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ABSTRACT 
This paper counts the number of idempotent elements in the symmetric semigroup 
on n elements. The exponential generating function is obtained and a number of 
combinatorial identities and congruences are given. An asymptotic formula is provided 
along with some numerical comparisons between the asymptotic formula and the 
exact values. 
1. INTRODUCTION 
Let X be a non-empty set of (distinct) elements and let T be the set of 
all mappings of I" into X. Then T is a semigroup with identity under the 
operation of composition: (~f l ) (x)  = c~(fl(x)) for x ~ X and c~, fl s T; this 
semigroup T is called the symmetric (or full transformation) semigroup 
on X. Since two finite sets X, Ywith the same number n of distinct elements 
have isomorphic symmetric semigroups, it suffices to consider the set 
Xn = {1, 2 ..... n}; we let Tn be the symmetric semigroup of this set, 
In Clifford and Preston [7, pp. 51-58], some properties of T~ are explored; 
we first restate some of the definitions and results of this work in order to 
motivate the subsequent discussion. 
If  ~ e Tn, let the principal eft ideal generated by a be 
and let the principal right ideal be 
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We say that ~ is equivalent to fi if La ---- L~ and R~ = R~; this is clearly 
an equivalence r lation, and we let H~ be the equivalence class containing a, 
We will now show that each Ha contains at most one idempotent, i.e., 
a y e H~ such that ~,2 _ y. For, if ~ ~ Ha is also an idempotent then, since 
H~ ---- H~ = H~, we have that there exist A, p ~ T,~ such that 3 ---- )~, and 
= 3p; hence 
= = = - -  = = = = 
Obviously, every subgroup of Tn contains an idempotent--namely, the 
identity of the subgroup. Conversely, Clifford and Preston [7, pp. 54, 59] 
show that, if an equivalence class H~ contains an idempotent, hen it is 
a subgroup of T,~. 
It is a consequence of these remarks that the idempotents of T,~ are in 
one-to-one correspondence with those equivalence classes of Tn which 
are subgroups. It is therefore of some interest o count the number of 
idempotents in T,; this number we designate by U,~, and we find it 
convenient to define U0 ---- 1. In this paper, we derive various combinatorial 
properties of U~, the exponential generating function ~t(z) of U,~, and 
the asymptotic expansion of U, for large n. We also tabulate the U, for 
certain values of n. 
2. THE EXPONENTIAL GENERATING FUNCTION OF U~ 
To derive this function, we find it convenient, although not essential, 
to phrase the argument in the terminology of graph theory. Our derivation 
depends on a simple connection between the mappings of X, and certain 
directed graphs with n vertices. 
Now we take X, to be a set of n distinct points in the plane. We let 
o~ ~ T, be a fixed mapping of X, into itself and for each x ~ X, we define 
X 0 = X ,  X 1 = ~(X),  X 2 ---- ~(X1) = ~2(X), X] = o~(X2) ---- o~3(X) . . . . .  
For each x ~ x l ,  we draw the directed line segment from x to xl; if 
x ---- x~, we draw a circle through x. The totality of these segments and 
circles as x ranges over X, constitutes a directed graph with n vertices 
which is called the graph G(=) of ~. This graph has the special property 
that from each vertex there issues exactly one edge or segment; conversely, 
each such graph with n vertices determines a unique mapping ~ of Xn 
into X, .  
Of particular interest for us are those vertices x of G(o 0 which have the 
124 HARRIS AND SCHOENFELD 
property that there exists an integer k ~ 1 such that x~ = x; such an x 
is called cyclic with respect o ~ and in this case the set 
C~(x) -= {x~ [ m >~ O} 
is called the cycle containing x. I f  k is the smallest positive integer for 
which xk = x then C~(x) is said to have length k (and x has order k under a). 
Since G(a) is a finite graph with n vertices, we necessarily have the existence, 
for each x, of two distinct non-negative integers r and s not exceeding n
such that xr = x~; if s > r and y = xr ,  then y~_r = x~ = x~ = y so that 
y is cyclic with respect o a and C~(y) has length ~< s --  r ~< n. Hence G(a) 
always has at least one cyclic vertex. 
Still considering a E T. to be fixed, we say that two elements x, y e X~ 
are equivalent with respect o a if there exist non-negative integers r and 
s such that x~ = y~. This truly defines an equivalence relation; the 
equivalence class containing x we designate by Ks(x), and call it the 
component of  x with respect o a. Moreover, since X~ is a finite set, each 
component Ks(x) must contain at least one cyclic element. For, as we 
saw above, there exists r ~> 0 such that y = x~ is cyclic with respect o a; 
clearly y E Ks(x). 
Suppose that ~ is an idempotent mapping. Then for every x we have 
x2 = o~(xl) = aZ(x) = a(x) = Xl so that xl = a(Xl) is cyclic; moreover, 
if y is cyclic with respect o a, then C~(y) is of  length k = 1 since, other- 
wise, k ~ 2 and hence 
Y = Y~ = ~2(Yk-2) = ~(Yk-~) = Yk-1, 
which contradicts the definition of  k. Conversely, suppose that a has the 
property that every cycle Ca(y) has length I and that the image of every x 
is cyclic; then Xl = a(x) is cyclic and, since C~(Xl) has length one, we 
see that ~2(x)= ~(x~)= x~ = ~(x) or that a is idempotent. Thus, a 
necessary and sufficient condition that a be idempotent is that a(x) be 
cyclic for every x e X ,  and that C~(y) have length 1 for every y which is 
cyclic with respect o a. (Under these conditions, each component K~(x) 
has exactly one cyclic element.) 
Thus, in the usual terminology of  graph theory, the enumeration of  
idempotents i equivalent to the enumeration of forests of  rooted labeled 
trees of  height not exceeding one. We could use this remark and (1) of  
Riordan [14] to derive (2) below; however, the derivation based on the 
following formula for U, is more direct. 
THEOREM 1. I f  n ~ O, then 
= (1)  
j=O 
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PROOF: Since the result is trivial for n = 0, we can assume that n >/ 1. 
We begin by determining the total number N~. of idempotents o~e Tn such 
that G(o 0 has exactly j cyclic elements; clearly 
~=~+~+- . -+~.  
If G(~) has exactly j cyclic vertices x, then each of the remaining n -- j 
noncyclic vertices y has an image Yx which is cyclic; i.e., Ya is one of the 
j cyclic vertices x. Hence, the n - - j  non-cyclic vertices can be mapped, 
by the various idempotents a ~ T , ,  in t0 j  specified cyclic vertices in a total 
o f j  "-j ways. Since the j cyclic vertices may be selected from all n vertices 
in just (~) ways, it is clear that 
U~ = (~)j"-J. 
Hence, the result follows. 
COROLLARY. The exponential generating function of U,~ is 
W(z) -- exp(ze ~) ---- ~ U,~ z n 
n=O ~ " 
(2) 
PROOF: From the definition of T . ,  it immediately follows that 
(fin rl n 
n! <~ ~. <~ e'~ 
so the power series on the right of (2) certainly converges for [ z f < 1/e. 
Hence (1) gives 
U~ zn _-- z n j~-~ 
n=o ~ j!  (n - - j ) !  n=O "= " 
oo j zn_ j jn_  J 
n=~ 5=0 J! ~--o mt 
z~ ~ I 
= ~o -fl" e~ = ~o f l  (ze~)' = exp(ze~)" 
Thus, the corollary holds. 
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3, SOME COMBINATORIAL IDENTITIES 
From (2) many identities can be obtained; here we give only a few. 
Differentiating W(z) we have 
~r/'(z) = (z 4- 1) e* 9 krJ(z) ---- (z 4- 1) 9 ~.v " 
k~0 = " 
=(z4-  1) ~ zm X~ [m'~ Un (z4- 1) ~ A,~ z'~ 
~=o m! ~--o= \ n! = ,~=o~ m! 
where 
Introducing the series for ~/l(z) and inserting it into the formula preceding 
(3), we obtain 
Un z n-1 = (1 4- z) Am m! 
n=X (n  - -  1 )  T 
and this yields 
U~+I = Am + mAc_ l ,  
On using (3) this gives 
if m >~ 1. (4) 
n=O 
= ~. ( j ) ( j4-1)  Urn_,, if m>~0. (5) 
This relation and (2) show that the Un are what Bell [3] calls exponential 
integers an . In the notation of (3.1) of his paper, f (x )  ~ xe x so that his 
an = n for all n ~ 0; his (3.5) then reduces to (5). His (6.1) gives for all 
primes p that 
U~+I ~= U~ 4- 1 (mod p) 
and this is clear from (5). Bell also deals with what he calls exponential 
polynomials in the paper [2] which has a notation at variance with that 
given above; for example, in his (4.2) we are now to take 5o~+1 = Un+t 
and ~n = n. His congruences (6.6) now read, i fp  is a prime: 
U~+I ~ 2 (mod p), U~+~ ---- 7 (mod p), (6) 
U~+3 ~ 28 (modp), i fp  ~ 3, (7) 
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and these may be verified for p = 2, 3, 5, 7, 11, 13 by consulting the table 
at the end of this paper; in fact, (7) holds forp  = 2. His other congruences 
also have specializations to Un 9 
It may also be noted that Carlitz [6] has extended a number of  Bell's 
results. In particular, on taking an = n in Carlitz's (2.5), we obtain for all 
n ~ 0 and all primes p 
Un+, ----- Un q- i ( ; )kUn_k (mod p). 
k~l 
Also, his (2.2) gives (5) above. 
As might be expected from (2), there is a connection between the U, 
and the Stifling numbers 5P~ '~ of  the second kind defined by the generating 
relation, for integral m ~ 0, 
1 ~ 1 .(f(m)Tn 
m! (e~ -- 1)m = M.~"  - " 
n=m 
From this we obtain 
m•--0 2T n z .  exp{w(e ~-  1)} = = ~-  (e~--  1)mWm = m=0 W~ n=m ~.V (~) "
In particular, putting w = z, 
e -~ exp(ze ~) = ~ C,.z" 
r=0 
where 
Hence, 
1 (m) 1 (m) 
c~ = Y~ ~. ~n = 2 (r -- m)--------~. ~- '~"  
m+n=r O<~ m<~ r/2 
O<~ m~n 
T(z) = exp(ze ~) = e~ r C.S= ~o'= -ff.. zj ~=0 C~,z". 
By virtue of  (2), we therefore obtain 
f l  ~=o 1 Se(~ ) 1 ~ (r - -  m)! ~-m C~ = (k -- r)! o<m<~/2 
1 
k-r.u~ = 2 
j+r=k 
V V ~(ftm) 
~ (k  - -  r ) !  ( r  - -  m) '  , -m O<~m~k/2 r=2m 
1 ~-~ 1 
k! z.. z.. (k - -  m -- n)l n! ~ '* 
o 
O<~ m<~ k/2 n=m 
(8) 
(9) 
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We also have 
exp{2z sinh z} = exp{z(e ~ e-~)} = 7-t(z) 9 W(-- z) 
exp{2zsinhz} = ~ z n ~ (--1)mUm U._,. 
.=0 ~=0 m~ (n --  m)! " (10) 
Since the left side is an even function of z, it follows that 
( - -1)  m ( ; )  UmUn- ,n  ---- 0, if n = 1, 3, 5, 7 ..... (11) 
m=0 
A somewhat more complicated identity can be obtained from (10) by 
using the following Bessel function identity which is a consequence of 
the standard formula for the generating function of Jn(x): 
exp(2z sinh z) = ~ Jn(2z) e n* 
7~=--oO 
= Jo(2Z) + ~ J n (2z ){e  n~ + (--1)"e-n~}. 
n=l  
We conclude this section with the proof  of a relation which was told 
to us by J. D. Church. Letting A, E, I be the standard difference, shift and 
identity operators defined by 
Aak  - - - -  ak+l - -  ak , Eak  = a~+l , Ia~ = ak , 
we have A = E -- I. In the notation of the usual finite difference calculus, 
Church's relation is 
(A - -  n I )nU1 = {E  - -  (n + 1)I}nUx ---- 1, if n ~ 0. (12) 
On using (1) in the form 
n! j=o 
and taking a ---- 0, b = 1 in the inverse relations (8.1) and (8.3) of Gould 
[9] (or by using (45) of Riordan [15]), we obtain for n ~> 0 
"-2" 9 - = ( -  1)~ (n~_  j)-5." j~"  n n! j=0 
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Replacing n by n + 1 and simplifying, we find 
n+l 
(__l)n+ 1 = ~ (__1) ~ (n + 1)(n + 1)n-JjUj 
j=l J 
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1= ~ (--1)'~-m (:) (n + 1)n-mU~+x . (13) 
'r 
This is just the last relation in (12). 
The result (13) can be rewritten as 
if n ~0.  (14) U,~+I= 1 + ~ (--1)'~-~(j n ) (n+ 1)"+x-JUj 
j=l -- 1 ' 
From this and the first form of (12), we obtain 
Un ~-- 1 = AnU 1 (modn), i fn  ~ 1. 05) 
4. A RELATED COMBINATORIAL PROBLEM 
The generating function kg(z) of (2) bears a resemblance to
exp(e ~ -- 1) = ~G~z ~. 
n=0 
(16) 
Moreover, taking w = 1 in (8) gives 
G, = ~,--,~m)" (17) 
m=0 
Here G~ is the number of ways of putting n objects into no more than 
n boxes in such a way that each box has at least one object; otherwise 
expressed, G~ is the number of partitions of a set with n elements into the 
union of non-empty disjoint subsets. This problem has a long history to 
which we only make passing reference. The relation (17), for example, 
may be found in Bell [3], and Bell [4] cites further history. Mention may 
also be made of the references in Rota [16] and in Becker's [1] solution 
of a problem which was originally solved by Ceshro; the result, an analog 
of (12), is that 
A~G1 = Gn, if n ~ 1. 
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Also, (16) yields the following analog of (5) and is derived in the same 
way: 
mG,  Gin+l= n if m~0.  
A lengthy history of these numbers is given in Epstein [8], who derives 
some asymptotic approximations for them. A much better asymptotic 
representation is given by Moser and Wyman [13], who remark, in effect, 
that Epstein (p. 168) was mistaken in his criticism of Knopp's Ex. 236 
[12, p. 563]. Asymptotic formulas have also been given by de Bruijn 
[5, pp. 102-109] and by Szekeres and Binet [17]. 
5. AN ASYMPTOTIC FORMULA FOR U n 
This can be derived from the following result of Hayman [11, p. 69]. 
Let 
f (z )  = ~ anz n 
n=0 
be holomorphic for I z I < R, where 0 < R ~< ~,  and let it I be real for 
real z. Le t f ( r )  > 0 for Ro < r < R, and define 
a(r) = r f ' ( r ) / f ( r )  and b(r) = ra'(r); 
further, assume that b(r)-+ ~ as r--+ R --. Suppose, also, that there 
exists 3(r) e (0, ~r) such that 
f ( re ia ) / f ( r )  = o(1/v/b(~) as r -+ R -- (18) 
uniformly for t~ E [3(r), ~r], and such that 
f ( re i~) / f ( r )  ~ e i~(~)-~%(r) as r ~ R -- (19) 
uniformly for v ~ e [0, 3(r)]. Then there exists a unique rn satisfying a(rn) = n; 
moreover, 
f(rn) 
an ~ as n--+ oo. 
rn" X/~b(rn) (20) 
To obtain our result for Un, we takef(z)  = exp(ze ') so that an = Un/n!, 
R = ~,  R 0 = 0, 
a(r) = r(r + 1)e r, b(r) = r(r 2 + 3r + 1)e ~. (21) 
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Hence, r~ satisfies r(r  + 1)e ~ = n, Also,  
f ( re ia ) / f ( r )  = e* (22) 
where 
= r exp( i8 + re ia) - -  r exp r 
= re*{e -*r176 cos(r sin 8 + 8) - -  1} 
+ ire ~ 9 e -r(1-c~ sin(r sin 8 + 8). (23) 
Now,  
e -~ = 1 - -  ,~1 X = 1 - -  x + A2x 2 
cosx----- 1 +) tax  2= 1 - -  89  2+Aax 4 
sin x = x + )tsx 3 
where the A,~ are funct ions of  x which are bounded on [0, oo). So, we have 
un i formly  for  r >~ 1 and 0 ~< 8 ~< ~r: 
e -~ll-c~ = 1 - -  )tlr(1 - -  cos 8)  = 1 + O(r8 2) (24) 
e -~tl-c~ = 1 - -  r(1 cos  8)  -~-/~2r2(1 - -  cos  8)  2 
= 1 - -  {r82 + O(r20 ~) (25) 
r s in8  + 8 = (r + 1) 8 + O(r83) 
cos (r sin 8 + 8) = 1 --  89 sin 8 + 8) ~ + h,(r sin 8 + 8)* 
= 1 - -  89 + 1)28 ~ + 0(#8*)  (26) 
sin(r sin 8 + 8) = r sin 8 + 8 + As(r sin 8 + 8) a 
= (r + 1)8 + O(r38S). (27) 
By (23) and (25), we have,  un i formly  for 8 ~ [3, ~r], 
~2r <~ rer{e -~r176 a) __ 1} = rer{- -  89  ~ + O(r~3*)} 
= - -  89 -~- O( r~2)} .  
Choos ing  3 = exp( - -  2r/5), we find for  r > R1 /> 1 that  
~q)  <~ - -  89 r/5 <.~ - -  r. 
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Since (21) shows that b(r) ,~ r3e r as r -+ o9, we obtain from (22) 
[f(reia)/f(r)  [ = exp ~ ~ exp(--  r) = o(1/X/b-~)). 
Hence, (18) holds. 
Now let 0 ~ t~ ~ 3 = exp(--  2r/5). Then (23)-(27) give 
= rer({1 --  89 q2 ~- O(r2~q4)){1 - -  89 -k l)2v q2 -4- O(rat~4)} - -  1) 
--k ireS{1 -k O(r~2)}{r -k 1)v ~ -4- O(r3vq3)} 
= -- re~{l(r 2 -k 3r -4- 1)t ~2 + O(ravq4)} 
q- ire~{(r --k 1)v ~ -4- O(r3&Z)} 
= --  89 A- i~a(r) -k O(r4e~t$3). 
Since the error term is O(r4e-~/~) = o(1) as r --~ 0% it follows that (19) 
holds. 
Since all of  Hayman's  hypotheses are satisfied, we obtain from (20), 
(21), and the definition of rn that, as n --~ 0% 
Un ~ n! exp(rne r-) _ n! t rn A- 1 tl/3 e n/(~"+l) = Jn (28) 
rn n X /~b(r . )  rn n ~2zrn(r. 2 + 3r. + 1)~ 
Since rn ~'~ log n, we deduce from Stirling's formula that 
1 t (  1 )f Un~~exp n logn- - logrn - t -~  9 
In fact, much more can be shown. If  we let un be the positive solution 
of u(u -t- 1)e u = n § 1 so that un = rn+i, then we have shown in [10] 
that for each N >~ 1 and for n -+ oo 
N-1 1 ek(un) --k 0 (30) 
Un= In 1 + = (n+l )  ~ C~ - - - -W-  
2 where Cn = un + 3Un + 1, Pk(u) is a polynomial of exact degree 7k, and 
i n=n!{  un+l  } l /2etn+l ) / (u .+ l )un jn+l  " (31) 
un ~ 2zr(n + 1) C .  n + 1 
In particular Un ~ In, and this may also be derived from (28) on using (33) 
below. It also follows from these remarks that Un+i/Un ~ n/log n. 
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6. MISCELLANEOUS RESULTS AND COMPUTATIONS 
It is quite easy to replace the crude result un 
estimate, which we express in terms of v ~ log(n + 1): 
u~ = v -- 21ogv + 1 (4 logv -- 1) 
1 + 7~ (4 log 2 v - -  10 log v + -~) + 0 (log v] 3 
\ V / " 
,~ log n by the following 
(32) 
Since v is only log(n q- 1), it is clear that such a result is not very useful 
unless n is enormous. We can also show that 
or that 
un+l - -  1+- -  1 ll q -0 (~- -~) I  (33) 
U n nP 
"'l tl~ U~+l -- U~ ----- - -  1 +O . (34) 
HI/ \ I/ I 
We can also estimate the valuejn of  the indexj  in (1) where the summand 
Nj = (~-)jn-J is maximal. I f  we put h = log n, then Nj is maximal for 
n l (21ogh_  1) q- O (35) 
The graph-theoretic significance of in is that more of the graphs G(c 0 have 
j,~ cyclic vertices or components than any other value j. 
It is not hard to show that the polynomial Pl(u) appearing in (30) is 
given by 
1 PI(U) 4! (2u6 q- 9u5 -- 14u4 --  l l0ua --  112u2 --  32u + 2)(u + 1); 
some unchecked estimates how that for n ~> 200 and N = 2 the error 
term in (30) does not  exceed u2/(n + 1) 2 in absolute value. However, for 
n = 200 the approximation obtained by replacing the braces in (30) by 
l-q-Pl(un)/{(n + 1)Cn 8} is worse than that obtained by simply using 1. 
Finally, in Table 1, we list exact values of  U, for n = 1, 2 ..... 16; these 
were obtained by using (1) and were then checked by using (5) with 
m = 15. We also list approximate values of Un for n ----- 25, 50 ..... 200. 
These were obtained with the aid of an electronic binary computer, 
working in the single precision floating-point mode with 36 bits in the 
mantissa; the program was based on (1) with the summation being per- 
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formed by first taking the summand Nj having the index given by (35), 
then taking the terms having indices j - -  1 and j + 1, etc. The table also 
lists approximate values for the quantities In ,  J s ,  and un defined above. 
TABLE 1 
VALUES OF U~, 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
25 
50 
75 
100 
125 
150 
175 
200 
U~ 
1 
3 
10 
41 
196 
1,057 
6,322 
41,393 
293,608 
2,237,921 
18,210,094 
157,329,097 
1,436,630,092 
13,810,863,809 
139,305,550,066 
1,469,959,371,233 
1.27761 1032 
1.86538 10 ~4 
3.87597 109o 
4.68215 10123 
6.90222 10173 
4.87364 10213 
8.81801 10357 
2.60990 10303 
Relative 
Error 
(I~-u~)/u~ 
1.4589   10 TM --.0073 
1022 --.0026 
1054 --.0021 
1090 --.0012 
10133 --.00050 
101~~ --.00057 
10 ~13 --.00048 
10357 --.00024 
10303 --.00004 
1.2743 
1.8615 
3.8714 
4.6798 
6.8983 
4.8708 
8.8159 
6.6098 
Relative 
dn Error 
(J~-U,)/U~ ! 
1.4914 "10 TM .0146 
1.2939 9 1022 .0128 
1.8751 9 1054 .0052 
3.8905 9 1090 .0037 
4.6958 "10129 .0029 
6.9196 9 1017~ .0025 
4.8843 "10213 .0022 
8.8361 9 10357 .0021 
2.6142 9 10303 .0016 
u~ 
1.505 48 
1.717 507 
2.076 970 
2.302 46 
2.468 079 
2.599 02 
2.709 573 
2.803 620 
2.886 034 
Moreover, the relative errors given in the table indicate that the approxi- 
mat ion In is indeed quite good for n >~ 16; it is, in fact, considerably 
better than the approximation J of (28) and for this reason we prefer it. 
In provides a better approximation than Js because the derivation for 
In uses a contour which passes through the saddle point of a certain 
integral for Us.  However, Hayman's  proof of the formula yielding Jn 
employs a contour passing through rn = un-1 and it therefore misses the 
saddle point at us by Un - -  Un- 1 ~ 1/n in accordance with (34). 
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