What motivates some members of a social group to voluntarily incur costs in order to provide for the common good? This question lies at the heart of theoretical and empirical studies of cooperative behavior. This is also the question that underlies the classic volunteer's dilemma model, which has been previously explored in scenarios where group members are related or interact asymmetrically. Here we present a model that combines asymmetry and relatedness, showing that the probability of volunteerism in such systems depends closely on both the degree of asymmetry and level of relatedness between interacting individuals. As has been shown in previous volunteer's dilemma models, the payoff ratio and overall group size also influence the probability of volunteerism. The probability of volunteerism decreases with increasing group size or decreasing cost-to-benefit ratio of the coplayers; in the presence of asymmetrical interactions, subordinate players were more likely to offer public goods than the dominant player. More asymmetrical interactions decrease the probability of volunteerism of the dominant player; overall volunteerism increases with increasing relatedness. asymmetric interaction, cooperation, volunteer's dilemma, relatedness, public goods, kin selection, inclusive fitness
For decades, how and why public goods are provided has been a focal question for researchers exploring the evolution of cooperation in animal and microbial social systems (including in human societies) [1] [2] [3] [4] [5] . The iterated prisoner's dilemma (IPD) and volunteer's dilemma (VoD) are two of the most influential models used to explain why social partners incur costs to provide common goods shared by all members of the society [6] [7] [8] . In the IPD model, individuals are predicted to pay the cost to provide for the common good in an infinitely iterated game, because any defection will discourage further cooperation by other individuals in the future. In the IPD, the predicted optimal behavior for every individual is to provide common public goods, but these predictions fail to explain why common goods are usually provided by some but not all individual in a social group [9] [10] [11] .
The volunteer's dilemma (VoD) model, as first proposed in the social sciences [12] , is an N-person game in which a public good U is produced if and only if at least one player volunteers to pay a cost K (where U>K>0); when no individual produces the common good, the players involved receive a lower payoff (0) than the payoff (U-K) they would have received if they had volunteered to provide the public good. Obviously, there are N asymmetric equilibria in pure strategies, which are usually not attainable without coordination amongst social partners. In a symmetric mixed Nashequilibrium, the probability of defection is   * = 1 N K U  [12] . This model assumes that some individuals within the system provide the common goods but every individual will have the same probability p
to be a volunteer [12] . However, the production of common goods by the contribution of a single volunteer is inefficient without a mechanism for coordinating who volunteers, which leads to a paradox referred to as the "volunteer's dilemma" [7, 12] . The probability of free-riding will increase with the group-size N [12, 13] , and the spread of free-riding has the potential to disrupt the cooperative interaction between the social partners.
The conventional forms of both the IPD and the VoD make the basic assumption that the partners involved in the system interact symmetrically. Under these conditions, all individuals are predicted to have the same probability of paying the cost to provide common goods and maintain the cooperative interaction [14] . However, almost all of the well-studied systems in which cooperative behavior is observed have shown that individuals interact asymmetrically. For example, in the well-known eusocial system of ants and bees, workers provide public services such as nursing and food collection, but queens do not. In the case of inter-specific cooperation, such as the mutualistic relationship between yuccas and the yucca moth and between figs and the fig wasp, the host plant pays the extra cost to maintain the stability of the mutualism through the sanction of non-cooperative pollinators or repression of over-population of pollinators, which prevents the over-exploitation of the common resource shared by pollinators [15] [16] [17] .
In addition, individuals are often genetically or reciprocally related, which has the potential to affect cooperation [5, 7, 10, 18] . In many well-documented systems involving cooperation, the higher the genetic similarity or level of reciprocal exchange (i.e. relatedness), the higher the probability will be for individuals taking a cooperation strategy. For example, in social insects, such bees, ants or wasps, the higher genetically related between the queen and workers, the higher probability of cooperation behaviors could be observed [10] .
Other researchers have explored the effects of separately adding either asymmetric interaction or relatedness to the VoD: Diekmann [19] has analyzed asymmetric interaction, and Archetti [7, 18] has analyzed relatedness. While these individual treatments of asymmetry and relatedness provided valuable insights, they do not allow us to make predictions about the many systems in which both of these factors simultaneously play a role [20, 21] . In this paper we modify the classic VoD model to consider the effects of both asymmetry and relatedness, expanding upon and unifying the work of Diekmann [19] and Archetti [18] .
1 Game theoretical analysis
Review of Diekmann's asymmetric volunteer's game
A provision point version of the classic public goods game, the volunteer's dilemma (VoD) specifies a threshold level of volunteer contribution above which all N players enjoy the benefit of public goods. Each individual in the game maintains two options: (1) to pay the cost of volunteering and thus ensure the provision of public goods to all; or (2) to pay no cost and hope to reap the benefits that come from the volunteerism of others [12, 14, 22] . Such games assume that all individuals pay the same cost for volunteering and reap identical benefits once the public good has been provided. From a biological standpoint this is unrealistic, because most natural interactions are asymmetric, suggesting that not all players earn the same payoff. This asymmetrical interaction can be represented mathematically as different potential net payoffs for different players [16, [23] [24] [25] [26] . An asymmetric volunteer's dilemma game developed by Diekmann [19] introduces an unequal distribution of costs K i and interests U i among i=1,2,···,N players, and analyzes the binary-decision N-person matrix game with each player i's (i=1,2,···,N) decision an alternative between C i (volunteering, thus cooperation) and D i ( free-riding, thus defection). Assuming that for all i's U i >K i >0, the payoff structure is as follows:
(i) Employing strategy C i always yields the net payoff of U i   K i ; whereas
(ii) Employing strategy D i yields the maximum payoff of U i whenever at least one other player employs strategy C i ("volunteering" for other players); otherwise (iii) If all players employ strategy D i , then all players forfeit the public good and earn nothing (payoff = 0).
Based on this structure, the asymmetric VoD has N efficient and strict equilibria with exactly one "volunteer" and N1 "free-riders". However, the existence of the pure strategy means there will be only one "volunteer" while the other N1 partners adopt the "free-rider" strategy, an outcome that seems unlikely given that the volunteer must pay the extra cost to provide the public goods but ends up earning the lowest payoff. This feature of the pure-strategy equilibrium leads us to focus on an additional equilibrium point in which mixed (probabilistic) strategies may exist [19] .
If we let strategy D i be played with probability  i , then actor i's expected utility (i.e. fitness or interest in the biological cooperation systems) E i is 1
( 1 ) ( ) .
By partially differentiating with respect to  i and setting the equation equal to zero [27, 28] , we get
The solution of eq. (2) is
Substitution of  i in eq. (1) by  i * yields the payoff-vector of the mixed equilibrium strategy, and it becomes apparent that the expected value in the equilibrium E i * does not depend on  i , hence this is a weak mixed Nash-equilibrium if [19] . If U i =U and K i =K, the mixed equilibrium of the symmetric game is
. From eq. (3), the Nash-equilibrium strategy implies that player i's defection probability will increase with decreasing volunteer cost (K i ) or increasing interest in the collective good (U i ) [19] .
We will study the special case of the asymmetric volunteer's game with one "strong" player and N1 "weak" players with equal degree of weakness in the system, which implies that the "strong" player will enjoy either greater interest U i or lower cost K i than "weak" players [19] . In biological terms, the "strong" role implies social dominance and the "weak" role implies social subordination. We let K s =K 1 <K 2 = K 3 =···=K N =K W and U s =U 1 U 2 =U 3 =···=U N =U W , N>2. Considering the "strong" player might never volunteer to produce the public goods, such as policing eggs (policing eggs can be treated as public goods of social insect) produced by worker bees but never queens in some systems [20, 23] , we assume that the "strong" player will take "freerider" strategy if its strength is sufficiently strong.
From eq. (3), we have
and
where  S * and  W * are the defection probability of "strong"
player and "weak" co-players (respectively), and  W * = i * , 2iN. Based on eqs. (4) and (5), we can conclude that the defection probability of "weak" players will depend on both the cost-to-benefit ratio K S /U S of the "strong" player and the group size N, while the "strong" player's defection probability is influenced by these same two factors as well as the cost-to-benefit ratio K W /U W of "weak" players [19] .
For convenience, let U S =U W =1 and K S <K W <1. Then
where K S and K W are the cost of cooperation to the "strong" player and all "weak" players, respectively.
Novel insights into the asymmetric volunteer's game
Diekmann's model demonstrates that the probability of defection will increase with group size when interaction is asymmetric ( Figure 1 ). However, in this treatment of asymmetry, Diekmann [19] does not analytically explore the effects of varying levels of asymmetry (although he does consider some range of asymmetry in the experimental portion of his paper). We define a new derived parameter, the degree of asymmetry, as h=K W /K S , and explore below how varying degrees of asymmetry affect the defection probabilities of both "strong" and "weak" players. One issue raised by considering varying degrees of asymmetry (as well as larger group sizes) is that there is a threshold level of asymmetry and group size above which the "strong" player can be predicted to defect with a probability greater than 100%. As can be seen in Figure 1 , the predicted probability of defection for the "strong" player can exceed 100% if group size (N) is sufficiently large in magnitude; an analogous prediction emerges at higher degrees of asymmetry (h).
In his analysis of the asymmetrical VoD, Diekmann [19] is careful to specify that his derivations only apply when the defection probability of the "strong" player is less than 100% ( S * <1), and never uses parameter values that would produce predicted defection probabilities greater than 100%.
As our goal was to understand the effects of both group size (N) and the degree of asymmetry (h) for all values of these parameters, we sought to determine analytically the threshold value of these parameters above which the Figure 1 Mixed equilibrium strategy for the asymmetric volunteer's dilemma with one "strong" player (stars) and N1 "weak" players (triangles). If we fix the cost of "weak" players and the "strong" player at K W = 0.25, K S =0.2, then the degree of asymmetry is h=K W /K S =1.25 (dot lines). If we fix the costs at K W =0.25, K S =0.125, then the degree of asymmetry is h=K W /K S =2 (solid lines). For either level of h, the defection probabilities of the "strong" player and "weak" co-players as a function of the group-size
"strong" player is predicted to defect at a probability greater than 100%. Eq. (6) is greater than one (
At the critical point K S * , the strength of "strong" player might be sufficiently strong to never volunteers in this situation. Once this critical point K S * has been reached, the "strong"
player will defect with 100% probability ( S * =1) for all values of K S K S * , implying that the "strong" player never volunteers. Under this scenario the "strong" player is an invariant freerider, and the asymmetric game collapses to the simpler symmetric volunteer's dilemma with N1 "weak" players. Accordingly, the defection probability of the "weak" players is  
Increasing the degree of asymmetry will increase the "strong" player's defection probability but reduce the defection probability of "weak" players in the interval [ (6) and (7), we can see that the equilibrium solution for the "strong" player  S * is influenced by the cost of cooperation K S and the ratio K W /K S as well as the group-size N; the "weak" players' equilibrium solution  W * is influenced by the cost of cooperation to the "strong" player and also by the group-size. The analysis presented in Figure 2 shows that if the cost to "weak" players K W and group size N are held constant, the defection probability of "weak" players will increase as the cost of cooperation to the "strong" player K S increases in (Figure 2 (a), "triangles"); the defection probability of the "strong" player will reach 100% when the cost of cooperation to the "strong" player is less than the critical point of cost K S * , and it will decrease with increasing cost to the "strong" player when the cost of cooperation to the "strong" player is greater than the critical point of cost K S * (Figure 2 (a), "stars"). Based on our definition of h, eqs. (6) and (7) and the above analysis and our assumption for the case in the interval
we can derive the defection probability of the "strong" player and "weak" players as the following functions:
Figure 2 (a) The probability of defection of both "weak" and "strong" players as function of the cost of cooperation for the "strong" player (if we fix the cost to "weak" players at K W =0.25). The defection probability of the "strong" player reaches 100% when the cost to the "strong" player is smaller than the critical point of cost K S * , and it will decrease with increasing cost to the "strong" player; the defection probability of "weak" players increases with increasing cost K S and reach
when the cost to the "strong" player is smaller than the critical point of cost K S * , where (2N) . The defection probability of "weak" players without relatedness (triangles lines) is greater than with relatedness (diamonds lines), and it will decrease with increasing asymmetry when the asymmetry less than h * (or h ** ) and will
when the degree of asymmetry greater than h * (or h ** ).
As these functions make clear, the probability of defection of the "strong" player will increase with increasing asymmetry (Figure 2(b) , "stars"), but it will reach 100% when the degree of asymmetry is greater than the critical point of the degree of asymmetry h * , where
. The probability of defection of "weak" players will decrease with increasing degree of asymmetry h in the interval [1, h * ] and be fixed at  
when the degree of asymmetry is greater than the critical point h * (Figure 2(b) , "triangles").
Asymmetric volunteer's dilemma game with relatedness
Individuals in an asymmetric system in which cooperation can occur are often genetically or reciprocally related [29] .
Relatedness has the potential to increase cooperation within the social group [5, 7, 10, 18] . In the VoD game, Archetti [7, 18] has also demonstrated that relatedness strongly influences the likelihood that players will exhibit cooperative behavior. In fact, both the effects of asymmetry and relatedness may simultaneously coexist in many real systems, such as eusocial system of ants and bees [20] , inter-specific mutualistic of the yuccas and the yucca moth [15] and the figs and the fig wasp [16, 17, 21, 30] . Here, we sought to explore how asymmetry combined with relatedness affects the behaviors of individuals in cooperative social systems by recombining and extending the models of Diekmann [19] and Archetti [7, 18] . In the asymmetric volunteer's dilemma game developed here, we study the special case of the asymmetric volunteer's game with one "strong" player and N 1 "weak" players with equal degree of weakness in the system, assuming that the N players are genetically and/or reciprocally related. Payoffs are similar to those shown above (see Section 1.1) for the special case of the asymmetric volunteer's game with one "strong" player and N 1 "weak" players with equal degree of weakness. All parameters used below are the same as those used above for the asymmetrical case without relatedness. For convenience, we let r be the average relatedness to other members of the group. The probability that l of the "weak" players fail to volunteer can be expressed from the perspective of the "strong" player in relation to all "weak" players as:
The probability that j of the "weak" players fail to volunteer can be expressed from the perspective of a single "weak" player in relation to the remaining N2 "weak" players as:
.
The fitness of the "strong" player who chooses to provide the public good is then 
Here the "strong" volunteer has a minimum direct payoff of U S K S regardless of whether or not one of the "weak" players produces the public good. In this case, if none of the other N1 members of the group (whose average relatedness to the focal individual is r) produces the common good (which happens with probability 1 N W   ) the payoff to "weak" players will be U W , and the payoff to the "strong" player will be U S K S . If l of these N1 individuals fail to provide the public good (the probability of which is f i ), the payoff for those N1l who volunteer to provide the public good is U W K W and the payoff for the l who refuse to provide the public good is U W [7, 18] .
The fitness of the "strong" player who refuses to provide the public good is (1 ) 0

The "strong" player who defects has a direct payoff U S so long as one of the "weak" players produces the public good, which happens with probability
. The payoff of the "strong" player is 0 if none of the "weak" players produces the public good, which happens with probability
. In this case, if none of the other N1 members of the group (whose average relatedness to the focal individual is r) volunteers to provide the public good (which happens with probability
, each "weak" player's payoff is 0. If instead l of these N1 individuals fail to provide the public good (which happens with probability f l ), the payoff for those N1l players who produce the public good is U W K W and the payoff for the l players who do not produce the public good is U W [7, 18] .
As with the "strong" player, the fitness of individual "weak" players for the two pure strategies of providing and not providing the public good can be written as: 
The mixed-strategy equilibrium can be found by equating the fitness of the two pure strategies of the "strong" player and "weak" players [7, 18] , which produces the solution
[ ( 1) ] , [( 2) ]
where ** S  and ** W  are the probability of defection of the "strong" player and all "weak" players at equilibrium, respectively.
Equivalently, we have
where r(N1)U W +U S and K S can be defined as the benefit and the cost of cooperation (respectively) for the "strong" player if none of the other N1 members of the group produces the public good. If we let B S =r(N1)U W +U S and
is the indirect cost-tobenefit ratio for the cooperating "strong" player (correspondingly, K S /U S is the direct cost-to-benefit ratio for the cooperating "strong" player). Using similar notations for the B W and C W of each "weak" player, C W /B W =K W /r[(N2)U W + U S ]+U W , yielding the following simplified defection probabilities:
With the above notations, it is clear that the indirect costto-benefit ratio will decrease with increasing relatedness within the group. The probability of defection depends on the group-size N and the cost-to-benefit ratio of the other players. If we remove the asymmetry by setting K S =K W , the results simplify to those of Archetti [7, 18] . If we remove relatedness by setting r=0, the results simplify to those of Diekmann [19] . These results demonstrate that the model developed here is a general form that subsumes these two more specific variants of the volunteer's dilemma.
For convenience, let U S =U W =1, and K S <K W <1. This produces the equilibrium probabilities of defection
Using our previous notation letting h=K W /K S be the degree of asymmetry, then
From eq. (14), the probability of defection of the "strong" player will reach 100% at the point h ** (where
, and Figure 2(b) , "crosshairs lines"). This discovery mirrors our discovery for eq. (8) as discussed in Section 1.2. When the "strong" player defects with 100% probability, the game once again collapses to a symmetric game involving N-1 players (who are related in this scenario), and the defection probability of the "weak" players is (Figures 2(b) and 3(c) ). The probability of defection at equilibrium will depend closely on the relatedness, the degree of asymmetry between members of the group, and the group-size. The prob-ability of defection will increase with increasing group size (Figure 3(a) ) [12, 19] and decrease with increasing relatedness (Figure 3(b) ) for both the "strong" and "weak" players. As the degree of asymmetry increases, the probability of defection of the "strong" player will increase, while "weak" players are less likely to defect when the degree of asymmetry is less than the critical point h ** (Figure 3(c) ). When the cost to "weak" players and group size are held constant, the defection probability of the "strong/weak" player reach-
whenever the degree of asymmetry is greater than the critical point h ** , and this critical point will increase in value with increasing relatedness (Figure 2(b) ). For all parameter ranges, the probability of defection of the "strong" player is always greater than that of the "weak" players [19] .
In Figure 4 , the flat-roofed areas (in dark red) represent the parameter ranges of non-cooperation for the "strong" player. Increasing the relatedness or decreasing the degree of asymmetry and/or group-size will reduce the areas of non-cooperation for the "strong" player.
Discussion
A great number of social systems-including many human societies-involve voluntary contributions by individuals to the common good. Identifying what factors determine which individuals will make these contributions remains an active area of both theoretical and empirical inquiry. Previous work has demonstrated the importance of the cost-to-benefit ratio and overall group size [12, 19] and genetic or reciprocal relationships [7, 18] in determining how volunteer behaviors might evolve. However, these theories assume that the interactions between members of the group are symmetrical, which makes it difficult to account for the uneven contributions often observed in natural systems. Asymmetric contributions to the common good have been observed in humans [9] , bees [20] , mole-rats [23] , and a number of inter-specific mutualisms [15, 17, 26, 30] . However, theoretical work has not shed light on how social asymmetries affect predicted patterns of volunteerism when members of the social group are related.
We present here just such an asymmetric model. Our model produces the same results as Diekmann's, showing that the mixed Nash-equilibrium predicts a higher probability of defection for the "strong" player than the "weak" coplayers [19] in absence of relatedness (r = 0 in our model). However, our model yields an additional insight: that for the "weak" player the defection probability negatively correlates with the degree of asymmetry, whereas the same correlation is positive for the "strong" player ( Figure 2(b) ). The mixed-equilibrium strategy yields the optimal payoff, which is higher for "strong" players who incur lower costs. In order to earn the maximum payoff, the "strong" player's defection probability has to be greater than the defection 
Figure 4
The defection probability of strong player  * as a function of the group-size N and the degree of asymmetry h for different levels of relatedness r (a-c), and as function of the group-size N and relatedness r for different degrees of asymmetry h (d-f) in an asymmetric volunteer dilemma game, where the cost of cooperating to the "weak" players is fixed at K W = 0.25. The color bar represents defection probabilities of the strong player ranging from zero to one.
probability of "weak" co-players, who maintain a lower maximum payoff [19] . This suggests that as the degree of asymmetry increases, the "strong" player may have an increasing incentive to punish non-cooperating "weak" players.
Asymmetric social interactions have the potential to encourage cooperation, which can be achieved through the sanction and/or repression of a subordinate or dependent symbiont by the dominant or host [8, 17, 31, 32] . Subordinates will cooperate if the benefits they receive offset the costs they incur due to punishment or sanction by a dominant, allowing the dominant to exploit the subordinates. Higher genetic or reciprocity relatedness, which can be created by limited dispersal ability and/or high expected benefit for the involved partners [1, 10] , might make sanction and/or repression more profitable for the donor individual [26] .
That varying degrees of asymmetry and relatedness will lead to different volunteer strategies among social partners suggests an explanation for why in some species of social insects queens police eggs while in other species workers police eggs [33] [34] [35] [36] [37] : opposite policing strategies may result from differences in the degree of asymmetry and relatedness across species. Thus, the degree of asymmetry between dominants and subordinates in Apis florae may approach the critical point h ** (Figure 2(b) ), whereas in Apis mellifera the degree of asymmetry may be lower than the critical point h ** [33, 34] , where h ** is greatly affected by relatedness (see Figure 2(b) ). This difference in effective asymmetry may explain fundamental differences in the way policing works in these two species of superorganisms. In our model, symmetric interaction (i.e. degree of asymmetry h=1) makes voluntary contributions to common goods least likely. This might explain experiments demonstrating that in the ponerine ant (Pachycondyla inverse) policing behavior is reduced when the queen is removed [36] . Our model also shows that the "strong" volunteer has a greater impact when the degree of asymmetry is higher. This result is consistent with empirical observations showing that in some species, queen policing (a behavior that occurs within a highly asymmetric interaction) almost completely prevents workers from reproducing [37] [38] [39] .
Another critical finding of our model is that defection will be the "strong" player's dominant strategy when the degree of asymmetry approaches the critical point h * (or h ** ), but cooperation will be dominant strategy of the "weak" players. This result is only somewhat tempered if the "strong" and "weak" players are related (Figure 2(b) ). This may have led to the evolution of dominant behavior strategies aimed at coercing cooperation from subordinates when the degree of asymmetry is very high. In those insect societies that are headed by a single once-mated queen, the degree of asymmetry might be higher than in those with multiple queens. In the single-queen systems, the degree of asymmetry may approach the critical point, leading queens to use pheromones to manipulate workers [40, 41] , which leads to more prevalent worker policing in these species [37] . The experimental results of the model developed here may help explain the different strategies of different insect societies.
In field observations, "weak" players, the young or subordinate members of the group, tend to offer public goods. For example, in the social groups of meerkats (Suricata suricatta), the alarm calls of young are longer in duration, more modulated, noisier, and have their energy at higher frequencies than those of adults [42, 43] . These phenomena are consistent with the findings of our model, as weak players are more likely to contribute to public goods. If considering the cost of cooperation is one means of explaining individual interactions [44] , then understanding and assessing the degree of asymmetry may be important in explaining the pattern of cooperation observed in many social systems.
Our model shows that relatedness, which could be construed as either genetic or reciprocity relatedness [45] , will also facilitate cooperation, even when related individuals interact asymmetrically (Figures 2(b) and 3(b) ). However, it is important to point out that relatedness is not the primary factor dictating the probability of volunteering for each player (as shown in Figure 3(b) ), but it has the potential to modify this probability. The effect of relatedness upon the "strong" player is greater than on the "weak" player: that is, cooperative models [7, 12, 18, 19, 46, 47] in that it shows that the probability of defection will increase with increasing group-size for both "strong" and "weak" players ( Figures 1  and 3(a) ). This general result was predicted by Goeree et al.
(from http://citeseerx.ist.psu.edu/viewdoc/download?doi=10. 1.1.77.7999&rep=rep1&type=pdf), who argued that the Nash equilibrium predicts the probability of volunteering to be a decreasing function of group-size. Recently, Healy et al. [22] have also provided experimental evidence to support this pattern. In summary, our model demonstrates that group-size, cost-to-benefit ratio, relatedness, and the degree of asymmetry all influence the probability of volunteerism in a system where individuals can sacrifice for the common good. In our asymmetric volunteer's dilemma game with relatedness, the "strong" and "weak" players employ a mixed strategy of either donation or defection when the group-size and/or the degree of asymmetry are lower than threshold values ( Figure 4) ; the "weak" players have more incentive to produce the public good than the "strong" player, incentivizing the "strong" player to exploit its "weak" co-players because the asymmetric interaction allows the "strong" player to coerce "weak" players into supplying public goods. Relatedness has the overall effect of increasing the level of volunteerism, increasing the overall level of cooperation in the social group.
