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Аннотация: Рассматривается дискретная экстремальная задача, к которой сводится один из 
вариантов проблемы помехоустойчивого off-line распознавания векторных последовательностей, 
включающих в качестве элемента квазипериодически повторяющийся вектор евклидова 
пространства. Обоснован  эффективный алгоритм решения задачи, гарантирующий оптимальность 
решения по критерию максимального правдоподобия в случае, когда помеха аддитивна и является 
гауссовской последовательностью независимых одинаково распределённых случайных величин.  
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Введение 
Объект исследования работы – проблемы оптимизации в задачах анализа данных и распознавания 
образов. Предмет исследования – дискретная экстремальная задача, к которой сводится один из 
вариантов проблемы помехоустойчивого off-line распознавания векторной последовательности, как 
последовательности, включающей квазипериодически повторяющийся вектор, совпадающий с некоторым 
вектором из заданного алфавита векторов евклидова пространства. Цель работы – обоснование 
алгоритма решения этой задачи. Рассматриваемая задача является обобщением задачи, изученной в [1].  
Одна из возможных содержательных трактовок задачи состоит в следующем. Источник сообщений через 
канал связи с помехой передает информацию об активном и пассивном состояниях некоторого 
физического объекта в виде упорядоченного набора – вектора – измеряемых характеристик. В пассивном 
состоянии значения каждой компоненты этого вектора равны нулю. Имеется конечная совокупность 
физических объектов. Каждому объекту соответствует уникальный набор измеряемых информационно 
важных характеристик. На приёмную сторону поступает зашумлённая последовательность 
квазипериодически перемежающихся векторов, в которой кроме информационно значимого вектора, 
соответствующего активному состоянию объекта, имеются посторонние неизвестные ненулевые векторы-
вставки. Термин «квазипериодически» означает, что интервал между двумя последовательными 
ненулевыми векторами не одинаков, а лишь ограничен сверху и снизу некоторыми константами. Число 
повторов информационно значимого вектора, а также число векторов-вставок известны. Требуется 
определить (распознать), от какого из объектов была принята последовательность. Ситуации, в которых 
требуется решение подобной задачи, характерны, в частности, для геофизики, технической диагностики, 
электронной разведки и других приложений (см., например, [2] и цитированные там работы).  
                                                          
1 Работа поддержана грантами РФФИ 09-01-00032, 07-07-00022 и грантом АВЦП Рособразования 
2.1.1/3235. 
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Формальная постановка задачи 
Пусть векторная последовательность qn R∈x , N∈n , где },,2,1{ N…=N , обладает свойством 
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где NMM ⊆∪ 21 , ∅=∩ 21 MM .  
Допустим, что A∈u , }{ ∞<<∈⊂ 2||||0,| uuu qRA , где |||| ⋅  – норма вектора, и K=||A . Пусть 
}{ ∞<<∈∈ 2||||0,| wwww qn R , 2M∈n . 
Положим jj M=||M , 2,1=j , и 21 MMM += . Вектор u  будем интерпретировать как 
информационно значимый вектор, множество A  – как алфавит информационно значимых векторов, 
вектор nw , 2M∈n , – как вектор-вставку, а 1M  и 2M  – соответственно как число повторов 
информационно значимого вектора и число векторов-вставок в последовательности (1). Допустим, кроме 
того, что элементы набора ),,( 1 Mnn … , образующего совокупность 211 },,{ MM ∪=Mnn … , 
удовлетворяют ограничениям 
11 max1min −≤≤−≤≤ − NTnnT mm ,    Nm ,,2…= .                               (2) 
Ограничения (2), в которых minT  и maxT  – константы, задают допустимый интервал между ближайшими 
номерами двух ненулевых векторов последовательности (1).  
Доступной для анализа будем считать последовательность 
,, N∈+= nnnn exy                                                                      (3) 
где ne  – вектор помехи (ошибки измерения), независимый от вектора nx . Заметим, что 
}),,,( 221 MMM ∈= nnnn wuxx {, , N∈n . Положим 
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и рассмотрим следующую задачу.  
Задача 1. Дано: последовательность qn R∈y , N∈n , и множество (алфавит) A , K=||A . Найти: 
вектор A∈u , непересекающиеся подмножества 1M  и 2M  множества N , а также множество 
}∞<<∈∈ 22 ||||0,,|{ nqnn n www RM  такие, что целевая функция (4) минимальна при ограничениях 
(2) на элементы набора ),,( 1 Mnn … , которые образуют совокупность 211 },,{ MM ∪=Mnn … .  
К этой задаче сводится один из вариантов проблемы помехоустойчивого распознавания 
последовательности (1), как структуры, включающей повторяющийся ненулевой вектор, совпадающий с 
некоторым элементом из заданного алфавита векторов, которая кроме этого вектора содержит 
неизвестные ненулевые векторы-вставки. В [3] показано, что к решению задачи 1 приводит 
статистическая формулировка проблемы, если считать, что ne  в формуле (3) есть выборка из q -мерного 
нормального распределения с параметрами ),( 2I0 σ , где I  - единичная матрица, а в качестве критерия 
решения задачи использовать максимум функционала правдоподобия.  
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Редуцированная экстремальная задача 
Нетрудно аналитически убедиться, что для любых допустимых 1M  и 2M  при фиксированном векторе 
A∈u  минимум функционала (4) по неизвестным векторам nw , 2M∈n , доставляется векторами 
nn yw =ˆ , 2M∈n , и равен 
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где ⋅⋅,  – скалярное произведение векторов.  
Первый член в правой части равенства (5) является константой. Поэтому имеем следующую 
оптимизационную задачу, к которой сводится минимизация целевой функции (4). 
Задача SVVGA (Searching for a Vector in a Given Vector Alphabet). Дано: последовательность qn R∈y , 
N∈n , множество (алфавит) A , K=||A , векторов из qR  и натуральные числа 1M  и 2M . Найти: 
вектор A∈u  и непересекающиеся подмножества 1M  и 2M  множества },,2,1{ N…=N , 
доставляющие максимум целевой функции  
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при условии, что имеют место ограничения 11 || M=M , 22 || M=M  на мощности искомых подмножеств, 
а элементы этих подмножеств образуют объединенный набор номеров ),,( 1 Mnn …  размерности 
21 MMM += , компоненты которого удовлетворяют ограничениям (2).  
Алгоритм решения задачи 
Положим   
2
1 ||||,2),( uuyu −= nng , 22 ||||)( nng y= , ,A∈u  N∈n . 
Тогда целевую функцию (6) можно переписать в виде 
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В настоящей работе показано, что максимум maxG  целевой функции (7) вычисляется по формуле 
)(max maxmax u
u
GG
A∈
= ,                                                                   (8) 
где  
)|,(max)( 21
,
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21
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GG = , A∈u , 
– условный максимум функции (7), который находится по правилу 
),|,,(maxmax)( 1
},,1,{)(
max
11
uu MtMGG n
MMMtMn M …+∈∈
= ω                                        (9) 
где 21 MMM += . Значения функции )|,,( 1 uMtMGn , )(Mn Mω∈ , },,1,{ 11 MMMt …+∈ , при 
каждом фиксированном A∈u  вычисляются по рекуррентным формулам 
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в которых )(Mn mω∈ , причём 
})()1(1|{)( minmin TmMNnTmnMm −−≤≤−+=ω , Mm ,,1…= , 
}},)2(1max{|{)( minmaxmin1 TnkTnTmknm −≤≤−−+=−−γ , )(Mn mω∈ , Mm ,,1…= . 
Так как 211 },,{ MM ∪=Mnn … , поиск непересекающихся подмножеств },,{ 111 Mnn μμ …=M  и 
},,{
212 M
nn νν …=M  множества N  эквивалентен поиску объединённого набора ),,( 1 Mnn …  и 
одного из подмножеств },,{ 11 Mμμ …  или },,{ 21 Mνν …  множества },,2,1{ M… ; пусть для 
определённости искомым является подмножество },,{ 11 Mμμ … . Для каждого фиксированного A∈u  
определим функции: 
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где )(Mn mω∈ ; 
),|,()|,( )|,,( uu u mlKmlJ mmlIn n=       ,,,2 1Ml …=  Mlm ,,…= . 
где )(Mn mω∈ . 
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Тогда в соответствии с (8)  искомый вектор uˆ  находится по правилу  
)(maxargˆ max uu
u
G
A∈
= . 
Последние компоненты оптимальных наборов )ˆ,,ˆ( 1 Mnn …  и )ˆ,,ˆ( 11 Mμμ …  согласно (9) определяются 
по формуле  
)ˆ|,,(maxmaxarg)ˆ,ˆ( 1
},,1,{)( 11
1
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= ωμ . 
Остальные компоненты (при 11 >M ) искомых наборов находятся по следующему правилу: 
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При этом, если 1ˆˆ 12 >− μμ , то 
,1ˆ...,,1ˆ),ˆ|,ˆ,1(ˆ 121ˆ1 +−==− μμμ mmIn mnm u  
а если 1ˆ1 >μ , то 
.2...,,ˆ),ˆ|,,1(ˆ 1ˆ1 μ==− mmmIn mnm u  
Временная сложность алгоритма решения задачи SVVGA есть величина 
])()(},[min{ minmax
2
2121 NqTTMMKMMO +−+ .  
Алгоритм решения задачи SVVGA лежит в основе процедуры помехоустойчивого распознавания 
структурированных данных в виде векторных последовательностей, включающих квазипериодически 
повторяющийся ненулевой информационно значимый вектор, совпадающий с некоторым вектором из 
заданного алфавита векторов евклидова пространства. Эта алгоритм гарантирует оптимальность 
решения по критерию максимального правдоподобия в случае, когда помеха аддитивна и является 
гауссовской последовательностью независимых одинаково распределенных величин.  
Заключение 
Рассмотренная задача входит в большое семейство актуальных задач [3-5], к которым сводятся типовые 
проблемы помехоустойчивого off-line анализа и распознавания структурированных данных в виде 
числовых и векторных последовательностей, включающих повторяющиеся, чередующиеся и 
перемежающиеся информационно значимые фрагменты или векторы. В настоящей работе представлено 
алгоритмическое решение одной из таких ранее неизученных задач: обоснован точный полиномиальный 
алгоритм, который является ядром помехоустойчивого алгоритма распознавания.  
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