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Microarray datasetBayesian Networks have been used for the inference of transcriptional regulatory relationships among
genes, and are valuable for obtaining biological insights. However, ﬁnding optimal Bayesian Network
(BN) is NP-hard. Thus, heuristic approaches have sought to effectively solve this problem. In this work,
we develop a hybrid search method combining Simulated Annealing with a Greedy Algorithm (SAGA).
SAGA explores most of the search space by undergoing a two-phase search: ﬁrst with a Simulated
Annealing search and then with a Greedy search. Three sets of background-corrected and normalized
microarray datasets were used to test the algorithm. BN structure learning was also conducted using
the datasets, and other established search methods as implemented in BANJO (Bayesian Network Infer-
ence with Java Objects). The Bayesian Dirichlet Equivalence (BDe) metric was used to score the networks
produced with SAGA. SAGA predicted transcriptional regulatory relationships among genes in networks
that evaluated to higher BDe scores with high sensitivities and speciﬁcities. Thus, the proposed method
competes well with existing search algorithms for Bayesian Network structure learning of transcriptional
regulatory networks.
 2014 Elsevier Inc. All rights reserved.1. Introduction
Bayesian Networks (BNs) are useful for reverse-engineering
gene networks from microarray data. BNs are probabilistic in nat-
ure. BNs are, therefore, becoming increasingly useful for the infer-
ence of cellular networks, modeling signaling pathways and
analyzing genetic data [1–3]. Unlike other algorithms for inferring
relationships among genes such as the ordinary differential equa-
tion (ODE)-based methods which generally involve time series
data and low dimensional datasets, BNs (including dynamic BNs)
can effectively infer relationships from both large steady-state
expression measurements (and time series measurements) [4–8].
Furthermore, clustering algorithms and information-theoretic-
based methods only establish the existence of relationships among
variables in the dataset but do not describe the speciﬁc direction-
ality of relationships [9]. On the other hand, BNs infer causal rela-
tionships (when the causal Markov assumption holds) making
them more desirable than many inference algorithms.
However, structure learning of BNs from data is an NP-hard
problem and so many heuristic methods have been proposed to
solve search problems [10,11]. Most of the proposed methods arelocal search methods. The number of possible direct acyclic graphs
(DAGs) grows exponentially for increasing numbers of nodes [12].
For this reason, we review below a number of search approaches
that have been proposed to search for BN structures among DAGs.
1.1. Some current search algorithms
Since ﬁnding the optimal BN is NP-hard, most researches have
involved reducing the search space of DAGs for algorithms. In the
Sparse Candidate Algorithm, the super-exponential search space of
DAGs is restricted by limiting the parents of each variable to a
smaller set using measures of dependencies between variables that
are based on a reﬁned Mutual Information measurement [13].
Though this method saves computational time, it does not guaran-
tee an exhaustive search because of the restrictions in the search
space. In another approach, the k-greedy equivalence search algo-
rithm, different local optima are explored in repeated greedy
searches. The randomness of the repeated greedy equivalence
search in the k-greedy equivalence search algorithm enables it to
search good local optima [14]. The approach by Gamez and Puerta
restricted the set of parent nodes, took advantage of the properties
of locally consistent metrics and removed some nodes from the
possible parent nodes as the search proceeded [15]. At the start
of the search, no parent set to any variable is restricted permitting
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removed from the candidate parents based on the metric leading
to a restriction on the candidates to be explored. This method
requires prior knowledge of the parent sets among the variables.
Such prior knowledge is rarely available for prediction. On the
other hand, the A⁄ search algorithm learns the optimal Bayesian
Network by exploring only the most promising parts of the search
space [16]. At each step of this search, the node with the smallest
cost from the priority queue (OPEN list) is selected to expand its
successor nodes before it is placed in a CLOSED list. Although this
has improved search time and efﬁciency, it does not guarantee an
exhaustive search as it explores only part of the search space.
Furthermore, heuristic approaches such as the hill-climbing
method of the greedy search methods are among the most widely
used search strategies for BN structure learning. However, a greedy
search is prone to convergence on a local optimal solution which
might not necessarily be sufﬁciently close to the global optimum.
Nevertheless, the Greedy search produces fairly good results when
the search is repeated several times; starting the search each time
with a different randomly generated initial solution [17]. Further, a
hybrid approach that combines the greedy search with a reducing
search space exists [18]. This involves progressively restricting
candidate solutions by identifying a set of forbidden parents to
each node, while performing an iterated hill-climbing search
[18]. The authors add variables to forbidden nodes if the condi-
tional independence between variables and their parent sets can-
not be ignored because of differences in scores as in Gamez et al.
[18]. Such an approach reduces the search space for subsequent
iterations and hence minimizes the time of search while producing
high quality networks.
A version of Simulated Annealing (SA) has also been used to
search for good BN structures [19,20]. In this method, the search
starts at an initial temperature T0, perturbs the existing structure
and evaluates it. The new structure is accepted if it improves the
network score. However, if the new structure decreases the net-
work score, it is accepted based on a functional value depending
on the temperature of the system [19]. The initial temperature is
lowered gradually until a putative temperature is reached to
decide the termination of the search. Though SA performs well
for large datasets, its performance is not improved with increas-
ing time, thus limiting the scores of networks found [20]. Simu-
lated Annealing with re-annealing (SAR) has sought to improve
Simulated Annealing by permitting temperature to rise in later
parts of the search. This strategy enables the method to escape
local optimal solutions. All of these methods are sequential
approaches to the search for solutions. However, Jaakkola et al.
have also used linear programming techniques to infer Bayesian
Network structures [21]. Wang et al. further presented a hybrid
method that generates a skeleton BN based on a dependency
analysis in a ﬁrst phase. This is followed by a search that uses a
scoring metric combined with the knowledge learned from the
ﬁrst phase [22].
There are also sets of algorithms that mimic natural behavior as
they search for solutions without any idea of the nature of
expected solutions (such as are expressed as prior networks).
These algorithms examine a collection of possible solutions from
the search space at each step. One such algorithm, Ant Colony Opti-
mization, as applied to learning BNs, proceeds with an empty
graph, and incrementally adds edges. This improves the K2 metric
score of the network until a desired stopping criterion is met [23].
Daly and Shen presented a new algorithm, called ACO-E, for Bayes-
ian Network structure learning [24]. This method employed Ant
Colony Optimization (ACO) to search the space of possible net-
works. The authors found the method to outperform the Greedy
search and others, while searching in the space of equivalence clas-
ses. Larranaga et al. presented a review of evolutionary algorithmsapplied to Bayesian Network structure learning [25]. In particular,
the most widely used of such methods namely, the Genetic Algo-
rithm (GA), handles populations of candidate solutions to the prob-
lem (in contrast to the sequential approaches) across a number of
generations in order to obtain better solutions. The algorithm
selects a subset of ﬁtter solutions from the population to be the
parents to reproduce new offspring solutions via evolution opera-
tors. The ﬁttest solutions are then selected as new population for
subsequent operations [26,27]. GAs are successful when node
ordering assumptions hold, enabling the method to generate
acyclic networks. Lee et al. further present a version of GA for BN
structure learning where a population of solutions, represented
as matrices, are generated from upper and lower triangular matri-
ces together with new genetic operators [28].
The Particle Swarm optimization also considers populations of
solutions and selects solutions based on their ﬁtness score at each
step. Unlike the GA, it does not require any evolution operators and
the K2 metric is used to evaluate such networks [29]. Though these
population-based algorithms are able to produce very good results,
they do not require known prior relationships among variables at
the start of search. Moreover, evaluating every member of a popu-
lation at each step to determine their ﬁtness is expensive. For these
reasons, such algorithms are usually applied to the class of optimi-
zation problems where one has no idea about expected optimal
solutions [30]. However, for purposes of inferring transcriptional
regulatory networks such as is presented in Adabor et al. with
BNs (where priors guide the search to ﬁnd likely relationships
among variables), those methods that depend on domain knowl-
edge expressed in prior relationships are deﬁnitely preferred
[31]. In particular, in the current study, we compare our proposed
sequential method, which builds on prior domain knowledge solu-
tion, with existing high-performing search methods (which also
use prior knowledge represented in non-empty networks to guide
the search toward more likely realistic solutions).
At the other end of the spectrum of BN structure learning meth-
ods are the constraint-based methods. These use statistical tests of
pairs of variables to ﬁnd conditional independence based on some
threshold. The conditional independencies form the basis for the
Bayesian Network structure of interest [32,33]. However, the con-
straint-based methods are sensitive to errors on independence
tests. There are hybrid algorithms that aggregate both score-and-
search-based and constraint-based approaches of structure learn-
ing [34,35]. The Max–Min Hill Climbing algorithm is also a hybrid
method that infers a skeleton of Bayesian Network with the
constraint-based approach. It then uses a Bayesian scoring Hill-
Climbing search to determine the orientations of the edges in the
skeleton [36]. This method has been shown to be computationally
less expensive than the Sparse candidate algorithm.
1.2. Proposed hybrid approach
From the foregoing, several of the existing sequential approaches
for performing BN structure learning basically focus on searching
over a reduced search space. This tends to make the algorithms less
exhaustive when applied to problems of higher dimensions. In view
of this issue, we present in the current paper, a more exhaustive
hybrid search method which combines Simulated Annealing with
a Greedy Algorithm (SAGA) that thoroughly explores most of the
search space by undergoing a two-phase search: ﬁrst, with a Simu-
latedAnnealing search and thenwith aGreedy search. This approach
guarantees near optimal solutions within a ﬁxed time without
degrading the quality of the true regulatory network achieved. The
random restarts of the greedy algorithm executed in the ﬁnal phase
guarantee a quick convergence to an optimistic best local or near
optimal network. The SAGA technique coerces the decomposability
of the Bayesian Dirichlet Equivalence (BDe) score function to
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which enhances the time of the search process [37]. The quick con-
vergence to the local optimal network is further enhanced by the
transient and stochastic nature of the search process. Prior domain
knowledge is used to guide SAGA so that the results have biological
signiﬁcance and usefulness. Furthermore, the two-phase SAGA
search does not restrain the number of nodes for effective structure
learning, thus giving equal chances for any given variable to relate to
other variables.
2. Methods
2.1. BN structure inference problem
The problem of learning a BN structure is stated as: given a gene
expression dataset, D, ﬁnd a BN model, G, which best describes the
dataset where G is in the space of direct acyclic graphs (DAGs). The
model graphically describes the relationships among the variables
(genes or their products) in a network of regulatory relationships.
Given the dataset, the conditional dependencies among the
variables are indicated by directed edges between pairs of the
variables. Fig. 1 displays an example of a BN.
For any pair of variables, if there is an edge connecting them,
then this edge may be reversed or deleted to generate another net-
work. On the other hand, if there is no edge between them, then an
edge may be introduced to generate a new network. By these pro-
cedures, there are O(n2) possible changes with n being the number
of variables. In a network model representation of a BN, all possible
networks (the collection of DAGs) for a given number of variables
make up the search space. Inferring Bayesian Networks involves
two main parts namely the scoring metric and the search
procedure.
2.1.1. Score function
A score function evaluates each BN. The Bayesian scoring metric
is described as
Score ðG : DÞ ¼ log PðGjDÞ ¼ log PðDjGÞ þ log PðGÞ  log PðDÞ ð1Þ
where D is an assumed multinomial sample and G is a network, and
the marginal likelihood which averages the probability of the data
over all possible parameters of G is given by
PðDjGÞ ¼
Z
PðDjG;QÞPðQ jGÞdQ ð2Þ
For the choice of the priors, P(G) and P(Q|G), the Bayesian
Dirichlet (BD) metric distinguishes itself by assuming that the pri-
ors follow the Dirichlet distribution for each network G [37]. It is
given by Eq. (3).Fig. 1. Example of a Bayesian Network. The network encodes the Joint Probability
function P(H,E,A,L) which is given by P(H,E,A,L) = P(L|A)P(A|H,E)P(H)P(E).PðG;DÞ ¼ PðGÞ
Yn
i¼1
Yqi
j¼1
CðN0ijÞ
CðN0ij þ NijÞ
Yri
k¼1
CðN0ijk þ NijkÞ
CðN0ijkÞ
ð3Þ
where
N0ijk is the Dirichlet distribution orders or exponents for a set of
parameters,
N0ij ¼
Xri
k¼1
N0ijk ð4Þ
Nij ¼
Xri
k¼1
Nijk ð5Þ
G is BN structure,
D is the dataset,
ri is the number of states of variable xi which is equivalent to k,
qi is the number of states of Pi,
n is number of variables,
N0 is equivalent sample size,
Nijk is the number of cases in a database where xi = k and Pi = j
C is the Gamma function which is such that C(x + 1) = xC(x).
Building on the BD metric, Heckerman et al. derived the Bayes-
ian Dirichlet Equivalence (BDe) metric which is based on the like-
lihood equivalence assumption [38]. The likelihood equivalence
assumption states that: ‘‘the data does not discriminate between
equivalent structures’’. The BDe further assumes that the parame-
ters follow the Dirichlet distribution and that the metric has the
property of score equivalence. Though it follows Eq. (3), the orders
are determined by the equivalent sample size, N0, and
N0ijk ¼ N0Pðxi ¼ k;Pi ¼ jjBeSC ; nÞ ð6Þ
where Pi represents the parents of xi (node i) in the BN structure,
BeSC is the event of complete BN structure and n indicates prior
knowledge. The probability P(G) which incorporates a penalty factor
is given by
PðGÞ ¼ c
Yn
i¼1
jdi ð7Þ
where 0 < j 6 1 is the penalty factor, c is a normalization constant
and di is the number of nodes in the symmetric difference between
the parents of xi in G and the parents of xi in the prior network. Thus
the metric penalizes G for every edge that differs from edges in the
prior network used in the computation. The BDe metric is used in
this work since it discriminates between the simple and complex
structures in accordance with the Occam’s Razor, i.e. preferring
the simplest among equally good networks. Heckerman et al. and
Cooper and Herskovits discuss details of the construction of the
BDe metric [37,38]. The score of each network will enable the
algorithm to decide which network to keep for subsequent
iterations.
2.1.2. The search method
The proposed search, SAGA, used in the current study is a search
over the space comprising of networks that differ from one another
by the presence or absence of speciﬁc directed edges. The search
algorithm makes successive edge changes between variables in
the network. It involves randomly generating a new network by
making three possible edge changes: addition of edge between
any two variables, removal of edge between any two variables,
or reversing the directionality of an existing edge between any
two variables to achieve a new network in the space of DAGs.
Given that each new network is a state and depends only on a
unique network in the previous time step or iteration, the search
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properties of Markov processes [39].
More importantly, every member of the DAG space is reachable
through a random perturbation of an existing network. The search
process does not result in an already examined network since the
DAGs differ by edge changes. Thus, the search process is transient,
making it impossible for a network which is rejected for poor
scores to re-appear. In other words, when a search operation
results in a change in relationship between two variables, Xi and
Xj for instance, a change from ‘‘Xj regulates Xi’’ to ‘‘Xi regulates Xj’’,
then there cannot be any operation on the network at any subse-
quent step that will result in ‘‘Xj regulates Xi’’, except when other
concomitant network changes result in a higher-scoring network
that includes such an edge. This property allows the search to
hasten to convergence as well as perform an efﬁcient search of
relationships among variables as it does not visit an already
explored relationship, thereby optimizing time and memory usage.
SAGA involves a preliminary exploration of the search space
with a search technique guided by a prior network in phase 1 with
Simulated Annealing, which is effective at handling large datasets.
The prior network is a previously known set of regulatory relation-
ships among the variables usually supplied by domain experts or
the literature. This generates a good solution which then serves
as input for phase 2 in which there is a greedy search for BN struc-
tures. An overview of the SAGA search is as follows:
1. Set initial conditions and prior network (solution).
2. Evaluate current solution with the score function based on
the BDe.
3. Generate new solution by randomly performing any of the
possible edge changes described.
4. Test conditions to accept new solution. In phase 1, accept the
highest scoring new network if it improves score of previous
network. Otherwise, compute p (where p = (changes in the
two consecutive network scores)/T0, where T0 is initial tem-
perature). If p > 1, accept the new solution, otherwise reject
the new solution.
5. Update the initial conditions: T0 = aT0 where a is a randomly
generated number in the interval (0,1).
6. Repeat steps 3–5 until criterion for terminating phase 1 is
met.
7. Start phase 2: Randomly generate a new network from cur-
rent best network and evaluate it.
8. If the newly generated solution in step 7 has a higher score
than the current best network, set the new network as the
current best network.
9. Repeat 7–8.
10. Stop.
2.1.3. Termination of search
The algorithm stops when any of the following criteria is met:
 Maximum number of networks explored: Search stops after a
ﬁxed number of networks are explored.
 Time elapsed: Search stops after a ﬁxed time.
 Maximum number of restarts: Search stops after a ﬁxed number
of restarts of the search process.
In order to avoid a situation where the ﬁnal phase local search
becomes trapped on a local optimal network, the retained best
local network structure is randomly perturbed for a different start-
ing network for repeating the search in step 9 of phase 2. This pro-
cedure is sometimes called the iterated hill-climbing method [30].
The simplicity of the phase 2, coupled with a good network from
phase 1 facilitates a quick convergence to the best network.3. Results and discussion
3.1. Description of datasets
The data used for the evaluation of SAGA are three microarray
datasets obtained respectively from breast cancer patients, human
airway smooth muscle cells and mouse whole brain. Similar
approaches have been used in the dialogue for Dialogue for Reverse
Engineering Assessments and Methods [40–42].
3.1.1. Dataset 1 (breast cancer)
Speciﬁcally, a compendium of microarray data was generated
from the Gene Expression Omnibus (GEO) record numbers
GDS3716, GSE21947 and GDS3139 for the breast cancer dataset.
After the raw data (.CEL ﬁles format) were downloaded, they were
subjected to Robust Multi-array Average processing for normaliza-
tion and background correction as presented by Irizarry et al. [43].
The subsets of the expression matrices corresponding to variables
or probe sets of interest in the dataset were extracted with a Lisp
code for use in this work. The dataset on human breast comprised
2453 probe set identiﬁers (variables) and 89 arrays (see
Supplementary Table S1).
3.1.2. Dataset 2 (human airway smooth muscle)
The human airway smooth muscle (ASM) dataset was obtained
from the Gene Expression Omnibus (GEO) repository. Dataset
GSE13168 consists of 54 arrays generated from human airway
smooth muscle cells from four donors in passage 5–8 [44]. The data
represents a number of genetic and pharmacological perturbations
in ASMs. After the raw data (.CEL ﬁles format) were downloaded,
they were subjected to Robust Multi-array Average processing
for normalization and background correction as presented by Iriz-
arry et al. [43]. The subsets of the expression matrices correspond-
ing to variables or probe sets of interest in the dataset were
extracted with a Lisp code for use in this work. The dataset on
ASM comprised 168 probe sets (variables) and 54 arrays (see
Supplementary Table S2).
3.1.3. Dataset 3 (mouse whole brain)
The mouse dataset consists of expression data from 411 mouse
microarrays obtained from the Phenogen database and described
previously [45,46]. The dataset represents a variety of genetic
perturbations of the mouse brain, given the different strains
involved. This dataset comprised 2797 variables and 411 arrays
(see Supplementary Table S3).
3.2. Reference networks
A drawback of the components of some current hybrid algo-
rithms for inferring regulatory relationships is that they involve
techniques that generally require time series data or data with
low dimensional parameter space [8]. Consequently, the choice of
Gene Network Inference with Ensemble of trees (GENIE3) [47] to
generate reference networks in this work is a good one, especially
since the datasets used for the evaluation of SAGA are not time ser-
ies datasets. GENIE3 models regulatory relationships between n
genes as n different regression problems. The expression pattern
of each one of the genes (in turn) is predicted from the expression
patterns of all the other genes, using tree-based ensemble methods
Random Forests or Extra-Trees in each of the regression problems
[47]. Two different reference networks were generated with differ-
ent numbers of genes. Using lists of transcription factors from the
human datasets, direct regulatory relationships among the vari-
ables were learned with GENIE3 to achieve reference networks to
evaluate the algorithm. Such regulatory relationships were
Fig. 2. Sensitivity comparison in human breast cancer dataset. SAGA has higher
sensitivity than other search methods for problems involving priors. SAGA is
Simulated Annealing with a Greedy Algorithm, GR is Greedy search with random
restarts, SAR is Simulated Annealing with re-annealing, GS is Greedy Search and SA
is Simulated Annealing.
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Table S4) and the ASM datasets (see Supplementary Table S5 where
probe set indices is used). In addition, the Context Likelihood
Relatedness (CLR) algorithm [48] was used to generate further
relationships (see Supplementary Table S6) from themouse dataset
by computing the dependencies between variables with a reﬁned
mutual information measure. These were used as reference
networks for the assessment of SAGA.
3.3. Performance indicators
The performance of the SAGA was measured by examining the
network inferred from the gene expression datasets by SAGA. Fur-
thermore, the competitiveness of SAGA was assessed with basic
and improved existing sequential algorithms such as the Simulated
Annealing with re-annealing (SAR) at higher temperature and the
Greedy search with random restarts (GR). The basic Greedy search
(GS) method initiates with a prior network structure, applies pos-
sible changes to the current networks and the resulting network
with the highest score is retained as the current network. The
search is terminated upon meeting desired stopping criteria. The
advanced Greedy search with random restarts (GR) ensures that
the search is performed repeatedly each time with different ran-
domly generated initial solution. This overcomes being trapped
on a misleading local optimal solution. This approach has remark-
able performance compared to the basic greedy search and other
advanced methods [17,18,49]. As discussed, Simulated Annealing
(SA) starts with an initial network structure and randomly picks
an edge change from the set of possible edge changes to the net-
work. The new structure is accepted if it improves the network
score. However, if the new structure decreases the network score,
it is accepted based on the parameter of the system, temperature,
T. At the start of the process, when the initial temperature is high, a
lot of changes are accepted, even if the score is not improved. As
the temperature decreases, less changes are accepted. This is con-
tinued until the desired stopping criterion is met. In Simulated
Annealing with re-annealing (SAR), the temperature is allowed to
rise in later parts of the search. This enhances the search to escape
from the trap of local optima while thoroughly exploring the
search space.
The more similar the inferred networks are to the reference net-
works, the better the search method [50]. If a regulatory relation-
ship exists between two variables in two different networks,
then that relationship, indicated by a link between the variables
in both networks, is said to be common to the networks. If a link
exists in both the network inferred by the methods and the refer-
ence network, it is considered as a true positive (TP). An inferred
link is a false positive (FP) if it does not exist in the reference net-
work. If a link exists in the reference network but not the inferred
network by the methods, then it is considered as a false negative
(FN). If a link is absent in both the reference network and the net-
work inferred by the methods, it is said to be a true negative (TN).
These indicators enable us to evaluate the performances of the
algorithms in terms of sensitivity and speciﬁcity as in Eqs. (8)
and (9).
Sensitivity ¼ TP
TPþ FN ð8Þ
Specificity ¼ TN
TNþ FP ð9Þ
The higher the sensitivity and speciﬁcity values, the better the
search algorithm. It is the predicted relationships by the methods
that are examined to evaluate performance. These measures are
appropriate for examining the performance of algorithms for infer-
ring transcriptional regulatory networks as used in [47,50]. These
well known measures, applied for such purposes, are importantsince the search methods identify relationships for validation as
illustrated [50,51]. Bayesian Network Inference with Java Objects
(Banjo) [52] was used to implement SAGA, SAR GR, GS and SA as
well as undertake quantile discretization of all variables of the
datasets into 5 states. The temperature parameter setting was set
to 10,000 with a 0.7 cooling factor. The BDe metric with an
equivalent sample size of one is used in scoring the networks for
selection as the search progresses. The experiments to obtain the
sensitivity and speciﬁcity values were designed to terminate at
any of the following: after 10,000 restarts or ﬁxed times of 5 h,
2 h and 90 min. In all experiments, a minimum number of 1000
networks were explored before testing any of the stopping criteria.
3.4. Performance on human breast cancer dataset
The performances of the search methods for the breast cancer
dataset consisting of 2453 probe sets (genes) and 89 arrays are
shown in Fig. 2. The prior network of 82 relationships (see
Supplementary Table S7) was used to guide the search using all
the ﬁve methods. These prior relationships served as a starting
solution from the predictions of GENIE3 for subsequent exploration
by the search methods without any restriction of retaining any of
them in the ﬁnal solution. Thus all possible relationships had equal
chances of being included in the ﬁnal solution depending on
whether they improved the score of the networks.
3.4.1. Sensitivity
The results show that GR recorded the highest sensitivity in the
ﬁrst experimental design (Fig. 2). This afﬁrms the statement in
Chickering and Heckerman that GR is able to produce good results
[17,49]. Though SAGA was not the best performer in the ﬁrst eval-
uation, it produced higher sensitivity than both SAR and SA. These
indicate that for learning BNs within shorter times from datasets
with higher number of variables to arrays ratios, GR and GS learn
relationships with higher true recoveries given higher numbers
of prior relationships. In a further experiment in which time was
increased to 2 h with a smaller prior network of 30 relationships
(see Supplementary Table S8 with probe set indices), SAGA outper-
formed the GR and GS while the SAR had zero sensitivity (Fig. 2).
Though GS did not outperform GR, it performed better than both
SAR and SA which had sensitivities of zero. This reﬂects the capac-
ity of SAGA to recover true relationships from variables in a dataset
given a smaller prior size and longer time periods. On the other
hand, both SAR and SA recovered no true relationships in this
second experiment leading to zero sensitivities indicating low per-
formance of SAR and SA when they are supplied with less prior
relationships. These results further indicate that the size of the
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of the search algorithms especially in the case of GR, GS, SA and
SAR. In the third experimental design without prior network on
this dataset, only SAR recovered some true relationships with less
than 10% of sensitivity (Fig. 2). These results from experiments
without priors indicate that inference with these methods is
enhanced with some amount of known prior relationships among
the variables. To further assess performance of algorithms over
longer periods, the network of 82 prior relationships (see Supple-
mentary Table S7) were used to guide the search methods to learn
BNs over 5 h. SAGA’s superior performance is reﬂected in higher
true recoveries as conﬁrmed by its high sensitivity values (Fig. 2).
More importantly, the highest sensitivity for SAGA was obtained
in this experimental design, indicating that it performs well in
learning BNs from datasets with higher number of variables to
arrays ratios over longer times. The zero sensitivity of the SAR
run further indicates that increasing the time of search for learning
BNs with SAR does not guarantee improvement in the true
recoveries of results [20].3.4.2. Speciﬁcity
Experimental designs similar to the ones in the previous section
were carried out to ﬁnd the speciﬁcities associated with all the
methods. Generally, SAGA, GR and GS recorded high speciﬁcity
scores, whereas SAR and SA had lower speciﬁcities for all experi-
ments (Fig. 3). In particular, GS performed well in shorter runs of
the experiment, recording the highest speciﬁcity in the ﬁrst exper-
imental set up. These indicate that for learning BNs within shorter
times from datasets with high number of variables to arrays ratios,
GR is able to distinguish false relationships from true relationships
given a larger network of prior relationships. In the second exper-
iment, SAGA recorded the highest speciﬁcity among all the search
methods (Fig. 3). This further conﬁrms SAGA’s ability to distinguish
false relationships from true relationships (given smaller networks
of prior relationships) over the other BN search methods. Further-
more, these results suggest that all the BN search methods are
affected by the number of prior relationships involved. SAGA was
superior in learning relationships with BNs, and in distinguishing
false relationships from true relationships, recording the highest
speciﬁcity in the fourth experimental design (Fig. 3). Thus, SAGA
performs very well in learning BNs from datasets with higher vari-
ables to arrays ratios given relevant prior network and sufﬁciently
long time. Both SA and SAR recorded lower speciﬁcity values for all
the experiments indicating that they are not ideal for learning BNs
from datasets of this description.Fig. 3. Speciﬁcity comparison in human breast cancer dataset. SAGA competes well
with existing algorithms as it records higher speciﬁcities in all the three experi-
mental designs. SAGA is Simulated Annealing with a Greedy Algorithm, GR is
Greedy search with random restarts, SAR is Simulated Annealing with re-annealing,
GS is Greedy Search and SA is Simulated Annealing.3.5. Performance on human airway smooth muscle dataset
Similar experiments as carried out on the human breast cancer
data were conducted on the ASM dataset with the prior network of
82 relationships (see Supplementary Table S9) at 90 min and 5 h.
Also, as was done in the breast cancer dataset at the 2-h time point,
a reduced prior network of 30 relationships (see Supplementary
Table S10) was used. The third experimental set-up was conducted
without a prior network. This dataset had 168 probe sets and 54
arrays.
3.5.1. Sensitivity
The results of sensitivity tests are presented in Fig. 4. SAGA
recorded the highest sensitivity for all the experimental designs
except the third setup without priors (Fig. 4). The highest sensitiv-
ity was recorded at the second experimental design where prior
relationships were reduced, conﬁrming the observations of the
breast cancer dataset. These observations conﬁrm the superiority
of SAGA to recover true relationships even in this smaller dataset.
Though all the other methods did not perform as SAGA, they can
recover a number of true relationships with non-zero sensitivities.
3.5.2. Speciﬁcity
Generally, all methods recorded high speciﬁcity scores attaining
close to or more than 90% speciﬁcities (Fig. 5). In particular, GR
recorded the highest speciﬁcities in all the experimental set-ups.
Without loss of generality, it could be inferred that all the methods
are able to truly distinguish false relationships from true relation-
ships owing to their high performances on this smaller dataset. It
further indicates that effective BN structure learning can be readily
achieved with smaller datasets.
3.6. Performance on mouse whole brain dataset
Experimental designs carried out on the datasets in previous
sections were also carried out on the mouse whole brain dataset
with the prior network of 82 relationships (see Supplementary
Table S11) and then a reduced prior network of 30 relationships
(see Supplementary Table S12). The third design was constructed
without prior network. This dataset consisted of 2797 probe sets
and 411 arrays.
3.6.1. Sensitivity
SAGA recorded the highest sensitivity in all the experiments
conducted with this large dataset except on the third design where
none of the methods recorded any sensitivity (Fig. 6). SAGA per-
formed just as GR at the 90 min using a prior network size of 82.Fig. 4. Sensitivity comparison in the human airway smooth muscle dataset. SAGA
identiﬁes higher true transcriptional regulatory relationships for all experimental
designs with prior network. SAGA is Simulated Annealing with a Greedy Algorithm,
GR is Greedy search with random restarts, SAR is Simulated Annealing with re-
annealing, GS is Greedy Search and SA is Simulated Annealing.
Fig. 5. Speciﬁcity comparison in the human airway smooth muscle dataset. All
methods are able to distinguish false relationships. SAGA is Simulated Annealing
with a Greedy Algorithm, GR is Greedy search with random restarts, SAR is
Simulated Annealing with re-annealing, GS is Greedy Search and SA is Simulated
Annealing.
Fig. 6. Sensitivity comparison mouse whole brain dataset. SAGA is able to discover
higher true relationships for all the experimental designs with prior networks in
large datasets. SAGA is Simulated Annealing with a Greedy Algorithm, GR is Greedy
search with random restarts, SAR is Simulated Annealing with re-annealing, GS is
Greedy Search and SA is Simulated Annealing.
Fig. 7. Speciﬁcity comparison in mouse whole brain dataset. All methods are able to
distinguish false discoveries from true relationships. SAGA is Simulated Annealing
with a Greedy Algorithm, GR is Greedy search with random restarts, SAR is
Simulated Annealing with re-annealing, GS is Greedy Search and SA is Simulated
Annealing.
Fig. 8. Evolution of Performance metrics in the human airway smooth muscle
dataset without prior network. Each experiment is repeated 10 times and the
average is used. SAGA is Simulated Annealing with a Greedy Algorithm, GR is
Greedy search with random restarts, SAR is Simulated Annealing with re-annealing,
GS is Greedy Search and SA is Simulated Annealing.
Fig. 9. Evolution of performance metrics in the human airway smooth muscle
dataset with prior network with 30 edges. Each experiment is repeated 10 times
and the average is used. SAGA is Simulated Annealing with a Greedy Algorithm, GR
is Greedy search with random restarts, SAR is Simulated Annealing with re-
annealing, GS is Greedy Search and SA is Simulated Annealing.
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experimental design where the maximum time of 5 h were
allowed (Fig. 6). The fact that the second experimental set up dif-
fered from sensitivities in the other set-ups, shows the size of
the network of prior relationships affected the sensitivity of all
the methods. In particular, smaller prior network enhanced the
sensitivity of SAGA as it had the highest values in all the datasets
for all the second experimental designs (i.e. at 2 h). The highest
sensitivity recorded by SAGA in this set-up further conﬁrms the
higher true recovery rates as observed in the previous datasets.
Though the performances of GR and GS were not better than SAGA,
they were higher than SAR and SA which recorded no sensitivities
for all the experimental designs for this dataset. These observations
afﬁrm that SAR and SA have lower sensitivities on larger datasets.
3.6.2. Speciﬁcity
In the ﬁrst set-up, where all algorithms were permitted up to
90 min to infer regulatory relationships, GR demonstrated superior
performance to clearly distinguish false discoveries from true dis-
coveries by achieving the highest speciﬁcity (Fig. 7). Though all
algorithms did not attain same speciﬁcities for this dataset, SAGA
had comparable speciﬁcity to GR at 90 min.
3.7. Summary
SAGA recorded the highest sensitivities in the breast cancer and
mouse whole brain datasets in the second and last experimentswhere smaller and larger prior relationships respectively were
supplied. The performance of all the algorithms varied with respect
to each dataset. In particular, for larger datasets where numbers of
variables are large, SAGA is able to infer models with high rates of
truly recovered relationships when used to infer BNs over longer
periods with larger prior relationships. Therefore, SAGA is recom-
mended for reverse-engineering networks from datasets where
Table 1
Results of all experiments.
Dataset Experimental design SAGA GR SAR GS SA
Se Sp Se Sp Se Sp Se Sp Se Sp
Breast cancer Priors (82 edges)a 0.671 0.796 0.732 0.815 0.012 0.266 0.720 0.952 0.000 0.281
Priors (30 edges) 0.667 0.830 0.600 0.813 0.000 0.291 0.533 0.694 0.000 0.277
Without prior 0.000 0.477 0.000 0.820 0.012 0.260 0.000 0.699 0.000 0.258
Prior (82 edges)b 0.707 0.804 0.671 0.778 0.000 0.262 0.683 0.696 0.024 0.252
Human airway smooth muscle Priors (82 edges)a 0.293 0.933 0.122 0.973 0.037 0.905 0.134 0.972 0.012 0.900
Priors (30 edges) 0.367 0.923 0.133 0.977 0.100 0.903 0.233 0.976 0.024 0.905
Without prior 0.024 0.899 0.024 0.981 0.049 0.907 0.012 0.949 0.048 0.904
Prior (82 edges)b 0.317 0.935 0.159 0.970 0.120 0.908 0.098 0.964 0.024 0.903
Mouse whole brain Priors (82 edges)a 0.122 0.757 0.122 0.782 0.000 0.473 0.110 0.695 0.000 0.463
Priors (30 edges) 0.233 0.591 0.100 0.798 0.000 0.469 0.167 0.697 0.000 0.472
Without prior 0.000 0.571 0.000 0.785 0.000 0.469 0.000 0.690 0.000 0.468
Prior (82 edges)b 0.500 0.482 0.098 0.787 0.000 0.464 0.122 0.687 0.000 0.463
Se is Sensitivity; Sp is Speciﬁcity.
a Experiment allowed for 90 min.
b Experiment allowed for 5 h. SAGA is Simulated Annealing with a Greedy Algorithm, GR is Greedy search with random restarts, SAR is Simulated Annealing with re-
annealing, GS is Greedy Search and SA is Simulated Annealing.
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available. Moreover, GR has greater capacity to clearly distinguish
false relationships from true relationships than SAGA. Thus, GR
may be used to infer models which clearly distinguish false rela-
tionships from true relationships (for datasets where there are
large numbers of variables, and where some prior knowledge is
available).
On a smaller dataset as observed in the human airway smooth
muscle dataset, SAGA is able to recover higher true positives since
it had the highest sensitivities for all the experiments with priors.
However, GR and GS are useful for such smaller datasets because of
their higher speciﬁcity values on this dataset. In the absence of pri-
ors, all methods had low or no sensitivity values. This indicates
that these methods are most effective in the presence of prior
knowledge.3.8. Evolution of performances
We further investigate the performance metrics for each algo-
rithm. The scores of the metrics are only used to determine which
neighbor (solution candidate) or network should be explored in
subsequent explorations by the BN algorithms. The experiments
were repeated 10 times and the average scores are used. In the
experiments involving the ASM dataset without any prior network,
SAGA showed comparatively high metric scores along with SA and
SAR as time increased though it began with the highest scores
(Fig. 8). These search methods produced candidate networks with
higher scores than those generated by GS and GR (Fig. 8).
Further experiments involving the ASM dataset with prior net-
works of 30 edges and 82 edges, both SAR and SA evolved higher
candidate networks with increasing time than SAGA, GR and GS
(Figs. 9 and S1). These results indicate that SA and SAR perform
higher exploration to search for local optima which are explored
in consequent operations. The evolution of performance metrics
suggest that greater metric scores by search methods do not guar-
antee higher sensitivities and speciﬁcities but provide candidate
networks with higher scores for the subsequent explorations to
derive networks of transcriptional regulatory networks. This is
further supported by the experiments performed on the other
datasets whose results are presented in Figs. S2, S3 and S4. Further-
more, both SA and SAR compromise on the sensitivities and
speciﬁcities of the resultant networks despite generating candidate
networks with higher metric scores. SAGA, which achieved
intermediate metric scores among the search methods, did notcompromise on the sensitivities and speciﬁcities on this dataset
(Figs. 4 and 5). Sensitivity and speciﬁcity are desirable to measure
performances of algorithms for identifying transcriptional regula-
tory relationships among genes since they measure how well the
algorithms uncover relationships from datasets. The sensitivities
and speciﬁcities obtained from all the experiments are presented
in Table 1.
4. Conclusion
We propose a sequential-based hybrid search method, SAGA for
BN structure learning. SAGA uses known prior relationships to
infer transcriptional regulatory relationships. The results of the
evaluations of BN structure learning algorithms conﬁrm that struc-
ture learning in BNs is effectively done with smaller datasets.
However, when presented with real world problems, with prior
knowledge reﬂecting prior relationships and large datasets of high
ratios of variables to arrays, then SAGA will generally provide
superior BN structure learning with high sensitivities and speciﬁc-
ities. This is largely demonstrated by the results of the experiments
performed on the datasets employed in this study. Therefore, in
realistic contexts, identiﬁcation of transcriptional regulatory net-
works could be enhanced with BN structure learning with SAGA.
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