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Dedicated to the memory of Professor Masahiro Shiota.
Abstract. We prove a quantitative version of the curve selection lemma.
Denoting by s, d, k a bound on the number, the degree and the number of
variables of the polynomials describing a semi-algebraic set S and a point
x in S¯, we find a semi-algebraic path starting at x and entering in S with
a description of degree (O(d)3k+3, O(d)k) (using a precise definition of the
description of a semi-algebraic path and its degree given in the paper). As
a consequence, we prove that there exists a semi-algebraic path starting at x
and entering in S, such that the degree of the Zariski closure of the image of
this path is bounded by O(d)4k+3, improving a result in [3].
1. Introduction and statement
The Curve Selection Lemma for semi-algebraic sets is the following result.
We fix a real closed field R (typically, R = R).
Theorem 1 (Curve Selection Lemma). Let S ⊂ Rk be a semi-algebraic set and
x ∈ S¯, there exists a positive element t0 of R, and a semi-algebraic path ϕ from
[0, t0) to R
k such that ϕ(0) = x and ϕ((0, t0)) ⊂ S.
This result, due to Lojasiewicz [4, 5] (see also [6]), is one of the basic building
blocks of semi-algebraic, semi-analytic and o-minimal geometry and it has numerous
applications. In this paper we consider this result from a quantitative point of view
in the semi-algebraic case. The quantitative study of the Curve Selection Lemma
started with [3]. The aim of this paper is to present a different approach and to
improve the bound they obtained.
We sketch one of the proofs of Theorem 1, coming from [1], which is relevant for
this paper.
It uses properties of the extension of a semi-algebraic set S ⊂ Rk to a real
closed field R′ containing R. By definition Ext(S,R′) is the semi-algebraic set in
Rk defined as the realization in R′k of a quantifier-free formula defining S. By [1,
Proposition 2.87], Ext(S,R′) is well defined and does not depend on the choice of
the quantifier-free formula defining S.
It also uses the description of the real closure R〈ε〉 of the field R(ε) (equipped
with the order 0+ defined by 0 < ε < r for any positive r ∈ R), as the field of germs
of continuous semi-algebraic functions to the right of the origin, and where ε is the
germ of the identity function.
We are now ready for the sketch of the proof. Since x ∈ S¯, there exists r > 0
such that the sphere of center x and radius t intersects S for any t ∈ (0, r). Hence,
by Tarski-Seidenberg principle [1, Theorem 2.98], the sphere of center x and radius
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ε intersects Ext(S,R〈ε〉) in a point yε infinitesimally close to x (i.e. such that
‖yε − x‖ is smaller than any positive element of R). Since yε is a k-tuple of germs
of semi-algebraic continuous functions, there exists t0 > 0 and a k-tuple of semi-
algebraic continuous functions ϕ defined on [0, t0) such that ϕ(0) = x and ϕ(t) ∈ S
for t ∈ (0, t0). Note that, denoting ϕ = Ext(ϕ,R〈ε〉), ϕ(ε) = yε. For more details
see [1].
Before stating and proving our main result we need to introduce a few notions.
Definition 1. Let P be a family of s polynomials of degree bounded by d in k
variables with coefficients in an ordered domain D with fraction field K contained
in a real closed fields R. The set S ⊂ Rk is a P-semi-algebraic set if there exists
a Boolean combination Φ of atoms of the form P > 0, P < 0, P = 0, with P ∈ P
such that
S = {x ∈ Rk | Φ(x)}.
In order to give quantitative results about the description of a semi-algebraic
path we use the following definitions, making precise how we describe points and
paths.
Definition 2. A description of a point x ∈ Rk is a real univariate representation
[1, page 467]
ξ = ((fξ, gξ,0, . . . , gξ,k), τξ) ,
where fξ, gξ,i ∈ D[A], fξ monic, and τξ is a Thom encoding [1, Definition 2.29] of a
real root aξ of fξ, such that gξ,0(aξ) 6= 0 and
xi =
gξ,i(aξ)
gξ,0(aξ)
.
The degree d′ of the description ξ of x is the maximum of the degrees of
fξ, gξ,0, . . . , gξ,k.
Denote by Dξ the ring D[A]/(fξ) equipped with the sign function signξ associat-
ing to the image g ∈ Dξ for g ∈ D[A], the sign signξ(g) = sign(g(aξ)) ∈ {0, 1,−1}.
Note that Dξ is not always a domain, since fξ is not necessarily irreducible in
D. However, it is equipped with a ring homomorphism evalξ to the ordered field
K[A]/(Fξ) ⊂ R where Fξ is the monic irreducible polynomial of K[A] vanishing
at aξ. The homomorphism evalξ satisfies the property that for any g ∈ D[A],
evalξ(g) = 0 if and only g belongs to the ideal (Fξ) ⊂ K[A], and sign(evalξ(g)) =
signξ(g). In the special case where the coordinates of x are xi = (ai/b), belonging
to K, with (b, a1, . . . , ak) ∈ Dk+1,
ξ = (A,A− b, A− a1, . . . , A− ak),
is the univariate representation describing x. It is of degree 1, and Dξ = D.
Henceforth, for ease of notation while referring to elements of Dξ we will omit
the “bar” and use the notation g ∈ Dξ rather than the more cumbersome g ∈ Dξ.
A description of a semi-algebraic path ϕ from [0, t0) to R
k, with ϕ(0) = x,
described by ξ, is given by
v = ((fv, gv,0, . . . , gv,k), τv) ,
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with fv, gv,i ∈ Dξ[T,U ], and τv a Thom encoding of a real root u(t) of fv(aξ, t, U)
for all small enough 0 < t ≤ t0, such that ϕ from [0, t0) to Rk defined by
ϕ(0) = x,
ϕ(t) =
(
g1(aξ,t,u(t))
g0(aξ,t,u(t))
, . . . ,
gk(aξ,u(t))
g0(aξ,t,u(t))
)
is continuous at 0.
The degree of the description v is the pair (dv,T , dv,U ), where dv,T is the maxi-
mum of the degrees
degT (fv),degT (gv,0), . . . ,degT (gv,k)
and dv,U is the maximum of the degrees
degU (fv),degU (gv,0), . . . ,degU (gv,k).
The main result of the paper is the following.
Theorem 2 (Quantitative Curve Selection Lemma). Let P ⊂ D[X1, . . . , Xk] be a
finite set of polynomials, S a P-semi-algebraic set, and x ∈ S¯ described by ξ of
degree d′. There exists t0 ∈ R, t0 > 0, a semi-algebraic path ϕ : [0, t0) → Rk such
that, ϕ(0) = x, and ϕ((0, t0)) ⊂ S with a description v of degree
(2dNN ′2, N) ∈ (O(d)3k+3, O(d)k)
with
N = (2d+ 6)(2d+ 5)k−1,
N ′ = 5(k(2d+ 4) + 2)N.(1.1)
Moreover the description v can be computed with d′O(1)skdO(k) arithmetic operations
in D.
We prove Theorem 2 as a corollary of a more general result.
We denote by S(x, t) and B(x, t) the sphere and the ball (respectively) in Rk
with center x ∈ Rk and radius t ∈ R. We also denote by S(x, ε) and B(x, ε) the
sphere and the ball (respectively) in R〈ε〉k with center x ∈ Rlε〉k and radius ε.
For any finite family of polynomials P ⊂ R[X1, . . . , Xk], a sign condition on P is
an element {0, 1,−1}P . If Z ⊂ Rk is an any semi-algebraic set and σ ∈ {0, 1,−1}P
a sign condition on P, we denote by
Reali(σ, Z) = {x ∈ Z | sign(P (x)) = σ(P ), P ∈ P},
and call Reali(σ, Z) the realization of σ on Z. A sign condition σ is called realizable
if Reali(σ,Rk) 6= ∅.
We denote by SIGN(x,P) the set of realizable sign conditions at the neighbour-
hood of x, i.e. the set of sign conditions σ ∈ {0, 1,−1}P such that there exists r a
positive element of R such that for every t ∈ R, such that 0 < t < r
Reali(σ,Rk) ∩ S(x, t) 6= ∅,
or, equivalently, by [1, Theorem 2.98 and Proposition 3.20],
Reali(σ,R〈ε〉k) ∩ S(x, ε) 6= ∅.
Theorem 3. Let P ⊂ R[X1, . . . , Xk] a finite set of polynomials, and x ∈ Rk de-
scribed by ξ of degree d′. Then, there exist (a0, b0) ∈ D2ξ , signξ(a0) = signξ(b0) = 1,
and for every σ ∈ SIGN(x,P), a set Φσ of semi-algebraic paths ϕσ(t) defined
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on
[
0, t0 =
evalξ(a0)
evalξ(b0)
)
, such that ϕ(0) = x, and for every ϕ ∈ Φσ, ϕ((0, t0)) ⊂
Reali(σ,B(x, t0)), and the set of ϕ(ε), ϕ ∈ Φσ has a non-empty intersection with
every semi-algebraically connected component of Reali(σ,R〈ε〉k) ∩ S(x, ε). The de-
scriptions Vσ of the elements Φσ are of degrees bounded
(2dNN ′2, N) ∈ (O(d)3k+3, O(d)k),
with
N = (2d+ 6)(2d+ 5)k−1,
N ′ = 5(k(2d+ 4) + 2)N.
Moreover, the set of descriptions Vσ can be computed with d′O(1)skdO(k) arithmetic
operations in D. When D = Z and x = 0, and the bitsizes of the coefficients of
the polynomials in P are bounded by τ , the bitsizes of the coefficients appearing in
the descriptions Vσ, and the numerator and denominator of t0 can be chosen with
bitsizes bounded by τ(d+ k)kO(d)3k+2.
2. Proving theorem 3
Our strategy is to find points at infinitesimal distance from x inside realizable
sign conditions on P with good degree bounds on their definition and to use these
points with coordinates in R〈ε〉, the real closed field of germ of semi-algebraic
functions, to obtain the description of semi-algebraic paths. The algorithm is very
similar to [1, Algorithm 13.1 (Computing realizable sign conditions)] except in the
last part.
Notation 1. Define
Hk(d, i) = 1 +
∑
1≤j≤k
ijXdj ,
Hhk (d, i) = X
d
0 +
∑
1≤j≤k
ijXdj .
Note that when d is even, Hk(d, i)(x) > 0 for every x ∈ Rk.
Define for 1 ≤ i ≤ s,
P ?i = {(1− δ)Pi + δHk(d′, i), (1− δ)Pi − δHk(d′, i),
(1− δ)Pi + δγHk(d′, i), (1− δ)Pi − δγHk(d′, i)}.
Also define
P0 = (gξ,0X1 − gξ,1)2 + · · ·+ (gξ,0Xk − gξ,k)2 − ε2,
where
ξ = ((fξ, gξ,0, . . . , gξ,k), τξ) ,
is a description of x, and note that
Zer(P0,R〈ε〉k) = S(x, ε).
We denote R〈ε, δ〉 = R〈ε〉〈δ〉, and R〈ε, δ, γ〉 = R〈ε, δ〉〈γ〉.
We also need the following notation.
Notation 2 (Limit of a Puiseux series). For any real closed field R, the real closure
R〈ε〉 of the field R(ε) equipped with the order defined by 0 < ε < r for any positive
r ∈ R, can be described as the field of algebraic Puiseux series in ε. The limε
function associates to an element yε of R〈ε〉 which is bounded over R its limit
limε(yε) ∈ R defined by substituting 0 to ε in the Puiseux series yε.
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Proposition 1. (a) For every i1 < . . . < ik+1 and Qij ∈ P ?ij
Zer({Qi1 , . . . , Qik+1},R〈δ, γ〉k) = ∅.
(b) For every semi-algebraically connected component C ⊂ S(x, ε) of the realization
of a sign condition on P restricted to S(x, ε), there exist ` ≤ k, i1 < . . . < i`,
Qij ∈ P ?ij and a semi-algebraically connected component D of
Zer({P0, Qi1 , . . . , Qik+1},R〈ε, δ, γ〉k)
such that limγ(D) ⊂ Ext(C,R〈ε, δ〉).
The proof of Proposition 1 uses the following result that appears in [1, Proposi-
tion 13.1].
Proposition 2. Let D ⊂ Rk be a non-empty semi-algebraically connected compo-
nent of a basic closed semi-algebraic set defined by
P1 = · · · = P` = 0, P`+1 ≥ 0, · · · , Ps ≥ 0.
There exists an algebraic set W defined by equations
P1 = · · · = P` = Pi1 = · · ·Pim = 0,
(with {i1, . . . , im} ⊂ {` + 1, . . . , s}) such that a semi-algebraically connected com-
ponent D′ of W is contained in D.
Proof of Proposition 1. Part (a) follows from Proposition 13.6 in [1].
We now prove Part (b). Let (without loss of generality), σ be the sign condition
P1 = · · · = P` = 0, P`+1 > 0, · · · , Ps > 0, and C ⊂ S(x, ε), the realization of σ
restricted to S(x, ε). Consider two points x and y in C. There is a semi-algebraic
path θ from x to y inside C. Since the image of θ is closed and bounded, the semi-
algebraic and continuous function min`+1≤i≤s(Pi) has a strictly positive minimum
on the image of θ. The extension of the path θ to R〈ε, δ, γ〉 is thus entirely contained
inside the subset T of R〈ε, δ, γ〉k defined by
P0 = 0,
−δγHk(d′, 1) ≤ (1− δ)P1 ≤ δγHk(d′, 1),
...
−δγHk(d′, `) ≤ (1− δ)P` ≤ δγHk(d′, `),
(1− δ)P`+1 − δHk(d′, `+ 1) ≥ 0,
...
(1− δ)Ps − δHk(d′, s) ≥ 0.
Thus, there is one non-empty semi-algebraically connected component D′ of T
containing Ext(C,R〈ε, δ, γ〉). Now applying Proposition 2 to D′ and T , we get a
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semi-algebraically connected component D of some algebraic set defined by
P0 = 0,
(1− δ)Pi1 + εi1δγHk(d′, i1) = 0,
...
(1− δ)Pim + εimδγHk(d′, im) = 0,
(1− δ)Pj1 − δHk(d′, j1) = 0,
...
(1− δ)Pjn − δHk(d′, jn) = 0,
(with 1 ≤ i1 < · · · < im ≤ `, `+ 1 ≤ j1 < · · · < jn ≤ s and εij ∈ {−1, 1}) contained
in D′, and limγ D is contained in Ext(C,R〈ε, δ〉). 
Notation 3 (Substituting a Univariate Representation). Let
u = (f, g) ∈ K[T ]k+2, g = (g0, . . . , gk)
be a k-univariate representation and Q ∈ K[X1, . . . , Xk]. Set
(2.1) Qu = g
e
0Q
(
g1
g0
, . . . ,
gk
g0
)
,
where e is the least even number not less than the degree of Q.
Notation 4 (Cauchy bound). Let
P = cpX
p + · · ·+ cqXq, p > q, cqcp 6= 0,
(i.e. the leading coefficient of P is cp and its terms of lower degree is cqX
q), with
coefficients in an ordered field K, a real closed field R containing K, and C = R[i].
We denote
a0(P ) = c
2
q,(2.2)
b0(P ) = (p+ 1) ·
∑
q≤i≤p
c2i .(2.3)
By [1, Lemma 10.7], the absolute value of any non-zero root of P in R is bigger
than a0(P )b0(P ) .
Algorithm 1 (Computing Local Semi-algebraic Paths).
• Input: a point x described by ξ of degree d′ and a set of s polynomials,
P = {P1, . . . , Ps} ⊂ D[X1, . . . , Xk],
of degree bounded by d.
• Output: elements (a0, b0) ∈ D2ξ , signξ(a0) = signξ(b0) = 1, with
t0 =
evalξ(a0)
evalξ(b0)
and for each σ ∈ SIGN(x,P) a set of descriptions Vσ of semi-algebraic
paths Φσ such that for every ϕ ∈ Φσ, ϕ : (0, t0)→ Rk, such that such that,
ϕ(0) = x, ϕ((t0)) ⊂ Reali(σ,B(x, t0)) and the set of ϕ(ε), ϕ ∈ Φσ intersects
every semi-algebraically connected component of Reali(σ,R〈ε〉k) ∩ S(x, ε).
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• Complexity: d′O(1)sk+1dO(k) arithmetic operations in D. The degrees of
the representations with respect to T,U are (2NN ′2, N) ∈ (O(d)3k+3, O(d)k)
where
N = (2d+ 6)(2d+ 5)k−1,
N ′ = 5(k(2d+ 4) + 2)N.
• Procedure:
- Take as d′ the smallest even natural number > d.
- For every set of j ≤ k polynomials Qi1 ∈ P ?i1 , . . . , Qij ∈ P ?ij , apply [2,
Algorithm 12.17] (Parametrized Bounded Algebraic Sampling) with input
Q parameter ε, δ, γ and ring Dξ where
Q = P 20 +Q
2
i1 + · · ·+Q2ij .
and apply limγ in order to output a set U of univariate representations
(f(U), g0(U), g1(U), . . . , gk(U)) ∈ Dξ[ε, δ][U ]k+2.
- Compute the Thom encodings of the roots of f and the signs of P ∈ P
at the points associated to the univariate representations in U , using [1,
Algorithm 10.13 (Univariate Sign Determination)] with input f and its
derivatives and the Pu, P ∈ P.
- For each u ∈ U ,
u = (f(U), g0(U), . . . , gk(U)) ∈ Dξ[ε, δ][U ]k+2,
compute RElimU (f,L) ⊂ Dξ[ε, δ] using [1, Algorithm 11.19 (Restricted
Elimination)] where L is the set of derivatives of f with respect to U and
the Pu, P ∈ P. This defines a family A ⊂ Dξ[ε, δ] of polynomials which are
not identically zero.
- Using Cauchy bound (Notation 4) and considering elements of A as poly-
nomials in δ, take c(h(ε)) = minh′(ε)∈A c(h′(ε)) (with respect to the order
0+), where h(ε) the element of A realizing the minimum.
- Replace δ by c(h(ε)) in the elements of U and obtain V ⊂ Dξ[ε][U ]k+2,
clearing denominators.
- For each v = ((f, g0, . . . , gk), τ) ∈ V, compute using [1, Algorithm 10.13]
(Univariate Sign Determination) the signs of the polynomials Pv, P ∈ P at
the real root of f having Thom encoding τ , and thus obtain a partition of
V into non-empty subsets Vσ, for σ ∈ SIGN(x,P).
- Compute B = RElimδ(h,A \ {h(ε)}) ⊂ Dξ[ε] using [1, Algorithm 11.19
(Restricted Elimination)] and define
B′ = B ∪ {a0(h(ε))b0(h′(ε))− a0(h′(ε))b0(h(ε)), h′ ∈ A \ {h(ε)}}.
- Using Cauchy bound (Notation 4) take
t0 =
evalξ(a0)
evalξ(b0)
,
where a0 = ming∈B′ a0(g), and b0 = maxg∈B′ b0(g).
Proof of correctness. As a consequence of Part (b) of Proposition 1, we have that
for every semi-algebraically connected component D of Reali(σ,R〈ε〉k) ∩ S(x, ε),
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where σ ∈ SIGN(x,P), there exists a semi-algebraically connected component D′
of an algebraic set
Zer(P 20 +Q
2
i1 + · · ·+Q2ij ,R〈ε, δ, γ〉k) ⊂ Ext(S(x, ε),R〈ε, δ, γ〉)
with Qi1 ∈ P ?i1 , . . . , Qij ∈ P ?ij , such that limγ(D′) is contained in Ext(D,R〈ε, δ〉),
and moreover, using Part (a) of Proposition 1, j ≤ k. Also, notice that since
Z(P0,R〈ε, δ, γ〉) = Ext(S(x, ε),R〈ε, δ, γ〉),
D′ is contained in Ext(S(x, ε),R〈ε, δ, γ〉), and since
Z(P0,R〈ε, δ〉) = Ext(S(x, ε),R〈ε, δ〉),
limγ(D
′) is in contained in Ext(S(x, ε),R〈ε, δ〉).
It now follows from the correctness of [2, Algorithm 12.17] (Parametrized Bounded
Algebraic Sampling), the set of points associated to the univariate representations
in U has a non-empty intersection with Ext(D,R〈ε, δ〉) for every semi-algebraically
connected D of Reali(σ,R〈ε〉k) ∩ S(x, ε), σ ∈ SIGN(x,P).
The correctness of [1, Algorithm 10.13 (Univariate Sign Determination)] allow
us to find the Thom encoding of the roots of f and the signs of the polynomials in
P at these roots.
The correctness of [1, Algorithm 11.19 (Restricted Elimination)] ensures that the
the Thom encoding of the roots of f and the signs of the polynomials in P at these
roots is fixed on any semi-algebraically connected component of the realization
of a sign condition on A′(T, V ) obtained by substituting (T, V ) in pace of (ε, δ)
in A(ε, δ). Define by α the sign condition on A′(T, V ) satisfied at (ε, δ) and by
C the semi-algebraically connected component of Reali(α,R2) such that (ε, δ) ∈
Ext(C,R〈ε, δ〉).
In order to define a point in the extension of C to R〈ε〉 without changing the
Thom encoding of the roots of f and the signs of the polynomials in P, we need
to replace δ by an expression c(h(ε)) which is small enough so that no element in
A′(T, V ) changes sign on the closed segment joining (ε, δ) to (ε, c(h(ε))). This is
ensured by taking c(h(ε)) = minh′(ε)∈A
a0(h
′(ε))
b0(h′(ε))
using the properties of the Cauchy
bound [1, Lemma 10.7] and choosing h which corresponds to this minimum.
Now we need to obtain description of paths by finding t0 so that (t0, c(h(t0)))
belongs to C, without changing the Thom encoding, the signs of the polynomials
in P and the choice of h(ε) ∈ A. This is ensured by taking
t0 =
evalξ(a0)
evalξ(b0)
,
where a0 = ming∈B′ a0(g), and b0 = maxg∈B′ b0(g), using the correctness of [1,
Algorithm 11.19 (Restricted Elimination)] and the properties of the Cauchy bound
[1, Lemma 10.7], since the segment joining (ε, c(h(ε))) to (t0, c(h(t0))) is entirely
contained in C. 
Complexity analysis. The total number of j ≤ k-tuples examined is∑
j≤k
(
s
j
)
4j .
Hence, the number of calls to [2, Algorithm 12.17 (Parametrized Bounded Algebraic
Sampling)] is also bounded by 2
∑
j≤k
(
s
j
)
4j . Each such call costs dO(k) arithmetic
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operations (addition, multiplication and computing signs) in Dξ. Thus the total
number of real univariate representations U produced is bounded by∑
j≤k
(
s
j
)
4jO(d)k,
while the number of arithmetic operations performed for computing sample points
in R〈ε, δ〉k, is bounded by ∑
j≤k
(
s
j
)
4jdO(k) = skdO(k).
The sign determination takes
s
∑
j≤k
(
s
j
)
4jdO(k) = sk+1dO(k)
arithmetic operations in Dξ, using the complexity analysis of [1, Algorithm 10.13
(Univariate Sign Determination)].
Using the complexity analysis of [2, Algorithm 12.17 (Parametrized Bounded
Algebraic Sampling)] the degree in T of the univariate representations output in U
is bounded by N , and their degrees in ε, δ is bounded by N ′, since Q is a polynomial
of degree in X1, . . . , Xk bounded by 2d+ 4 and the degrees in ε, δ, γ bounded by 4.
When D = Z, and the bitsize of the coefficients of the input polynomials is bounded
by τ , the bitsize of the output univariate representations in U is bounded by
(τ + bit(s))O(d)k+1 ≤ τ(d+ k)kO(d)k+1,
since the total number S of polynomials of degree d in k variables with bitsize
bounded by τ satisfies
bit(S) ≤ (τ + 1)
(
d+ k
k
)
≤ 2τ(d+ k)k.
When we compute RElimU (f,L) ⊂ Dξ[ε, δ] we output polynomials in A of de-
gree in ε, δ bounded by 2dNN ′ = O(d)2k+2 using the complexity analysis of [1,
Algorithm 11.19 (Restricted Elimination)]. Moreover, when D = Z and x = 0,
their bitsize is bounded by τ(d+ k)kO(d)2k+1.
After subsituting δ by c(h(ε)) = minh′(ε)∈A c(h′(ε)) in U , we obtain V of degree
2dNN ′2 = O(d)3k+3 in ε and (when D = Z and x = 0) of bitsize τ(d+k)kO(d)3k+2.
After computing B = RElimδ(h(ε),A \ {h(ε)}) ⊂ Dξ[ε] and taking
B′ = B ∪ {a0(h(ε))b0(h′(ε))− a0(h′(ε))b0(h(ε)), h′ ∈ A \ {h(ε)}},
we obtain B′ of of degree 2dNN ′2 = O(d)3k+3 in ε . Moreover when D = Z and x =
0, the bitsize of elements of B′ is τ(d+ k)kO(d)3k+2, and, with a0 = ming∈B′ a0(g),
and b0 = maxg∈B′ b0(g),
t0 =
a0
b0
,
is a rational number with numerator and denominator of bitsize τ(d+k)kO(d)3k+2.
The final complexity bound follows from the fact that arithmetic operations (ad-
dition, multiplication and computing signs) in Dξ cost d
′O(1) arithmetic operations
in D. 
Proof of Theorem 3. Theorem 3 is an immediate consequence of the proof of cor-
rectness and the complexity analysis of Algorithm 1. 
10 SAUGATA BASU AND MARIE-FRANC¸OISE ROY
Proof of Theorem 2 (Quantitative Curve Selection Lemma). Since x ∈ S¯, there ex-
ists a sign condition σ ∈ SIGN(x,P) such that Reali(σ,Rk) is contained in S. Such
a σ can be obtained by examining the description of S as a P semi-algebraic set
and the list SIGN(x,P). So Theorem 2 is an immediate consequence of Theorem 3
without increasing the complexity. 
3. Consequence
We now prove that the degree of the Zariski closure of the image of each path,
ϕσ, σ ∈ SIGN(x,P) in the output of Algorithm 1, is bounded by 4dN2N ′2 =
O(d)4k+3.
In order to obtain this bound we need to bound the number of intersection points
with an hyperplane H of equation
a0 + a1X1 + . . .+ akXk = 0.
Eliminating U from f(T,U) and a0g0(T,U) + a1g1(T,U) + . . .+ akgk(T,U) gives a
polynomial in T of degree 2N × 2dNN ′2 = 4dN2N ′2 = O(d)4k+3.
So we have proved the following.
Theorem 4. For every σ ∈ SIGN(x,P), there exists t0 > 0 in R, and a semi-
algebraic path ϕσ from [0, t0) to R
k such that ϕσ(0) = x and ϕσ((0, t0)) ⊂ Reali(σ,Rk)
whose Zariski closure has a degree bounded by 4dN2N ′2 = O(d)4k+3. In particular
if S is a P-semi algebraic set and x ∈ S¯, there exists t0 > 0 in R, and a semi-
algebraic path ϕ from [0, t0) to R
k such that ϕ(0) = x and ϕ((0, t0)) ⊂ S whose
Zariski closure has a degree bounded by 4dN2N ′2 = O(d)4k+3.
This is an improvement on the bound dk((d− 1)k + 2)k−1 = dO(k2) proved in [3,
Proposition 6.2].
4. Acknowledgement
We would like to thanks to Krzysztof Kurdyka for attracting our attention to
this problem.
References
1. S. Basu, R. Pollack, and M.-F. Roy, Algorithms in real algebraic geometry, Algorithms
and Computation in Mathematics, vol. 10, Springer-Verlag, Berlin, 2006 (second edition).
MR 1998147 (2004g:14064) 1, 2, 3, 4, 5, 6, 7, 8, 9
2. , Algorithms in real algebraic geometry, Algorithms and Computation in Mathematics,
vol. 10, Springer-Verlag, Berlin, 2016, online version posted on 27/06/2016, available at http:
//perso.univ-rennes1.fr/marie-francoise.roy/. MR 1998147 (2004g:14064) 7, 8, 9
3. Zbigniew Jelonek and Krzysztof Kurdyka, Reaching generalized critical values of a polynomial,
Math. Z. 276 (2014), no. 1-2, 557–570. MR 3150218 1, 10
4. S. Lojasiewicz, Ensembles semi-analytiques, preprint, IHES, 1965. 1
5. S. Lojasiewicz, Sur les ensembles semi-analytiques, (1971), 237–241. MR 0425152 1
6. John Milnor, Singular points of complex hypersurfaces, Annals of Mathematics Studies, No.
61, Princeton University Press, Princeton, N.J.; University of Tokyo Press, Tokyo, 1968.
MR 0239612 1
