Chemical reaction networks which exhibit strong fluctuations are common in microscopic systems in which reactants appear in low copy numbers. The analysis of these networks requires stochastic methods, which come in two forms: direct integration of the master equation and Monte Carlo simulations. The master equation becomes infeasible for large networks because the number of equations increases exponentially with the number of reactive species. Monte Carlo methods, which are more efficient in integrating over the exponentially large phase space, also become impractical due to the large amounts of noisy data that need to be stored and analyzed. The recently introduced multiplane method ͓A. Lipshtat and O. Biham, Phys. Rev. Lett. 93, 170601 ͑2004͔͒ is an efficient framework for the stochastic analysis of large reaction networks. It is a dimensional reduction method, based on the master equation, which provides a dramatic reduction in the number of equations without compromising the accuracy of the results. The reduction is achieved by breaking the network into a set of maximal fully connected subnetworks ͑maximal cliques͒. A separate master equation is written for the reduced probability distribution associated with each clique, with suitable coupling terms between them. This method is highly efficient in the case of sparse networks, in which the maximal cliques tend to be small. However, in dense networks some of the cliques may be rather large and the dimensional reduction is not as effective. Furthermore, the derivation of the multiplane equations from the master equation is tedious and difficult. Here we present the reduced-multiplane method in which the maximal cliques are broken down to the fundamental two-vertex cliques. The number of equations is further reduced, making the method highly efficient even for dense networks. Moreover, the equations take a simpler form, which can be easily constructed using a diagrammatic procedure, for any desired network architecture. It is shown that the method provides accurate results for the population sizes of the reactive species and their reaction rates.
I. INTRODUCTION
Reaction networks commonly appear in physical, chemical, and biological systems ͓1͔. They describe the interaction between chemical species in a liquid solution or on a surface, that react with each other to form more complex species. The reactions are mediated by the mobility of the reacting particles, which may be due to thermal diffusion or convection. In some cases the system is isolated from the environment with no inflow or outflow of particles. In other cases, there is a flow of particles into the system, which react and leave the system by outflow, evaporation, or desorption. In homogeneous systems it is convenient to assume that the systems are well mixed and that the reaction rates do not depend on the location of the particles. Under this assumption, the reaction networks can be analyzed using mean-field models which account for the average concentrations of the reactive species.
Consider a chemical network which involves J species X i , i =1, ... ,J with reactions of the form X i + X j → X k . Such networks may be described by graphs. Each species, X i , is represented by a node ͑vertex͒ in the graph, while the reaction between a pair of species X i and X j ͑i j͒ is represented by an edge that connects the corresponding nodes. The reaction product, X k , may be indicated near the edge. Networks may also include self reactions of the form X i + X i → X k , represented by loops attached to the node X i . Some of the reaction products may be reactive and participate in further reactions, while others are nonreactive products. Reaction networks are often sparse, namely, only a small fraction of the J͑J +1͒ / 2 pairs of nodes are connected with each other. They may include hubs, namely, highly reactive species that are connected to a large fraction of all the other species in the network.
When the reactions take place in a macroscopic system, the number of reactants of each species is typically large. The law of large numbers applies and fluctuations in the concentrations and in the reaction rates become negligible. As a result, such reaction networks can be analyzed using rate equation models. These models account for the average concentrations of all the species involved in the network and their time dependence. The rate equations are based on the mean-field approximation and as such they ignore stochastic fluctuations.
However, one often encounters systems that are partitioned into small domains ͑such as biological organisms that consist of cells or the surfaces of polycrystalline solids that consist of microcrystals͒. In such systems, the diffusion of reactants between domains may be suppressed. When the domains are sufficiently small, the copy numbers of the reactive species in each domain may be low. Under these conditions, the temporal fluctuations in these copy numbers in a single domain as well as the variations between different domains cannot be ignored. As a consequence, the rate equa-tions fail and the analysis of these reactions requires stochastic methods ͓2,3͔. Such methods can be implemented either by direct integration of the master equation or by Monte Carlo ͑MC͒ simulations ͓4͔.
An important example of the situation described above appears in interstellar clouds of gas and dust ͓5͔. These clouds exhibit a combination of gas-phase chemistry and reactions taking place on the surfaces of microscopic dust grains ͓5-7͔. The essential reactions taking place on dust grains include the formation of molecular hydrogen ͓8,9͔ water ice and simple organic molecules such as formaldehyde and methanol ͓7͔. Due to the low gas density and the microscopic size of the grains, the flux of particles ͑atoms and molecules͒ impinging on a single grain is low. After sticking to the surface, these particles diffuse on the surface of the grain and may react with each other or desorb back to the gas phase. The copy numbers of the reactive species on a single grain are determined by the balance between the incoming flux on the one hand and the reaction and desroption rates on the other hand. In a broad range of astrophysically relevant conditions, these numbers are small and their fluctuations are significant. It was shown that under these conditions the rate equations are not suitable for the evaluation of the reaction rates ͓10-14͔ and stochastic methods are needed ͓15-17͔.
In biology, organisms consist of cells, where each cell exhibits a complex network of metabolic processes, signal transduction cascades, protein networks, and gene regulation ͓18,19͔. Some of the crucial components of these networks, such as certain transcription factors and their binding sites appear in low copy numbers. As a result, stochastic fluctuations play an important role in cellular processes ͓20-22͔. Recent technological advances have made it possible to measure the fluctuations in the copy numbers of proteins in single cells, revealing the importance of stochastic effects ͓23,24͔.
Theoretically, the most complete description of stochastic reaction networks is in the form of the master equation ͓2,3͔. This is a set of coupled ordinary differential equations, which includes one equation for each microscopic state of the system. The dynamical variables of these equations are the probabilities of these states. The quantities of interest, namely, the average copy numbers of the reactive species and the reaction rates are obtained by proper summations. For some simple networks, the master equation can be solved using a generating function ͓25,26͔. In this approach, the set of coupled ordinary differential equations is transformed into a single partial differential equation for the generating function. This equation can be solved numerically and in a few cases it can also be solved analytically ͓15,27͔. The master equation can also be approximated using the Fokker-Planck equation ͓28͔. This is a partial differential equation in which the population sizes of the reactive species are represented by continuous variables, making the FokkerPlanck equation unsuitable for reaction networks in the limit of small populations, where the discrete nature of the reactive species is important. For complex reaction networks using a generating function is not feasible. Moreover, the direct numerical integration of the master equation is impractical because the number of equations proliferates exponentially with the number of reactive species ͓29,30͔.
Since the late 1970s the Gillespie algorithm ͓31,32͔ has emerged as the method of choice for the simulation of stochastic chemical networks. This is a kinetic Monte Carlo approach, namely, an algorithm that generates "paths" of the stochastic process. The basic idea is simple. At each time step the next move is drawn from all possible processes that may take place at that point, where each step is endowed with a suitable weight. After each move the elapsed time is properly advanced, the list of available processes is updated and their new rates are evaluated. The Gillespie algorithm is exact in the sense that it converges to the exact results as more statistics is accumulated. It also turned out to be remarkably efficient in integrating over an exponentially large phase space. It has enabled researchers to simulate networks of increasing size and complexity and to analyze them in great detail. Improved versions of the algorithm were developed, extending the applicability of the method. Most notably, the tau-leaping method provides a significant speedup ͓33͔.
However, the Gillespie approach suffers from fundamental drawbacks. In order to extract expectation values for desired moments and correlations, one needs to perform statistical analyses over large amounts of noisy data. Another problem is that the stochastic systems are often embedded in a macroscopic reservoir ͑modeled by rate equations͒. There is no effective way to couple the Gillespie simulation to the surrounding environment. This problem limits the applicability of the method for systems such as interstellar grain chemistry, where the dust grains interact with the surrounding molecular gas. Furthermore, in systems that combine fast and slow processes, the broad range of time scales sharply reduces the efficiency of the algorithm, where the very fast and repetitive moves consume most of the simulation time.
Recently, the multiplane method for the analysis of stochastic reaction networks was introduced ͓34͔. This is an efficient equation-based method, which is derived from the master equation and provides a dramatic reduction in the number of equations. The method is based on breaking the reaction network into a set of maximal fully connected subnetworks, or maximal cliques ͑Fig. 1͒. A lower dimensional master equation is derived for the marginal probability distribution associated with each clique. This is done by tracing over all the species that do not belong to the clique and neglecting the correlations between pairs of species that do not react with each other. The result is a set of lower dimensional master equations with suitable coupling between them. These equations are referred to as the multiplane equations. The multiplane method was tested extensively for a class of simple networks ͓35͔. The results obtained for the copy numbers of reactants and for the reaction rates were found to be in excellent agreement with the master equation.
The multiplane method exhibits significant advantages over Monte Carlo methods such as the Gillespie approach. For typical networks found in empirical systems, which tend to be sparse, the number of equations scales moderately with the number of reactive species. The multiplane method provides the marginal probability distributions for the cliques with great efficiency, from which the full probability distribution can be approximated. The method is suitable for the analysis of systems under steady state as well as time-dependent conditions. They can be easily coupled to the rate equations that describe the macroscopic dynamics of the environment in which the stochastic system is embedded. Moreover, unlike Monte Carlo methods, the multiplane method deals efficiently with situations involving a large separation of time scales between the fast and slow processes.
The multiplane method is highly efficient in the case of sparse networks, in which a typical node is connected only to a small fraction of the other nodes. However, in dense networks the cliques may be rather large and the dimensional reduction is not as effective. Furthermore, the derivation of the multiplane equations from the master equation ͑by tracing over the species that are not included in each clique͒ is tedious and difficult to automate.
In this paper we present the reduced-multiplane method in which the maximal cliques are replaced by the fundamental two-vertex cliques, each including a pair of species that react with each other ͑Fig. 1͒. The number of equations is further reduced, making the method suitable not only for sparse networks but for dense networks as well. Moreover, we provide a simple diagrammatic procedure for the construction of the reduced-multiplane equations directly from the network structure. We analyze the method in detail and test its validity and efficiency by applying it to simple network architectures over a range of parameters. The results are compared to those obtained from the master equation. It is shown that the reduced-multiplane method provides accurate results for both the population sizes and reaction rates.
The paper is organized as follows. In Sec. II we review the rate equation approach using a simple example network. In Sec. III we present the master equation formulation. The original multiplane method is described in Sec. IV and its strengths and limitations are discussed. In Sec. V we introduce the reduced-multiplane method. In Sec. VI we present a simple diagrammatic procedure for the construction of the reduced-multiplane equations. In Sec. VII we test the performance of the reduced-multiplane method. The main findings are summarized and discussed in Sec. VIII.
II. RATE EQUATIONS
Consider a system which consists of a large ensemble of identical domains, with the same reaction network taking place in each domain under the same physical conditions. In the rest of the paper these domains will be referred to as cells. To be specific we discuss below the simple reaction network shown in Fig. 2͑a͒ . This network includes five reactive species denoted by X i , i = 1 , . . . , 5 and six nonreactive product species, denoted by X i , i = 6 , . . . , 11. The reactions in this system are X 1 + X 1 → X 6 , X 1 + X 2 → X 7 , X 1 + X 3 → X 8 , X 2 + X 3 → X 9 , X 2 + X 4 → X 10 , and X 3 + X 5 → X 11 . Each cell is exposed to an incoming flow F i ͑s −1 ͒, i =1, ... ,5 of X i particles. Each particle of species X i , located in one of the cells, may leave the system at a rate W i ͑s −1 ͒. The rate constant for the reaction between particles X i and X j is denoted by K i,j ͑s −1 ͒ For pairs of species that do not react with each other K i,j = 0. We denote the average number of particles of the X i species in a cell by N i . This is a continuous variable that may take any non-negative value. Below we construct the rate equations for this network. These are coupled ordinary differential equations for the time derivatives of the N i 's. The rate equations that describe the network shown in Fig. 2͑a͒ take the form
Graphic illustration of the multiplane and the reduced-multiplane methods for the analysis of stochastic reaction networks. In the multiplane method the network is broken to a set of maximal cliques. A lower dimensional master equation is written for the marginal probability distribution associated with each clique, with suitable couplings between them. In the reduced-multiplane method the maximal cliques are broken into the fundamental two-vertex cliques, each including two molecular species.
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The first terms on the right hand side represent the flow of X i particles into the cells. The second terms represent the removal of X i particles, which is proportional to their average population size in the cells. The remaining terms account for the reactions between particles. More specifically, terms of the form K i,j N i N j represent reactions between particles of different species, while terms of the form 2K i,i N i 2 represent reactions between particles of the same species. The average production rate of the X 6 particles per cell is given by R 6 = K 1,1 N 1 2 , while the production rates of the other product species X k , k = 7 , . . . , 11 are given by R k = K i,j N i N j , where i and j are the corresponding reactive species. For simplicity, we assume here that nonreactive product species leave the system immediately upon formation. In this case the system approaches a steady state condition in which the average populations of the reactive species in a cell are fixed.
For large cells in which all the reactive species are abundant, Eq. ͑1͒ accounts correctly for their copy numbers and for the reaction rates. However, in the limit of small cells, some of the average population sizes, N i , may become small. In this case the discrete nature of the particles becomes important and the fluctuations cannot be ignored. As a result, the reaction rates obtained from the rate Eqs. ͑1͒ are incorrect. The domain of validity of the rate equations was studied systematically in Ref.
͓36͔. An expression was derived for the cell size below which stochastic fluctuations should be taken into account.
III. MASTER EQUATION
To account for the discrete nature of the particles and for the stochastic effects, we use the master equation. Here, the population sizes of the reactive species are discrete, namely, N i takes only non-negative integer values. In a system that includes J reactive species, the dynamical variables of the master equation are the joint probabilities P͑N 1 , N 2 , ... ,N J ͒ of a cell to contain N i particles of species X i . The master equation for the network presented in Fig. 2͑a͒ is
The first term in Eq. ͑2͒ describes the flow of particles into the cell. The second term accounts for the removal of particles from the cell. The third term describes the reactions between pairs of particles of different species. The last term accounts for the reaction between pairs of X 1 particles, resulting in dimers denoted by X 6 . The average population size of X i , i = 1 , . . . , 5 particles in a cell is given by
͑a͒ Graphic representation of the reaction network introduced in Sec. II, which involves five reactive species. The nodes represent reactive species and the edges represent reactions between pairs of species. The reaction products are specified near the edges; ͑b͒ the same network broken down into maximal cliques, as described in Sec. IV; ͑c͒ the same network broken down into fundamental two-vertex cliques, as described in Sec. V.
Consider a reaction of the form X i + X j → X k . For i j the production rate of X k particles in a cell is given by R k
where the second moments are given by
In the network of Fig. 2͑a͒ , the production rate of X 6 particles per cell is given by R 6 = K 1,1 ͑͗N 1 2 ͘ − ͗N 1 ͒͘. The production rates of the other product species X k , k =7, ... ,11 are given by R k = K i,j ͗N i N j ͘, where X i and X j are the corresponding reactants according to Fig. 2͑a͒ .
In numerical studies the master equation must be truncated in order to keep the number of equations finite. A convenient way to achieve this is to assign upper cutoffs N i max , i =1, ... ,J on the population sizes. The number of coupled equations is thus
The truncated master equation is valid if the probability to have, in a single cell, larger populations beyond the cutoffs is vanishingly small. However, the number of equations, N E , grows exponentially as the number of reactive species increases, severely limiting the applicability of the master equation ͓29,30͔.
IV. MULTIPLANE METHOD
The recently introduced multiplane method ͓34͔ provides an efficient computational framework for the analysis of complex reaction networks. To construct the multiplane equations one first has to break the network down into a set of maximal fully connected subnetworks ͑maximal cliques͒. For example, in the network of Fig. 2͑a͒ the maximal cliques are C 1 MP = ͕X 1 , X 2 , X 3 ͖, C 2 MP = ͕X 2 , X 4 ͖, and C 3 MP = ͕X 3 , X 5 ͖, as shown in Fig. 2͑b͒ . A lower dimensional master equation for the reduced probability distribution associated with each clique is obtained by tracing over all the species that do not belong to that clique.
As an example we will describe this construction for the clique C 1 MP . The resulting equation includes conditional moments of the form ͗N i ͘ N 1 ,N 2 ,N 3 where i =4,5. Such conditional moments are defined by
We then introduce an approximation that amounts to the assumption that the correlation between a pair of species that do not react with each other is weak and can be neglected. This allows us to replace the moment ͗N 4 ͘ N 1 ,N 2 ,N 3 by ͗N 4 ͘ N 2 and the moment ͗N 5 ͘ N 1 ,N 2 ,N 3 by ͗N 5 ͘ N 3 . The equations for different maximal cliques are coupled via these conditional moments. For instance, the conditional moment ͗N 4 ͘ N 2 is evaluated from the marginal probability distribution P͑N 2 , N 4 ͒ associated with the clique C 2 MP . The resulting lower dimensional master equations are referred to as the multiplane equations. For the clique C 1 MP : the multiplane equations take the form
Using a similar procedure, one can construct the multiplane equations for the cliques C 2 MP and C 3 MP . The resulting system of coupled ordinary differential equations can be integrated numerically using a standard stepper such as a fourth order Runge Kutta. In case that one is interested only in the steady state solution, the equations can also be solved as a set of algebraic equations by setting the time derivatives on the left-hand side to zero. From the resulting ͑approximated͒ marginal probability distributions one can obtain all the physically interesting quantities such as the average population sizes of all the reactive species and the reaction rates. For the network of Fig. 2͑a͒ the multiplane method achieves a dimensional reduction from a five-dimensional master equation to three sets of multiplane equation, one of which is three-dimensional and the other two are twodimensional. In general, for sparse reaction networks most cliques do not include more than two or three species. Under these conditions the multiplane method is very efficient. However, in dense networks the dimensional reduction achieved by the multiplane method is not as effective. Furthermore, the derivation of the multiplane equations from the master equation is tedious and difficult to automate.
To solve these problems we introduce a simplified version of the multiplane method, referred to as the reducedmultiplane method. In this approach the maximal cliques are broken down into the fundamental two-vertex cliques, each containing a pair of species reacting with each other.
V. REDUCED-MULTIPLANE METHOD
Consider the clique C 1 MP discussed above. It consists of three species ͑X 1 , X 2 and X 3 ͒ and three reactions, that produce the species X 7 , X 8 , and X 9 ͑in addition to the dimer species X 6 ͒. The production rates of these species are given in terms of the moments ͗N i N j ͘. Each of these moments can be derived from the corresponding two-dimensional marginal probability distribution P͑N i , N j ͒. In order to obtain the population sizes of the reactive species and the reaction rates it is thus sufficient to calculate the two-dimensional marginal probability distributions for all the pairs of species that react with each other.
In the reduced-multiplane method, one divides the network into the fundamental two-vertex cliques, each corresponding to a pair of species that react with each other. For the network shown in Fig. 2͑a͒ the fundamental two-vertex cliques are
as shown in Fig. 2͑c͒ . To derive the reduced-multiplane equations for a certain clique, one follows the procedure used in the multiplane method and traces over all the species that do not belong to that clique. As in the original procedure, one obtains conditional moments, which can be approximated by the rule stated above. According to this rule, only the correlations between species that directly react with each other are maintained. For example, in the term describing the reaction X 2 + X 4 → X 10 in the reduced-multiplane equations for the clique C 1 RMP , the moment ͗N 4 ͘ N 1 ,N 2 is approximated by ͗N 4 ͘ N 2 ͑because X 1 does not react with X 4 ͒. The reduced-multiplane equations for the clique C 1 RMP take the form
When computing the reaction term for X 1 and X 3 the conditional moment ͗N 3 ͘ N 1 , is computed from the clique C 2 RMP but when computing the reaction term between X 2 and X 3 we use ͗N 3 ͘ N 2 , which is obtained from the clique C 3 RMP . It should be noted that the average population size ͗N 3 ͘ can be computed independently, using either one of these two cliques. Since the equations associated with the two cliques are consistent, the results are expected be similar. The result of this approximation is a set of reduced-multiplane equations for each clique, with suitable couplings between adjacent cliques. Beyond the specific example network of Fig. 2͑a͒ we now consider the approximations involved in the construction of the reduced-multiplane equations for a general reaction network of J reactive species. In order to obtain the reducedmultiplane equations dP͑N i , N j ͒ / dt =..., for the pair of spe-cies X i and X j which react with each other, one first traces the master equation over all the other species. The resulting equations contain moments conditioned on the values N i and N j . The approximation performed in the reduced-multiplane method consists of eliminating the dependence of such moments on either N i , N j or both, according to the following scheme. For mixed moments, containing two species that do not belong to the pair, the dependence is dropped completely. The marginal probability distributions P͑N k , N l ͒ available in this method, do not include the correlations required in order to evaluate an expression of the form ͗N k N l ͘ N i ,N j . Therefore, we use the approximation
where the right hand side can be evaluated from the pairwise marginal probability distribution P͑N k , N l ͒. The availability of P͑N k , N l ͒ is guaranteed, otherwise the term ͗N k N l ͘ N i ,N j would not appear in the first place. For moments containing only one species, which is neither X i nor X j ͑expressed in general as ͗N k n ͘ N i ,N j , where n =1,2͒, one first has to identify the term in the master equation that generated this moment. One then examines the reaction associated with that term. If this is a reaction of the form X i + X k → X l , it is clear that the conditional moment ͗N k n ͘ N i ,N j , depends more strongly on N i than on N j . Therefore, we ignore its dependence on N j , leading to the approximation
Similarly, if the reaction is of the form X j + X k → X l , the approximation we use is
If the reaction which gives rise to the moment ͗N k n ͘ N i ,N j , is of the form X k + X k → X i , one needs to distinguish between three cases. If in addition to the above reaction, X i and X k interact through a reaction of the form X i + X k → X l , it is clear that there is a stronger dependence of the aforementioned conditional moment on N i than on N j . As a result, the following approximation is sensible:
If no such reaction exists, the dependence of the moment on N i is not directly available in any of the existing marginal probability distributions. Therefore, it cannot be evaluated within the reduced-multiplane approach. One still needs to distinguish between two cases: either a reaction of the form X j + X k → X l appears in the network, or there is no such reaction. In case that such a reaction appears, the dependence on N j can still be evaluated using the marginal probability distribution P͑N j , N k ͒ which is guaranteed to exist. The approximation which is taken in this case is
If the reaction X j + X k → X l does not appear in the network both dependencies cannot be evaluated, leading to the approximation
This unconditioned moment can be evaluated from any marginal probability distribution containing X k . The dimensional reduction obtained by the multiplane and by the reduced-multiplane methods for a network of J reactive species is evaluated below. For simplicity, we use a simple truncation scheme in which the cutoffs for all the reactive species are the same, namely, N i max = N max . The number of equations in the master equation is N E Master = ͑N max +1͒ J . The dimensional reduction obtained from the multiplane method depends on the connectivity of the network. Consider a network that consists of m maximal cliques, C k MP , k =1, ... ,m, where the number of species in the kth clique is J k . The number of multiplane equations will be N E MP = ͚ k=1 m ͑N max +1͒ J k . In the reduced-multiplane method, for a network with r reactions of the form X i + X j → X k ͑i j͒, one divides the network into r fundamental two-vertex cliques. The number of equations will then be N E RMP = r͑N max +1͒ 2 . The exponential proliferation of the master equation as a function of the number of reactive species is lowered, in the reduced-multiplane method, to at most a quadratic dependence.
The reduced-multiplane method has been tested for different network architectures and for a broad range of parameters. The results for the population sizes and for the reaction rates were found to be in excellent agreement with the master equation. Moreover, for a class of simple networks, we performed an asymptotic analysis of the reduced-multiplane equations in both the large cell limit and the small cell limit ͓37͔. The simplifying assumption made in these networks is that all the product species leave the system and do not participate in any further reactions. In addition, it is assumed that each reaction involves only two particles. In both limits the reduced-multiplane method was found to be asymptotically exact.
In the so-called large cell limit, the incoming flows of reactants are large, and the reaction rates constants are small, leading to large population sizes. In this limit the population sizes of the reactive species can be considered as continuous variables. The distribution of population sizes is narrowly concentrated around the average value. The master equation can then be transformed into a partial differential equation, for which an approximate solution is obtained, where the deviation from the average population size is considered as a small parameter. Formally, the analysis of both the reducedmultiplane equations and the master equation was performed using Van Kampen's ⍀-expansion ͓2,38͔. To leading order, the production rates and population sizes obtained from the reduced-multiplane equations are in perfect agreement with those obtained from the master equation.
For the small cell limit, where the reactions rate constants are large and the incoming flows are low, the steady state distributions where obtained using a small-parameter expansion. Here the small parameter is taken to be the system size. The incoming fluxes of particles are proportional to the system size while the reaction rates are inversely proportional to the system size. Both the reduced multiplane and the master equation can be solved order by order in this small param-eter. Again, the results are found to be in perfect agreement with those obtained from the master equation.
In this paper we study more general networks, in which reaction products can participate in further reactions as well as dissociation reactions in which one particle is transformed to one or more product particles. It turns out to be difficult to extend the asymptotic analysis to the more general networks described above. The main difficulty is that there is an a priori assumption about the size of conditional moments appearing in the reduced-multiplane method. This assumption greatly simplifies the analysis and is verified a posteriori. This assumption no longer holds in the case of more general reactions such as dissociation.
VI. CONSTRUCTING THE REDUCED-MULTIPLANE EQUATIONS
Since the construction of the reduced-multiplane equations from the master equation is tedious, we have developed a diagrammatic procedure that enables to obtain the equations directly from the network graph. This procedure applies to networks that include reactions of the form
We first choose a suitable cutoff N i max , i =1, ... ,J for each reactive species. Then we proceed to write down the set of equations for each one of the fundamental two-vertex cliques. To demonstrate the construction of the reduced multiplane equations in practice, consider the single clique including the nodes X i and X j , which react to form X m ͑X i + X j → X m ͒. The reduced-multiplane equations for the marginal probability distribution P͑N i , N j ͒ include two types of terms, internal and external. The internal terms are those associated with these two species alone and would exist even in an isolated network which includes only these two species and the reaction between them. These terms describe the incoming flux of each of the two species, the desorption of the two species, and the reaction between them. The external terms describe all the other reactions in which X i or X j participate, either as reactants or as products. While the internal terms have a fixed form, the external terms depend on the local structure of the network in the vicinity of the X i − X j clique. The reduced-multiplane equations for this clique take the form Table I͒ , ͑16͒
where the internal terms are written explicitly and the external terms should be assembled from Table I according to the network components adjacent to the clique. These components include reactions between X i ͑or X j ͒ and species that belong to other cliques, self reactions, as well as reactions in which X i ͑or X j ͒ are products. Whenever the network includes a reaction element listed in the Table, the corresponding term should be added to the reduced-multiplane equations for P͑N i , N j ͒.
VII. SIMULATIONS AND RESULTS
The formulation of chemical networks used in this paper is very general and can be applied to many different systems. For example, the cells in which the reactions take place can be three-dimensional or two-dimensional. Examples of three dimensional cells are liquid droplets ͑such as aerosols͒ and biological cells, in which the reactions take place in the bulk. Examples of two-dimensional cells include dust grains in interstellar clouds, where the reactions take place on the surface. In order to apply the reaction network formulations to these systems one has to calculate the rate constants F i , W i , and K i,j as a function of the cell size and the physical conditions.
To be specific, we will consider the case in which the cells consist of spherical liquid droplets or grains of radius r, surrounded by a gas phase. In this case the influx F i of X i particles into each cell is given by F i = i v i where i is the density of X i particles in the gas phase, v i is their average velocity and = r 2 is the cross section of the spheres. Here the rate constant W i describes the evaporation rate of a single particle from a liquid droplet or the desorption rate from a grain surface. In the case of grains W i does not depend on the radius. In the case of liquid droplets W i is inversely proportional to r because only those particles adjacent to the surface may evaporate. In the case of liquid droplets the reactions are mediated by diffusion in the liquid solution while in the case of solid grains they are mediated by diffusion on the surface. On grain surfaces, the adsorbed particles reside in adsorption sites. The density of these adsorption sites on the surface is denoted by s ͑cm −1 ͒. The total number of sites on the surface of a grain of radius r is S =4r 2 s. While residing on a grain, the particles diffuse on its surface via hopping between adjacent sites. The hopping rate of X i particles is given by a i ͑hops s −1 ͒. A more complete description of the diffusion and desorption mechanisms and their temperature dependence is given in Refs. ͓16,39͔. It is convenient to define the sweeping rate A i = a i / S, which is approximately the inverse of the time it takes an adsorbed X i atom to visit nearly all the adsorption sites on the grain surface. It has been argued that this approximation neglects the nature of two-dimensional diffusion ͑back diffusion͒ as well as the fundamental first-passage problem expressed by the competition between diffusion-mediated encounters and desorption. A more precise expression for the sweeping rate, taking these effects into account, is given in Ref. ͓40͔ . Since the purpose of the present paper is to demonstrate the method and not to provide specific quantitative results, we chose to stick to the simpler expression. The analog of the sweeping rate in the case of liquid droplets would take the form A i = a i / V, where V is the volume of the droplet and a i is a parameter, which is linearly proportional to the diffusion coefficient of X i particles.
Having defined the sweeping rates A i , i =1, ... ,J we can now relate them to the reaction rate coefficients K i,j . Consider the reaction between particles of species X i and X j ͑i j͒, that takes place when two such particles encounter each other. Since both of them diffuse simultaneously, the rate constant for their reaction is given by K i,j = A i + A j . For pairs of species X i and X j that do not react with each other K i,j = 0. The case of reactions between particles of the same species ͑i = j͒ should be considered separately. In this case, the sum of the sweeping rates for each pair is 2A i . However, the number of pairs of X i particles is N i ͑N i −1͒ / 2 Ϸ N i 2 / 2. Absorbing this factor of 1/2 into the rate coefficient we obtain K i,i = A i for species X i which form dimers and K i,i = 0 for all other species. From this construction we obtain the full J ϫ J matrix of reaction rate coefficients.
In the simulations presented below we use the parametrization of reactions on the surfaces of spherical grains. This example is particularly convenient because the incoming fluxes F i are linearly proportional to S while the reaction rates K i,j are inversely proportional to S. To be more specific, we consider the chemical network presented in Fig. 2 , taking place on the surfaces of small spherical grains of radius r. In order to test the reduced-multiplane method, we solve the reduced-multiplane equations for this network by direct numerical integration. The steady state results are then compared to those of the master equation and to the results obtained from the rate equations.
In the network of Fig. 2 The results obtained under steady state conditions are presented in Fig. 3 . In Fig. 3͑a͒ we show the population sizes of the X 1 , X 2 , X 3 , and X 5 species on a grain versus S, obtained from the reduced-multiplane equations ͑symbols͒. The results are in excellent agreement with those obtained from the master equation ͑solid lines͒. The results of the rate equations ͑dashed lines͒ coincide with the multiplane and master equations for large grains, but exhibit significant deviations for small grains. In Fig. 3͑b͒ we show the production rates of X 6 , X 8 , and X 10 particles on a single grain, versus S, obtained from the reduced-multiplane method ͑symbols͒. Again, the results are in excellent agreement with those obtained from the master equation ͑solid lines͒, while the rate equations ͑dashed lines͒ exhibit large deviations for small grains.
We next consider a more complex network described by the graph shown in Fig. 4 . The topology of this network is taken from the methanol-producing network on ice-coated grains in the interstellar medium ͓29,34͔. In this network, some of the products of the various reactions take part as reactants in other reactions. This gives rise to additional correlations between the population sizes of different species. It was already shown that the multiplane method is suitable for TABLE I. Diagrammatic approach for the construction of the reduced-multiplane equations. To construct the equations for the fundamental two-vertex clique of species X i and X j , each element in the graph is substituted by the corresponding equation term, which is added to Eq. ͑16͒. Note that for each diagram in the table, one should also consider the analogous diagram in which i and j are exchanged and add the corresponding term as well. Also, note that k and l represent species that do not belong to this particular clique, namely, k , l ͕i , j͖. Regarding the last three diagrams, which represent the reaction X k + X k → X i , only one of them should be included, depending on the appearance of the network element shown in the condition column. The upper one should be chosen in case that X i and X k react with each other. If not, the second term should be included if X j reacts with X k . Otherwise, the last term should be included.
the analysis of such systems ͓34,35͔. Below we demonstrate that the reduced-multiplane method also deals successfully with the additional correlations that appear in these more complex networks.
The parameters we used in the analysis of the network of In Fig. 5 we present the steady state solutions for the rate equations ͑dashed lines͒, master equation ͑solid lines͒ and reduced-multiplane equations ͑symbols͒ describing this network. The results computed using the reduced-multiplane method ͑symbols͒ are found to be in excellent agreement with those of the master equation. The rate equations, however, exhibits significant deviations in the limit of small grains.
So far we have considered only the steady state solutions obtained from the reduced-multiplane method. In Fig. 6 we present the time-dependent population sizes ͓Fig. 6͑a͔͒ and production rates ͓Fig. 6͑b͔͒ of some of the species in the reaction network shown in Fig. 4 for S = 1000. The initial condition for this plot was the state in which the system is empty, namely, N i = 0 for i = 1 , . . . , 7. The results of the reduced-multiplane method ͑symbols͒ are found to be in excellent agreement with those obtained from the master equation ͑solid lines͒. Our numerical tests show that the reducedmultiplane method is applicable away from steady state conditions and provides accurate results for the first and second moments.
VIII. SUMMARY AND DISCUSSION
We have presented an efficient method for the analysis of stochastic reaction networks. The method is based on breaking the network into a set of fundamental two-vertex cliques, each consisting of two species that react with each other. This is a simplification of the multiplane method, in which the network is decomposed into a set of maximal cliques. The advantages of the reduced-multiplane method are particularly significant in the case of large networks in which the connectivity is dense. In this case the numerical integration of the master equation is impractical. The multiplane method is of limited efficiency due to the appearance of large cliques. A further advantage is that the new method leads to simpler equations, which can be constructed by an automated FIG. 3. ͑Color online͒ The average population sizes of the reactive species ͑a͒ and the production rates of product species ͑b͒, obtained from the reduced-multiplane equations ͑symbols͒ for the network of Fig. 2 , under steady state conditions. The results are in perfect agreement with those obtained from the master equation ͑solid line͒. The rate equations ͑dashed lines͒ exhibit significant deviations in the small system limit.
FIG. 4. Graphic representation of a more complex reaction network, which is analyzed in Sec. VII. This network includes seven reactive species, some of them products of reactions between other species. procedure. To be concrete, we applied the method to reaction networks taking place on microscopic surfaces. However, it is applicable in a large variety of other situations such as reactions in liquid solutions and in living systems. The method can be further generalized to encompass additional reactions which are relevant empirically, such as dissociation reactions, as well as reactions involving multiple products and branching ratios.
In this paper we focused on systems that exhibit a single steady state. One should be more careful when attempting to model systems that exhibit multiple steady states or stochastic oscillations. When running Monte Carlo simulations, such features are easily seen when examining the time-dependent population sizes. However, in the master equation formalism and similarly in the reduced-multiplane method, such features are more difficult to analyze. Let us examine a system with two distinct steady states. Such a system displays two distinct peaks in the probability distribution. Assuming the approximation performed by the reduced-multiplane method is still valid, and there is no reason to think that is not the case, the original question reduces to the following: can one observe bistability, or any other similar effects, using only the two-species marginal probability distributions instead of the full probability distribution. Generically, the answer appears to be positive. Since at least one species must have a different population size in each of the two quasistationary states of a bistable system, any marginal probability distribution involving this species will display a peak around each of the values. This can be used as an indication of the existence of bistability. Stochastic oscillations can be identified using similar considerations.
While most chemical and biological reactions in nature are two-species reactions, some models do consist of threebody or generally n-body reactions. The method proposed in this paper has been suited specifically for the common cases. Generalizing the reduced-multiplane method to networks including n-body reactions requires some adjustments to the original formulation. The notion of a reaction graph is no longer applicable in such cases. It should be replaced by a hypergraph in which each hyperedge includes all the species involved in the corresponding reaction. In this case, the fundamental two-vertex cliques are replaced by fundamental n-vertex cliques. The equations can then be written down using a similar procedure.
In addition to the reduced-multiplane method, a related method based on moment equations, provides efficient stochastic simulations of reaction networks ͓41͔. In this approach, one constructs differential equations for the first and second moments of the probability distribution. These equations are brought into a closed form using a suitable truncation scheme. As a result, the number of equations is reduced to one equation for each reactive species and one equation for each reaction. In applications such as interstellar chemistry, in which the main objective is to calculate the reaction rates, the moment equations are advantageous. However, in many other applications in which one is interested in marginal probability distributions the multiplane method and the reduced-multiplane method are more suitable.
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