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Abstract
Radial junction nanowire solar cells are expected to give a higher performance
than planar junction solar cells. This is due to the enhanced optical path length
for absorption, and the shorter distance for excitons to travel to interfaces where
they can dissociate. By means of simulation, we have optimised, with respect
to geometrical parameters, solar cells consisting of light absorber coated metal-
oxide nanowires. We have primarily studied nanowires with a TiO2 core and
CdSe shell, as well as ZnO cores with PbS nanoparticles. Optical scattering
and absorption is determined using Finite-Diﬀerence Time-Domain (FDTD)
simulations. Charge transport is studied using finite-diﬀerence drift-diﬀusion
modelling. The generation rate calculated from FDTD is inputted into the
charge transport model. The aim is to determine which combination of nanowire
parameters (such as coating thickness, height, radius and spacing) lead to the
the highest power eﬃciencies. We found that core and shell thickness has more
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One of the largest problems that society faces is global warming. The scientific
consensus that human action is a major contributor is overwhelming [32], with a
large component being due to greenhouse gases released from burning fossil fuels.
In 2009, fossil fuels contributed 81% to global energy production, nuclear power
2.8%, and renewable energy 16% [151]. To mitigate global warming while serving
ever increasing energy demands, the proportion of energy produced from fossil
fuels must reduce and renewable energy production must expand. Currently,
fossil fuels are much cheaper to use than renewable energy. This problem is
both technological and economical in scope.
Photovoltaics, the conversion of solar radiation to electrical power, is one
promising type of renewable energy. The main problem facing the full-scale
implementation of photovoltaics (and that of any other renewable energy tech-
nology) is that of economics. For photovoltaics to compete with fossil fuels, the
price per watt of solar cells will have to decrease by a factor between 2 and 5
[3]. It is expected that photovoltaic energy production will grow from 5 GW in
2008 to 50 GW in 2020 [3]. Current research focuses on increasing the eﬃciency
of photovoltaic devices (i.e, solar cells) or reducing the cost of manufacture.
Together these two branches of research will reduce the cost per watt of solar
power, working towards a future where solar cells are competitive with fossil
fuels.
1.1.1 A Brief History of Solar Cells
The photovoltaic eﬀect, which is responsible for the operation of solar cells, was
first demonstrated experimentally by Edmond Becquerel in 1839 [10]. Silver
chloride was placed in an acidic solution and connected to platinum electrodes,
which produced a voltage while illuminated. This work was followed by Wil-
loughby Smith in 1873, who discovered that the photoconductivity of selenium
varies significantly with the amount of light incident on it [1].
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Charles Fritts produced the first solid-state solar cell in 1883. This device
consisted of selenium coated with a thin layer of gold [54]. A photovoltaic eﬃ-
ciency of 1% was achieved. This device was based on the photoelectric eﬀect,
discovered by Heinrich Hertz in 1887 [74]. He observed that metals exposed to
ultraviolet light would emit electrons. Only light above a threshold frequency
would dislodge electrons from the metal, while light below that frequency would
have no eﬀect. In 1905, Albert Einstein was able to explain this eﬀect by pos-
tulating that light was discretised into packets of energy called quanta [42]. His
work eventually led to the foundations of quantum mechanics. In this frame-
work, light consists of electromagnetic wave-packets called photons, where each
photon carries an amount of energy E = hf , where h is Planck’s constant and f
is the frequency of the photon. The theoretical underpinning of quantum mech-
anics and photons would be crucial later on for understanding the behaviour of
semiconductors and hence solar cells.
In 1939, Russell Ohl discovered the p-n junction, the interface between two
materials of diﬀerent electrical conductivity in a semiconductor [152]. His work
led to the development of semiconductor diodes (and eventually transistors),
which allow current to flow more readily in one direction than the other. In
1946, Ohl patented the first silicon solar cell, which implements the p-n junction.
The first practical solar cell was publicly demonstrated in 1954 at Bell Labor-
atories [146]. Solar cells were first used in space on the Vanguard I satellite in
1958. Space satellites demanded a high power-to-weight ratio, due to the ex-
tremely high costs per kilogram of launching objects into space. This meant
that research was more aligned towards developing the highest quality solar
cells, without much eﬀort going into lower-eﬃciency and lower-cost solutions,
so solar cells remained prohibitively expensive for anything other than the space
industry.
The development of integrated circuits in the 1960s led to larger single crys-
tals (boules) of silicon being produced at lower costs. This lowered the costs of
solar cells to $100 per watt by 1971 [145]. The oil crisis of 1973 and 1979 led to a
greater interest in alternative energy sources [121, 61]; investment in renewable
energy increased and photovoltaics began to be used in oﬀ-grid buildings and
homes.
For the next few decades, solar panels have steadily decreased in cost per
watt and increased in power conversion eﬃciency. Figure 1.1 shows the record
of the highest eﬃciency research solar cells over the past few decades. The
development of solar cells has branched out into diﬀerent technologies, ranging
from the crystalline semiconductor solar cells (such as Si, GaAs, and multi-
junction variants) to second generation thin-film solar cells and emerging third
generation solar cells (dye-sensitised, perovskite, organic and quantum-dot solar
cells). The emerging PV have a relatively low eﬃciency. However, their cost is
low and they have a promising potential for higher eﬃciency, putting them on
par with conventional solar cells.
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Figure 1.1: Best research solar cell eﬃciencies, from 1976 onwards. This plot is
courtesy of the National Renewable Energy Laboratory, Golden, CO.
1.1.2 Development of Solar Cells
1.1.2.1 First-generation: Crystalline Silicon
Most commercial solar cells are made from crystalline silicon (c-Si). The crys-
tallinity ensures there are no defects to trap the charge carriers. Such solar
cells can reach eﬃciencies as high as 25.6% for single-junction [126] and 40% for
multi-junction cells [67]. The problem with this type of solar cell is that it is
expensive, due to the high-temperature processing required [71] and diﬃculty
with synthesising pure crystalline silicon. Also, a large thickness is needed due
to the low absorption coeﬃcient of silicon.
1.1.2.2 Second-generation: Thin-film, Amorphous Silicon and Poly-
crystalline Silicon
Thin-film solar cells have a thickness ranging from the order of 10nm to 10µm,
much thinner than first-generation solar cells (c-Si, 200µm). They tend to be
made from either cadmium telluride, copper indium gallium diselenide (CIGS)
or amorphous silicon. While being cheaper but less eﬃcient than crystalline
silicon, thin film solar cells made from CdTe or CIGS have now reached 20%
power conversion eﬃciency, about the same as polycrystalline silicon solar cells
(p-Si). CdTe and CIGS have higher absorption coeﬃcients than silicon, and
therefore require less thickness to absorb as much light.
CdTe cells form the majority of the thin-film market. The problem with
CdTe cells is that tellurium is rare, and cadmium is a toxic element. CIGS cells
21
Figure 1.2: Diﬀerent types of silicon used in solar cells. Monocrystalline sil-
icon (c-Si), poly-crystalline or multi-crystalline silicon (p-Si or multi-Si) and
amorphous silicon (a-Si). Figure from Wikimedia commons [31].
solve both of these problems, but still have low manufacturing yields due to the
complexity of the materials [164].
Amorphous silicon (a-Si) solar cells are the third most common type of
thin-film solar cells. Silicon is still an attractive material to use because of
its abundance and non-toxicity. Amorphous silicon requires a low processing
temperature compared to c-Si. a-Si is good for diﬀuse or weak sunlight, making
it ideal for locations with cloudy weather. However, due to the Staebler-Wronski
eﬀect [163] where the conductivity changes under prolonged solar illumination,
the eﬃciency of a-Si cells decreases by 10-30% over the first 6 months of usage.
p-Si (or multi-Si) solar cells are made from a polycrystalline form of silicon,
produced using the Siemens process [194], rather than a single crystal (see Figure
1.2). This is easier to produce than single crystal boules of silicon. However,
the grain-boundaries induce recombination. Currently, p-Si solar cells comprise
the highest share of the PV market at 54.9%.
1.1.2.3 Third generation: Organic Solar Cells
An alternative to using silicon or other crystalline semiconductors is to make
solar cells out of semiconducting organic materials. Organic photovoltaics (OPV)
use conjugated polymers or small organic molecules. With molecular engineer-
ing, one can manipulate the bandgap (or HOMO-LUMO gap) of polymers by
changing their lengths and functional groups. Organic solar cells are much
cheaper to produce than crystalline PV, require less material and are more flex-
ible. They can be produced using roll-to-roll printing technology [101, 138] and
ink-jet technology. However, they are a lot less eﬃcient and degrade easily [79].
They are also a formidable challenge to develop due to the use of novel materials,
manufacturing methods and device architectures as compared to traditional in-
organic solar cells [71]. The highest eﬃciency achieved by an organic solar cell
so far is 10% [66]. However, the biggest problem with OPV is that they are
prone to environmental degradation.
A typical single layer device consists of an organic material sandwiched
between two electrodes with diﬀerent work functions. This sets up an elec-
tric field which pulls apart excitons generated under illumination. Electrons
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are excited to the lowest unoccupied molecular orbital (LUMO), leaving behind
holes in the highest occupied molecular orbital (HOMO). Single layer organic
devices tend to have extremely low eﬃciencies and a better approach is to use
more than one layer [71].
1.1.3 Improving the Eﬃciency of Emerging PV
1.1.3.1 Bilayer Organic Solar Cells
A bilayer (or planar heterojunction) device has two organic layers with diﬀerent
electron aﬃnities. One layer is an electron donor and the other is an electron
acceptor. A strong eﬀective field is set up at the interface between the mater-
ials, which is better at dissociating excitons than the electric field in a single
layer device. This is because the HOMO-LUMO gaps (analogous to bangaps
in inorganic semiconductors) of each material are staggered so as to encourage
charge separation. However, the diﬀusion length of excitons in organic materials
is usually only about 10nm, meaning that a lot of the excitons generated away
from the interface become trapped or recombine before they can undergo charge
separation and contribute to the current.
1.1.3.2 Bulk Heterojunction Devices
To increase the eﬃciency of bilayer organic solar cells, more advanced designs
were conceived, aiming to improve either the charge separation, diﬀusion length
or light absorption. In bulk heterojunction devices, the donor and acceptor ma-
terials are blended together such that they interpenetrate [138]. This leads to a
large interfacial area and small domain size, ensuring that a high percentage of
excitons reach the donor acceptor interface and undergo charge separation. The
highest eﬃciency recorded with this kind of device is 6.77% [26]. The drawback
is that this leads to discontinuous regions of donors and acceptors, preventing
charge carriers from reaching their electrodes since there is no clear path. This
can be mitigated by engineering a continuous nanostructured interface. Yang et
al [193] solved this problem in bulk heterojunctions with a method for growing
crystalline organic films in a controlled way, using organic vapour-phase depos-
ition. This resulted in a substantial increase in eﬃciency compared to previous
bulk heterojunction devices.
1.1.3.3 Hybrid Organic/Inorganic Solar Cells
A further development is that of the hybrid organic/inorganic solar cells, typic-
ally consisting of inorganic nanocrystals embedded in organic conducting poly-
mers [203]. Hybrid cells combine the low costs and flexibility of organic PV with
the environmental stability of inorganic materials [150]. In addition, inorganic
materials such as metal-oxides can be synthesised into vertically aligned nano-
structures [62, 83] (e.g, nanowires), combining the eﬃcient charge separation
of a bulk heterojunction with clear electron transport paths. Nanowires also
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provide enhanced optical properties due to their light trapping eﬀects [56] and
waveguide eﬀects [39]. This is elaborated on later in section 1.1.4.
Although inorganic electron acceptors should have multiple advantages (en-
hanced absorption and charge transport), the eﬃciencies of current devices have
not surpassed polymer-fullerene OPV [190]. This is mainly due to the problems
of nanoparticle surface chemistry (ligands forming an insulating layer) and the
morphology of the light absorbing layer [190].
1.1.3.4 Dye-Sensitised Solar Cells
It was known that the photosensitivity of platinum electrodes in an electrolyte
could be extended to longer wavelengths using a dye [187]. Dye-sensitised photo-
electrochemical solar cells were first developed in the late 60s [60]. O’Regan and
Gratzel took these concepts and extended them to nanocrystalline structures
coated with dye molecules, forming the modern DSSC [65, 141]. Encapsulated
in these devices is a mesoporous inorganic matrix (such as TiO2 nanocrystals)
coated with organic dye molecules and a liquid electrolyte (Figure 1.3). The
dye absorbs light, injects electrons into the TiO2 and regenerates electrons via a
redox reaction with the electrolyte. The highest eﬃciency recorded with DSSCs
so far is 11.5% [26].
The metal-oxide part of the cell while good at transporting electrons has a
wide bandgap and hence does not absorb visible light. Taking inspiration from
photosynthesis, the functions of light absorption and charge transport can be
separated, leaving the dye to absorb the light and the metal-oxide to transport
the electrons. The advantages are that such cells are not as sensitive to defects as
conventional semiconductors (such as Si) and they are much cheaper to produce
[187]. The energy produced from the absorption of photons can also be directly
used for photoelectrochemical processes such as splitting water into H and O2.
In addition, DSSCs are flexible and the transparency of the electrolytic solution
allows novel applications such as photovoltaic windows [201].
The problem with these cells is that they easily degrade due to the liquid
electrolyte leaking, freezing or expanding. This problem can be solved by repla-
cing the electrolyte with a solid p-type semiconductor, but brings about further
challenges as it is diﬃcult to establish intimate contact between the organic dye
and both solid semiconductors [65].
1.1.3.5 Solid-state Sensitised and Extremely Thin Absorber Solar
Cells
Many of the short-comings of DSSC solar cells can be overcome by replacing
the liquid electrolyte with a solid-state conductor, resulting in a solid-state dye-
sensitised solar cell (ssDSSC). Eﬃciencies of over 20% have been predicted for
such cells [40]. However, the highest eﬃciency of a ssDSSC (with organic dyes)
to this date remains at 7% [22].
One of the problems with the DSSC is that the best performance can only
be achieved by depositing a single mono-layer of dye over the surface of the
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Figure 1.3: Dye-sensitised solar cell [65]. Photons are absorbed in the dye,
creating an exciton. The exciton dissociates, injecting an electron into the
conduction band of the TiO2, while the electrolyte regenerates the dye. Original
figure by Gratzel [65], permissions granted.
mesoporous metal-oxide [40, 90]. One cannot increase the light absorption by
depositing more layers of dye molecules. A solution to this problem is by using
materials with higher absorption coeﬃcients that continue to perform well when
more than a monolayer is deposited.
Semiconductor-sensitised solar cells (SSSCs) have been developed which
solve this problem. There are two types: extremely thin absorber (ETA) solar
cells [82] and quantum-dot sensitised solar cells (QDSSC). Cells sensitised with
an inorganic semiconductor (such as perovskite) instead of an organic dye have
reached eﬃciencies as high as 15% [40, 23]. SSSCs have the added benefit of
being more thermodynamically and optically stable than DSSCs [40]. Using a
solid-state hole conductor (such as P3HT) rather than a liquid electrolyte can
increase the stability as well as increase charge separation eﬃciency and reduce
interfacial charge recombination [92].
In the ETA cell, light absorption occurs in a thin solid-state semiconductor
coating (as opposed to a light-absorbing dye) on the order of 10nm thick. Being
so thin means that the material can be of very low quality (i.e. short diﬀusion
length) and shortens the distance the exciton has to travel, therefore reducing
the chance of recombination. By making the p-n interface structured [45], such
as in nanowire solar cells [110], one can use the coating as an intermediate
material where light absorption occurs separately from the charge transport.
The longer optical path length is eﬀectively decoupled from the shorter charge-
carrier length.
SSSCs perform best when the coating has a near complete uniform distribu-
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tion over the surface. This can be achieved either by chemical bath deposition
(CBD) or successive ion-layer adsorption and reaction (SILAR) [9]. However,
the thickness of the coating is crucial. Too thin and not enough light is absorbed.
Too thick and the recombination rate increases.
1.1.3.6 Perovskite Solar Cells
Perovskite materials have become very popular in the solar cell community
recently [17, 29]. Eﬃciencies of solar cells using perovskite absorbers have risen
from 3.8% to 18% in the space of 6 years. Perovskite-based solar cells are covered
in more detail in section 2.1.4, but are not part of the main topic of this thesis.
1.1.4 Nanowire Solar Cells
Using nanoscale columnar structures in the solar cell, (i.e. nanowires), one can
gain many benefits over solar cells with a planar interface [56]. Nanowires
are commonly synthesised using two methods: chemical vapour deposition and
patterned chemical etching [56]. Junctions in the nanowires are formed either
in a single material via dopant diﬀusion or by layering a secondary material
(coated nanowires). There are many potential benefits of using nanowires. They
have anti-reflection properties, since the change in eﬀective refractive index (i.e.
volume averaged refractive index) between the nanowire layer and the continu-
ous layer is less abrupt than it would be in a planar interface. Nanowires also
have light-trapping properties, both due to inter-nanowire photonics and the
geometry of the nanowires themselves [39, 94]. For example, InP nanowire solar
cells have surpassed the ray-optics limit for light absorption and delivered 83%
of the photocurrent of planar devices even though nanowires covered only 12%
of the surface [182].
However, when compared to mono-crystalline solar cells, rather than increas-
ing the eﬃciency beyond current limits they reduce the quality and quantity of
materials required to reach those limits [56]. There is often a trade-oﬀ between
the improved absorption and the increased surface recombination [55]. On the
other hand, they have been experimentally demonstrated (with further support
from simulations) to significantly enhance the eﬃciency of hybrid solar cells
[176].
If the nanowires and the hole conducting medium are not sensitive to light,
they can be sensitised by coating with a thin light absorbing layer in the form
of nanoparticles [92, 184] or a conformal shell [45]. For example, nanowires
made from ZnO (which only absorb at ultra-violet frequencies) can be sensitised
to light by coating with CdSe or PbS (which have bandgaps that are small
enough to allow exciton formation by visible light). Furthermore, by distributing
the thin coating over the surface of the nanowires the optical path length is
enhanced, without compromising the charge transport. Having a thick planar
layer of CdSe would result in the same optical path length, but would lead to
lower eﬃciency due to a large charge-separation distance, and higher costs due
to the large amount of material required.
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1.2 Introduction to Method
1.2.1 Optical Modelling
To study the light absorption in nanowire solar cells, one might at first consider
modelling the nanowires as an eﬀective medium and using a simple Lambert-
Beer model. The intensity of light through a distance l in the eﬀective medium
would simply be proportional to e ↵l, where ↵ is the absorption coeﬃcient in
the material. However, it has been shown that an optimised nanowire solar cell
absorbs 500% more photons per unit volume than implied in the Lambert-Beer
model [188, 182]. Thus, a wave-optics approach is ultimately required to model
light absorption.
To calculate how much light is absorbed in coated nanowire solar cells,
a study was carried out on how light behaves in the separate components
(nanowire core, coating, and substrate). One can analytically calculate the
scattering and absorption cross-sections of side-illuminated homogeneous cylin-
ders using Mie Theory [178]. This can been extended to core-shell cylinders [89],
oblique angles [196], multiple cylinders [52] and absorbing mediums [107, 108].
Finite length cylinders can be treated to a certain extent [185]. However, for
more complicated structures and for illumination parallel to the nanowire axis it
is diﬃcult to find analytical solutions to the electromagnetic fields and therefore
absorption spectra. One has to calculate the absorption and scattering of light
numerically.
For this thesis, simulations were performed of light scattering oﬀ the solar
cell components. To do this, Maxwell’s equations of electromagnetism were nu-
merically solved using the Finite-Diﬀerent Time-Domain (FDTD) method. 2D
FDTD simulations were verified by comparing the scattering and absorption
spectra against analytical calculations for infinitely long cylinders, using Mie
Theory [178]. This allowed one to test that the simulations were setup correctly
before running the more complicated 3D simulations. Through these simula-
tions, one can vary the geometrical parameters of the solar cell to maximise
the amount of light absorbed. However, light absorption is only part of the full
picture. One must also take into account the charge transport, using the absorp-
tion calculated in the optical simulation as an electron-hole generation rate in
the charge transport model. By coupling both the optical and charge-transport
models, one can calculate the photocurrent of the device and then optimise the
eﬃciency of the solar cell.
1.2.2 Charge Transport Modelling
The aim of the charge transport model is to calculate J-V (current-voltage)
curves of the solar cell. A typical J-V curve for a solar cell is shown in Figure








Figure 1.4: The current-voltage curve (black) and power-density (grey) of an
ideal solar cell [137]. The maximum current density (short-circuit) is Jsc. The
maximum voltage (open-circuit) is Voc. The maximum power density, P =
JmVm is given by the area of the small rectangle. The larger rectangle gives the
power density P = JscVoc if the fill-factor FF is one. Original figure by Nelson
[137], permissions granted.
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where Jsc is the short-circuit current density, Voc is the open-circuit voltage, Ps
is the incident power intensity, Jm and Vm are the current density and voltage at
the maximum power yield and FF = JmVm/(JscVoc) is the fill-factor, describing
the “squareness” of the J-V curve. To obtain the J-V curves, one has to solve
the drift-diﬀusion equations for the electrons/holes and the Poisson equation
for the electrostatic field, taking into account the charge transport properties
of each material and the interfaces between them. The generation rate of the
electrons and holes is determined by the light absorption calculated in the optical
simulations.
The drift-diﬀusion equations describe the charge carrier densities and cur-
rents as a function of position (and time, when not looking at steady state
solutions). Making a few approximations allow these equations to be solved
analytically for a 1D p-n junction [137]. Kayes et al have extended this model
to radial p-n junctions [85].
To model the charge transport of a coated nanowire array embedded in a
hole-conducting medium, more complicated geometries and higher dimensions
are required due to the interfaces and wave-optics. Such models can only be
solved by numerical means. The drift-diﬀusion equations can be discretised in
the finite-diﬀerence scheme and solved using the Newton method [158].
Full coupled optical-electrical device physics models have been utilised by
Li et al [112, 113] and Deinega et al [35]. Li et al used COMSOL to couple
optical absorption profiles to carrier transport calculations order to compute
the photocurrent of plasmonic solar cells. They wrote a custom plugin for the
carrier transport and used the in-built RF modules to do the optical modelling.
COMSOL uses a finite-element method (FEM), where the system is discretised
into triangular elements and solved in the frequency domain.
Deinega et al have coupled FDTD optical simulations to a finite-diﬀerence
drift-diﬀusion solver. The latter uses a C++ code called Microvolt. Since this
is free, open source, and remarkably good at simulating cylindrical geometry,
this is what I have used for my research.
1.2.3 Coupling of Optical and Charge Transport Methods
The charge transport method uses a generation rate of elecron-hole pairs to
calculate the charge carrier dynamics. This generation rate could be calculated
using the Lambert-Beer model for attenuation of light. For more detail, tak-
ing into account sub-wavelength features, one should use FDTD simulation to
calculate the generation rate (as mentioned earlier). In either case, the optical
illumination and charge transport are treated separately (the coupling is only in
one direction). One could use the electric fields calculated from the charge trans-
port model and input those into the FDTD simulation (bi-directional coupling).
Such an approach has been taken for modelling the high frequency conductivity
of doped Silicon [189]. However, the fields generated by charge carriers are so
small compared to the solar illumination, that for photovoltaic applications it
is not necessary to couple the charge transport fields into FDTD.
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1.3 Thesis Outline
There are many types of solar cell and the literature is extensive. There are few
studies of ETA nanowire solar cells, and only a couple of theory and simulation
investigations of such: one study is that of Mora-Sero et al [134]. Another
study which looks at core-shell nanowires is by Tsai et al [176]. Currently there
are no studies of how to optimise coated nanowire solar cells with respect to
geometrical parameters such as length, radius, coating thickness and spacing.
Thus, this subject area warrants research.
1.3.1 Devices being Studied
This thesis focuses on two diﬀerent solar cells. The first consists of n-type TiO2
nanowires coated with a conformal layer of CdSe (light sensitiser) and embed-
ded in a hole-conducting polymer (see Figure 1.5). Most studies of TiO2/CdSe
nanowires have focused on those with CdSe nanoparticles [123, 184, 204]. It
should be possible to create a compact conformal layer of CdSe, using the SILAR
method [166] or by annealing nanoparticles. So far studies of this kind of device
have focused on the optics. I have carried out full optical simulations of the
device using Lumerical FDTD Solutions [120]. This software uses the Finite-
Diﬀerence Time-Domain method (FDTD). The amount of light absorbed in
Watts/m3 can be obtained. Results were obtained showing that nanowires out-
perform planar solar cells optically (see Figure 5.7) and that thin nanowires
with thick coatings are optimal. Results are obtained from coupling FDTD
generation profiles to finite-diﬀerence charge transport calculations.
Another device (Figure 1.6) I have looked at consists of n-type ZnO nanowires
coated with PbS nanoparticles. Like the former device, FDTD simulations have
been carried out to calculate the absorption spectra for diﬀerent sweeps of para-
meters: length, radius, spacing, and number and size of nanoparticles. The
absorption per unit volume per nanoparticle is derived and conformal coatings
are compared to nanoparticle coatings.
1.3.1.1
1.3.2 Summary of Contents
Chapter 2 of this thesis reviews the literature on coated nanostructured solar
cells. This begins with ETA solar cells, is followed by studies on light trapping
and the electromagnetic modelling of solar cells, and then covers the charge
transport studies.
Chapter 3 covers the optical methods used for analysing the light scattering
and absorption of solar cells. It begins with the theory (primarily Mie Theory)
and numerical methods (FDTD). This is followed by a detailed description of
how the core-shell and nanoparticle nanowires were modelled in FDTD, ending
in a section devoted to the computational resources used.
Chapter 4 covers the theory and modelling of charge transport in solar cells.










Figure 1.5: (a) Schematic of the nanowire array solar cell. The nanowires consist
of CdSe coated TiO2. These are embedded in a hole conducting polymer. The
diagram shows a small section. The solar cell is modelled with periodic boundary
conditions resulting in an infinite array of nanowires. In each nanowire, the
TiO2 core connects to a TiO2 substrate which is in contact with the anode.
The polymer fills in all the space between the gold cathode, TiO2 substrate and




diameter = 4 to 9nm
Figure 1.6: Diagram of the nanoparticle sensitised solar cells (B.ElZein,
E.Traversa 2014). The n-type layer consists of ZnO nanowires whilst the p-
type light-absorbing layer consists of PbS nanoparticles.
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ors, an analysis of the p-n junction, and the derivation of the drift-diﬀusion equa-
tions used for calculating photocurrent. This is followed by a detailed section
explaining the numerical method used for solving the drift-diﬀusion equations
how it was used to calculate the photocurrent in TiO2/CdSe nanowires.
Chapter 5 details the results obtained from all the optical and charge trans-
port modelling. It begins with the tests to verify that FDTD gives the same
results as analytical Mie Theory. This is followed by the absorption spectra,
absorption field profiles and maximal photocurrent densities of the TiO2/CdSe
core-shell nanowires. The next section details the charge transport calculations
for the core-shell nanowires and the maximum power yields. After this is the
absorption spectra and absorption per unit volume of various ZnO/PbS QD
nanowires. The chapter ends with a discussion of the results and what they
mean.




2.1 Review of ETA cells
Briscoe and Dunn have written a comprehensive review on extremely thin ab-
sorber (ETA) solar cells [19]. The concept of ETA cells originated from dye-
sensitised solar cells (DSSC) [64]. The high surface area of DSSCs allows a thin
dye to be used for absorbing a significant amount of light. DSSCs are however
plagued with poor stability due to reactions between the electrolyte and electron
transporter [175] and degradation of the dye or other components [191]. These
problems could be solved if one were to replace the liquid electrolyte with a solid-
state hole-conductor and the dye with an inorganic semiconductor. The first
solid-state dye-sensitised solar cell (ssDSSC) was created in 1995 [174], where
the electrolyte was replaced with CuI. This was followed by another ssDSSC in
1998 using CuSCN as the electrolyte replacement. [143]. Further improvements
in solar cell design have followed, leading to the full solid-state ETA solar cell,
as detailed in the following sections.
2.1.1 Porous TiO2 cells
TiO2 is often used in DSSCs and ETA cells for the electron conductor, being
n-type due to oxygen vacancies. It has a high bandgap and therefore does not
absorb light in the visible spectrum, so it is usually sensitised with dye molecules
or inorganic semiconductors which can absorb light. The TiO2 in solar cells,
consisting of nanoparticles sintered together, is porous and hence provides a lot
of surface area for light sensitisation.
2.1.1.1 Light Scattering in Porous TiO2
Ferber et al [48] have conducted a study of light scattering and absorption in
TiO2 DSSCs. Since the porous TiO2 consists of 10-30nm sized coated particles
sintered together, they use Mie theory applied to coated spheres. The nanopor-
ous structure of the TiO2 increases the eﬀective surface area 1000-fold compared
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Figure 2.1: Eﬃciency of a solar cell as a function of bandgap [137], based on
the Shockley-Quiesser limit for a single p-n junction [160]. Original figure by
Nelson [137], permissions granted.
to a planar interface. If one increases the size of the TiO2 particles, one can
increase the light scattering and hence absorption. However, the surface area
is reduced. Their calculations show that using a mixture of diﬀerent sizes op-
timises the absorption, since there is both a high amount of Mie scattering and
large surface area.
2.1.1.2 Inorganic Absorbers
In 1990, porous TiO2 was sensitised to light by coating with quantum sized CdS
particles (4-20nm) rather than an organic dye [181]. However, the bandgap of
CdS is quite high (2.4eV), leading it to be transparent to most of the solar spec-
trum. Figure 2.1 shows how important the bandgap is, bounding the theoretical
eﬃciency at 33% due to the Shockley-Quiesser limit [160]. The maximum eﬃ-
ciency ⌘ is a balance between a small bandgap where the photocurrent is high
(more light absorbed) but photovoltage low (since V < Eg/e where e is the
electronic charge) and large bandgap where the photocurrent is low (less light is
absorbed) but photovoltage is high. In addition to having a prohibitively large
bandgap, the CdS reacted with the electrolyte, reducing the IPCE by 50% over
a period of a few weeks [181].
In 1993, CdSe was used instead of CdS [118], which has a lower bandgap of
1.7eV. This sensitised the TiO2 from previously 300nm to up to 700nm. Like
with the CdS device mentioned earlier, the oxidation of the electrolyte at the
CdSe interface caused the photocurrent to decay after just 5 seconds of illu-
mination, due to the increase in recombination and decrease in hole extraction
[118].
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Figure 2.2: SEM image of a 3D solar cell [11, 19]. CdTe is electrochemically
deposited onto TiO2, acting as both the absorber and the hole-collector. The
thick black line highlights the interface between the CdTe and TiO2. The highly
convoluted interface between the absorber layer and electron-conductor (in this
case TiO2) leads to increased light scattering and hence optical path length
enhancement. Original figure by Belaidi et al [11], permissions granted.
2.1.1.3 3D cells
Cells have been created with an inorganic absorber but with no dedicated hole-
conductor layer. For this type of cell the absorber is more than 100nm thick,
acts as a hole-conductor and makes direct contact with the electrode. These
cells are designated as 3D cells [19]. They have a convoluted n-type layer (typ-
ically porous TiO2) on to which a solid-state semiconductor absorber layer is
deposited. Figure 2.2 shows the cross-section of a 3D cell [11]. These do not
strictly count as ETA cells, since the absorber layer is too thick and doubles as
a hole-conductor [19]. Examples of absorber layers used in 3D cells are CdTe
[45] and CuInS2 [136]. The porous TiO2 leads to a higher eﬃciency than planar
TiO2 due to the light scattering, enhancing the optical path length by a factor
of 5 [19]. The highest eﬃciency achieved with this type of cell to date is a
TiO2/CuInS2 3D cell with an eﬃciency of 7% [63].
2.1.1.4 Thin Film Absorbers
Extremely thin absorber (ETA) solar cells are defined as those with an inorganic
semiconductor absorber layer on the order of 10nm thick, and separate electron
conductor and hole-conductor layers. The first complete solid-state ETA cell was
created in 1998 [173]. This consisted of a 6µm thick porous TiO2 film coated
with a 23nm Se thin film formed by electrodeposition and annealing. This was
then filled in with 10µm of CuSCN from an acetonitride solution. This cell
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has a low eﬃciency of 0.13% due to the high surface recombination and short-
circuiting between the Se absorber and electrode due to voids in the TiO2 [173].
However, this cell remained stable after illumination, unlike dye-sensitised or
electrolytic cells.
Other ETA films [19] deposited on porous TiO2 include CdTe [132, 46], ZnTe
[46] and CuSCN [99, 82] by electrodeposition and CdS by SILAR [132]. Using
SILAR led to inhomogeneities and incomplete filling. ILGAR [132] was later
used to solve these problems for depositing CdS, Cu2S, In2S3 and CuInS2. In
this method, the absorber metal cation precursor is adsorbed onto the TiO2 and
then sulpherised using a hydrogen sulphide gas. This resulted in a conformal
and homogeneous coating with a controllable thickness and better infiltration.
A cell made using TiO2 with ILGAR deposited CuIn2S2 and electrochemically
deposited CuSCN [82] resulted in a good rectification and no short-circuiting.
Organic polymers have also been used as the hole-conductor in ETA cells,
specifically polystyrene sulphonic acid doped poly(3,4-ethylenedioxythiophene),
abbreviated as PEDOT:PSS. Bayon et al [9] have spin-coated PEDOT:PSS from
an aqueous solution onto porous TiO2, where PbS was used as an absorber
deposited by CBD or SILAR. Performance was limited in this type of cell due
to the fact that PEDOT:PSS is not completely transparent.
2.1.1.5 Nanoparticle/Quantum-dot Absorbers
The absorption coeﬃcient and bandgap increase as particles get smaller. Quantum-
dots allow narrower bandgap materials to be used due to quantum confinement
eﬀects which increase the bandgap [19]. Varying the size of the quantum-dots
allows the bandgap to be tuned to optimise performance. The first solid-
state cell based on nanoparticle absorbers was created by Plass et al in 2002
[147]. They used the organic hole conductor spiro-OMeTAD [4], which is short
for 2,2’,7,7’-tetrakis(N,N-di-p-methoxyphenyl-amine)9,9’-spirobifluorene. PbS
quantum-dots were grown on the surface of the TiO2, using a lead nitrate solu-
tion followed by a Na2S solution. This process was repeated to get diﬀerent
sized quantum-dots. In 2009, Lee et al [103] also created a PbS quantum-dot
sensitised solar cell but used methanol instead of water as a solvent. This res-
ulted in a coverage of 30-40%. Attempts to increase the eﬃciency by increasing
the coverage were not successful due to a reduction in quantum confinement
and hence reduction of the eﬃciency of electron transfer.
Microstructuring has also been attempted in solar cells to increase light
scattering and hence absorbance. In 2007, Biancardo et al [15] created mi-
crostructured TiO2/PbS/PEDOT:PPS ETA cells using a grooved silicon press.
Despite the increased absorbance, the microstructuring did not produce bet-
ter performance than a planar cell. In fact, the eﬃciency was decreased, due
to short-circuiting. Care must be taken when implementing micro or nano-
structuring in a solar cell to increase absorbance.
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2.1.2 ZnO Nanorod Cells
In addition to porous TiO2, ZnO nanorods have been synthesised for usage
in solar cells. The advantage of this morphology is the direct path to con-
tact, increase in optical path length and the ease at which the nanorods can
be coated compared to porous TiO2 [19]. Garnett et al [56] have reviewed
nanowire/nanorod type solar cells where the benefits of this geometry are fur-
ther explained. In addition, ZnO has a higher electron mobility than TiO2 (200
cm2V 1s 1 compared to 10 cm2V 1s 1 for TiO2) [19].
2.1.2.1 Thin Film Absorbers
In 2000, ZnO nanorods had a-Si deposited on them using chemical vapour de-
position (CVD), resulting in a uniform and conformal coating [98]. ZnO nanor-
ods with a CuSCN hole-conductor have been sensitised with CdTe [170], and
annealed CdSe resulting in an eﬃciency of 2.3% [172].
In2S3 has also been used as an absorber, deposited by the ILGAR method
[13]. ILGAR allowed the coating to be controllable and conformal, from 10nm to
75nm. Increasing the coating thickness decreased Jsc (due to the diﬀusion length
being ⇠10nm) but increased Voc, due to reduction in tunnelling recombination
through the absorber. The optimum thickness of In2S3 was found to be 25nm.
The eﬀect of changing the length of the nanorods (from 0 to 3.3µm) was
also studied [91]. Increasing the length led to an increase in Jsc but decrease in
Voc and fill factor, due to the increase in surface recombination. The optimum
length was found to be 800nm. The performance of the cell could be improved
by annealing at 200 C for 2 minutes [12]. The result of the annealing was
that the Cu would diﬀuse to the interface and react with the In2S3 absorber,
creating extra sub-bandgap states [12, 19]. This would shift the In2S3 bandgap
and hence reduce the recombination, increasing Voc and shifting absorption to
longer wavelengths thus increasing Jsc. The resulting eﬃciency was 3.4%, the
highest yet for ETA solar cells [19].
ZnO nanorods with a polymer hole-conductor have also been produced. The
nanorods were coated with CdSe QDs and then annealed to form a continuous
film of CdSe [135]. This annealing led to an increase in eﬃciency and shifted
the absorption to longer wavelengths, due to the loss of quantum confinement.
Figure 2.3 shows the increase in eﬃciency during the annealing process. An
eﬃciency of 0.9% was achieved for cells using the MEH-PPV polymer, and
1.5% for P3HT. In 2007, Greene et al [68] created ZnO nanorod cells with
a P3HT hole-conductor. They found that coating ZnO nanorods with TiO2
increased the eﬃciency by more than 5 times. However the eﬃciency was so
low anyway, increasing from 0.05% to 0.29%. Two reasons were given for the
poor performance: the ZnO nanorods do not form a good charge separation
interface with P3HT and the nanorod array was too densely packed (especially
after coating with TiO2).
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Figure 2.3: External quantum eﬃciency of CdSe coated ZnO nanorod solar
cells, under diﬀerent durations of annealing [135]. The eﬃciency increases when
annealed up to 24 hours. Further annealing decreases the eﬃciency. Original
figure by Nadarajah et al [135], permissions granted.
2.1.2.2 Nanoparticle/Quantum-dot Absorbers
ZnO nanorods have had quantum-dots deposited on them, ranging from CdTe
[25], CdS [202], CuInS2 [102] and CdSe [109]. These cells used a liquid electrolyte
rather than a solid-state hole-conductor, so in that sense they are not proper
ETA cells as they are not fully solid-state [19]. In the case of the CuInS2 and
CdSe, QDs were grown before deposition. Capping molecules were attached to
the QDs to prevent agglomeration and the nanorods were soaked in solution for
several days. This resulted in less than a monolayer on the surface, and the
lower surface area of nanorods compared to porous TiO2 meant that these cells
were limited to less than 1% eﬃciency because they could not absorb much light
[19].
2.1.3 TiO2 Nanowire Arrays
In addition to ZnO nanorods, solar cells consisting of TiO2 nanorods (or nanowires
as they are often called) have been synthesised, using chemical vapour deposition
(CVD) [104] or the hydrothermal method [117].
In 2012 Zou et al fabricated TiO2 nanorod arrays coated with CdSe nan-
oparticles [204] and filled in with CuSCN hole-conductor. They use thermal
annealing to remove the organic molecules on the CdSe (to improve electron
transport). The annealing process makes the CdSe nanoparticles lose their
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Figure 2.4: TiO2/CdS/CdSe nanowires with 4 CdS layers and n CdSe layers
where n = 0 to 4 [111]. Original figure by Li et al [111], permissions granted.
quantum confinement eﬀect, due to the grain growth [204]. An eﬃciency of
0.21% was achieved.
In 2012, Wang et al [184] studied the eﬀect of CdSe quantum-dots on TiO2
nanowires with a P3HT polymer hole conductor. The quantum-dots were shown
to enhance absorption and charge separation, as well as reduce recombination
due the more gradual stepwise change in band edges in P3HT/CdSe/TiO2.
In 2010 Li et al [111] coated TiO2 nanowires with both CdS and CdSe
quantum-dots at the same time, to optimise both the absorption and charge
transport. They used the SILAR method and found that cells were optimal
with 4 layers of CdS and 3 layers of CdSe, achieving an eﬃciency of 1.14%. CdS
has a larger bandgap than CdSe. It was not made clear in this study whether
co-sensitisation was better than just having 7 layers of CdSe. Figure 2.4 shows
the absorbance of the co-sensitised nanowires under various numbers of SILAR
cycles.
Sani et al studied the optical properties of TiO2 nanowires [154], comparing
theoretical calculations with experiment. In their study, they use the eﬀective
medium approximation (EMA) method to calculate the optical properties such
as dielectric function, absorption coeﬃcient and reflectance. Figure 2.5a shows
that the reflectance for nanowires is less than bulk TiO2. This is due to scatter-
ing from the TiO2 nanowires and increase in voids roughness [154]. Their EMA
calculations also agree well with experiment. It has to be noted however that
the nanowires in their study lie horizontal and randomly arranged as opposed
to vertical and ordered (see Figure 2.5b).
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(a) (b)
Figure 2.5: (a) Reflectance of TiO2 nanowires calculated from EMA method and
experiment, and reflectance of bulk TiO2 [154]. There is good agreement with
experiment, and the nanowires have less reflectance than bulk TiO2. (b) SEM
image of TiO2 nanowires [154]. Original figures by Sani et al [154], permissions
granted.
2.1.4 Perovskite Sensitised ETA cells
Hybrid organic-inorganic materials with the perovskite structure have recently
shown considerable promise and become popular in the solar cell community
[17, 29]. This is because of the direct bandgap, large absorption coeﬃcient
and high carrier mobility of perovskites [47]. Eﬃciencies of solar cells using
perovskite as the absorber have risen rapidly from 3.8% in 2009 [97] to more
than 18% in 2015 [77]. Most of these solar cells have a thin-film of perovskite
on the order of hundreds of nanometers thick. There are however a few solar
cells with extremely thin coatings of perovskite (⇠10nm).
Lee et al [106] have created ETA cells using a mesoporous TiO2 or alumina
scaﬀold and a perovskite absorber, shown in Figure 2.6. They compare using
Al2O3 to TiO2. Interestingly, the eﬃciency was increased from 8% to 10.9%
when replacing the TiO2 with Al2O3. In this case, the Al2O3 is optically and
electrically inert and the perovskite acts as both the absorber and electron
conductor. See Figure 2.7 for the band diagrams of the TiO2 and Al2O3 versions
of the cell. Further enhancements in performance can be expected by using
new perovskites with extended absorption edges [106]. Etgar et al [47] have
also synthesised perovskite sensitised TiO2 solar cells. Rather than having a
separate hole-conducting material, they use the perovskite as both an absorber
and hole conductor. An eﬃciency of 5.5% was achieved.
Lead iodide perovskite sensitised solar cells have been synthesised by Kim et
al [93]. An eﬃciency greater than 9% was achieved. In this case, nanoparticles
were embedded into porous TiO2 which was then filled in with a hole-conducting
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Figure 2.6: Perovskite ETA cell, synthesised by Lee et al [106]. The mesoporous
TiO2 electron conducting layer is sensitised with a perovskite absorber. Spiro-
OMeTAD is used as a hole-conducting polymer. Original figure by Lee et al
[106], permissions granted.
polymer, spiro-OMeTAD. Since the perovskite absorber does not consist of a
continuous layer, this cell does not strictly fall under the ETA category.
TiO2 nanowire arrays (embedded in spiro-OMeTAD) have been sensitised
with perovskite nanoparticles [149] by Qiu et al, shown in Figure 2.8. These
nanoparticles range in size from 10 to 20nm. An eﬃciency of 4.8% was achieved.
This solar cell is interesting as it is one of the very few all-solid-state cells
consisting of TiO2 nanowire arrays. Since publication of this study in 2013,
only two other perovskite sensitised TiO2 nanowire solar cells have been found
in the literature [78, 200]. Again, this cell is not a proper ETA cell due to the
absorber not being a continuous thin film.
2.1.5 Optimisation of ETA cells
The optimisation of absorber thickness in ETA cells is very complex. For ex-
ample, for ZnO nanorods with a In2S3 absorber [13], increasing the absorber
thickness leads to lower Jsc, due to the high recombination losses. On the
other hand, Voc increases due the decreased tunnelling recombination. Studies
of light scattering on ZnO nanorods have been done [171] showing that up to
88% absorption is achievable for a CdSe shell thickness of 20nm. The optimum
absorber thickness has been calculated theoretically for ETA cells [169]. This is
50nm for CdTe and 23nm for CuInS2. However, the model used in this study
is full of many assumptions (as discussed in the next section) and does not take
wave-optics into account, which is important for nanowires.
In 2013, Levy-Clement et al [110] optimised ETA ZnO-nanorod/CdSe solar
cells. They tried increasing the length of the nanorods, aiming to increase
performance by increasing the scattering and decreasing the required CdSe ab-
sorber thickness. However, by increasing the nanorod length, the performance
decreased due to the extra surface recombination. So they tried varying other
parameters. The diameter of the nanorods was increased from 100nm to 330nm.
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Figure 2.7: Band diagrams comparing perovskite ETA cell with TiO2 or Al2O3
[106]. In the Al2O3 case, the conduction band is higher than the perovskite, so
electrons cannot be transported through. Instead, they are transported through
the perovskite to the electrode. When TiO2 is used, this transports the electrons
and the perovskite functions solely as an absorber. Original figure by Lee et al
[106], permissions granted.
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Figure 2.8: Perovskite sensitised TiO2 nanowire arrays by Qiu et al [149]. Fig-
ures (a) and (b) show SEM images of the bare TiO2 nanowires. Figure (c) and
(d) show SEM images of the TiO2 nanowires coated with perovskites. Figure (e)
shows a cross-sectional SEM image of the full solar cell including the spin-coated
spiro-OMeTAD. Figure (f) shows a diagram of the full solar cell. Original figure
by Qiu et al [149], permissions granted.
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Figure 2.9: Schematic of ETA solar cell as modelled by Taretto et al [169].
(a) shows the real structure with its convoluted folds. The band diagram for
the segment A to A’ is shown in Figure 2.10. (b) shows the comb-like structure
used in this model where there are N p-i-n type elements connected in parallel, a
dashed line enclosing each element. A p-i-n junction consists of a p-type layer,
intrinsic layer (no doping) and n-type layer connected in series (see section
4.1.4.2). Original figure by Taretto et al [169], permissions granted.
This increased the range of wavelengths at which scattering occurred, closer to
the bandgap of CdSe, thereby increasing the absorption. The optimum power
eﬃciency of 3.2% was achieved with a CdSe thickness of 30nm, 230nm diameter
nanorods and 1.3 µm length.
2.1.5.1 Modelling of ETA cells
In 2004 Taretto et al [169] constructed a theoretical model of ETA cells and
used it to calculate the optimum parameters. In this study they determined
that the minimum thicknesses should be 15nm for CdTe and 20nm for CuInS2,
the optimum thicknesses 50nm and 23nm respectively and that a maximum
eﬃciency of 15% was possible with these absorbers. They modelled the ETA
cell as a simplified comb-like structure (see Figure 2.9), where the convolutions
in the electron-conductor/absorber/hole-conductor interface are approximated
as multiple p-i-n type elements connected in parallel. Each of these elements
has a simplified band energy diagram applied to it, shown in Figure 2.10.
Immediately there is an issue with applying this model to the TiO2/CdSe
solar cell studied in this thesis. If the diﬀerence in workfunction of the n and p
layers is much less than the bandgap of the absorber, then modelling at diﬀerent
length scales is necessary [169]. The band diagram of TiO2/CdSe/polymer looks
nothing like the simplified model.
Assuming one uses the simplified band diagram, the j-V curve of each element
can be calculated using the p-i-n type expression for j(V ) derived by Burgelman
and Grasso [21, 169]. This model also makes some other assumptions. One is
that the generation rate G in the absorber is spatially constant. The problem
with this assumption is that while it is acceptable for simple geometries, for
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Figure 2.10: Simplified p-i-n type band diagram for the segment A to A’ in
Figure 2.9a [169]. The bands of the n-type and p-type materials are staggered
in such a way that the bandgap of the absorber is equal to the change in work-
functions. Original figure by Taretto et al [169], permissions granted.
nanowire cells the position dependence of G is important. Another assumption
made is that µ and ⌧ are the same for electrons and holes. For equal ⌧ to hold,
the diﬀerence between the conduction band or valence band and the defect level
must be the same, i.e.  En =  Ep = Eg/2 [169]. This is a direct consequence
of the simplified band model and does not hold for the TiO2/CdSe/polymer cell
studied in this thesis. This model also makes the assumption that resistivities in
the n and p layers are so low that the voltage drop is negligible, but for TiO2 and
the polymer this is not true. The final assumption is that the n and p layers are
assumed not to be photoactive. This is acceptable for TiO2 (since its bandgap
is in the UV region) and the polymer (which is chosen to be transparent for this
thesis).
While there are many issues with this model, it importantly shows that
moderate eﬃciencies of around 15% are possible with ETA cells despite the
usage of cheap and low quality materials.
2.1.6 Summary of ETA cells Performance
ETA cells were produced with eﬃciencies ranging from less than 1% up to 7.6%
(10.9% if the absorber doubles as an electron-conductor). Eﬃciencies of up to
7% were achieved for TiO2 3D cells [63], 3.37% for TiO2 ETA cells [76], 3.4% for
ZnO-nanorod ETA cells [13] and 7.6% for perovskite ETA cells [106] (10.9% if
the perovskite acts as both an absorber and electron-conductor). Non-perovskite
ETA cells have a much lower eﬃciency than 3D cells due to the insuﬃcient ab-
sorption of light and the fact that the hole-collector/absorber interface increases
recombination [19]. So far, only the perovskite-based ETA cells have exceeded
the 7.12% eﬃciency of the original DSSC [19, 141]. Based on modelling studies
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[169] and the recent achievements of perovskite based ETA cells [17], eﬃciencies
approaching those of conventional silicon solar cells (20-30%) are likely possible.
The next sections detail optical modelling studies on nanostructured solar cells,
in particular nanowires, determining whether performance enhancements can
be gained by controlling the nanostructure.
2.2 Light-Trapping in Solar Cells
Nanostructures in solar cells can trap light by coupling it into localised and
guided modes [49]. Using these nanostructures enhances the absorption and
reduces the amount or quality of absorber material required, making thin films
comparable to crystalline solar cells. There are a variety of diﬀerent ways to
nanostructure the metals, dielectrics or semiconductors in the solar cell. These
include photonic crystals, plasmonic nanoparticles, nanowires and gratings [49].
Electromagnetic modelling methods are useful because they allow high through-
put calculations to determine the best shapes, sizes and arrangements of nano-
structures for light-trapping. Such methods include finite-element (FEM), rigor-
ous coupled wave analysis (RCWA), transfer-matrix methods (TMM), discrete
dipole approximations and semi-empirical methods [49].
EM modelling can be coupled with electrical models to ultimately determ-
ine the photocurrent. For example, Li et al [112] have used multiphysics FEM
methods to model the optical absorption and electrical charge transport of plas-
monic solar cells. Deinega et al [35] have coupled finite diﬀerence time-domain
(FDTD) optical simulations with finite-diﬀerence charge transport to model
nanowire solar cells.
Vivian et al [49] have used EM modelling to study nanostructured solar cells.
They investigate localised modes, which are coupled into surface plasmons in
plasmonic nanoparticles, and waveguide modes which propagate throughout
the cell and are photonic in nature. They determined that with an optimised
nanostructure design, waveguide modes enhance absorption in the red end of
the spectrum and localised modes enhance absorption in the blue end, when
compared to flat and Asahi [50] textures. However, the absorption remains
below the Yablonovitch 4n2 limit [192] for random textures, where n is the
refractive index.
Battaglia et al [7] have investigated whether periodic nanostructures can
outperform random nanostructures, focusing on a-Si cells. Previously, the best
a-Si thin film solar cells had randomised pyramid structures on the transparent
ZnO electrodes. Yu et al [198] show that theoretically a maximum enhancement
of about 14.5n2 is achievable for triangular gratings. Battaglia et al show that
enhancement above the 4n2 Yablonovitch limit is possible for a broad spectral
range. However, these limits are derived assuming that the absorber thickness is
much greater than the wavelength, which is not necessarily the case. Guided by
these theoretical results, they develop periodic nanostructured solar cells with an
eﬃciency of 10.9%, matching those with random nanostructures. If it weren’t
for the electrical losses in Voc and FF, their periodic cells would outperform
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Figure 2.11: Plasmonic light trapping schemes [3]. (a) Light scattering oﬀ
metallic nanoparticles, (b) excitation of localised surface plasmons, (c) grating
coupling to surface-plasmon-polaritons. Original figure by Atwater et al [3],
permissions granted.
random cells.
Plasmonics can improve light trapping in one of three ways [3]: light scatter-
ing from metallic nanoparticles embedded at the surface, excitation of localised
surface plasmons in embedded nanoparticles and excitation of surface-plasmon-
polaritons (SPPs) at corrugated metal/semiconductor interfaces. Figure 2.11
shows diagrams of these processes. Plasmonic nanoparticles have been exper-
imentally confirmed to improve the light-trapping to almost the same amount
as random textures [167].
Another way to improve light-trapping is by using nanowires. By carefully
engineering the nanowires diameter and distribution of p-i-n doping, Wallentin
et al [182] have achieved 13.8% eﬃciency using InP nanowires covering only 12%
of the surface. This is due to the resonant light trapping in the nanowires. The
amount of light converted to photocurrent was shown to be six times greater
than what would have been calculated with a ray-optics model. They used
3D electromagnetic simulations to model the optical absorption, taking into
account wave-optics and allowing them to understand what parameters lead to
the highest absorption.
Wang et al [183] used genetic algorithms to optimise periodic light-trapping
structures. Rather than manually varying pre-defined topologies (such as nanowires,
pyramids, cones, etc) they generated 2D scattering patterns (represented as ar-
rays of bits), calculated their absorption coeﬃcient with the RCWA method
then used a combination of selection, crossover and mutation of these patterns
over several iterations to achieve the best structure. The resulting structure
(see Figure 2.12) achieves a 3-fold increase over the Yablonovitch limit. This
study shows how crucial electromagnetic modelling methods are for improving
the light-trapping properties of solar cells.
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Figure 2.12: Optimised light trapping structure resulting from genetic al-
gorithms [183]. (a) Unit cell of the optimised light trapping pattern. (b) Mul-
tiple tiles of this pattern. (c) Absorption spectra of the optimised pattern and a
random pattern for comparison. Original figure by Wang et al [183], permissions
granted under the Creative Commons licence.
2.3 Electromagnetic Modelling of Nanostructured
Solar Cells
A wide variety of electromagnetic methods have been developed and used for
modelling solar cells. These include the transfer-matrix method (TMM) and
scattering matrix methods, used for analysing optical absorption in periodic
structures such as nanowire arrays [75, 2]. Then there are the 3D electro-
magnetic methods which solve Maxwell’s equations numerically, such as rigor-
ous coupled wave analysis (RCWA), finite-element method (FEM) and finite-
diﬀerence time-domain method (FDTD). Zanuccoli et al to used RCWA to ana-
lyse absorption in heterojunction silicon nanowires [199]. The finite-element
method (FEM) was used by Li et al [112, 113] for modelling plasmonic solar
cells. The FDTD method is most common for modelling nanowires, due to
the ease of use, computational eﬃciency and wide selection of software tools
available.
2.3.1 FDTD Simulations of Nanowires
2.3.1.1 TiO2 Nanotubes
Mor et al [133] have written a review on solar cells (and other solar energy
devices) based on ordered, vertical TiO2 nanotube arrays. They investigate
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(a) (b)
Figure 2.13: (a) 2D FDTD model of TiO2 nanotubes [133]. (b) Measured results
vs FDTD results of the transmittance of TiO2 nanotubes [133]. Original figures
by Mor et al [133], permissions granted.
cylindrical vs tapered nanotubes, pore size, length and wall thickness. In this
case the solar cells are dye-sensitised and contain liquid electrolyte. Of particular
relevance to this thesis are the FDTD simulations (Figure 2.13a). Ong et al [140]
have also carried out FDTD simulations of nanotube arrays. They show that the
absorption is increased with nanotube length, smaller pore size and increased
surface roughness. As shown in Figure 2.13b, the measured results appear to
agree well with the simulations, despite the simulations being 2D. It should be
noted, however, that the geometry of the nanotube is more correctly represented
in 2D than a solid cylindrical nanowire (which could support three-dimensional
waveguide modes).
Foster and John [53] have taken this a step further and numerically demon-
strated how photonic arrays of TiO2 nanotubes (with a sinusoidal diameter)
enhance the absorption by 1/3 compared to conventional TiO2 porous DSSCs.
The spacing and diameter of the tubes are chosen to promote dielectric modes
that concentrate light into the interior of the tubes. The sinusoidal modula-
tion in the diameter enhance the anti-reflection properties. The method used
for simulating these nanotubes was a frequency-domain Finite-Element Method
(FEM) rather than FDTD.
2.3.1.2 Semiconductor Nanowires
There is a large amount of literature on FDTD simulations of semiconductor
nanowires. Kim et al have used FDTD to study Fabry-Perot resonances in
core-shell p-i-n nanowires as a function of morphology [94]. However, they
study side illumination on a single nanowire. While this is useful for verifying
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Figure 2.14: Plots of specular reflectance of the base-tapered InP nanowires
[39]. Measured results (a) and FDTD simulations (b). Original figures by
Diedenhofen et al [39]. Reprinted (adapted) with permission from Diedenhofen
et al [39]. Copyright (2011) American Chemical Society.
2D simulations (by comparing with analytical Mie Theory), it does not tackle
the problem of an array of nanowires illuminated from above.
Fischer et al [51] have written a paper on the modelling of light propagation
in a hexagonal array of dielectric cylinders. They used Lumerical FDTD Solu-
tions [120] to calculate the optical modes of an infinite hexagonal array of finite
length cylinders, applying periodic boundary conditions in the x-y directions and
terminating the ±z directions with perfectly matched layers (PMLs are absorb-
ing boundaries that remove outgoing waves from the simulation with minimal
reflection). Although their simulation setup is similar to the one used for this
thesis, they have used constant refractive indices for the cylinders (n = 1.408)
and the medium (n = 1.34). The nanowire solar cells studied in this thesis
on the other hand are highly dispersive (i.e. frequency dependent permittivity),
light absorbing (complex permittivity) and consist of a core-shell structure.
Diedenhofen et al [39] have investigated the geometrical dependence of ab-
sorption in InP nanowires. Cylinders oﬀer the highest absorption to volume
ratio and cones the highest absolute absorption, while base-tapered nanowires
oﬀer a good compromise. By using FDTD one can visualise the Fabry-Perot res-
onances occurring in diﬀerent positions of the nanowire according to wavelength.
This paper shows how it is possible with the FDTD method to design the geo-
metry of nanowires to maximise absorption at specific positions. There are a
couple of issues however: there is residual absorption at the red end of the spec-
trum, despite experimental data showing that the absorption coeﬃcient is zero
here. This is due to an artefact of FDTD (the refractive index data in FDTD
must be fitted to Drude and Lorentz functions, then Fourier transformed to the
time-domain [165]). Secondly, the refractive index data used was that of zinc
blende InP, not Wurtzite InP (since there is no optical data for Wurtzite InP).
Despite this, the FDTD results agree well with experiment, as shown in the
specular reflectance plots in Figure 2.14.
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Deinega, Demésy et al [35, 36, 37] have performed FDTD simulations of
modulated silicon nanowires. They demonstrate an absorption of 75% of in-
cident sunlight (wavelengths 400nm to 1200nm), due to the antireflection and
light-trapping provided by the modulation. Furthermore, the eﬃciency remains
nearly unchanged for sunlight incidence angles from normal to 60 degrees. For
the frequency dependent refractive index of silicon, they use a model where the
dielectric polarisation depends on the time derivative of the electric field as well
as the electric field itself [34]. This results in a more accurately modelled refract-
ive index for silicon in the FDTD method, compared to traditional fits based
on Debye, Drude and Lorentz approximations. Though the Lumerical software
has its own multi-coeﬃcient procedure for fitting the dielectric function, it is
not perfect (see section 3.2.2.4). If there were better ways to fit the dielectric
functions for the TiO2/CdSe cell materials then ideally they would be used.
Guo et al [70] have analysed optical absorption in GaAs nanowire arrays.
They determine optimised geometric parameters (diameter, length, diameter to
lattice constant ratio) and investigated oblique incidence. However, they have
not been compared to experimental results.
There are many papers on FDTD simulations of core-shell nanowires [69,
168, 122, 176, 87, 86]. Most studies do not calculate the absorption in the shell
itself, with a couple of exceptions. The paper by Kelzenberg et al [86] does
calculate the absorption in the shell (in addition to the core) and couples it to a
charge-transport model. However, the core and shell in this case are just n and p
doped silicon respectively, unlike the nanowire cells studied in this thesis where
the core and shell are composed of diﬀerent materials with diﬀerent properties.
Krogstrup et al [100] have performed simulations of a radial p-i-n GaAs
nanowire. The two main resonant branches in the absorption rate (Figure 2.15)
are compared to the Mie resonances of nanowires lying horizontally on a sub-
strate [24], while the periodic modulation with wavelength is a result of Fabry-
Pérot interference in the polymer layer [100]. They produce a single nanowire
cell with an eﬃciency of 40%, showing how the light-concentrating properties of
nanowires lead to eﬃciencies beyond the Shockley-Quiesser limit (33%). Again,
the core-shell structure in this study consists of a single material homojunction
(GaAs) rather than a heterojunction of diﬀerent materials.
Tsai et al [176] carried out a study which included FDTD simulations of a
core-shell nanowire where the core is silicon and the shell is P3HT (polymer),
but all they do is compare three diﬀerent geometries (planar, P3HT infiltrated
silicon nanowire arrays, and P3HT coated silicon nanowire arrays). They do not
vary parameters such as the length of the nanowires, thickness of the coating or
the periodicity.
To date no studies have been published on FDTD simulations of TiO2
nanowires (but there are simulations on TiO2 nanotubes [133, 140]). No pa-
per has been published on the in-depth study of light absorption in the coating
of a core-shell nanowire either. This is motivates the research in the thesis.
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Figure 2.15: Absorption as a function of wavelength and nanowire diameter for
2.5µm long GaAs nanowire arrays embedded in a dielectric of n = 1.67 [100].
Results obtained using FDTD simulations. Original figure by Krogstrup et al
[100], permissions granted.
2.3.2 FEM and Multiphysics Simulations of Solar Cells
The finite-element method [148], as opposed to the finite-diﬀerence time-domain
method, is another numerical technique for simulating electromagnetic systems.
The simulation region is discretised into triangular elements and Maxwell’s equa-
tions are solved in the frequency domain instead of the time-domain. The ad-
vantage of this method is that it is easier to resolve curved interfaces, and the
frequency dependent dielectric function can directly be used. However, this
method is a lot more computationally demanding. Li et al [112, 113] have
coupled optical and carrier transport calculations of solar cells in 1D, 2D and
3D using COMSOL Multiphysics. With the 3D model they were able to account
for the presence of plasmonic nanoparticles, which requires detailed 3D spatial
information as they concentrate the light (Figure 2.16). Since large sweeps of
simulations needed to be carried out for the research in this thesis, the FDTD
method was chosen over the more computationally demanding FEM method.
2.3.2.1 Multiphysics simulations
Deceglie et al [33] have coupled optical and electrical modelling to optimise
both the light absorption and charge carrier collection. They designed nano-
structured a-Si solar cells that maximised absorption in the intrinsic region and
while minimising the absorption in the doped regions. The carrier generation
rate profile was calculated using FDTD simulations. This was then input into
a finite-element device physics model for the charge transport, to calculate the
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Figure 2.16: Absorption profiles (in a unit cell) of the plasmonic solar cell under
illumination at diﬀerent wavelengths [113]. Original figure by Li et al [113],
permissions granted.
photocurrent. They showed how coupled optical-electrical modelling can help
design more eﬃcient solar cells.
Willis et al [189] have coupled the FDTD method with molecular dynamics
(MD) and the ensemble Monte Carlo method (EMC). In this case, rather than
simulating the optical and electrical aspects separately, they are coupled in every
time step. The charge and current densities are calculated using EMC, input
into the MD and FDTD models respectively, then the resulting electromagnetic
fields are fed back into the EMC model. This method is useful for simulating
high frequency charge transport in highly conductive materials. In the case
of solar cells, this is not required because the fields generated by the photo-
excited charges are negligible compared to the solar illumination. There also
exist multiscale methods which combine FDTD with quantum mechanics in the
form of time-dependent density functional theory [27, 128]. This is useful for
determining the absorption cross-section of a dye molecule, for example, but too
fine-grained for full solar cell simulations.
2.4 Charge Transport
Jenny Nelson’s book, “The Physics of Solar Cells”, is a useful text covering the
theory of charge transport in crystalline semiconductors [137]. This book de-
scribes how to derive an analytical expression for the current of a one-dimensional
p-n junction, the most basic model in semiconductor device physics. To model
heterojunctions and nanowires, a more complicated approach is required. Stud-
ies have been carried out on the charge transport properties of nanowire solar
cells, organic solar cells and metal-oxides.
2.4.1 Charge Transport in Nanowire Geometries
Kayes et al [85] have developed an analytical 1D model for the radial p-n junction
in nanowire solar cells. They carried out calculations of the short circuit current,
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open circuit voltage and power eﬃciency of nanowire solar cells vs planar solar
cells for many diﬀerent cell thicknesses and electron diﬀusion lengths (Figure
2.17). Included in their appendix are the equations for heterojunction planar
solar cells, extending those of Nelson’s. The equations in this paper were use-
ful for testing and learning about the drift-diﬀusion model (via Mathematica).
Unfortunately this paper does not treat radial p-i-n junctions, which will be
needed to model the nanowire geometry of the TiO2/CdSe solar cell. Kayes
et al’s paper deals with inorganic semiconductors and as such does not treat
excitons, since they are weakly bound and dissociate almost immediately.
Whether excitons would be important to model depends on the exciton bind-
ing energy. In CdSe, excitons immediately dissociate due to having a low exciton
binding energy of 15meV [130], making it unnecessary to model exciton trans-
port. Using this paper as a starting point, one may be able to develop an
analytical model for radial p-i-n junctions. Failing that, numerical simulations
of the charge-carrier transport are required.
2.4.2 Numerical Methods for Charge Transport
To calculate the charge transport properties of a solar cell numerically, the drift-
diﬀusion equations are solved [158] (see section 4.2.2). Deinega and John [35]
have implemented a finite-diﬀerence discretisation of the drift-diﬀusion equa-
tions for nanowire solar cells. They compare two schemes: 2D(r, ) cylindrical
discretisation and 3D(x, y, z) cartesian discretisation. In the 2D cylindrical
scheme, the variables for potential  (r, ), electron density n(r, ) and hole
density p(r, ) are expanded into a sum of trigonometric Fourier series (partial
waves). The charge carrier generation rate (obtained from FDTD simulations)
is averaged over the azimuthal angle (which is shown to to be a good approx-
imation despite the slight anisotropy). The drift-diﬀusion equations are then
solved in cylindrical coordinates. They used a higher mesh resolution near the
p-n junction due to the fact that  , n and p vary rapidly there. The results
were compared against the 3D cartesian scheme, showing that the Jsc and Voc
results in the 2D cylindrical scheme converged more rapidly as a function of
mesh resolution.
The method used for modelling charge transport for the TiO2/CdSe solar cell
in this thesis follows that of Deinega and John. Ideally the 2D cylindrical scheme
would be used, as it is fast, accurate and seems well suited to the problem.
However, due to the large bandgaps and rapid changes in electronic properties
over a short distance, the 2D cylindrical scheme is too numerically unstable, as
explained in chapter 4. Only 1D charge transport simulations were successfully
carried out in the end.
As mentioned earlier (section 2.3.2), Li et al [113] developed a multidi-
mensional model for optical and carrier transport simulations of solar cells
using COMSOL. However, their model uses finite-elements instead of finite-
diﬀerences. Although their model is useful for simulating arbitrary 3D solar
cells, it is very computationally intensive. Furthermore, their model requires
the usage of closed-source software, making it diﬃcult to customise the charge
54
the open-circuit voltage dropped from 0.59 to 0.24 V over
the same range, or from 0.59 to 0.49 V if Nr in the depletion
region was held fixed.
C. Cell efficiency, silicon
Taken together, the factors discussed above imply that
the efficiency of a radial p-n junction nanorod solar cell can
remain high despite a high quasineutral-region trap density,
provided that the depletion-region trap density remains rela-
tively low !Fig. 8". In the planar geometry, a high
quasineutral-region trap density leads to a very low short-
circuit current density, regardless of the trap density in the
depletion region. This behavior inevitably results in a low
efficiency for such systems #Fig. 8!a"$. In contrast, for the
radial p-n junction, the short-circuit current density can at-
tain high values even for very large trap densities in both the
quasineutral regions and the depletion region. The open-
circuit voltage, and thus the overall efficiency, can remain
high, provided that the trap density in the depletion region is
relatively low.
For a silicon solar cell with Ln=100 nm !so that Nr%7
!1018 cm−3" in the quasineutral regions and Nr=1014 cm−3
in the depletion region, the maximal efficiency of the radial
p-n junction nanorod geometry was 11%, compared with
1.5% in the planar geometry. This maximal efficiency oc-
curred for a radial p-n junction nanorod cell between 20 and
500 "m thick, whereas the efficiency saturated for a planar
cell thicker than 450 nm. If Nr was set to 7!1018 cm−3
throughout the cell, the maximal efficiency of the radial p
-n junction nanorod geometry was 1%, compared with 0.5%
in the planar geometry. In this case, the maximal efficiency
occurred for a radial p-n junction nanorod cell between 1 and
30 "m thick, whereas the efficiency saturated for a planar
cell thicker than 1 "m.
For a silicon solar cell with Ln=1 "m !so that Nr%7
!1016 cm−3" in the quasineutral regions and Nr=1014 cm−3
in the depletion region, the maximal efficiency of the radial
p-n junction nanorod geometry was 13%, compared with 5%
in the planar geometry. This maximal efficiency occurred for
a radial p-n junction nanorod cell between 100 and 240 "m
thick, whereas the efficiency saturated for a planar cell
thicker than 5 "m. If Nr was set to 7!1016 cm−3 throughout
the cell, the maximal efficiency of the radial p-n junction
FIG. 8. !Color online" Efficiency vs cell thickness L and minority-electron
diffusion length Ln for !a" a conventional planar p-n junction silicon cell and
!b" a radial p-n junction nanorod silicon cell. In both cases the top surface
shown in the plot has a depletion-region trap density fixed at 1014 cm−3, so
that #n0 ,#p0=1 "s, while the bottom surface has a depletion-region trap
density equal to the trap density in the quasineutral region, at each value of
Ln. In the radial p-n junction nanorod case, the cell radius R is set equal to
Ln, a condition that was found to be near optimal.
FIG. 9. !Color online" Short-circuit current density Jsc vs cell thickness L
and minority-electron diffusion length Ln for !a" a conventional planar p-n
junction gallium arsenide cell and !b" a radial p-n junction nanorod gallium
arsenide cell. In both cases the short-circuit current density is unaffected by
decreasing the trap density in the depletion region. In the radial p-n junction
nanorod case, the cell radius R is set equal to Ln, a condition that was found
to be near optimal.
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Figure 2.17: Eﬃciency vs cell thickness and electron diﬀusion length for planar
Si solar cells (a) and nanorod solar cells (b). Original figure by Kayes et al [85]
, permissions granted.
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Figure 2.18: Meshes used in the 2D(r, ) cylindrical discretisation (top) and
3D(x, y, z) cartesian discretisation (bottom) for the nanowire drift-diﬀusion
model by Deinega and John [35]. Original figure by Deinega et al [35] , permis-
sions granted.
transport method to handle numerically unstable problems.
2.4.3 Charge Transport in Polymers, Hybrids and Metal-
Oxides
Kannan et al [83] were the first to carry out a systematic theoretical ana-
lysis of hybrid nanowire solar cells. They examine two configurations: polymer
nanowires in an inorganic matrix (which is analytically solvable) and inorganic
nanowires in a polymer matrix (which must be solved numerically). In either
case, excitons are generated in the polymer, diﬀuse to the inorganic/polymer in-
terface and dissociate. The electron hops onto the delocalised conduction band
of the inorganic phase and the hole is left behind in the polymer. This model
does not reflect the charge transport of the TiO2/CdSe solar cell in this thesis.
This is because in the this solar cell, the exciton is generated in the CdSe and
almost immediately dissociates (due to the the low exciton binding energy of
15meV [130]) leaving an electron to hop onto the conduction band of the TiO2
and the hole to hop onto the HOMO of the polymer.
2.4.3.1 Charge Transport in TiO2
Deskins and Dupuis [38] have carried out a DFT study on the electron transport
in bulk TiO2. In this paper it is assumed that conducting electrons in TiO2 are
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Figure 2.19: Diagram representing the transfer of a polaron from initial state
 A to final state  B [38]. The corresponding equilibrium geometries are qA
and qB , and the transition state is at qC (see Figure 2.20).  G⇤ is the diabatic
activation energy,   is the reorganisation energy (the energy of the final state  B
at the geometry qA) and VAB the electronic coupling matrix element. Original
figure by Deskins and Dupuis [38], permissions granted.
described by a small polaron hopping model [43], and that experimental and
theoretical work add to the validity of this model. They use Marcus Theory [125]
to calculate the mobility of the electrons, using DFT to calculate the parameters
in Marcus Theory (see Figures 2.19 and 2.20).
2.4.3.2 Charge Transport and Optical Properties of Polymers
The electronic and optical properties of polymeric semiconductors arise mainly
from delocalised ⇡ orbitals [71]. The length that these delocalised bonds extend
is the conjugation length. Real polymer chains have defects which break up the
conjugation length, resulting in a distribution of delocalised segments and hence
band gaps. The literature seems to show that polymers have a rich range of
electronic and optical properties depending on the molecular structure, disorder,
doping and preparation methods [71]. Since in the ETA cell the absorption will
mainly occur in the thin CdSe coating, one may not need to worry too much
about optical absorption and excitonic transport in the polymer. Hole transport
is more important.
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Figure 2.20: Diagram representing the transfer of an electron (via polaron) [38].
The electron is localised on the left Ti ion (qA geometry), shared between the
two ions (qC geometry) then localised on the right ion (qB geometry). Original





3.1.1 Diﬀerential Equation Methods
A review on the subject of numerical methods (some analytical) in electromag-
netic scattering theory has been written by Kahnert [81]. These are broken
down into two categories: diﬀerential equation and integral equation methods.
All of the diﬀerential equation methods are based on either solving Maxwell’s
curl equations (3.1) subject to an initial condition or by solving the vector
Helmholtz equations (3.2) subject to boundary conditions,









[r2 + k2(r)]H(r) = 0, (3.2)
[r2 + k2(r)]E(r) = 0
where H and E are the magnetic and electric fields, k is the wavenumber inside
the medium, ✏ is the dielectric permitivitty and µ is the magnetic permeability.
Equation 3.2 follows by taking the curl of equation 3.1 and assuming harmonic
fields (i.e, E(r, t) = E(r)e i!t where ! = k/c is the angular frequency).
Such methods include the separation of variables method (SVM), the finite-
diﬀerence time-domain (FDTD) method and the finite-element method (FEM).
Other methods are mentioned in Kahnert’s review [81].
3.1.1.1 Separation of Variables Method
The SVM consists of solving the scalar Helmholtz equation [r2r + k2] (r) = 0
in spherical coordinates for each component  (r) of the electric and magnetic
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fields [81]. One assumes that  (r) is separable such that
 (r, ✓, ) = R(r)⇥(✓) ( ) (3.3)
where ✓ is the polar angle and   is the azimuthal angle. Substituting this into
the scalar Helmholtz equation, one obtains the set of solutions






where zjn(r) are spherical Bessel functions (j = 1, 2 refer to Bessel functions
of the first and second kind, j = 3, 4 refer to Hankel functions of the first and
second kind) and Pmn (✓) are Legendre functions (m =  n, . . . , n. n2 N). From
the solutions  one can construct spherical vector wave functionsM and N [81]
where





These vector wave functions satisfy the Helmholtz equation (3.2). The incident,















































where k0 is the wavenumber outside the scattering medium [81] and an,m, pn,m
and cn,m are expansion coeﬃcients. The infinite expansions are truncated to a
finite number of terms depending on the computational resources and accuracy
required. The tangential components of E and H must be continuous across
the surface of the scatterer. By applying this boundary condition, one obtains
a set of linear equations relating the expansion coeﬃcients pn,m and cn,m to
the known coeﬃcients of the incident field an,m. After solving these equations,
one can determine the scattered and internal fields Esca(k0r) and Eint(k0r),
allowing other quantities to be calculated such as the scattering and absorption
cross-sections. In the case of spherical particles the system of equations can be
solved analytically, leading to the widely used Mie Theory solutions [88, 178].
3.1.2 Mie Theory
To understand how light interacts with a sub-wavelength sized particle, one must
calculate the following quantities: scattering cross-section  sca, absorption cross-
section  abs, and the extinction cross-section  ext. The scattering cross-section
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(i.e. the eﬀective area of collision) is a measure of how much light is refracted
or reflected by a particle, which usually increases with the particle size. The
absorption cross-section  abs quantifies how much light is absorbed by a particle.
The extinction cross-section  ext is a sum of the scattering and absorption cross-
sections. The scattering and extinction eﬃciencies, Qsca and Qext, where the
eﬃciency Q is   divided by cross-sectional area, can be calculated using Mie
Scattering Theory.
Mie Scattering Theory is a rigorous treatment of how light scatters from
arbitrarily sized spherical/cylindrical particles. The reason Mie theory is used
is because the nanowires studied in this thesis (being ⇠100nm wide) are too
large to treat with Rayleigh theory and too small to treat using geometrical
optics [127]. The Mie solution for an infinitely long homogeneous cylinder is














where an is the scattering coeﬃcient, x = ka is the size parameter, k is wavenum-
ber and a is the radius of the cylinder. The absorption eﬃciency can then be
found using Qabs = Qext  Qsca. The derivation of the coeﬃcient an is detailed
in the next section. For this thesis, FDTD simulations have been benchmarked
against the Mie solutions by carrying out two-dimensional simulations of light
incident on a cylindrical particle (see section 5.1.1).
3.1.2.1 Homogeneous Cylinder
To derive the scattering coeﬃcient an, one starts by assuming light is perpendic-
ularly incident on an infinitely long homogenous cylinder in a transverse electric
polarisation (Figure 3.1). Then Maxwell’s equations are solved in cylindrical co-
ordinates, applying the appropriate boundary conditions.
It is assumed that the electromagnetic fields are plane waves such that
E(r, t) = E0ei(!t kx). By substituting this and a similar expression for H
into Maxwell’s curl equations (3.1) one obtains
r⇥E =  ikH
r⇥H = ikm2E
where m = ck/! is the refractive index of the cylinder. The cartesian compo-
nents of E and H are expanded in terms of cylindrical waves Zn(kr)ein✓ inside
(r < a) and outside (r > a) the cylinder [178] such that
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Figure 3.1: Infinitely long cylinder with a radius of a, used in the Mie theory
analysis. k represents the wave-vector of the incoming transverse-electric light,







Jn(kr) r < a
H(1)n (kr) ⌘ Jn(kr) + iYn(kr) r > a
where  represents the cartesian field components, Jn(kr) is the Bessel function
of the 1st kind, Yn(kr) is the Bessel function of the 2nd kind, and H
(1)
n (kr) is the
Hankel function of the 1st kind (note that in Van de Hulst’s treatment of Mie
theory [178], H(2)n (kr) is used because they define the complex refractive index
as m = n   i instead of m = n + i). The reasons these functions are chosen
are that Jn(kr) is finite at r = 0 and H
(1)
n (kr) is finite as r ! 1. Solving for
incident and scattered fields together [178],
 =
(P1
n= 1 Fn[Jn(kr)  anHn(kr)] r < aP1
n= 1 FncnJn(mkr) r > a
Fn = e
i(n✓+!t)( 1)n
The coeﬃcient an is the term one aims to derive, since this determines the
scattering and absorption cross-sections. By applying the boundary conditions
that the normal components of the electric and magnetic fields are continuous
across the cylinder boundary,
n⇥ (Hr>a  Hr<a) = 0
n⇥ (Er>a  Er<a) = 0
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where x = ka.
The Mie solution for a coated cylinder (two coaxial cylinders with diﬀerent
refractive indices) with perpendicularly incident light was first derived by Kerker
[89]. Using the same procedure as for the single cylinder case, one can solve the
scattering coeﬃcient for a coated cylinder,
an =
        
m0Jn(m0x1) m1Hn(m1x1) m1Jn(m1x1) 0
J 0n(m0x1) H 0n(m1x1) J 0n(m1x1) 0
0 m1Hn(m1x2) m1Jn(m1x2) m2Jn(m2x2)
0 H 0n(m1x2) J 0n(m1x2) J 0n(m2x2)
                
m0Hn(m0x1) m1Hn(m1x1) m1Jn(m1x1) 0
H 0n(m0x1) H 0n(m1x1) J 0n(m1x1) 0
0 m1Hn(m1x2) m1Jn(m1x2) m2Jn(m2x2)
0 H 0n(m1x2) J 0n(m1x2) J 0n(m2x2)
        
where x1 = kb, x2 = ka, a and m2 are the radius and refractive index of the
inner cylinder, b and m1 are the radius and refractive index of the outer cylinder
respectively, and m0 the refractive index of the medium. The Mie solution for
a coated cylinder was extended to the case of oblique incidence by Shah [159]
and Yousif [196]. These solutions could be used to verify FDTD simulation
of obliquely incident light. Such simulations are however complicated due to
the dispersion of injection angles in broadband simulations (details in section
3.2.2.6).
The theoretical results described above are valid for an infinitely long nanowire
illuminated from the side (perpendicular to nanowire axis). However, modelling
nanowire array solar cells requires understanding the scattering properties of an
array of finite length nanowires, immersed in an absorbing medium illuminated
from above (parallel to the nanowire axis). To begin to tackle this problem one
must extend Mie Theory with multiple scattering and finite length eﬀects. As
detailed below, this is quite diﬃcult.
3.1.2.2 Finite Length Cylinders
For the case of finite length cylinders, Wang and Hulst [185] derived a Mie the-
ory approximation using Huygen’s principle. Note that this is an approximation
and works best for long cylinders illuminated close to the normal (not illumin-
ated from above). Seker and Schneider [157] calculated the far-field scattering
amplitude for a finite-length cylinder, by assuming the internal fields are the
same as those computed from the Mie solution of an infinite cylinder. Their
formulation must be applied with caution for near end-on incidence, and only
works for lengths much larger than the radius and greater than or comparable
to the wavelength.
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Rother et al [153] have derived formulae for cylinders with non-circular cross-
sections. Such work is useful for calculating the scattering behaviour of ice crys-
tals, by modelling each crystal as a hexagonal column. However, the nanowires
in the solar cell under study are roughly circular in shape. Furthermore, Rother
et al only consider the far-field scattering, and do not derive the internal field
which is required for calculating the absorption profile in the nanowire coating.
Their paper has, however, oﬀered a useful review on the subject of scattering of
finite cylinders.
Lin and Sarabandi [115] wrote a paper describing a model for the electro-
magnetic scattering of a tree trunk on a tilted plane. Though radar applications
were primarily in mind, one could use this to model the scattering of light of a
nanowire on a substrate. Again, infinitely long cylinders are used to approximate
the internal fields of finite cylinders, and only the far-field scattering properties
can be calculated reliably, but the model does take into account the eﬀect of
the bark layer of the tree (which is analogous to the coating on the nanowire).
3.1.2.3 Multiple Finite Cylinders
Many papers on the subject of scattering of multiple finite cylinders exist but
most use numerical methods [59, 180]. A couple of papers on the radar scat-
tering of multiple tree trunks over a rough interface [80, 84] would at first sight
look useful to model nanowires over a substrate. Such papers model the internal
fields of tree trunks as infinite cylinders and use Huygen’s principle and statist-
ical methods (for the multiple scattering) to extrapolate the far-field scattering
properties.
3.1.2.4 Multiple Cylinders in an Absorbing Medium
The only studies which take into account multiple scattering of oriented coated
cylinders in an absorbing medium, and calculate the internal fields, are those
by Siu-Chun Lee. One of the papers is about a single coated infinite cylinder
in an absorbing medium [107]. This can be used to verify FDTD simulations
of a single coated infinite nanowire embedded in a polymer. Two of the papers
are on multiple scattering of multi-layered cylinders in an absorbing medium
[107, 108].
Although this helps when testing whether FDTD simulations are set up
correctly, it will not help in the case when the light is incident from above the
nanowires. In that case the area the light is initially incident on is flat, so
there is no exact analytical method to compute the scattering. Fully numerical
methods (i.e, FDTD) will need to be depended on.
3.1.3 Transfer-Matrix Method
In order to compare nanowire arrays to planar heterojunctions, the reflectance
R, transmittance T and absorbance A = 1  (R+T ) were calculated for planar
slabs of TiO2, CdSe, and CdSe coated TiO2 using the Transfer-Matrix Method.
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By considering what happens to a normally incident wave Ei exp[i(k0z   !t)]
where k0 = m0!/c and m0 is the refractive index of the non-absorbing medium,








[exp( ikm1h)  r˜2 exp(ikm1h)] ,
where ⌘ = m1m0 is the relative refractive index of the slab compared to the
medium, h is the slab thickness and r˜ = 1 ⌘1+⌘ . The reflectance and and trans-
mittance are defined as,
R = |r˜slab|2, T = |t˜slab|2
One can follow a similar procedure for a coated slab. If layer j has a thickness hj ,
refractive index mj and wavenumber kj = mjk, the transmission and reflection
coeﬃcients are,
r˜slab =
(1  ⌘1)(1 + ⌘12)(1 + ⌘2) exp( ik2h2   ik1h1)
+ (1  ⌘1)(1  ⌘12)(1  ⌘2) exp(+ik2h2   ik1h1)
  (1 + ⌘1)(1  ⌘12)(1 + ⌘2) exp( ik2h2 + ik1h1)
  (1 + ⌘1)(1 + ⌘12)(1  ⌘2) exp(+ik2h2 + ik1h1)
(1 + ⌘1)(1 + ⌘12)(1 + ⌘2) exp( ik2h2   ik1h1)
+ (1 + ⌘1)(1  ⌘12)(1  ⌘2) exp(+ik2h2   ik1h1)
  (1  ⌘1)(1  ⌘12)(1 + ⌘2) exp( ik2h2 + ik1h1)
  (1  ⌘1)(1 + ⌘12)(1  ⌘2) exp(+ik2h2 + ik1h1)
,
t˜slab =
8⌘12⌘2 exp[ ik0(h1 + h2)]
(1 + ⌘1)(1 + ⌘12)(1 + ⌘2) exp( ik2h2   ik1h1)
+ (1 + ⌘1)(1  ⌘12)(1  ⌘2) exp(+ik2h2   ik1h1)
  (1  ⌘1)(1  ⌘12)(1 + ⌘2) exp( ik2h2 + ik1h1)
  (1  ⌘1)(1 + ⌘12)(1  ⌘2) exp(+ik2h2 + ik1h1)
,
where the relative refractive indices are ⌘1 = m1m0 , ⌘2 =
m2
m0
and ⌘12 = m1m2 .
3.2 Numerical Methods
3.2.1 The Finite-Diﬀerence Time-Domain Method
To simulate light scattering oﬀ a cylinder, Maxwell’s equations were solved
numerically using the Finite-Diﬀerence Time-Domain (FDTD) method [165].


















where Jsource is an external current density andMsource is an external magnetic
current density [165]. There are therefore six coupled partial diﬀerential equa-
tions describing the electromagnetics, one for each component of E and H. For














and similar equations describe the other components.
3.2.1.1 Yee Implementation
Under the Yee implementation of FDTD the Maxwell equations are discretised
in space and time using central diﬀerences. This is achieved by partitioning
the simulation region into a spatial mesh of Yee Cells, as shown in Figure 3.2.
The field components in each cell are staggered such that every E component is
encircled by four H components and vice versa. The interweaving of the electric
and magnetic field components and the central diﬀerence approximation allows
the finite-diﬀerence equations to be solved using a leapfrog algorithm (see Figure
3.3).





















and similar expressions are derived for the other field components [165].
If there is a boundary between two or more materials in the same cell, the
dielectric function ✏ is sampled according to the meshing algorithm (see section
3.2.2.4).
3.2.2 Lumerical FDTD Solutions
Lumerical FDTD Solutions [120] is a commercial TCAD software package for
designing optoelectronic devices and simulating them using the FDTD method.
The two main features that set Lumerical apart from other FDTD software
are its conformal meshing technology and multi-coeﬃcient material modelling
(MCM). The MCM is described in section 3.2.2.4.
While the standard Yee-Cell implementation of FDTD requires discretising
the system into a cartesian mesh, it is unable to take into account variations of
structure within each cell. This results in “staircasing”, where the permittivity
takes a single value in each cell depending on which material takes up most of
the cell. A more accurate representation of the structure can be acquired by
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Figure 3.2: A diagram of the “Yee Cell” [30] demonstrating the interweaving
of the electric and magnetic fields. The mesh points are labeled (i,j,k) for the
x, y and z directions respectively. The curl of the magnetic field through the
faces gives the time derivatives of the electric fields at the edges and vice versa.
Original figure from Wikimedia commons [30].
Figure 3.3: Leapfrog algorithm [165]. At each half time step, either the electric
fields or magnetic fields are calculated, using values of the fields at previous time
steps and at half step positions. Original figure by Taflove [165], permissions
granted.
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accounting for these subcell features, for example by using the Maxwell-Garnett
rule [57],
✏(i, j, k)  1













✏(x0, y0, z0)  1
✏(x0, y0, z0) + 2
Lumerical has a built-in conformal meshing technique (CMT) which takes
into account dispersive materials, and is based on work by Yu and Mittra [197].
Their CMT is able to account for subcell features much more accurately with
a significantly coarser mesh than with a staircasing meshing algorithm. Since
computation time in FDTD varies as 1/dx4 (in 3D), it enables much faster and
more accurate simulations. More details of the meshing algorithm are in section
3.2.2.4.
3.2.2.1 Simulation Setup
To validate the FDTD method implemented in Lumerical, tests were performed
in two dimensions. One can compare the simulation of light illuminating the side
of a coated nanowire with the Mie solution for a coated cylinder [89]. Figure 3.4a
shows the simulation model of the TiO2/CdSe nanowire for this test. Since the
nanowire was modelled as infinitely long in the z-direction with perpendicular
illumination, only a 2D simulation was required. The light source was polarised
in the transverse electric (TE) configuration such that E oscillates in plane
(y-axis) and H oscillates out of the plane, along the nanowire axis (z-axis).
The total field monitor (inner yellow box) was used to calculate Qabs, the Mie
absorption eﬃciency, whereas the scattered-field monitor (outer yellow box)
was used to calculate Qsca. The Lumerical total-field scattered-field (TFSF)
box is used. Outside the TFSF region the incident field is subtracted out,
allowing monitors to measure the scattered field. Scripts to calculate the cross-
sections this way were downloaded from the Lumerical website [120] and edited.
Lumerical and Bash scripts were written to carry out sweeps of simulations
with diﬀerent parameters. While the simulation runs, a plane wave source is
injected, then after the fields have decayed to 10 5 of their original magnitude
the simulation terminates.
To model the illumination of an array of finite-length cylindrical nanowires,
the FDTD simulations require three dimensions. These type of problems have
no analytical solution. Figure 3.4b shows the simulation setup for a periodic
array of nanowires.
3.2.2.2 Illumination and Fourier Transform
Although FDTD simulations were carried out in the time-domain, the results
were Fourier-transformed to obtain quantities for each frequency. A broadband
source of light predominantly in the 400nm to 800nm region (near ultra-violet
to infra-red) was used while 100 frequency points in this range were monitored
(see Figure 3.5). The simulation time must be long enough for the fields to
decay, otherwise the frequency (wavelength) domain calculations will be wrong.
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(a) (b)
Figure 3.4: (a) 2D Simulation model of the TiO2/CdSe nanowire. The grey
circle in the centre represents the TiO2 core. The blue ring represents the CdSe
coating. The inner yellow box represents the ‘total field monitor’. The outer
yellow box is the ‘scattered field monitor’. The pink arrow represents the x-
direction of the ‘total-field scattered-field’ (TFSF) plane wave source, the blue
arrow the oscillation of the electric field in the y-axis. The grey box attached to
the source represents the cutoﬀ for the incident field, leaving only the scattered
field. Absorbing boundary conditions are enforced outside the simulation region.
(b) 3D simulation model of the nanowire with top-down illumination. Periodic
boundary conditions are enforced in the x and y directions. Absorbing boundary
conditions are enforced in the ±z directions.
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Cutting oﬀ a simulation too early while fields are still oscillating with significant
magnitude will cause ‘ripples’ to appear in the spectra. To save computational
time while getting accurate results, an ‘auto-shutoﬀ’ feature was enabled so
that when the fields decayed to 10 5 of their original magnitude, the simulation
would terminate.
By using a special type of plane wave source, the total-field scattered-field
(TFSF) source, the incident field can be subtracted outside the grey box in
Figure 3.4a, leaving only the scattered field. This is to ensure the outer yellow
box only measures the scattered field. Figure 3.6 shows a few snapshots in time
of the FDTD simulation. In Figure 3.6a, light has just reached the nanowire.
Figure 3.6b shows the fields penetrating the nanowire. In Figure 3.6c, one can
see how the outline of the box used in the TFSF source where the incident field
gets subtracted oﬀ. Figure 3.6d shows the fields oscillating inside and radiating
from the nanowire after the illumination has passed.
3.2.2.3 Absorption Calculation
Calculating the absorption in a material using a total field monitor does not work
in an absorbing medium, or if there is more than one material. An alternative
method to calculate the absorption is needed. The power absorbed per unit




where S = E⇥H is the Poynting vector. Divergence calculations are susceptible
to numerical errors. However, this equation can be reformulated into one that




where ! is the angular frequency and " is the dielectric permittivity. The spatial
profile of power absorbed per unit volume can be obtained using these methods.
3.2.2.4 Meshing and Dielectric Function
A fine mesh is required for sudden changes in refractive index or for highly
curved interfaces. Lumerical has an automatic meshing feature which makes
the mesh finer as one approaches boundaries between two diﬀerent dielectric
media. There are many diﬀerent ways to sample the dielectric function in a
cell when there is a boundary between two materials. The simplest way is the
‘stair-casing method’, where a cell will sample the dielectric function of the ma-
terial that takes up the most volume in a cell. Another method is volumetric
averaging, where the dielectric function in a cell is the volume average of the
dielectric functions of the two materials in that cell. Lumerical uses confor-
mal meshing technology. Though the exact meshing algorithm Lumerical uses































(b) Log-log plot, wavelength domain (truncated to the dominant 100nm to
1000nm region)
Figure 3.5: Electric field intensity of the place-wave light source used in FDTD
simulations.
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(a) 5.00fs (b) 6.66fs
(c) 9.17fs (d) 12.08fs
Figure 3.6: Snapshots in time (femtoseconds) of the 2D FDTD simulations of
light scattering oﬀ the TiO2/CdSe nanowire. The illumination is from the side
(perpendicular to nanowire axis). Blue represents zero intensity, red is maximum
intensity. The two concentric circles in the centre represent the coated nanowire.
72
(a) (b)
Figure 3.7: Conformal Meshing techniques for FDTD modelling [120], developed
by Yu and Mittra [197], on which Lumerical’s conformal meshing technology is
based. (a) This model provides greater accuracy for resolving PEC (perfect
electrical conductor) / dielectric interfaces. The contour integral for Maxwell’s
integral equations is reduced from the contour C to the contour C1 such that the
PEC with the vanishing electric field is not included. (b) This model takes into
account interfaces between two dielectrics. The Yee Cell’s eﬀective permittivity
in the x and y directions are weighted by the fraction of the mesh that is inside
each material in those directions. Original figures by Lumerical Solutions Inc.
[120], permissions granted.
variations by solving Maxwell’s integral equations near structure boundaries
[120]. It is based on the models developed by Yu and Mittra [197], described in
Figure 3.7 but updated to take into account arbitrary dispersive dielectrics.
To use the FDTD method, the electromagnetic fields are Fourier transformed
from the frequency domain to the time domain, solved in the time-domain,
then inverse-Fourier transformed back to get solutions in terms of frequency.
The same process is carried out for the complex refractive index (or dielectric
function) of each material. To ensure this process is not too computationally
intensive, the refractive index must be expressible in terms of functions that
are easily Fourier transformed. Traditionally, this is achieved by fitting the
experimental data of the refractive indices to idealised Drude, Lorentz and Debye
models. In Lumerical the refractive index is fitted to experimental data using
multi-coeﬃcient models (MCM’s). These have a more extensive set of basis
functions to take into account the highly dispersive nature of such materials.
Figure 3.15 shows the MCM refractive index of CdSe fitted to experimental
data from Palik [144]. The polynomial expressions for the real and imaginary
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parts of the refractive index are manually parametrised in Lumerical by varying
the number of coeﬃcients, fit tolerance and the imaginary weight (how much
consideration to give to the fitting of the imaginary part) until satisfactory fits
are obtained. Care is taken not to use too many coeﬃcients (for computational
speed). The degree to which the MCM fits the real or imaginary parts could
be controlled, though fitting well to the real part could worsen the fit to the
imaginary part, and vice versa. For calculating the absorption, it is important
to attach more weight to the imaginary part, since this is directly proportional
to how much light is absorbed.
Mesh Resolution To work out what mesh resolution was required, 3D FDTD
simulations were performed on a periodic array of nanowires for three diﬀerent
meshes. Each mesh used is a customised non-uniform mesh which is graded
so that the resolution is proportional to the refractive index. Figure 3.8 shows
the Lumerical setup, and Figure 3.9 shows the absorption spectra for the three
meshes. The results converge at the finest mesh. This is defined by setting
the minimum mesh step to 3nm, maximum mesh step to 10nm in the x and y
directions, and 18 mesh cells per wavelength in the z direction.
3.2.2.5 PML Boundary Conditions
To simulate the scattering of light with a particle in an unbounded region in
FDTD, special boundary conditions are applied to the edges of the simulation
region [165]. Ideally, these boundaries would absorb electromagnetic waves with
zero reflection for all frequencies and angles of incidence. A matched layer im-
plementation is often used [14], where the simulation region is surrounded with
an absorbing layers which match the impedance of the medium. However, in
the past these implementations of matching layers were fraught with problems:
electromagnetic waves only had zero reflection when specific conditions were
met (i.e, planar waves normally incident on the boundary) [14]. Berenger de-
veloped a more robust matched layer boundary condition called the Perfectly
Matched Layer (PML) [14]. In this case, theoretically the reflection is zero
for any frequency or angle of incidence. To derive the PML medium, one first
writes the Maxwell equations for a medium with an electric conductivity of  




















For no reflection to occur (with normal incidence), the impedance of the PML




Figure 3.8: Lumerical simulation setup for a coated nanowire with core radius
a = 100nm and coating thickness h = 20nm, perspectives from the top (a)
and from the side (b). The blue and green translucent regions represent sym-
metric and anti-symmetric boundaries respectively (reducing the computational
requirement by a factor of 4). Three diﬀerent meshes are used. For all cases,
the minimum mesh step was set to 3nm. On the left, the maximum mesh steps
in the x and y directions were  xmax = 20nm and  ymax = 20nm, and for
the z direction the number of mesh cells per wavelength was set to nz = 9.
In the middle,  xmax = 15nm,  ymax = 15nm and nz = 15. On the right,
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Figure 3.9: Absorption spectra obtained using three diﬀerent meshes for a peri-
odic array of nanowires with a = 100nm and h = 20nm. The solid line shows
the results for a mesh with  xmax = 20nm,  ymax = 20nm and nz = 9 (coarsest
mesh). Dashed line:  xmax = 15nm,  ymax = 15nm and nz = 15. Dotted line:
 xmax = 10nm,  ymax = 10nm and nz = 18 (finest mesh). The results have






The electromagnetic field components are then split into orthogonal subcom-
ponents. This splitting of the components is the basis for Berenger’s original
PML method, also known as split-PML. For example, in the transverse electric
(TE) case where the electric field is confined to the xy-plane and the magnetic

























To prevent reflections at interfaces between media, the x and y components of
the electric and magnetic conductivities, ( x, ⇤x, y, ⇤y), are specially chosen:
 y and  ⇤y are matched for interfaces normal to x,  x and  ⇤x are matched for
interfaces normal to y [14]. Figure 3.10 shows how to setup the PML boundaries
in an FDTD simulation. Though in theory PML boundaries will prevent reflec-
tions from any frequency or angle of incidence, in practise there will always be
small reflections due to the numerical discretisation of the PML equations (Eq
3.6).
The PML boundary condition that Lumerical uses is based on the PML
method implementation developed by Gedney and Zhao [58]. Their method,
which is based on a complex frequency shifted (CFS) PML, has improved anti-
reflection properties compared to the original split-PML method developed by
Berenger. In Lumerical these boundaries must be placed far away enough from
the object so that they do not interact with the evanescent fields. Lumerical
tech support suggests that placing them at least half a wavelength away will
suﬃce. Care must be taken for oblique incidence on the PML boundaries, as
this is where reflection is the highest.
3.2.2.6 Oblique Incidence
FDTD simulations for oblique incidence still need to be verified against Mie
Theory. The diﬃculty is that in broadband FDTD simulations, the angle of
incidence changes as a function of frequency in order to keep the in-plane wave
vector constant due to periodic boundary conditions (see Figure 3.11). To get
results for one angle of incidence, one would have to carry out a sweep of narrow
band simulations for each frequency. Alternatively, one could carry out a sweep
of broadband simulations at various angles and interpolate the data. To verify
the FDTD results against Mie Theory, one would compare with Shah [159] for a
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Figure 3.10: The PML method [14]. Perfectly matched layers are applied on
the boundaries of the simulation region to absorb electromagnetic waves. The
conductivities ( x, ⇤x, y, ⇤y) of each PML are specially chosen to prevent re-
flections. Original figure by Berenger [14], permissions granted.
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Figure 3.11: Schematic of injection angle in broadband simulations performed
with Lumerical FDTD solutions [120]. For a single oblique broadband simula-
tion, the in-plane component of the wavevector is kept constant over the range
of frequencies. This results in an angle of injection which varies as a func-
tion of frequency. Original figure by Lumerical Solutions Inc. [120], permissions
granted.
coated infinite cylinder under oblique incidence, and Wang and Hulst [185] for
a finite cylinder.
3.3 Modelling Core-Shell Nanowires
The first device studied in this thesis is covered in section 1.3.1. This is a
TiO2 nanowire array, where each nanowire is coated in a conformal CdSe shell.
The nanowires are 1µm long, with radii ranging from 100nm to 200nm. CdSe
shell thicknesses range from 10nm to 30nm. The FDTD method implemented
in Lumerical FDTD Solutions was used to simulate light propagating through
arrays of these nanowires and measure the absorption and scattering properties.
A planewave light source of 400-800nm was simulated, since this covers most
of the solar spectrum (Figure 3.12) and was easy to fit the MCM dielectric
functions to (since TiO2 is transparent at wavelengths above 400nm).
3.3.1 Simulation Setup
Diﬀerent nanowire arrangements have been compared in this study, as shown

























Figure 3.12: Solar intensity in Wm 2nm 1 as a function of wavelength.
one nanowire per unit cell, centred so as to produce a periodic square lattice.
Hexagonal periodic arrays are also considered. The random arrangements in
Figure 3.14c are produced by placing the nanowires at random positions within a
larger super-cell, but retaining the same filling ratio as the square and hexagonal
periodic arrangements. A random number generator is used to produce the (x, y)
coordinates of each nanowire. In this case the results are averaged over 3 batches
of 25 nanowires with diﬀerent random number seeds. The semi-random square
and hexagonal arrangements shown in Figures 3.14d and 3.14e are produced in a
similar way, but each nanowire is displaced by a limited random amount from an
ideal site so as to retain some of their periodicity while replicating experimental
conditions more realistically. The maximum deviations in the x, y directions
are defined as ±(p/2   a) for square and ± 23 (p/2   a) for hexagonal lattices,
where a is the core radius and p is the unit cell lattice constant. The supercell
has 16 (13) nanowires for the semi-random square (hexagonal) lattice. For each
arrangement of nanowires, results were collected for nine diﬀerent combinations
of core radii and shell thicknesses: thin cores (100 nm), medium cores (150
nm) and thick cores (200 nm) were combined with thin shells (10 nm), medium
shells (20 nm) and thick shells (30 nm). Each nanowire had a length of 1 µm.
The absorption, A( ), was calculated by measuring the transmission T ( ) and
reflection R( )
A( ) = 1  (R( ) + T ( ))
This formula is much more computationally eﬃcient to use for calculating ab-
sorption than integrating equation 3.5, but does not record any spatial inform-
ation of the absorption profile.
Simulations were also carried out for isolated nanowires. This is to provide
reference data that allows one to identify those eﬀects that are due to the ar-
rangement of the wires, and those due to the geometry of individual wires. The



















Figure 3.13: (a) 2D nanowire simulation setup. The absorption monitor (red
box) measures the amount of light that is removed by the nanowire by calcu-
lating the total transmission of light out of the box. The Total-Field Scattered-
Field box (yellow) confines the incident light field, such that any light outside
the box is only scattered. The Perfectly Matched Layers (PML) remove light
from the simulation region while minimising reflection. (b) 3D nanowire simu-
lation setup. Plane wave light (S) propagates from above. Periodic boundary
conditions are enforced in the x and y directions to simulate an infinite ar-
ray of nanowires. PML boundary conditions are enforced in the z directions.
The amount of light reflected (R) or transmitted (T) was monitored for each
wavelength.
matching layers (PMLs) on all boundaries rather than periodic boundary con-
ditions. Also, instead of calculating the fraction of light absorbed, the Mie




where  abs is the absorption cross-section and G is the geometrical cross-section.
The absorption cross section is measured by integrating the total power loss
over the box containing the nanowire and dividing by the source intensity. The
geometrical cross-section is given by cross-sectional area of the cylinder, G = ⇡b2











Figure 3.14: Diﬀerent nanowire arrangements as viewed from above. In (a)
each unit cell has one nanowire whilst in (b) each unit cell has two nanowires.
Periodic boundary conditions are enforced on the outermost dotted lines. In
(c), (d) and (e) multiple nanowires are placed within a large super-cell which
has periodic boundary conditions enforced. The inner-dotted lines in (d) and
(e) refer to the unit cells (analogous to (a) and (b)) where the position of each
nanowire is confined. For (d), the maximum displacement in the x or y directions
is ±(p/2   a) where p is the unit cell lattice constant and a is the core radius.










































Figure 3.15: The complex refractive index of CdSe. Red refers to the real part,
blue to the imaginary part. The circles refer to the experimental data from
Palik [144]. The lines are Lumerical’s multi-coeﬃcient models [120] fitted to the
experimental data.
3.3.2 Material Optical Properties
The complex refractive index for CdSe (Figure 3.15) was fitted to experimental
data from Palik [144] using Lumerical’s multi-coeﬃcient models (MCM’s). As
TiO2 only absorbs light in the ultraviolet region (wavelength less than 400nm)
it was modelled as a non-absorbing dielectric with a real refractive index of
n = 3. Attempting to fit the dielectric function of TiO2 from ultraviolet to infra-
red would otherwise be quite diﬃcult and would result in non-zero absorption
across the visible range. For this study one assumes that the polymer is a
non-absorbing dielectric with n = 1. The fitting for CdSe involved a necessary
compromise. The degree to which the MCM fit the real or imaginary parts
could be controlled, though fitting well to the real part could worsen the fit
to the imaginary part, and vice versa. In this case it was important to attach
more weight to the imaginary part, since this is directly proportional to how
much light is absorbed. After generating the MCM refractive indices, they were
exported and used in the Mie theory calculations in addition to the FDTD
simulations.
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3.4 Modelling nanoparticle Nanowires
Like with the core-shell nanowires in the previous section, I have carried out
Lumerical FDTD simulations of nanoparticle coated nanowires. As covered
in Chapter 2, many solar cells have used semiconductor nanoparticles as light
absorbers, since this is how semiconductor nanocrystals form (before anneal-
ing them into a conformal layer). The nanowires are made from ZnO and are
arranged in a square lattice. Each nanowire is 1.2µm long and have radii ran-
ging from 25nm to 50nm. The nanowires are coated with PbS nanoparticles,
with diameters ranging from 4nm to 9nm and number densities from 100 to
1000 nanoparticles per nanowire. A planewave light source of 400-800nm was
used. Absorption spectra for various nanowires and nanoparticle parameters
were measured.
3.4.1 Simulation Setup
A schematic of the solar cells is shown in Figure 1.6. Three diﬀerent coating
schemes were tested, as shown in Figure 3.16a. In the first scheme, nanoparticles
were arranged in a square periodic lattice conformal to the cylindrical surface of
the nanowire. In the second scheme, the nanoparticle were arranged randomly
on the surface of the nanowire. In the third scheme, a conformal shell was used
rather than a distribution of nanoparticles.
In addition, diﬀerent nanowire and nanoparticle parameters were varied, as
shown in Figure 3.16b. Simulations were carried out with nanowires at radii of
25, 40 and 50nm, nanoparticles with diameters of 4 to 9nm, lattice constants of
120nm, 192nm and 240nm and coating densities from 100 to 1000 nanoparticles
per nanowire.
3.4.2 Material Optical Properties
The complex refractive index of PbS was fitted to experimental data from Palik
[144] using the Lumerical MCM, as shown in Figure 3.17. ZnO was modelled
as a non-absorbing dielectric with a refractive index of n = 2. This is due
to the fact that the bandgap is in the ultraviolet regime, outside the range of
wavelengths used in the light source.
3.5 Computational Resources
3.5.1 Mie Theory Calculations
Initially, Mathematica was used to calculate the Mie Theory cross-sections. It
was relatively fast at calculating an for a pure cylinder. However, for a coated
cylinder it took ⇠30s to calculate an for a particular core radius and coating




Figure 3.16: (a) Three diﬀerent types of nanowire coating: Ordered nano-
particles, randomised nanoparticles and conformal coating. (b) Four additional
parameters were varied: nanowire radius, nanoparticle size, number of nano-
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Figure 3.17: The complex refractive index of PbS. Purple refers to the real
part, teal to the imaginary part. The cross refer to the experimental data from
Palik [144]. The lines are Lumerical’s multi-coeﬃcient models [120] fitted to the
experimental data.
85
3.5.2 FDTD Simulations and Analysis
To run FDTD simulations, I would connect to a remote machine and launch an
instance of Lumerical FDTD Solutions. At first, simulations were run within
the graphical user interface (GUI) of the software. Lumerical has a scripting
language which allows you to setup, run and analyse simulations. For running
sweeps of simulations, scripts were written in Bash and used for interfacing
with Lumerical scripts (though one could also run parameter sweeps within
the Lumerical GUI). To allow more complex sweeps of simulations and data
analyses, Python was eventually used for interfacing with Lumerical. This was
especially useful as managing and automating large sweeps of simulations and
data analysis on remote machine becomes much easier when using Python rather
Bash.
A Python application has been written to automate and queue the FDTD
simulations of nanowire solar cells. It launches jobs which sweep over multiple
parameters of the solar cell (such as nanowire length, spacing, coating thickness
etc.). For each parameter, it will invoke Lumerical FDTD Solutions to create the
structures, and carry out an FDTD simulations and analyse the data in order to
determine the absorption spectra and profiles. The optical absorption profiles
are exported from Lumerical and analysed using MATLAB. Although Lumerical
has the capabilities of analysing 3D optical absorption data, for high resolution
simulations this becomes too computationally intensive (the Lumerical software
runs out of memory and crashes). Using MATLAB allowed multiple cores to
be used in parallel. This helped when integrating the absorption over the solar
spectrum to get the generation rate for example. Once the generation rate (as
a function of position) is calculated from MATLAB, this is used as an input
to the finite-diﬀerence charge transport code, Microvolt [35], which is described
in the next chapter. Bash scripts are used for the remainder of the simulation





4.1 Theory of Charge Transport
Jenny Nelson has written a comprehensive book, “The Physics of Solar Cells”
[137], which describes the basic principles of photovoltaics, electrons and holes in
semiconductors, and generation/recombination processes. It goes into detailed
analysis of the p-n junction, the most widely used interface in photovoltaics.
There are areas the book does not cover that are relevant to the modelling
of nanowire ETA solar cells such as: radial p-n junctions [85], numerics (how
to solve the drift-diﬀusion equations) [158] and organic charge transport (only
briefly mentioned) [6]. This is covered in other literature.
4.1.1 Basic Photovoltaic Principles
When a photon is absorbed in a material, it excites an electron to a higher
energy state, leaving behind a positively charged hole. Normally the electron
would quickly relax back to its ground state, recombining with the hole. In solar
cells, an in-built asymmetry in the electronic properties of the material allows
the excited electron to be pulled away from the hole before it can recombine.
The potential diﬀerence generated by the surplus energy of the excited electron
is used to drive it through a load in an external circuit.
Solar cells are often compared by measuring the short-circuit current density
Jsc, open-circuit voltage Voc, and fill-factor FF ; these quantities are defined
below. The eﬀectiveness of a solar cell is determined by the quantum eﬃciency,
QE(E), which is the probability that an incident photon with energy E will





where bs(E) is the incident spectral photon flux density (number of photons
incident on unit area per unit time with energy E to E + dE). The quantum
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Figure 4.1: The quantum eﬃciency of GaAs as a function of wavelength, in
comparison with the photon flux density of solar irradiation [137]. The quantum
eﬃciency is high at wavelengths where there is high solar intensity, making GaAs
suitable for photovoltaic devices. Original figure by Nelson [137], permissions
granted.
eﬃciency of a solar cell is dependent on many factors, such as the absorption
coeﬃcient, recombination rate and charge separation eﬃciency of the underlying
materials. For optimum performance one desires a high quantum eﬃciency at
wavelengths where the solar spectrum is most intense. Figure 4.1 shows the
quantum eﬃciency of GaAs, a commonly used photovoltaic semiconductor, as
compared the solar spectrum.
The open-circuit voltage, Voc is the potential diﬀerence across the contacts
of the solar cell when they are isolated, which is the maximum voltage. This is










where kB is Boltzmann’s constant, T is the temperature, q is the electron charge
and J0 is a constant. This expression is derived in Chapter 1 of Nelson’s book
[137].
The operation of a solar cell is characterised by measuring or computing its
J-V curve, defined over a range of voltages from 0 to Voc, as shown in Figure
1.4. The power density is given by the product of current density and voltage,
P = JV . As mentioned in section 1.2.2, the overall eﬃciency, ⌘, of a solar cell is
determined by the power density delivered at the maximum power point divided







where FF is the fill-factor, describing the ‘squareness’ of the J-V curve. The
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fill-factor is reduced by leakage currents around the edges of the solar cell, the
internal resistance and the series resistance between the contacts and solar cell.
The solar cell parameters Jsc, Voc, FF and ⌘ can all be determined by meas-
urement. In order to calculate these properties theoretically, one must formulate
a theory of charge transport in semiconductors. The following sections describe
the quantum mechanics of electrons and holes in semiconductors, leading to
the drift-diﬀusion equations and culminating in the numerical methods used to
solve them and hence calculate the solar cell parameters.
4.1.2 The Quantum Mechanics of Electrons and Holes in
Semiconductors
Atoms without a full outer electron shell will form a molecule when brought
together. This is due to electrostatic forces between the electrons and nuclei of
each atom. The shell of electrons in an atom occupy atomic orbitals, solutions to
the Schrödinger equation which describe their probabilistic position and energy.
Each atom’s atomic orbitals will overlap when brought together, with their
associated energy levels each splitting into multiple energy levels. As the number
of atoms increases to a macroscopic number, the number of energy levels will
eﬀectively form a continuum of energies, known as a band. Solid-state crystalline
materials consist of 3D lattices of such atoms bound together via ionic, covalent
and metallic bonds.
For a temperature of absolute zero, the only kinetic energy atoms have is
due to zero point motion, and the electrons occupy their lowest energy levels.
Due to the Pauli Exclusion principle, two electrons cannot occupy the same
single particle quantum state, which means that each spatial orbital can only
be occupied by at most two electrons, one spin-up and one spin-down. Therefore,
electrons in a solid will fill up energy levels by increasing energy until they reach
the highest occupied level. In an insulator or semiconductor, the electrons
completely fill the valence band, contributing to cohesion but not electrical
conductivity. If some electrons are excited to a high enough energy they can
cross the band gap which has no states, and enter the conduction band, leaving
holes behind in the valence band. They are now free to move, and contribute
to electrical conductivity. For metals the valence and conduction bands overlap
(there is no bandgap), meaning that electrons are free to conduct even with very
low excitation energies. For insulators, the bandgap is large enough that almost
no electrons at room temperature have enough energy to cross the bandgap from
the valence band to the conduction band. For semiconductors the bandgap is
small enough that some electrons will have enough energy to cross the bandgap
into the conduction band and become free charge carriers. Since holes can be
filled in by a neighbouring electron, they move in opposite direction to the
electrons. As such they are treated as charge carriers with opposite charge to
the electrons, and their own eﬀective mass and mobility.
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4.1.2.1 Band Structure
Atoms in a crystalline solid form identical repeating units, with the exception of
defects. Therefore, to model the electronic properties, one solves the Schrödinger
equation for electrons in an infinite periodic lattice. The solutions take the form
of Bloch wavefunctions [137]
 (k, r) = un,k(r)e
ik·r
where un,k(r) is a function with the same periodicity as the lattice, k is the
wavevector and n denotes the crystal energy band. The energies En(k) (eigen-
values to  (k, r)) are a rich set of solutions which can be expressed as a band-
structure diagram: see Figure 4.2. For semiconductors with direct bandgaps, the
minimum of the conduction bands E(k0c) and maximum of the valence bands
E(k0v) have the same k values, k0c = k0v. Close to these points the energy is
quadratic in k and can be expressed using the parabolic band approximation.
In 1D,




E(k) = E0v   ~
2|k   k0v|2
2m⇤v
for holes, where E0c = Ec(k0c), E0v = Ev(k0v), and m⇤c and m⇤v are the eﬀective















In higher dimensions the eﬀective masses are second-rank tensors rather than
scalars.
4.1.2.2 Electron and Hole Statistics
In semiconductor physics, every position r is treated as though it were part of
a perfectly periodic system, so that band structures apply. The position depen-
dent densities of electrons and holes in semiconductors are therefore calculated
by integrating over the density of states g(k), and the distribution function










The density of states gives the number of single particle states per unit energy,







Figure 4.2: Band structure diagram for a direct bandgap semiconductor. The
energy bands are represented at the Brillouin zone in a one-dimensional cross-
section of k-space. The conduction band Ec(k), and valence band Ev(k) are
separated by the bandgap Eg.
unit volume with energy in the neighbourhood of a given value. For a quadratic








(E   Ec0)3/2 (4.1)








(Ev0   E)3/2. (4.2)
The distribution function f(k,r) is the probability that an electron at point r
occupies state k. At a temperature of absolute zero all the available states with
energy below a threshold are occupied. The distribution function then takes the
form of a step-function,
f(E) =
(
1 E  EF
0 E > EF
where EF , the Fermi energy, is the highest occupied energy state at T = 0. For
non-zero temperatures in equilibrium (when EF no longer depends on position),
the distribution function takes the Fermi-Dirac form [137],
f(k, r) = f0(E(k), EF , T ) =
1
e(E(k) EF )/kBT + 1
which approaches the step function as T ! 0. The electron and hole densities










gv(E)(1  f0(E,EF , T ))dE (4.4)
4.1.2.3 Boltzmann Approximation for Charge Carrier Densities
By assuming the Fermi energy lies far away from the band edges (e.g, in the
middle of the bandgap) one can use the Maxwell Boltzmann approximation for
the distribution function, f0 [137]. In the conduction band for E   EF ,
f0(E,EF , T ) ⇡ e(EF E)/kBT
and in the valence band for E ⌧ EF ,
1  f0(E,EF , T ) ⇡ e(E EF )/kBT .
One can then substitute these expressions and those of equations 4.1 and 4.2
into the integrals for n and p (equations 4.3 and 4.4) to get
n = Nce













are constants, defined as the eﬀective density of states for the conduction and
valence bands respectively [137]. Equation 4.5 tells us that the electron (hole)
density grows (decays) exponentially with the Fermi level. One can then define
a constant property, the intrinsic carrier density ni as
n2i = np = NcNve
 Eg/kBT ,
which is the density of electrons (holes) excited to the conduction band (va-
lence band) of a pure semiconductor in thermal equilibrium [137]. This decays
exponentially with the size of the bandgap.
4.1.2.4 Doping and Bias
By introducing impurities with a valence diﬀerent from that of the atoms in
the host crystal, the electrical properties of the semiconductor can be changed.
To demonstrate this concept with an example [137], take silicon. Each atom
is covalently bonded to 4 other atoms, by sharing its 4 outer electrons with its
neighbours. They in turn share their electrons back, so that each silicon atom
has a full electron shell with 8 covalent bonds. If one introduces a phosphorous
atom, which has 5 outer electrons, then one of the electrons is left when all
covalent bonds are formed. The extra electron exists in a loosely bound state
centred on the phosphorous atom. The energy required to excite this electron to













Figure 4.3: Energy level diagrams for semiconductors with p-type doping (left),
n-type doping (right), and no doping (middle). The Fermi level is represented by
the dashed lines while the acceptor and donor levels are represented by dotted
lines.
formation, so at room temperature is it likely to be a free charge carrier and
contribute to the electrical current. The phosphorous atom is known as a donor,
since it donates extra electrons to the conduction band. Introducing electron
donors into the semiconductor is known as n-type doping, since it creates n-type
charge carriers. The Fermi level is raised, since extra states have been created
closer to the conduction band (see Figure 4.3).
One can also create p-type doping, by introducing electron acceptors in the
semiconductor. For example, introducing boron, which has a valence of 3, into
a silicon semiconductor [137]. The 3 outer electrons form covalent bonds with
neighbouring silicon atoms. There is a remaining covalent bond left to be filled
by an electron. With enough energy, the boron (electron acceptor) removes an
electron from the valence band creating a hole. The energy required is much less
than the bandgap, with the energy level of the grabbed electron residing closer
to the valence band maximum than the middle of the bandgap. The Fermi level
therefore resides somewhere between Ev and this energy level (see Figure 4.3).
Quasi Fermi levels Under a small bias (either by illumination or applied
voltage), the Fermi level EF is split into two quasi Fermi levels for electrons
and holes, EF,n and EF,p. This is because the populations of electrons and
holes have been perturbed, and particles are able to reach a state of quasi
thermal equilibrium with particles of their own type, but not with particles of
the opposite type [137]. If the bias is not too great then the electrons and holes
have equilibrium-like distributions with their associated quasi-Fermi levels. The
electron and hole densities are re-expressed by substituting EF,n and EF,p for
EF in equation 4.5,
n = Nce
 (Ec EF,n)/kBT , p = Nve (EF,p Ev)/kBT . (4.7)
Increasing the bias and therefore the splitting of the Fermi levels causes an
exponential increase in the population density of electrons and holes, since
np = n2i e
EF,n EF,p
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4.1.3 Charge Carrier Dynamics in Crystalline Semicon-
ductors
4.1.3.1 Current Density
The current density can be found by weighting the carrier density by the group
velocity, v = 1~rkE(k) [137], which for parabolic bands is













The Fermi-Dirac distribution f0 is symmetric in E (or k), so when integrated
with k this contributes nothing to the current. Under bias, the distribution
functions have a small anti-symmetric term fA(k, r) term added to them so
that the current is non-zero [137],
fc(k, r) = f0(E,EF,n, T ) + fA,c(k, r)
fv(k, r) = f0(E,EF,p, T ) + fA,v(k, r)
.
These non-equilibrium contributions can be found by solving the Boltzmann
















where ⌧ is the relaxation time constant. In the absence of external fields (F = 0),







and similarly for the valence distribution function fv. By substituting fc and
fv into equation 4.8, one obtains the current densities as proportional to the
quasi-Fermi level gradients [137],
Jn(r) = µnnrrEF,n




























By using the Boltzmann approximation (equation 4.5) the conduction band,
valence band and Fermi energy can be expressed as [137]
Ec = Evac    
Ev = Evac      Eg
EF = Evac      kBT lnNc = Evac      Eg + kBT lnNv
where   = Evac   Ec is the electron aﬃnity (the minimum energy required to
remove an electron from the solid).
Using these definitions for the energy levels, one can re-express the currents
as
Jn(r) = qDnrn+ µnn(qF  r   kBTr lnNc)
Jp(r) =  qDprn+ µnp(qF  r  rEg + kBTr lnNv)
where F = (rEvac)/q is the electric field. For a homogeneous material the
gradients in  , Eg, and dopant densities disappear. This allows us to express
the currents in terms of the drift-diﬀusion model [137],
Jn = qDnrn+ qµnEn
Jp =  qDprp+ qµpEp (4.10)
where J and E are the 3D vectorial representations of the current and elec-
tric field, and D is the diﬀusion constant given by the Einstein relation µ =
qD/(kBT ). The essence of the drift-diﬀusion model is that electrons and holes
diﬀuse down concentration gradients (first term of equation 4.10) and drift along
electric fields (second term of equation 4.10).











r · Jp +Gp  Rp (4.11)
where G is the generation rate of free charge carriers (due to photo-absorption)
and R is the recombination rate (the rate at which free electrons recombine with
holes and become bound again) [137]. The recombination rate is discussed fur-
ther in section 4.1.3.3. These equations are solved together with the electrostatic
Poisson equation
r · (r ) = q
"
(NA  ND + n  p) (4.12)
where  is the electrostatic potential ( =  qV ), " is the dielectric function
and Nd/a is the donor/acceptor density. In charge transport calculations, one








Solar cell parameters (such as Jsc, Voc and ⌘) are calculating by solving this
equation for a range of voltages.
4.1.3.3 Recombination of Charge Carriers
There are three diﬀerent types of recombination: Radiative, Auger and Shockley-
Read-Hall.
Radiative recombination is unavoidable, in the sense that it is a fundamental
material property. It is due to spontaneous relaxation of electrons from a higher
energy state (conduction band) to a lower energy state (valence band). This is
based on first order perturbation theory; Fermi’s Golden Rule, which states the
probability of transition per unit time from a state hi| with energy Ei to a state




   hi|H0 |fi   2  (Ef   Ei ± E).
In Nelson’s book [137], from this Golden rule, the radiative recombination rate
is derived as











and ↵ is the absorption coeﬃcient.
Auger recombination is also unavoidable and is caused by the collision of
identical charge carriers. For example, as two electrons in the conduction band
collide, one is excited to a higher energy whilst the other undergoes a transition
to the valence band, recombining with a hole. The excited electron subsequently
relaxes back to the conduction band edge, losing that energy as heat. The Auger
recombination rate is proportional to the densities of the three carriers involved
in this process (two electrons and one hole, or two holes and one electron),
resulting in the following expression
RAug = Cp(n
2p  n20p0) + Cn(np2   n0p20)
where Cp is the Auger coeﬃcient for two-electron collisions and Cn is the coef-
ficient for two-hole collisions [137].
The dominant recombination type is Shockley-Read-Hall recombination, which
is avoidable because it depends on material quality. This type of recombination
involves defects or trap states in the band gap, which capture free electrons
in the conduction band. Electrons that reside in a trap state can be freed via
thermal activation, allowing the capture of holes from the valence band. For a
semiconductor containing a density of Nt trap states at an energy level of Et,
the recombination rate is
RSRH =
np  n2i
















p-type n-typeFigure 4.4: The energy levels of electrons in semiconductors with p-type dopants
(left) and n-type dopants (right). Evac is the vacuum energy, at which an
electron becomes unbound from the material. Ec and Ev mark the lowest and
highest levels of the conduction band and valence band respectively. EF is the
Fermi level, which resides in the bandgap. The workfunction, denoted by  , is
the energy required to excite an electron from the Fermi level to Evac (i.e, the
lowest energy required to release an electron from the semiconductor).
where nt is the electron density when EF,n = Et, pt is the hole density when
EF,p = Et, and ⌧n and ⌧p are the lifetimes for the electron and hole respectively







where ⌫n (⌫p) is the mean thermal velocity of the electron (hole) and  n ( p) is
the cross-section of capture for electrons (holes) by the trap state.
4.1.4 The p-n Junction
The p-n junction is the standard model which describes the basic fundamentals
of how most solar cells work. Two layers of a material are doped diﬀerently, such
that one layer has an abundance of electron donors (n-type) and the other layer
has an abundance of electron acceptors (p-type) (see Figure 4.4). The doping
shifts the position of the Fermi level such that in the p-type layer, the Fermi
level is closer to the valence band (larger workfunction  p) and in the n-type
layer it is closer to the conduction band (smaller workfunction  n).
When the two layers of the material are brought together (as in Figure 4.5a),
the interface is defined as the p-n junction. Due to the mismatch in Fermi levels,
electrons diﬀuse from the n-type layer to the p-type layer (and holes in the
other direction), leaving behind positively charged donors (negatively charged
acceptors). A finite region around the p-n junction becomes depleted of charge
carriers and an electric field builds up. Photo-generated electrons are driven by
the electric field towards the n-type side and holes towards the p-type side. At
equilibrium, the diﬀusion is balanced by the drift of carriers due to the built-up
electric field, so no net current occurs. In this situation the Fermi levels of the
n and p type layers are equalised. The diﬀerence in workfunctions of the layers
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is taken up by the change in conduction and valence bands, which is manifested





Figure 4.5b illustrates the band-bending that occurs in the p-n junction. By
applying an external bias V to the p-side, the potential across the junction
becomes
Vj = Vbi   V
A positive bias will reduce the size of the step between the energy bands and
hence reduce the driving force of the electrons, whereas a negative bias will
increase it.
4.1.4.1 Theoretical Analysis of the 1D p-n Junction
Nelson has carried out a theoretical analysis of the 1D p-n junction [137]. This
oﬀers a starting point to formulate a charge transport model for the TiO2/CdSe
solar cell. By making a few assumptions about the formation of the p-n junction
[137] the charge carrier dynamics can be solved analytically.
The first approximation is that the charged region around the p-n junction
is depleted of free carriers (depletion zone) and that the built-in potential drops
exclusively in this region (see Figure 4.6). The boundaries of this region are
at a fixed distance from the p-n junction, wp into the p region and wn into
the n region. This is also known as the depletion approximation. Outside the
depletion zone the electric field is zero, the n and p regions are neutral, so the
currents (consisting of minority carriers) are driven only by diﬀusion. In this
case the electron (hole) density in the neutral n-type (p-type) region takes its
equilibrium value, n = Nd (p = Na). Inside the depletion zone, the applied bias
Vj drives majority carrier currents. The diﬀerence in the quasi Fermi levels,
qVj , provides a boundary condition on the minority carrier density at the edges
of the depletion zone, allowing the minority carrier currents to be solved in the
neutral regions [137].
The second approximation is that in the neutral regions, the recombination
rate is linear in minority carrier density. Also known as the superposition ap-
proximation, this ensures that there is no coupling of the eﬀects of illumination
and bias [137]. Together these approximations decouple the neutral n and p
regions and simplify the current equations, allowing solutions to be obtained
analytically.
The current solutions The net current, J(x), in the solar cell is spatially
constant when in steady state. Therefore, one can evaluate J(x) at any point.


































Figure 4.5: (a) The p-n junction. (b) Energy level diagram of the p-n junction
at equilibrium. One can picture the energy levels in Figure 4.4 with diﬀerent
Fermi levels. When joined together, near the junction (fine dotted line) the
energy bands ‘bend’ by an amount qVbi to accommodate the equidistribution












Figure 4.6: Depletion zone in the p-n junction, marked by the faded area within
the dashed lines with a width of wn + wp. In this region, under diﬀusion the
electrons have left the n-type donor atoms leaving them as positively charge
ions. Likewise, holes have left the acceptors leaving them negatively charged.
The resulting electric field (which resides only in the depletion zone) acts as a
barrier to further diﬀusion.
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current is given by
J =  Jn( wp)  Jp( wp)








where Jn(x) is the electron current at position x, Jp(x) is the hole current and
Jscr is the net adjustment to electron and hole currents across the space-charge
region (depletion zone). The current is expressed as an integral over the solar
spectrum, where j(E, x) is the current under monochromatic light of energy E.
The third term, Jscr, is also known as the recombination-generation current
[137]. It can be split into terms for recombination and generation,







The full solutions to the currents and charge densities for the 1D p-n junction
are derived in chapter 6 of Nelson’s book [137].
4.1.4.2 The p-i-n junction
The p-i-n junction is a slightly more complicated version of the p-n junction,
in that there is a layer of undoped semiconductor sandwiched in between the
p and n layers. The processes are similar as there is a built-in bias over the
p-i-n junction, but it extends over a longer distance, as shown in Figure 4.7.
Compared to the simpler p-n junction, the advantage is that carriers generated
in the i-region survive longer than in the doped p or n layers. However, the
disadvantage is that the i-region has greater resistance and increased chance of
recombination [137].
4.2 Numerical Methods - Microvolt
Microvolt is a free C++ object-oriented code for semiconductor device modelling
[131]. The Poisson and current continuity equations for electrons and holes
(Eq 4.13) are discretised in the finite-diﬀerence scheme and solved iteratively
using the Newton-Raphson method. In this method, the diﬀerential equations
describing the semiconductor device physics (4.13) are converted into a linear
set of algebraic equations. These equations are solved on a cartesian mesh
where the values of n, p and  are sampled. Selberherr’s book “Analysis and
Simulation of Semiconductor Devices” describes in detail the finite-diﬀerence
scheme which Microvolt uses for simulating semiconductor devices [158]. The
Microvolt code allows for many diﬀerent meshes of diﬀering resolutions, with








Figure 4.7: Energy level diagram of p-i-n junction. The region in the middle
has no doping, but has an intrinsic charge density ni =
p
np. Band-bending
occurs over a longer distance than in the p-n junction.
4.2.1 The Model used by Microvolt
The band diagram in Figure 4.8 illustrates some of energy level concepts in
Microvolt. The formulation of the drift-diﬀusion model is slightly diﬀerent than
from Nelson’s. The vacuum level, Evac, is fixed at E = 0 and other energy levels
are defined relative to it. Also, the distance between the bottom of the conduc-
tion band and vacuum level is split into two contributions, electron aﬃnity  
and electrostatic potential  , so that an electron in the conduction band needs
an energy equal to   +  to leave the semiconductor. The electron and hole
concentrations are now calculated as
n = ni exp
✓
EF,n   (Ei   q )
kBT
◆
p = ni exp
✓
(Ei   q )  EF,p
kBT
◆
where Ei   q is the intrinsic Fermi level (Fermi level of an intrinsic semicon-
ductor), defined at  = 0 as











This is diﬀerent to the Nelson formulation as  , the electrostatic potential, has
been exposed in the expressions for n and p, where as before it was implicit in
the variation of the non-fixed vacuum energy Evac.
In Microvolt the Poisson and continuity equations (4.12 and 4.11) are solved
in the steady state such that rate of change of n and p are zero. Rearranging,
one gets
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Figure 4.8: Band diagram representing how semiconductor devices are modelled.
Original figure taken from Microvolt website [131], permissions granted.
r · ("r ) =  q(p  n+ND  NA)
r · Jn =  q(G R)
r · Jp = q(G R)
(4.13)
The generation rate G = G(x, y, z) can be calculated by an external optical
simulation (for example, using Lumerical FDTD Solutions [120]).
The current densities can be expressed in terms of the electron/hole quasi-
fermi levels as in equation 4.9,
Jn = µnnrEF,n
Jp = µpprEF,p .
Following the definitions of EF,n and EF,p in equation 4.7, one can also express
the current densities in terms of electron/hole concentrations,
Jn =  µnnr(q   Ei   log ni) + qDnrn
Jp =  µppr(q   Ei   log ni)  qDprp .
As a reminder, the intrinsic charge density is given by
n2i = NcNve
 EgkT
At equilibrium, the density of electrons and holes are defined as
n0p0 = n
2
i , n0 +NA = p0 +ND.
Recombination is a sum of three terms: Radiation recombination Rrad, Auger
recombination Raug and Shockley-Read-Hall recombination RSRH
Rrad = B(np  n0p0)
Raug = Cnn(np  n0p0) + Cpp(np  n0p0)
RSRH =
(np  n0p0)
⌧p(n+ n1) + ⌧n(p+ p1)
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where ⌧ = 1⌫thNt  , and n1 and p1 are the equilibrium electron and hole con-
centrations at the surface, defined in the following section. The mechanisms of
recombination are covered in section 4.1.3.3.
4.2.1.1 Boundary Conditions
The boundary conditions are explained in detail in the Microvolt website [131].
At a semiconductor-metal interface, the boundary conditions for the current are
Jn · n = qsn(n  n1), Jp · p =  qsp(p  p1)
where sn and sp are the electron/hole recombination velocities. n1 and p1 are
are given by






















where   is the electron aﬃnity,  m is the metal workfunction,  B =  m    s is
the Schottky potential barrier and  s is the semiconductor workfunction.  B is
positive for n-doped semiconductors and negative for p-doped semiconductors.
For Ohmic contacts,  B = 0 and therefore the surface equilibrium concentra-




In the case of semiconductor-insulator interfaces, the boundary conditions for
the current densities are
Jn · n = qRsurf
Jp · p =  qRsurf (4.17)











The finite-diﬀerence discretisation of the Poisson equation (Eq 4.13) in 2D is (if
" is constant),
"
  i+1,j  i,j
 xi











 ni,j + pi,j + Ci,j = 0 (4.20)
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where Ci,j is the total fixed charge density due to dopants ND   NA at the
















= q(Gi,j  Ri,j) (4.22)
where we define the subscripted values as













The current densities are expressed using the Scharfetter-Gummel approx-
















=  /kBT is the scaled potential and B(x) = xex 1 is the Bernoulli
function. This approximation is numerically eﬀective when dealing with large
variations in the charge concentration.
4.2.3 Solution of Discretised Equations
The discretisation of the Poisson and continuity equations results in a system of
nonlinear algebraic equations. These equations must be solved iteratively. First










is the vector of solutions  , n and p defined at all mesh points and F is a vector
function of rank three, consisting of the vector solution functions f , fn and fp.
These correspond to the discretised Poisson and continuity equations (rearrange
equations 4.20, 4.21 and 4.22 so that zero is on the right-hand side). In the case
of Microvolt, one uses the quasi-Fermi level representation where En and Ep are
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used instead of n and p for the solving stage of the algorithm. One can find the
solutions to equation 4.24 using the Newton method. This is a method to find
the root of an equation, for example in 1D it’s a method to solve f(w) = 0. In
this method you iteratively update the solution
wk+1 = wk   f(wk)
f 0(wk)
(4.26)
for the kth step. For solving the semiconductor equations in 3D, this is extended
to
J(wk) · wk =  F (wk) (4.27)
where  wk = wk+1 wk and J(w) is the Jacobian matrix consisting of all the






















The iterations are repeated until |F(wk)| is smaller than some predefined value
(i.e, the solution has converged). To calculate  w, the Jacobian must be in-
verted. Since the Jacobian is sparse (only the terms along and adjacent to the
diagonal are non-zero) one can use an optimised linear algebra procedure in-






































After this reformulation the equations can be solved by a series of substitution
steps.
There are two diﬀerent ways to implement this method described above. One
can use the classical Newton method, where a full Newton iteration consists of
inverting a 3N ⇥ 3N matrix, since there are N mesh points and 3 equations for
each (Poisson, electron and hole continuity equations). Alternatively, one can
use the Gummel Method, where the Poisson equation and continuity equations
are solved in separate iterations. This algorithm is detailed in Figure 4.9 and
is the one used by default in Microvolt. This method converges faster, but
should not be used in exceptionally high doping situations because the coupling
between the continuity equations and Poisson equation is stronger.
4.3 Implementation of Microvolt
The Microvolt application is a heavily optimised object-oriented C++ code,
making use of advanced C++ features and numerical libraries. The source code
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(1) Make a few Newton iterations for the continuity equations (2N ⇥ 2N
matrix)
(2) Substitute En,Ep into Poisson equation, f 
(3) Make a few Newton iterations for the Poisson equation (N⇥N matrix)
(4) Substitute  into continuity equations, fn and fp. Return to (1)
Figure 4.9: Gummel method as implemented in Microvolt
is split into diﬀerent parts describing the user interface functions, the physical
system, the gridding, finite-diﬀerence scheme and numerical solvers. LAPACK
and PARDISO numerical libraries are used for the matrix inversions and multi-
plications. Significant computational power and usage of the Intel MKL libraries
are required to run calculations in a reasonably short time. For this reason, Mi-
crovolt is compiled and run on a Linux workstation on the Imperial College
CMTH network.
4.3.1 Coupling FDTD to Microvolt
To accurately calculate the photocurrent in a 3D solar cell, one must feed into
a Microvolt simulation a profile of the generation rate as calculated by FDTD.
As described in section 3.5.2, a script was needed to take the optical absorption
profile from Lumerical and integrate over the solar spectrum. This results in








where ↵ is the optical absorption per unit volume multiplied by the area of the
unit cell (resulting in units of m 1),   is the wavelength,   is the solar spectrum
intensity (in units of Wm 2nm 1), h and c are Planck’s constant and the speed
of light respectively. ↵ is obtained from the FDTD simulation, whereas G is
calculated by numerical integration using MATLAB.
4.3.2 Microvolt Tests
4.3.2.1 Reproducing Deinega’s Results
In order to test the scheme to couple the optical and charge transport simu-
lations, I reproduced simulations by Deinega et al [35] for radial p-n junction
silicon nanowires. In particular this means getting a short-circuit current dens-
ity of Jsc = 9.48 mA cm 2 and an open-circuit voltage of Voc = 0.36 V. Figure
4.10 shows a diagram of Deinega’s nanowire model. In this case the parameters
are L = 2µm, R = 200nm, d = 100nm. Deinega et al used the same silicon
parameters as Kayes et al [85]. Their input to the charge-transport model,
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the FDTD absorption profile, was obtained using an FDTD simulator from the
Electromagnetic Template Library, EMTL [44]. For this, the nanowires were
arranged in a square periodic lattice with period a = 800nm and embedded in
silica (refractive index n = 1.5) to the top surface. For reproducing the FDTD
results I used Lumerical. A diagram of the Lumerical simulation setup is shown
in Figure 4.11. After carrying out Lumerical simulations and extracting the
Figure 4.10: Diagram of silicon nanowire charge transport model [35]. Red
lines represent the metal contacts, blue lines represent the boundary with the
insulating medium. The green line separates the p-doped region from the n-
doped region. Original figure by Deinega and John [35], permissions granted.
optical absorption profile, I averaged over the azimuthal angle to produce a plot
of the absorption that depends on radius and height (r, z), as shown in Figure
4.12.
To produce the generation rate, I used MATLAB to integrate the absorption
with the solar intensity, as described in section 4.3.1. A numerical integration
was performed, but first the solar spectrum had to be interpolated to make the
integration computationally tractable. This is shown in Figure 4.13. I then
imported the generation rate into Microvolt, ran a simulation over a sweep of
voltages, resulting in the current-voltage curve in Figure 4.14.
The short circuit current I calculated was 15mA, but Deinega obtained
10mA. The disparity was due to the diﬀering amount of absorption when com-
paring the Lumerical FDTD data with Deinega’s FDTD data (see Figure 4.15).
At first it seemed to be a problem of not having a fine enough mesh, but the
absorption spectrum converged on the wrong values as the resolution increased.
This prompted me to look at the dielectric function fit I used, in particular
the imaginary part (since the absorption is proportional to Im(")). Figure 4.16
shows the fits used by Deinega (EMTL) and Lumerical. Lumerical has an in-
built multi-coeﬃcient model for fitting the dielectric function to the sampled
experimental data. Although the Lumerical fit looks similar to Deinega’s, the
imaginary parts diﬀer significantly at the larger wavelengths, as shown in Figure
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Figure 4.11: Optical setup of Deinega’s nanowire in Lumerical. The grey cylin-
der is the nanowire itself, the blue region is the silica medium. The orange box
represents the simulation region and the pink arrow represents the solar irradi-
ance. Periodic boundary conditions are enforced. The silica medium extends to
infinite depth, such that no reflection occurs between the boundary of the silica
and vacuum.
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Figure 4.12: Optical absorption profile averaged over azimuthal angle. Results
from Lumerical are on the left, results from Deinega et al are on the right
[35]. For the Lumerical results, the highest generation rate (dark red) is 1.4 ⇥
1022cm 3s 1. For Deinega’s results (which were obtained using EMTL [44])
the colour scale goes up to 1.0⇥ 1022cm 3s 1 but the generation rate probably
goes higher than this due to the fact that the redness is over-saturated. Figure
on the right by Deinega and John [35], permissions granted.
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Figure 4.14: Current voltage curve for silicon nanowire solar cell. Short circuit
























Figure 4.15: Absorption spectrum for the nanowire array. The dashed black
line is that calculated by Deinega using EMTL. The coloured lines are results I
obtained using Lumerical for increasing mesh resolutions.
111
4.16b. This explains the disparity of absorption, and prompted me to model the






















Figure 4.16: (a) Refractive index data for Lumerical vs EMTL (Deinega). (b)
A closeup of the imaginary component of the Lumerical refractive index fit.
It turns out that Deinega uses a Modified Lorentz fit for silicon, for which
the source code for is not available: it is contained in a precompiled binary in
EMTL. However, this fit is discussed in his paper [34]. In this case, the dielectric
function depends both on the electric field and its first derivative with respect
to time. They achieve an extremely close fit to the experimental data.
4.3.2.2 Microvolt Heterojunction Test
All the work mentioned above is done in preparation for eventually being able
to simulate the TiO2/CdSe solar cell. However, the work done by Deinega et al
does not cover heterojunctions.
In order to test the capability of Microvolt to simulate heterojunction de-
vices, I looked for a paper that had modelled a heterojunction device electrically.
Metzger [129] had written a paper on interdigitated thin-film solar cells consist-
ing of ZnO, CdS and CIGS (copper indium gallium arsenide). In this paper,
2D charge transport simulations performed for devices where the n-type and p-
type regions of CIGS are distributed in a comb like structure (see Figure 4.17a),
topped with n-type CdS and ZnO. A simple test case for a 1D planar structure
is also studied in the paper (Figure 4.17b), so I started with that. The electrical
properties are listed in Table 4.1.
Figure 4.18 shows the J-V results from the Metzger heterojunction cell.
I tested the non-interdigitating cells (see Figure 4.17b). Metzger gets Jsc =
23 mA/cm2 and Voc = 0.64 V for an equilibrium hole density of p0 = 3 ⇥
1017cm 3, and Jsc = 27 mA/cm2 and Voc = 0.57 V for p0 = 1 ⇥ 1016cm 3.
These are the results which I aimed to reproduce using Microvolt.
4.3.2.3 Debugging the Heterojunction
Initial attempts to simulate this simple planar heterojunction were fraught with
problems. As I ran the Microvolt calculation, numerical instabilities occurred
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(a) (b)
Figure 4.17: Diagrams of devices simulated by Metzger [129]. Light is incident
from the top. The ZnO and CdS are n-doped. (a) Planar, 1D. (b) Interdigitated,
2D. The CIGS is p-doped in (b), and in (a) it has alternating regions of n-type
and p-type doping separated by width W . Original Figures by Metzger [129],
permissions granted.
Properties ZnO CdS CIGS
Eg (eV) 3.3 2.4 2.3 [28]
  (eV) 4.6 4.6 4.6
µe (cm2V 1s 1) 100 100 100
µh (cm2V 1s 1) 25 25 12.5
Doping (cm 3) n: 1018 n: 6⇥ 1017 Varied
"/"0 9 10 13.6
me/m0 0.2 1.2 0.09
mh/m0 1.2 0.8 0.72
Table 4.1: Table of properties for Metzger’s thin film solar cell [129]
Figure 4.18: Short-circuit current density (left) and open-circuit voltage (right)
for the Metzger cell [129]. The results are plotted against W (µm), the width of
the interdigitated regions. The straight black lines show results for cells without
interdigitations. Original figures by Metzger [129], permissions granted.
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p0, hole density in base (cm 3) Jsc(mA/cm2) Voc(V)
3⇥ 1017 23 0.64
1⇥ 1016 27 0.57
Table 4.2: Microvolt J-V results of the Metzger Heterojunction.
leading to pathological solutions, or NaNs (Not a Number). In order to determine
what was causing these issues, I tried varying diﬀerent material parameters and
used the gnu debugger, gdb, to get to the bottom of the issue.
The bandgap of ZnO is 3.3eV, which is quite wide compared to silicon with its
bandgap of 1.12eV. This can produce numerical problems because the intrinsic
concentration ni decays exponentially as the bandgap increases (since ni ⇠
exp( Eg/2kBT )), leading to a value of 10 8 cm 3 (compare this with Silicon
which has ni = 1010cm 3). The reason why this would be an issue is because of
the extremely large variation of electron and hole concentrations over a distance
of a few nanometers.
I discovered that the bug was related to solving the Jacobian linear system
of equations. In this case, one is trying to solve the matrix equation
J(wk) · wk =  F (wk) (4.31)
Rather than trying to inverting the Jacobian matrix J directly, one can use a
much more eﬃcient algorithm which indirectly inverts it via LU decomposition
(see section 4.29). The problem with the Jacobian was that it was populated
with full rows and columns of zeroes (see Figure 4.19), making it impossible to
invert.
4.3.2.4 Solution to Numerical Instabilities
The pathological rows and columns of zeroes are due to how the derivatives in
the Jacobian are computed. The method of forward diﬀerences is used, where
one approximates the derivatives as  f/ x where  x is set to a small finite
value such as 10 5 and the resulting change in f is  f ⇡ f(x +  x)   f(x).
This could be a problem if the change in f is several orders of magnitude smaller
than f itself. To avoid this problem, I set the generation rate G to zero while
calculating  f , since this quantity is constant and dominates the expression for
f . Mathematically this is the same result,
 f 0 = [f(x+ x) G]  [f(x) G] = f(x+ x)  f(x) =  f
but avoids losing numerical precision.
The final results obtained from the Microvolt simulation of the Metzger
heterojunction are listed in Table 4.2. The current density and voltage are a bit
higher than the results from Metzger [129], but the numerical method is stable
and the behaviour is consistent: lower p0 leads to higher Jsc and lower Voc.
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Figure 4.19: Printout of the Jacobian matrix for the continuity equations 4.21
and 4.22, for a mesh of 101 points (resulting in a 202⇥202 matrix). The bottom
half represents the electron continuity derivatives for all positions, the top half
represents the hole continuity derivatives for all positions. Note the large gap
in the centre full of zeroes, making the Jacobian ill-posed for the solution of the
continuity equations.
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4.3.3 Microvolt Setup for TiO2/CdSe Core-shell Nanowires
Microvolt simulations were run for the TiO2/CdSe core-shell nanowires. Peri-
odic boundary conditions were enforced, and the nanowires were embedded in
MEH-PPV polymer (since this is a typical hole-conducting polymer used in
solar cells and its charge transport properties are well known). Due to numer-
ical instabilities, 3D simulations or 2D radial simulations were impossible to
run. Therefore, the simulations were run in 1D after collapsing the 3D genera-
tion rate profile into 1D (see section 5.2.2.2). The material properties of TiO2,
CdSe and MEH-PPV were obtained from the literature and are listed in Table
4.3. The generation rate used in the Microvolt simulation was calculated from
Lumerical FDTD Solutions [120].
Properties TiO2 CdSe Polymer (MEH-PPV)
Eg (eV) 3.2 [177] 1.74 [96] 2.3 [28]
  (eV) 4.1 [116] 4.53 [20] 3.2 [114]
µe (cm2V 1s 1) 0.0524 [38] 700 [124] 0.42
µh (cm2V 1s 1) 0.0524 40 [124] 0.42 [6]
Doping (cm 3) Nd: 1017cm 3 [142] 0 0
"/"0 86 [72] 10 [72] 3 [186]
me/m0 10 [73] 0.13 [8] -
mh/m0 1 0.44 [8] -
Nc (cm 3) - - 5.3⇥ 1025 [161]
Nv (cm 3) - - 4.2⇥ 1025 [161]
Table 4.3: Charge transport properties of TiO2, CdSe and the polymer MEH-
PPV. The eﬀective masses aren’t defined in the polymer, but these can be





The coated nanowires and planar substrate form the main components of the
TiO2/CdSe solar cells under study in this thesis. To study the absorption
spectra of arrays of nanowires illuminated from above, 3D numerical methods
are required (such as FDTD). In order to be confident of the FDTD method,
the 2D results were compared to analytical Mie Theory. Coated nanowires
were modelled in 2D as infinitely long concentric cylinders, for which there
exist Mie Theory solutions. For the FDTD simulations, isolated nanowires were
illuminated from the side, as in Figure 3.13a. The results show how the core
radius and coating thickness eﬀect the absorption spectra, providing insight into
the results of the 3D simulation.
Apart from the nanowires, the main component in the TiO2/CdSe cell is
the CdSe-coated TiO2 substrate beneath the nanowires. FDTD simulations of
planar slabs in 1D were carried out, to see what eﬀect the TiO2 has on the
absorption in the CdSe, and to see what diﬀerence the cylindrical geometry of
the nanowires has on the absorption spectra. These planar simulations were
verified against the Transfer-Matrix method.
5.1.1 Coated Cylinders
Figure 5.1 shows the Mie absorption eﬃciency calculated by FDTD simulation
and Mie theory for a CdSe coated TiO2 cylinder. This is defined as Qabs =
 abs/2b, where  abs is the absorption cross-section and b is the total radius
of the coated cylinder. As can be seen, the simulation results match up well
with Mie theory, validating the FDTD method (at least in 2D). The peaks in




















Figure 5.1: Mie absorption eﬃciency Qabs for an infinite coated cylinder with
core radius a = 200nm and coating thickness 20nm. Red crosses are results
from the Lumerical simulation, the black line represents results from Mie theory
calculations.
5.1.1.1 Varying Core Radius
In Figure 5.2 the absorption eﬃciency has been plotted for TiO2 cylinders with
varying radii (50nm, 80nm, 100nm) surrounded with a 20nm CdSe coating.
As the core radius increases, the number of resonances increase, due to a lar-
ger number of modes fitting inside the cylinder. The peaks in absorption are
weighted by the imaginary part of the refractive index of CdSe. The sudden
drop in absorption at about 720nm is due to the imaginary part of the refractive
index of CdSe dropping to zero.
5.1.1.2 Varying Coating Thickness
Figure 5.3 shows the absorption eﬃciency for varying thicknesses of the CdSe
coating (10nm, 20nm and 30nm). As the coating thickness increases the peaks
broaden and get red-shifted. The red-shift is due to the larger total radius,
whilst the broadening is due to the dampening of the resonance from having
two materials of diﬀerent refractive index. Overall absorption increases with
coating thickness, with the exception of the near infra-red wavelengths.
5.1.2 Planar Slabs
Results were gathered for planar slabs of pure CdSe and TiO2/CdSe, to see
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Figure 5.2: Absorption eﬃciency Qabs against wavelength for a TiO2/CdSe
cylinder with a coating thickness of 20nm. Mie theory results are coloured
lines, FDTD results are coloured circles. Purple is a coated cylinder with core
radius a = 50nm, teal 80nm and blue 100nm. The dashed black line represent
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Figure 5.3: Absorption eﬃciency Qabs against wavelength for a TiO2/CdSe
cylinder with a core radius of 80nm. Mie theory results are coloured lines,
FDTD results are coloured circles. Orange represents a coating thickness of
h = 10nm, teal 20nm and yellow 30nm.
results are calculated using the Transfer Matrix method. Simulation results are
gathered from Lumerical FDTD Solutions.
5.1.2.1 Pure CdSe Slabs
The absorbance of slabs of pure CdSe are plotted against wavelength for various
thicknesses in Figure 5.4. The absorbance saturates for most wavelengths after
a threshold thickness of 20nm, but carries on increasing slightly in the violet to
ultra-violet range.
5.1.2.2 TiO2/CdSe Slab
The absorption for CdSe coated TiO2 slabs is plotted against wavelength in Fig-
ure 5.5 for constant CdSe thickness and Figure 5.6 for constant TiO2 thickness.
As the thickness of the TiO2 increases from 100nm to 200nm, more absorption
peaks occur due to a larger number of resonances fitting inside the combined
slab. In contrast to CdSe on its own (Figure 5.4), increasing the thickness of the
CdSe beyond 20nm in the TiO2/CdSe slab increases the absorption in CdSe.
5.1.2.3 Nanowires vs Planar Solar Cells
Results were obtained that justify the usage of nanowires instead of planar slabs



















Figure 5.4: Absorbance against wavelength for planar slabs of pure CdSe. The-
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Figure 5.5: Absorption against wavelength for a TiO2 slab with a 20nm thick
CdSe coating. Lines are theoretical results, crosses are FDTD results. Purple
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Figure 5.6: Absorption against wavelength for a 160nm thick TiO2 slab coated
with various thicknesses of CdSe. Lines are theoretical results, crosses are FDTD
results. Orange represents a coating of 10nm, purple 20nm, teal 30nm and blue
40nm.
planar slab with the same volume of CdSe, one will get less absorption of light.
For an array of 1000nm long nanowires with core radius a = 100nm and coating
thickness h = 20nm, a planar slab of CdSe with the same volume would be
60nm thick. Figure 5.7 shows the absorption for a 60nm slab is significantly less
than in the nanowire case, and that a 300nm thick planar slab is required for
comparable absorption. This shows that the optical path length is significantly
enhanced when the CdSe is distributed in a coated-nanowire geometry.
5.1.3 Rough Coating vs Smooth Coating
3D FDTD simulations were carried out of light incident on nanowires from above
to check whether an ideal smooth coating can accurately model a nanowire with
a more realistic rough coating (see Figure 5.8). The rough coating was generated
by creating a matrix of random values in k space, applying a gaussian filter,
Fourier transforming back to real space then wrapping around a cylindrical
surface. The mean coating thickness was 20nm and the roughness amplitude
was set at 5nm, which reflects the typical size of CdSe nanoparticles [105].
As Figure 5.9 shows, the results for rough and smooth coatings are sim-
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Figure 5.7: Absorption for a planar CdSe slab (purple 60nm and teal 300nm) as
well as a TiO2/CdSe nanowire cell with core radius 100nm and coating thickness
20nm (blue dashed line).
Figure 5.8: 2D cross-sectional view of the TiO2 nanowire (light blue) with a
rough CdSe coating (dark blue). This coating was procedurally generated using
a random number generator and gaussian filter. The default coating thickness
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Figure 5.9: Absorption spectra for nanowires with a smooth coating (solid purple
line) and rough coating (dashed teal line).
5.2 Core-shell Nanowires and the eﬀect of Geo-
metry on Absorption
The main device studied in this thesis is the TiO2/CdSe nanowire array, as
described in section 3.3. Each nanowire consists of a TiO2 electron-conducting
core surrounded by a CdSe extremely thin absorber. The array of nanowires is
embedded in a hole-conducting transparent polymer and is sandwiched between
gold and TCO (transparent conducting oxide) electrodes. A diagram of this
device is shown in Figure 1.5. The following sections detail the results obtained
from optical and charge transport simulations.
5.2.1 Optical Results
FDTD simulations were performed on the TiO2/CdSe nanowire array, using
Lumerical FDTD solutions. Results were obtained for the total absorption as
a function of geometry (section 5.2.1.1), which would allow one to optimise the
solar cell. Absorption spectra for diﬀerent nanowire parameters were calculated
(section 5.2.1.2), to see what eﬀect the geometry has on absorption. Electromag-
netic field profiles were plotted in the time and frequency domains to understand













Figure 5.10: The size of the unit cell (dashed line) in the periodic FDTD simu-
lations scales with the size of the core. The radius of the core is a, the width of
the unit cell is 4a. Increasing the coating thickness h by a factor of ⇠ does not
change the unit cell. Increasing the core radius a by a factor of ⇠ will increase
the width of the unit cell by the same factor. The core filling ratio fC is such
that the unit cell width is twice the core diameter, i.e. fC = ⇡a2/(4a)2 = ⇡/16.
5.2.1.1 Light Absorption vs Geometry
By performing multiple FDTD simulations with a range of geometrical para-
meters, one can optimise the light absorption of the solar cell with respect
to nanowire arrangement, core radius and shell thickness. Figure 5.11 shows
the maximally achievable photocurrent density for a periodic square lattice of






where e is the electron charge, h is Planck’s constant, c is the speed of light,   is
wavelength,  ( ) is the ground-level solar intensity in Wm 2nm 1, and ↵( ) is
the absorption. This calculation assumes perfect quantum eﬃciency, i.e. a one-
to-one ratio of photons absorbed to charge carriers collected by the electrodes.
The filling ratio, fC , defined as the ratio of the nanowire core cross-sectional
area to the base area of the unit cell, is kept constant at a value of ⇡/16 = 0.196
(see Figure 5.10). This means that the size of the unit cell scales with the size
of the core but does not change with the thickness of the shell.
As might be expected, the nanowires with the thinnest cores and thickest
shells absorb the most light, since the density of absorbing material is greatest.
However, the medium core (a = 150 nm) yields the same absorption as the thin
core (a = 100 nm) despite having a lower density of absorber material. This
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Figure 5.11: Colormap of photocurrent density for a periodic square lattice of
nanowires with diﬀerent core radii and shell thicknesses. Colours represent the
magnitude of the photocurrent (red is high, blue is low). The geometry of one
nanowire is shown pictorially for each data point as a ring whose size scales
with core radius and width scales with shell thickness. The unit cell is twice the
diameter of the nanowire core, leading to a filling ratio of fC = ⇡a2/(4a)2 =
⇡/16 = 0.196
is due to the medium core supporting more waveguide modes than the thinner
core. Hence, one can use less CdSe for medium core nanowires than thin cores
and achieve the same amount of absorption.
As shown in Figure 3.14, results were gathered for diﬀerent lattice arrange-
ments of nanowires. Figure 5.12 shows the change in photocurrent density,
relative to the ordered square lattice case, for these arrangements of nanowires
while keeping the filling ratio (fC = 0.196) fixed. For the ordered hexagonal
arrangement, the results show enhancement for the thick cores (between 5% and
12%) but otherwise the diﬀerences are negligible (about ±1%). For the random
nanowire simulations, a periodic supercell of 25 nanowires was generated, and
results averaged over 3 simulations with diﬀerent random number seeds. The
results show that random nanowires are only advantageous for thin cores, where
the enhancement goes up to 10%. Otherwise it is disadvantageous (up to 18%
lower).
Similarly to the fully random case, the semi-random square lattice enhances
the absorption for thin cores by up to 8% and is worse for medium cores by
up to 5%. The thick cores show a very small improvement of up to 3%. The
semi-random hexagonal lattice shows similar results except that for thin cores









Figure 5.12: Enhancement of photocurrent density, JJsquare , in diﬀerent nanowire
arrangements when compared to the ordered square lattice results from Figure
5.11. Red represents greater photocurrent, while blue represents less photocur-
rent. Each ring is split into four quadrants representing the enhancement of
each type of nanowire array: top-left (semi-random square), bottom-left (semi-
random hexagonal), bottom-right (random) and top-right (ordered hexagonal).
5.2.1.2 Analysis of Spectra
In order to understand why certain nanowire characteristics lead to better
photovoltaic performance, the absorption as a function of wavelength was ana-
lysed. Figure 5.13 shows the absorption spectra for selected nanowire geomet-
ries: ordered square lattice arrays, random arrays and single isolated nanowires.
Resonances in the absorption spectra match up between ordered, random and
single nanowires at wavelengths 490nm, 635nm and 695nm for the large cores
(a = 200 nm). These peaks are therefore due to the geometry of individual
nanowires rather than their arrangement. For the ordered nanowire arrays, sec-
ondary peaks occur due to periodic eﬀects which are not present for random
nanowires, particularly at wavelengths 550nm, 560nm, 590nm, and 675nm.
By comparing results for isolated nanowires of diﬀerent thicknesses (Figure
5.13b), it is evident that the wavelengths of absorption resonances are determ-
ined strongly by the core radius. There are two prominent resonances that occur
for the isolated nanowires, on the blue and red sides of the spectrum (e.g. for
a = 200 nm these occur at 490 nm and 740 nm). Table 5.1 shows that there
is an almost constant ratio between the wavelengths of these absorption peaks
and the core radius or total radius (core plus shell). These are due to specific
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Figure 5.13: Absorption spectra for diﬀerent nanowire arrangements with a
shell thickness of 30 nm. In (a), the total absorption percentage is calculated
for the ordered and random arrays of nanowires. In (b), the Mie absorption
eﬃciency Qabs is calculated for the isolated nanowires. The black lines in (a)
and (b) show the absorption for the case where the core radius a = 200 nm.
One can see the major peaks lining up between the isolated nanowires, ordered
arrays and random arrays. The coloured lines show the absorption for other
core thicknesses.
Core radius, a (nm) 160 170 180 190 200
2a/ 1 0.500 0.507 0.522 0.528 0.541
2a/ 2 0.780 0.773 0.800 0.800 0.816
Total radius, b (nm) 190 200 210 220 230
2b/ 1 0.589 0.597 0.609 0.611 0.622
2b/ 2 0.927 0.909 0.933 0.926 0.939
Table 5.1: Ratios of core (total) diameter, 2a (2b), to peak wavelength (of the
peaks in Figure 5.13b).  1 is the wavelength for the right peak, and  2 is the
wavelength for the left peak.
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Figure 5.14: Heat maps of absorption per unit volume in one nanowire of a
periodic array with core radius 200nm and shell thickness 30 nm. Top shows
absorption averaged over the axial dimension, bottom shows the absorption
averaged over the z dimension. Absorption per unit volume for three diﬀerent
wavelengths is shown: 400nm, 490nm and 550nm. These wavelengths were
chosen because the largest absorption peak in Figure 5.13a is at 490nm, while
400nm and 550nm lie on either side of the peak.
5.2.1.3 Field Profiles: Frequency Domain
Figure 5.14 shows the absorption per unit volume for thick nanowires (a =
200nm) in an ordered periodic array at three diﬀerent wavelengths: 400 nm, 490
nm and 550 nm. Hotspots appear at 490 nm, as this is where the peak in ab-
sorption occurs (see Figure 5.13a), whereas 400 nm and 550 nm are wavelengths
either side of the peak. This suggests that the 490 nm waves can maintain a
large amplitude at the surface, which suggests some compatibility between the
nanowire radius and the wavelength of the light. The exact nature of this com-
patibility is not entirely clear, but some insight can be gained by considering the
time domain results in section 5.2.1.4, and observing how the scattered waves
evolve.
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Figure 5.15: The electric field intensity, |E|2, of the light propagating through
the nanowire and subsequently reflecting back up. This is a cross-sectional
view. Four snapshots in time are taken. The colour scales range from red for
high intensity to blue for low intensity.
5.2.1.4 Field Profiles: Time Domain
Figure 5.15 shows the intensity of the electric field at diﬀerent time snapshots.
This demonstrates both the scattering and wave-guide eﬀects of the nanowire on
the electromagnetic field. The incident field is an x polarised pulse of planewave
light with most power in the 400nm to 800nm band. As the light enters the
nanowire, the change of refractive index causes it to refract from the corners,
where it acquires a z-component and subsequently undergoes multiple internal
reflections. It is important to note that the top interface of the nanowire has a
strong eﬀect on the scattering and absorption of light. This means that analytic
theories developed for infinitely long dielectric cylinders (i.e. fibre optic cables)
cannot be used straightforwardly to calculate the amount of light absorbed in
the nanowire. However, from Figure 5.15 we observe that certain wavelengths
are strongly guided inside the nanowire, thus defining wavelengths at which the
intensity is greatest in the shell and therefore achieving the highest absorption.
5.2.2 Coupled Optical / Charge Transport Results
FDTD simulations were carried out of CdSe-coated TiO2 nanowires on TiO2
substrates. The absorption profiles obtained from these simulations were integ-
rated over the solar spectrum using MATLAB to get the generation rate. The
resulting generation rate profiles were coupled with charge transport simulations
using the Microvolt C++ code. Results were obtained for photocurrent density
of diﬀerent nanowire geometries. Due to numerical instabilities in 2D and 3D,






















































Figure 5.16: 2D generation rate profiles of TiO2/CdSe Core-shell nanowires.
The generation rate is measured in free electron-hole pairs per second per cm3.
On the left the nanowire has core radius of 100nm and coating thickness of 20nm.
On the right the core radius is 200nm and coating thickness is 30nm. The heat
map ranges in colour from black (zero generation rate) to yellow (maximum
generation rate).
5.2.2.1 Generation Rate
Figure 5.16 presents the generation rate profiles obtained from Lumerical and
MATLAB calculations in 3D. The nanowires have radii of 100nm and 200nm,
a height of 1µm and coating thicknesses of 20nm and 30nm respectively. The
TiO2 substrate is 0.2µm thick and the distance from the top of the nanowires
to the electrode is also 0.2µm. The highest generation rate is 1.2⇥1022s 1cm 3
and this occurs near the top of the nanowire. The lowest generation rate occurs
at the bottom of the nanowire at about 4⇥ 1021s 1cm 3.
5.2.2.2 Conversion to 1D
Due to numerical instabilities, only 1D simulations could be performed. The
nanowires in the model have to be collapsed into planar slabs. To do this,
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first the spatial generation rates from the 3D simulations are approximated by




where Vreg is the volume of the simulation region, Vshell is the volume of the
nanowire shell and Gavg is the average generation rate over the whole simulation
region. The simulation region is a cuboid with the volume Vreg = p2(L + h)
where p is the lattice constant, L is the length of the nanowire and h is the shell
thickness. The shell covers the substrate (not included in the simulation region)
and the core cylinder. Its volume is Vshell = ⇡L(b2   a2) + p2h where a is the
core radius and b = a + h is the total radius. To get the 1D generation rate,
Gshell is then multiplied by a factor nopt corresponding to the extra volume a
















The TiO2 and polymer thicknesses were both set to 0.7µm. This is half the
length of the nanowire plus the initial substrate thickness (0.5µm + 0.2µm =
0.7µm).
5.2.2.3 Energy Levels and Charge Densities
Figure 5.17 shows the energy levels for a 1D silicon p-n diode for reference. Note
the large changes in carrier density across the p-n junction (almost 10 orders
of magnitude). However, the changes in carrier density are relatively smooth
and the numerical method for solving this system is stable. The conduction and
valence bands change smoothly.
Figure 5.18 shows the energy levels for the TiO2/CdSe/polymer device in
1D. The changes in carrier density are much higher, at about 30 orders of
magnitude (note that double precision floating point numbers can only have up
to 15 significant digits). In addition, the bandgaps are large and the band edges
have large step changes over a short distance. Without implementing the fixes
in section 4.3.2.4, the numerical method would be unstable for this problem,
even in 1D.
5.2.2.4 J-V Curves
Figure 5.19 shows the J-V curves obtained for the TiO2/CdSe/polymer device
for diﬀerent radii a and coating thicknesses h. For nanowires with core radii
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Figure 5.17: Plot of energy levels, charge densities and currents across the 1D
Silicon diode. The p-n junction is located in the centre at x = 0.5µm.
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Figure 5.18: Plot of energy levels, charge densities and currents across the































Figure 5.19: Current density J plotted against Voltage V for diﬀerent nanowire
parameters.
of 100nm, increasing the coating thickness from 10nm to 30nm increased Jsc
from 10.1 mA cm 2 to 15.1 mA cm 2, decreased Voc from 0.58V to 0.56V and
decreased the fill-factor from 74% to 61%. For a core radius of 200nm, Jsc
increased from 6.3 mA cm 2 to 10 mA cm 2, Voc decreased from 0.58V to
0.56V and the fill-factor decreased from 77% to 64%.
5.2.2.5 Maximum Power Yield
Figure 5.20 shows the power yield obtained for diﬀerent coating thicknesses and
core radii. The highest power yield is for the thinnest core and thickest coating,
a = 100nm and h = 30nm. This nanowire geometry yields a maximum power
density of 52 W m 2 and an eﬃciency of 5.3%. This is theoretically enough to
power 5 energy eﬃcient light bulbs with one square metre of solar cells. The
lowest power achieved (28 W m 2) is for the nanowires with the largest core
and thinnest coating, a = 200nm and h = 10nm.
5.3 Nanoparticle Nanowires
Many nanowire solar cells are sensitised using nanoparticles to improve their op-
tical absorption. Semiconductor absorbers often grow in nano-crystalline forms,
and it is not until they are annealed that the coalesce into a conformal shell.
Nanoparticles have a higher absorption per unit volume than conformal coat-
ings. It is for these reasons that nanoparticle coatings are studied in this thesis.
5.3.1 Absorption Spectra
Figure 5.21 shows the absorption spectra for the nanoparticle coated nanowires
calculated by FDTD simulations. The absorption decays with wavelength, mir-
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Figure 5.20: Maximum power yield for core radii of 100, 150 and 200nm and
coating thicknesses of 10, 20 and 30nm. The thinnest nanowires with the thickest
coatings have the largest power output.
roring the imaginary part of the dielectric function of PbS. This shows that the
nanoparticles do not appear to have any wavelength dependent eﬀect on the
absorption apart from that of the dielectric function. This is due to the fact
that the nanoparticles are much smaller than the wavelength of light.
There is a clear increase in absorption with the size of the nanoparticles, as
shown in Figure 5.22a. At first the absorption, A, increases linearly for small
sizes of nanoparticles, but then increases sub-linearly for larger sizes, suggesting
an exponential decay of 1   A with volume of the nanoparticles. Indeed, as
Figure 5.22b shows, this is the case.
As the number of nanoparticles, N , increases, the absorption increases at a
slower and slower rate (see Figure 5.23a). Figure 5.23b shows the product of
the absorption and solar intensity integrated over all wavelengths, which results
in the maximally achievable photocurrent density, JMAPD.
5.3.2 Absorption vs Height
Figure 5.24 shows the absorption profile along the length of the nanowire. The
absorption is slightly higher near the top of the nanowire, suggesting a shadow-
















��� �� ��������� ��� ���
��� �� ��������� ��� ���
��� �� ��������� ��� ���
��� �� ��������� ��� ���
��� �� ��������� ��� ���
��� �� ��������� ��� ���
��� �� ��������� ��� ���
��� �� ��������� ��� ���
��� �� ��������� ��� ���
��� �� ��������� ��� ���
Figure 5.21: Absorption spectra for nanoparticle coated nanowires. The thick
lines represent the nanowires with 500 nanoparticles. The dashed lines represent
100 nanoparticles. Diﬀerent colours represent diﬀerent nanoparticle diameters.
(a) (b)
Figure 5.22: (a) Absorption at   = 400nm against the cube of nanoparticle
radius for nanowires coated with 1000 nanoparticles. The lattice spacing is
192nm. Results for three diﬀerent nanowire radii are shown. The radius of the
nanoparticle is r. (b) Logarithmic plots of 1 A vs size of nanoparticle, showing
that 1 A decays exponentially with r3.
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(a) (b)
Figure 5.23: (a) Plot of absorption at   = 400nm vs number of nanoparticles.
(b) JMAPD vs number of nanoparticles
Average Generation Rate (/m3/s) #1027











6 Generation Rate of Kaust Nanowires (a=25nm, th=9nm N=1000) vs height
Figure 5.24: Average absorption (m 3s 1) against height of the nanowire. The
absorption is fairly even over the length of the coating. The orange line shows
























Figure 5.25: Absorption spectra for nanowires coated with randomised nano-
particles (crosses) and ordered nanoparticles (lines). The nanowire spacing is
120nm and the nanoparticle diameters are 9nm. Results for three nanowire
thicknesses are shown with core radii of 25nm (purple), 40nm (blue) and 50nm
(orange).
5.3.3 Random vs Ordered Nanoparticles
Figure 5.25 compares the absorption spectra of nanowires with randomised nan-
oparticles and ordered nanoparticles. Results are shown for various radii with
lattice constant p = 120nm and nanoparticle diameter 9nm. There is little dif-
ference in total absorption whether the nanoparticles are ordered or randomised,
and the benefits vary with nanoparticle size: random arrangement is beneficial
for nanoparticles of size 40 nm, but ordered is beneficial otherwise.
5.3.4 Total Absorption
Figure 5.26 shows the maximally achievable photo current density, JMAPD, for
diﬀerent nanowire radii, nanoparticle diameter and numbers of nanoparticles,
with lattice constant p = 192nm. This is calculated by using the same expression
as equation 5.1. JMAPD was calculated using FDTD and integrated with the
solar spectrum, as before.
Figure 5.27 shows the same JMAPD results but for two other lattice spacings:
p = 120nm and p = 240nm. The behaviour is the same, but the overall photo-
current density is scaled up by the increase in nanowire (and coating) density.
So comparing the results of Figure 5.27a with 5.27b, the density is higher by a
factor of 4 (since the radius is halved) so the photocurrent is approximately 4
times greater. Therefore, there is not much dependence on the wavelength or
lattice spacing.
Figure 5.28 shows the JMAPD per unit volume of coating material. This
shows that the nanowires with the lowest numbers of nanoparticles have the
highest absorption per unit volume. In addition, the nanowires with larger radii
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Figure 5.26: Plot of maximally achievable photo current density, JMAPD, for dif-
ferent nanowire radii, nanoparticle diameters and numbers of nanoparticles with
a lattice constant of 192nm. The nanoparticles are arranged on the nanowires
randomly. Ordered nanoparticles give similar results. Each pictorial element
represents a single value of nanowire radius and nanoparticle diameter, but is
split into 3 sections for three numbers of nanoparticles: 100, 500 and 1000
nanoparticles.
(a) (b)
Figure 5.27: Same as Figure 5.26 but for two other lattice constants, (a) 120nm
and (b) 240nm.
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Figure 5.28: JMAPD per unit volume for diﬀerent nanowire parameters.
have higher absorption density. This is probably due to a waveguide eﬀect, as
these nanowires that take up more of the unit cell will guide more light than
those that take up less of the unit cell.
5.3.5 Absorption per Unit Volume, 
We can calculate the absorption per unit volume of one nanoparticle, . The
relation between  and the total absorption, A, is derived in Appendix A as
A = 1  e NDVD
where ND is the number of nanoparticles per nanowire and VD = 43⇡r
3 is the
volume of a nanoparticle. We find  by plotting log(1 A) against r3 and finding





Figure 5.29 shows the dependence of  against wavelength for nanowires
with diﬀerent sets of parameters. There are ripples in the  curves for N = 100,
where the nanoparticles are more sparse. This could be due to wavelength
interference eﬀects. As the number of nanoparticles increases, the wavelength
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Figure 5.29: Plot of absorption per unit volume, , against wavelength for
a variety of diﬀerent numbers of nanoparticles and radii of nanowires.  is
calculated by gathering results for nanoparticles ranging from 4nm to 9nm in
diameter.
interference cancels out and  follows the same behaviour as the base material
extinction coeﬃcient (shown in Figure 3.17). As can be seen, each nanoparticle’s
ability to absorb light decreases as more nanoparticles are added, as photons
absorbed in one nanoparticle are not absorbed in another nanoparticle. This can
be seen in Figure 5.30 where  curves have been plotted against the number of
nanoparticles. One can see that the eﬀectiveness of each nanoparticle decreases
as they are packed closer together ( decreases with N).
Non-trivially,  is higher for the nanowires with larger radii, even though the
overall density of nanoparticles has not changed. This is due to the fact that
light captured in the nanowire is directed to the edge (due to internal reflection)
where it gets absorbed by the coating. If the radius is small compared to the
unit cell, then less light will enter the nanowire and therefore less will be directed
to the coating. Figure 5.31 shows that the optimum nanowire radius is 85nm
for a lattice spacing of 192nm.
5.3.6 Conformal Coating vs Nanoparticles
The solid lines in Figure 5.32 show the absorption spectra for conformal coatings
of diﬀerent thicknesses. The absorption is higher than when using nanoparticles
and remains above 50% for most of the solar spectrum. However, as seen in
Figure 5.33 the absorption per unit volume is much lower. This may be due to
the enhanced scattering and absorption cross-sections of the nanoparticles. This
142
Figure 5.30: Plot of  against number of nanoparticles for lattice constant
p = 192nm and wavelength   = 400nm. The blue curve is for nanowires with a
core radius of a = 25nm, and the green curve is for a = 50nm.
Figure 5.31: Plot of  against radius of nanowire for   = 400nm, p = 192nm






























Figure 5.32: Absorption spectra of conformal coatings (solid lines) and nano-
particles (dashed lines). N = 500, a = 25nm, p = 120nm
shows that if economising on material use, it is better to sensitise the nanowires
with separated nanoparticles rather than a conformal layer.
5.4 Discussion of Results
5.4.1 Optical Properties of TiO2/CdSe Nanowires
The results in section 5.2.1.1 show that the best solution to optimise the per-
formance of core-shell nanowires is to have a thin core, thick shell and a random
arrangement of nanowires.
Square or hexagonal lattice arrangements make a negligible diﬀerence in
photocurrent except for large radius nanowires (where the hexagonal lattice is up
to 16% better). Semi-random arrangements show little performance diﬀerence
(within ±8%). Random arrangements show the greatest change in performance
(+12% for thin cores and -18% for medium cores).
When comparing diﬀerent core and shell thicknesses, the diﬀerences in pho-
tocurrent are much greater. For the square periodic arrangement, having a thick
core and a thin shell (10 nm) leads to a photocurrent of 60 mA/cm2, where-as
thin and medium cores with a thick shell (30 nm) leads to a photocurrent of
150 mA/cm2, a 150% enhancement.
For thick cores, the geometry (radius and shell thickness) correlates well
with the absorption spectra. Prominent peaks in absorption line up at specific
frequencies due to the excitation of waveguide modes. The peaks are inde-
pendent of nanowire arrangement (ordered, random, isolated), although they




































Figure 5.33: Absorption per unit volume of conformal coatings (solid lines) and
nanoparticles (dashed lines).
the ordered nanowire absorption spectra due to periodic eﬀects, but these are
too insignificant to contribute much to the total absorption. The field profiles
in section 5.2.1.3 show that waveguide modes are excited in the nanowires at
wavelengths corresponding to peaks of absorption.
The results in section 5.2.1.4 show that the planar interface at the top of
the nanowire is an important factor in the optical scattering. It is therefore
diﬃcult to calculate the light absorption analytically. A simple theory of optical
waveguides [162] cannot be used in this case, since this assumes infinitely long
cylinders and therefore cannot treat the boundary conditions at the end of the
cylinder.
In conclusion, while diﬀerences in arrangement can increase or decrease op-
tical absorption, the geometry of individual nanowires (core radius and shell
thickness) is far more important. In addition, results show that one doesn’t
need to put eﬀort into ensuring the nanowires are ordered, since this does not
enhance their ability to absorb light.
5.4.2 Charge Transport in TiO2/CdSe Nanowires
In section 5.2.2 are the results of the coupled optical and charge transport simu-
lations. Optical absorption profiles obtained from Lumerical FDTD simulations
were integrated with the solar spectrum and then used as the input generation
rate in Microvolt. Due to numerical instabilities caused by the large variations
in charge density and material properties, simulations could only be run in 1D.
Therefore, the 3D generation profiles were collapsed into 1D. Results were ob-
tained for coating thicknesses of 10nm, 20nm and 30nm, as well as core radii of
100nm, 150nm and 200nm. The highest power yield was for the thinnest core
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(100nm radius) and thickest coating (30nm) with a power density of 52 W m 2
and eﬃciency 5.3%. This is because of the higher packing density of nanowires
and the fact that the carrier diﬀusion length in CdSe is greater than its thick-
ness. Thicker coatings lead to a lower Voc and fill-factor due to the internal
resistance, but this is more than oﬀset by the high Jsc.
5.4.3 Optical Properties of Nanoparticle Nanowires
In addition to the TiO2/CdSe nanowires, optical absorption results were gathered
for ZnO nanowires coated with PbS nanoparticles. It was shown that the ab-
sorption spectra curves match the shape of the imaginary part of the dielectric
function of PbS. In other words, the nanoparticles (which had diameters from
4nm to 9nm) were too small to have any wavelength dependent eﬀect on the
absorption.
The nanoparticles were found to have a high absorption per unit volume
when compared to a conformal coating. It was also determined that the ab-
sorption depends on the radius of the nanowire cores, in that it is higher for
tightly packed nanowires, where the core diameter is comparable to the unit cell.
This is due to the waveguide eﬀect the nanowires have, as light that enters the
centre of the nanowire gets refracted towards the edges where it is subsequently
absorbed by the nanoparticles.
5.5 Overall Conclusions
Overall, it was determined that the positional arrangement of nanowires does
not matter as much as the individual nanowire geometries. Random or ordered
placements make little diﬀerence in the total absorption. Results from the simu-
lations show that power yield is maximised when densely packing thin nanowires
with thick coatings. For nanowires coated with nanoparticles, the arrangement
of the nanoparticles does not matter as much as the size and density of the nan-
oparticles, or the size of the nanowires. Nanoparticles have a high absorption
per unit volume but conformal shell coatings are preferred over nanoparticles
due to the much higher overall absorption.
There are limitations in the modelling due to the wide bandgaps and com-
plicated device physics. More work is need to study the charge transport in
metal-oxides and interfaces, and to determine the ultimate combination of ma-
terials and parameters for coated nanowire solar cells. This would be helped
by writing an open-source, multiphysics simulator that other researchers and




6.1 Summary of Work Done
The purpose of this thesis was to optimise nanostructured solar cells. We sur-
veyed the literature on coated nanowire solar cells, and determined what theor-
etical work needed doing. Then we ran simulations to understand and ultimately
optimise the photocurrent of such solar cells.
We used the Finite-Diﬀerence Time-Domain (FDTD) method for determ-
ining the optical properties of the nanowires, implemented using Lumerical
FDTD Solutions [120]. This method was tested and verified against analyt-
ical Mie Theory [178]. Charge transport in the nanowires was simulated using
a finite-diﬀerence discretisation of the drift-diﬀusion equations [158]. This was
implemented using the Microvolt C++ code [131] developed by Deinega et al
[35]. After fixing bugs in the code which caused numerical instabilities for wide
bandgap semiconductors, Microvolt was tested against results for heterojunction
solar cells in the literature [129]. Optical absorption profiles generated from the
FDTD method were input into the charge transport simulations for determining
the overall photocurrent.
The optical properties were determined for nanowires with a TiO2 core and
CdSe shell, as well as ZnO nanowires coated with PbS nanoparticles. Using the
FDTD method we determined the absorption profiles as a function of position,
absorption spectra as a function of wavelength and total absorption as a function
of geometrical parameters. For the TiO2/CdSe nanowires, the core thickness
(radius) and coating thickness were varied. Diﬀerent arrangements were tested
ranging from isolated nanowires to periodic or randomised arrays of nanowires.
For the ZnO/PbS nanowires, the core thickness (radius), number density of
nanoparticles and nanoparticle radius were all varied. Diﬀerent types of coatings
were studied for the ZnO/PbS nanowires, including conformal coating (as in the
TiO2/CdSe case), randomised position of nanoparticles and ordered positions
of nanoparticles. A model was constructed for relating the absorption per unit
volume in the ZnO/PbS nanowires to the number and radius of nanoparticles.
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Charge transport was studied in the TiO2/CdSe nanowires. The generation
rate calculated from FDTD was input into the charge transport model. The aim
was to determine which combination of nanowire parameters (coating thickness
and core radius) lead to the the highest power eﬃciencies.
The absorption of light inside the CdSe layer on cylindrical and planar TiO2
substrates has been analysed. This has been achieved using Mie scattering the-
ory, equations of reflectance and transmittance in slabs, and FDTD simulations.
It is evident that the absorption in the CdSe layer is largely eﬀected by the TiO2
and the geometry.
6.2 Complications and Future Work
6.2.1 Optical Properties
Due to the diﬃculties of obtaining dielectric fits for organic polymers, the poly-
mer in the solar cell was treated as a non-absorbing dielectric. Also, the TiO2
and ZnO were treated as non-absorbing dielectrics. In reality, they absorb light
in the UV range. However, there were diﬃculties of obtaining an accurate
FDTD fit of the dielectric function over the combined UV and visible range.
Simulations were restricted to the visible 400-800nm range. This problem could
be be overcome by performing two diﬀerent optical simulations: one for visible
light where   > 400nm (metal-oxides are transparent dielectrics) and one for
UV light where   < 400nm (metal-oxides have complex dielectric functions and
non-zero absorption). Then these two simulations could be combined to obtain
the absorption over almost all of the solar spectrum.
6.2.1.1 Electronic Structure Calculations
We are assuming the bulk dielectric functions for the materials in the solar
cell. One may have to take into account the finite-width of materials to calcu-
late a more accurate dielectric function. For the extremely thin CdSe layer in
the TiO2/CdSe solar cell, there exist no results in the literature for the dielec-
tric function of CdSe in this environment. To calculate the dielectric function,
ab-initio electronic structure calculations of the solar cell components (bulk ma-
terial and interfaces) could be done using Density-Functional Theory.
DFT is an eﬃcient method (in principal) for solving the many-body Schrödinger
equation. Solving it directly cannot be done in polynomial time, as the number
of interactions between each electron grows factorially with the number of elec-
trons. DFT reformulates the Schrödinger equation such that each electron feels
an eﬀective potential which is dependent on the electron density only, not the
position of each electron separately. In other words, the many-body problem is
mapped onto a mean-field problem. Time-dependent DFT extends the theory
to time-dependent potentials. This is needed for example to calculate the polar-
isability and hence the dielectric function. Using the CRYSTAL computational
tool [41], one could calculate the dielectric function as a function of position,
taking into account the proximity of TiO2/CdSe and CdSe/polymer interfaces.
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In addition, the electronic structure calculations could provide the charge
carrier mobilities (for bulk and interface), surface recombination and charge
injection rates to input into the charge transport model.
6.2.2 Charge Transport
6.2.2.1 TiO2 Charge Transport
The TiO2 was treated as a crystalline semiconductor. In reality, the charge
transport is more complicated and occurs through polaronic hopping [73, 195].
Using Marcus Theory [125], one could construct a more accurate model of charge
transport through TiO2. Polaron hopping rates in the bulk could in theory be
calculated by using DFT calculations as an input to Marcus Theory.
6.2.2.2 Interfacial Charge Transport
Charge transport occurs across the interfaces from the TiO2 to the CdSe and
from the CdSe to the polymer. The mechanisms for charge transport across
these interfaces are not well understood and could be investigated using DFT.
6.2.2.3 Organic Charge Transport
Microvolt was designed for crystalline semiconductors by default. However,
the Russian computational materials science lab, Kintech [95], was working on
a version of Microvolt that would support more advanced models for organic
semiconductors. So far they have implemented a gaussian density of states [5],
diﬀerent organic mobility models where the mobility depends on the charge
density and field [18, 139], and boundary conditions which account for image
charge [156]. Ultimately, if we want to achieve more accurate results when
modelling the TiO2/CdSe/polymer device, then we will need to implement these
organic charge-transport models.
While the organic version of Microvolt can treat organic/metal interfaces,
it does not tackle organic/inorganic interfaces. A review on organic/inorganic
interfacial charge-transport has been written by Lonergan [119]. One could use
this to help write some additional code in Microvolt to model such interfaces.
6.2.2.4 Numerical Problems
Due to complications in the charge transport modelling, only 1D simulations
were performed. Given more time, it should have been possible to determine
what were causing the numerical instabilities and represent the eﬀect that the
geometry of the nanowire has on charge transport. For example, increasing
the nanowire length may increase the photocurrent due to increased optical
scattering, or decrease the photocurrent due to extra surface recombination.
This was investigated experimentally on ZnO/CdSe nanorods by Levy-Clement
et al [110].
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6.2.3 Other Parameters to Test
There are other geometrical parameters remain to be tested for coated nanowire
solar cells: diﬀerent lengths of nanowires, diﬀerent core filling ratios, and com-
bining and randomising individual nanowire geometries in an array (such as
coating thickness and core radius, rather than just the position). So far I have
only looked at TiO2/CdSe and ZnO/PbS nanowires. It would be useful to test
other combinations of materials and see whether one can optimise the pairing
of two diﬀerent materials for the core and coating. This would be a non-trivial
problem as some material combinations are great optically, but not electric-
ally, or vice versa. One would have to perform coupled optical and electrical
simulations to determine the eﬀectiveness of a specific pair of materials.
6.3 Software Design
For coupling optical and charge transport simulations and ultimately determ-
ining the power eﬃciency of solar cells, a combination of diﬀerent pieces of
software were used. Lumerical for optical simulations, MATLAB for calculating
generation rate, Microvolt for charge transport simulations and a collection of
bash and python scripts for managing simulations and analysing data.
Lumerical is proprietary and requires a purchased license to use. Due to the
limited number of licences available for running simulations, one would often
have to wait for others to finish their simulations before you could run any. The
source code is closed and therefore it is diﬃcult to figure out exactly how the
FDTD simulations are run.
Microvolt, while being open-source, is a heavily optimised C++ code. This
makes it very fast since C++ is a compiled language and is usually by default
faster than using an interpreted language (such as Python). However, code
written to make use of the fast C++ features is diﬃcult to reverse engineer and
debug.
Ideally, one would use a single piece of software for carrying out the optical
and charge-transport simulations. Python is a good candidate language for
writing a new solar cell simulator. The syntax is easy to read, easy to debug
and its very well suited for object oriented programming. While Python is
an interpreted language as opposed to a compiled language, it has numerical
algorithm libraries in NumPy which call optimised routines written in C and
FORTRAN. To allow other people to use, scrutinise and help develop the code,
it should be open-source and hosted on a public repository. Hosting on github.
com would allow people to easily contribute to the code while implementing the
git version control system.
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Appendix A
Derivation of Absorption per
Unit Volume in Nanoparticles
One can imagine the nanowire sectioned into n layers such as in Figure A.1. Each
layer has an absorption coeﬃcient ↵ (absorption per layer) and the number of






Figure A.1: Diagram of nanowire coated with nanoparticles. Light is incident
from above and propagates through the nanowire
The intensity of light going into layer i is related to the intensity of light
169
coming out of layer i by the following equation
I(i)in   I(i)out = ↵I(i)in (A.1)
I(i)out = (1  ↵)I(i)in (A.2)
By definition, I(i)in = I
(i 1)
out . Therefore, I
(i)
out = (1   ↵)I(i 1)out . Hence, the total
absorption of the nanowire is given by
A =
 (I(n)out   I(0)in )
I(0)in
(A.3)
=  ((1  ↵)n   1) = 1  (1  ↵)n (A.4)
The coeﬃcient ↵ is absorption per layer. We can express the equation above in
terms of absorption per nanoparticle ↵1 and nanoparticles per layer nL
A =1  (1  ↵1nL)n (A.5)
=1  (1  V1nL)n (A.6)
where V1 = 4⇡r3/3 is the volume of one nanoparticle, and  is the absorption per
unit volume of one nanoparticle. It is this coeﬃcient  which we aim to investi-
gate in these simulations. By using a binomial expansion, we can approximate



































where N is the total number of nanoparticles on the nanowire. From this we
get the dependence of the absorption on the radius of the nanoparticle r,
1 A = e  r3 (A.13)
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Dear Lumerical Support,
I am completing my PhD thesis at Imperial College London entitled ‘Optimisation of Coated Nanowire Solar Cells by Simulation’.






I would like to include the figures in my thesis which will be added to Spiral, Imperial's​ ​institutional ​​​​​​​
repository http://spiral.imperial.ac.uk/ and made available to the public under a Creative Commons Attribution-NonCommercial-NoDerivs
licence.
If you are happy to grant me all the permissions requested, please return a signed copy of this letter. If you wish to grant only some of the
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Dear Alexei Deinega, 
I am completing my PhD thesis at Imperial College London entitled ‘Optimisation of 
Coated Nanowire Solar Cells by Simulation’. 




I would like to include the figure in my thesis which will be added to Spiral, 
Imperial's institutional repository http://spiral.imperial.ac.uk/ and made available to 
the public under a Creative Commons Attribution-NonCommercial-NoDerivs licence. 
If you are happy to grant me all the permissions requested, please return a signed 
copy of this letter. If you wish to grant only some of the permissions requested, 





Permission granted for the use requested above: 
I confirm that I am the copyright holder of the extract above and hereby give 
permission to include it in your thesis which will be made available, via the internet, 
for non-commercial purposes under the terms of the user licence. 
Signed: 
Name: 
Organisation: 
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Alexei Deinega
University of Toronto
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