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Abstract 
Situation awareness is an important function module contained in the information system for regional emergency rescue. To 
improve the existing emergency information system, a situation awareness model of chemical release is constructed containing 
three levels, i.e. Data Acquisition, Intelligent Analysis and Simulation & Prediction, in which Intelligent Analysis was designed 
as an independent functional item for unknown source detection. Combining the receptor data with the atmospheric dispersion 
model, the source items estimation problem was then converted to a standardized concentration field fitting problem. Particle 
Swarm Optimization (PSO) was introduced to optimize the combination solution of multi-parameters including source strength, 
location, height and release time. The effectiveness and applicability of this method was verified through dozens of simulated 
tests. Further performance comparison with Nelder Mead Simplex Method and Genetic Algorithm show the results: in terms of 
estimation accuracy, computational efficiency and algorithm robustness, PSO are all superior to the other two algorithms. It can 
be flexible with different atmospheric dispersion models for fast source inversion in integrated situational awareness system.  
© 2014 The Authors. Published by Elsevier Ltd. 
Peer-review under responsibility of scientific committee of Beijing Institute of Technology. 
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1. Introduction 
Cluster and aggregation of chemical industry has become an inevitable trend. Since emergency management is 
heavily site-related, the shared emergency management system should be implemented, in order to compensate for 
non-compliant safety buffer zones which were originally designed for protecting the external neighbours but 
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currently compressed greatly. Considering the complexity of regional accident scenarios and emergency rescue, the 
emergency information system can no longer stay as information warehouse and should serve as a much more 
powerful means for collective sense-making and situation assessment [1, 2]. The multi-source information fusion 
and mining is believed to be the key to establish common operational picture for emergency rescue [3, 4]. 
Situation awareness can be simply defined as knowing and understanding what is going on around you and 
predicting how thing will change [5]. Endsley’s three-level situation awareness model has undoubtedly received the 
most attention. Comparing to the existing functional components in chemical emergency information system, Fig. 1 
enables a clear understand of the definition of situation awareness. Obviously, Level 1 Perception corresponds to the 
sensor network and system of data acquisition, and Level 3 Projection corresponds to simulation system of accident 
scenarios. Although these two functional modules have achieved engineering applications, there remain significant 
deficiencies. On the one hand, the system of supervisory control and data acquisition (SCADA) relies on a single or 
few point-detector alarms only based on thresholds, which can hardly provide the panoramic situation. On the other 
hand, due to the concealment of chemical release accidents, especially in the very early phase, multi-parameters 
required in foreword dispersion model can not be quickly obtained, thus the accuracy of simulation and prediction is 
limited. Therefore, Level 2 Comprehension plays a critical role in situation awareness. 
 
Level Perception
Perceive objects and events, get status and
parameter values by sensing, detection and
identification.
Leve2 Comprehension Understand the meaning of perception layerand interpretation of information fusion.
Leve3 Projection Project the possible scenarios in the nearfuture for simulation and prediction.
Supervisory Control & Data Acquisition
Simulation of the accident consequences
Data Fusion & Data Mining
Endsleyಬs three-level Situation Awareness Model Emergency Information System
 
Fig. 1. Comparison between situation awareness model and emergency information system. 
Aiming at fast detection of unknown release source and access to multi-parameters required in the simulation of 
accident consequences, i.e. strength, location, height and release time, which is so-called source inversion or source 
terms estimation, the artificial intelligence techniques are used in our work to automatically process the receptor 
data which were originally scattered and independent from sensor networks. Through real-time data fusion and 
mining, fast detection and on-line presentation of chemical release accidents can be achieved. 
Current method for source inversion can be divided into two categories [6]: 1) probability modelling methods, 
and 2) optimization modelling methods. The former requires a lot of historical statistics for the prior probability, 
which is apparently difficult to achieve in the source-unknown scenarios. In contrast, in terms of operational 
efficiency, optimization modelling methods is considered more suitable for practical engineering applications [7]. 
Optimization modelling methods combine collected receptor data of monitoring points with atmospheric 
dispersion model, searching the best combination solution of multi-parameters to minimize the error between the 
calculation model and the actual observations. Thereby, the inverse problem of source detection can be converted to 
an optimization problem of concentration field fitting. The source terms for inversion may further contain 
atmospheric parameters such as wind speed and direction besides strength, location, height and release time [8-13].  
There are several algorithms to solve the combinatorial optimization problem of source terms estimation, like 
Genetic Algorithm (GA) [8-11, 14, 15], Evolution Strategy (ES) [12, 13], Simulated Annealing (SA) [16] and 
Pattern Search (PS) [17], which can be divided into local search algorithms and global search algorithms. For the 
local search algorithms like PS and Nelder Mead Simplex Method (NM), the convergence speed and calculation 
accuracy are pretty high. However, it’s easy to fall into local minimum points with improper initial values. For 
heuristic global search algorithms, such as GA, SA, ES, etc., the optimization results do not relay on the first guess, 
but the efficiency were ruined since much more computing time should be taken. 
Although GA has been wildly and successfully used [7], several hybrid algorithms were tested in ref.[18]. 
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Among all algorithms, GA-PS hybrid algorithm achieved the best performance in inversion of source strength and 
location, while GA-NM had more advantages when taking efficiency and robust into consideration. However, 
different results came from the tests in ref. [15], showing that GA-NM performed less accurate than GA alone. 
Therefore, how to balance the accuracy, efficiency and stability, especially when considering the application in 
emergency information system, strongly needs a no first guess relied algorithm with high robust.  
Expecting to enhance the performance of the inversion algorithm for engineering practice, we tried to introduce 
the Particle Swarm Optimization (PSO) for source detection. As one commonly applied Swarm Intelligence 
algorithm, a particle swarm system has memory, which the GA does not have. Individuals who fly past optima are 
tugged to return toward them; therefore knowledge of good solutions is retained by all particles [19, 20].  
In the present research, the artificial intelligence techniques for data fusion and mining are embedded into current 
emergency information system in Section 2. Descriptions and procedures of source terms estimation based on PSO 
appear in Section 3. Through the repetitive tests based on artificial receptor data and comparison with GA and NM, 
Section 4 presents the results. Section 5 concludes the paper and provides recommendation for future research. 
2. System Architecture 
Both emergency decision-making and actions rely on the correct situation assessment of accident scenarios. 
Particularly in cases that flammable or toxic chemicals release and disperse, the deviations are very likely to 
aggravate the incidence of injuries. By reviewing Endsley’s model, preliminary system architecture was established 
(Fig. 2.), linking critical information to missions in chemical emergency rescue. 
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Fig. 2. Preliminary systems architecture in chemical emergency linking the critical information to the mission. 
For what we are most concerned about, as mentioned in Section 1, Level 3 Simulation & Prediction of situation 
awareness strongly need Level 2 Intelligence Analysis to detect the unknown source, while Level 1 Data Acquisition 
provides the raw data in real time. We suggest that Intelligence Analysis could be an independent functional item, in 
which only a few pre-processing steps are needed, including data input, model selection and coordinate conversion. 
2.1. Raw data input 
What information that data fusion and mining requires for source inversion includes: 
x The geographical coordinates of gas sensors deployed in the monitoring region 
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x Time series of observations regularly obtained from the monitoring points 
x Wind speed and direction obtained from the anemometer 
All these raw data can be easily accessed to in the database of SCADA. Note that using time series of sparse 
sensors can largely reduce the number of monitoring points.  
2.2. Dispersion model selection 
Atmospheric dispersion model provides a basic analytical framework for accident situational awareness. 
Although in recent years, computational fluid dynamics (CFD) model has been rapid developed, it is not applicable 
for on-line emergency information system because of the complex formulas and large-scale computing. The 
relatively mature dispersion models are strong recommended, such as Gaussian plume and puff model. Note that 
different models selection is method-independent and only depends on the actual scenarios.  
2.3.  Coordinate system conversion 
Concentration field of gas dispersion is closely related with the wind field. As showed in Fig. 3. , conversion 
from fixed geographic coordinate to dynamic wind coordinate can be achieved by the following formulation 
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where (x, y) represents the coordinates in wind field, (xG, yG) represents geographic coordinate, θ represents the 
angle between wind direction and the north. 
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Fig. 3. Conversion of coordinate from geographic system to wind field system. 
After the three steps above, all information we need for source terms estimation has been converted and a 
standardized wind field system is constructed. Thus we can focus on the solving algorithm in the next Section. 
3. Modeling Formulation 
3.1. Forward model 
For the purposes of methodological description and comparison, the Gaussian dispersion model is selected. 
Further, considering the unsteady dispersion in sudden accident scenarios, the Gaussian puff model is determined 
since a steady plume is essentially an integration of a series of puffs. The formulation is given as 
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where C(x, y, z, t) is the concentration in the location of (x, y) at the height of z at time t, Q0 is the strength of the 
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release source, x0, y0 and z0 are the location and the height of the source, t0 is the release time, u is the wind speed, σx, 
σy and σz are the dispersion coefficients in the x, y and z direction respectively. 
For monitoring point i deployed in the downwind direction, considering the error ωi between observation Cmea 
and calculating value Ccal, the measure model can be expressed as 
iiiiicaliiiimea tzyxCtzyxC Z ),,,(),,,(                                                               (3) 
where xi, yi and zi is the location and height of monitoring point i, ti is the acquisition time of receptor data. 
Since the source inversion can also be regarded as a concentration field fitting problem, an optimization problem 
of multidimensional variable (Q0, x0, y0, z0, t0) is constructed based on the principle of least squares:     2,,,0000,0 0000,0 minarg,,, calmeatzyxQ CCtzyxQ                                                      (4) 
For minimizing the residual sum of squares (RSS), the objective function is set as 
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3.2. PSO implementation 
As a promising heuristic algorithm inspired from the social behaviours of bird flocking and fish schooling, PSO 
algorithm is used to solve the optimal combination of multi-parameters in dispersion model. Suppose that there are 
m particles located in n-dimensional search space. It’s regarded that the searching direction and velocities of 
particles are closely related to both knowledge of the particle itself and the swarm. This paradigm determines the 
search velocities V and location X in iterations through integrating three accelerating items with weights of w, c1 and 
c2. Fig. 4. shows the flowchart of PSO algorithm, according to which, this simple concept can be implemented in a 
few lines of computer code. 
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Initialization
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Optimal swarm: XGbest, fGbest
particle i, dimensions d: XP(i,d)
Iterative loop: k=1
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XPbest(i,d)=XP(i,d)
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XGbest=XPbest(i,d)
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V(i, d)=ω * V(i, d) + c1 * r.Next() * (XPbest(i, d)-XP(i, d))
+c2 * r.Next() * (XGbest(d)-XP(i, d))
XP(i,d)=XP(i,d)+V(i,d)
Meet termination?
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k k no
yes
yes
yes
no
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Fig. 4. Flowchart of PSO implementation for source terms estimation. 
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3.3. Test plan 
To verify the applicability of PSO for source terms estimation, an accident scenario of a single unknown release 
source is assumed for simulation. The artificial scenario is showed in Fig. 5, in which the red spot presents the 
location of the release source and the atmospheric parameters are assumed to be stable.  
The artificial concentration fields will be generated dynamically using Equation (2) with specified multi-
parameters including source strength, location, height and release time. When the puff spreads to the sensor array, a 
set of non-zero receptor data will be obtained corresponding to the acquisition time ti. For the same monitoring point 
i, the receptor data at different time constitute a group of time series. 
Algorithm parameters of PSO were set according to the recommendation of ref. [20, 21]. Besides PSO, other two 
representative algorithms were also tested in the same case, i.e. GA as a global search algorithm and NM as a local 
search algorithm. The parameters setting of GA were referenced from ref. [14]. 
Since the initial values were all generated randomly, the tests results could never reproduce. Therefore, dozens of 
the repetitive tests were carried out for each algorithm to obtain the statistical features for performance analysis. All 
tests were performed on a same common Windows XP PC. 
y
x
Wind coordinate system
Wind direction
t1 t2 t3 ti
Source
Gas sensor array
 
Fig. 5. Schematic diagram of an artificial scenario for test. 
3.4. Skill scores 
When considering the different types and scales of source terms, a standardized evaluation method is necessarily 
needed to measure the deviate degree between the estimated values and the actual expectations. Similar to ref.[8], 
[11] and [18], we mapped all the absolute errors of each parameter to [0.0, 1.0] scale, while score “0.0” representing 
for the exact solution and score “1.0 ” representing for unacceptable solutions. The formulations of each skill score 
can be expressed as follows: 
        ^ `min00max 0,max QQQQ
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Here, Sstr, Sloc and Stime represent the accuracy scores of source strength, location and release time. Parameters with 
the subscript of “est” represent the estimated values which were the median in all test groups [8]. Comprehensive 
score Stotal of different algorithms were determined in accordance with the equation: 
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4. Result & Discussion 
4.1. Statistical results of tests 
There were 100, 50 and 50 times of repetitive tests performed for PSO, GA and NM. Statistical results of source 
inversion were listed in Table 1. Similar to the findings of many preceding literatures, all these algorithms were 
proved to be feasible for detecting unknown source. Further investigation focused on the algorithms’ performance as 
what we were more concerned about. The skill scores showed in Fig. 6 clearly revealed the outstanding accuracy of 
PSO, whether for the parameters of source strength, location or release time. 
Table 1. Statistical results of source terms estimation in repetitive tests. 
Source terms Actual value 
Median estimate of different algorithms 
PSO (100/100) GA (50/50) NM (28/50) 
Q0 10000 10858.24 13905.14 11599.32 
x0 50 50.3230 83.8550 51.5128 
y0 50 50.0771 50.7449 50.1144 
z0 0.8 0.5133 1.3551 0.9375 
t0 10 10.1480 25.8262 10.7546 
RSS 0 1.386×10-4 1.135 1.979×10-2 
Computing time(s) − 26.1 40.7 0.3 
 
Fig. 6. Comparison of histograms of comprehensive scores among three different algorithms. 
4.2. Analysis of different algorithms 
NM algorithm is one typical local optimization search method. The so-called “local” means to search an optimal 
solution in a given space range. When the optimal range can be determined, NM algorithm can locate the optimal 
solution quickly and efficiently, while the operation time is significantly shorter than PSO and GA. However, in the 
actual accident scenarios, the initial solution with good performance might not be predicted. Particularly note that 
there were only 28 times (56%) returned estimates successfully in the total 50 times tests of NM, since all the initial 
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solutions were generated randomly. The other tests failed because of no convergence or premature convergence. 
Meanwhile, because NM algorithm is very dependent on the first guess, it may easier fall into local optimal point 
compared with PSO and GA. Therefore, NM is less robust and not suitable for the application in information 
systems. 
Both PSO algorithm and GA algorithm can theoretically locate the global optimal solution but with different 
optimization mechanisms. GA mainly relies on “mutation” operation to escape local minima and expand the search 
space. For PSO, the search experience of all particles retained in the swarm, as called implicit parallel search 
features which can save the computing time compared with GA. In addition, operations contained in GA algorithm, 
such as select, crossover and mutation, involved complex rules and parameters settings. Besides requiring a lot of 
experiments, it’s not convenient for the transfer and development of Intelligent Analysis techniques in information 
systems, e.g. changing the dispersion model or the objective function. Therefore, the suitability and flexibility 
should be noted and carefully checked when using GA algorithm. 
4.3. Sensitivity analysis of multi-parameters 
Although we have shown the applicability and accuracy of PSO through the aforementioned tests, considering 
the error disturbance and other factors involved in the practical application, there needs further sensitivity analysis 
of the estimated parameters. 
As the most critical parameters, the distribution of the source strength Q0 and plane location (x0, y0) in the 
repetitive tests were showed in Fig. 7, which revealed that the estimated release sources were all located in the 
vicinity of the actual source with high positioning accuracy. Note that the x axis is parallel to the wind direction, 
which make it less sensitive to the location deviation of the actual source and resulted in greater deviation compared 
with y axis. Meanwhile, although there were more than 70% test results of source strength fall into [9000, 11000] 
scale, i.e. less than 10% relative error, anomalous estimations were also detected with up to 300% deviation. 
 
Estimated Location
Actual Location
Estimated Strength
Actual Strength
(a) (b)
 
Fig. 7. The distribution of the test results for source strength (a) and plane location (b). 
Investigating the optimization process of objective function RSS as showed in Fig. 8, we found the search 
efficiency at early-phase was not high. More than 10 thousand iterations were needed to reduce RSS significantly, 
and more than 40 thousand iterations might make the accuracy reach 10-4. Further, concerning to each source item, 
note that parameter y0 and z0 were rapidly converged while parameter Q0, x0 and t0 exhibited large fluctuations on 
orders of magnitude in the previous 10,000 iterations. In other words, there could be unexpected deviations of these 
three estimated parameters, which were coincided with Fig. 7. 
4.4. Strategies for improvement 
Increasing the iterations could further improve the accuracy of source inversion as showed in Fig. 8. (a), however 
the optimization efficiency might be significantly reduced with the reduction of searching range. Ensuring the 
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efficiency and reliability of estimation as the premise, there are two strategies could be considered: hybrid 
algorithms and dimension-reduced strategy. 
 
(b) (c)
(d) (e)
(a)
 
Fig. 8. Iterative processes of source inversion for objective function (a), source strength (b), plane location (c), height (d) and time of release (e). 
The hybrid algorithms are similar to GA-NM and GA-PS reviewed from ref. [8] and [18], taking the estimation 
of PSO as initial values to start an enhanced local search. However, how to choose the right time to exit the first 
phase of global search and meet the requirements about initial values of the local optimization algorithm, is 
obviously not an easy task. 
Dimension-reduced strategy is based on the principle of phased optimization which is similar to hybrid 
algorithms. Parameter y0 and z0 could be supposed as known after first phase estimation because of the high 
accuracy. When dimensions of unknown variables are cut in the second phase optimization, not only the 
combination solutions corresponding to local optimal will reduced but also less computing time will it take. 
Preliminary experiments showed that the inversion of three parameters only took about 7.5s, which was less than 
one third of the original problem.  
In addition, note that current studies were mostly based on the prerequisite for which the accident pattern is 
perfectly known. However, this assumption is unreasonable because of the chaos at early phase of accident. Also 
more experiments also needs to be done when combined with the actual scenarios, in which the impact of the 
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distribution of monitoring points, sensor noise and other factors should be noted. 
5. Conclusions and prospects 
Timely and accurate situation awareness of chemical accident is a prerequisite for emergency decision-making 
and action. Reflecting in the scenarios of chemical release and dispersion, fast detection of unknown source is quite 
important. Artificial intelligence techniques for data fusion and mining will be a strong complement to emergency 
information systems. Thus make the three-level situation awareness model much more compact and integrated. 
PSO algorithm was introduced to minimize the error between observations of receptor data and calculation values. 
Simulations were based on Gaussian puff dispersion model for detecting and inversing a single unknown source of 
release. The results of repetitive tests sufficiently verified the feasibility and applicability of PSO algorithm. When 
compared with GA and NM, PSO is much superior in terms of accuracy, efficiency and robustness. Strategies for 
improvement were also discussed in this paper.  
Compared with the performance of the algorithm, accurate identification of characteristics of different types of 
accidents seems more important, since so far only the single-point-source was considered. Future studies should 
focus on the accident patterns recognition to select the proper dispersion models. 
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