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1 G E N E R A L A P P R O A C H 
In the experiments to be described single guard hairs were 
stimulated sinusoidally and the response was recorded in single axons 
in the nervus suralis and in single cells of the nucleus gracilis. The 
aim of the experiments was to give a detailed description of the 
responses and by comparison to learn how the primary response depends on 
the stimulus and how it is transformed in the nucleus gracilis. 
The sinusoidal stimulus was chosen for reasons to be given below. 
The guard hairs were chosen because it is comparatively easy to stimulate 
a single hair with a well defined stimulus. For technical reasons the 
research was restricted to guard hairs standing on the foot of the cat or 
the rat (figs. 1&2). 
The N.gracilis was chosen because it· is the first relay station in 
the dorsal-column system which seems to be the most important pathway for 
transmission of specific somatosensory information. 
In the analysis of the responses the main emphasis lies on threshold 
phenomena. In order to avoid threshold change due to adaptation the 
analysis is based mainly on the very first spike in each response. 
In the work on the primary response some special experiments were 
performed in order to study the influence of the surrounding fur on the 
response of the hair follicle, the dependence on position of the hair in 
the receptive field and the direction sensitivity. 
1.1 GENERAL CONSIDERATIONS 
Anatomical_considerations. In the skin several types of mechano-receptors 
are found: 
" Free nerve endings, non myelinated, ending in dermis or epidermis 
without syncytia (Weddell, Pallie & Palmer, 1954, Weddell, Palmer & Pallie, 
1955). 
" Special structures. These comprise a great variety of encapsulated 
endings (Weddell, Pallie & Palmer, 195A, Weddell, Palmer & Pallie, 1955, 
Quilliam, 1966, Malinovsky, 1967). 
The specific structures of the hairy skin are the hair follicle and 
the hair disc (Haarscheibe). 
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10cm 20cm 
Fig. 1. Leg of the cat, showing approximate course of n.suralis. 
The dashed part was not actually observed. The distances are given 
from the recording site ( о ). 
Fig. 2. Diagram of a guard hair. The arrows marked i and// 
denote stimulus directions in a 'perpendicular' and a /parallel' 
direction respectively. 
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The hair follicle is surrounded by 2 layers of dendrites : 
in the innerlayer they run parallel to the follicle, in the outerlayer 
they run tangentially around the follicle. The number of axons 
innervating the follicle ranges from 2 - 5 with the smallest follicles 
to 30 with the largest follicles (Weddell, Pallie i Palmer, 1954, 
Weddell, Taylor & Williams, 1955, Winkelman, 1959, Brown & Iggo, 1964, 
Iggo, 1965, Miller & Weddell, І966). 
The smallest hairs are the down hairs. One down-hair follicle 
has about half a dozen down hairs. They are thin and curly, on the cat's 
foot about I cm long and they interlace to a more or less coherent fur. 
The larger hairs are the guard hairs, one per follicle, not curly but 
slightly curved (fig. 2). They are thicker than down hairs and 2 - 3 cm 
long. The follicle of the down and guard hairs can be moved by a 
m.arrector pilli (Montagna & van Scott, 1958). 
The largest guard hairs are the tylotrich hairs. They differ from 
the smaller guard hairs in that they are not moved by a m.arrector pilli 
but by an erectile annulus (Straile, 1960, 1961, Mann & Straile, 1965). 
The tylotrich follicle is continuous with, but functionally distinct from 
a-sensory structure, called the Haarscheibe (Pinkus, 1905). This was 
recently described by Iggo & Muir (1962), Brown & Iggo (1964) and Iggo 
(1963, 1965, 1968) as a 'touch corpuscle'. They found that in the cat the 
situation was different from the situation in other animals in that about 
half the number of 'touch corpuscles' is not anatomically continuous with 
a tylotrich follicle. 
The Haarscheibe is slowly adapting and is referred to as type I. 
Besides there is another slowly adapting receptor (type II) that is not 
detectable by sight and has no relation with type Ï receptors or the 
tylotrich follicle (Chambers & Iggo, 1967). 
The guard hairs are rapidly adapting. Much larger hairs are the 
sinus hairs. The follicles resemble morphologically the tylotrich 
follicle. The sinus hairs are found as vibrissae on the face of the animal 
(Melaragno & Montagna, 1953). Nilsson (1969a&b) described them as carpal 
tactile hairs on the foreleg of the cat. Contrary to other hair types they 
adapt slowly to a mechanical stimulus. 
" Besides these skin receptors there are also subcutaneous 'touch' 
receptors, i.e. receptors that clearly lie subcutaneously, yet they are so 
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sensitive they respond to stimuli that are regarded as tactile. 
There are two pathways transmitting specific somatosensory 
information to the brain : The lateral tract (Morin) and the dorsal 
column, both projecting via the medial lemniscus to the ventrobasal 
complex of the thalamus (Andersson, 1962). Of these pathways the dorsal 
column seems to be the most specific and the simplest. Its first relay 
is in the dorsal column nuclei (DCN). These lay on the dorsal aspect of 
the medulla oblongata so they can be located easily. 
Therefore it was decided to record responses from the DCN. Since 
it would be convenient to have a sufficient distance between stimulation 
site and recording site it was decided to stimulate receptors on the 
hind-foot and to record from the nucleus gracilis. 
ІЕ£!3!}І!1У§§_2£_§£І5!НІ§£І22· ^ n o rd e r to establish the input-output 
relation of a mechanoreceptor one has to stimulate it, preferably 
mechanically and to measure the response. In neurophysiology this 
response comprises the electrical phenomena as recorded as a receptor 
potential or as potentials from peripheral nerves or the CNS. In 
mechanoreceptors in the skin the receptor potential is not measured for 
technical reasons. 
A mechanical stimulus usually is rubbing, pressing, tearing, &c. 
with something like a rod, brush or hair. This is easily done, but it 
is not possible to describe the stimulus forra exactly. For that matter 
the exact stimulus form is undoubtedly very complicated. 
An electrical stimulus is easily given in an exactly known and 
simple form (sine, ramp, &c.) (Catton, 1958, 1960, 1962). However, one 
does not know what receptor is stimulated and hence what its modality is 
(Hunt & Mclntyre, I960). So this method can be used only if one is sure of 
the modality and one is only interested in time-dependent properties. 
Even then, however, these properties depend on the surrounding tissue and 
this dependence will be different with mechanical stimuli from that with 
electrical stimuli. Electrical stimuli may be used if the emphasis is on 
some central effect rather than on the receptor. One cannot, however, 
give an electrical stimulus and be sure that the spatial/temporal pattern 
of the afferent response is the same as with mechanical stimulation. 
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So it would be best to work with a mechanical stimulus of a simple, 
well defined form. Now a ramp or a block are simple stimuli They may, 
however, be distorted by the receptor mechanism to some other, unknown 
function. On the other hand a sine may also be changed, but, provided 
the system at least works linearly, it will be changed into another sine 
The only effects will be a phaseshift and a change in amplitude, depending 
on frequency. Therefore it was decided to stimulate sinusoidally and to 
measure threshold and phaseshift of the response as a function of frequency 
A sinusoidal stimulus requires that a receptor can be gripped ьо it 
follows the stimulus faithfully, lurthermore one should be able to 
stimulate a single receptor (or receptive unit). It is difficult to meet 
such requirements with most skin mechanoreceptors. With hairs, however, 
this is comparatively easy. Therefore I do *ny experiments on single nairs 
Thereby I use an electro-mechanical transducer coupled to the hair. 
Now it proves to be essential in these experiments that the applied 
stimulus is as nearly a true sine as possible So the transducer must not 
give an appreciable distortion, and the coupling to the hair -riust oe 
excellent. 
In my experiments I use a transducer which meets these requirements 
It gives a sine with very little distortion. It moves a small clamp that 
grips the hair, so the hair follows the movements of the transducer 
Another consideration on the stimulus method with a hair is that the 
hair should transmit the stimulus from the transducer to the follicle ач 
linearly as possible. This means that during deformation of the nair its 
mechanical properties with respect to the transmission will be constant 
Furthermore the stimulus must be reversible, ι e, it may not change the 
receptor in such a way that the next stimulus finds an altered situation. 
Both requirements are met by a stimulation in a direction at right angles 
to the long axis of the hair. Therefore, excepting a tew instances, all 
experiments were done with stimuli bending the hair. 
1.2 METPODS 
?9ïiiE5!£S£· Generator. It generates an electrical sine which is translated 
by an electromagnetic transducer to a sinusoidal movement which drives the 
hair. This stimulus, together with the response to it is called a trial. 
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The frequency of the sine can be chosen in discrete steps : 
0.5, 1, 2.5, 5, 10, 25, 50, 75, 100 & 150 Hz. 
Two controls set the amplitude of the sine : a continuous control 
is used for setting the amplitude before an experiment according to the 
sensitivity of the receptor. During the experiment the amplitude is 
varied in steps, giving the proportion between the preset amplitude and 
the output amplitude. There are 11 such amplitude steps. The ratio 
between consecutive steps is quasi logarithmic, thus 1 : 1.5 : 2 : 3 : 
4 : 6 , &c. . 
Each sine starts and stops at a zero-crossing. A control 
determines whether this is a positive-going or a negative-going zero-
crossing. The number of cycles within one trial can be chosen between 
0 - 98. But for a few exceptions the trials comprised 10 cycles. 
After a trial the generator waits some time, in my experiments 
this time was kept at 13 s. Then the trial is repeated. The number of 
trials in a series can be chosen from 1 to 9. An indicator gives the 
number of trials executed. The amplitude step can be changed between two 
consecutive trials, thus a series may comprise any amplitude-sequence 
desired. 
Vibrator. The output of the generator is fed into the control 
circuit controlling the vibrator. A power amplifier drives the vibrator. 
This is made of a loudspeaker, the cone of which is removed and substituted 
by a stylus mounted coaxially on the coil. In addition the coil moves one 
half of a concentric air dielectric trinmer. The change in capacitance of 
this trimmer is directly proportional to the displacement of the coil over 
a distance of 3 mm. This capacitance is converted into a voltage that 
is fed back to the input of the power amplifier. This way the vibrator 
follows a sine fairly well. The output is not equal at all frequencies. 
With a certain setting of the amplitude controls it is greater at high 
frequencies : At 100 Hz the amplitude is somewhat higher than at lower 
frequencies while at 150 Hz the increase is about 10%. This difference 
was taken into account with the evaluation of the results. 
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1 2 3 cm 
I I 1 1 1 
Fig. 3. Vibrator. It moves a clamp (1) made of two surgical 
needles. The proximal one is fixed, the distal one hinges on a 
phosphor-bronze spring. The clamp can be opened by a bowden cable 
(2) which is actuated by a screw (3). The clamp can be rotated 
along the longitudinal axis of the vibrator and fixed into position 
by a nut (4). Movement in a transverse direction is prevented by 
springs (5). 
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In order to know whether the sine was distorted the 
displacement was monitored on the screen of an oscilloscope 
and photographed. It appeared that but for two exceptions 
the displacement was a true sine. If it deviated from the 
true sine the deviation was so small that no appreciable 
effects were to be expected. One exception was a distortion 
at the top which only appeared at high amplitudes. There 
were no distortions up to an amplitude of 1000 ]im at 2.5 Hz 
and up to 500 ym at 150 Hz. Later it will be argued that at 
higher amplitudes the response is not influenced by these 
distortions. The other exception stemmed from the fact that 
the sines always started at the zero-crossing, i.e. at 
maximum velocity. This velocity was attained in 0.5 ms so 
the beginning of the sine was distorted by a retardation. 
This only had an appreciable effect at high frequencies and 
then a correction was made for this in the analysis of the 
results. 
The displacement should be longitudinal with respect to the long axis 
of the vibrator. It appeared, however, that the tip of the stylus tended 
to have a perpendicular component at high frequencies. In order to do 
away with this component special stabilization springs were applied. This 
worked excellently up to 150 Hz. That is why higher frequencies were not 
used. 
The requirement that the hair is sinusoidally bend involves the sine 
being applied along a curved path, while in reality the path is straight. 
The difference is a sine at double frequency. Since this is added to the 
intended sine a distortion at high amplitude can be expected. Actually 
'wrong' phasing was observed occasionally, but the effect never was strong. 
On the tip of the stylus a clamp has been mounted for gripping the 
hair. This clamp can be remotely opened and closed by a bowden cable (fig. 3). 
The vibrator can be displaced and turned in all directions, so as to 
position it optimally with respect to the hair that is to be stimulated. 
Processing_of_data. The responses are displayed on the screen of a two-
channel oscilloscope (Tektronix 502). This oscilloscope has been provided 
with an output on the vertical deflexion amplifiers. 
The data on the stimulus and the data on the response (moments of 
spikes in the output of the oscilloscope) are processed together by a 
computer (IBM 360/50). The data are fed into the computer on paper tape. 
This paper tape is produced by a paper tape punch (Teletype BRPE 110) 
which punches 110 char/s. The data, however, arrive much faster so the 
- 8 -
information rate needs to be slowed down. To this end the data are 
recorded on a 7-channel taperecorder (Honeywell 7600). Later the 
magnetic tape is played back at reduced speed. The desired speed 
reduction depends on the frequency used. The required speeds at 
recording and play-back are set automatically. 
Besides speed reduction there is a buffer memory for the handling 
of fast bursts of spikes. 
The electronical centre of the whole experiment is an apparatus 
called MONNIK. It comprises the sine generator with its controls and 
the control circuit for the vibrator. It contains an audio amplifier 
for making the response audible. It controls the tape recorder at the 
time of the experiment. Later, during play-back it controls both tape 
recorder and paper tape punch. At the same time it reads the output of 
the tape recorder and translates the information into the digital code 
for the paper tape. 
The course of the processing is as follows. 
* During an experiment (fig. 4,a): 
The MONNIK gives a stimulus sequence and a number identifying the 
experiment. All this is coded. The codes, together with the response 
and several control signals are recorded on magnetic tape. 
The recording can be put off if not desired. 
* During play-back (after the end of the experiment, fig. 4,b): 
The spikes are detected from the base-line noise by a window 
discriminator which is adjusted by visual control on an oscilloscope 
screen. The time of occurrence of the spikes with-respect to the cycle 
time, the data on the stimulus and the experiment number are translated 
in digital code and printed on paper tape. 
The MONNIK was designed in our department by J.H. Bakker and 
Ir. J.C.M. Grupping and built by B. Mooy and R.W. Servaas. 
Analysis. In my experiments I stimulate the hair with a sine beginning 
at a zero-crossing. The vibrator is always positioned with respect to the 
hair in such a way that gripping the hair with the clamp does not result in 
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Fig. 4. Course of the processing. 
a. stimulation and recording (during the experiment) 
b. play-back and conversion of data (after-the experiment) 
an appreciable displacement of the hair. So all displacements given by 
the vibrator can be considered as displacements from the resting position. 
The stylus of the vibrator can be moving outward, this will be called a 
positive direction, or it can be moving inward, this will be called a 
negative direction. A sine is called positive (sine(+)) if it starts at 
a positive going zero-crossing or negative (sine(-)) if it starts at a 
negative going zero-crossing. 
For the sake of convenience the phase in a cycle is always given as 
a percentage of the cycle time, the first cycle beginning at the first 
zero-crossing. 
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In the analysis used it is assumed that the receptor will fire as 
soon as a certain threshold is exceeded. This threshold is equal in one 
experiment at all amplitudes and at a given frequency. The input-output 
relation of the receptor may depend on the frequency, so different 
thresholds may be found at different frequencies. 
A receptor may keep discharging as long as the stimulus is above 
threshold, but the beginning ¿f the discharge will be set by the threshold-
crossing. The moment the first spike is detected can be given as a phase 
in the cycle, hence as a percentage of the cycle-time. This phase not 
only depends on the amplitude of the sine but also on other factors that 
cause a phaseshift (In this context the effect of the amplitude will not 
be regarded as a phaseshift). 
@ Amplitude of the sine. If the receptor is a pure displacement 
receptor having a displacement threshold and no phaseshift occurs then a 
response will begin the moment the displacement exceeds this threshold. In 
figs. 5,a-c sines of different amplitudes are superposed. On each sine 
the moment of threshold-crossing is indicated by an open circle. These 
points are called threshold-points. They combine to a straight horizontal 
line which is called a threshold-line. Such a threshold-line runs from 
0 - 25% or from 50 - 75%, depending on the direction to which the receptor 
responds. The height of a threshold-line corresponds to the threshold. 
@ A phaseshift may be caused by receptor properties and by the latency. 
The receptor may differentiate or integrate and thus cause a phaseshift, 
which may depend on frequency. 
8 Latency. The spikes are not recorded from the receptor but from a 
point on the nerve, so there is a conduction time. To this should be added 
the transmission time of the sine from the vibrator along the hairshaft to 
the follicle and the receptor delay. This latency is probably independent 
of the frequency and thus it causes a phaseshift proportional to the 
frequency. 
It is assumed that at one frequency the phaseshift is equal at all 
amplitudes. Due to the phaseshift the threshold-points in figs. 5,a-c 
(open circles) are shifted, so the threshold-line becomes curved (filled 
circles). Theoretically one might reconstruct threshold and phaseshift 
from such a curved threshold-line. Practically, however, it cannot be done 
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for the following reasons. 
= One might think of taking two points on the threshold-line and 
calculating the threshold and phaseshift by simple mathematics. The 
responses, however, are noisy and so is the course of the threshold-line. 
It would be prohibitively laborious to construct a best-fitting curved 
threshold-line. 
« One might try to find the phase at threshold-amplitude. Without 
phaseshift it is expected to be found at 25 or 75£. However, due to 
fluctuations the receptor may or may not respond at this amplitude and 
the phase fluctuations are large near the threshold. So many trials are 
needed to find this amplitude, to establish that it is a threshold an to 
determine the threshold-phase. 
Furthermore it will be seen that often the lowest-amplitude points 
of a threshold-line are missing. 
• Finally one might try to find the phaseshift by using a stimulus 
with such a high amplitude, that the phase of the response becomes 
practically equal to the phaseshift. This method, however, would meet 
severe technical difficulties, e.g. the amplitude would have to be 
impossibly high. 
= It was assumed that the non-shifted threshold-line was straight. 
This, however, remains to be proven. Actually deviations from this straight 
threshold-line will be described. 
Fig. 5. Responses to sines of different amplitudes. 
a-c : Sines of different amplitudes superimposed. Moments of 
threshold-crossing (threshold-points) indicated on the sines. 
e-f : Replot of a-c in polar diagrams. Radii of circles equal 
to amplitudes of sines in a-c, phases are plotted anticlockwise 
along circle. So heights in e-f correspond to heights in a-c. 
о О: Threshold equal to all sines, so threshold-points are 
found at constant height, making a straight, horizontal threshold-
line. 
• — · : Threshold-points shifted along sines or circles, the 
phaseshift being equal at all amplitudes. The resulting threshold-
line is curved in a-c and straight in e-f. Thereby its inclination 
in e-f gives phaseshift and distance to origin gives threshold. 
N.B. In these and subsequent figures the phase is not given 
in degrees but in percents of the cycle time. 
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So one has to plot the phase of the response against the amplitude so that 
a threshold-line, behaving according to the model, will become straight, 
irrespective of the phaseshift and the threshold and phaseshift can be 
read directly. The method is to plot the threshold-points in a polar-
diagram (figs. 5,d-f). Here circles are drawn with radii proportional 
to the amplitudes of the sines. The phase is plotted anticlockwise along 
the circle, beginning on the abcissa, usually to the right of the origin. 
So the height of a point on a circle with respect to the abcissa 
corresponds to the value of the sine. Consequently a straight horizontal 
line in figs. 5,a-c will reappear as a straight horizontal line in 
figs. 5,d-f (open circles). If there is a phaseshift, independent of 
amplitude, this line will be tilted accordingly, thereby remaining straight 
and running at the same distance from the origin (filled circles). Thus 
this distance gives the threshold and the inclination gives the phaseshift. 
Since both threshold and phaseshift depend on the frequency, each 
polar diagram comprises results obtained at one frequency only. For 
different frequencies different polar diagrams are made. Furthermore 
separate polar diagrams are made for positive and negative sines. 
It may be noted that assuming the validity of the model it is 
possible to find the threshold from a polar diagram, even if the experiment 
does not contain a threshold amplitude. Then it is found by extrapolating 
the threshold-line to the point of contact and taking the distance of this 
point to the origin as the threshold. 
The thresholds and phaseshifts found from the polar diagrams are 
plotted against frequency giving threshold and phase characteristics. 
Interpretation of these characteristics gives much information on the 
response properties of the receptors. 
The actual procedure goes as follows. 
The computer reads the paper-tape and computes frequency, cycle-
time and moment or phase of each spike with respect to the onset of the 
stimulus cycle in which it occurs. The phases are given as percentages 
of the average cycle time. Then is printed (fig. 6) : 
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- Experiment number 
- Number of trial 
- Type of stimulus (sine(+) or sine(-)) 
- Amplitude of stimulus 
- Frequency 
If there is a response a priatout follows in which for each cycle 
the phases of the spikes and of the zero-crossings (at the end of the 
cycle) are printed as percentages of the average cycle-time. If nothing 
is wrong all these zero-crossings are found at 100%. 
If in a trial the number of spikes is >2 a linear diagram is made 
(fig. 6). It has a line for each cycle, and the length of each line 
corresponds to the cycle time (= 100% or 360°). Consecutive lines 
correspond to consecutive cycles, so '100%' on one line is the same as 
'0%' on the next. 
Each percentage is rounded off to a whole number which is indicated 
by a symbol on the line. A spike is denoted by an 'A', two or more spikes 
with the same percentage are also denoted by a single 'A'. A zero-crossing 
is denoted by an 'N'. If a spike and a zero-crossing have the same 
percentage the 'N' is suppressed by the 'A'. 
There may be a response in each of the two semi-cycles. If both 
semi-cycles have a response it is considered as being two separate 
responses. They appear in the linear diagrams as two clouds. The 
position of these clouds depends on amplitude and phaseshift . 
The computer plots a polar diagram for each frequency and for sine(+) 
and sine(-) separately, thereby distinguishing between the two responses. 
To this end I determine for each frequency two boundaries, such that m 
any trial each cloud falls between the boundaries given for this frequency. 
As a rule these boundaries are 50% apart and do not coincide with the 
zero-crossings. 
The spikes belonging to one response that appear in the first cycle 
or in the first responding cycle are called first spikes, the first of 
them is called the very first spike. If there are two responses each has 
a very first spike. It is the very first spike that marks the beginning 
of the discharge and gives a threshold-point in the polar diagram. Spikes 
in the next responding cycle that arrive in a phase earlier than the very 
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8b 
first are also called first spikes. All other spikes in the same response 
are called later spikes (fig. 7). 
The spikes are sorted by the computer into very first, first and 
later spikes. Of the later only those are entered into the polar diagrams 
that appear in the last 3 cycles. If the last 3 cycles are empty the 
computer tries a preceding cycle until a cycle is found in which the 
response has later spikes and then those are entered into the polar diagram. 
The later spikes give information on the adaptation of the receptor 
(fig. 9). 
Each frequency/amplitude combination is tried a number of times. In 
order to distinguish between consecutive trials the points from the 1st 
trial are plotted 1 mm out of the circle, those of the 2nd trial contacting 
the outside of the circle, those of the 3rd trial contacting the innerside, 
&c.. 
In the polar diagrams it is often seen that a threshold-line crosses 
the abcissa, hence the response is seen in two different semi-cycles (c.f. 
figs. I3&I4). 
It is assumed, however, that this effect is due to phaseshift and one 
response belongs completely to one semi-cycle. Therefore, in the description 
of the results the responses will simply be described as being responses to 
Fig. 6. Table and linear diagram of spikes and ends of cycles 
(« zero-crossings) in a trial. Zero-crossings are indicated by 
'Ν', in linear diagrams the spikes are indicated by 'A'. 
Fig, 7. Classification of spikes. 
0 = very first spike 
π « first spike 
Δ
 » later spike, not entered into polar diagram 
1
 = later spike, entered into polar diagram 
Arrows indicate boundaries. Zero-crossings are not especially 
indicated. 
The phase of the later spikes, entered into the polar diagram 
is called the 'end phase' as opposed to the phase of the first 
spikes. 
Fig. 8. Responses of one fibre to (a) sine(+) & (b) sine(-). 
A • spike, zero-crossings not indicated. Since the receptor was 
more sensitive in the positive direction a reversion of the 
polarity caused the response to shift to the other semi-cycle. 
Note that this shift is not exactly 50%. 
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Che first or to the second semi-cycle only. 
The computer programs used were developed by ir. J.C.M. Grupping. 
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2 N E R V U S S U R A L I S 
2.1 TECHNIQUES 
Anaesthesia. The experiments were performed on cats, weighing 
2.5 - 3 kg, rarely more or less, or on rats weighing 200 - 300 g. 
The cats are anaesthetized with Nembutal (Pentobarbital sodium, 
Abbott), 30 mg/kg given intraperitoneally, together with 2 mg 
atropine sulfate. A trachea tube is applied orally. The vena 
cephalica is canulated with a cánula ('Bronule', Braun-Melsungen) 
for further application of anaesthetics or infusion of Sorbitol. 
The anaesthesia is maintained by additional doses of 0.2 - 0.4 cc 
Nembutal (60 mg/cc) diluted 5 times with physiological saline. 
The rats are anaesthetized with urethane, 25%, 0.6 cc/100 g 
given intraperitoneally together with 4 - 5 mg atropine sulfate. 
For subsequent administration of injections the arteria caudalis 
was canulated in the following way: The rat was laid on its back. 
The ventral skin of the tail was opened medially with scissors 
cutting in a rostral direction from 10 to 5 cm from the base of 
the tail. The connective tissue overlying the artery is cut with 
a modified seam ripper after which the artery is carefully torn 
loose with two watchmaker's forcepses. The caudal end of the 
exposed artery is taken with a forceps and immediately rostral to 
it a needle is inserted in a rostral direction, thus perforating 
and reaming the artery. Then a cánula ( & 0.5 mm) filled with 
physiological saline is inserted rapidly through the hole. After 
that the artery is ligated around the cánula and the wound is 
closed. The anaesthesia was maintained by additional doses of 
0.5 cc urethane. 
These anaesthetics were chosen because other experimenters 
used them too, so the results might be expected to be comparable. 
This is especially important with work on the N.gracilis. 
The anaesthesia is always kept at a surgical level', so the animal does not 
react to violent pinching between the toes. No other clues are used. 
When the experiment is over the animal is killed by an overdose of 
anaesthetic. 
ElËEaE5ïi°!!· Responses of peripheral nerves are recorded from small 
branches of the nerve in which only one fibre responds to hair stimulation. 
In most experiments the nerve was the n.suralis, in a very few it was the 
n. peroneus. 
The n.suralis comprises the two most ventral branches of the 
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η.ischiadicus. The ventral of the two innervates the sole of the foot, 
the other one innervates the caudal part of the lower hind-leg above the 
heel. There is an overlap between the receptive fields around the heel. 
Both may have cutaneous receptive fields on the dorsum of the foot and 
some indistinct propriocepsis. The n.peroneus innervates the skin on 
the dorsum of the foot, and part of the rest of the lower leg. It 
contains many proprioceptive fibres. 
The animal is laid on its side. A piece of skin overlying the 
n.ischiadicus near the knee is removed, together with the upper layer of 
muscles. The edges of the skin are sewn to a stainless steel ring (with 
the cat) or ligated around a ring surrounded by a special groove (with 
the rat), thus forming a pool. The n.ischiadicus is cut proximally, 
carefully torn loose from surrounding tissue and laid on a supporting 
surface of glass, coated on the underside with black enamel. The 
selected branch is torn apart and desheathed. Then the pool is filled 
with paraffin-oil. The branch is split up into smaller branches, each 
of which contains only one functioning fibre, 
A criterion for functional single-fibre preparation is usually that 
all spikes are of equal size. Unfortunately in very small branches the 
spikes tend to be equal, small differences being non-significant because 
of the base-line noise. So one often has to resort to additional clues : 
i The shape of a receptive field is more or less oval. If two fibres 
are responding in one branch there also are two receptive fields. They 
may be lying apart and then one simply uses one of the two. Or they may 
overlap and then the resulting receptive field usually is not oval but 
of some other shape. 
ν In the latter case one often sees that spikes from one part of the 
receptive field tend to have somewhat other dimensions than spikes from 
another part of the receptive field. 
* Spikes from different fibres may overlap each other in time. Spikes 
from one fibre are always separated by the refractory period. Furthermore, 
if the interval is very short the latter of the two tends to be smaller 
than the first. 
ν All spontaneously active single fibres I found fired regularly. The 
firing pattern of more active fibres firing together was irregular, hence 
one can judge a single fibre preparation from the regularity of the 
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spontaneous activity. Unfortunately this criterion cannot be used with 
hair fibres, since they never show spontaneous activity. 
Recording. Responses in these fibres are recorded with a single platinura 
electrode, the paraffin-oil serving as isolation. The animal was grounded 
by the metal ring of the paraffin-pool. Responses recorded by the electrode 
were amplified by a differential pre-amplifier (Tektronix 122) and 
displayed on the screen of an oscilloscope (Tektronix 502). 
From thereon the signals are processed in the way described in 
chapter 1.2. 
2.2 RESULTS 
These results were obtained in 51 experiments. 35 of them were 
performed on 9 cats and 16 were performed on 2 rats. All 51 experiments 
were done using the above described equipment. Earlier experiments were 
done with other equipment. Those earlier experiments, however, were low 
in number and poor in quality, due to the primitiveness of the equipment. 
They are difficult to interpret and far less reliable than the later 
experiments. Therefore, but for one exception, the earlier results are 
not entered in the descriptions below. 
In all experiments responses were obtained from single fibres of the 
peripheral nerve. This nerve was almost always the n.suralis, in two 
experiments on a cat it was the n.peroneus. The results obtained in 
those two experiments were in close agreement with the results obtained 
in experiments on the n.suralis. Since, however, the vast majority of 
responses were recorded from the n.suralis they will simply be referred 
to as n.suralis responses, as opposed to N.gracilis responses which will 
be described later. 
All but 2 hairs stimulated were situated on the foot (fig. 1). 
Originally it was tried to stimulate down hairs, guard hairs and tylotrich 
hairs separately and discriminate between the responses obtained. It 
appeared, however, that it is almost impossible to stimulate a down hair 
and to be sure that no adjacent guard hair is stimulated, and vice versa. 
An exception are the hairs on the rat's foot, since on the rat's foot 
there are only guard hairs. A distinction between guard and tylotrich 
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hairs could not be made, because this depends on the finding of an 
adjacent Haarscheibe, which in the cat is extremely difficult to find 
and then needs not to be adjacent to a tylotrich follicle. Therefore 
I eventually concentrated on guard hairs only (fig. 2), trying not to 
stimulate down hairs, and without distinguishing tylotrich hairs. 
Linear diagrams. When a follicle is stimulated the n.suralis may 
respond to the first semi-cycle or to the second, depending on polarity, 
or to both. 
In fig. 6 a typical linear diagram is shown of a response to a sine. 
This sine comprised 10 consecutive cycles, appearing as 10 consecutive lines, 
each of them divided into 100%. There was a response to each semi-cycle, 
corresponding to a sensitivity in two opposite directions. This was seen 
in all consecutive cycles. The phase of the spikes increased in consecutive 
cycles. Often there is also a decrease in spike number. 
In most cases the responses to the two semi-cycles are different or 
there is a response to one semi-cycle only (figs. 7&8). 
It is common of responses to come later in subsequent cycles and to 
have less spikes. The phase increase from one cycle to the next is 
different in different responses. Especially during the first cycles 
there may be considerable differences in phase increase (c.f. figs. 6 to 8). 
Later the phase increase becomes less. However, as a rule there remains 
a phase increase, even during very long stimuli. 
The number of spikes decreased in consecutive cycles but as a rule 
it never became zero. Exceptions might occur at just liminal amplitudes 
or in the case of strong receptor noise (see below). The phase increase 
and decrease in spike-number point to an adaptation effect, presumably due 
to cumulative refractoriness. 
A linear diagram usually is quite regular. An exception is shown in 
fig. 7. Fortunately this is the exception rather than the rule. 
If there is a response in both semi-cycles they are treated as 
separate responses. 
When the polarity of the sine is reversed the response appears in 
the other semi-cycle. In fig. 8 two linear diagrams are shown, obtained 
in the same experiment. In fig. 8,a the polarity of the sine was positive, 
- 22 -
in fig.8b the polarity was negative. The receptor was sensitive in the 
positive direction, hence in fig. 8,a the response appears in the first 
semi-cycle whereas in fig.8b it appears in the second semi-cycle. The 
phaseshift is not exactly 50% at the beginning of the response. Effects 
like this one will be described below in more detail (effects of polarity, 
p.32) 
0ЯТЕ 09-12-68 
EXPEH.1 
LABEL 1 
10.0 HI (•! - NEflVE 
HPX.fWL -190 M 
Fig. 9. Regular polar diagram. o= very first spike (= threshold-
point), aa= first spikes, » = later spikes, giving the 'endphase' 
(c.f. fig. 7). Spikes of consecutive trials at one amplitude are 
plotted at slightly different radii. The outer ones are those of the 
1st trial, the next ones those of the 2nd trial, &c.. 
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E2iaE_ËiâÊïâES· These are made by the computer in the way described in 
detail in chapter 1.2, fig. 9. 
A polar diagram may contain a response to the first or to the second 
semi-cycle or to both. 
As a rule the polar diagrams are not as simple as the one of fig. 9. 
One complication is the response noise, i.e. irregularities in phasing of 
the spikes or in their number. Once the hair has been connected to the 
vibrator it will respond to any movement of the vibrator or the skin. 
Thus it may respond to a pulsating artery underlying the hair. This was 
remedied by choosing another hair. Or it may respond to respiratory 
movements. This was remedied as well as possible by using only hairs on 
the foot and immobilizing this somehow e.g. with plaster. Another 
possibility was the vibration of the experimental setup. Originally 
most hairs responded to somebody walking past. This was remedied by 
highly stabilizing and damping the working table and by sitting quietly. 
It is impossible to be sure that all unintended stimulation was done 
away with. It was reduced to a subliminal level. However, a subliminal 
unintended stimulus can modify the response to the intended stimulus which 
will be evident as noise. 
A fast noise is evident in the linear diagrams as an irregular phasing 
of the spikes. If this noise is strong it will also appear as an irregular 
number of spikes (fig. 7). Comparison of several linear diagrams reveals 
that usually the noise affects the very first spike less than the subsequent 
spikes. 
A slow noise will not be evident in a linear diagram. It appears when 
trials are repeated, thus it makes the polar diagrams irregular. A very 
slow noise will be evident only if all observations entered in a polar 
diagram were spread over a sufficiently long time. Fig. 10 shows a noisy 
response to 10 Hz. 
In this experiment the trials at each frequency were done in 3 series. 
Each series comprised all amplitudes and lasted about 1 minute. Thereafter 
the same was repeated at another frequency until all frequencies were tried. 
Then the first frequency was tried with another series, and so on. In this 
way at each frequency 3 series were done with an interval of about 15 min. 
Thus all trials making up fig. 10 were done in about half an hour. 
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Fig. IO. Noisy polar diagram. Only very first spikes are given. 
Trials were done in 3 series : о -о = 1st series, о — o = 
2nd series, о—о» 3rd series. 
There was a response in both semi-cycles. In the first semi-cycle 
the response was regular, only two threshold-points deviated considerably 
from the threshold-line. 
In the second semi-cycle the situation is far worse. The threshold-
points belonging to one series can be considered as lying on a threshold-
line which is much noisier than the one in the first semi-cycle. 
Comparing the threshold-lines of the three series, however, reveals that 
in between something was changed. The three threshold-lines run about 
mutually parallel, but apparently there is a very slow noise or drift 
that exceeds the faster noise shown in one series. 
I tried to find a correlation between the noises in both semi-cycles. 
To this end I compared the sign of the deviation of the threshold-points 
from the threshold-lines. No correlation was found. 
In noisy linear diagrams the phases of the first spikes are also 
noisy. So noisy linear diagrams make noisy polar diagrams. In a number 
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of experiments some linear diagrams were noisy whereas others were not. 
Then in the noisy responses the very first spikes tended to come earlier 
than in the non-noisy responses. 
I tried to find an effect of the sequence of the amplitudes on the 
response. To this end I varied this sequence in consecutive series, e.g. 
in one series the sequence was 1, 2, 3, 4, 5, 6, 7 and in an other it was 
1, 7, 2, 6, 3, 5, 4 so a certain amplitude followed a larger one in one 
series, and a smaller one in an other series. This was tried in several 
experiments. No correlation whatsoever was demonstrated. 
Disregarding the noise the theory predicts a polar diagram containing 
a threshold-line in the first or second semi-cycle or in both. These 
threshold-lines should be tangents, straight lines ending in the point of 
contact (fig. 5). If the direction of the sine is reversed a threshold-
line that appeared in one semi-cycle must now appear in the other semi-
cycle, thereby having exactly the same shape as before. So the threshold 
should be unaffected and the phases observed should be the same as before, 
except of course a shift of 50Z. 
Now actual polar diagrams are not so simple. At highest amplitudes 
the threshold-points sometimes deviate somewhat from the threshold-line, 
or the threshold-line is not perfectly straight as in fig. 9. This might 
be due to the path of the applied sine being straight instead of curved 
(c.f. chapter 1.2, p.8) Such deviations, however, are small and they 
are ignored. 
There are, however, more important differences between actual polar 
diagrams and the model. These differences are : 
1. the threshold-lines are not always continued to the point of contact, 
2. the threshold-lines may be curved near the threshold and 
3. there is an effect of polarity of the sine which is not predicted by 
the model, giving rise to non-straight threshold-lines. 
1. The threshold-lines are not always continued to the point of contact 
(figs. 10411). Apparently at lowest amplitudes when - according to the 
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Fig. 11. Threshold-line not continued to the point of contact. 
The threshold read as the distance between point of contact and 
origin is the extrapolation-threshold, the lowest amplitude the 
receptor responds to is the classical threshold. 
model - the receptor should respond, it often fails to do so. This 
effect is common to responses of high-frequency receptors (see below). 
There it is strongest at low frequencies, while at high frequencies 
(usually > 50 Hz) the effect is negligible. 
The lowest amplitude to which the receptor responds is what is 
classically called the threshold and will hereafter be called the 
classical threshold. 
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Yet the threshold described in chapter 1.2 can equally be found. It 
is the value of the sine at the moment the very first spike is generated. 
This will only occur under the condition that the amplitude of the sine 
is above classical threshold. This second type of threshold is found 
- according to the model - by extrapolating the threshold-line to the 
point of contact and talcing the distance from this point to the origin. 
Hence this threshold will be called the extrapolation-threshold. It 
tends to be constant for all frequencies, at least if the response comes 
in the first semi-cycle (see below, effect of polarity). 
Later it will be argued that the extrapolation-threshold is a 
displacement-threshold, while the behaviour of the classical threshold 
stems from the fact that there is also a velocity-threshold. The receptor 
will respond when both displacement and velocity are above threshold. 
At frequencies of about 1 Hz the difference between the classical 
threshold and the extrapolation-threshold usually is so large that the 
receptor only responds to stimuli of highest amplitudes. So in the polar 
diagrams the threshold-points are only found near the margin. The line 
through them runs at a short distance from the origin, this distance being 
the extrapolation-threshold. Under these conditions the course of the 
threshold-line is uncertain, so the relative error in the extrapolation-
threshold is great. 
2. Curved threshold-lines. Occasionally the threshold-line is not 
straight but curved (fig. 14). Furthermore the phase at classical threshold 
appears to be in agreement with the phaseshift as found from the inclination 
of the straight part of the threshold-line. 
The most simple explanation seems to be that for some reason the 
threshold to a high-amplitude sine is increased. Since it is found rarely 
it is not very important. 
This explanation does not apply to the non-straight threshold-lines 
that result from the effect of polarity. 
3. Effects of polarity 
a. Decreased extrapolation-threshold. When there is a displacement-
threshold the response should be the same, whether at sine(+) or at sine(-), 
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Fig. 12. Effect of polarity (decreased extrapolation-threshold). 
Responses to sine(+) and sine(-) combined, only threshold-points 
are shown, о---Ош threshold-points to sine(+), phases plotted from 
'0%'. The threshold-line appears in the second semi-cycle, χ x = 
threshold-points to sine(-), phases plotted from '50%', each point 
an average of 4 trials. The threshold-line appears in the first 
semi-cycle. In the second semi-cycle the threshold is crossed 
comparatively earlier. 
except of course a difference in phase of 50%. 
On 21 hairs the effect of polarity was tried. 8 did not show any 
difference while the others did show some effect. 
The first effect to be described is shown in fig. 12. This receptor 
was sensitive to the negative semi-cycle. So with sine(-) it responded to 
the first semi-cycle. The corresponding threshold-line is straight. With 
sine(+) it responded to the second semi-cycle. Then the phase at classical 
threshold is about the same as with sine(-). At higher amplitudes the 
phase differences become gradually larger, resulting in a threshold-line of 
which the inclination is reduced. Consequently, the phaseshift read from 
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this part of the threshold-line seems to be reduced. Furthermore in 
most cases the extrapolation-threshold seems to be increased. At still 
higher amplitudes, however, the phase differences between sine(+) and 
sine(-) become constant and the threshold-lines run about mutually 
parallel. The phaseshift read from this part of the threshold-line is 
about the same as the phaseshift read from the threshold-line to sine(-), 
while the extrapolation-threshold is reduced. 
The simplest description of this phenomenon is that at classical 
threshold phaseshift and threshold do not depend much on polarity. At 
higher amplitudes, however, the threshold becomes less until from a 
certain amplitude upwards the threshold becomes constant. 
This flexed threshold-line was found with only 3 hairs. With the 
other hairs either the low amplitude part or the high amplitude part was 
found. This depended on the actual course of the threshold-line and on 
the amplitude steps used for determining this course. 
With 9 hairs the effect did not depend largely on frequency. It 
seemed to be most outspoken at 25 Hz and small at about I Hz and about 
100 Hz. 
A hairs showed this effect of polarity strongest at 150 Hz. Fig· 13 
shows the responses to stimulation of such a hair. At 100 Hz the 
differences between the responses to sine(-) and sine(+) are small. As 
mentioned in chapter 1.2 the sine is distorted at the beginning by a 
retardation of about 0.5 ms. At high amplitudes this gives a phase 
difference of 5%. There remains a difference of 2-3%. 
At 150 Hz the difference is much greater. 6j % of this is due to 
the retardation at the beginning of the sine. There remains a difference 
of about 25%. It looks as if at high amplitudes the receptor responds to 
velocity only. 
The trials with sine(+) and sine(-) were intermingled. Therefore it 
can be assumed that the situation in which the responses were obtained 
were the same, so this cannot account for the difference. 
The effect is not due to distortions of the sine since it occurs at 
amplitudes where the sine is not yet distorted. At higher amplitudes when 
the sine is distorted this is restricted to the top while the responses 
start on the upstroke of the sine. 
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Fig. 13. Effect of polarity (decreased extrapolation-threshold). 
a-b responses to first semi-cycle of sine(-), c-d responses to 
second semi-cycle of sine(+). о = threshold-point, ·= end-
phase. Each point in a-b average phase from 2 trials, in c-d 
average from 3 trials. Threshold-lines in c-d differ from those 
in a-b. Part of the difference stems from distortion of sine at 
onset. There remains a difference which is small at 100 Hz and 
great at 150 Hz. 
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So far an effect was described as a result of shifting a response to 
the other semi-cycle by reversing the polarity of the sine. There may be 
a response in both semi-cycles. Then as a rule it is found that on 
reversal of the polarity only one of the two is influenced by the reversal 
while the other one is not. Only in one instance I found an effect on 
both responses and then the effects were different. 
The polarity might also affect the response noise. There is a 
tendency of the noise to be greater in the second semi-cycle than in the 
first, but the effect is small. 
b. Increased extrapolation-threshold. Another effect of reversing the 
polarity of the sine is shown in figs. Θ&14. Between the two trials of 
fig. 8 the polarity of the sine was reversed so the main response shifted 
from the first semi-cycle to the second. This shift was greater than 50%. 
Furthermore in the first semi-cycle to sine(-) there appeared a response 
75 25 
Fig. 14. Effect of polarity (increased extrapolation-threshold). 
Points are indicated as in fig. 13. 
(a) : first semi-cycle. Each point average of 4 trials 
(b) : second semi-cycle. Each point one trial only. 
Note : in (a)4(b) the threshold-line is curved at lower amplitudes; 
in (b) at high amplitudes there appears a response in the first semi-
cycle and the extrapolation-threshold is increased. 
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comprising one spike only that was not seen in the second semi-cycle to 
sine(+). 
Fig. 14 shows two polar diagrams of such a receptor. The threshold-
line to the positive semi-cycle is curved at low amplitudes both at sine(+) 
and at sine(-). The difference between the two is not significant up to 
a certain amplitude. At high qjnplitudes, however, a more dramatic difference 
appears : 
the extrapolation-threshold in fig. 14,b suddenly becomes higher. At the 
same time spikes begin to appear in the first semi-cycle. Closer inspection 
of many such cases indicates that the sudden increase in threshold in the 
second semi-cycle occurs only if in the first semi-cycle spikes appear. 
The size of the threshold increase depends on time since the preceding 
spikes and the number of them. Usually there is only one spike in the 
first semi-cycle. Then the influence on the threshold in the second 
semi-cycle is small at 25 Hz and negligible at lower frequencies. When 
there are more spikes in the first semi-cycle the effect is stronger. 
It is not possible to describe the relation of threshold increase 
with time exactly since it is difficult to estimate the increase in 
threshold precisely due to the uncertainty in practical polar diagrams. 
The relation resembles the relation between the threshold increase from 
the first spike to the second spike in a response and the interval between 
the two. Since this relation stems from refractoriness of the receptor it 
is possible that the threshold increase in the second semi-cycle as a 
consequence of a spike in the first also stems from refractoriness. 
The single spikes that appeared in figs. 8,b&14,b in response to the 
first semi-cycle with sine(-) did not appear in figs. 8,a&14,a in response 
to the second semi-cycle. When in the first semi-cycle its threshold is 
high. Since the above described relation is (presumably) reciprocal the 
threshold will be still higher if the spike is shifted to the second 
semi-cycle, i.e. if it comes after the main response. So the highest 
amplitude used becomes subthreshold. For the same reason this single 
spike is not repeated in subsequent cycles. 
This effect of polarity was found with 3 hairs of the cat. 
I encountered one receptor that only responded to the first semi-cycle, 
regardless of polarity. This was only tried at 150 Hz. 
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Ongoing_resgonse. After the very first spike there may appear a 2nd, 
3rd, 4c.. In fig. 9 the line connecting the 2nd spikes is straight and 
runs about parallel to the threshold-line. 
The distance between the two lines can be considered as an increase 
of threshold to the 2nd spike, due to the preceding very first. Above it 
was mentioned that this threshold-increase depends on the interval since 
the preceding spike. Since this interval is shorter at higher amplitudes 
the threshold-increase is more, so the two lines do not run parallel. 
At lower frequencies the distance between the threshold-line and 
the line of 2nd spikes becomes less, until at I Hz it becomes about equal 
to the threshold. At very low frequencies there often is also a line of 
3rd spikes which in turn runs about parallel to the other lines at about 
the same distance. 
I have not made a close study of the ongoing response since it would 
involve a very complicated analysis. I described it in some detail, not 
only for the sake of completeness, but also because I will refer to this 
description in relation to the responses of cells in the N.gracilis. 
Velocity-receptor. In 2 cases a receptor was found which responded to 
velocity only. 
In fig. 15 the polar diagrams to sine(+) and sine(-) at 25 Hz are 
combined. This receptor responded to sine(+) with a single spike which 
started at the first zero-crossing. All threshold-points lay on a 
straight line which is a radius rather than a tangent. At lower frequencies 
it is exactly a radius, so at low frequencies the spikes started at the 
zero-crossing. At 25 Hz and upwards the threshold-line does not go through 
the origin. Apparently at higher frequencies the spikes started after the 
zero-crossing, presumably due to the retardation of the sine at the 
beginning. Or perhaps there is some other factor involved that depends on 
amplitude. 
At the end of the first cycle a second spike appeared. The line 
connecting these second spikes runs at about right angles to the threshold-
line, indicating a phaseshift of about -25%. Stimulation with sine(-) gave 
only one spike per trial. These spikes gave a threshold-line whose course 
accorded to the line of second spikes to sine(+) (N.B. In this polar 
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?5 25Hz(,*-)-.nerve 
Fig. 15. Responses of a pure-velocity receptor to sine(+) and 
sine(-). Phases with sine(+) plotted from '0%' and phases with 
sine(-) plotted from '50%', so in both cases the upper half of 
the diagram corresponds to the positive semi-cycle while the 
lower half corresponds to the negative semi-cycle, о—o= threshold-
line to sine(+), D—D= 2nd spikes to sine(+), χ—χ = threshold-
points to sine(-). There were no other spikes. 
diagram 0% of sine(-) was plotted at 50% of sine(+), hence in both cases 
the upper half of the diagram corresponds to the positive direction whereas 
the lower half corresponds to the negative direction). Apparently this was 
a pure velocity-receptor. Of course the negative phaseshift cannot occur 
at the beginning of the cycle with sine(+) since this would imply the spikes 
starting before the onset of the stimulus. 
These responses do not indicate the existence of an extrapolation-
threshold (= displacement-threshold). From this one may conclude that 
there is not an extrapolation-threshold. There still might be an extrapolation-
threshold, but then with unusual properties, e.g. a strongly negative 
threshold, that is always exceeded unless the stimulus becomes more negative. 
This response has been found only twice. The response of fig. 15 
came from a group of down hair follicles, the down hairs being clamped 
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together to the vibrator. It was also found in the only instance I 
stimulated a hair longitudinally. Now with stimulation of the bunch of 
down hairs the outermost follicles were also stimulated longitudinally. 
Perhaps this response is common with longitudinal stimulation. 
^E§EÍ2ÍÍ2D· ''•n t*18 description of the linear diagrams it was noted that 
in consecutive cycles the phase of the response increased. This was 
interpreted as an increase in threshold, due to adaptation. 
In order to evaluate this adaptation the spikes that appeared in 
the last 3 cycles were entered separately in the polar diagrams, giving 
the 'end-phase' of the response. The difference between the end-phase and 
the threshold-phase is presumably due to threshold increase or adaptation. 
The line connecting the end-phases tends to be curved (fig. 14,a). 
At threshold amplitude the end-phase is about equal to the phase of the 
very first spike, therefore the adaptation is not large. At higher 
amplitudes the difference between end-phase and threshold-line is greater, 
so there is an angle between the end-phase curve and the threshold-line. 
This angle is small at low frequencies and almost 25% (=90 ) at high 
frequencies (c.f. figs. 9&14,a). At high amplitudes, however, the angle 
between end-phase curve and threshold-line decreases until they run about 
parallel. This indicates that the threshold increase has become about 
constant with amplitude (fig. 14,a). 
This effect is preferably seen at higher frequencies. 
Comparison between this threshold increase and linear diagrams 
reveals that the increase at one frequency is roughly proportional to the 
number of preceding spikes in the response. So presumably the adaptation 
depends on a cumulation of refractory periods. 
The adaptation is stronger at higher frequencies, probably because at 
higher frequencies the interspike interval is less, so cumulation of 
refractory periods is more effective. To the contrary at very low frequencies 
(about I Hz) an adaptation often is not seen at all. 
The rate of adaptation deminishes during the trial. Experiments with 
long stimuli (50 cycles) showed that although the rate of adaptation becomes 
slower and slower the receptor may keep adapting. One factor explaining 
this diminishing rate is that due to adaptation the response diminishes and 
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consequently the rate of adaptation. Another factor is that the effect 
of refractoriness after a spike is less if the time since the occurrence 
of the spike is more. Consequently spikes that occurred at the beginning 
of a trial have a comparatively smaller effect on the finally reached 
adaptation than later spikes. So even with a perfect stationary response 
the adaptation also should become stationary. 
Since the adaptation depends on the response a receptor cannot adapt 
completely so there would be no more a response. However, the receptor may 
become just-responsive to the stimulus. In that case the end-phase has 
shifted to the top of the sine (assuming there is no further phaseshift), 
so the curve of end-phase in the polar diagram runs perpendicular to the 
threshold-line. This situation is approximated in responses to high 
frequencies (fig. 14). That it is not found at low frequencies stems from 
the fact that the response frequency is too low. Furthermore the full 
adaptation cannot be reached because the stimulus lasts only 10 cycles. 
At frequencies of 25 Hz and upwards the responses tend to become 
saturated at high amplitudes : the 1st cycle has 2 spikes, all next have 
only one. Because of refractoriness a further increase of amplitude will 
not lead to a proportional increase in number of spikes. Actually the 
response becomes about constant and so does the adaptation. That is why 
the end-phase curve runs about parallel to the threshold-line at high 
amplitudes at high frequencies. 
?l!ââf_£Î!§Eâ£ÏËEiS£Î£5· A s described in chapter 1.2, p. 14 the phaseshift 
at a certain frequency can be found as the inclination of the threshold-line. 
This phaseshift is the phaseshift due to phaseshifting properties of the 
receptor and to latency and should not be confused with the phase that 
depends on amplitude. The course of the threshold-line may be influenced 
by an effect of polarity and may be uncertain because of considerable noise. 
But for these effects, however, the phaseshift can be estimated from a polar 
diagram within J%. 
A plot of the inclination as a function of frequency gives the phase 
characteristic. As a rule a plot of the phaseshift against frequency is a 
straight line, having at 0 Hz an intersept at 0% or 50% (fig. 16,a). A few 
points may deviate significantly from the line (e.g. at 10 Hz in fig. 16,a). 
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This may occur at any frequency and in any direction. I cannot explain 
it, but since the effect is not systematic I think it may be ignored. 
In most phase characteristics the straightness of the line is very 
good. This indicates that the phaseshift is caused by a factor that 
works proportional to frequency. 
Now such factors as integrating or differentiating properties of 
the receptor cause a phaseshift that is not proportional to frequency, so 
these factors cannot explain the phase characteristics. It might be, 
however, that the effect of receptor properties is constant with frequency. 
This was the case with the velocity receptor, described above, which 
differentiated at all frequencies used. Otherwise the effect has to be 
so small that it can be neglected. 
The only factor I can think of that always works proportional to 
frequency is the latency of the response. In this context the latency is 
defined as the time-delay of the response with respect to the threshold-
crossing by the stimulus . Therefore I think this is the only cause 
of the inclination of the phase characteristic. 
The intersept at 0 Hz is at 0% or at 50%, depending on the semi-cycle 
in which the response was started. This indicates that normally the 
inclination of the threshold-line depends on displacement of the hair, or 
- in other words - the extrapolation-threshold is a displacement-threshold. 
The one exception to this conclusion is the velocity-receptor. There the 
intersept is at 25% or 75% and the extrapolation-threshold is a velocity-
threshold. 
Exceptions from the above description stem from exceptions in the 
polar diagrams. The threshold-line is not always straight (p.28) or its 
course may be uncertain because of noise. 
In the case of an effect of polarity a threshold-line may be observed 
having an apparently 'wrong' inclination, giving a false estimation of 
the phaseshift. Fortunately these cases can usually be identified from the 
polar diagrams. 
Latency- It is defined as any true delay of the response. It includes 
transmission time of the sine along the hair towards the follicle, receptor 
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delay (cf. CaLton, 1958) and conduction of the ьріке along the nerve. It 
does not include the time needed by the stmulus to reach threshold 
The latency is read from the phase characteristic as its inclination 
It ranged from 3 to 17 ms. 
With a nunber of fibres the exprrments were reoeated uith -.oire 
parameter changed. Each time a latency was found. Ihe difference between 
the longest and the shortest latency thus found was in all but one t ibre 
not more than 0.5 ms. 
All but 2 hairs that were experimented upon were situated somewlere 
on the foot. With the cat the distance from the recording site to the 
ankle was about 10 cm, from the ankle to the tip of the toes wib again 
10 cm (fig. I). Since the site of the hair on the foot was krown, the 
length of the nerve path could be estimated. The estimated error in tins 
length was ± 2 cm. 
In fig. 18 the latencies obtained with the cat are plotted against tie 
length of the nerve path. Included are some latencies of earlier experiments 
that do not appear elsewhere m this chapter (c.f. p.21). It appears thit 
the points aggregate into two clouds, the one comprising low-frequency 
receptors, the other comprising high-frequency receptors (see oelow, 
'threshold_characteristics'). 
The dashed lines drawn through the clouds are average conduction 
velocities. Later they will be discussed in detail. 
ïbl§SÎ!°ial£bsra££ÊEiSÎi£§· •'•t ls oft611 difficult to read the threshold 
from a polar diagram. The extrapolation-threshold is defined as tie 
distance from the point of contact to the origin. If the polar diagram 
is noisy the course of the threshold-line becomes uncertain. This is 
especially so if there is a large difference between extrapolation-threshold 
and classical threshold as is often the case at low frequencies. Then the 
threshold-points appear only at highest amplitudes and the threshold-line 
passes the origin rather closely. A small error in the position of the 
threshold-points will have a small influence on the inclination of the 
threshold-line but may have a relatively large influence on its distance 
to the origin, and hence on the extrapolation-threshold. So at low 
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Fig. 18. Latency vs length of nerve path, о = low-frequency 
receptor. χ = high-frequency receptor. « = in the one semi-cycle 
a high-frequency response, in the other semi-cycle a low-frequency 
response. ·= distinction could not be made. Dashed lines are 
discussed on p. 70 (cf. fig. 24). 
Fig. 17. Threshold characteristic of a high-frequency receptor. 
Dots : extrapolation threshold. Bars without dots : classical 
threshold. Here v denotes the amplitude to which the receptor 
responds and A the amplitude to which the receptor does not respond. 
In the first semi-cycle (a) the extrapolation threshold is constant 
at all frequencies. In the second semi-cycle (b) the same is increased 
at 25 Hz due to an effect of polarity. The same increase is found 
in the first half of the second cycle (dot marked '2' in (a)). The 
classical threshold rises towards lower frequencies. 
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frequencies the uncertainty in relative threshold may amount to a factor 2. 
The classical threshold is found as lying between the amplitude to 
which the receptor responds and the amplitude to which the receptor does 
not respond. Now the amplitudes are always given in steps differing about 
a factor Ij, so at best a classical threshold can be estimated with an 
uncertainty of about 25%. 
An extra complication arises in the case of curved threshold-lines 
(p.28). Then the extrapolation-threshold seems to be greater at higher 
amplitudes. Due to an effect of polarity a wrong extrapolation—threshold 
may be read from the polar diagram (p.29, figs. 12-14). Fortunately these 
cases often can be identified from the polar diagrams. 
Finally in the case of a displaced threshold-line (fig. 14) one more 
threshold is found, but this one can easily be distinguished from the 
normal extrapolation-threshold. 
The relation between thresholds and frequency falls in one of the 
following types : 
* Low-frequency receptors. There is not a clear distinction between 
extrapolation-threshold and classical threshold, so in the threshold 
characteristics only the extrapolation-threshold is entered (fig. 16,b). 
The thresholds are lowest at 5-10 Hz (best frequency). Below and above 
best frequency the thresholds are higher. The course of the characteristic 
above best frequency is convex or concave or it may suggest a straight line 
as in fig. 16,b. 
" High-frequency receptors. At low frequencies there is a clear 
distinction between extrapolation-threshold and classical threshold. 
Fig. 17,a gives a threshold-characteristic obtained from a high-frequency 
receptor of the rat. Here the filled circles denote the extrapolation-
thresholds, the uncertainty being given by a vertical bar. The bars without 
a circle denote the classical thresholds. Here v denotes the amplitude 
to which the receptor responded while л denotes the amplitude to which the 
receptor did not respond. 
The extrapolation-thresholds are about equal at all frequencies while 
the classical thresholds decrease towards higher frequencies along a course 
which resembles a hyperbola. This can be explained by assuming that the 
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receptor will respond as soon as two thresholds are exceeded : a 
displacement-threshold and a velocity-threshold. 
At frequencies between 50 - 100 Hz the difference between the two 
thresholds becomes negligible, so it looks as if there is only one threshold. 
This usually is somewhat higher at 150 Hz than at 100 Hz so the best 
frequency is at 100 - 150 Hz. 
Exceptionally the best frequency may be as low as 50 Hz, but even 
then there is never confusion with a low-frequency receptor. It is also 
possible that the best frequency is well above 150 Hz (fig. 20,a), but 
this too is an exception. 
In fig. 17,b the extrapolation-threshold was increased at 25 Hz. 
This appears to be an effect of polarity causing a 'wrong' inclination of 
the threshold-line in the second semi-cycle (p.29). The same effect is 
seen in fig. 17,a. There at 25 Hz the extrapolation-threshold is increased 
in the 2nd cycle (dot marked '2'). These effects of threshold increase are 
concurrent with a strong decrease in phaseshift (p. 29). 
The polar diagrams of fig. 13 showed the effect of polarity strongest 
at high frequencies. In the first semi-cycle the extrapolation-threshold 
was about constant with frequency whereas in the second semi-cycle it rose 
sharply at high frequencies to values well above the classical threshold. 
As a rule the responses obtained with a rat's hair are much more 
regular than those obtained with a cat's hair. Actually I gained much 
insight in the high-frequency receptors of the cat after comparison with 
the high-frequency receptors of the rat. 
In 9 experiments the threshold-characteristics were so irregular 
that nothing could be concluded from it definitely. 
In fig. 18 x denotes a high-frequency receptor and о denotes a 
low-frequency receptor. There is a significant difference in latency 
between the two types. Above it was described that there also was a 
significant difference in best frequency. So it may be concluded that the 
distinction between the two types is real. 
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Effect_of_neighbouring_hairs_on_the_res£onse. The guard hair on the foot 
of the cat is situated amidst down hairs. These are curly and adhere 
together to a coherent fur. Obliquely through this runs the guard hair. 
Where it emerges from the fur it has a diameter of about 60 um. In the 
fur the diameter is 25 ym. The thicker portion is about 1 cm long, the 
thinner portion is 1-2 cm long. 
In order to stimulate a single hair I grip a hair with the clamp of 
the vibrator. The neighbouring hairs are pushed away a little so the 
clamp will not touch them. However, the stimulated hair is contacted by 
other hairs which might well modify the transmission along it of a sine. 
In order to test whether the transmission is influenced by surrounding 
fur I examined the responses of 6 hairs in intact fur and again after 
cutting off all neighbouring hairs so the hair could move freely. It 
should be noted that such an operation cannot be done so that certainly no 
more neighbouring hairs are touching the stimulated hair and the stimulated 
hair has not suffered any damage. 
Of these 6 hairs 3 did not show a change in threshold or latency after 
removal of the neighbouring hairs. One of them had multiple threshold-
lines in intact fur, perhaps more hairs responded to the same stimulus. 
Another hair had the same response after removal of the neighbouring hairs, 
but the linear diagrams contained less spikes. This might equally be 
explained by a neighbouring hair moving together with the stimulated hair 
and thus contributing to the response. In this case the responses of the 
two hairs apparently are in step. 
One hair showed in intact fur a high-frequency response to the positive 
direction and a low-frequency response to the negative direction. After 
removal of the neighbouring hairs there was a reversal of polarity of 
the responses. Thereby the thresholds to the high-frequency response was 
reduced to 50% and the thresholds to the low-frequency response increased 
a factor 2j. 
One hair gave a completely different response after removal of the 
surrounding hairs : a low-frequency response changed into a high-frequency 
response and the latency dropped to half its initial value. Apparently I 
had somehow changed to another receptor. There even is a possibility that 
I had changed to another hair. 
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Finally one hair, situated at the border of the receptive field 
showed a very noisy response while in intact fur. After removal of the 
neighbouring hairs the response contained much fewer spikes and they came 
so irregularly it was almost impossible to see threshold-lines. I think 
in this case the hair did not belong itself to the receptive field, but 
it stimulated some neighbouring hair or hairs in turn. After removal of 
the neighbouring hairs the contact had become very bad. A consequence of 
this explanation is that the removal of the neighbouring hairs had been 
also bad. 
It can be concluded that there is an effect of the surrounding fur 
on the transmission of the sine along the hairshaft. It may be an effect 
on the threshold, or on the polarity or on the number of receptors involved. 
In one case removal of the neighbouring hairs gave a change to another 
receptor. In the other cases, however, there was not a change in latency 
or the shape of the threshold characteristic. Apparently these properties 
do not depend on surrounding fur. 
An effect of surrounding fur is often observed if one tries to 
isolate a hair responding to manual stimulation. As long as the fur is 
intact the receptor responds readily to stimulation of a single hair. As 
the surrounding hairs are bent away, however, the response gets lost. Then 
stimulation of the other hairs readily evokes a response. Apparently 
manual stimulation to such a hair is effective only if it is surrounded by 
the fur. 
The riddle is solved if one tries to stimulate such a hair (without 
neighbouring hairs) with the vibrator. Then one gets a high-frequency 
response. So the explanation of the effect found with manual stimulation 
probably is that a hair together with the surrounding fur is stiffer than 
the isolated hair and consequently it has a higher resonance frequency. 
So the apparent difference in threshold stems from a difference in stimulus 
frequency. 
ÎDfÎHË!î£ê_2Î_£Îîê_E°Si£^2î!_i5_,-iîe_ïÊ£eE£iYÉ Ììeì^· ^n ^ receptive fields 
the responses were recorded of hairs in different positions in the 
receptive field. The fur was left intact and the hairs were clamped to the 
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vibrator at equal distances from their tips. After the experiments the 
hairs were pulled out. They proved to have about equal lengths so they 
were clamped to the vibrator at about equal distances from their bases. 
Within each receptive field the responses of the different hairs 
were very much alike. The latencies were the same. The thresholds were 
different, but it could not be decided whether the differences were real 
or not. I could not find any consistent relation between the threshold 
and the position within the receptive field. The differences may have 
been caused by differences in length of the hair, differences in best 
direction (see below) or by some other subtle difference in adjustment. 
5iEÊ££i2S_2SSSi£iïi£Z· ^" т а п У experiments the nerve responded to the 
positive or negative semi-cycle only. In other experiments it responded 
to both semi-cycles, but then the responses in the two semi-cycles were 
different. It appeared that this depended on stimulus direction. 
In fig. 2 a guard-hair is depicted diagrammatically as it is 
situated in the fur. In my experiments I always stimulated in a direction 
at right angles to its long axis. Of course the direction of this long 
axis was a bit arbitrary since the hair is curved and the basal part of it 
is mostly out of sight during the experiment. Now the direction of the 
stimulus may be in a plane perpendicular to the skin in which the hair lies. 
This is called a perpendicular direction. Or it may be in a direction 
parallel to the skin. This is called a parallel direction. These 
directions are indicated in fig. 2 by arrows marked ι and // respectively. 
The perpendicular direction can be towards the skin or away from the 
skin. For practical reasons I mostly used hairs on the lateral aspect of 
the foot. On the dorsum of the foot they point towards the toes, on the 
sole they point from the toes. Hence the general direction of the hairs 
is about parallel to the foot. So I can divide the 'parallel' stimulus 
direction into a dorsal and a plantar direction. 
Oblique directions were also used, they lay between perpendicular and 
parallel directions. 
Now stimulation in a perpendicular direction often evoked a response 
in both semi-cycles. With a parallel direction in most instances a 
response was evoked in one direction only. This was mostly the plantar 
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direction, sometimes the dorsal direction. 
Apparently there is a direction sensitivity. In order to test 
whether this is a property of the receptor I did 4 experiments in which 
the hair was stimulated from various directions. All these 4 were guard-
hairs. The neighbouring hairs were carefully removed. The first experiment 
was done on a cat's hair, the three others on a rat's hair. The latter 
were chosen because the hairs on rat's foot are all guard hairs. They are 
short and thick whereas the cat's hairs are long and thin, so with the 
latter there is a greater chance of some disturbing effect on the transmission. 
Furthermore, on the rat's foot there are no down hairs, so it is easier to 
isolate a guard hair. 
It should be noted that even with the rat it is impossible to be sure 
that the hair was isolated completely. 
бО^ 
^ 
rat 
b 
t т о т с 
skin 
rat 
Fig. 19. Sensitivity of 3 hairs a,b&c in various directions. 
The ratios between lengths of drawn arrows is equal to ratios between 
thresholds. Absolute lengths of arrows are arbitrary. Dashed arrows 
marked oo : in this direction no response was obtained. Other dashed 
arrows and the bar marked '60 μ' are discussed in the text. The 
inset shows the corresponding directions : 've' • ventral direction, 
'do' = dorsal direction, 'skin' - towards the skin. 
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When a hair was stimulated in different directions the same responses 
occurred, i.e. the latencies and the shape of the threshold characteristics 
were the same. However, the thresholds in the different directions were 
different. The threshold characteristic obtained in one direction could 
be translated into the threshold characteristic obtained in another 
direction by multiplying all thresholds with a constant. These constants 
gave the ratio of the thresholds in the different directions. 
In figs. 19,a-c these ratios are shown as direction-diagrams. Their 
lengths are arbitrary but within a diagram the ratio between them equals 
the ratio in thresholds. If of two opposite directions only one gave a 
response then only the responsive direction was indicated. If none of 
them gave a response it was indicated by a dashed line marked oo . 
Three diagrams exhibited a clear direction sensitivity as indicated 
by the drawn arrows. The direction in which the thresholds were lowest 
is called the best direction. The receptor responded to other directions 
if the component in the best direction was above threshold. The diagram 
of the 4th experiment is not shown. It showed a quite erratic behaviour 
of the receptor. The polar diagrams of this experiment showed too many 
threshold-lines, indicating that the isolation was not complete. 
There were some complications (fig. 19, dashed arrows). The receptor 
of fig. 19,b sometimes responded to both dorsal and plantar direction. 
The response, however, was less consistent and slightly different from 
the other responses. So presumably this was an other response, possibly 
from a neighbouring hair that the stimulated hair bumped into. 
Another complication is seen in fig. 19,a. In a direction towards 
the skin the extraplation-threshold was very uncertain, while the classical 
threshold fluctuated by a factor 6 (drawn and dashed arrows). These 
fluctuations went synchronously with respiration. This respiration had a 
cycle-time of almost 6 s. 
In this experiment the foot was carefully stabilized with plaster. 
However, close inspection with the binocular revealed a just visible 
movement of the skin in a 'parallel' direction. The total movement of 
the skin was estimated as about 60 vm (horizontal bar in fig. 19,a). This 
is about as large as the threshold at best frequency in the best direction. 
Now it is a bit difficult to see how such a small and slow movement can 
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add to the perpendicular stimulus to change its amplitude so dramatically. 
Therefore I think that the transmission of the sine or the sensitivity of 
the receptor was modulated in some subtle way. 
In a direction obliquely to the skin, in about the best direction, 
the phase and threshold characteristics of fig. 16 were obtained. Here 
the response came occasionally дп the 'wrong' semi-cycle, as indicated by 
the dashed arrow in the opposite direction. Perhaps the phase was 
reversed by the hair bumping occasionally into some obstacle, perhaps an­
other hair. 
All these complications can be identified, therefore I think the 
above stated conclusion remains valid, i.e. stimuli will only give a response 
if they contain a component in the best direction, in other words there is 
a true direction sensitivity. 
2.3 DISCUSSION 
Modality. In the preceding chapter the responses to stimulation of a 
hair were described. The stimulated hair was almost always a guard hair 
and the response arose presumably in a guard-hair receptor, perhaps in a 
down-hair receptor. It was often seen that only stimulation of the largest 
hairs was effective, which suggests that the receptors were strictly 
confined to the guard-hair follicle. 
One might wonder whether the response did always arise in a follicle 
receptor or perhaps sometimes in some other cutaneous or subcutaneous 
mechano-receptor. Miller (1964) found that rapid displacement of a hair 
(on the rabbit ear) caused the surrounding skin to vibrate with an 
amplitude that did not exceed 1 ym. Perhaps such a'mechanism could entrain 
receptors outside the follicle. Now most responses, if not all, are 
clearly coming from follicle receptors as is evidenced by such facts as 
direction sensitivity, sensitivity restricted to special hairs, or 
sensitivity to hair stimulation much higher than sensitivity to direct 
stimulation of the skin. I did not perform these tests on all receptors 
tested so one might think that a number of responses actually arose from 
non-follicle receptors. If so the properties of these receptors must be 
much like those of the follicle receptors. 
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Talbot, Darian-Smith, Kornhuber & Mountcastle (1968) described 
receptors in the glabrous skin with a best frequency at 30-40 Hz which 
is higher than the best frequency of the low-frequency responses I found. 
At best frequency those receptors had a threshold to skin vibration of 
about 100 ym, so, if they exist in the hairy skin they cannot be activated 
by the mechanism described by Miller. One might think of skin receptors 
lying adjacent to the follicle. The only such receptors known are the 
Haarscheiben. They are, however, slowly adapting and their relation to 
the follicle is very loose in the cat skin (Iggo & muir, 1962, Brown & 
Iggo, 1964, Iggo, 1963, 1965, 1968). 
High-frequency sensitivity can be subserved by Pacinian corpuscles. 
They lie subcutaneously. Their thresholds to skin vibration can be as 
low as 1 urn at best frequency. The best frequency, however, is between 
200 - 300 Hz, which is higher than the best frequency of the high-frequency 
responses I found (Wilska, 1954, Talbot, Darian-Smith, Kornhuber & 
Mountcastle, 1968). Each Pacinian corpuscle is innervated by one afferent 
and each single afferent innervates one Pacinian corpuscle (Cauna & Mannan, 
1961). Since they lie subcutaneously the apparent size of their receptive 
field depends on stimulus strength and the apparent threshold rises as 
the distance between the stimulus and the corpuscle becomes greater 
(Talbot & al, ibidem). This again is at variance with my findings, so 
the Pacinian corpuscle should be rejected. 
The conclusion must be that the responses I found really did arise 
in follicle receptors. 
Linear diagrams. As described in chapter 2.2 a linear diagram may show 
one or two clouds of spikes, corresponding to one or two responses and 
each response confined to its own semi-cycle. 
Within a cloud (during a response) the number of spikes decreases in 
consecutive cycles while the phase increases. This was ascribed to an 
increase in threshold. As described on ρ 36 this threshold increase was 
roughly proportional to the number of preceding spikes. So it may be due 
to a cumulation of refractory periods of the receptor. 
Careful analysis of the phenomenon might yield information on the 
temporal properties of the refractory period. On p.33 a first attempt to 
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such an analysis was described. The method was tedious and the results 
far from exact, due to response noise. Better results could be obtained 
with an analysis involving many experiments and taking into account all 
spikes observed. Such an analysis, however, could only be done with a 
computer and actually it has not been tried. It would be well to take 
measures for suppressing response noise (p. 118). Perhaps it would be 
simpler to analyse the adaptation of a response to a ramp or a block 
stimulus. 
The course of the phase increase is different in different responses. 
It may even be different in the two responses in one trial. In the latter 
case it seems as if the two responses arise from two receptors. 
îÎe!ÎEâi_£2i2ê· This appears mostly as a phase-noise but it may also 
appear as uncertainty in the number of spikes, especially at low frequencies. 
All responses show some phase-noise. Sometimes this is unimportant, 
the linear diagrams and the polar diagrams are quite regular (figs. 9&I4). 
Most responses, however, have noise that cannot be overlooked. With a 
fast noise the linear diagrams are irregular and so are the polar diagrams. 
With a slow noise the linear diagrams are regular but the polar diagrams 
are not. With very slow noise this will only be apparent if the observations 
that made the polar diagram were spread over a sufficiently long time. 
Such a very slow noise was described on p.24, fig. 10. 
If there was a response to both semi-cycles there was no correlation 
between the noises of the two. This suggests that the noises originated 
in two different receptors. 
If there is a response to both semi-cycles it.is common to find the 
noise of the two responses to be different in magnitude. And there is no 
correlation found between deviations in the two semi-cycles. This suggests 
that the noises, and hence the responses, originate in two different 
receptors. 
What is the cause of this phase-noise? 
* Fluctuations in the phase-shifting properties of the receptor, other 
than true delay, as a source of noise is improbable. The only phase-shifting 
properties found in a receptor were due to the effect of polarity, 
- 51 -
the threshold being lower in the second semi-cycle than in the first and 
this effect increasing with increasing amplitudes (p.29). If this effect 
is noisy one might expect the noise being stronger in the second semi-
cycle than in the first. Actually such a difference was found now and 
then. However, the difference might also be found in the wrong direction. 
Regarding all evidence I think the noise tends to be greater in the 
second semi-cycle than in the first one but the difference is not large. 
If fluctuations in the latency were the cause of the phase-noise one 
would expect this noise to be greater towards higher frequencies. 
Furthermore, with latency fluctuations one would expect the envelope of 
the noise in polar diagrams to be broader at higher amplitudes and 
narrower at smaller amplitudes. Now neither of these effects were 
observed. The noise is independent of frequency and the envelope of the 
noise in a polar diagram has constant width. Only in polar diagrams of 
highest frequencies a broadening of the envelope towards higher amplitudes 
is sometimes seen which corresponds to a latency noise of some tenths of 
a ms. This, however, can easily be accounted for by the uncertainty in 
the moment the window-discriminator detects a spike. 
* Threshold fluctuations would give a parallel envelope of the response 
in the polar diagram and this envelope should be as broad at all frequencies. 
Now this is generally the case. Actually most phase-noise can easily be 
explained by threshold-fluctuations. In the case of slow noise (fig. 10) 
these may be caused by some physiological fluctuations of the receptor. 
In the case of fast noise it is more difficult to explain the effect by 
physiological changes. The threshold may, however, also be affected by 
subliminal unintended stimulation of the follicle (see below). 
* The phase-noise may as well be explained by stimulus fluctuations. 
These could be brought about by superposition of a subliminal unintended 
movement, caused by small movements of the animal or the rest of the 
experimental set up. In chapter 2.2, p.24 it was described how all 
unintended stimulation was reduced, if not to zero, then to a subliminal 
leve1. It may add, however, to the intended stimulus to make it irregular. 
It may also influence the threshold of the receptor. This effect was 
described by Catton (1961,b) in mechanoreceptors in the frog skin and by 
Miller (1964, 1967) in guard hairs on the rabbit ear. 
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Practically it is impossible to distinguish between threshold 
fluctuations and stimulus fluctuations. 
Additive fluctuations of a threshold or stimulus cannot explain all 
noise observed. On p.48, fig. 19,a, an experiment was described in 
which the threshold fluctuated slowly. This appeared to be synchronous 
with a small movement of the skin which was due to respiration. It is 
inconceivable how such a slow and shallow movement can add to the intended 
stimulus to alter it so profoundly. It was concluded that the movement 
of the skin (or generally speaking the respiration) somehow modulated the 
stimulus or the sensitivity to it. If such a subtle influence can have 
such a profound effect on the response it is no wonder I found noise at 
all. 
This was a case where the fluctuations in the stimulus not only 
caused a phase-noise but also a noise in the number of spikes. 
Another possibility 'of this type of noise involves spikes appearing 
at subliminal stimuli. There are no more than 1 or 2 spikes per stimulus. 
Such a spike may appear in any cycle. The phase is variable but it is 
somewhere near the phase at classical threshold. 
An effect of fast noise is that it may cause the first spike to a 
supraliminal stimulus to come too early, i.e. when the stimulus is 
approaching threshold. 
In order to test whether the response to a stimulus is influenced by 
the amplitude of the preceding stimulus I varied the sequence of amplitudes 
so that a certain amplitude at one time was preceded by a high amplitude, 
at another time by a low amplitude. No effect of the preceding amplitude 
was found. The effect is not to be expected either. Catton (1960, 1961) 
found that a frog skin mechanoreceptor after strong stimulation showed a 
decreased sensitivity (fatigue) which might last as long as 2 sec. 
Mountcastle, Talbot & Kornhuber (1966) and Werner & Mountcastle (1968), 
working on mechanoreceptors in the skin of the monkey's hand found an effect 
of the amplitude of the preceding stimulus if the interval was < 10 sec. 
The effect did not appear if the interval was > 10 sec. Now in my 
experiments the interval was 13 sec. which apparently is long enough. 
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Linearitjr. In a few experiments the threshold-lines were curved (fig. 14). 
This could be explained by integration, e.g. the receptor integrates the 
stimulus or that part of it that exceeds a preset level. When the integral 
reaches a threshold the receptor fires. This would result in a curved 
threshold-1ine. 
The effect could also be explained by some alinearity between the 
stimulus and the generation of the spike. 
The curved threshold-lines, however, appear to be the exception 
rather than the rule, so the effect is not important. In general the 
threshold-lines are straight (see, however, effect of polarity, fig. 13). 
This indicates a linearly working mechanism, at least at displacements up 
to threshold. 
l5lE5E2ìaÌÌ°Sl£!}EE§b°ìa_ESÌ_£Ì§SSÌ£5ì_È!!ìeÉÌÌ°ì-· I n general the threshold-
lines are straight as predicted in chapter 1.2. Exceptions may occur in 
the case of curved threshold-lines and if the response comes to the second 
semi-cycle (see below, effect of polarity). 
With high-frequency receptors the threshold-line was found not to be 
continued to the point of contact especially at low frequencies. Then the 
lowest amplitude to which the receptor responds is called the classical 
threshold, whereas the threshold found according to chapter 1.2 is called 
the extrapolation-threshold (p.27). 
From the phase-characteristics it was concluded that the extrapolation-
threshold is a displacement-threshold (p.38). It tends to be constant at 
all frequencies, at least if the response comes in the first semi-cycle 
(p.42). Apparently it is a threshold to the value of the applied sine. 
The receptor will only respond to crossing of the extrapolation-threshold 
if the amplitude of the sine is above classical threshold. 
This classical threshold is at high frequencies about equal to the 
extrapolation-threshold whereas at low frequencies the classical threshold 
is much larger (with high-frequency receptors, fig. 17,a). At first glance 
this relation with frequency looks like a hyperbola. This could mean that 
there is a threshold to the velocity of the sine at zero-crossing. This 
would imply that at the moment the extrapolation-threshold is exceeded the 
receptor 'remembers' the velocity at zero-crossing. Actually the fit 
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between a hyperbola and the threshold characteristic is bad. A better fit 
is obtained if one takes the difference between classical and extrapolation-
threshold against frequency. This relation resembles more a hyperbola but 
the implications on the threshold mechanism are very complicated. 
The simplest assumption, giving the best fitting curve is that the 
receptor has both a displacemer^p-threshold and a velocity-threshold. Thus 
it will fire as soon as both thresholds are exceeded. 
The best fitting curve is found mathematically as follows: 
Let AQ, VQ & dQ be the classical threshold at frequency = f, the 
velocity-threshold and the displacement-threshold respectively, then 
,
 V
°
2 
Ao2 = + do2 , where ω = 2τιί (1) 
ω
2 
dg is estimated as an extrapolation-threshlold from the threshold 
characteristic, VQ can be found by substituting AQ found at a chosen 
frequency in (1) or by 
^ ( A ! 2 - A 2
2) 
V O 2 » (2) 
1/fl2 - l/f22 
where Aj & A2 are the classical thresholds found at fj & Î2 respectively 
and fj & ¡2 are two frequencies below best frequency. If there is a large 
difference between Ag & dg the latter may be neglected and VQ is estimated 
from Ag alone. 
This model only gives a quantitative description of the results. It 
does not describe the underlying mechanisms. 
According to the model the classical threshold, should decrease 
monotonously with frequency. It appears, however, that above best frequency 
the classical threshold rises again, so something else comes into play. 
It should be noted that not all threshold characteristics fit neatly 
into this model. They may show a somewhat different course of the thresholds, 
although the difference is little more than uncertainty. Then the polar 
diagrams show curved or otherwise distorted threshold-lines, due to some 
effect on the stimulus or receptor, e.g. an effect of polarity. The best 
fit is found in receptors on the rat's foot (figs. 17&20,a). 
This 2-thresholds-model is opposed to the earlier RC-model (c.f. Eijkman 
- 55 -
& Vendrik, 1960). 
Catton (1966) and Cat Con & PeToe (1966) described the responses of 
frog skin mechanoreceptors to conform to the RC-model. 
According to this model the threshold of the receptor rises during 
the stimulus (accomodation), the rate of rise being proportional to the 
value of the stimulus. The threshold will only be crossed if the 
stimulus rises so fast it overtakes the threshold. As a consequence 
the signal is attenuated at low frequencies while there occurs a negative 
phaseshift. In such a situation a polar diagram is expected to 
corroborate completely the predictions of chapter 1.2, fig. 5, showing a 
straight threshold-line, ending in the point of contact. The apparent 
threshold is increased and the inclination of the threshold-line is 
decreased, indicating a negative phaseshift. 
The quantitative relations are the following : 
If 
A = input amplitude 
AQ = classical threshold 
γ « attenuation (output amplitude * input amplitude) 
s = threshold value of output sine 
ω = 2iTf 
f = frequency 
τ = time constant 
φ = phaseshift 
then 
(3) 
(4) 
(5) 
(c.f. Eijkman & Vendrik,1960) 
(6) 
ωτ 
Ύ = 
/l + ω 2τ 2 
Ар = s/l + 
and 
C 8 * "ΪΓ 
(4) becomes 
An cos φ » s 
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Ao cos φ is the value of the sine at the moment the very first spike is 
generated at classical threshold (ignoring the latency), s is constant. 
So at classical threshold the value of the sine at the moment of threshold-
crossing is constant at all frequencies. 
In order to compare the two models the threshold characteristics 
obtained in the experiment of fig. 19,b (drawn vectors) were averaged 
after correction for the direction sensitivity, thereby taking responses 
to sine(+) and sine(-) together (fig. 20,a). 
This receptor was chosen because it did not show an effect of 
polarity. The change in classical threshold extended over a long frequency 
interval so a best fitting curve can be evaluated with fair precision. 
In fig. 20,a the extrapolation-thresholds are given with an estimated 
error. The classical thresholds are given with an average interval. The 
error was not estimated, it was about as large as in the extrapolation-
threshold. Both models give a fairly fitting curve to the classical 
thresholds. There is a difference between the curve from the 2-thresholds-
model and the classical threshold at 150 Hz, which is within the 
uncertainty of the method. 
The models show a marked difference with respect to the extrapolation-
thresholds. The 2-thresholds-model predicts them to be the same at all 
frequencies which I did find, whereas the RC-model predicts them to be 
equal to the classical thresholds which I did not find. 
Fig. 20,b gives hypothetical polar diagrams according to the RC-model, 
assuming that the receptor responds to the second semi-cycle and ignoring 
latency. There is a marked phaseshift at low frequencies. This was not 
observed in actual polar diagrams. There the phaseshifts were clearly due 
to latency. So in fig. 20,b all threshold-lines should run parallel to 
the abcissa. This difference is demonstrated in the phase characteristic 
of fig. 20,c. The intersept at 0 Hz is predicted by the RC-model to be 
at 25% while in reality it is found at 50%. 
Further evidence on the difference between the two models comes from 
experiments with ramp stimuli as performed by Höglund & Lindblom (1961) 
on mechanoreceptors in the toad's skin and by Miller (196A, 1967) on guard 
hairs on the rabbit's ear. They stimulated with ramps in which the slope 
or gradient (• velocity) and amplitude were set so there just appeared a 
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Fig. 20 
a. Threshold characteristic of a rat's hair. Points are averages 
of values obtained with sine(+) & sine(-) in 3 experiments on the 
same hair. Symbols are the same as in fig. 17. Drawn-line : 
best-fitting curve according to RC-model. Dashed line : best-
fitting curves according to 2-thresholds-model. 
b. Threshold-lines. Open circles : phases at classical threshold, 
according to both RC-model and 2-thresholds-model. Drawn lines : 
threshold-lines according to RC-model. Dashed line : the same 
according to 2-thresholds-model. (Assuming that the hair responds 
to the second semi-cycle and ignoring latency.) 
с Phase characteristics according to (b). Dots : observed 
phaseshifts, corrected for latency. 
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response. The 2-thresholds-model predicts that a threshold-line of the 
response to a ramp stimulus will have a constant-displacement leg and a 
constant-velocity leg, in other words the displacement-threshold is 
constant at all velocities above threshold-velocity (fig. 21,a, dashed 
line). According to the RC-model the threshold-line should show a much 
more gradual transition (fig. 21,a, drawn line). 
According to the RC-model the quantitative relation with a ramp-
stimulus are the following: 
If 
d = displacement (input of RC-circuit) 
ν = velocity 
vg = velocity-threshold 
u - output of RC-circuit 
s = threshold-value of output 
τ = time constant 
t = time 
then 
u - ντ(1 - ε"ί/'τ) (7) 
(cf. Eijkman & Vendrik, I960) 
Assuming τ and s are equal to 1, then we obtain 
t = - ln(l - i) = In ^ - p (8) 
d - ν In I (9) 
vo = 1 (10) 
As seen in fig. 21,a the threshold-line according to the RC-model 
should be a curved line that at first glance looks rather straight, as 
opposed to the flexed threshold-line, according to the 2-thresholds-model. 
A plot of threshold amplitude-against velocity has a constant-
amplitude part and a constant-velocity part. According to the 2-thresholds-
model the transition between the two should be sharp whereas according to . 
the RC-model the transition should be gradual (fig. 21,b). The plot given 
by Höglund & Lindblom shows a sharp transition. It is not quite as sharp 
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Fig. 21 Threshold-lines to ramp stimuli as predicted by RC-model 
(drawn line) and by 2-thresholds-model (dashed line). 
(a) : threshold against time; (b) : threshold against velocity; 
(c) : time against the reciprocal of velocity. Here 'threshold' 
is the displacement the moment the spike is generated, given as a 
multiple of critical displacement (do), and 'time' is the time 
since onset of stimulus, given as a multiple of time constant (τ). 
All true delay ignored. 
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Fig. 22 Plot of threshold-amplitude against velocity as obtained 
by Höglund & Lindblom (1960). 
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Fig. 23 (a) Plot of latency (including time needed by the stimulus 
to reach threshold) against velocity of the ramp gives a hyperbola. 
(b) Plot of the latency against the reciprocal of the velocity gives 
a straight line, the intersept being the true delay (after Miller, 
1964). 
as. predicted by the 2-thresholds-model but sharper than predicted by the 
RC-model (fig. 22). A plot given by Miller (1964) suggests a sharp 
transition, but there is a large noise which makes the curve less 
significant. Actually Miller (1967) also published a plot which more 
suggested the RC-model. 
Now although my experiments strongly favour the 2-thresholds-model, 
they do not show whether the transition is sharp or not. That is because 
the amplitude is set in steps, so the classical threshold cannot be 
approached closely enough. On the other hand, a gradual transition as 
suggested by the ramp experiments can be an artefact, due to the ramp not 
being a true ramp. Indeed a small rounding off at the end of the ramp 
which does not look conspicious may make the transition gradual, even if 
it should be sharp. 
This difficulty can be overcome by using supra-threshold stimuli. 
Such an experiment was done by Miller (1964, 1967). He measured the 
latency of the response as a function of the velocity of the ramp. 
This latency was the time between the onset of the stimulus to the 
onset of the response, so it not only includes a true delay but also the 
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time required by the stimulus to reach threshold. According to the 2-
thresholds-model this time should be inversely proportional to the 
velocity. A plot of latency against the reciprocal of the velocity should 
be a straight line whereas according to the RC-model the same plot should 
be a curved line (fig. 21,c). Now Miller found the plot to be straight 
from high velocities to velocities near critical gradient (= velocity-
threshold) (fig. 23). 
The 2-threshols-model is not based on known functional properties of 
the receptor like the RC-model. It just gives a quantitative description 
of the results. According to it there are two thresholds : a displacement-
threshold and a velocity-threshold. The receptor responds as soon as both 
thresholds are exceeded. These thresholds are constant, irrespective of 
the way these thresholds are reached. In its strictest sense this predicts 
that the response to ramp stimuli can be described by the sharply flexed 
threshold-lines as described above. It is, however, not sure that the 
threshold-lines must be sharply flexed as there may actually be a somewhat 
more gradual transition from a pure displacement-response at high velocities 
to a pure velocity-response at critical velocity. 
A question is whether the 2-thresholds-model permits a response at 
critical velocity at elevated displacements as found by Höglund & Lindblom 
and Miller (fig. 22). As mentioned above it is not essential to the model 
that the transition is perfectly sharp. It is not probable either, so the 
elevated displacement-thresholds are possible. Furthermore threshold-
points may be found at threshold-velocity at displacements that are beyond 
the transition. In such a situation the stimulus remains just liminal as 
long as the velocity remains at threshold, so the receptor does or does 
not respond, depending on noise. 
It is not clear what the mechanism might be underlying the 2-thresholds-
model. To the contrary the RC-model can be explained by visco-elastic 
properties of the receptor. Or by a receptor potential proportional to 
the value of the stimulus and the spike generator accomodating to this 
potential. The behaviour of such a system can be described (approximately) 
by the above mentioned RC-circuit. A receptor acting this way can be a 
displacement-receptor or a velocity-receptor, depending on the time-constant. 
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With this RC-model, however, it is difficult to explain two 
independent thresholds, unless one assumes such a thing as two RC-
circuits in series, each with his own threshold. 
This may sound unlikely. However, Loewenstein (1956) described a 
mechanoreceptive system in the frog's skin that seems to approach the 
2-threshoIds-model rather closely. There are two receptor types : 
slowly adapting ('stretch') receptors and rapidly adapting ('touch') 
receptors. A rapidly adapting receptor responds to applied stretch of 
the skin showing a rapid adaptation. If the skin is stretched to a 
certain degree, however, the rapidly adapting receptor rather abruptly 
changes into a slowly adapting 'stretch' receptor. This was explained 
mechanically by assuming that the 'touch' receptor is placed in series 
with a visco-elastic element. On application of tension the visco-elastic 
element expands, thus releasing the tension. This provides for a 
mechanical adaptation. This expansion, however, can only occur to a 
certain degree after which this rapid adaptation stops and the receptor 
becomes slowly adapting. In 'stretch' receptors this mechanism does not 
work because the visco-elastic element is always in its expanded state. 
The stretch was always applied suddenly. It is conceivable, however, 
that the same effects would be observed with slowly applied stretch. Then 
one might say that originally a 'touch' receptor has a high velocity-
threshold which at a certain stretch changes in a lower velocity-threshold. 
Now suppose such a receptor is stimulated with an intermediate velocity. 
Originally it will not respond. At a certain stretch the velocity-
threshold drops to a lower level i.e. below the applied velocity so the 
receptor responds. In such a situation the recept.or will appear to have 
both a displacement-threshold (the critical stretch) and a velocity-
threshold (beyond that stretch). In other words in such an experiment the 
responses of the 'touch' receptor would conform to the 2-thresholds-model. 
Conversely one might think that a receptor conforming to the model behaves 
like the frog's 'touch' receptor. 
The consequence would be that the hair receptor has a velocity-
threshold which is impossibly high below displacement-threshold so the 
receptor does not respond, whereas at displacement-threshold the velocity-
threshold drops to a lower level, so the velocity can become supra 
threshold. 
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An alternative hypothesis would be that the two thresholds have a 
neuronal origin. Miller (1964, 1967) stimulated a skin spot receptor with 
ramp stimuli of different slopes and with electrical currents of different 
strengths, and measured the latency after the onset of the stimulus as a 
function of slope or current respectively. The curves obtained were 
identical to those obtained with guard hairs. Furthermore, "subthreshold 
electrical and mechanical stimuli were additive and the changes of 
excitibility following electrical or mechanical conditioning were similar" 
(Miller, 1964). 
A consequence of this result might be that giving a velocity to a 
mechanoreceptor is equivalent to giving an electrical current. If so, 
there may also be an equivalence between displacement and electrical charge. 
This would lead to the hypothesis that in the receptor a generator potential 
is built up which is proportional to displacement. The displacement-
threshold is set by the threshold of the receptor to the generator 
potential. This can be explained by the RC-model, assuming a long time-
constant. Then, however, one cannot explain the velocity-threshold. 
The 2-thresholds-model only applies to the high-frequency receptors. 
Low-frequency receptors do not show a clear distinction between extra-
polation- and classical threshold. When they do show such a distinction 
at all it is only seen below best frequency and there it is very doubtful. 
So either the low-frequency receptors have a displacement-threshold only, 
or if they also have a velocity-threshold it is spiali and its effect on 
the response is negligible. 
Contrary to the displacement-threshold of high-frequency receptors, 
the displacement-threshold of low-frequency receptors depends strongly on 
frequency : at best frequency the threshold is lowest whereas at lower 
or higher frequencies the threshold is higher. 
At first glance this could be explained by the above mentioned RC-
model. This differentiates at low frequencies so the threshold goes up 
as the frequency goes down. A small modification of the RC-model will 
make it integrate at high frequencies (e.g. the stimulus does not set up 
a proportional generator potential, but a proportional current which 
builds up the generator potential), so as the frequency rises the threshold 
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goes up again. In between lies the best frequency, where the threshold 
is lowest. 
Unfortunately such a modified RC-model predicts both a negative 
phaseshift at low frequencies (see above) and a positive phaseshift at 
high frequencies. However, no such phaseshifts are found. 
So with regard to the low-frequency responses I have no model 
describing them. 
Effects_of_£Olarïtj. A response may occur in the first or second semi-
cycle, depending on polarity of the sine. In most experiments a response 
was found having a threshold-line which in the second semi-cycle was 
other than in the first semi-cycle. If there were two responses but for 
one exception the effect was only seen with one of the two. 
If a response showed an effect of polarity the behaviour in the 
first semi-cycle corroborated completely the behaviour of the responses 
not showing the effect of polarity. It appears that a description of 
the behaviour in the first semi-cycle is simpler than a description of 
the deviation. Furthermore the response in the first semi-cycle is 
comparable with the response to a ramp stimulus (pp.57-62) . Therefore 
the responses in the first semi-cycle are considered a 'normal' case 
whereas the responses in the second semi-cycle are considered a deviation 
from it. 
The above description of the response properties of high-frequency 
receptors ('Extrapolation-threshold and classical threshold') apply 
completely to the 'normal case'. 
The commonest effect of polarity is that the, extrapolation-threshold 
is lower if the response comes in the second semi-cycle than if it comes 
in the first semi-cycle. The difference is small near classical threshold, 
becomes progressively greater at higher amplitudes until from a certain 
amplitude upwards the difference becomes constant (p.28, fig. 12). 
Sometimes it looks as if at high amplitudes there is no extrapolation-
threshold at all. Such an effect is preferably found at high frequencies 
(fig. 13). 
The general effect seems to be that the displacement-threshold is 
lowered at higher amplitudes, sometimes to such an extent that only a 
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velocity-threshold remains. 
If there is such an effect in the second semi-cycle it is common 
to find it also in the 2nd cycle in response to the first semi-cycle 
(c.f. fig. 17,a). Apparently the effect does not depend on the polarity 
of the sine but on the fact that the responding semi-cycle is preceded 
by the opposite one. 
It is not clear what the explanation should be of this phenomenon. 
An alternative explanation might be sought in the transient caused by 
the suddenly starting sine. However, the response in the first semi-cycle 
seems to be the 'normal' case whereas the response in the second semi-cycle 
seems to be a deviation of it. 
The effect might be a lowering of the threshold, due to some 
subthreshold conditioning effect of the preceding semi-cycle. Miller (1967) 
described the influence of conditioning by subthreshold stimulation of a 
nearby hair. He found a threshold increase which lasted less than 10 ms. 
Such a threshold increase might play a role in the effect of polarity but 
it goes far from explaining it. 
A possible explanation may be found in the mechanism suggested in 
the preceding paragraph. In this mechanism the displacement-threshold 
was the displacement at which there was a transition from high velocity-
threshold to lower velocity-threshold. If the proposed mechanism is real 
it would imply that the point where this transition takes place can be 
shifted to a smaller displacement. This effect can be so large that at 
high amplitudes only the lower velocity-threshoJ.d appears. 
Two experiments were done with pure velocity receptors. It was 
suggested that this was a property of a receptor with longitudinal 
stimulation. Perhaps the mechanism of the transition from high to low 
velocity-threshold depends on the direction of the stimulus in such a way 
that with longitudinal stimulation there is only the lower velocity-
threshold. 
Another effect of polarity is described on p.32, fig. 14. Here 
the extrapolation-threshold was increased in the second semi-cycle. This 
effect was found in 2 low-frequency receptors and in 1 high-frequency 
receptor. 
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It strongly resembles a refractoriness due to the preceding spike. 
If this is true the question remains how in a high-frequency receptor a 
displacement-threshold can be influenced by refractoriness if the 
displacement-threshold stems from mechanical properties of the receptor, 
as suggested on p.63. 
If this effect of polarity really depends on refractoriness of the 
receptor it could also be brought about by a properly timed antidromic 
spike. 
The effect is of interest since it might serve as a tool for 
measuring the time course of the refractoriness of the receptor. 
Number of_resgonses_to_one stimulus. Normally in a polar diagram one 
or two threshold-lines are seen. If there are two they almost always run 
mutually parallel, indicating equal latencies. Occasionally they do not 
run parallel or there are more non-parallel threshold-lines. 
The two threshold characteristics are different. However, in all 
but two cases both are either of the high-frequency type or of the low-
frequency type. In certain cases it was found that the threshold in 
the second semi-cycle increased if there were spikes in the first semi-
cycle. 
Apparently in some respects there is a correlation between the two 
responses. In all other respects, however, no correlation was found. 
The noises were different : a deviation from the threshold-line in one 
semi-cycle was in no way correlated to a deviation in the other semi-cycle; 
neither was a correlation found in a deviation of spike number. If there 
was an effect of polarity (not the one due to refractoriness) then it 
appeared in one of the responses only. In the direction-experiments one 
response clearly showed the effect of direction, while the other one 
behaved in a haphazard way. If a hair was isolated from its neighbours 
it mostly responded to the positive or negative semi-cycle only or there 
was a marked difference in threshold. 
This almost complete lack of correlation between the two responses 
shows that they originate in two different receptors, presumably belonging 
to one hair. 
That the latencies are equal indicates that they project via the same 
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fibre. 
When there is a mutual inhibition this probably is due to spikes 
travelling from one receptor to the other via a collateral, thus causing 
the other receptor to be refractory (c.f. Lindblom, 1958). 
The two threshold-characteristics were of the same type. Apparently 
it is the rule that if one axon innervates more than one receptor in a 
follicle they both belong to the same type. In two cases the two 
responses were of different type. These cases may be just exceptions to 
the rule, or they belong to the group of multiple responses (see below). 
It should be noted that the number of active receptors is not 
necessarily equal to the number of threshold-lines in the polar diagram. 
The above described evidence indicates that the responses of the receptors 
in one follicle, innervated by one axon have the same phaseshift, thus 
the corresponding threshold-lines run mutually parallel. If two of 
them run in the same semi-cycle then only the very first spikes of the 
response with the lowest threshold give threshold-points. All spikes of 
the receptor with higher threshold will be considered as belonging to 
the ongoing response. 
In some experiments polar diagrams appeared with more than two 
threshold-lines or with two threshold-lines not running parallel. This 
never occurred with isolated hairs, it sometimes occurred with intact fur 
and preferably with the neighbouring hairs removed imperfectly. The 
latter condition is best suited for accidently stimulating a neighbouring 
hair. Therefore I think that the multiple response stems from stimulation 
of different hairs. 
One might ask whether a multiple response requires multiple 
afférents. If so my 'single fibre' preparations were not always completely 
single fibre. Of course I took care not to work with a multiple fibre 
preparation, but one cannot be completely sure. 
A related question is whether it is possible to have a multiple 
response from a single follicle, in other words, does one follicle have 
different types of receptors and hence different types of afférents or 
does one follicle only have one type of receptors, different types being 
distributed over different follicles? At present the evidence from 
n.suralis responses is not sufficient to decide. However, in chapter 3.2 
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it will be shown that stimulation of a hair under conditions that in 
the n.suralis no multiple responses are expected, the cells in the 
N.gracilis as a rule do have multiple responses. This will be explained 
by a multiple input of afférents belonging to different types. So 
stimulation of a single hair fires several nerve fibres of different 
types, so the receptors of a single follicle are of different types. 
A consequence is that differences in response type are not due to the 
corresponding hair but to the properties of the receptor itself. 
Weddell, Pallie & Palmer (1954); Weddell, Taylor & Williams (1955); 
Winkelman (1959); Brown & Iggo (1964) and Iggo (1965) found a strong 
convergence of axons to one follicle : the smallest follicles are 
innervated by 2-5 axons, the largest (tylotrich) follicles by up to 
30 axons. 
Weddell, Taylor & Williams (1955) found in different axons different 
latencies to the same stimulus. 
Brown & Iggo (1964) and Iggo (1965) did not find evidence that one 
axon innervated more than one receptor type. 
It would be interesting to repeat my experiments while recording 
from more afférents involved. In the present state of the art it would 
imply doing a complete experiment at each afferent separately. Since 
one experiment lasted J-l hr the whole procedure would become very 
tedious. Moreover, the chance that something in the follicle or elsewhere 
changed between the first and the last experiment would be too large. 
I think a more elegant solution would be to do the experiments on 
all the afférents simultaneously, i.e. giving one sequence of stimuli and 
recording from each afferent separately. This would 'only' involve a 
multiplication of recording apparatus. 
Recegtiye_fields. With the cat their area ranged from about a tenth of 
a cm2 on the tip of the toe to about 5 cm2 on the heel. With the rat 
they were proportionally smaller. The smallest receptive field, found 
on the foot of the rat only comprised one hair. 
In order to find a difference in response from different sites in 
a receptive field I did experiments on hairs at different sites 
consecutively. All experiments showed the same response type. The 
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latencies were the same and the thresholds were not. However, no relation 
could be found between threshold and position in the receptive field. Now 
differences in threshold can be explained either by adjustment errors or 
by differences in best direction. 
Miller (1967) working on guard hairs obtained about the same results. 
Brown & Iggo (1964) and Iggo (1965) working on down hairs found the 
sensitivity in the centre of the receptive field higher and the latency 
less. This might point to a difference between down hairs and guard hairs. 
Or perhaps the difference arose from a different stimulus situation (They 
stimulated many hairs together). Weddell, Pallie & Palmer (1955) and 
Weddell & Pallie (1955) recording from small nerve fasciculi found the 
spike to be larger after stimulation of a central hair than after 
stimulation of a peripheral hair. This was explained by more axons in 
a fasciculus responding to a central hair than to a peripheral hair. In 
such a situation a stimulus to a central hair is more likely to find a 
short latency receptor or a receptor with a properly oriented best 
direction than a stimulus to a border hair. 
Latency- The latency of a response can be read as the inclination of the 
phase characteristic. 
The distance from follicle to recording electrode was estimated from 
the known course of the n.suralis (fig. 1) and the sites of the follicle 
and recording electrode. The uncertainty in this estimation was about 
± 2 cm. 
In fig. 18 the latencies are plotted against the distances. The 
points tend to aggregate into two clusters. The one comprises high-
frequency receptors, the other low-frequency receptors. Both also comprise 
receptors that could not be typified and a case of the two responses in 
opposite semi-cycles being of different type. 
Through each cloud a best fitting line was drawn by the eye, the 
slope of which is the average conduction velocity in the nerve fibre. 
With high-frequency receptors the conduction velocity is 27 m/s, the 
intersept at 0 cm is at 0 ms. With low-frequency receptors the average 
conduction velocity is 20 m/s, the intersept at 0 cm is at 5 ms. Of course 
the uncertainty in these values is great. They may serve, however, as an 
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indication of the true values and for simplicity's sake they are 
considered without the uncertainty. 
Burgess, Petit & Warren (1968) tested the sensitivity of guard 
hairs above the ankle of the cat with ramp stimuli. Some hairs could 
not be stimulated by any ramp stimulus available but they readily 
responded to manual stimulation. This type was denoted Gj. Another 
type could be stimulated with ramp stimuli, the velocity requirements 
being less. This type was denoted G2. Apparently the types Gj 4 G2 
conform to my high & low frequency types, After determining the response 
type in a nerve fibre they measured in the same nerve fibre the conduction 
velocity resulting from electrical stimulation. With Gj & G2 fibres the 
velocities were about 55 & 70 m/s respectively (fig. 24). 
This ratio is about equal to the ratio I found. The absolute values, 
however, were about 2j times as high as tHe values I found. This is 
presumably due to the fact that Burgess, Petit & Warren measured the 
conduction velocity above the ankle whereas my results give an estimation 
of the conduction velocity below the ankle. So the conduction velocities 
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Fig. 24. Histogram of conduction velocities of high-frequency (Gi) 
and low-frequency (G2) afférents as measured in the n.suralis and 
the dorsal column (after Petit & Burgess, 1968). 
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below the ankle are less than those above the ankle. It is possible, 
however, that in distal parts of the foot the conduction velocity is 
lower than in the proximal part. In that case the latencies of 
responses from sites near the toes are comparatively longer, so the 
conduction velocities are estimated too low. 
The intersept at 0 cm is at 0 ms with high-frequency receptors 
and at 5 ms with low-frequency receptors. So the latencies of high-
frequency responses can be explained by conduction time through the 
nerve. On the other hand the intersept of 5 ms with low-frequency 
receptors indicates an extra delay of 5 ms. This could be the 
transmission time of the sine through the hairshaft or the receptor 
delay. However, evidence from N. gracilis responses indicate that both 
types of responses occur in the same hair. Hence a difference of 
intersept cannot be explained by transmission time of the sine. 
The conclusion is that the difference stems from a receptor delay. 
Such a receptor delay was found by Catton (1958) in the frog's skin. 
There it was 4 ms. 
Direction_sensitivit2. Stimulation of a hair in an intact fur or 
completely freed from neighbouring hairs evokes a response to either one 
direction of the sine or - if there is a response to both directions -
it can be argued that two different receptors are involved. 
Fig. 19 shows the results of 3 experiments performed especially to 
test this direction sensitivity. One was performed on a cat's hair, the 
others on rat's hairs. The rats were chosen because the hairs on the 
rat's foot are short and thick so less disturbing transmission effects 
were to be expected. Furthermore there are no down hairs so it is easier 
to isolate one hair. Three experiments showed a clear sensitivity in one 
direction only : the best direction. Stimulation in another direction 
evoked a response only if the component in the best direction was above 
threshold. 
The picture was complicated by side-effects, notably in a fourth 
experiment, the results of which neither could be explained by a direction 
sensitivity, nor by a lack of it. These side-effects are explained in 
detail in chapter 2.2 as results of imperfect ι experimental conditions such 
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as a failure to stabilize the skin (of the cat) completely or to remove 
all neighbouring hairs. 
Thurm (1965,a&b) found a direction sensitivity in hairs of the bee. 
This was due to the hair colliding with an obstacle. However, this 
explanation would not do with my experiments since the anatomy of the 
hair and the follicle does not-offer such an obstacle. Therefore the 
direction sensitivity must be some intrinsic property of the receptor. 
Nilsson (1969,a) performed experiments on direction sensitivity of 
carpal sinus hairs of the cat. These hairs showed a direction sensitivity 
which was different as seen in different units innervating a hair. The 
response properties of these hairs differed from those of the guard and 
down hairs in that there was a conspicious static response. There nay as 
well be other differences. Direction sensitivity in vibrissae was 
described by Zucker & Welker (1969). 
It would be interesting to repeat the experiments of Nilsson on 
guard hairs and find a distribution of direction sensitivities of one 
hair over different afférents. 
Now in the present state of the art the experiments on direction 
sensitivity involve doing a complete experiment a number of times, each 
time stimulating the hair from a different direction. This implies that 
between two successive experiments the position of the vibrator with 
respect to the hair has to be changed. Thereby one hopes that no adjust-
ment-errors will be made and that no gradual change of the hair will 
occur, lest the last experiment will be done on a changed hair and results 
cannot be compared. For practical considerations the minimum time 
required for one direction-experiment is about 3 hrs. From this follows 
that the danger of a changing hair is quite real. Actually some direction 
experiments were not successful for this reason. 
With regard to all possible pitfalls I think the most remarkable 
feature of these experiments is that they succeeded at all. Now if I were 
to repeat the experiments in different afférents the demands would become 
prohibitive. So somehow a reduction of the task is due and it should 
happen in such a way that stimuli in different directions can be inter-
mingled. 
Intermingling the different directions with the present apparatus 
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would necessitate a continuous repositioning of the vibrator which 
would make the time required much longer. It could be done, however, 
with a dimensional vibrator in which the direction can be set 
electronically. This would call for two vibrators, placed at right 
angles to each other, which together move one hair clamp. Such an 
apparatus would also permit such special stimulus forms as a circular 
displacement instead of a sinuoidal one (a circle contains a sine in 
every direction wanted). 
Another reduction could be achieved by recording simultaneously 
from all afférents involved (p.69). 
With all this a complete direction experiment would require little 
more than double the time required for a simple unidirectional experiment 
with one afferent, and perhaps even less than that. 
With the possibility to position the direction of the sine 
electronically it would be possible to find a distribution of both best 
directions and thresholds as a function of the position within the 
receptive field. 
2£ЬЕІ_5£І5НІУ5_£ХЕЁ1· ^ s explained in chapter 1.1 the most convenient and 
perhaps most popular stimulus form is the manual stimulus with a rod, hair, 
Se. or an electrical stimulus. Both give rise to unwanted uncertainties. 
Therefore a mechanical stimulus from a vibrator, having a simple and known 
wave form should be used. A review on the function of various mechano-
receptors as found with many techniques is given in Catton (1970). 
A waveform that is used very often is a ramp being a displacement 
at constant velocity, followed by a plateau where the displacement is 
constant. If such a stimulus is above threshold, the receptor responds 
and the properties of the ongoing response are studied (Loewenstein, 1956, 
1962, Lindblom, 1958, 1962, 1963, Iggo, I960, Brown & Iggo, 1967, Iggo 
& Muir, 1969, Mountcastle, Talbot & Kornhuber, 1966, Werner & Mountcastle, 
1968, Burgess, Petit & Warren, 1968, Nilsson, 1969,a&b). In other 
studies threshold-responses to such stimuli were examined (Höglund & 
Lindblom, 1961, Miller & Weddell, 1966, Miller, 1964, 1967). The 
ongoing response to sinusoidal stimuli was studied by Eijkman & Vendrik 
(1960), Hyvärinen, Sakata, Talbot & Mountcastle (1968) and Nilsson (1969,a). 
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Wilska (1954) and Eijkman & Vendrik (1960) used sinusoïdal stimuli for 
measuring thresholds psychophysically. Talbot, Darian-Smith, Kornhuber 
& Mountcastle (1968) used a sine superimposed upon a block. 
The advantage of the analysis of an ongoing response is that it 
should give a better insight in the response to natural stimuli since 
these usually are suprathreshold and then the ongoing response can be 
expected to give much information to the animal about the stimulus. 
But it is more difficult for the experimenter to analyse an ongoing 
response in a way comparable with my way of analysis, because one also 
has to take into account the adaptation phenomena. On the other hand, 
if this could be done it would not only supplement the observations at 
threshold but give insight in those adaptation phenomena as well. 
I have tried to analyse the ongoing responses to sinusoidal stimuli. 
I did not succeed yet, because of the difficulties due to sinusoidal 
waveform. Therefore I cannot say whether my results and the above 
mentioned corroborate. 
The observations on threshold-phenomena, done by Höglund & Lindblom 
(1961) and by Miller (1964, 1967) can be correlated with my results. As 
described above they support the conclusions from my experiments. 
Talbot, Darian-Smith, Kornhuber & Mountcastle (1968), using a sine 
upon a block obtained results which cannot be correlated with certainty 
with my results. However, to appearances their results could be explained 
by my findings. 
An additional complication in correlating my findings with those 
described in literature is that most experimenters do not work on guard 
hairs but on other skin mechanoreceptors. Only Miller & al. and Brown 
& Iggo (1967) studied guard hairs. Tet as far as correlation is possible 
it supports my conclusions. 
Improvements of the method. These experiments were undertaken in order 
to find threshold- and phase-characteristics of a hair. Therefore I 
started to work with sinusoidal stimulation. However, this type of 
experiment proved to yield far more information than threshold- and phase-
characteristics only. Apparently its resolving power is great. 
Yet there are some shortcomings. The most important is that the 
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method is time consuming. A complete experiment should produce polar 
diagrams of 10 frequencies, each polar diagram comprising 5 to 7 
amplitudes and each amplitude should be tried 3 times or more. The 
interval between trials should be at least 10 s, and then the trial 
itself also takes time. So a complete experiment takes an hour or more. 
It is possible to cut down on an experiment, so that it will last 
half an hour. However, then the resolution of the experiment is too 
much reduced. The reason for this is that if too few amplitudes are 
comprised in a polar diagram it may become inconclusive or if too few 
frequencies are tried (or at some frequencies the polar diagrams have to 
be discarded) the threshold- and phase-characteristics may become 
inconclusive. Actually whole experiments have been discarded for that 
reason. 
On the other hand if a complete experiment was done, it was 
customary to find that in some respect it was done with far too much 
precision. So the complete experiment usually could have been done in 
about half the time. The trouble is to decide during the experiment how 
it should be reduced. As a rule this can only be judged when the results 
are analysed, although experience in this also helps. The remedy would be, 
of course, to have real time analysis of the results. This, however, would 
require a real time computer which was not available. 
Another way of cutting down on an experiment is performing a complete 
experiment and record from as many afférents as possible. Then the 
reduction is not in size of the experiment but in the number of experiments 
required. Besides it will give an insight in the complete response of a 
follicle. 
In evaluating a response, as a rule I only used the very first spike 
in a semi-cycle. It was noted that all subsequent spikes might yield 
information as to the way the receptor adapts. The same analysis, however, 
may give the phase of this one response with much greater precision than 
the very first spike only. In that case it may not be necessary to repeat 
a trial so a complete experiment may be over in 15 minutes. 
Of course a lot of time could be saved if one could invent another 
stimulus sequence to do the same job in part of the time. But as far as I 
know the stimulus type has not yet been found. 
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The need for reduction is especially pressing when the experiment has 
to be repeated with some parameter changed, e.g. the direction of the 
stimulus or the position within the receptive field. It is also pressing 
when time is short as in experiments on the N.gracilis (see below). A 
reduction of experiments will also - among other things - save test animals. 
The necessity to sacrifice animals is a most unpleasant feature of these 
experiments. 
Besides giving phase- and threshold-characteristics the experiments 
gave many other data on follicle receptors. The conclusions drawn from 
them sometimes are somewhat tentative. The reason is that the sine is not 
the best possible stimulus form for all properties to be tested. 
Testing direction-sensitivity could much better be done with circular 
stimuli, rather than simple sines. 
The 2-thresholds-model could be tested much better with shrewd 
combinations of blocks and ramps than with simple ramps or sines. 
The effects of polarity were seen in a semi-cycle of a sine if this 
semi-cycle was preceded by the opposite one. These two semi-cycles were 
of equal amplitudes. I think these effects could be studied better if it 
were possible to vary the amplitude of the preceding semi-cycle while 
keeping the amplitude of the responding semi-cycle constant. Perhaps the 
sine is not optimal for such a procedure so one may have to try some other 
type of biphasic stimulus. 
For extending the described approach to the ongoing stimulus it would 
be better to work with ramps, or rather with a variety of combinations of 
blocks and ramps. 
There still remains the sine as a means for distinguishing between 
receptor types. Even then, however, one might replace the sines at very 
low frequencies by linear stimuli. The reason is that at very low frequen-
cies the thresholds are high, so high amplitudes are needed. However, the 
responses start on the upstroke of the sine, so one might clip off the 
sine above a certain level in order to preserve the hair. And such a 
clipped sine might perhaps be approached by a rectilinear stimulus. 
In short there are several stimulus types that will do the work better. 
I believe the stimulus type that will save experiment time will prove to 
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be a clever combination of these stimulus types. 
Testing of guard hairs can be done on the foot of the rat much 
better than on the foot of the cat, because it is easier to isolate them 
and - due to their anatomy - the stimulus will be less distorted. 
Actually much insight in the properties of guard hairs of the cat was 
gained after the few experiments done on the rat. However, for the same 
reason the foot of the rat is an impossible object for the study of down 
hairs (and other parts of the rat that bear down hairs are difficult to be 
stabilized due to respiration). So the down hairs, rather neglected in 
this study, should be found on the foot of the cat. 
3 N U C L E U S G R A C I L I S 
3.1 TECHNIQUES 
Preparation. Only cats were used. After induction of anaesthesia 
(chapter 2.1) the animal was fixed in the stereotaxic apparatus, the 
N.gracilis exposed and stabilized by a closed chamber. 
The cat is provisionally fixed in the stereotaxic apparatus 
with two pins in its ears, a support under its breast. The head 
is sharply flexed. The skin on the back is shaven from shoulder-
blades to a point on the head between the eyes and consequently 
opened over this length with a longitudinal cut. The muscles 
covering the back of the skull and the first 2 cervical vertebrae 
are removed. Cutting muscles and skin is done with an electro 
cauter, occasionally with scissors. Cleaving of muscles is done 
with a blunt instrument. Hereafter the back of the skull and 
the dorsum of the first cervical vertebra are opened, taking care 
not to damage the meninges. All bleeding is checked with bone 
wax and gelatin-sponge (Spongostan, Ferrosan). 
If there is no more bleeding the ligamentum nuchae and dura 
mater are opened and removed. With two watchmaker's forcepses 
the cerebellum is torn loose from the N.gracilis. Thereby care 
is taken not to damage any bloodvessel. This is the most critical 
step in the preparation. It is essential for success that in no 
instance blood flows on the surface of the N.gracilis and it is 
never touched by the instruments. When the N. gracilis is free 
from the cerebellum the arachnoidea is removed. Thereafter the 
surface of the medulla is covered with a 1 mm thick layer of 
gelatin sponge which in turn is covered by rice-paper (cigarette-
paper, Modiano). 
The part of the cerebellum overlying the N. gracilis is 
removed by suction. I also tried to do this part with a thermo-
cauter, but it appeared that the thermocauter more often causes 
bleeding than prevents it. And after some experience it is not 
difficult to avoid bleeding with suction. 
In order to stabilize the cat the dorsal processes of the 
2nd, 7th & 8th vertebrae are exposed and clamped to the frame of 
the stereotaxic apparatus. The upper canines are pressed upon a 
support. Then the head remains in a flexed position while the 
N. gracilis remains about horizontal. 
During recording the N.gracilis should be stabilized. This 
is achieved by a closed chamber (fig. 25). This is a sheet of 
perspex with a hole in the centre making the chamber. The walls 
of the chamber are extended downward to make it correspond more or 
less to the shape of the bone. The chamber is mounted on a bridge, 
mounted on the frame of the stereotaxic apparatus. The latter 
connexion can be adjusted so as to make the chamber fit optimally 
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Fig. 25. Closed chamber for stabilizing the medulla oblongata. 
(a). Closed chamber, seen from above. (b). Bridge for mounting 
the chamber. (c). Chamber mounted on bridge and lid, seen from 
lateral. (d). Detail of hole in lid for admitting the μ-electrode. 
(1)&(2) contacts for thermistor and heater, (3) = oil tap, (4) 
(stippled) = slanting wall of chamber, (5) • rods for attaching 
the skin, making a pool, (6) = dowel for fitting the chamber to 
the bridge, (7) = glass ring, (8) = o-ring. 
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to the bone. The chamber can be closed with a glass lid. 
In order to make the contact with the lid as good as possible 
the upper side of the chamber is provided with a glass ring. 
The chamber is mounted in the following way : The bridge 
with the chamber is adjusted so the chamber fits to the bone 
as well as possible. Then the chamber is removed, leaving 
the bridge in position. A large part of the calvarium is 
removed. The skin of tfrfe neck is connected to the bridge and 
other structure to make a pool. In this pool the reference-
electrode is inserted. Then the pool is filled with a 6Z agar 
solution, after this is hurriedly cooled down from melting 
point to about body temperature. Immediately the chamber is 
fixed into position on the bridge. The agar needs some minutes 
to set, which is evidenced by the agar becoming opaque. Then 
the agar in the chamber is removed and subsequently the rice-
paper and gelatin-sponge from the N. gracilis (The gelatin-
sponge and the rice-paper were used in order to protect the 
N. gracilis during the removal and to prevent blood from 
occasional bleeding to reach the N..gracilis). 
The chamber is filled with paraffin through a tap from a 
reservoir after which the lid is put on the chamber. Then 
there is no more air present (The removal of part of the 
calvarium was for making sure that no air would be trapped 
between cerebellum and skull). The lid is a plate of glass 
that fits oil-tight to the glass ring on the upper side of 
the chamber. In its centre it has a hole for admitting the 
μ- ( = micro-)electrode. The hole is provided with an 
о-ring so the μ-electrode closes the hole tight. A special 
arrangement keeps the lid pressed down upon the chamber and 
centred with respect to the y-electrode. While moving the 
electrode in and out the volume of the paraffin-oil is changed. 
Therefore during large vertical movements of the electrode the 
oil tap is left open whereas during recording it is closed. 
The chamber is provided with a thermistor for measuring 
the temperature and a resistor for warming the paraffin-oil 
electrically if necessary. 
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Despite the closed chamber it is difficult to record from a single 
cell as long as half an hour, the minimum time for doing an experiment, 
It appears that this is due to oedema. This is seen as a small swelling 
of the surface of the medulla which is not very apparent. It is 
recognized from a number of inconvenient side-effects : 
- The responses in the N. grácil is are strongly suppressed. 
- The respiration is suppressed. 
- Pulsations of the medulla are stronger with oedema than without, despite 
the closed chamber. 
- The oedema is not constant, the N.gracilis goes slowly up or down. The 
last two effects spoil the stabilization. 
- The oedema usually is concurrent with a strong secretion of liquor. A 
small addition of blood to the liquor renders it opaque and since there 
is always somewhere some very small bleeding, the secretion of liquor 
makes the N.gracilis invisible. Furthermore it makes the determination 
of the exact height of the N. gracilis surface impossible. 
Secretion of liquor usually is the first indication of oedema. If 
it develops rapidly and if nothing is done to it the animal dies within a 
quarter of an hour. 
- Penetration of the N.gracilis is difficult with oedema and easy without. 
In order to prevent the oedema J mg Prednisolone (Prednisolone sodium 
succinate, Organon) was given with the anaesthetic and this dose was 
repeated at the beginning of the opening of the meninges. Nevertheless an 
oedema may develop. In that case it can be abated by intravenous infusion 
of 12 cc Sorbitol (40%) in 20 min. This gives a strong diuresis so the 
urethra must be canulated. 
Despite all stabilizations the spikes recorded from N.gracilis cells 
tend to grow slowly in amplitude. Such a change in amplitude must be 
prevented because later the spikes have to be recognized by a window-
discriminator. Therefore the μ-electrode position was continuously 
readjusted so the spike size remained constant. 
There still remained fluctuations of the amplitude of the spike. 
Therefore I took care only to do experiments when there was only one spike-
size and this was much larger than the base-line noise. Furthermore the 
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window-discriminator was adjusted so a large variety of spike sizes was 
accepted. 
Recording. This was done by μ-pipettes, drawn from glass tube ( 0 =" 3 mm) 
to a tip with 0= 0.5 um by a pneumatic electrode-puller (Vierhout, 
1961). They were filled with 3 № KCl. Originally this was done simply 
by boiling them under vacuum in the solution. Later this method was 
replaced by the diffusion method. The electrodes were left 24 hours or 
longer with their tips pointing downward into the strong solution. Then 
distilled water was lowered from above into the electrode as far as 
possible, so a small air bubble remained. Since the relative vapour 
pressure of distilled water is higher than of a strong solution water 
vapour diffuses through the bubble downward, thereby pushing the bubble 
upward until it can be removed by pushing it away with thin wire or 
disappears by itself. Then the distilled water is replaced by the strong 
solution and after 1 or 2 days the electrode is ready. 
This method gives cleaner and more enduring electrodes than the boiling 
method. (With one of them I did most of my experiments.) However, it 
takes 5 - 7 days to prepare them. So eventually I used a combination of 
the two methods : The electrodes were placed in distilled water and 
boiled under vacuum the next day, after which the distilled water was 
displaced by the strong solution. 
Resistances were about 7 - 15 ΜΩ. 
Potentials were measured with a biological-preamplifier (Bak, 1958) 
with an input-resistance of ΙΟ^Ω. The capacitance of the input cable was 
compensated by a negative capacitance. The grid cur-rent was <10 1^ A. 
The output of this amplifier was fed into one channel of the oscilloscope 
(Tektronix 502) and to a preamplifier (Tektronix 122, gain 1000 χ). The 
output of this was fed into the other channel of the oscilloscope. This 
way I obtained on the screen both DC-level and response spikes. 
From thereon the signals are processed in the way described in 
chapter 1.2. 
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3.2 RESULTS 
Once the μ-electrode penetrates the surface of the N. gracilis units are 
found that respond to a peripheral stimulus with negative spikes. 
Despite the stabilization methods employed I cannot keep these 
superficial units long enough for doing a complete experiment. In 
chapter 2.3 it was explained that a complete experiment should last at 
least half an hour, preferably a whole hour or longer. 
At a depth 0.1 mm below surface stabilization became so good units 
could be kept half an hour and longer so for these units the closed 
chamber (together with abatement of oedema and occasional readjustment of 
electrode position) was sufficient. 
In the experiments to be described spikes were recorded from units 
lying at depths between 0.14 - 1.24 mm below surface, 0.1 mm (sometimes 
0.2 mm) lateral and 0 - 3 mm caudal to the obex, very few were found 
rostral to the obex (I place the obex at the point where the left and 
right N.gracilis separate, i.e. at the caudal end of the calamus 
scriptorius, whereas most authors place it at the rostral end of the 
calamus). 
Sgikes. When the y-electrode is advanced down the N. gracilis at depths 
over 0.1 mm the approach of units is evidenced by spikes heard in the 
loudspeaker in response to a peripheral stimulus. With further advance 
of the μ-electrode the spikes usually increase until they can clearly 
be distinguished on the oscilloscope screen from the base-line noise. 
The spike amplitude eventually increases to a maximum after which it 
decreases again and the spikes get lost. 
All these spikes are positive, the amplitude amounts up to +10 mV 
(rarely more, up to +30 mV). With smaller spikes (< 5 mV) the positive 
phase is followed by a negative phase. Unfortunately I cannot give more 
exact data on the relation between the amplitudes of positive and 
negative phases. The spikes are always followed by a slower after-
potential which can be explained by the properties of the A.C.-preamplifier. 
On the positive upstroke a positive notch appears. With small spikes 
the level of this notch is variable or it is not seen. If, however, the 
amplitude of the positive phase is > +2 mV there always is the notch and 
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it always appears at +0.5 mV. 
These large spikes with a notch at +0.5 mV can be followed over a 
distance of 50 - 100 μπι. 
Once I succeeded during spontaneous activity (see below) to adjust 
the μ-electrode so the spike fractionated at the notch . the full spikes 
became intermingled with potentials which were almost identical with the 
potentials below the notch. Differences were that the smaller potentials 
did not grow to the full spike. Furthermore these potentials could be 
compared with those in the full spike until the notch. It appeared that 
the smaller potentials were smaller if alone than if being part of the 
full spike. Except for these differences the smaller potential alone or 
the smaller potential as part of the full spike was constant. 
It resembled an EPSP. In chapter 3.3 it will be argued that it 
really was an EPSP, measured extracellularly. Probably in the one case 
a subliminal EPSP resulted from one presynaptic spike while in the other 
case a supraliminal EPSP resulted from two presynaptic spikes. 
Now from these properties of polarity and shape of the spikes tollous 
that they originated in cell bodies. 
While the u-electrode tip advances down the N.gracilis the D.C.-level 
changes repeatedly and abruptly between 0 and -50 mV. Normally no 
correlation is seen between these jumps and the sites of the responses, 
so the jumps do not originate from impalement of nerve cells. Conversely 
it must be concluded that the cells are not impaled. This is confirmed 
by the dependence of spike size upon position of electrode tip and the 
distance over which the spike can be followed. 
In the above description the cell is passed by the electrode tip. It 
sometimes occurs that the cell is penetrated. Then the D.C.-level suddenly 
becomes -30 mV and a high-frequency discharge appeares with large, only 
positive spikes. It is hardly possible to drive such a cell with a 
peripheral stimulus since the response is drowned in the spontaneous activity. 
This discharge dies away within a minute after which the cell responds some 
minutes with EPSPs to a peripheral stimulus. 
Sgontaneous activity. While the electrode tip advances towards the cell 
the smallest spikes come only in response to a peripheral stimulus. As 
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the distance becomes smaller the spikes not only grow in size but they 
also start to come spontaneously. The nearer the electrode-tip is to 
the point where the spikes are largest, the higher the frequency of the 
spontaneous activity. When the tip has passed the maximum the spikes 
decrease in size and so does the frequency of the discharge. The 
distance over which the spontaneous activity is found coincides more or 
less with the distance over which the spikes larger than about 2 mV are 
found which have a clear notch on the upstroke. 
The dependence of the spontaneous activity on the position of the 
electrode-tip is a constant finding in my experiments and it indicates 
that the spontaneous activity is induced by the proximity of the tip. 
It sometimes occurs that the spikes in the spontaneous activity are 
somewhat smaller than those in the response. In most instances, however, 
the spikes in spontaneous activity and response are identical, both in 
size and in shape, including the notch on the positive upstroke. Hence 
it is concluded that the origin of the spontaneous activity is presynaptic. 
Above has been described how I once succeeded in positioning the electrode 
so the spikes in the spontaneous activity fractionated. 
The spontaneous activity is inhibited by a peripheral stimulus. That 
can be a stimulus in the receptive field or it can be a stimulus in a 
nearby inhibitive field that in itself fails to give a response. If the 
stimulus is in the receptive field it gives both a response and inhibition 
of the spontaneous activity. This inhibition is evident not only after 
but also before the response and presumably there is also an inhibition 
during the response (fig. 26,a). I have not found inhibition of the 
response itself (by another stimulus) but I did not search long for it. 
Occasionally a cell is encountered which fires spontaneously even when 
the electrode-tip is far away. Apparently in these cells the spontaneous 
activity is natural. They can not be driven by a peripheral stimulus. 
A phenomenon that may be related to the spontaneous activity is the 
response noise which will be described below. 
The above descriptions apply to phenomena observed while the electrode-
tip advances down the N. gracilis. During withdrawal about the same is 
found in a reversed sequence. The differences are 
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@ As a rule while going up the same responses are found as while going 
down. Sometimes responses are found while going up that have been missed 
while going down. 
@ During going up the responses are found some 5 - 35 um higher than 
during going down. This must be due to drag of the μ-electrode on the 
nervous tissue, so the drag can be estimated as half that distance (The 
same drag is responsible for the final stabilization once the electrode-
tip is some distance below surface). 
@ The D.C.-jumps seen in the last 10 - 50 un of advancement are seen 
again on withdrawal. On further withdrawal, however, not any jump is 
observed, the D.C.-level remaining zero. 
@ The injury discharges from impaled cells are no more seen. However, 
sometimes a new injury discharge occurs. 
EïESïiSËDÏË· ''•n total 26 experiments were performed on the N.gracilis of 
8 cats. The stimulus used was the same as in experiments on the n.suralis, 
i.e. a sinusoidal bending of the hair. The direction always was 
perpendicular to the skin, the fur was left intact. In order to save time 
the experiments were cut down to only half an hour and I only worked with 
guard hairs in intact fur. 
The responses were analysed in essentially the same way as those in 
the n.suralis. The n.suralis provides input to the N.gracilis. This 
input also comes from the n.peroneus but there the responses are just 
like those in the n.suralis. 
However, not all peripheral fibres reach the N.gracilis and probably 
the input is transformed in the N.gracilis. It is to be expected that 
comparison of responses in n.suralis and N.gracilis will reveal some 
properties of this transformation. Now I really did find differences in 
responses as will be described below. 
Linear diagrams. In first approximation they resemble the linear diagrams 
of the responses in the n.suralis. 
Differences arise from the presence of spontaneous activity, from 
the response noise and from the fact that cells in the N. gracilis often 
respond to more than one afferent and they may show an adaptation which 
is stronger than in the n.suralis (see below). 
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Response noise. It is the uncertainty in the response, i.e. uncertainty 
in phase or number of spikes in the response. This response noise is not 
to be confused with spontaneous activity which in itself also is a form 
of neural noise. 
Fig. 26 gives 4 typical examples of the noisy responses of 
N.gracilis cells. Fig. 26,a shows the response to a stimulus 4 times 
threshold. The cell showed a marked spontaneous activity, the cells of 
figs. 26,b-c did not have spontaneous activity. 
Figs. 26,a&c clearly show double spikes, i.e. 2 spikes with an 
interval of 1.4 - 2.0 ms. There may be regular trains up to 5 spikes. 
These responses are noisy, comparable to the one of fig. 7 obtained in 
the n.suralis. There, however, such noisy responses are the exception 
while in the N.gracilis they are the rule. As in the n.suralis the noise 
is in the phase and in the number of spikes. However, the phase of the 
first spike in each cycle of the response tends to be less noisy. E.g. 
those phases in fig. 26,a (left-hand contour of cloud from 57 - 74%) 
resemble the phase increase as usually seen in responses of the n.suralis. 
As with the n.suralis one has to recognize the very first spike in a 
semi-cycle for making a polar diagram. This might be difficult due to 
the presence of spontaneous activity. Actually in some instances there 
was some doubt whether a certain spike belonged to the response or to the 
spontaneous activity. At higher amplitudes, however, the spontaneous 
activity is inhibited so the very first spike is easily recognized. 
Furthermore, as with the n.suralis the phase of the very first spike of 
the response is much less affected by the noise than the rest of the response. 
Fig. 26. Linear diagrams of responses in the N.gracilis. 
a : response amidst spontaneous activity. 'B' and 'C' denote 
2 and 3 spikes respectively, rounded off to the same percentage. 
Note suppression of spontaneous activity before and after 
response, b : response noise. As a rule at this frequency the 
cell does not stop firing half-way the stimulus, с : response 
noise with many double spikes, d : central adaptation. The 
response is seen during 3 cycles only. 
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That the response proper has noise is not remarkable. It will be 
argued that a cell in the N. gracilis responds to the second, perhaps 
the third afferent spike. These spikes may arrive in one or more 
afferent fibres. Which spike will eventually fire the cell depends on 
spatial/temporal pattern of the spikes and on the state of the cell. 
This in turn may depend on refractoriness and inhibition or on some 
other factor, perhaps the same factor that influences the spontaneous 
activity. 
Is the response of the cell influenced by the spontaneous activity? 
Comparison of responses of cells with and without spontaneous activity 
did not reveal a difference in the number of spikes, response noise and 
shape of polar diagrams. Apparently if there is a difference it is 
small and it is masked by the response noise. 
Because of the noise the interpretation of the polar diagrams 
becomes less certain. This is aggravated by the fact that in experiments 
on the N.gracilis each trial is done only 1 or 2 times (in the n.suralis 
3 - 5 times). To this is added that otherwise too the polar diagrams 
from the N.gracilis are more complicated than those from the n.suralis. 
ÇÊDirai_aaâE£êb^0D· ^s "ith t^ e n.suralis the number of spikes in a 
response tends to decrease in consecutive cycles. There occurs, however, 
a more dramatic form of adaptation that is not seen in the n.suralis. 
The response of fig. 26,b stopped after 5 cycles. However, this was 
a response to a threshold stimulus, so it is not remarkable. Yet even 
at threshold it is not often seen that a response stops abruptly at this 
frequency. There are many cells, however, which at higher frequencies 
will fire only during a limited number of cycles, after which the response 
stops completely (fig. 26,d), even with supraliminal stimuli. 
The cells in the N.gracilis that show this central adaptation only 
show it at frequencies > 25 Hz. At frequencies of 25 - 50 Hz the central 
adaptation will appear only with not-too-strong stimuli. Then as a rule 
such a cell responds during 3 cycles. If the stimulus amplitude is, say, 
4 times threshold then the number of responding cycles becomes 10 (the 
total number of cycles). I did not notice a transition from 3 to 10 cycles. 
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As long as the cell responds I often notice the above mentioned decline 
of the response. However, to appearances, when the response stops it 
stops suddenly. At frequencies above 50 Hz the cell will fire only 
1 - 3 cycles regardless of stimulus amplitude. The number of responsive 
cycles tends to become less as the frequency increases. 
I did a few experiments wibh stimuli as long as 10 s. The frequency 
was high. Once adapted the cell remained completely silent (not counting 
one or two stray spikes which may or may not have belonged to the response). 
If, however, during the 10 s the stimulus was discontinued during 
some seconds, there came a response anew as the stimulus began again. 
Apparently there is in the N. gracilis a type of adaptation which is 
not found in the n.suralis : 
There is a critical frequency of 25 - 50 Hz. Above critical 
frequency the cell fires during 1 - 3 cycles only, the number of response 
cycles depending on frequency. Below critical frequency this adaptation 
is not seen. At critical frequency it is seen with not-too-strong 
stimuli, whereas with strong stimuli it is not seen and (apparently) there 
is not a gradual transition between. 
î!°iêE_aiâEïS5§· if tlle е гУ first spikes from linear diagrams are 
combined in a polar diagram there appear threshold-lines as in polar 
diagrams of the n.suralis. However, the polar diagrams from cells in 
the N.gracilis are more complicated than those of the n.suralis. There 
are many varieties of polar diagrams of the N.gracilis but all of them 
resemble one of the following : 
» In the polar diagram of fig. 27,a are two threshold-lines. In this 
example the one in the first semi-cycle is straight. Indeed more or 
less straight threshold-lines are often found. The one in the second 
semi-cycle is flexed and consists of a low-amplitude part and a high-
amplitude part. The high-amplitude part runs parallel to the threshold-
line in the first semi-cycle. In another polar diagram both threshold-
lines may be flexed. Then the two high-amplitude parts run mutually 
parallel and so do the two low-amplitude parts. 
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Fig. 27. Examples of polar diagrams of N.gracilis responses. 
Symbols as in fig. 13. a : flexed threshold-lines, b : curved 
threshold-line, с : displaced threshold-lines. o- (average) 
very first spike. In с •• (average) second spike. 
This flexed threshold-line can be explained by assuming that the cell 
receives input from two afférents with different latencies and thresholds, 
so the combined polar diagram would show a system of crossing threshold-
lines. The cell may respond to the first incoming spike or it may respond 
to the second one. In either case the result will be the flexed threshold-
line (cf. p. 112). 
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In fig. 27,b at the end of the first and the beginning of the second 
cycle a threshold-line appears that is curved rather than flexed. This 
type may be explained as the former, now assuming more than two afférents 
projecting on the cell, so the threshold-line is flexed into many parts. 
An explanation requiring simpler conditions is that the curved 
threshold-line is just another-variety of the flexed threshold-line, 
consisting of only two parts as described above. The low-amplitude part 
then comprises the two lowest amplitudes shown and has a phase about 
125%, and the high-amplitude part comprises all higher amplitudes and 
has a phase about 90%. This may sound like twisting the results into a 
model. However : 
τ The difference from the simpler model is not large and may be due to 
phase noise. 
ν The highest-amplitude point comes too early. This can be explained 
assuming that the cell responds to the second incoming spike. Assume that 
in the first semi-cycle a single presynaptic spike appeared only at 
highest amplitude. This will not fire the cell. It may, however, 
integrate with the first presynaptic spike in the second semi-cycle. Then 
all spikes on the threshold-line ate responses to the second afferent 
spike except the highest-amplitude spike which is a response to the first 
afferent spike (in this semi-cycle). 
τ When such a threshold-line is found, then at lower frequencies, where 
the same difference in latencies results in a smaller difference in 
phaseshift, a simple flexed threshold-line is seen. 
i No curved threshold-line is found that cannot easily be fitted into 
the simpler model. 
= In fig. 27,с in the first semi-cycle a threshold-line appears at low 
amplitudes of responses that start in the 2nd or 3rd cycle. At high 
amplitudes the responses start in the first cycle and the threshold-line 
is displaced towards a higher-threshold position. 
This type of threshold-line can be explained by assuming that this 
cell responds to the second arriving spike and the spikes arrive via two 
afférents. In the first cycle, however, the difference in latency is 
such that no integration occurs. As described in chapter 2.2 the phase-
shift becomes longer in consecutive cycles and the course of this effect 
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is different in different afférents. Thus the interval between the two 
changes. In the 2nd or 3rd cycle it has decreased so an integration is 
possible. An alternative hypothesis implies that the response in the 
2nd cycle is facilitated by afferent spikes arriving in the first cycle. 
At high amplitudes, however, something else comes into play. Judging 
from the phaseshift the response in the first semi-cycle results from 
fast afférents, innervating high-frequency receptors. These receptors 
have the property that at 5 Hz at low amplitude the response in the 
first cycle only has one spike. If, however, the amplitude exceeds 3 
times threshold the response in the first cycle has two spikes (c.f. fig.9) 
and the line connecting the second spikes runs about parallel to the 
threshold-line. So at this amplitude two spikes in the afferent appear 
(at least in the first cycle) and the two integrate. So the displaced 
threshold-line in the first semi-cycle conforms to the line of second 
spikes in a hypothetical polar diagram of the afferent response. 
This type was only found once. 
= In the second semi-cycle, fig. 27,c, all spikes appear in the first 
cycle. At low amplitudes a straight threshold-line is seen. It does not 
run parallel to the threshold-line in the first semi-cycle. Perhaps this 
is due to the phaseshift depending on another afferent or perhaps the 
difference is not real. 
In the second semi-cycle at higher amplitudes the phaseshifts become 
progressively longer. This cannot be explained by the threshold-line 
being flexed as in fig. 27,a because it flexes in the wrong direction. 
It appears that a condition for this phenomenon to occur is that 
there is a response in the preceding semi-cycle. Furthermore this 
increase in phaseshift is more if there are more spikes in the preceding 
semi-cycle. So probably the phenomenon must be explained by refractoriness 
of the cell due to the preceding response. A comparable effect was found 
with responses in the n.suralis (p.32). There it is only seen at higher 
frequencies. 
It is not likely to be an inhibition, for then the cause is to be 
looked for presynaptically. And then it is difficult to explain the 
condition that the response should be preceded by another one, unless one 
assumes such a thing as recurrent inhibition. 
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= Sometimes at high frequencies (100 - 150 Hz, perhaps lower than that) 
a polar diagram was found showing no threshold-line at all. The cell 
did respond to those frequencies but the phase-noise was so great (more 
than one cycle) that the threshold-points were scattered all over the 
diagram. 
It looks as if there is a latency noise resulting in a tremendous 
phase-noise at high frequencies. 
The phenomenon might also be explained by assuming 2, perhaps more 
afférents, giving input to the cell. Differences in latency result in 
very great phase differences at these frequencies so the inputs are 
completely out of step. At these frequencies a response very rarely 
has more than one spike per cycle. So if two afferent spikes have to 
integrate it should be spikes in different semi-cycles or different 
cycles or from different afférents. In such a situation small fluctuations 
will determine the moment the cell will eventually fire. Such fluctuations 
may be in the latencies, in the state of the cell, in the spontaneous 
activity or in the mechanism that causes the spontaneous activity. 
Threshold_and_ghaseshift. In the case of a straight threshold-line I can 
estimate threshold and phaseshift, taking only the extrapolation-threshold. 
If there is a low-amplitude and a high-amplitude part I use only the low-
amplitude part or, if the distinction is not clear I use an 'average' 
threshold-line. I did not make a distinction between extrapolation-
threshold and classical threshold because this distinction depends on the 
threshold-line not being continued to the point of contact. This cannot 
be seen in the polar diagrams of the N. gracilis since these are too 
noisy near the classical threshold. Furthermore there probably is not 
such a distinction in cells of the N.gracilis. As was described in 
chapter 2.2 in the n.suralis the distinction only appears with high-
frequency responses at frequencies below 50 Hz. As will be shown at 
lower frequencies and at amplitudes near the threshold, the N.gracilis 
responses depend in most cases on low-frequency afférents which do not 
have this distinction. 
As with responses of the n.suralis the estimation of a threshold 
suffers more from the irregularity of a polar diagram. Furthermore the 
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polar diagrams are distorted by the fact that the cell does not respond 
to the 1st afferent spike but to the 2nd or perhaps the 3rd. Therefore 
it is not easy to compare a threshold characteristic of the N.gracilis 
with one of the n.suralis. Again the inclination of the threshold-line 
and hence the apparent phaseshift suffers less from the distortion. 
As a result the threshold characteristics of the N. gracilis look 
highly irregular whereas the phase characteristics look regular. 
Yet by comparing many threshold characteristics one still can have 
an 'average' picture that can be compared with the threshold characteristics 
of the n.suralis. 
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Fig. 28. a. phase characteristic and b. threshold characteristic 
of a cell receiving input via low-frequency and high-frequency 
afférents. Diagrammatic. The ordinates give about the right 
order of magnitude. c.f. figs. 16, 17 & 20. Open circles give the 
approximate course of the characteristics as found in the N. gracilis. 
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Some cells have a threshold characteristic that resembles the 
characteristics of high-frequency receptors : at low frequencies the 
threshold is high and it decreases toward high frequencies, the course 
resembling a hyperbola. Some others have a minimum at 25 - 50 Hz, above 
which the threshold rises strongly. Most cells have a minimum at about 
10 Hz. Above this frequency the threshold rises until at 25 - 50 Hz the 
threshold becomes more or less steady or it may decrease again slowly 
(fig. 28,3). 
The phase characteristics may show a more or less straight line, 
deviations from it being due to uncertainty. 
Most phase characteristics are convex, i.e. the phaseshifts at low 
frequencies are comparatively greater than the phaseshifts at high 
frequencies. Apparently the latency of a response to a low-frequency 
stimulus is more than the latency of a response to a high-frequency 
stimulus (fig. 28,b). 
The behaviour of these threshold and phase characteristics can be 
explained by comparing them with the responses of the n.suralis. There 
are low-frequency receptors, having a minimum threshold at 5 - 10 Hz, and 
high-frequency receptors, having a minimum threshold at 100 - 150 Hz. In 
the n.suralis the latency of the former is about twice the latency of the 
latter. 
Now the explanation of the above described threshold and phase 
characteristics seems to be that those cells receive input from a mixture 
of low-frequency and high-frequency afférents. At low frequencies the 
threshold and phase characteristics are determined by the low-frequency 
afférents, hence the minimum threshold is at 5 - 10. Hz, the latency is 
comparatively long, whereas at high frequencies the characteristics are 
determined by the high-frequency afférents, hence a more or less constant 
threshold, the latency is comparatively short. This is corroborated by 
the polar diagrams revealing input from afférents with different latencies. 
Latency. The high-frequency latency of a cell is found from the phase 
characteristics by connecting the point at 100 - 150 Hz to the intersept 
at 0 or 50%, and taking the inclination of this line. As mentioned above 
the phaseshifts at frequencies below 25 Hz often are more than indicated 
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by this line, by a factor 2 (fig. 28,a). 
Theoretically it would be possible to find the exact latency at low 
frequencies, but the relative error in the phaseshift is too large. 
Therefore the latency at high frequencies can be estimated with fair 
accuracy whereas the low-frequency latency can only be said to be about 
twice as much. So in order to characterize a cell by its latency I only 
use the high-frequency latency. 
A histogram of the latencies thus found is given in fig. 29. Some 
latencies are not given because the uncertainties were too great. 
Half the cells have latencies that cluster about 20 ms. 2 have much 
longer latencies and the rest had latencies from 12-18 ms. It appears 
that these groups differ in more respects than latency only. Hence they 
have been separated into 3 types : 
type 1 
type 2 
type 3 
latency about 15 ms. 
latency about 20 ms. 
latency > 30 ms. 
Type 1. Latency about 15 ms. 5 cells. They were situated from 0.2 mm 
rostral to the obex to 1.5 mm caudal to the obex and 0.1 mm lateral. 
The adaptation is hardly, or not at all stronger than the adaptation 
found in the n.suralis. 
The linear diagrams are rather regular, albeit less regular than in 
the n.suralis. 
number 
5-| type I II III 
• 
••• 
12 13 14 15 16 17 10 19 20 21 30 •ΊΟ 
latency(msj 
Fig. 29. Histogram of latencies. 
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That this type of response was recorded from postsynaptic elements 
follows from the shape and polarity of the spikes, the response noise and 
spontaneous activity. The polar diagrams show flexed and discontinuous 
threshold-lines. 
These responses were obtained with stimulation of a hair in the 
centre of the receptive field. Jhe latency was some 12 - 18 ms, the 
threshold was in the order of magnitude of 100 um. 
With two cells the experiment was repeated with a hair near the 
border of the receptive field. 
In one cell the latency became 25 ms, the threshold became 5 times 
as high. In another cell the latency became 50 ms, the threshold remained 
the same. 
One cell could not be included in fig. 29, because its latency could 
not be estimated exactly enough. It was between 12 - 18 ms. 
Type 2. 9 cells, one of them not included in fig. 29 because of too large 
uncertainty in latency. They were situated from 0.2 mm rostral to the 
obex to 2.5 mm caudal to the obex (6 lay between 0.5 - 1.5 mm caudal). 
But for one exception they lay 0.1 - 0.2 mm lateral. The one exception 
was 0.4 mm lateral, perhaps I have made a mistake in reading the stereo-
taxic coordinates. Depth was 0.1 - 0.6 mm below surface. 
Almost all of them showed a strong central adaptation, as described 
above. Two did not show it and perhaps they belonged to type 1. 
The latency varied from 19.0 to 20.5 ms, so the latency-range was less 
than in the n.suralis (c.f. fig. 18) and perhaps it can completely be 
ascribed to the uncertainty in reading the polar diagrams. Now the 
distances from the hairs on the foot to the N. gracilis = 60 ± 5 cm. If 
all latencies were proportional to distance one would expect the 
proportional error in the latency to be as large as in the distance : 10%. 
Furthermore these latencies were obtained from different cats, presumably 
being in different conditions. Nevertheless, the latencies are about the 
same. 
In two cells the attempt was made to determine how the response 
depended on the position of the stimulus within the receptive field. No 
difference in threshold or latency was observed. But the adaptation to 
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Stimulation of a border hair was faster than to stimulation of a centre 
hair. This difference was most profound at critical frequency. 
Type 3. Latency 30 and 40 ms. 2 cells, one 2 mm rostral to the obex and 
0.7 mm below the surface, the other 2 mm caudal to the obex and 0.9 mm 
below the surface. Both 0.2 mm lateral. 
The response roise was so large it could only be said the latency 
was certainly much larger than the latency of types 1 and 2. 
They showed a clear central adaptation. 
Both cells were found in one cat. Perhaps they somehow were an 
artefact. 
The responses of 3 other cells were so noisy that it could only be 
said the latencies fell in the range of types 1 & 2, thus they presumably 
belonged to one of the two types. 
Recegtive_fields. The receptive fields of N.gracilis cells ranged from 
0.25 cm2 at the most distal part of the fur on the toe to 10 cm2 on the 
heel, thus their area is about twice the area of n.suralis fibres. 
Exceptions were two large receptive fields, one on the heel, one on the 
knee. One of them projected to a type 2 cell, the other to a nontypified 
cell. 
As a rule the receptive fields of N. gracilis cells appeared to have 
a much sharper outline than the receptive fields of n.suralis fibres, perhaps 
due to lateral inhibition. 
3.3 DISCUSSION 
The responses described in chapter 3.2 were obtained 0.14 - 1.24 mm 
below surface and 0.1 - 0.2 mm lateral. 
Cells responding to stimulation of hairs on the tail were situated 
medially, those responding to stimulation of hairs on the leg more laterally. 
The projection from distal parts of the tail and the leg was found more 
superficially than the projection from more proximal parts and the trunk 
(cf. Walker & Weaver, 1942, Kuhn, 1949, Johnson, 1952, Glees, Livingston 
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& Soler, 1961, Johnson, 1963). Rustioni & Macchi (1968) found in the 
N. gracilis this topological organization to occur especially in the middle 
part. In the rostral and caudal parts the projection was much more 
diffuse. 
All but a few were found 0 - 3 mm caudal to the obex, 2 were found 
more rostrally. So as a rule ¿hey were situated in the middle part of the 
N.gracilis. 
Kuypers, Hoffman & Beasley (1961,a&b) found in the middle part cell 
clusters that "contain round cells, possessing short, repeatedly 
ramifying dendrites ( . . . ) . The diameter of the dendritic territories 
equals approximately 10 times that of the cell body. The dendrites in 
one cell cluster frequently interlace." This they related to the mutual 
inhibition as found by Gordon & Pain (1960) to be characteristic for 
cells at these levels and to the difference in size of receptive field 
between the middle, the rostral, and the caudal parts as found by Gordon 
& Paine (1960). 
Perl, Whitlock & Gentry (1962) and Gordon & Jukes (1964) found the 
great majority of hair cells to be situated in the middle part. They 
concluded that hair cells are in the cell clusters. 
So it may be concluded that the responses, described in chapter 3.2 
originate from cells in the cell clusters. 
Spikes. The spikes described in chapter 3.2 differed from those in the 
n.suralis in that they are initially positive and they have a notch on 
the positive upstroke. They are not related to the observed D.C.-shifts, 
except in the case of impalement of a cell (starting a shortlasting 
injury discharge). The amplitude of the spikes is related to the 
position of the tip of the μ-electrode. From these facts it was concluded 
in chapter 3.2 that the spikes are recorded extracellularly from cells. 
This type of spike was described by Freygang & Frank (1959). With a 
concentric μ-electrode they recorded spikes from motoneurons, intra- and 
extracellularly simultaneously. The extracellular spike was the same as 
the spike I found. The potential below the notch corresponded with the 
EPSP and the rest of the spike corresponded to the rest of the intra­
cellular spike. 
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Bishop, Burke & Davis (1962a,b&c), recording with single μ-electrodes 
extracellularly in the lateral geniculate nucleus found this type of spikes 
which they denoted as type 'b'. While recording this type 'b' from a cell 
the electrode could be advanced 100 - 200 um. Then the amplitude of the 
positive phase became greater and it lasted longer, while the amplitude of 
the negative phase decreased to zero. Eventually the cell was penetrated 
as appeared from a resting potential up to 60 mV, very large positive 
spikes with high frequency. Sometimes the discharge started before 
penetration, which was ascribed to irritation by the μ-electrode. The 
distance of 100 - 200 pm over which the electrode could be advanced before 
the cell was penetrated they explained by : "either a tangential approach 
to the unit or, more probably, that the electrode pushed the unit before 
it for some distance and probably also invaginated the cell membrane." 
In the positive upstroke of a type 'b' spike two notches were seen, 
indicating that the spike consisted of three separate components : 
S potential (= EPSP) 
A potential (= IS spike) 
В potential (= SD spike) 
They could fractionate the spike and then only have the S potential or the 
A potential. The S potential usually behaved in an all-or-nothing manner 
and could not be graded. From this it was concluded that a single optic 
fibre can discharge an LGN cell. In some cases the S potential could be 
graded and then more afferent spikes were needed, although their number 
was small. 
I have not done special experiments for fractionating spikes. They 
did fractionate, however, during a response. But then the spikes were 
small and so was the S potential, so nothing could be decided about their 
size and shape. I once succeeded more or less accidentally in positioning 
the electrode with respect to a spontaneously active cell so that the 
spike fractionated. The S potential alone proved to be constant in size 
and smaller than the S potential superposed by a spike. Therefore I 
assume that in the last case a suprathreshold EPSP required two presynaptic 
spikes. 
I never succeeded in fractionating between A and В potential. For 
that matter, I never observed the Α-B notch with certainty. 
- 102 -
The assumption that the electrode-tip should be at or very near 
the soma membrane for recording a type 'b' spike is not likely, at least 
in my experiments, because 
* I can record the spike over a distance of 50 - 100 am. The soma 
itself has a diameter of 12 - 35 μπι (Andersen, Eccles, Oshima & Schmidt, 
1964), so if I pass the soma tangentially at very close range the 
distance over which I find the spike should be much smaller than 50 - 100 ym. 
* Bishop & al. suggested the possibility that the electrode pushed the 
neuron before it. If this were the case one has to assume that the 
neuron with its connexions is a very resilient construction, lying in a 
yielding medium. This assumption seems unlikely, the more since the 
drag by the μ-electrode is small (c.f. p.87). 
A consequence of the suggestion would be that the neuron is 
eventually penetrated. In most instances,·however, this is clearly not 
the case. 
* After passing the cell the response gets lost. Then I continue the 
penetration another mm or more. At this distance from the tip the 
diameter of the electrode is over 100 um. If the cell membrane is 
influenced by the passing of a tip with a diameter less than 0.5 um, then 
one would expect the membrane to be profoundly changed after the passing 
of the thicker part of the electrode. 
On withdrawal of the electrode I find the same responses at about 
the same depth as before, which is in contradiction with the membrane 
being profoundly changed. 
Freygang & Frank (1959) showed that this type of spike might be 
obtained extracellularly provided the membrane below the electrode-tip 
does not become active. 
Bishop, Burke & Davis (1962,a&b) suggested that the В component might 
not invade the whole somatodendritic membrane or it might not even invade 
a part of the somatic membrane. 
So it is probable that I did not record the type 'b' spikes from the 
soma but from somewhere within the dendritic tree. Now the geometrical 
considerations on the possibility of recording in close contact with the 
soma membrane weigh even more when applied to the dendritic membrane. The 
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situation that the electrode-tip creeps or jumps from dendrite to 
dendrite would involve several discontinuities which I have never observed. 
So the only conclusion seems to be that this response type can be 
found anywhere within the dendritic tree while it is not necessary for 
the electrode-tip to contact the membrane. 
Suggestive of this is the fact that I can find a clear type 'b' 
response over a distance of 50 - 100 um. This would agree with passing 
the dendritic tree at various distances from the soma. Bishop, Burke 
& Davis (1962,а,Ь&с) found the type 'b' spike over a distance of 100 -
200 urn. Now the cells that subserve hair sensitivity have dendritic 
trees with a diameter of 100 μιη (at least in the N.cuneatus, Kuypers, 
Hoffman & Beasley, 1961a) while the cells in the LGN are twice as large 
(O'Leary, 1940). 
Apparently the EPSP in the N.gracilis cells is about the same 
everywhere in the dendrites of a cell. Perhaps this is so because the 
afferent fibres have abundant synaptic knobs on the dendrites. It is 
possible that the synaptic knobs belonging to one afferent are distributed 
among several dendrites so the EPSP originates in several dendrites in the 
same time and it is equally distributed along the whole SD membrane. This 
equal distribution can be helped by the fact that these cells have rather 
short and thick dendrites, thus enabling electrotonical conduction. 
On the other hand the positive phase of the spike is not everywhere 
as large because it originates in a central focus, the axon hillock. 
Freygang & Frank (1959) showed that a quasi intracellular (type 'b') 
response may be obtained if the distance between electrode-tip and 
membrane can be neglected. This seems to contradict the above conclusion. 
However, it is conceivable that the distance from the tip is bridged, if 
not mechanically, then electrically by electrolyte leaking from the tip. 
Spontaneous activity. This depends on the position of the electrode-tip 
with respect to the cell. At first the spikes only come in response to a 
peripheral stimulus. While the electrode-tip approaches the centre of the 
cell the spikes start to come spontaneously, and the nearer the tip 
approaches the centre the higher the frequency of the spontaneous activity, 
until this is about 20/s (p.86). From these observations it is concluded 
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that the spontaneous activity is induced by the proximity of the u-
electrode : if the y-electrode is not too near the cell the spontaneous 
activity is absent. 
In one or two instances the spikes in the spontaneous activity were 
somewhat smaller than the spikes in the response. Perhaps they originated 
in two different cells or perhaps there is some other cause of the 
difference. In all other instances, however, the spikes were the same in 
both cases. 
They also had the same shape, having the S-A notch. Therefore it is 
concluded that the spontaneous spikes originated in the same cell and 
they have a presynaptic pacemaker. 
There is often mention of spontaneous activity in the literature. 
Eisenman, Landgren & Novin (1963) using 4.3 M NaCl or tungsten electrodes 
found that about 60% of the cells in the spinal N. trigeminus showed 
spontaneous activity. Mcllwain & Creutzfeldt (1967) recording from single 
cells in the lateral geniculate body found that while they approached the 
cell over a distance of 70 - 100 pm a negative restpotential, the positive 
spikes amplitude and the spontaneous activity increased. In the end the 
cell was or was not impaled. Levitt, Carreras, Liu & Chambers (1964) 
described modulation of spontaneous activity in the dorsal column nuclei. 
Wiesendanger & Felix (1969) found pronounced spontaneous activity in the 
lateral part of the inferior vestibular nucleus. Rosin (1969) found many 
spontaneously active cells in the N.cuneatus. 
However, most authors are not very clear on whether they found 
spontaneous activity or not, especially whether it depends on electrode 
position. Therefore I wrote to a number of them, from all of whom a 
response came. ). They used a variety of μ-electrodes, ranging from 
tungsten electrodes to glass capillaries filled with KCl or NaCl in 
concentration of 2 - 4 M. The diameters of the electrode-tips ranged 
*) P. Andersen, A. Angel, A.G. Brown, John C. Eccles, G. Gordon, 
S. Landgren, A.J. McComas, R.F. Schmidt, D.M. Wiesendanger and 
D.L. Winter. 
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from 0.5-2 μιη. 
They all saw spontaneous activity in about half the relay cells. 
This spontaneous activity was not caused by the u-electrode although the 
μ-electrode could modify it when it came near the cell. Brown, Gordon & 
Kay (1970) recorded from axons in the medial lemniscus which arose from relay 
cells in the dorsal column nuclei. These axons have no significant 
sensitivity to the presence of the electrode and yet the spontaneous 
activity was observed in the great majority of them. This activity could 
be reduced in frequency by afferent inhibition. It is influenced by 
anaesthesia. Landgren suggested that it was not a true spontaneous 
activity but a response to a stimulus not monitored by the experimenter. 
In view of all this evidence it is impossible to deny the existence 
of a real spontaneous activity. 
Yet the fact remains that in my own experiments the spontaneous 
activity clearly was an artefact as described in the beginning of this 
paragraph. At first I did not notice the fact myself. However, for my 
experiments I needed contact with a cell during at least half an hour. 
Now it appeared that despite careful stabilization of the N.gracilis the 
spikes slowly increased in size. This was then interpreted as the 
electrode-tip creeping slowly with respect to the neuron. In order to 
compensate for this creep I always readjusted the electrode position so 
the spike size remained constant. This was easiest with not too large 
spikes, so I kept the electrode-tip some distance from the centre. At this 
distance the spontaneous activity waxes and wanes. It soon became evident 
that the electrode could be positioned so there was no spontaneous activity 
at all. Once I had noticed this, I found it in every following recording. 
The range over which I find spontaneous activity more or less 
coincides with the range of large spikes ( * +2 mV) with a notch at 0.5 mV. 
In the preceding paragraph it was argued that probably this range coincides 
with the extent of the dendritic tree. If this is true the electrode-tip 
is among the presynaptic endings and apparently they are somehow activated. 
The spontaneous activity apparently depends to a degree on experimental 
conditions as is mentioned by the authors named above. Perhaps the fact 
that in my experiments the spontaneous activity is not real can be 
explained by assuming that I have somehow happened to adjust the experimental 
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conditions in the right way. 
Whatever these conditions are, the above mentioned communications 
indicate that the absence of a true spontaneous activity in my 
experiments is not a specific effect of the electrode composition. 
On the other hand it is possible that the artefact caused by the 
proximity of the electrode-tip depends on composition of the electrode. 
In the preceding paragraph it was argued that the electrode does not 
touch the postsynaptic membrane. The same arguments seem to indicate that 
the electrode does not touch the presynaptic membrane directly. The grid-
current is <10-1') A, which is too low to stimulate. 
The only remaining explanation seems to be that the presynaptic 
endings are somehow stimulated by electrolyte leaking from the electrode-
tip. On p.104 it was suggested that under these conditions the quasi-
intracellular response was equally caused 'by electrolyte from the tip. 
This is corroborated by the observation that the larger spikes use to 
grow slowly in size. This is corrected by retracting the electrode (cf. 
p.82). Now each time a small readjustment of the electrode position 
suffices. This has to be repeated until the spike size does not grow 
anymore. Then the total distance over which the electrode has been 
retracted is great as compared with the usual drag by the g-electrode 
(c.f. p. 87). Therefore it is not likely that the increase in spike size 
results from creep of the electrode-tip with respect to the cell. It 
may be due to the leaking of the electrolyte. If so, the point where no 
more readjustments are necessary probably is the point where the electrode-
tip leaves the dendritic tree. 
The point is of interest because the spontaneous activity is a 
nuisance and one would like to avoid it. Of course it can be remedied by 
keeping far enough away from the centre of the dendritic tree, but then 
the spikes are small and might more easily by confused with spikes from 
other cells. And at a great distance the EPSPs are so small they cannot be 
used as a source of information. 
Wall (1959) found an effect of electrode position on the repetitive 
discharge. But this effect does not enter my analysis, except that it adds 
to the response noise. The only thing I can say is that my analysis did 
not reveal a significant difference between responses with and without 
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spontaneous activity as seen in the linear diagrams and the polar diagrams. 
The interpretation of a response among spontaneous activity is much 
helped by the fact that the spontaneous activity is suppressed before and 
after (presumably during) the response. The suppression before the response 
is not as evident as after the response. The simplest explanation to the 
phenomenon is that the spontaneous activity is presynaptically inhibited. 
Since the suppression starts before the response the latency of this 
inhibition should be less than the latency of the response. 
Neural_noise. There are several types of neural noise, which have been 
described in chapter 3.2 : 
Spontaneous activity : in my experiments it was apparently an 
artefact of presynaptic origin. It was inhibited by a stimulus in the 
receptive field or in a nearby inhibitive field. Because of this inhibition 
it is soon lost after the first response spikes and it stays away even in 
those cases when, after a few cycles the cell no more responds to afferent 
spikes. 
Phase noise, appearing as irregularly phased responses. 
- Spike-number noise, appearing as responses having many more spikes 
than a response in the n.suralis, some of them in regular trains of up to 
5 spikes, and the number of spikes quite irregular (figs. 26a,b&c). 
At first glance one might think the response noise to be due to a 
multiple input. In the analysis of the polar diagrams of responses in the 
N. gracilis (p.91 ) it was inferred that as a rule a gracilis cell receives 
input via two afférents, having different latencies. If there are 
additional afférents they should give input to the cell in such a way that 
it contributes to the response noise without influencing the course of the 
threshold-line. An example might be a situation were many afférents fall 
into two groups, the latencies within each group being equal (cf. p. 115). 
If there are many afférents with randomly distributed thresholds and 
latencies one would expect very irregular threshold-lines as were 
occasionally found. As a rule, however, the threshold-lines are regular, 
so an explanation of response noise by a multiple input requires afférents 
with constant latencies. 
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An alternative explanation of response noise has been put forward by 
Wall (1959) : a single electrical stimulus to a peripheral nerve 
elicits a repetitive postsynaptic discharge in dorsal horn cells. This 
is not caused by a multiple input but by some presynaptic pacemaker. 
However, the repetitive discharge as described by Wall was much more 
regular than the responses I found. But the difference may be in the type 
of stimulus used, or the pacemaker in the N,gracilis has other properties 
than the pacemaker in the dorsal horn. This gracilis pacemaker may be 
the same which is responsible for the spontaneous activity in my 
experiments. 
Finally it is possible that the responses which I ascribe to cells 
do not originate from single cells but rather from cell clusters. Then 
one could assume that different cells in a cluster respond to the same 
input; however, they are mutually out of step. 
Central adaptation. As described in chapter 3.2, many cells in the 
N.gracilis show a type of adaptation to a sine that is not found in the 
n.suralis : above a critical frequency the cell responds to only 1 - 3 
cycles, regardless of stimulus strength. The number of cycles to which 
the cell responds is lower at higher frequencies. Below the critical 
frequency this adaptation does not appear. At critical frequency the cell 
will adapt if the stimulus is not too strong, say, less than 4 times 
threshold. At stronger stimuli the cell does not adapt. This critical 
frequency is about 25 - 50 Hz. 
At this frequency I was unable to find a gradual transition from a 
response in 3 cycles to a response in all cycles. If the cell only fired 
in 3 cycles then I was unable to find that the response gradually 
diminished to zero, although this is difficult to see because of the 
response noise. Inspection of many linear diagrams, however, strongly 
suggests that in the first cycles the response comes undisturbed and then 
is somehow switched off. 
The fact that even with very long stimuli the response fails to 
reappear proves that the effect is not due to refractoriness of the cell. 
Apparently it is some kind of inhibition. In order to explain the 
frequency-dependence one has to assume that this inhibition depends on 
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integration of the afferent spikes. At present I cannot tell whether it 
is a pre- or a postsynaptic inhibition. 
Towe & Jabbur (1961) found that cells in dorsal column nuclei (DCN) 
that follow the highest-frequency peripheral stimulation have the shortest 
latency. Perl, Whitlock & Gentry (1962) found that hair cells in the DCN 
respond to sinusoidal stimulation of the hair if frequency is above 
2 - 3 Hz. The sine will not be followed, however, if the frequency is 
above 20 - 40 Hz. In that case the hair cell will follow only the 
beginning of the sine. Hammer (1968) found that cells in the spinal 
trigeminal nucleus that followed stimuli of over 50/s had the shortest 
latencies. 
It would be interesting to test the central adaptation by suddenly 
increasing the input to the cell. This can be done electrically by 
interjecting extra spikes. Or it can be done mechanically by increasing 
the strength of the mechanical stimulus (hence the number of afférents 
involved) or by increasing the stimulus frequency (hence the frequency of 
the response). 
In the discussion on thresholds and latencies it will be argued that 
a hair cell that shows central adaptation will receive an input at low 
frequency through other afférents than at high frequency. Thus the 
possibility exists that the inhibition is caused by the high-frequency 
afférents. 
Inhibition. In the above discussion both the suppression of the 
spontaneous activity and the central adaptation are explained by inhibition. 
Another fact that may be due to inhibition is the sharp outline of 
receptive fields of N. gracilis cells. 
Gordon & Paine (1960) found a mutual inhibition of cells in the middle 
part of the N.gracilis. The inhibition could be brought about by electrical 
stimulation of the nerve innervating the receptive field or by stimulation 
of another nerve. 
This inhibition was resistant to nembutal anaesthesia. 
Perl, Whitlock & Gentry (1962), Schmidt (1963), Andersen, Eccles, 
Schmidt & Yokota (1964,a,b&c) and Gordon & Jukes (1964) described pre-
synaptic inhibition in the middle part of the DCN by a nerve which excites 
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or by one which does not excite the cell. Eccles (1964) described strong, 
presynaptic influence of cutaneous afférents on cutaneous afférents. 
Andersen, Eccles, Oshima & Schmidt (1964) measuring intracellularly in 
the N.cuneatus found both pre- and postsynaptic inhibition. The IPSP 
could be very long, having a maximum after 20 ms and the effect could be 
found as long as 200 ms. This is in the same order of magnitude as the 
duration of presynaptic inhibition. Jabbur & Banna (1968) found pre-
synaptic inhibition after stimulation in very large, even contralateral 
fields. 
Andersen Sal. found that the latency of innibition was 2 ms longer 
than the latency of excitation, whereas Gordon & Jukes (1964) found that 
the difference did not exceed I ms. 
Now this inhibition might very well explain the effects mentioned 
above. At present I cannot tell whether the effects have to be ascribed 
to presynaptic or to postsynaptic inhibition. This could be settled of 
course if I were able to take into account the EPSPs as seen in the quasi 
intracellular response. 
The suppression of the spontaneous activity starts some 10 - 20 ms 
beïore the response (p.86, fig. 26,a). This seems to contradict the 
above mentioned fact that the latency of inhibition is longer than the 
latency of excitation. However, other evidence indicates that a post-
synaptic spike requires 2, perhaps 3 presynaptic spikes. And the time 
between suppression of the spontaneous activity and the start of the 
response is about as long as the time between two consecutive spikes in 
a primary response. So I think that the first primary spike puts off the 
spontaneous activity whereas the second primary spike starts the response. 
*£££ЕІа£І92· * s described in chapter 3.2 the responses of the N.gracilis 
are much more noisy and much more complicated than the responses of the 
n.suralis. Consequently it is difficult to read the polar diagrams and 
the threshold and phase characteristics. It can be done, however, by 
comparing many of them. This is especially necessary with the threshold 
characteristics. 
On p.91 a flexed threshold-line was described. This may be explained 
by assuming that the cell receives input over two afférents a & b having 
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Fig. 30. Polar diagram of a response to a high-frequency (a) 
and a low-frequency (b) afferent, о—o= threshold-line if the 
cell responds to the first arriving spike, α—π = threshold-line 
if the cell responds to the second arriving spike. 
different thresholds and latencies (fig. 30). If the cell responds to 
the 1st incoming spike a flexed threshold-line results ( о—о ). If the 
cell responds to the 2nd incoming spike there equally results a flexed 
threshold-line ( π—π ), but then the apparent thresholds are different. 
A further analysis of the polar diagrams showed that probably the 
cell responds to the 2nd incoming spike and not to the first. There is 
no indication that the response requires 3 incoming spikes. 
Furthermore the analysis of polar diagrams and of threshold and phase 
characteristics indicates that the input of the cell arrives via 2 
afférents, perhaps in some cases 1 or 3. These are a mixture of low-
frequency and high-frequency afférents. 
Therman (1941) found a high probability of transmission in the 
N.cuneatus. Glees & Soler (1951) found the large fibres in the DCN have 
more synaptic knobs than the smaller ones. Roszos (1959) found these 
synaptic knobs in the N.cuneatus to be the largests in the whole CNS. He 
assumed these synapses were obligatory, i.e. such a synaps will transmit 
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every afferent spike. Hensel 4 Boman (1960) found that the cutaneous 
threshold for generating one primary spike was about equal to the threshold 
for generating a cutaneous sensation, so a sensation probably requires only 
a few peripheral spikes. They concluded that cutaneous sensation depends 
on very little integration. Andersen, Eccles, Oshima & Schmidt (1964) 
found that a relay cell in the U.cuneatus responds to 2 - 3 afferent spikes. 
Towe (1968) argued from considerations on the length of somatic afférents 
(in large mammals) that if integration in the DCN required a greater number 
of afferent spikes then probably no integration would occur at all. From 
considerations on the spectrum of spike latencies in the dorsal column 
nuclei compared with the spectrum of presynaptic fibre size he concluded 
that very little integration was needed. 
In the analysis of the responses it was assumed that the input of the 
N.gracilis can be adequately described by the responses as seen in the 
n.suralis. Of course the n.suralis innervates only the plantar skin of 
the foot while the dorsal skin is innervated by the n.peroneus. I did 
some experiments on the n.peroneus and found exactly the same responses as 
in the n.suralis, so I do not think it makes a difference. 
Another question is whether all peripheral fibres reach the N.gracilis. 
Glees & Soler (1951) found that only 22 - 23% of the dorsal root fibres 
reached the DCN. Spivy & Metcalf (1959) found that thin fibres did not 
reach the DCN. Whitsel, Petrucelli & Sapiro (1969) found that almost all 
skin fibres, few proporioceptive fibres and no spontaneously active fibres 
in the fasciculus gracilis reached the DCN. In the fasciculus cuneatus this 
fraction was more than 50%. Petit & Burgess (1968) found that of high-
frequency ('Gi') hair-fibres in the n. ischiadicus 9.6% reached the cervical 
chord while of low-frequency ('G2') hair-fibres this percentage was 78%. 
So it seems reasonable to consider the n.suralis responses as the 
input to the N.gracilis. It would give much information, however, if it 
were possible to know the actual input to which a cell responds. This 
would be possible if one could take into account the pseudo-intracellular 
EPSPs. It is shown that in the present state of the art this can only be 
done under the conditions that give spontaneous activity. So it is worth 
while to try to find a way around this. 
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Perhaps such phenomena as integration and inhibition can better be 
studied by other stimuli. E.g. one might think of a block stimulus which 
is so short and of so low an amplitude that it will only send one spike 
into the peripheral nerve, so the gracilis cell will not respond. If two 
such blocks follow each other within a short interval the cell will 
respond to the second one. Another possibility is that a block sets up 
two spikes, one in a low-frequency afferent, the other in a high-frequency 
afferent. These have different conduction velocities, so they arrive at 
the cell at different moments. Provided the integration time of the cell 
is short the cell will not respond. There will be a response, however, 
if two such stimuli are given with a proper interval. 
A further discussion on the number of afférents that transmit input 
to a N.gracilis cell will be given in relation to the size of the receptive 
fields. 
Resgonse_t^ges. Type 1 is a response that conforms to the response in the 
peripheral nerve. Main differences are the neural noise and the fact 
that this response type results from integration. The latency ranges from 
12 - 18 (perhaps 20) ms, so there is a considerable spread. The latency 
has a tendency to be longer with a distal stimulation than with a proximal 
stimulation. 
A property that has not been found in the response of a peripheral 
nerve is the relation between the latency and the position of the stimulus 
within the receptive field. 
Type 2 is a response that differed from type 1 in that it shows a 
pronounced central adaptation, the latencies are about constant and they 
do not depend on the position of the stimulus within the receptive field. 
However, the adaptation depends on the position of the stimulus : 
adaptation to a border stimulus is more pronounced than adaptation to a 
centre stimulus, especially so at critical frequency. 
Type 3 might have been an artefact. Anyhow it was so rare that if it 
is real it is not important. And it is so noisy that an analysis is not 
expected to yield much. 
That the latency is somewhere near 20 ms is not remarkable. Petit & 
Burgess (1968) measured conduction velocity of fast hair afférents (Gj) 
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and of slow hair afférents (G2). Gj afférents in the n.ischiadicus had 
conduction velocities of about 70 - 80 m/s, which was reduced in the dorsal 
column to 30 - АО m/s. G2 afférents had a conduction velocity 40 - 60 m/s 
in the n.ischiadicus, reduced in the dorsal column to 20 - 30 m/s (fig. 24). 
The latencies in the N.gracilis cells are characterized by the high-
frequency latency, which is set.by the Gj (fast) afférents. If the C\ 
velocities are compared with the distances indicated in fig. 1 and the 
latency at the recording site in the n.suralis is taken to be 5 - 6 ms 
(fig. 18), then the latency in the N.gracilis should be somewhere near 
20 ms. The differences in latency of type I cells could be explained by 
differences in nerve paths and in conduction velocities. That the type 1 
latencies are shorter than appears from the above argument could probably 
be explained by a multiple input where the fastest afférents set the latency. 
Cooper & Williams (1963) found that in the medial lemniscus the latency 
after electrical stimulation of the contralateral n.ischiadicus was 7 - 1 0 ms. 
The differences in type 1 latencies contrast strongly with the constant 
latency of type 2 cells. Apparently there is a mechanism for making the 
latencies constant in spite of the large differences in latencies in the 
afférents (fig. 18). At present I -cannot tell what the mechanism could 
be. Constant latencies have been found previously. Therman (1941) found 
that after strong stimulation of peripheral nerves the latency in the 
N.cuneatus was constant within 1 ms. Amassian & de Vito (1957) found a 
variability in latency of about 2 ms for weak stimuli. With intense 
stimuli this variability fell to 20 ]із. 
There is no evidence explaining the longer latency of a type 1 cell 
to a border stimulus. Presumably it has something .to do with the 
integration of input. Perhaps other afférents are involved. 
The adaptation of a type 2 cell to a border stimulus is more pronounced 
than to a centre stimulus. Now the adaptation was explained by afferent 
inhibition. This is presumably more effective with a border stimulus. It 
can explain the outline of a receptive field of a N.gracilis cell being 
sharper than the outline of a receptive field of a n.suralis fibre. 
Often the difference in central adaptation is also seen with manual 
stimulation. Then the cell appears to be more 'refractory' to a border 
stimulus than to a centre stimulus. 
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I failed to find any correlation between the response type and the 
position of the cell in the N. gracilis. 
Receptive fields. All but two receptive fields of N. gracilis cells had 
an area twice the area of n.suralis receptive fields. 
Two receptive fields were very large. These may have been the large 
receptive fields that are found preferably in the rostral part of the DCN 
(Gordon & Paine, I960). The fact that I found only two large receptive 
fields is presumably due to the fact that the hair-cells were not found 
in the rostral or caudal part of the N.gracilis. 
One should be careful in comparing the sizes of receptive fields as 
cited in literature. McComas (1963, 1964) found in the middle part of the 
N. gracilis (of the rat) hair-receptive fields as small as 10 mm2. Since 
he never found so small a receptive field in an afferent fibre he concluded 
that the receptive fields of the middle part were smaller than in the 
afférents. Although this may be true in the rat it apparently is not in 
the cat, at least in my experiments. As a matter of fact I found in the 
n.suralis of the rat a fibre with a receptive field comprising nothing 
but one hair. 
Kruger, Siminoff & Witkovsky (1961) and Winter (1965) found that the 
size of the receptive field ot a cell depended on modality but not on the 
position of the cell in the nucleus. 
Because the receptive fields in the N. gracilis are twice as large as 
the receptive fields in the afférents there must be a convergence of more 
afférents on one cell. Presumably the receptive fields of the afférents 
overlap, so that is the reason why a cell receives input from a hair via 
more afférents. It seems probable that the overlap will be stronger in 
the centre of the receptive field, so the cell receives more excitatory 
input from a centre hair than from a border hair. This might explain why 
the latency of a type 1 response depends on the position of the stimulus 
within the receptive field : the more afférents involved, the greater 
the possibility that a short-latency or a low-threshold afferent is found. 
Furthermore many afférents will give much input and thus presumably reduce 
the time required for integration. That the adaptation of a type 2 response 
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depends on the position of the stmulus might be explained in an analogous 
way. It was argued that the central adaptation is due to inhibition. So 
there is an inhibitory input. Now assume that the inhibitory input is 
obtained from a wider field than the excitatory input, hence the inhibition 
is less dependent on the stimulus position Then stimulation of a centre 
hair will give comparatively more excitation and less inhibition whereas 
stimulation of a border hair will give conparatively less excitation and 
more inhibition. 
That inhibition is obtained from a wider field than the excitation 
is confirmed by the inhibition caused by a stimulus outside the receptive 
field. 
ï!iS3l_ïÊEaE^2· *n chapter 2.3 it was noted that the method of stimulating 
with sinusoidal stimuli and analysing the responses m the way described 
has a high resolution. The same applies to a lesser degree to experiments 
on the N.gracilis. However, the method is tedious. Especially in the 
N.gracilis - where time available for one experiment is short - this 
becomes a bottleneck. Here the neural noise is much larger than m the 
n.suralis. This might be overcome by repeating all trials more often but 
that is not practicable. Furthermore I have a strong notion that the 
noise would be less if it were possible to cut down on experiment time. 
In chapter 2.3 some methods are proposed to achieve this The most 
important of these are real-time display of output plots and the use of 
non- sinusoidal stimuli. 
Another way of reducing neural noise is possible m the use of 
another stimulus situation. In the N gracilis experiments I always used 
stimuli in a direction 'perpendicular' to the skin, and in intact fur. 
This was the simplest way of stimulating a hair. Later, however, I found 
that in this situation the nerve fibre often responds in both semi-cycles, 
whereas with a direction parallel to the skin the nerve fibre usually 
responds to one semi-cycle only. A clever use of this direction sensitivity 
would simplify the responses in the afferent fibres, and hence the 
interpretation of the responses in the N.gracilis. 
I do not know whether the direction sensitivity itself can be found 
in the N.gracilis. Perl, Whitlock & Gentry (1962) and Gordon & Manson (1967) 
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did not find direction sensitivity in hair-cells. However, in the 
experiments described in chapter 2.2 ('direction sensitivity'), where 
there was a strict direction sensitivity, it was very difficult to see it 
with manual stimulation. Apparently with manual stimulation such 
quantities as direction and amplitude are too uncertain. 
A direction experiment on the N. gracilis might be interesting but I 
think the present state of the art prevents it. It could be done, 
however, with the modifications proposed in chapter 2.3. 
An important step in the reduction of noise would be to use another 
animal, having short guard hairs with no down hairs between. The best 
choice might be the rat. In chapter 2.3 it was explained that it is much 
more simple to isolate a guard hair on the rat's foot, and it responds 
much more regularly than a guard hair on the cat's foot. 
Actually I worked on the N. gracilis of the rat. It was not so 
difficult to expose and to stabilize it. But the difficulty was in keeping 
the cell long enough. In that time the electronical set-up was rather 
primitive. Using this, an experiment took double the time it takes now. 
Actually I obtained a number of preparations that worked excellently so I 
had contact with a cell during a sufficiently long time. But then the 
electronics failed. So all experiments were unsuccessful. It was thought 
that making the preparation required a larger animal. Therefore, after 
ample considerations I decided to take the step and change from the rat to 
the cat, since 'everybody' uses it (with apologies to McComas and others). 
And I had the whole apparatus revised. 
Well, it took me years of frustration to reach with the cat the same 
level of quality I had been used to with the rat and eventually to exceed 
it. The latter I owed to the use of Prednisolone. I have a strong notion 
that if I had used the drug years ago in the rat the trouble would have 
been over then. Even now the complete preparation of the cat, not counting 
the induction of anaesthesia and the application of vena cánula and trachea 
tube, takes at least 2 hours. The same took me 1 hour with the rat. 
So in retrospect it must be concluded that changing to the cat was a 
mistake. On the contrary it would not be unwise to change back to the rat 
again. 
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S U M M A R Y 
Nervus_suralis 
Single guard hairs on the foot of cat and rat are stimulated 
sinusoidally and responses recorded fron single fibres of the n.suralis 
(occasionally the n.peroneus). 
The responses are noisy. Usually the noise is slight, sonetines it 
is great. It is argued that it stems from fluctuations in threshold or 
stimulus, the effect being additive or multiplicative. An analysis of 
the responses was developed, placing the most emphasis on the very first 
spike in each response. In this analysis the phases of the spikes are 
plotted in linear and polar diagrams. The latter give threshold and 
phaseshift at a certain frequency. The thresholds and phaseshifts at 
different frequencies are combined to threshold and phase characteristics. 
The phaseshift depends on latency only. This is defined as any true 
delay of the response, not including the time needed by the stimulus to 
reach threshold. 
With respect to threshold the follicle receptors are segregated into 
two groups : 
* Low-frequency receptors, responding to displacement. Best frequency 
is at 5 - 10 Hz. Conduction velocity in afférents is estimated 20 m/s and 
there presumably is a receptor delay of some 5 ms. 
High-frequency receptors. They have both a displacement-threshold and 
a velocity-threshold, which are independent of frequency. A response occurs 
as soon as both thresholds are exceeded. Hence the lowest amplitude to 
which the receptor responds ( • classical threshold) is high at low 
frequencies while at high frequencies (100-150 Hz) it is about equal to the 
displacement-threshold. This 2-thresholds-model is compared with an earlier 
model, which describes the system as being composed of a viscous and an 
elastic element (RC-model). Thereby results are taken into account which 
are obtained by others with ramp stimuli. 
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Conduction velocity in high-frequency afférents is about 30 m/s and 
there seems not to be a receptor delay. 
The hairs have strict direction sensitivity in that the sensitivity 
is highest in one direction (best direction), and sensitivity in an other 
direction depends on the stimulus' component in the best direction. 
There may be a response to each semi-cycle. Then each response is 
subserved by its own receptor, both belonging to the same receptor type 
and the two projecting via the same fibre. 
A response may occur to the first or to the second semi-cycle 
depending on polarity of the sine. In half the cases the response properties 
did not depend on polarity, in the other cases there was a difference. 
Then the response to the first semi-cycle is considered the 'normal' case, 
and the response to the second semi-cycle a deviation from it. These 
deviations are described as decrease or increase of the displacement 
threshold, due to the preceding semi-cycle or the preceding response 
respectively. 
The response may be influenced by the fur surrounding the stimulated 
hair. This does not affect the lesponse type or the latency. Furthermore, 
even with intact fur the response apparently originates from a single 
follicle. 
The evidence does not indicate an effect of the position of the 
stimulated hair within the receptive field on the response properties. 
A brief description is given of the ongoing response and of the 
adaptation. It looks as if the adaptation results from cumulative 
refractoriness. 
Although the method used was designed for making phase and threshold 
characteristics, it yielded much more information. Apparently its resolution 
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is high as compared with other methods. Yet the method is not optimal to 
all questions raised. Therefore a number of alternative methods are 
proposed. 
Spikes are recorded extracellularly from hair units in the middle part 
of the N.gracilis. The medulla is stabilized by a closed chamber. 
The spikes are of the quasi-intracellular type. Wien the electrode 
tip is within the dendritic tree the 'EPSP' always is 0.5 mV while the 
amplitude of the full spike depends on the distance to the centre of the 
dendritic tree. 
There is a conspicious spontaneous activity which clearly is an 
artefact : It occurs only if the electrode tip is within the dendritic 
tree and then the frequency is higher the nearer the tip is to the centre. 
The spontaneous activity is inhibited before, after and presumably during 
the response. 
Contrary to the responses of primary units, the responses of N.gracilis 
units consist of bursts of many, irregularly timed spikes and short regular 
trains of spikes. However, the beginning of each burst is timed more 
regularly so an analysis based on the phase of the response still is possible. 
About half the cells in the N. gracilis show a type of adaptation 
(central adaptation) not found in the n.suralis : At a critical frequency 
(25-50 Hz) the cell responds to only 3 cycles if the stimulus amplitude is 
low and to all cycles if the amplitude is high. At lower frequencies the 
central adaptation is not seen, whereas at frequencies above critical 
frequency it is always seen (with these cells), regardless of stimulus 
amplitude. 
Polar diagrams of N.gracilis responses are more noisy and more 
complicated than those of n.suralis responses. These diagrams show straight, 
flexed, curved or displaced threshold-lines or they are so noisy they cannot 
be interpreted at all. Except for the last case they can be interpreted in 
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terras of integration of input. 
The threshold and phase characteristics differ from those of the 
n.suralis in that at frequencies < 25 Hz they tend to resemble those of 
low-frequency receptors while at frequencies > 50 Hz they tend to resemble 
those of high-frequency receptors. 
All evidence combined strongly suggests : 
" On stimulation of one hair a cell in the N.gracilis receives input 
via at least 2 afférents. These are a mixture of high-frequency and low-
frequency afférents. From this it is concluded that stimulation of one 
hair sets up both types of responses, hence a follicle has both types of 
receptors. 
* A cell responds to the second incoming spike. 
Latencies of responses were characterized as the latencies at high 
frequencies. According to these latencies the N. gracilis cells fall into 
3 types : 
Type 1. Latencies 12-19 ms after stimulation of a hair in the centre of 
the receptive field and roughly depending on the distance between hair and 
N.gracilis. Latency and threshold seem to be much greater after stimulation 
of a hair near the border of the receptive field. There is no central 
adaptation. 
Type 2. Latencies 20 ± 1 ms. This uncertainty is within the accuracy of 
the method. It is smaller than the uncertainty found in the n.suralis. No 
explanation is found. Latency and threshold are independent of position of 
hair in the receptive field or on the foot. These cells show central 
adaptation which seems to be stronger after stimulation of a hair near the 
margin of the receptive field than after stimulation of a hair in the 
centre of the receptive field. 
Type 3. Latencies 30-40 ms, very noisy responses, perhaps an artefact. 
No relation was found between these response types and the position 
of the cells in the N.gracilis. 
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The receptive fields of N.gracilis cells are about twice as large as 
those of n.suralis fibres. 2 cells were found with very large receptive 
fields. The position of those cells did not differ markedly from the 
position of other cells. 
As with the n.suralis the method gave more information than was 
expected. However, it was found again that the method was not optimal 
and should be improved in a number of places. With the N.gracilis the 
focus of these improvements lay on methods that give less response noise. 
Nervus suralis 
Enkele 'guard' haren op de voet van kat of rat werden sinusoidaal 
gestimuleerd en responsies werden afgeleid van enkele vezels van de 
n.suralis (soms de n.peroneus). 
De responsies zijn ruizig. De ruis is gewoonlijk zwak, soms is 
hij sterk. Waarschijnlijk wordt hij veroorzaakt door fluctuaties in 
drempel of stimulus. Het effect kan additief zijn of multiplicatief. 
Voor het analyseren van de responsie werd een methode ontwikkeld 
waarbij de fase van de actiepieken wordt uitgezet in lineaire en polaire 
diagrammen. De laatste geven "drempellijnen" waaruit de faseverschuiving 
en drempel worden afgelezen als functie van de frequentie. De fasever-
schuivingen en drempels worden gecombineerd tot fase- en drempelkarakteris-
tieken. Bij deze analyse-methode wordt bijna uitsluitend gekeken naar 
de fase van de allereerste actiepiek in een responsie. 
De faseverschuiving is alleen een gevolg van de latentie. Deze is 
gedefinieerd als iedere zuivere vertraging van de responsie, en omvat 
niet de tijd die de stimulus nodig heeft om de drempel te bereiken. 
Met betrekking tot de drempel vallen de follikel-receptoren uiteen 
in twee groepen : 
* Laag-frequent receptoren, responderen op verplaatsing. De beste 
frequentie is 5-10 Hz. De geleidingssnelheid in de afferenten wordt geschat 
op 20 m/s en er is waarschijnlijk een receptor vertraging van ongeveer 5 ms. 
* Hoog-frequent receptoren. Zij hebben zowel een verplaatsingsdrempel 
als een snelheidsdrempel. Een responsie ontstaat zodra beide drempels zijn 
overschreden. Bijgevolg is de laagste amplitude waarop de receptor 
reageert ( - klassieke drempel) hoog bij lage frequenties, terwijl hij bij 
hoge frequenties (100-150 Hz) ongeveer gelijk is aan de verplaatsingsdrempel. 
Dit twee drempel model wordt vergeleken met een vroeger model dat het 
systeem beschrijft als bestaande uit een visceus en een elastisch element 
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(RC-model). Daarbij worden resultaten in rekening gebracht die anderen 
verkregen met lineaire stimuli. 
De geleidingssnelheid in hoog-frequent afferenten is ongeveer 30 m/s. 
Er schijnt geen receptor vertraging te zijn. 
Er is een strikte richting-gevoeligheid : de gevoeligheid is het 
grootst in één richting (beste richting) en de gevoeligheid in een andere 
richting hangt van de component van de stimulus in de beste richting af. 
Er kan een responsie zijn op beide periode helften. Dan is iedere 
responsie afkomstig van een eigen receptor. Deze twee receptoren zijn 
van hetzelfde type en projecteren via dezelfde vezel. 
Of de receptor respondeert op de eers.te of op de tweede periode helft 
hangt af van de polariteit van de sinus. In de helft van de gevallen 
hingen de responsie eigenschappen niet af van de polariteit, in de andere 
gevallen was er een verschil. Dan wordt de responsie op de eerste periode 
helft beschouwd als "normaal", terwijl de responsie op de tweede periode 
hrelft wordt beschouwd als een afwijking. Deze afwijkingen worden beschre-
ven als afname of toename van de verplaatsingsdrempel als gevolg van de 
voorafgaande periode helft, resp. de voorafgaande responsie. 
De responsie op stimulatie van een haar kan worden beïnvloed door de 
omringende vacht, dan is er geen invloed op het responsie type of op de 
latentie. Bovendien is zelfs bij intakte vacht de responsie kennelijk 
afkomstig uit een enkele follikel. 
Er zijn geen aanwijzingen dat de responsie eigenschappen afhangen 
van de positie van het gestimuleerde haar in het receptieve veld. 
Een korte beschrijving wordt gegeven van de lopende responsie en van 
de adaptatie. Het lijkt erop dat de laatste het gevolg is van cumulatieve 
refractoriteit. 
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De methode was ontworpen voor het maken van fase- en drempelkarakteris-
tieken. Hij blijkt echter veel meer informatie te verschaffen. Blijkbaar 
is het oplossend vermogen hoog in vergelijking met dat van andere methoden. 
Nochtans is de methode niet optimaal voor alle gestelde vragen. Daarom 
wordt een aantal alternatieve methoden voorgesteld. 
Nucleus gracilis 
Actiepieken worden afgeleid van haar-eenheden in het middenstuk van 
de N. gracilis. De medulla wordt gestabiliseerd door middel van een 
gesloten kamertje. 
De actiepieken zijn van het quasi-intracellulaire type. Als de 
electrode punt zich in de dendrieten boom bevindt, is het "EPSP" steeds 
0,5 mV. Daarentegen hangt de amplitudo van de volledige actiepiek af van 
de afstand tot het centrum van de dendrieten boom. 
Er is een uitgesproken spontane activiteit. Deze ie klaarblijkelijk 
een artefact : hij treedt alleen op als de electrode punt zich in de 
dendrieten boom bevindt en dan is de frequentie hoger naarmate de afstand 
tot het centrum kleiner is. De spontane activiteit wordt geinhibiteerd 
voor, na, en waarschijnlijk gedurende een responsie. 
In tegenstelling tot responsies van primaire eenheden bestaan de 
responsies van N.gracilis eenheden uit ontladingen met onregelmatig 
getimede actiepieken en korte regelmatige trein'tjes van actiepieken. 
Evenwel het begin van iedere ontlading is regelmatiger en een analyse, 
gebaseerd op de fase van de responsie is daardoor nog steeds mogelijk. 
Ongeveer de helft van de cellen in de N. gracilis vertoont een adaptie 
type (centrale adaptatie) dat niet gevonden wordt in de n.suralis : bij 
een kritische frequentie (25-50 Hz) respondeert de cel op 3 perioden, bij 
lage stimulus amplitudo en op alle perioden bij hoge stimulus amplitudo. 
Bij lage frequenties treedt de centrale adaptatie niet op, terwijl bij 
hogere frequenties de centrale adaptatie altijd optreedt (bij deze cellen), 
onafhankelijk van de amplitudo. 
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De polaire diagrammen van N. gracilis responsies zijn ruiziger en 
gecompliceerder dan die van n.suralis responsies. Zij vertonen rechte, 
geknikte, gekromde of versprongen drempellijnen dan wel zijn zij zo ruizig 
dat een interpretatie niet mogelijk is. Behalve in het laatste geval kun-
nen zij worden verklaard uit integratie van de input. 
De drempel- en fasekarakteristieken verschillen van die van de 
n.suralis doordat zij bij frequenties « 25 Hz meer lijken op die van laag-
frequent receptors, terwijl zij bij frequenties > 50 Hz meer lijken op 
die van hoog-frequent receptors. 
Alle informatie tezamen maakt de volgende conclusies erg waarschijnlijk: 
" Bij stimulatie van één haar krijgt een N.gracilis cel input via 
minstens 2 afferenten. Deze vormen een mengsel van laag- en hoog-frequent 
afferenten. Hieruit volgt dat stimulatie van één haar beide responsie typen 
veroorzaakt en dat dus één follikel beide typen receptoren bevat. 
" Een cel respondeert op de tweede binnenkomende actiepiek. 
De latenties werden gekarakteriseerd als de latenties bij hoge 
frequenties. Naar deze latenties zijn de cellen in de N.gracilis te 
verdelen in 3 typen : 
Type 1. Latenties 12-19 ms na stimulatie van een haar in het midden van 
het receptieve veld en ruwweg afhankelijk van de afstand tussen haar en 
N.gracilis. Latentie en drempel schijnen veel groter te zijn bij stimulatie 
van een haar aan de rand van het receptieve veld. Er is geen centrale 
adaptatie. 
Type 2. Latenties 20 ± 1 ms. Deze onzekerheid valt binnen de nauwkeurig-
heid van de methode en is kleiner dan de onzekerheid gevonden bij responsies 
van de n.suralis. Een verklaring is niet gevonden. Latentie en drempel 
zijn onafhankelijk van de positie van het haar in het receptieve veld op 
de voet. Deze cellen vertonen een sterke centrale adaptatie, die sterker 
schijnt te zijn bij stimulatie van een haar aan de rand van een receptief 
veld dan bij stimulatie van een haar in het centrum van het receptieve veld. 
Type 3. Latenties 30-40 ms. Erg ruizige responsies, misschien een artefact. 
Er is geen relatie gevonden tussen deze responsie typen en de positie 
van de cellen in de N. gracilis. 
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De receptieve velden van cellen in de N.gracilis zijn ongeveer 
tweemaal zo groot als die van vezels in de n.suralis. Twee cellen zijn 
gevonden met erg grote receptieve velden. De positie van deze cellen 
verschilde niet duidelijk van die van andere cellen. 
Evenals bij de n.suralis gaf de methode meer informatie dan verwacht 
was. Het bleek echter dat ook hier de methode niet optimaal is en in 
een aantal punten moet worden verbeterd. Bij de N.gracilis komen deze 
verbeteringen vooral neer op methoden om de ruis te verminderen. 
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S T E L L I N G E N 
- 1 -
Revoluties worden gestuwd door de behoudzucht van de conservatieven. 
Deze behoudzucht wordt opgewekt en gevoed door het revolutionaire 
optreden van de vernieuwers. 
- 2 -
a. Er is meer behoefte aan een democratische samenleving dan aan een 
democratische bestuursvorm. De democratische bestuursvorm is vooral 
nodig in die gevallen waarin de democratische samenleving tekortschiet. 
b. Inspraak is niet alleen een recht maar ook een plicht. De leiding 
is verantwoordelijk voor het slagen van dè inspraak. De mening, dat 
dit noodzakelijk leidt tot eindeloze beraadslagingen, is irreëel. 
- 3 -
a. Het basis onderwijs dient n i e t u i t s lu i tend gericht te zijn op het 
mededelen van feiten en meningen, maar evenzeer op het overdragen van 
een cr i t i sche in s t e l l i ng ten opzichte hiervan. 
b . Dit onderwijs dient in hoge mate gericht te zijn op het bevorderen 
van een persoonlijkheidsontwikkeling door de leerlingen zelf. 
- 4 -
Er is te weinig communicatie tussen disc ipl ines en ins tan t ies die 
zich met de mens bezighouden en deze mens. 
- 5 -
Het totstandkomen van samenwerking behoort niet afhankelijk te zijn 
van persoonlijke relaties. 
- 6 -
Men dient de behoeften van de particuliere autobezitter het beste door 
een belangrijk deel van de opbrengst van de wegenbelasting te besteden 
aan de bevordering van het openbaar vervoer. 
- 7 -
Een sinusoidale stimulus l e id t tot een groot oplossend vermogen in 
die neurofysiologische experimenten waarin voorshands n i e t s bekend 
is van de input-output r e l a t i e van het systeem. (Dit proefschrif t p.75) 
- 8 -
Middelings-procedures tot het beschrijven van een stimulus en van de 
responsie daarop dienen zo mogelijk vergezeld te gaan van d e t a i l -
beschrijvingen van de stimulus en de responsie. 
- 9 -
Bij het beschrijven van mechanoreceptoren in de huid moeten woorden 
als "tast" en "tactiel" worden vermeden. 
P.F.L.J.M. Cremers 
26 maart 1971 


