Abstract
Introduction
be too restrictive in real applications. The factor structure proposed in Philipov and Glickman portfolio and stock return data and is compared to the model of Philipov and Glickman (2006b) 1 based on the quality of one-step-ahead predictions. Section 5 extends the model to the case 2 where the idiosyncratic error terms are allowed to follow independent SV processes. Section 6 3 concludes the paper. Suppose that at time t we have p asset returns, y t , and q underlying observed factors, f t , such
where the {f t , t ≥ 1} and {e t , t ≥ 1} are independent stochastic processes. The e t are also assumed to be independent with e t ∼ N p (e t |0, Ω), Ω = diag(σ 2 1 , ..., σ 2 p ), where N p (X|µ, Σ) is a p-dimensional multivariate normal density in X with mean µ and covariance matrix Σ. The assumption that the conditional variance of e t is constant is relaxed in Section 5 to allow e t to have SV dynamics. The model for the factors is as follows:
V 1/2 t = diag e h t1 /2 , e h t2 /2 , ..., e htq /2 , q ≤ p,
where N(x|µ, σ 2 ) is a univariate normal distribution in x with mean µ and σ 2 , and • is the elementwise multiplication operator. The stochastic sequences {ǫ t , t ≥ 1} and {η t , t ≥ 1} are independent with η t also an independent sequence and
η t ∼ N q (η t |0, Σ η ) , Σ η = diag σ 2 η,1 , ..., σ 2 η,q .
The covariance matrix Σ ǫ,t is a correlation matrix which is obtained by standardizing the q × q stochastic covariance matrix P t so that
The dynamics of P t , and hence Σ ǫ,t are given by the stationary autoregressive inverse Wishart second difference is in the sampling scheme to estimate the model which we discuss below. 
Priors

13
There are two set of parameters in the measurement equation (1). For Ω = diag σ 2 1 , ..., σ 2 p , following Liesenfeld and Richard (2006) , we assign independent inverse gamma priors for the idiosyncratic variances σ 2 j . Specifically, σ 2 j ∼ IG(σ 2 j |shape = ν 0 /2, scale = ν 0 s 0 /2), j = 1, ..., p.
In all our analyses, we use ν 0 = 10 and s 0 = 0.01. This defines a vague prior which is commonly adopted in the literature. For the loading matrix B, following Jacquier et al. (1995) , we choose the prior given by
where etr(X) means exp(trace(X)). This prior implies that the columns B i of B are a priori 14 independent, each with a prior N p (B i |0, Ω), which is uninformative relative to the data.
15
The priors for the SV parameters are as follows. We adopt the default settings by Kim et al.
16
(1998). For the mean µ i and variance σ 2 η,i , i = 1, .., q, we respectively assume that µ i ∼ N µ i 0, 10 and σ 2 η,i ∼ IG σ 2 η,i 5, 0.05). The prior for φ i is a shifted and scaled beta distribution.
1 Let φ i = 2φ i − 1 whereφ i ∼ Beta(φ (1) , φ (2) ). We choose φ (1) = 20 and φ (2) = 1.5, implying a 2 prior mean of 2φ (1) /(φ (1) + φ (2) ) − 1 = 0.86.
3
The priors for the correlation-level parameters are chosen as follow: for A we specify the 4 prior A −1 ∼ W q (A −1 |q, q −1 I q ), which implies a prior mean of I q ; for d, we choose the vague 5 prior d ∼ Unif(d| − 1, 1). Finally, for k we set k ∼ λ 0 e −λ 0 I (q,∞) (k). Note that the prior for 6 k is a truncated exponential distribution with a rate parameter λ 0 . Throughout the paper we 7 set λ 0 = 0.02. This implies a prior mean of 50 + q and a prior standard deviation of 50, which 8 specifies a diffuse prior. We estimate the model using the MCMC simulation method described below. Let the observed 12 data Y = {y t } : T × p, F = {f t } : T × q, the log volatilities H = {h t } : T × q, the normalized 13 factors ǫ = {ǫ t } : T × p, and the sequence of unnormalized covariance matrices P = {P t , t = 14 1, . . . , T }. Let ω = {ω i , i = 1, ...q}, with ω i = {µ i , φ i , σ η,i , i = 1, ..., q}, be the parameters of 15 the volatilities of the factors.
16
The joint density of (Y ,
The densities p(y t |f t , Ω) in (9a) are given by Eq. (1). The densities p(f t |h t , ǫ t ) in (9b) are 
Conditional Distributions
6
We sample from the following conditional distributions. For σ 2 j , we sample from the inverse 7 gamma distribution:
where y tj is the jth element of y t , f ti is the ith element of f t , and b ji denotes the ijth element 9 of B. It follows from (10) that the conditional density of σ 2 j is an inverse gamma with the shape parameter ν 0 +T 2 and the scale parameter
The posterior density of B is a matrix variate normal density given by:
where
3
We now follow Kim et al. (1998) and discuss how to sample the SV parameters ω and H.
First we transform the SV equation (2b) into a linear model by taking the logarithm:
where f * ti = log(f 2 ti + c) and z ti is a log χ 2 1 random variable. The scalar c is an "offset" constant 
10
Given that H is drawn, we can then obtain ǫ t = V Gilks et al. (1995) . The complete MCMC procedure is given as follows:
16
Step 0: Initialize B, Ω, s, ω, H, k, d, and A.
Step 1: Sample B|rest, then sample σ 2 j |rest for j = 1, ..., p.
Step 2: Sample φ, σ 2 η |F * , s and µ, H|F * , s, φ, σ 2 η using the sampler of Kim et al. (1998).
1
Step 3: Obtain the standardized factors ǫ t = V −1/2 t f * t from the sample.
2
Step 4: Sample P t from P t |rest, and then obtain Σ ǫ,t = (diagP t )
Step 5: Sample A|rest.
4
Step 6: Sample d|rest using ARMS.
5
Step 7: Sample k|rest using ARMS.
6
Step 8: Go to step 1. visually. A complete simulation study based on multiple replications is provided later. We set 5 p = 10 observed series and q = 2 factors with a sample size T = 1, 000. The true data generating 6 process (DGP) is described by: (ii) SV structures:
(iii) Factor correlation level:
From (iii) and the initial value P 0 = I q we can simulate a sequence of covariance matrices {P t }, from which we can obtain the correlation matrices Σ ǫ,t using Eq. (4). Given {Σ ǫ,t } together with
12
(ii), we can generate two hidden systematic factors with time-varying correlation ρ t = [Σ ǫ,t ] 2,1 .
13
Then, given the factors we can generate ten observed series Y with the setting (i).
14
The MCMC study is conducted with 20,000 iterations, where the first L = 10, 000 draws are by averaging the MCMC draws. The 95% credible interval is constructed using the (2.5%, 97.5%) 3 percentiles of the simulated draws. We can see that, out of the pq + p + 3q + q(q + 1)/2 + 2 = 41 4 parameters, there is only one, b 72 , not covered by the 95% credible interval.
5
In O-DCFMSV, one of the primary interests is in capturing the time-varying factor corre-6 lation. The factor correlation provides very useful information since it can reflect the market 7 condition as we will see later. The top panel of Figure 1 displays the correlation fits. The 8 smoothed estimate at t is calculated by the posterior meanρ
is the lth draw of the preserved MCMC iterations based on smoothing. Note that we draw Σ range from 0.5 to 1.5. 
Model Comparison
1
To complete the illustration, we finish the simulation study by comparing O-DCFMSV with the benchmark, the model of Philipov and Glickman (2006b, hereafter PG), as it is also a Wishart FMSV model with dynamic factor correlations. The model specification is:
where the matrix P t is a factor covariance matrix, the meaning of the matrix A and the scalar 2 parameters d and k are the same as those in O-DCFMSV. Here we define the scale matrix as
, which is the form of (5). It should be noted that, as mentioned in Section 2.1, Philipov and Glickman (2006b) use the BEKK-type specification (6) for S t , however, in order 5 to remove the effect caused by different parameterizations, we adopt the setting (5) instead of (6) for the competing model. Asai and McAleer (2009) We take (i), (ii), and (iii) used in last section as the true data generation process (DGP)
for O-DCFMSV. For the true DGP of PG's model, we drop (ii) and use only (i) and (iii), since the model does not assume SV structures on the factors. Two datasets with different DGPs are generated and fitted with both models. To evaluate the performance, we calculate the KullbackLeibler (KL) divergence as a measure of how far away the distribution given the estimated covariance is from that given the truth. Let Σ 0 t andΣ t be the true and estimated covariance matrices, respectively. Let p 0 t = p(y t |Σ 0 t ) denote the density of y t given true covariance matrix of y t ; also, let p est t = p(y t |Σ t ) be the density of y t with the estimated covariance matrix plugged in instead of the true covariance matrix. Under normality, the KL divergence between p 0 t and
In each replication we record the mean KL divergence (MKL), which is defined by
as a summary of the KL divergence over every t.
5
Since we have two true DGPs and two models, there are four combinations, which, by show that the dynamic factor correlation is a reasonable setting. The "true" correlation at time 1 t is ρ t−r : t+r , which we take simply as the empirical correlation calculated from the data within calculating the 1-year correlation, r = 12 for the 2-year, and r = 18, the 3-year. By rolling the 6 windows, we obtain the "true" correlations over time. areas account for the events having great economic impacts, which respectively are the first 10 and second oil crisises, and the bursting of Dot-com bubble. Obviously, we can see that the 11 factor correlations are changing over time. In particular, we can observe a common pattern:
12 the correlations climb to a higher level or local peaks during these turbulent periods, while in over the empirical rolling-window method to estimate factor correlations is that we can calculate 5 the credible intervals, by which we can obtain the significance relative to a specific critical level. The shaded areas account for the events that have great economic impacts, which respectively are the first and the second oil crisis, and the Dot-com bubble burst.
Example 1 -Portfolio Return Data
7
In this first example we use the three F-F factors demonstrated in last section as the covariates.
8
The return series Y are the monthly average value weighted returns for 10 industry portfolios We now compare the O-DCFMSV model with PG's model using several performance measures. The first two measures are based on the one-step-ahead predictive ability for the return covariance matrix. Notice that in this example we have 10 return series and in each month there are more than 10 transaction days. Thus, we can use daily returns to construct a nonsingular empirical covariance matrix as a proxy for the "true" covariance. Given the "true" covariance matrices, we can therefore compute MAE VaR for the equally-weighted portfolio as we do in Section 3. The empirical covariance matrix at month t, denoted by Σ t , is simply the sample covariance matrix constructed from the daily observations within that month with an adjustment factor of n t /(n t − 1), where n t is the number of transaction days within month t. The one-step-ahead predictor for the return covariance matrix given a model can be obtained by the conditional covariance:
where F t = {y 1 , ..., y t } is the set of observations collected up to time t, and M denotes the model, either PG or O-DCFMSV. In the implementation, for each period t + 1 we rerun the MCMC procedure to obtain the one-step-ahead covariance matrix. Let Σ P G t+1 be the one-stepahead predictive covariance matrix of y t+1 , which is estimated by
where M is the number of preserved MCMC iterations and P
For the O-DCFMSV model, the factor follows:
t+1 , where V t+1 = diag(V t+1,1 , ..., V t+1,q ). From (2c), we have that
and logN(x|a, b) is a log normal density in x where log x ∼ N(log x|a, b). The correlation matrix Σ ǫ,t+1 is obtained by (4). Then, in the lth MCMC iteration we can calculate R
be the one step ahead predictive variance of y t+1 under the O-DCFMSV model. Given R
we have the approximation
To evaluate the predictive accuracy for the 5% VaR predictions for the equally-weighted portfolio, we calculate
where N is the number of forecast periods and the quantity VaR 
where θ M is the set of parameters for the model M and x t+1 is the latent state vector. Then we can calculate the cumulative log predictive Bayes factor of Model 1 against Model 0, which is defined by
In addition, we calculate the LPS for the equally-weighted portfolio w ′ y t+1 , say, LPS-EW:
The reason to calculate LPS-EW is that if the model performs better in this measure, then we have evidence to believe that the model should also be better in forecasting the VaR for an equally-weighted portfolio. In this sense, we can regard LPS-EW as an alternative to MAE VaR . Similar to LPS, we then calculate the cumulative log predictive Bayes factor of Model 1 against
Model 0 for the equally-weighted portfolio:
The cumulative log predictive Bayes factor has a simple criterion for checking statistical sig-1 nificance. According to Geweke and Amisano (2010), the evaluation is conducted via the log 2 scoring rule described in Gneiting and Raftery (2007) . The detailed log scoring rule is given in conditions. Here, the one-step-ahead prediction is conducted on a rolling basis, i.e., if we use 13 observations y 1 , ..., y T to forecast y T +1 , then in next period, y T +1 is included as a sample
14
for the prediction of y T +2 . Bayes factors. log(B O,P G ) and log(B EW O,P G ) respectively denote the cumulative log predictive
21
Bayes factor of O-DCFMSV against PG for y t+1 and w ′ y t+1 . We see that log(B O,P G ) = 14.94 > The results in Table 3 
Example 2 -Stock Return Data
18
The second example fits the monthly stock return data. We collect 20 historical stock prices from calculate the stock returns by taking log P t,j − log P t−1,j , t = 2, ..., 366 and j = 1, ..., 20, where 1 P t,j is the price of the jth stock at time t. This generates a set of return data with a sample size 2 T = 365. Similar to the example given in Philipov and Glickman (2006b) , in this illustration we 3 model the stock returns using two pairs of factors, (Mkt, SMB) and (Mkt, HML), respectively.
4
We also compare O-DCFMSV to PG based on the one-step-ahead prediction quality. The out- Thus, again, we argue that the differences obtained at this time point may not be meaningful.
11
Regardless of this outlier, O-DCFMSV performs uniformly better over the out-of-sample period.
12
Another natural question to ask is which of the two combinations of factors provides a better 13 explanation to the data. This is a model selection question which in its generality asks how many 14 and which factors should be used and is not discussed in Philipov and Glickman (2006b if we have models that contain different numbers of factors, we can also use this approach to 1 select the "best" model or the optimal number of factors. We modify the model form (1) as
where f t and e t are independent and u t ∼ N p (0, I). The scaling matrix Λ t = diag e h t1 , ..., e htp , where {h tj , j = 1, ..., p} is the log-volatility of the error terms following the SV process:
Note that, in previous sections we use the index i = 1, ..., q for the SV processes of the factor volatilities. Here, for the log-volatilities of the errors, we use the index j = 1, ..., p. With the specification (13) we need to change the sampling scheme for B. Following Geweke and Zhou 
where Λ j = diag e h 1j , ..., e h tj . The conditional posterior for b j is given by:
where Obviously, we see that the evidence is in favor of SV-Err since both cumulative log predictive
24
Bayes factors are smaller than 0. The result suggests that, for daily data the SV-Err model 25 should be considered. 
Conclusion and Discussion
1
In this paper we propose a dynamic-correlation FMSV model where the factors are observable.
2
The novelty is that we simultaneously allow the factors to have separate SV processes and the 3 factor covariance process follow an inverse Wishart process, which provides great flexibility to 4 describe the dynamics of the factors. We also develop an algorithm based on a full MCMC 5 procedure to estimate the model. A significant advantage of the algorithm is it makes feasible 6 to carry out prediction and model selection. This is an important improvement in this context, Moreover, we also consider the SV-Err setting that is adopted by many authors. Our em-11 pirical result shows that, for monthly data, the basic O-DCFMSV suffices; for daily data which contain more volatility, we may need to consider the SV process on the error term. is to allow the factors to be latent so that the model can be more flexible. When it comes to 4 the latent factor structure, many issues need to resolve, such as the nonidentification problem,
5
the choice of the number of factors, and so on. We expect further research on this direction.
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