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Due to an error in the transcription of the formula for
calculating DPI several items in the paper are incorrect.
The erratum corrects these errors, but the conclusions of
the paper are not changed.
What happened:
A mistranscription of the formula for the calculation of
the DPI resulted in an error in Eqs. 1 and 2 and some data
discussed in the paper. The correct versions of Eqs. 1 and 2,
the related text that follows Eq. 1 in the paper, Table 2 and
Figs. 3 and 4 are given below.
The altered text and tables:





Eq. 1 Goto et al.’s formula to calculate DPI.
Inthistreatmentthestandarderrorofposition,r(r)orDPI,
is related to the number of atoms in the unit cell, Natoms,t h e
volume of the asymmetric unit cell, Va, the number of crys-
tallographicobservations,nobsandtheRfree.Itshouldbenoted
that the formula presented by Goto et al. is not precisely the
same formula that Blow derives in his paper. In Eq. 1 the
prefactor is given as 2.2, while in the original work by Blow






error in inter-atomic distances, r(r), when comparing a com-
putedandanexperimentalstructure.Gotoet al.alsomakethe
assumption that the errors in the computed pose are the same
as for the experimental pose. In this analysis a computed and
experimental pose must be different by an RMSD of at least
H2 * DPI (which is the uncertainty in the atomic positions)
for the difference to be meaningful.
The resolution of a crystallographic model, as has been
mentioned, is often used to select protein structures for
pose prediction by docking or conformer generation stud-
ies, on the assumption that resolution imparts some
information on the quality and precision of the model. The
DPI is a much more direct estimate of the reliability of
crystallographic models when it comes to comparing
experimental and computed atom positions (as is done in
conformer reproduction or pose prediction). It is therefore
of interest to compare the nominal resolution for a large
number of ‘‘good quality’’ crystal structures with the DPI
(r(r)) and the positional uncertainty for the same structures.
A good dataset for this comparison is provided by the
extensive investigations performed by Kirchmair et al. [4].
Here 778 co-crystal structures were used to provide
experimental ligand structures that were then compared to
sets of computed conformations from conformer generation
applications. From this set 750 could be downloaded from
the RCSB and for 572 of these 750 crystal structures there
exists sufﬁcient data to allow the DPI to be calculated. The
relationship between the nominal resolution for these
structures and their average uncertainty in the atomic
positions is shown in Fig. 3. It is apparent from Fig. 3 that
the statement by Kirchmair that ‘‘0.5 A ˚ approximately
The online version of the original article can be found under
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is not supported by the actual properties of the crystal
structures they studied. In fact, in those cases where the
DPI can be calculated, 47% of the structures from their
paper have atomic uncertainties[0.5 A ˚.
Figure 3 illustrates a number of other interesting points.
While the expectation that greater coordinate precision will
arise from structures with better nominal resolution is
generally borne out by the data, there are many exceptions.
Table 2 shows some examples of structures where the
nominal resolution gives an unexpected estimation of
uncertainty in atomic positions. The top half of the table
shows structures with good nominal resolution but unex-
pectedly high DPIs, while the lower half of the table shows
some structures with low nominal resolution and either
unexpectedly low or unexpectedly high DPIs. Accordingly,
simply using nominal resolution as a metric of quality for
structures to be used in a pose prediction or conformer
generation study is insufﬁcient to guarantee that structures
of appropriate quality will be used.
With the DPI for a structure in hand one can set a lower
limit on the precision with which a computed conformation
can reproduce an experimental one—an RMSD between
the two conformations of less than the average atomic
uncertainty for the experimental structure is not meaning-
ful. It can be seen that almost half (47%) of the structures
in this set has uncertainties[0.5 A ˚, while Kirchmair et al.
report pose reproduction statistics both at \0.1 A ˚ and at
\0.5 A ˚ RMSD. Since in close to half of the structures in
this dataset the uncertainty in the atomic positions is
greater than 0.5 A ˚, in these cases Kirchmair et al. report
pose reproductions that are more precise than the accuracy
of the source data allows.






Eq. 2 Blow’s derivation for the relationship between
nominal resolution and atomic precision using the Goto
et al. [18] coefﬁcient.
The variables found in Eq. 2 are as follows: s is the
percent solvent present in the crystal, VM is the asymmetric
unit volume to molecular weight ratio, C is the complete-
ness of the data, and dmin is the nominal resolution of the
structure. The ideal lines shown in Fig. 4 were calculated
using Eq. 2 and assuming an s of 0.0, a Vm of 3.5, a C of
100%, and that Rfree is equal to the resolution/10.
Table 2 Resolution and DPI for selected structures from the Kir-
chmair dataset
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Fig. 4 The nominal resolution versus the coordinate error for a
subset of the Gold (structures with resolution\2.5 A ˚) and the Glide
data sets
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