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results with relatively modest mathematical prerequisites, thereby reflecting recent important developments in the theory. This article may thus serve as a gentle introduction to mathematical diffraction theory of cut-and-project sets. In fact our derivation is not restricted to Euclidean superspace. It covers non-Euclidean examples such as in [12, 9, 11] , which are of recent mathematical interest as they may code number theoretic problems [13, 8, 7, 32] . Our techniques might even be adapted to cover certain non-abelian superspaces that were considered very recently [17] . Also, the assumption of a lattice in superspace for the cut-and-project construction might be relaxed considerably, by considering some positive definite measure. In particular, this might be applied to describe certain modulations in lattices or quasicrystals. Our approach rests on Bochner's theorem from Fourier analysis. We will thus assume some familiarity with harmonic analysis in Euclidean space, measure theory and integration on groups. Some relevant results and references are collected in the appendix.
In the following sections, we will recall diffraction theory and cut-and-project sets, and we will then discuss pure point diffractivity. In Section 4, we will prove the diffraction formula for a lattice beyond Euclidean space and then show in Section 5 how this gives rise to the diffraction formula for the cut-and-project sets. For concreteness, we will illustrate our approach to the diffraction formula on wellknown one-dimensional examples: Fibonacci sets, the periodic doubling point set [9] and squarefree integers [44, 10] . The latter two have a non-Euclidean internal space, and the last one is a non-regular model set of positive configurational entropy, yet with pure point diffraction. These examples have all been treated a number of times before, see also [4] . A certain diffraction formula for the latter model already appears in [47] . But our way of computing the diffraction is self-contained and partly different. It thus complements previous approaches.
Diffraction experiments and quasicrystals

Diffraction experiments.
Diffraction experiments are performed in order to resolve the internal structure of matter [35] . In such an experiment, a specimen is hit by an x-ray or neutron beam, and the intensity of the wave resulting from the interaction of the beam with the specimen is recorded at a plate perpendicular to the specimen at large distance. Figure 1 left shows the x-ray diffraction image of an AlMnPd alloy perpendicular to a direction of tenfold symmetry, such as in [60] . In fact the alloy also admits directions of two-fold and six-fold symmetry, supporting the presence of an icosahedral symmetry, which is incompatible with translational invariance. As for conventional crystals, the positions of the Bragg peaks can be indexed by integer linear combinations of a given set of fundamental vectors. For example, the diffraction spots on the horizontal in the left panel of Figure 1 may be indexed using two length scales whose ratio is the golden number τ = (1 + √ 5) 2. But altogether the above example needs six fundamental vectors, instead of three for conventional crystals. Thus one is tempted to conjecture a dense set of Bragg peak positions, in contrast to the crystal case with an underlying lattice structure. Such "unusual crystals" were called quasicrystals by Levine and Steinhardt [41] . 
Models for quasicrystals.
Consider a (finite) specimen with atom positions Λ ⊂ R 3 . We assume for simplicity that all atoms are of the same type and that the incident beam is a monochromatic plane wave r ↦ e −2πık0⋅r . In kinematical 2 diffraction [19, Sec. II], the so-called structure factor F (s) = ∑ p∈Λ e −2πıs⋅p describes the superposition of waves scattered by the atoms, and the diffraction intensity at large distance r is given by
where k = k 0 ⋅ r r
. Here r denotes the Euclidean norm of r. By plotting the function s ↦ F (s)
2 for a given model, one can thus study which point configurations match the diffraction in Figure 1 left.
Two fundamentally different types of model have been suggested. The first approach will be discussed below for the so-called cut-and-project construction, which yields a rigid point configuration from a lattice in higher dimensional space by some deterministic procedure. The second approach admits some randomness in the construction, and corresponding models have been suggested by Shechtman and Blech [61] and by Elser [22] , the latter belonging to the class of random tilings [26, 54, 52] . Also the nowadays prominent soft quasicrystals [42] fall into that category. Due to their intrinsic randomness, diffraction of such models might have a continuous component. But a continuous component seems absent in the left panel of Figure 1 , apart from thermal fluctuations.
2.3.
Cut-and-project sets. The cut-and-project construction was developed by Kramer and Neri [34] before the discovery of quasicrystals, in order to systematically produce non-periodic space fillings with prescribed symmetries [33, 59] . Kramer and Neri were inspired by de Bruijn's so-called grid method [18] for constructing Penrose tilings of the plane [49] . The cut-and-project method is in fact equivalent to a multi-dimensional extension of the grid method [24] , compare [4, Sec. 7.5.2] . We illustrate it in Figure 2 for a Fibonacci set, compare [4, Ex. 7.3 and Sec. 7.5.1].
Such sets may also be constructed recursively by a substitution rule, see e.g. [5] for a detailed study of this connection. Figure 2 . Cut-and-project construction of a Fibonacci set.
W G H
Given a lattice L in superspace G×H, a point set in physical space G is obtained by projecting all lattice points inside a strip parallel to G. The space H is called the internal space, and the strip may be described by a window W ⊆ H. Here G has irrational slope 1 τ with respect to the square lattice. The window is a half-open interval having the length of a projected unit square. Hence exactly two neighbour point distances emerge. The diffraction of a finite sample of the resulting point set is plotted in the right panel of Figure 1 . It closely resembles the diffraction of the full Fibonacci set. In fact the diffraction of a full Fibonacci set is the same for any shift of the underlying lattice and hence for any shift of the window. As indicated in the figure, the Bragg peak positions (m, n) lie in c ⋅ Z[τ ] ∶= {c ⋅ (mτ + n) ∶ m, n ∈ Z}. The value c = τ √ 2 + τ is evaluated in Section 6.1. It is perhaps surprising that this simple model matches the diffraction along the horizontal in the left panel of Figure 1 . For a partial explanation, note that icosahedral symmetry is a strong requirement for the cut-and-project construction. It is possible to implement such a symmetry in G = H = R 3 , and then in one-dimensional sections two length scales of ratio τ naturally appear [4, Sec. 7.4 ].
Levine and Steinhardt [41] extended de Bruijn's grid method to construct a three-dimensional space filling, which matches the diffraction in Figure 1 and the diffraction along sixfold directions. Elser [22] suggested using the cut-and-project sets of Kramer and Neri for quasicrystal analysis. In fact at the same time the cut-and-project method was re-discovered by Kalugin, Kitaev and Levitov [31] and by Duneau and Katz [21] , see also the discussion in [24] . It was later remarked by Lagarias [36] that cut-and-project sets already appeared in Meyer's work on harmonious sets [43] as so-called model sets. Meyer's work has then been taken up and advocated particularly by Moody [45] , and this approach has been quite influential ever since.
Pure point diffractivity
There are two equivalent ways for computing the intensity function s ↦ F (s) 2 , which may be summarised in a so-called Wiener diagram.
The atom positions are described by the (finite) Dirac comb ω = ∑ p∈Λ δ p =∶ δ Λ . We often view the measure ω as a linear functional via ω(f ) = ∑ p∈Λ f (p). The method described above appears in the lower left path of the diagram: First the structure factor is computed as the Fourier transformω, which we regard as a measure of the groupĜ dual to G, see Appendix C. As we may identify R d and R d , see Appendix A, we may thus identifyω and the function s ↦ F (s) in this case, compare Remark C.11 (iv). Next, the squared modulus ω 2 =ω ⋅ω of the functionω is taken. Due to the convolution theorem, one might alternatively first compute the (finite) so-called autocorrelation measure ω * ω, whose mass function is also called the Patterson function [19] . Here the reflected measureω is defined
. The * -symbol denotes convolution of measures, see Appendix C, which corresponds to convolution of functions in this case. The Fourier transform of ω * ω gives the intensity function. For a (finite) specimen, the diffraction intensity is a continuous function. Pure point diffractivity is defined on the infinite idealisation of the specimen and arises as follows. In the limit of infinite sample size and after suitable normalisation of the intensity function, pure point diffraction will manifest itself in a discontinuous limiting function vanishing almost everywhere, up to some countable set of Bragg peak positions. For a mathematical description, we consider an infinite idealisation ω and compute diffraction on restrictions ω n to balls B n of radius n, which we may assume to be centered at the origin for simplicity. We then take the limit n → ∞ of the normalised diffraction intensities
ω n ⋅ ω n . Taking the limit after the Fourier transform is often computionally more difficult than taking the transform on an infinite object. Both operations commute when working with so-called positive definite measures, as the transform is continuous on positive definite measures, see [14, Thm. 4.16] and [46, Lemma 1.26] . In particular for a lattice Dirac comb ω = δ L , which is positive definite, one may thus take the lower left path on the infinite lattice itself, which yields
by the Poisson Summation Formula. Here L 0 is the lattice dual to L, and dens(L) denotes the density of lattice points, see Appendix A. We can read off that the diffraction is pure point as the limiting intensity measure is supported on the dual lattice and hence a point measure. But also the (normalised) autocorrelation exists as the vague limit
Hence by continuity of the Fourier transform we have
This shows that the two approaches for computing diffraction coincide when transforming the limits. It also shows that the diffraction of the infinite idealisation can be inferred from a finite sample if the sample size is sufficiently large. The lattice case will be discussed in the following section. We will analyse it beyond Euclidean space, as this setting is relevant for cut-and-project sets. Dirac combs ω of cut-and-project sets need not be positive definite. However the positive definite autocorrelation measure will exist for so-called regular model sets. Hence in this case one can analyse diffraction using the upper right part in the Wiener diagram. This will be discussed in Section 5. In fact convergence of the finite sample diffraction measures is uniform in the center of the balls, which makes it possible to infer the diffraction experimentally from finite samples. We will not consider the lower left part in the Wiener diagram in this article, as the Fourier transformω may only exist as a tempered distribution [40] . In fact, if ω is a cut-and-project set, the Fourier transformω exists in measure sense only when ω is a small deformation of a fully periodic crystal [39] . This complicates the mathematical analysis, especially beyond Euclidean internal space.
Lattice diffraction
In this section, we re-derive the diffraction formula for a lattice, and we show that the two approaches of deriving the diffraction formula coincide. A detailed analysis in the Euclidean setting is given in [4, Sec. 9.2] . We adopt the terminology and notation described in the appendix. Consider a lattice L in some (compactly generated) LCA group G. 
For the above statement, note that we have ⟨δ L , f ⟩ = ∑ ∈L f ( ) as explained in the appendix. On the rhs, dens(L) is the density of points in L, see Appendix A, and q f denotes the inverse Fourier transform of f , see Appendix B. The set P K(G), see Definition B.1, consists of all positive definite continuous compactly supported functions f ∶ G → C.
For the ease of the reader, we will give an elementary proof that is based on Bochner's theorem and on an explicit analysis of the periodicity properties of the lattice.
Proof.
Step 1: We prove that there exists a positive measure µ onĜ such that for all
an integrable function and a measure, see the end of Appendix C.1. By Bochner's Theorem B.3, there exists a positive finite measure σ f such that
for all x ∈ G. We can now define a positive linear functional µ on C c (Ĝ) as follows:
is non-negative, we have ⟨µ, φ⟩ ≥ 0, and therefore µ is a measure by Lemma C.3. Finally the definition of µ gives for any f ∈ P K(G) that q f µ = σ f . Since σ f is a finite measure, we get that q f µ is finite and hence q f ∈ L 1 (µ). Therefore we have
As f ∈ P K(G) was arbitrary, this proves Step 1.
Step 2: We show that µ is a Haar measure on
where T χ denotes translation by χ. This shows that µ − T −χ µ vanishes on a subset
, the set of continuous functions on G vanishing at infinity. Hence we have
Note that in xµ we use the function x ∶Ĝ → C associated to x ∈ G, which is defined via x(χ) = χ(x) for all χ ∈Ĝ. The above equation shows that
For the latter equality, choose an averaging sequence (A n ) n∈N in G and take ϕ = ψ * ψ where ψ ∈ C c (G) such that ∫ G ϕ = 1. We then define f n ∶ G → R by
where 1 A denotes the characteristic function of the set A. Note that ⟨δ L , f n ⟩ is a smoothed version of the relative frequency of lattice points in A n , and it is easy to see that ⟨δ L , f n ⟩ → dens(L) as n → ∞. We have f n ∈ span(P K(G)), the set of linear combinations of functions from P K(G). This may be seen using the polarisation identity (see e.g. [46, Prop. 1. Lemma 3.14] . Here δ χ,e equals one if χ is the trivial character, and zero otherwise. Moreover q ϕ is an integrable majorant of | f n . Now we can use Step 1 and dominated convergence to infer that ⟨δ L , f n ⟩ = ⟨µ, q f n ⟩ → µ({0}) as n → ∞. For details of the argument, see also [55, Prop. 3.12] , or [28, Thm. 3.2] in the Euclidean setting.
The autocorrelation of a lattice Dirac comb has a simple form. 
Proof. Take an averaging sequence (A n ) n∈N in G. With card(A) denoting the cardinality of the set A, we then have
as n → ∞ with respect to vague convergence. Hence
Remark 4.4 (Lattice Wiener diagram).
The above results can be summarised in a generalised Wiener diagram for a lattice Dirac comb.
The Wiener diagram expresses that the two approaches indicated in the previous section for computing the diffraction are equivalent. This will no longer be the case for Dirac combs of non-periodic quasicrystals, when we regard the objects in the above diagram as measures.
Diffraction of regular model sets
We formalise the setting of Section 2.3. Let G = R d and let H be a compactly generated LCA group. We write π
Let us call these two conditions the projection assumptions. (i) Since for a given weak model set ⋏(W ) we can replace H by the group generated by W , the assumption that H is compactly generated is no restriction.
(ii) Since we may pass from H to π H (L), even if the second projection assumption does not hold we can assume that π H (L) is dense in H without loss of generality. A prominent example where the second projection assumption is violated is the Penrose point set, when projected from
and L a rotated copy of Z 5 , compare [18] and [4, Rem. 7.8]. Another onedimensional example is the period doubling point set, which will be discussed in Section 6.3.
For h ∶ H → C bounded and compactly supported, consider the weighted Dirac comb ω h ∈ M ∞ (G) defined by
If π G is one-to-one on L, we may identify ⋏(W ) with ω 1 W . In the sequel we compute the diffraction of measures ω h for suitable weight functions h. The following theorem is the model set analogue of the lattice PSF. Its proof is a simple application of the lattice PSF. Recall that P K(G) denotes the set of positive definite and continuous compactly supported functions G → C, compare Appendix B.
Theorem 5.4. Let (G, H, L) be a cut-and-project scheme and h ∈ P K(H). Then ω q h ∈ M(Ĝ) is a positive measure, and we have
for all g ∈ P K(G). This result holds without the projection assumptions on (G, H, L).
(ii) Note that the measure ω q h has typically dense support, i.e., its Dirac point measures with positive amplitude lie dense inĜ. This makes such dense Dirac combs interesting, and they have been systematically studied in [53, 38, 63] .
Proof. Fix arbitrary g ∈ P K(G) and h ∈ P K(H). Denoting their pointwise product in G × H by g ⊙ h, we then have
Here the first and the last equalities hold by definition. The second equality is Proposition 4.1, since g ⊙ h ∈ P K(G × H) by Example B.4 (v). Note that all terms above are nonnegative and finite. Now, for each f ∈ C c (Ĝ) we can find some
. This allows us to define a linear functional 
The above result is the key ingredient in our proof of the density formula for weighted model sets.
Theorem 5.7 (Density formula for weighted model sets). Let (G, H, L) be a cutand-project scheme and h ∶ H → C Riemann integrable. Then
This result uses only the second projection assumption. In particular if W ⊆ H is a regular window, we have
Proof. Consider first any h ∈ P K(H). As ω q h is a measure, we have ω q h ({0}) = q h(0). Here we used that πĜ L0 is one-to-one, which follows from the second projection assumption by Pontryagin duality. Moreover, as ω h is a translation bounded measure and positive definite, we can apply Lemma 5.6 to obtain
The claim for h ∈ P K(H) follows now from Theorem 5.4. Next, let h ∶ H → R be any Riemann integrable function. For such h the result follows from the above by approximation, as by the density of span(P K(H)) in C c (H), there exist two Next we recall the autocorrelation formula of a Dirac comb ω 1 W for a regular window W , see e.g. [28, 58, 9, 4] . For the ease of the reader, we review the computation. It is similar to that for a lattice in Proposition 4.3, but it additionally uses the density formula Theorem 5. 
Proof. Take an averaging sequence (A n ) n∈N in G. The autocorrelation of ω 1 W ∈ M ∞ (G) is defined as the vague limit of the finite autocorrelation measures γ n given by
Here An denotes restriction to A n , and η n (z ′ ) is given by
asymptotically as n → ∞. Here we used for the estimate that A n is a ball, W is relatively compact and L is uniformly discrete. Since the function y ↦ 1 W (y)1 W (y− z ′ ) is Riemann integrable on H, we can apply the density formula for weighted model sets and obtain
Here we used the second projection assumption. Since supp(ω 1 W * 1 W ) is uniformly discrete as 1 W * 1 W is compactly supported, this implies that γ n converges vaguely to γ.
Combining this result with Theorem 5.4, we arrive at the diffraction formula for regular model sets, see e.g. [58, 9, 4] . Note that due to regularity of the window we may replace W by W , as this does not affect the autocorrelation coefficients η(z ′ ), see the above proof.
Theorem 5.9 (diffraction formula for regular model sets). Consider the Dirac comb ω 1 W for some regular window W ⊆ H in some cut-and-project scheme (G, H, L). Then ω 1 W has autocorrelation γ and diffractionγ given by
Remark 5.10.
(i) The diffraction formula is reminiscent of the Wiener diagram for a lattice, see Remark 4.4. Indeed, one may first compute the Fourier transform of the window in internal space and then its squared modulus. The latter is then evaluated on the Fourier module, which is the dual of the underlying lattice projected to the direct space.
(ii) The diffraction formula might no longer be valid if the second projection assumption is violated.
Remark 5.11 (maximal density implies pure point diffraction). Any weak model set ⋏(W ) satisfies the inequality 
Examples in one dimension
6.1. Fibonacci sets [4, Sec. 9.4.1]. The example in Section 2.2 has G = H = R, and the lattice L is a rotated copy of Z 2 . The window is an interval of length 1 + τ . We have dens(L) = 1, and it is not difficult to show that π
Due to our choice of dual groups we haveĜ =Ĥ = R and L 0 = L. By a simple calculation, we evaluate the diffraction measure aŝ
(nτ − m). We can read off the density 1+τ √ 2+τ = 1.894427 . . . of the Fibonacci set from the intensity at the origin. The diffraction measure shows that the Bragg peak positions indeed lie dense inĜ = R, as conjectured from the diffraction picture in the right panel of Figure 1 . In this example we also see that the linear functional ω
cannot be the Fourier transfrom of ω 1 W as a measure, as the former is not translation bounded, compare Remark C.11 (ii).
there is a sequence of non-negative functions h n ∈ C c (H) such that h n ≤ h and ∫ H h n dθ H → ∞ as n → ∞. Therefore, if we assume by contradiction that ω h would be a translation bounded measure, we would get that lim sup
which contradicts the fact that ω h is translation bounded.
Squarefree integers.
An integer n is squarefree if it does not contain a square, i.e., if n mod p 2 ≠ 0 for every prime p. We recall that the squarefree integers S are a weak model set, see [44, 10, 9] and [4, Ex. 10.3] . We use the cut-and-project scheme (G, H, L) where G = R, and where H is the compact group given by
with P the set of primes [62, Sec. 5a ]. This setting simplifies previous diffraction computations [10] as it avoids adelic internal spaces. It is also well suited to study relations to B-free systems [13] , compare [7, 32] . We write n ⋆ = (n mod p 2 ) p∈P for n ∈ Z and note that L = {(n, n ⋆ ) ∶ n ∈ Z} is a lattice in G × H. Indeed it is a group, and discreteness and relative denseness follow as Z is a lattice in G and as H is compact. Obviously π G is one-to-one on L, and π H (L) is dense in H, as can be seen from the Chinese remainder theorem. Note that Z = ⋏(H) is a regular model set, hence
For the squarefree integers, we have S = ⋏(W ) with window
The Haar measure of the window W is given by [7] θ H (W ) =
The density of S exists when averaging on intervals centered in 0. An explicit nontrivial calculation which we omit, see e.g. [10, Prop. 11] , reveals that dens(Λ) = θ H (W ), which means that S has maximal density. Hence S is pure point diffractive 4 by Remark 5.11. The Fourier transform of the window is readily computed by exploiting the product structure of H, W and the characters. We get
where = ( p ) p ∈Ĥ and = ∑ p p < ∞. Next, we find a parametrisation for the dual lattice L 0 ⊂Ĝ ×Ĥ of L. By definition we have
The annihilation condition on the characters is equivalent to
where we replaced n by 1 without loss of generality. We thus have
A moment's reflection reveals that the Fourier module πĜ(L 0 ) consists of all rationals with cubefree denominator. We thus get for the diffraction measurê
where r = m q with lcd(m, q) = 1 and q cubefree. The left panel of Figure 3 shows the diffraction of a squarefree integer sample on a logarithmic intensity scale, together with labels (m, q) on the high intensity Bragg peaks. Note that the diffraction measure is Z-periodic. 
It is a union of lattice cosets, which gives rise to a so-called limit periodic point set.
The set D can be described as a so-called regular Toeplitz sequence [8] and can be generated from the so-called period doubling substitution, see [9, Ch. 8] for details. The limit periodicity can be used to compute the diffraction of D using the PSF on lattice approximants and by then taking the limit, as indicated in [9, Ch. 8] . Here we give a complete derivation based on the diffraction formula for regular model sets. We split our calculation into several steps. Figure 3 . Diffraction of a size 1500 sample of squarefree integers (left) and of the period doubling set (right).
Step 1 (cut-and-project scheme and windows): A natural candidate of a cut-andproject scheme (G, H, L) for D is G = R and H = ∏ j∈J Z 2 j Z, where J = N. As in the previous example we argue that L = {(n, n ⋆ ) ∶ n ∈ Z} is a lattice in G×H, where now n ⋆ = (n j ) j∈J = (n mod 2 
together with the probability Haar measure θ H ′ on the compact group
) is a regular model set of density 1 2⋅4 j . Hence the density formula for regular model sets yields
Step 2 (regularity of the window): As the sets W ′ j are clopen, we have for the boundary BW ′ of W ′ the estimate
In particular, W ′ is regular. We can thus apply Theorem 5.9 to compute the period doubling diffraction. In fact we have 
compare the previous example. Next, we find the dual lattice L ′0 ⊆Ĝ × H ′ . A calculation very similar to that in the previous example yields
We observe that the Fourier module πĜ(L ′0 ) is given by
, where the latter expression is chosen for a unique parametrisation [9, Eqn. (23)].
and ψ(x) j = 0 otherwise, we can thus write
Hence ψ is what is sometimes called the star map
Step 4 (transform of the window): Note that by dominated convergence we can write
r . Now, if 2j + 1 < r, then r > 1 and hence m is odd. As 2j + 1 ≤ r − 1, an easy computation shows (2 r−1 )
Therefore, by the invariance of the Haar measure we get
This shows that for 2j + 1 < r we have
, and this particular form makes the integration over W ′ j easier to evaluate:
Note here that when 2j + 1 > r we have (−1) , disappear from the computation. Because of this, we split the problem in the cases r odd and r even. For r = 2k even we compute
If r = 2k + 1 is odd, then we must also have m odd and hence
This shows that for all x = m 2 r with (m odd and r ≥ 1) or with r = 0 we have
Therefore, by Theorem 5.9 we have with the representation from Eqn.
The right panel of Figure 3 displays the diffraction of a sample, together with labels (m, r).
d, m ∈ N 0 and some compact group K. A relevant example of such K is the product space
with componentwise addition, where I is some countable index set and n i are natural numbers. As a countable sum of finite discrete groups, it is indeed compact in the product topology by Tychonoff's theorem. Any LCA group G admits an invariant measure θ G , which is unique up to normalisation. It is called Haar measure. On R d , we have the Lebesgue measure, for discrete groups we have the counting measure, and for K in Eq. (A1) we have the product measure of the normalised counting measures on the components. In order to analyse the frequency of a point set Λ in an LCA group G, we need a suitable averaging sequence (A n ) n∈N generalising balls, i.e., we want to define
if this limit exists. Here card(A) denotes the number of elements of A. For simplicity, in this article we will always take A n = {(x, y, z) ∈ R d ×Z m ×K ∶ max( x , y ) ≤ n}. Our results actually hold for more general so-called van Hove sequences [58] , whose "boundary-to-bulk ratio" vanishes in the infinite volume limit.
A character χ of G is a group homomorphism into the unit circle group {z ∈ C ∶ z = 1}. The dual groupĜ is the set of all continuous characters with multiplication as group operation. It is an LCA group when equipped with the topology of compact convergence. For G = R d , any continuous character is of the form χ k (x) = e 2πı k⋅x for some k ∈ R d . Here k ⋅ x denotes the standard scalar product of k, x ∈ R d . We may thus identifyĜ with G in that case. For G = Z m , any character is of the form χ k (x) = e 2πı k⋅x for some k ∈ T m = (R Z) m , the m-dimensional torus. We may thus identifyĜ with T m in that case. For G = Z nZ, any character is of the form χ k (x) = e 2πı k⋅x n for some k ∈ {0, 1, . . . , n − 1}. We may thus identifyĜ with G in that case. Similarly, by requiring continuity of the characters, we may identify the dual of K in Eq. (A1) with the direct sum
i.e., any element ofK has only finitely many non-zero components. As a consequence of the above results, we have
In fact we have that R d , Z m , T m , K andK are all isomorphic to their double duals, as this is true of any LCA group. Also recall that G is discrete if and only ifĜ is compact, and that G is compact if and only ifĜ is discrete. The latter statements all follow from Pontryagin duality [56] .
A.2. Lattices in LCA groups and their duals. A lattice L in G is a discrete subgroup of G such that G L is compact. Any lattice admits a relatively compact measurable fundamental domain F such that G = F + L is a unique decomposition. A subgroup H of G is a lattice if and only if H is uniformly discrete and relatively dense in G, i.e., there is a zero neighborhood U ⊂ G such that H ∩U = {0} and there is compact K ⊂ G such that H + K = G. Any lattice has a point density dens(L) which equals the reciprocal of the Haar measure of its fundamental domain.
The so-called dual lattice L 0 ⊂Ĝ is defined to be the annihilator of L inĜ, i.e.,
This is indeed a lattice, as follows from Pontryagin duality L 0 ≅ G L andĜ L 0 ≅L, by recalling that compactness and discreteness are dual notions. We have
we thus obtain the dual lattice L 0 = {y ∈ R d ∶ x ⋅ y ∈ Z for all x ∈ L} by the above identification.
Appendix B. Positive definite functions
We denote by C c (G) the space of continuous, compactly supported functions f ∶ G → C, and by C U (G) the space of uniformly continuous and bounded functions
, where L 1 (G) denotes the space of integrable functions on G. We writẽ
Definition B.1 (positive definite function). [14, Def. 3.3] A function ϕ ∶ G → C is positive definite if for any n ∈ N, for any x 1 , . . . , x n ∈ G and for any c 1 , . . . , c n ∈ C n i,j=1
The space of positive definite continuous compactly supported functions G → C is denoted by P K(G).
2 (G) and compactly supported, then f * f ∈ P K(G). This holds since 
In that case, the measure σ ϕ is uniquely determined.
Using Bochner's theorem, we readily get many examples of continuous positive definite functions from corresponding positive finite measures.
Example B.4 (positive definite functions).
(i) For any character χ ∶ G → C we have σ χ = δ χ , the Dirac point measure in χ ∈Ĝ. In particular, any nonnegative constant function is positive definite.
(ii) For any pointwise product ϕ 1 ⋅ ϕ 2 where both ϕ 1 and ϕ 2 are continuous and positive definite, and we have σ ϕ1⋅ϕ2 = σ ϕ1 * σ ϕ2 . (iii) For any convolution ϕ 1 * ϕ 2 where ϕ 1 is continuous positive definite and ϕ 2 ∈ P K(G), and we have σ ϕ1 * ϕ2 = ϕ 1 ⋅ σ ϕ2 = ϕ 2 ⋅ σ ϕ1 , compare [14, Prop. 4.3] . Indeed
where Fubini can be used by positivity or because ϕ 2 has compact support. This shows that σ ϕ1 * ϕ2 = ϕ 1 ⋅ σ ϕ2 . The other identity is shown similarly.
For any pointwise product g ⊙ h where both g ∈ C(G) and h ∈ C(H) are positive definite, and we have σ g⊙h = σ g ⊗ σ h , the product measure of σ g and σ h in M(Ĝ ×Ĥ).
Appendix C. Positive definite measures C.1. Measures and linear functionals. We denote by M(G) the space of complex Radon measures on the compactly generated LCA group G. For µ-integrable functions f ∶ G → C we will usually write ⟨µ,
There is an intimate connection between M(G) and the space of linear functionals on C c (G). We will briefly review it, as working with unbounded complex measures does not seem entirely standard. We refer the reader to [20] for a more detailed discussion on Radon measures and linear functionals on 
We give a more general version of this standard result. The key is continuity with respect to the inductive topology, i.e., the topology induced by the supremum norm on compact sets. Let us note that L is continuous with respect to the inductive topology if and only if for any compact K ⊆ G there exists a finite constant
for all f ∈ C c (G) with supp(f ) ⊆ K, where f ∞ = sup{ f (x) ∶ x ∈ G} denotes the supremum norm of f . We start with two simple observations.
Then L can be extended to a positive linear function on C c (G). In particular, there exists a unique positive regular Borel measure
Proof. Let us first observe that for all non-negative f ∈ C c (G) we have L (f ) < ∞ by (A2). Therefore L is well defined as a function, and it is straightforward to see that L is linear on the cone of non-negative compactly supported functions. We can then extend L to an R-linear mapping on the space of real valued compactly supported continuous functions via
where as usual f + (x) = max{f (x), 0} and f
Next we show that positivity implies continuity in the inductive topology.
Since L is positive and linear, it preserves inequalities. Therefore
From here, we get that
We can thus use the constant C K = 2L(g), which only depends on K.
Now, we are ready to formulate the general Riesz Representation Theorem [20] . Given any measure µ ∈ M(G), by Lemma C.2 there exists a positive measure µ ∈ M(G), called the variation of µ, such that L µ = L µ . In particular for a point measure µ = ∑ g∈G c g δ g , its variation is the positive point measure µ = ∑ g∈G c g δ g . A measure µ is called finite if µ (G) < ∞. Given any measure µ ∈ M(G) and any compact K ⊆ G we define
A measure µ is called translation bounded if for all compact K ⊆ G we have µ K < ∞. We denote by M ∞ (G) the space of translation bounded measures on G. For µ, ν ∈ M(G), one of them being bounded, convolution µ * ν ∈ M(G) is defined via µ * ν(f ) = ∫ G ∫ G f (x + y) dµ(x) dν(y). This generalises convolution from functions to measures. Indeed, if f, g are integrable functions on G, then (f ⋅ θ G ) * (g ⋅ θ G ) = (f * g) ⋅ θ G . Similarly, convolution between an integrable function f and a measure µ is understood via (f * µ) ⋅ θ G = (f ⋅ θ G ) * µ. Thus f * µ is a function on G. (ii) Any Haar measure θ G is positive definite as ⟨θ G , f * f ⟩ = ⟨θ G , f ⟩ 2 ≥ 0.
(iii) Let H ⊆ G be a subgroup of G and let θ H be a Haar measure on H. Then θ H is positive definite on H. But θ H , viewed as a measure on G, is also positive definite. This holds since for f ∈ C c (G), we have f H ∈ C c (H) for its restriction to H. (iv) If µ is a finite measure, then µ * μ is positive definite as ⟨µ * μ, f * f ⟩ = ⟨θ G , f * µ 2 ⟩ ≥ 0 .
Lemma C.8. Let µ ∈ M(G) be positive definite and g ∈ P K(G). Then µ * g is continuous and positive definite.
Proof. Take any f ∈ C c (G) and note that µ * f * f is positive definite as ⟨µ * f * f , g * g⟩ = ⟨µ, (f † * g) * (f † * g)⟩ ≥ 0 for any g ∈ C c (G), compare [14, Prop. 4.4] . Now apply Remark B.4 (iii) to ϕ 1 = µ * f * f and ϕ 2 = g. If follows that (µ * g) * f * f = ϕ 1 * ϕ 2 is positive definite. In particular we have ⟨µ * g, f * f ⟩ = (µ * g) * f * f (0) ≥ 0.
Corollary C.9. Let µ ∈ M(G) be positive definite and ν be a positive definite measure with compact support. Then µ * ν is positive definite.
Proof. Let f ∈ C c (G). Then ν * f * f is positive definite [14] and hence ν * f * f ∈ P K(G). Then, by Lemma C.8 we get that µ * (ν * f * f ) is a positive definite function. This shows that ⟨µ * ν, f * f ⟩ = (µ * ν) * f * f (0) ≥ 0 .
The following theorem is the measure analogue of Bochner's theorem (Theorem B.3) for positive definite functions. for all f ∈ C c (G). In that case, the measure σ µ is uniquely determined. It is called the Fourier transform of µ. We also write σ µ =μ.
Remark C.11.
(i) For the convenience of the reader, we will not use the above theorem in this article but develop Fourier theory for model sets from scratch, based on Bochner's theorem for positive definite functions. The first step of our proof of the Poisson summation formula in Proposition 4.1, however, is a crucial ingredient of a proof of Theorem C.10.
(ii) There exists a theory of positive definite measures on certain non-abelian groups, which is also based on some version of Bochner's theorem [64, Ch. 9] . It has recently been used for harmonic analysis of non-abelian model sets [17] . and we getμ = g ⋅ θĜ, where g ∶Ĝ → C is understood as g(χ) = χ(g).
