Abstract-We are interested in developing a multi-goal generator to provide detailed goal representations that help to improve the performance of the adaptive critic design (ACD). In this paper we propose a hierarchical structure of goal generator networks to cascade external reinforcement into more informative internal goal representations in the ACD. This is in contrast with previous designs in which the external reward signal is assigned to the critic network directly. The ACD control system performance is evaluated on the ball-and-beam balancing benchmark under noise-free and various noisy conditions. Simulation results in the form of a comparative study demonstrate effectiveness of our approach.
I. INTRODUCTION
Adaptive dynamic programming (ADP) has been employed as one of the key approaches in seeking the optimal solutions for the general systems [1] , [2] , [3] , [4] , [5] , [6] , [7] , [8] , [9] , and therefore becomes a critical research topic in the communities of reinforcement learning, computational intelligence, and adaptive control in the past decades. Recent literature surveys on ADP [10] , [11] have presented a comprehensive overview of its history from Bellman equation to dynamic programming, and applications from benchmark tests to real industry applications.
While ADP is a powerful technique in the domain of machine intelligence, there is still an open question that how to generally assign an instant reinforcement signal/reward based on the system's behavior. Many scientists and researchers have contributed their work on this topic. For instance, Prokhorov et al proposed to use the square of difference between the actual output and desired output as the reinforcement signal for tracking system [12] , [13] , Si et al used discrete values "0" or "-1" ("0", "-0.4", or "-1") as the reward for the controller [14] , [15] , [16] , Zhang et al proposed to employ the linear/generalized quadratic form as the performance index that evaluates the system's behaviors [17] , [18] , [19] , Venayagamoorthy et al proposed to use different weights for different terms to define the utility function [20] , [21] , among others. Normally, reinforcement signals are defined according to problem specifics, and such signals are crafted manually according to prior knowledge or domain expertise, e.g., [22] , [23] . There seems to be an interest in designing the reinforcement signal with as little human intervention as possible, to achieve adaptivity and efficiency in spite of possible changes in the operating environment.
In this paper, we propose a hierarchical structure of goal generator networks to assign the reinforcement signal adaptively according the system's behavior with no prior knowledge or past experience of the control system. This is the first time we implement the hierarchical goal generator networks proposed in [24] , illustrating its promising performance. Specifically, we build the goal generator with multiple neural networks to generate the internal goals that cascade the reinforcement signal.
In our design, we keep the advantage of model-free action dependent heuristic dynamic programming (HDP) of [14] . Our motivation of the design is to employ the goal generator networks to learn from the external reinforcement signal and provide the critic network with the detailed internal goal representation (reinforcement signal). Our approach is to develop a mechanism to represent the usually discrete reinforcement signal (e.g., "0" and "-1") by continuous values. In this way, our goal generator can provide more effective goal representation. This internal goal representation is expected to carry more information, and it can be adjusted adaptively to help the system's decision making process.
The goal generator networks observe the state vectors and the control value as their inputs, together with the internal goal from the network of a higher hierarchical level (or the external environment at the top level), while providing the network below with its internal goal. In order to show the improved performance of this goal generator structure, we test the ball and beam balancing benchmark with three algorithms: the typical HDP approach (without any goal generator network), our proposed approach with one goal generator network, and our proposed approach with multiple (three) goal generator The rest of this paper is organized as follows. In section II, we provide the detailed description of the hierarchical goal generator network structure design together with its associate weights tuning rules. In section III, three algorithms are tested on the ball and beam balancing problem with the same environment settings. The comparison of the simulation results, typical trajectories of state vectors, and the discussion are also presented in the same section. Finally, conclusion and future work are in section IV.
II. HIERARCHICAL HDP STRUCTURE DESIGN
The schematic of the hierarchical HDP design is presented in Fig.1 , where one can see that we maintain the typical modelfree action dependent HDP as in [14] . Our main contribution is to introduce the goal generator with hierarchical neural networks to cascade the external reinforcement signal and provide the critic network with hopefully improved internal goal representation of the external reinforcement signal. The goal generator can critique the system's behaviors and the control action, and then generate the adjustable internal goal signal automatically. In this section, we describe the learning and adaptation of the goal generator networks, the critic network and the action network.
A. Learning and Adaptation in Goal Generator
From Fig.2 , one can see that the parameters in the goal generator networks are adjusted independently. The top goal generator network l will first learn to approximate the discounted total future reward-to-go based on r, and then provide the goal generator network l − 1 with the updated internal reinforcement signal s l . In this way, r provides a top-down guidance for the s l . The internal goal s l should follow the "guidance" that the external reinforcement signal r provides. When m = 1, the internal goal s 1 will follow the guidance of s 2 through the goal generator network 1, and pass the goal information to the critic network. The goal generator networks We first consider the top neural network l in the goal generator. The output of this network is to approximate the discounted total future reward. Specifically, it approximates R l (t) at time instance t R l (t) = r(t + 1) + αr(t + 2) + α 2 r(t + 3) + ...
where R l (t) is the future accumulative reward/cost-to-go value at the time instance t, α is the discount factor (0 < α < 1) for the infinite Markov decision process (MDP), and r(t + 1) is the external reinforcement signal value at time t + 1. The goal generator networks m (1 ≤ m < l) are to approximate the total future internal reward/goal signal s m+1 from the above goal generator network m + 1.
The signal s l is to approximate the R l expressed in (1), the error of this goal generator network can be defined as
and the objective function is defined as
The weights tuning rule for the goal generator network l is chosen as the gradient descent rule as
where
For the goal generator network m (1 ≤ m < l), it is designed to approximate R m defined in (6) with s m+1
Therefore, the error function of goal generator network m can be defined as
The weights tuning rule for the goal generator network m is also chosen as the gradient descent rule as
B. Learning and Adaptation in the Critic Network
Unlike the regular critic network in the typical HDP design in [14] , the inputs of the critic network here not only include the system state vectors and the control action, but also contain the internal goal signal s 1 . In this way, the total cost-to-go J is more closely associated with this informative goal/reinforcement signal than before. The error function of the critic network here is defined as follows
The weights updating rule for the critic network is chosen as the gradient descent rule as
C. Learning and Adaptation in the Action Network
The weights tuning in the action network is similar as that in [14] . The error is between the desired ultimate objective U c and the J function as defined in (15) e a (t) = J(t) − U c (t),
The objective function for the action network is defined in
The weights tuning rule for the action network is chosen as the gradient descent rule as
III. SIMULATION
In this paper, we would like to evaluate our proposed algorithm in two aspects: one is with only one goal generator network (or the three-network architecture as discussed in [9] ), which we defined as Algorithm1; the other is with multiple (three) goal generator networks, which we defined as Algorithm2. The motivation is to test these two algorithms, together with the ACD in [14] (without any goal generator network), which we defined as Algorithm0. These three algorithms are tested and compared on the ball and beam balancing problem in the same simulation environment.
The ball-and-beam system is a popular laboratory model [25] , [13] to test various control approaches. The schematic of the system is presented in Fig.3 . This system consists of a long beam which can be tilted by a servo or electric motor together with a ball rolling back and forth on top of the beam. The driver is located in the center of the beam. The angle of the beam to the horizonal axis is measured by an incremental encoder, and the position of the ball can be obtained with the cameras mounted on top of the system. 
A. Problem Formulation
From [25] , we can obtain the motion equations from the Lagrange equation as follows:
where m : 0.0162kg, the mass of the ball; r : 0.02m, the roll radius of the ball; I b : 4.32 × 10 −5 kg · m 2 , the inertia moment of the ball; b : 1N s /m, the friction coefficient of the drive mechanics; l : 0.48m, the radius of force application; l ω : 0.5m, the radius of beam; K : 0.001N/m, the stiffness of the drive mechanics; g : 9.8N/kg, the gravity; I ω : 0.14025kg · m 2 , the inertia moment of the beam; u : the force of the drive mechanics;
In order to simplify the system model function, we define that x 1 = x represents the position of the ball, x 2 =ẋ represents the velocity the ball, x 3 = α is the angle of the beam with respect to the horizontal axis, and x 4 =α is the angular velocity of the beam. In this way, the system function (19) and (20) can be transformed into the following form:
We re-write the (21) and (22) into a matrix notation:
Therefore, we can obtain the general form of this problem as described in (30)
and the other two terms in the state vector can be expressed asẋ 1 = x 2 andẋ 3 = x 4 , with the state vector X = x 1 x 2 x 3 x 4
B. Experiment Configuration and Parameters
In the implementation, we employ multi-layer perceptron (MLP) structure for all the neural networks in our design. As the control system has 4 state vectors, we adopt the action network with 4-6-1 structure (i.e., 4 input neurons, 6 hidden layer neurons, and 1 output neuron) and the critic network with 5-6-1 structure. The top goal generator network l is with 5-6-1 structure, while the other goal generator networks are with 6-6-1 structure. The parameters used in the experiment are summarized in Table I , and the notation is defined as follows: α : discount factor; l c (0) : initial learning rate of the critic network; l a (0) : initial learning rate of the action network; l r (0) : initial learning rate of the goal generator network; l c (t) : learning rate of the critic network at time t, which is decreased by 0.05 every 5 time steps until it reach l c (f ) and stay thereafter; l a (t) : learning rate of the action network at time t, which is decreased by 0.05 every 5 time steps until it reach l a (f ) and stay thereafter; l r (t) : learning rate of the goal generator network at time t, which is decreased by 0.05 every 5 times step until it reach l r (f ) and stay thereafter; N c : internal cycle of the critic network; N a : internal cycle of the action network; N r : internal cycle of the goal generator network; T c : internal training error threshold for the critic network; T a : internal training error threshold for the action network; T r : internal training error threshold for the goal generator network;
We keep all the goal generator networks with the same learning rate, error threshold and the maximum internal iteration cycle number in the simulation. For the ACD approach in [14] , we set the parameters the same as that in this table, except the terms belonging to the goal generator networks.
All simulation results presented in this experiment are based on 100 runs with random initial neural network weights. The initial conditions of the the ball-and-beam system are set up as follows: The ball position (x 1 ) and the angle of the beam with respect to the horizonal axis (x 3 ) are uniformly distributed in the range of [−0.2m, 0.2m] and [−0.15rad, 0.15rad], respectively, and the ball velocity (x 2 ) and the angular velocity (x 4 ) are set to be zero. For fair comparison, in each run we also set the neural network initial weights and initial conditions of the beam and ball system to be the same for all three methods discussed here. The objective of the task is to keep balancing the ball on the beam for a certain period of time. Specifically, each run consists of a maximum of 1000 trials, and a trial will be considered successful if it can maintain the balance of the ball for 10, 000 time steps (the ball remains on the beam and the angle of the beam with respect to the horizontal axis is under the maximum value). In simulations, the Euler integration method is used with the fixed step size of 0.02s. The range of beam is [−0.48m, 0.48m] and the range of the angle of the beam to the horizontal axis is [−0.24rad, 0.24rad]. The external reinforcement signal is set to be "0" if the ball is on the beam and the angle of the beam to the horizontal axis is within the range, otherwise it is set to be "-1", which means "failure" and we should start a new trial. Fig.4 shows a typical trajectory of the position of the ball (x 1 ) and the velocity of the ball (x 2 ) in a successful run under the noise-free condition for Algorithm2. From this figure one can see that ball starts at a random position and rolls forth and back at the early stage. As our system continues to learn to control the ball, the trajectory of x 1 is like a typical damping sinusoid wave, which converges as time goes by. The variation of the x 1 is also shown in Fig.5 , which indicates that the ball is always around the center point under proper control. Fig.6 shows the angle of the beam with respect to the horizontal axis (x 3 ) and the beam angular velocity (x 4 ), which also clearly shows that the control system balances the ball quickly. Fig.7 shows the typical trajectory of the control action and the total cost-to-go, both of which indicate how the system learns to appropriately adjust the force to balance the task with the minimum cost. The internal goal s 3 , s 2 , and s 1 , together with the external reward r in a typical successful run are shown in Fig.8, which shows that the internal goal signals s 1 -s 3 are the damping sinusoid signals rather than the zero value of r all the way in this trial. Once again, the zero value of r means the ball is on the beam and the angle of the beam to the horizontal axis is within the range . Further observations indicate that the internal goal signals are with different phases, which may suggest that the internal goals are trying to fit the total future cost and provide the networks below with a more refined goal representation. The variation of s 1 -s 3 are also presented in Fig.9 , indicating that there are some variances in the goal signals. Table. II demonstrates the successful rate, the required average number of trials to learn the balancing task and its associated standard deviation for the three approaches tested in 100 random runs. Specifically, for the required average number of trials, we count the first successful trial number (i.e., 10000 steps of balancing) in each run, and then take the average over them (i.e., 100 random runs). In this table, the 1st column indicates the noise types under which the algorithms are tested; the 2nd column presents the statistical results of the successful runs with Algorithm0; the 3rd column and the 4th column Under the condition of noise free, one can clearly see that both of our proposed approaches achieve higher successful rate with lower average trial number and lower standard deviation than those of the baseline Algorithm0. And Algorithm2 can obtain better results than Algorithm1 in terms of the average number of trials and the standard deviation. We also present the boxplot of the required number of trials in 100 random runs with the three algorithms under the noise-free conditions in Fig.10 . Here we do the ANOVA analysis for the statistical results with Algorithm0, Algorithm1 and Algorithm2. We find out that the average number of trials required to learn the balancing task with Algorithm2 is significantly different from that of Algorithm0/Algorithm1, with the confidence level is 99.99%/98.21% (i.e., p = 7.25e − 5/p = 0.0179), respectively.
C. Simulation Results and Analysis
We add 5% uniform noise on the actuator (u) and the sensor of position of the ball (x 1 ) respectively. While the actuator is under 5% uniform noise, one can see that our proposed Algorithm1 and Algorithm2 can both obtain the lower average number of trials and the standard deviation than those of Algorithm0. Fig.11 clearly shows that the control value (with Algorithm2) now is not as smooth as that in Fig.7 .
Here we also do the ANOVA analysis for the statistical results with Algorithm0 and Algorithm2. The results show that our proposed Algorithm2 can obtain significantly different average number of trial compared with that of Algorithm0 in 99.8% (i.e. p = 0.002) confidence. While the sensor of the ball position is under 5% uniform noise, one can also see that our proposed Algorithm1 and Algorithm2 can both obtain lower average number of trial and standard deviation than that with Algorithm0. Fig.12 shows the typical trajectories of x 1 and x 2 . The control task becomes complicated since the observed state vector x 1 is not as smooth as that in Fig.4 . Similarly, we do the ANOVA analysis for the statistical results with Algorithm0 and Algorithm2 here. We get 99.99% (i.e. p = 1.76e − 5) confidence that our proposed Algorithm2 can achieve statistically significant improvement compared with that of Algorithm0.
IV. CONCLUSION
We proposed a hierarchial goal generator network structure in order to cascade the external discrete reinforcement signal into continuous internal goal signals, which appears to be useful for improved performance. We also tested successfully our approach on the ball and beam balancing benchmark and compared with alternatives.
Future work may include theoretical analysis of the results obtained in this paper, as well as experiments with other control problems and larger numbers of goal generator networks. 
