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A SURVEY ON SPECTRAL MULTIPLICITIES
OF ERGODIC ACTIONS
Alexandre I. Danilenko
Abstract. Given a transformation T of a standard measure space (X,µ), letM(T )
denote the set of spectral multiplicities of the Koopman operator UT defined in
L2(X,µ)⊖C by UT f := f ◦T . It is discussed in this survey paper which subsets of N∪
{∞} are realizable asM(T ) for various T : ergodic, weakly mixing, mixing, Gaussian,
Poisson, ergodic infinite measure preserving, etc. The corresponding constructions
are considered in detail. Generalizations to actions of Abelian locally compact second
countable groups are also discussed.
1. Introduction
In these notes we survey the progress achieved in studying of the spectral multi-
plicities of ergodic dynamical systems. Despite availability of several rather recent
nice sources on general spectral theory [Go], [KaTh], [Le2], [Le3], [Na], a part of
[Ka], etc., the topic of spectral multiplicities (especially its important developments
in the last few years) is not covered there comprehensively. To fill this gap is the
main purpose of the present work.
Let (X,B, µ) be a standard probability space and let T be an invertible µ-
preserving transformation. Denote by UT the induced Koopman unitary operator
UT of L
2
0(X, µ) := L
2(X, µ) ⊖ C given by UT f := f ◦ T . By the spectral theorem
for unitary operators1, there is a probability measure σT on T and a measurable
field of Hilbert spaces T ∋ z 7→ Hz such that
L20(X, µ) =
∫ ⊕
z∈T
Hz dσT (z) and UT f(z) = zf(z), z ∈ T,
1We outline briefly the idea of the proof of the spectral theorem for UT . Given a real function
f ∈ L2
0
(X,µ) with ‖f‖2 = 1, the smallest UT -invariant subspace C(f) ⊂ L
2
0
(X,µ) containing
f is called the UT -cyclic subspace generated by f . Let σf stand for the probability measure on
T such that
∫
T
zn dσf (z) = 〈U
n
T f, f〉, n ∈ Z. The linear map sending U
n
T f to the monomial
zn on T for each n ∈ Z extends uniquely to a unitary isomorphism of C(f) onto L2(T, σf ) in
such a way that UT corresponds to the operator of multiplication by the independent variable
z ∈ T. Next, it is possible to select a sequence f1, f2, . . . of real functions in L20(X,µ) of norm
1 in such a way that
⊕
j C(fj) = L
2
0
(X,µ) and σf1  σf2  · · · . The equivalence class of σf1
does not depend on the choice of the sequence (fi)i. Next, there is a countable Borel partition
S1, S2, . . . , S∞ of T such that σf1 ↾ Sj ∼ σfj ↾ Sj and σfj+1 (Sj) = 0 and σf1 ↾ S∞ ∼ σfj ↾ S∞
for each j < ∞. This partition does not depend (by modulo σf1 -measure 0) on the choice
of (fi)i either. Then L
2
0
(X,µ) is unitarily isomorphic to the orthogonal sum
⊕
j L
2(T, σfj ) =⊕
j
⊕j
l=1
L2(Sj , σf1 ) =
∫
⊕
T
Hz dσf1 (z), where Hz is a Hilbert space of dimension j ∈ N∪ {∞} if
z ∈ Sj . The corresponding unitary isomorphism conjugates UT with the operator of multiplication
by the independent variable z on T.
Typeset by AMS-TEX
1
for each f : T ∋ z 7→ f(z) ∈ Hz with
∫
T
‖f(z)‖2 dσT (z) < ∞ [Nai]. The measure
σT is called a measure of maximal spectral type of UT . Consider a map mT : Z ∋
z 7→ mT (z) = dimHz ∈ N ∪ {∞}. It is called the spectral multiplicity map of T .
Denote by M(T ) the essential range of mT (with respect to σT )
2. We can now
state the spectral multiplicity problem as follows:
(Pr1) Given a subset E ⊂ N ∪ {∞}, is there an ergodic transformation T such
that M(T ) = E?
If the answer is affirmative, we say that E is realizable. We consider (Pr1) as a weak
version of one of the main problems in the spectral theory of dynamical systems:
(Pr2) Which unitary operator with continuous spectrum is unitarily equivalent to
a Koopman operator?
The two problems are open. Currently, neither restrictions on the realizable sets
nor on Koopman realizable operators (except for the obvious ones) are known.
However in contrast with the extremely difficult (Pr2), there is a significant progress
in tackling (Pr1). The list of known realizable sets is impressive. It includes
— all subsets E ∋ 1,
— all subsets E ∋ 2,
— the subsets n · E := {ne | e ∈ E} for arbitrary sets E ∋ 1 and n > 2,
— all multiplicative (and additive) subsemigroups of N,
— the subsets {#(Γ\Sn/Sk) | k = 1, . . . , n − 1}, where Γ is a subgroup in
the full symmetric group Sn, the inclusion Sk ⊂ Sn is standard, and the
symbol # denotes the cardinality,
— the sets {n,m, nm}, {l,m, n, lm, ln,mn, lmn}, . . . .
To show this, several subtle constructions were elaborated. We present here a
modern detailed exposition of them. We first note that it suffices to consider (Pr1)
only in the case when ∞ 6∈ E. The point is that we can always join ∞ via a
simple trick. Indeed, if T has a singular spectrum (this is always the case for the
constructions considered below) then M(T ×B) =M(T )∪ {∞} for a Bernoullian
transformation B. The following three main technologies are used to attack (Pr1):
isometric extensions, Cartesian products and auxiliary group actions. Sections 2, 3
and 5 of these notes are devoted to them respectively.
(Tec1) Isometric extensions. The main idea of this method was invented by
Oseledets, who constructed the first example of an ergodic transformation with
non-simple spectrum of finite multiplicity [Os]. For that he considered a double
Abelian or meta-Abelian extension of an interval exchange maps. The smallest
possible non-commutative meta-Abelian group (Z/2Z) ⋉ (Z/3Z) was the fiber in
his extensions. The structure of semidirect product gives rise to a specific kind
of symmetry of the extension. This symmetry generates non-trivial values of the
spectral multiplicity map of the extension. The paper [Os] had a strong influence
on subsequent progress in solving (Pr1). Robinson generalized Oseledets example
by considering more general metacyclic (Z/pZ) ⋉ (Z/qZ)-extensions of rank-one
transformations. He showed that for each integer n > 0, the set {1, n} is realizable
[Ro]. In a subsequent paper [Ro] he proved that, more generally, each finite subset
E ⊂ N satisfying the two conditions
(C1) 1 ∈ E and
2In a similar way the set M(V ) is defined for an arbitrary unitary operator V in a separable
Hilbert space.
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(C2) if n,m ∈ E then lcm(n,m) ∈ E
is realizable. Robinson’s argument consists of two parts. First, he solves certain
group theoretical problem (we call it an algebraic realization): to put in corre-
spondence to E some metacyclic group, say K. Then he applies the powerful
Katok-Stepin periodic approximation technique [KaSt] to prove the existence of
an appropriate K-extension via generic (Baire category) argument. We note that
only finite subsets can be realized this way. In order to realize infinite E sat-
isfying (C1) and (C2), Goodson, Kwiatkowsky, Leman´czyk and Liardet modified
Oseledets-Robinson construction. They replaced K with infinite compact Abelian
groups [Go-Li]. Since this modification destroyed the symmetry inherent to the
double extensions, they imposed an additional symmetry condition on their sin-
gle Abelian extensions. In a subsequent paper [KwiLe] the condition (C2) was
removed by passing to natural factors of the Abelian extensions satisfying this
symmetry condition. Thus, it was proved that each subset E ⊂ N containing 1
is realizable (even in the class of weakly mixing transformations). In [Da4] this
result was reproved in the framework of double extensions, i.e. in the spirit of [Os].
The fibers of the extensions considered in [Da4] are homogeneous spaces of some
special compact meta-Abelian groups. We note that the realizations from [Go-Li],
[KwiLe] and [Da4] are constructed in an explicit effective (cutting-and-stacking)
way. Some versions of the algebraic realization problem play an important role in
the three papers. Other ergodic and weakly mixing realizations of E ⊂ N, 1 ∈ E,
appeared in [Ag3] and [Ag5] respectively. At the first glance, they look different
from the Oseledets’ double extensions and do not involve any algebraic realizations.
We show, however, that Ageev’s constructions are based indeed on the same ideas.
(Tec2) Cartesian products. Katok suggested to consider Cartesian products
as a source of ergodic transformations with non-trivial spectral multiplicities (see
[Ka] which circulated since the mid-eighties as an unpublished manuscript). The
main interest was to realize subsets not containing 1. He showed, in particular,
that for a generic transformation T , M(T × T ) ⊂ {2, 4} and conjectured that
M(T×n) = {n, n(n − 1), . . . , n!} for each n > 1. This conjecture was proved
simultaneously by Ryzhikov [Ry2] (the particular case n = 2) and Ageev [Ag2] (the
general case). Concrete examples of such transformations are discussed in [Ag4],
[Ry3], [Ry4], [PrRy]. They include the classical Chacon map, some Adams staircase
transformations [Ad], del Junco-Rudolph rank-one map [dJRu].
(Tec3) Auxiliary group actions. We consider this approach to spectral multi-
plicities as a natural development of the method of Cartesian products because it
utilizes the same kind of symmetries. However it is free of the restrictions on the
spectral measure which are inherent to Cartesian products. Ageev first used auxil-
iary group actions in [Ag6] to answer affirmatively the following Rokhlin’s question3
which is a particular case of (Pr1):
(Pr3) given n > 1, is {n} is realizable?
The main idea is to select an appropriate meta-Abelian countable group Gn and
fix an element g ∈ Gn in such a way that for a generic action T = (Tg)g∈Gn of Gn,
the transformation Tg is ergodic and M(Tg) = {n}. Ageev’s argument was further
developed and simplified in [Da1] and [Ry5]. An explicit construction of weakly
3In the case n = 2 the answer was given earlier in [Ag2] and [Ry2].
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mixing transformations with homogeneous spectrum of an arbitrary multiplicity
appeared in [Da1].
Subsequent progress was connected with various combinations of these 3 tech-
niques. By considering isometric extensions of transformations with homogeneous
spectrum, the present author constructed weakly mixing realizations of n ·E, where
n > 1 and E is an arbitrary subset of N containing 1 [Da1]. For that we com-
bined (Tec1) and (Tec3). This is explained in Section 5. On the other hand, Katok
and Leman´czyk considered isometric extensions of Cartesian squares of weakly mix-
ing transformations and constructed realizations of all finite subsets of N containing
2 [KaLe].4 Extending their result, we show in [Da3] that every subset of N contain-
ing 2 is realizable. A combination of (Tec1) and (Tec2) is used in [KaLe] and [Da3].
This is explained in detail in Section 4. As was shown in [Ry5], a combination of
(Tec2) and (Tec3) also leads to interesting results. For instance, for all n,m ∈ N,
the subset {n,m, nm} is realizable. We discuss this in Section 5.
Further in these notes we study (Pr1) under some restrictions. In Section 6,
(Pr1) is considered in the class of mixing transformations. The first examples of
mixing transformations with simple spectrum were found in the class of Gaussian
transformations [New]. More elementary, rank-one5, systems appeared in [Or] (sto-
chastic constructions) and [Ad] (concrete examples). For each n > 1, Robinson
constructed in [Ro2] a mixing T with n < maxM(T ) < ∞. He also asked about
existence of a mixing T with maxM(T ) = n. Ageev answered this affirmatively in
[Ag7]. We conjecture that if E =M(T ) for an ergodic transformation T then there
is also a mixing T with the same property. At present, this is verified for all E re-
alizable via (Tec1), (Tec2) and their combination. The existence of mixing solution
of (Pr3) (with usage of (Tec3)) is proved in a recent work [Ti2]. The main idea is to
obtain mixing realizations as a limit of non-mixing ones. It originates from [Ry3]
(see also [Ry4]). As was shown in [Ag7] and [Ry4], there is a mixing transformation
T such that all the symmetric powers T⊙n, n ∈ N, have simple spectrum. This
led to mixing realizations of the following sets {#(Γ\Sn/Sk) | k = 1, . . . , n− 1} of
cardinalities of double cosets, where Γ is a subgroup of the symmetric group Sn.
In [Da4] we construct mixing realizations for each E ⊂ N that contains 1 or 2.
In Section 7 we consider (Pr1) in the class of infinite measure preserving trans-
formations. Since L2(X, µ) does not contain constants if µ(X) =∞, the Koopman
operator UT is considered in the entire L
2(X, µ). Quite surprisingly, (Pr1) can be
solved completely in this case by combining (Tec1) and (Tec2) [DaRy1]. Moreover,
this result was refined in a subsequent paper [DaRy2]: for each E ⊂ N, there ex-
ists a mixing (or zero type) ergodic multiply recurrent infinite measure preserving
transformation6 T with M(T ) = E. Thus, we conclude that the main obstacle
to realizations of spectral multiplicities in the probability preserving case is the
presence of constants in L2(X, µ).
Section 8 is devoted to Gaussian and Poisson realizations. Girsanov showed in
[Gi] that for an ergodic Gaussian transformation T , either T has a simple spectrum
or M(T ) is infinite. By [DaRy2], every subsemigroup of N (either additive or
multiplicative) admit a mixing Poisson (and hence Gaussian) realization. Some
4In fact, an extra condition on the realizable subsets was imposed in [KaLe]. However, as was
shown later in [Da4], this condition is satisfied for all finite subsets of N.
5Gaussian transformations are never of rank one [dR].
6In the infinite case, mixing does not imply ergodicity and ergodicity does not imply recurrence.
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other (non-semigroup) subsets, for example {1, 1 · 3, 1 · 3 · 5, . . .} are also Poisson
realizable.
In Section 9 we briefly survey the state of the spectral multiplicity problem for
actions of general locally compact second countable Abelian groups [DaLe], [DaSo],
[LePa]. Section 10 contains a list of open problems and some additional material on
the spectral multiplicities. Appendix is of algebraic nature. It is devoted completely
to the algebraic realizations which play a role in Sections 2, 4 and 9.
The author thanks the anonymous referee for the useful remarks which improved
and corrected the original version of these notes.
2. Isometric extensions. Realization of subsets containing 1
Isometric extensions. Let T be a transformation with a simple spectrum on
the space (X,B, µ). Let K be a compact second countable group. Denote by
λK the Haar measure on it. Let φ : X → K be a Borel map. We will call it a
cocycle of T . Then we can consider a new transformation Tφ on the product space
(X ×K,µ× λK):
Tφ(x, k) := (Tx, kφ(x)).
It is called a compact group (or skew product) extension of T . We note that (Tφ)
n =
(Tn)φ(n) , where
φ(n)(x) :=
{
φ(x)φ(Tx) · · ·φ(Tn−1x) if n > 0,
1 if n = 0.
Two cocycles φ, ψ : X → K are called cohomologous (we write φ ≍ ψ) if there is a
function a : X → K such that φ(x) = a(x)ψ(x)a(Tx)−1. Then the corresponding
extensions Tφ and Tψ are isomorphic. Given a closed subgroup Y of K, we consider
a transformation TY \φ of the space (X × Y \K,µ× λY \K):
TY \φ(x, Y k) := (Tx, Y kφ(x)),
where λY \K is the Haar measure on the homogeneous space Y \K. This transfor-
mation is called an isometric extension of T .
Main result and a strategy of its proof. We now state the main result of this
section.
Theorem 2.1. For each subset E ⊂ N, there is a weakly mixing transformation R
such that M(R) = E ∪ {1}.
The desired transformation R is constructed as an isometric extension of another
transformation with a simple spectrum. We present here two different (but close)
constructions.
Suppose that K is Abelian. Denote by K̂ the dual group to K. Since K is
compact and second countable, K̂ is countable and discrete. There is a natural
decomposition of L20(X ×K,µ× λK) into an orthogonal sum of UTφ -invariant sub-
spaces
L20(X ×K,µ× λK) := L
2
0(X, µ)⊕
⊕
1 6=χ∈K̂
L2(X, µ)⊗ χ.
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The restriction of UTφ to the subspace L
2(X, µ) ⊗ χ is unitarily equivalent to the
unitary operator UTφ,χ acting in L
2(X, µ) by
(UTφ,χf)(x) := χ(φ(x))f(Tx).
Thus we obtain a decomposition of UTφ into an orthogonal sum
(2-1) UTφ =
⊕
χ∈K̂
UTφ,χ,
where UTφ,1 denotes UT . Since there is a canonical embedding of the dual group
Ŷ \K into K̂, we will always consider Ŷ \K as a subgroup of K̂. Then (2-1) yields
also a decomposition for UTY \φ :
(2-2) UTY \φ =
⊕
χ∈Ŷ \K
UTφ,χ.
Denote by σT,φ,χ a measure of maximal spectral type of UTφ,χ. Suppose now that
the following properties hold.
(P1) UTφ,χ has a simple spectrum for each χ.
(P2) There is an equivalence relation ≈ on K̂ such that
(P3) σT,φ,χ ∼ σT,φ,χ′ if χ ≈ χ
′ and
(P4) σT,φ,χ ⊥ σT,φ,χ′ if χ 6≈ χ
′.
Then it follows from (2-2) that
(2-3) M(TY \φ) = {#(

χ ∩ Ŷ \K) | 0 6= χ ∈ Ŷ \K},
where

χ denotes the ≈-equivalence class of χ.
Simple facts about unitary operators. Given a unitary operator U , we denote
by WCP(U) the weak closure of the powers of U . Every U -invariant subspace is
invariant under each operator from the semigroup WCP(U). If WCP(U) ∋ αI
with |α| < 1 then the maximal spectral type of U is continuous. The next lemma
follows directly from the spectral theorem for unitary operators (see also [Go-Li,
Proposition 3]). It is our main tool to establish (P4).
Lemma 2.2. Let U and V be two unitary operators. If WCP(U ⊕ V ) ∋ αI ⊕ βI
and α 6= β then the maximal spectral types of U and V are orthogonal.7
The following well known lemma (see, e.g. [Na, Theorem 4.6]) will be repeatedly
used below.
Lemma 2.3. Let U be a unitary operator in the Hilbert space H. Let (Hn)
∞
n=1 be
a sequence of U -cyclic subspaces in H. Suppose that limn→∞ infv∈Hn ‖h − v‖ = 0
for each h ∈ H. Then U has a simple spectrum.
7This lemma implies, in particular, that if T is κ-weakly mixing, i.e. WCP(UT ) ∋ (1− κ)UT ,
and 0 < κ < 1 then the convolutions of the maximal spectral type of T are pairwise disjoint [St].
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Rank-one transformations. To satisfy (P1) we consider rank-one transforma-
tions. A transformation T of (X,B, µ) is called of rank one if it admits a sequence
of Rokhlin towers generating the entire σ-algebra B. This means that there is a
sequence of subsets (An)
∞
n=1 and a sequence of positive integers (hn)
∞
n=1 such that
T iAn ∩ T
jAn = ∅ whenever 0 ≤ i 6= j < hn and
lim
n→∞
min
J⊂{0,1,...,hn−1}
µ(A△
⊔
j∈J
T jAn) = 0
for each Borel subset A ⊂ X . Every rank-one transformation is ergodic. It follows
from Lemma 2.3 that every rank-one transformation has a simple spectrum [Ba].
The converse is not true [dJ2]. Every ergodic rotation on a compact group is of
rank one [dJ1]. Every rank-one transformation can be constructed via a simple
geometric cutting-and-stacking inductive process as follows. Suppose we are given
a sequence (rn)
∞
n=1 of positive integers rn ≥ 2 and a sequence (sn)
∞
n=1 of maps
sn : {0, 1, . . . , rn − 1} → Z+. We construct inductively a sequence of towers,
i.e. finite collections of intervals, called levels, of the same length. The levels are
thought as being placed one above the other. Suppose that the n-th tower is of
hight hn, i.e. it consists of hn levels I
0
n, . . . , I
hn−1
n numbered from bottom to top.
We cut this tower into rn subtowers of equal width and enumerate them from left
to right. Then each level Iin is partitioned into rn sublevels which we denote by
Iin(0), . . . , I
i
n(rn − 1). Put now sn(i) additional levels, called spacers, over the i-th
subtower. Stack these extended subtowers by placing the i-th subtower on the top
of (i− 1)-th one. We thus obtain a new tower of hight hn+1 = rnhn+
∑rn−1
i=0 sn(i).
It is rn times thinner then the n-th tower. Renumbering the levels of this tower
from bottom to top as I0n+1, . . . , I
hn+1−1
n+1 we obtain the (n + 1)-th tower of the
construction. Now we define a transformation T on the union of the first hn − 1
levels of the n-th tower as a translation of each such level one level above. When
n → ∞, we obtain a measure preserving transformation T of a σ-finite measure
space (X,B, µ). The measure µ is finite if and only if
∑∞
n=1
∑rn−1
i=0 sn(i)
hn
< ∞. It
is easy to verify that T is of rank-one. We call it the rank-one transformation
associated with (rn, sn)
∞
n=1. We note that there are plenty of sequences (rn, sn)
∞
n=1
which determine the very same (up to isomorphism) rank-one transformation.
By choosing (rn, sn)
∞
n=1 in an appropriate way we can manufacture various weak
limits of powers of T .
Lemma 2.4 (see, e.g., [Ry4]). Let rnk →∞ for some nk →∞ .
(i) If snk ≡ 0 then U
phnk
T → I for each integer p > 0.
(ii) If snk ≡ 1 then U
phnk
T → U
−p
T for each integer p > 0.
(iii) If snk(i) = i for all i = 0, . . . , rnk − 1 then U
phnk
T → 0 for each integer
p > 0.
(iv) If
snk =
{
0 if 0 ≤ i < rnk/2,
1 if rnk/2 ≤ i < rnk
then U
phnk
T → 0.5(I + U
−p
T ) for each integer p > 0.
In a similar way we can construct rank-one systems with other polynomial weak
limits of powers. In this connection it is interesting to note the following universal
property of the weak limits from Lemma 2.4(iv).
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Proposition 2.5 [Ry4]. If 0.5(I+U−kT ) ∈WCP(UT ) for an ergodic transformation
T and each integer k > 0 then p(UT ) ∈WCP(UT ) for each polynomial p with non-
negative coefficients and such that p(1) ≤ 1.
Cocycles of product type. We are going to isolate an important class of cocycles
of rank-one systems. Such cocycles will be used in the proof of Theorem 2.1. Let T
be a rank-one transformation associated with a sequence (rn, sn)
∞
n=1. Suppose we
are given a sequence (an)
∞
n=1 of maps an : {0, 1, . . . , rn − 1} → K with an(0) = 1.
We now define inductively a sequence of maps βn : Xn → K, where Xn is the union
of all levels of the n-th tower. We set β1(x) = 1 for all x ∈ X1 and
βn+1(x) :=
{
βn(x)an(j) if x ∈ I
i
n(j) for some 0 ≤ i < hn and 0 ≤ j < rn,
1 if x ∈ Xn+1 \Xn
for n > 0. We note that βn is constant on every level of the n-th tower. Hence we
can think of it as a labeling of the levels of the n-th tower with elements of K. We
now define a cocycle φ : X → K of T by setting
(2-4) φ(x) = βn(x)βn(Tx)
−1 if x ∈ Xn \ I
hn−1
n .
It is easy to verify that φ is well defined. We note that φ is constant on every level
(except of the highest one) of each tower. We call φ a cocycle of product type of T
associated with (an)
∞
n=1. It is also called a Morse cocycle (see [Go] and references
therein). Cocycles of product type are convenient to model various weak limits of
the corresponding compact extensions of the underlying rank-one maps.
Suppose that rnl →∞, snl ≡ 0. It follows from (2-4) and the definition of βnl+1
that
(2-5) φ(hnl )(x) = βnl+1(x)βnl+1(T
hnlx)−1 = βnl(x)anl(j)anl(j + 1)
−1βnl(x)
−1
for x ∈ Iinl(j), 0 ≤ j < rl − 1, 0 ≤ i < hnl − 1. We introduce some notation. Given
k ∈ K, we let k˜(x, h) := (x, kh) for (x, h) ∈ X ×K. Then k˜ is a transformation of
(X ×K,µ× λK) commuting with Tφ.
Lemma 2.6. If K is Abelian8, rnl → ∞, snl ≡ 0 and anl(j) − anl(j + 1) = k
for all 0 ≤ j < rnl − 1 then (UTφ)
hnl → U
k˜
as l → ∞. More generally, given
k1, . . . , kp ∈ K, if
#{j | anl(j)− anl(j + 1) = ks}
rnl
→
1
p
for each s = 1, . . . , p then (UTφ)
hnl → p−1
∑p
s=1 Uk˜s .
Proof. To show the first claim of the lemma it is enough to note that (Tφ)
hnl =
(Thnl )
φ
(hnl
) , U
hnl
T → I weakly by Lemma 2.4(i) and φ
(hnl )(µ) → δk in the ∗-weak
topology in view of (2-5). Here δk stands for the Dirac measure supported at k.
The second claim is proved in a similar way. 
8To emphasize the fact that K is Abelian we will use the “additive” symbol + for the group
operation in K.
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Proof of Theorem 2.1 via meta-Abelian isometric extensions. We out-
line here a slightly simplified version of the proof given in [Da4]. Without loss
of generality we may assume that ∅ 6= E 6∋ 1. Let D be a compact monothetic
totally disconnected group, G a discrete countable (topological) D-module and H
a subgroup in G. Given χ ∈ H, we denote by O(χ) the D-orbit of χ. Let
L(G,D,H) := {#(O(χ) ∩H) | 0 6= χ ∈ H}.
By Lemma A.5, there is a triplet (G,D,H) such that L(G,D,H) = E. Let K
denote the dual group to G. Since the duality preserves the module structure, K
is a topological D-module. Let Z := D ⋉K. Then Z is a meta-Abelian compact
group. Recall that the multiplication in Z is given by
(d, k)(d′, k′) := (d+ d′, k + d · k′), d, d′ ∈ D, k, k′ ∈ K.
We identify canonically the dual group Ĝ/H to G/H with a closed subgroup, say
Y , in K. We note that K̂/Y = H.
Our purpose now is to construct a rank-one transformation T on a probability
space (X,B, µ) and a product-type-cocycle τ : X → Z of T such that the isometric
extension TY \τ of T is weakly mixing and M(TY \τ ) = E ∪ {1}. For that we will
write TY \τ as an Abelian extension of a system with a simple spectrum to satisfy the
conditions (P1)–(P4) and make use of (2-3). Thus from now on let T be associated
with a sequence (rn, sn)
∞
n=1 and let τ be associated with a sequence (an)
∞
n=1. Since
Z is the product D×K as a topological space, we consider the cocycle τ as a pair
(ψ, φ) of maps ψ : X → D and φ : X → K. We now have
TY \τ (x, d, k+ Y ) = (Tx, d+ ψ(x), k+ d · φ(x) + Y ).
Hence we can think of TY \τ as a double compact Abelian extension, i.e. a compact
Abelian extension (Tψ)Y \φ˜ of a compact Abelian extension Tψ of T , where φ˜ :
X × D ∋ (x, d) 7→ d · φ(x) ∈ K is a cocycle of Tψ. Next, for each n, the map
an : {0, . . . , rn − 1} → Z is a pair (dn, bn) of maps dn : {0, . . . , rn − 1} → D and
bn : {0, . . . , rn − 1} → K. We note that ψ is a cocycle of product type associated
with the sequence (dn)
∞
n=1. In the following claim we explain how to satisfy (P1).
Claim 2.7. Let d be an element of D generating a dense subgroup in D. Let
nl → ∞. If rnl → ∞, snl ≡ 0, bnl ≡ 0 and dnl(j) − dnl(j + 1) = d for all
0 ≤ j < rnl − 1 then Tψ is of rank one and for each χ ∈ G, the unitary operator
UTτ ,χ := U(Tψ)φ˜,χ has a simple spectrum.
Proof. Since D is compact and G is countable, the D-orbit of χ is finite. Therefore
there is a nested sequence D1 ⊃ D2 ⊃ · · · of open subgroups in D such that⋂∞
j=1Dj = {0} and d
′ · χ = χ for all d′ ∈ D1. Then we obtain an increasing
sequence of subspaces
L2(X ×D/D1) ⊂ L
2(X ×D/D2) ⊂ · · ·
in L2(X×D) whose union is dense in L2(X×D). Every such a subspace is invariant
under UTτ ,χ. Hence in view of Lemma 2.3 it is enough to prove that the restriction
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of UTτ ,χ to L
2(X ×D/Dj) has a simple spectrum for each j. Notice that since D
is monothetic, the quotient D/Dj is a finite cyclic group. Let
Kχ := {k ∈ K | χ(d
′ · k) = 1 for all d′ ∈ D}.
Then K/Kχ is a finite
9 D/Dj-module for each j. Thus we see that it suffices to
prove the claim only in the particular case when K is finite and D is cyclic. It
follows from (2-5) and the conditions of the claim that
τ (hnl )(x) = βnl(x)(d, 0)βnl(x)
−1 = (d, cl(x)− d · cl(x))
for all x ∈ Iinl(j), 0 ≤ i < hnl and 0 ≤ j < rnl − 1, where cl(x) ∈ K is the second
coordinate of βnl(x). Since
— U
hnl
Tτ ,χ
F (x, d′) = χ ◦ d′(cl(x)− d · cl(x))F (T
hnlx, d+ d′) for F ∈ L2(X ×D),
d′ ∈ D and x as above and
— the function Xnl ∋ x 7→ cl(x) ∈ K is constant on each level of the nl-th
tower,
the UTτ ,χ-cyclic subspace generated by the vector F := 1I0nl
⊗ 1{0} almost contains
vectors 1Iinl
⊗ 1{d′} for all 0 ≤ i < hnl − 1 and d
′ ∈ D. Hence by Lemma 2.3, UTτ ,χ
has a simple spectrum.
Substituting χ = 1 in the above reasoning, we obtain that Tψ is of rank one. 
Now we introduce an equivalence relation ≈ on K̂ = G to satisfy (P2). We call
two characters ≈-equivalent if they belong to the same D-orbit. Then (P3) is easy
to verify. Indeed, it is straightforward that
(2-6) φ˜ ◦ d˜ = d · φ˜ for each d ∈ D.
This implies that the unitary operator U
d˜
intertwines UTτ ,χ with UTτ ,d·χ. This
yields (P3).
We now explain how to satisfy (P4). We first note that by Lemma A.5, the
D-module K is finitary, i.e. there is a dense countable subgroup K in K such
that the D-orbit O∗(k) of k is finite for each k ∈ K. Given χ ∈ H, we let lχ :=
1
#O(χ)
∑
η∈O(χ) η ∈ L
2(K).
Claim 2.8. Let k ∈ K and nl → ∞. If rnl → ∞, snl ≡ 0, dnl ≡ 0 and for each
q ∈ O∗(k),
(2-7)
#{j | bnl(j)− bnl(j + 1) = q}
rnl
→
1
#O∗(k)
then U
hnl
Tτ ,χ
→ lχ(k)I for each χ ∈ K̂ as l→∞.
Proof. We first note that
(2-8)
1
#O∗(k)
∑
q∈O∗(k)
η(q) =
∫
D
η(d · k) dλD(d) =
∫
D
(d · η)(k) dλD(d) = lη(k)
9Indeed, Kχ =
⋂
d′∈D Ker(d
′ · χ), the D-orbit of χ is finite and the subgroup Ker(d′ · χ) is of
finite index in K. Hence Kχ is also of finite index in K.
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for each η ∈ G, where λD stand for the normed Haar measure on D.
It follows from the conditions of the claim and (2-5) that
τ (hnl)(x) = βnl(x)(0, bnl(j)− bnl(j + 1))βnl(x)
−1 = (0, c′l(x) · (bnl(j)− bnl(j + 1)))
for all x ∈ Iinl(j), 0 ≤ i < hnl and 0 ≤ j < rnl − 1, where c
′
l(x) ∈ D is the first
coordinate of βnl(x). Therefore
(2-9) U
hnl
Tτ ,χ
F (x, d′) = χ((d′ + c′l(x)) · (bnl(j + 1)− bnl(j)))F (T
hnlx, d′)
for each F ∈ L2(X × D), d′ ∈ D and x as above. It follows from (2-7) that the
mapping
Iinl ⊃ I
i
nl
(j) ∋ x 7→ bnl(j + 1)− bnl(j) ∈ K
maps the measure µ ↾ Iinl to a measure which is close (uniformly in i) to the
uniform distribution, say ϑ, on O∗(k) ⊂ K when l is large. We now note that the
map X ∋ x 7→ c′l(x) ∈ D is constant on the levels I
i
nl
of the nl-th tower. Hence the
image of µ under the mapping⊔
i
Iinl ⊃ I
i
nl
(j) ∋ x 7→ (d′ + c′l(x))(bnl(j + 1)− bnl(j)) ∈ K
tends to ϑ uniformly in d′ ∈ D as l → ∞. Hence passing to the limit in (2-9) and
using the facts that
∫
K
χdϑ = lχ(k) by (2-8) and T
hnl → Id by Lemma 2.4(i) we
obtain that UnlTτ ,χ → lχ(k)I as l→∞. 
Now if χ 6≈ χ′ then lχ ⊥ lχ′ in L
2(K). Hence there is k ∈ K such that lχ(k) 6=
lχ′(k). Suppose that Claim 2.8 holds for this k. Then Lemma 2.2 yields that the
measures of maximal spectral type of UTτ ,χ and UTτ ,χ′ are orthogonal, i.e. (P4) is
satisfied.
In the next claim we show how to make TY \τ weakly mixing.
Claim 2.9. Suppose that Tψ is ergodic and lχ(k)I ∈WCP(UTτ ,χ) for all χ ∈ G and
k ∈ K. If rnl → ∞, snl(j) = 0 if 0 ≤ j < rnl/2 and snl(j) = 1 if rnl/2 ≤ j < rnl
and dnl ≡ 0 for some subsequence nl →∞ then TY \τ is weakly mixing.
Proof. Since E 6∋ 1, it follows that #O(χ) > 1 for each χ 6= 1. Therefore there
is k ∈ K with |lχ(k)| < 1. Since lχ(k)I ∈ WCP(UTτ ,χ), the maximal spectral
type of UTτ ,χ is continuous. If χ = 1 then UTτ ,χ = UTψ . It follows from the
conditions of the claim and Lemma 2.4(iv) that U
hnl
T → 0.5(I+U
∗
T ). Since dnl ≡ 0,
we obtain that U
hnl
Tψ
→ 0.5(I + U∗Tψ ). Therefore the only possible eigenvalue for
UTψ is 1. However 1 can not be an eigenvalue of UTψ because Tψ is ergodic (it is
of rank one by Claim 2.7). Thus UTψ has a continuous spectrum as well. Since
UTY \τ =
⊕
χ∈H UTτ ,χ, it follows that TY \τ is weakly mixing. 
To summarize, we start with a sequence rn → ∞. Then we partition N into
infinitely many subsequences nl → ∞. On each of these subsequences we define
snl and anl in an appropriate way described in Claims 2.7–2.9. Then we obtain a
rank-one transformation T associated with (rn, sn)
∞
n=1 and a product-type cocycle
τ of T with values in K such that the transformation TY \τ is weakly mixing and the
corresponding conditions (P1)–(P4) are satisfied for the extension (Tψ)Y \φ˜ = TY \τ .
Then M(TY \τ ) = L(G,D,H) ∪ {1} = E ∪ {1}. The proof of Theorem 2.1 is
complete.
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Generic properties of “double” Abelian extensions. The group Aut(X, µ)
of all measure preserving transformations of a standard probability space (X, µ) is
Polish in the weak topology which is induced from the weak operator topology on
the group U(L2(X, µ)) of unitary operators in L2(X, µ) via the embedding T 7→ UT .
For each compact second countable group Z, the set A(X,Z) of measurable maps
from X to Z is Polish when endowed with the topology of convergence in measure.
If T is aperiodic then it follows from the Rokhlin lemma that
(i) the conjugacy class {RTR−1 | R ∈ Aut(X, µ)} of T is dense in Aut(X, µ)
(see, e.g., [Na]),
(ii) for each cocycle φ ∈ A(X,Z) of T , the cohomology class {ψ ∈ A(X,Z) |
ψ ≍ φ} of φ is dense in A(X,Z) [Sc].
If Z is Abelian and χ is a continuous character of Z then the map
Aut(X, µ)×A(X,Z) ∋ (T, φ) 7→ UTφ,χ ∈ U(L
2(X, µ))
is continuous. We recall a couple of well known facts from the spectral theory
of unitary operators. For the proof we refer to [Na]. There is a continuous map
σ : U(L2(X, µ)) ∋ U 7→ σ(U) from U(L2(X, µ)) to the Polish space of probability
measures on T endowed with the ∗-weak topology such that σ(U) is a measure of
maximal spectral type of U . The set of unitary operators with a simple continuous
spectrum is a dense Gδ in U(L
2(X, µ)).
Now let E,G, Z, Y be as in the proof of Theorem 2.1.
We let Γ := Aut(X, µ)×A(X,Z).
Theorem 2.10. The subset
S := {(T, τ) ∈ Γ | TY \τ is weakly mixing and M(TY \τ ) = E ∪ {1}}
is residual in Γ.
Proof. For all χ, χ′ ∈ G, the subsets
Mχ := {(T, τ) ∈ Γ | UTτ ,χ has a simple continuous spectrum},
Lχ,χ′ := {(T, τ) ∈ Γ | σ(UTτ ,χ) ⊥ σ(UTτ ,χ′)}
are Gδ in Γ. Hence the intersection
J :=
⋂
χ∈G
Mχ ∩
⋂
χ 6≈χ′∈G
Lχ,χ′
is also a Gδ in Γ. Of course, J ⊂ S. Therefore it suffices to show that J is
dense in Γ. We introduce an equivalence relation on Γ by setting (T, τ) ∼ (T ′, τ ′)
if R−1TR = T ′ and τ ◦ R ≍ τ ′. It is routine to verify that if (T, τ) ∈ J and
(T ′, τ ′) ∼ (T, τ) then (T ′, τ ′) ∈ J . It follows from Theorem 2.1 that J is non-
empty. The properties (i) and (ii) imply that the equivalence class of each pair
(T, τ) ∈ J is dense in Γ. 
Remark 2.11. In earlier works [Ro1] and [Ro2] Robinson used a category argument
to prove the existence of realizations for some subsets with 1 (see also [Ag3] and
[Ag5] for a development of this idea). We think however that in the modern ergodic
theory it is easier to construct first some concrete realizations (as in the previous
subsections) and then use them in a standard generic argument to show that the
desired realizations are residual in certain topological space of parameters. We also
note that if Z is a compact Abelian group then the set {(T, φ) | M(Tφ) = {1}} is
residual in Aut(X, µ)×A(X,Z) [Ro4].
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Remark on Ageev’s approach from [Ag3] and [Ag5]. In [Ag3] and [Ag5]
Ageev gives alternative proofs of Theorem 2.1. The realizations from [Ag3] have a
discrete component in the spectrum and the realizations from [Ag5] are weakly
mixing. Ageev considers some special single compact Abelian extensions over
rank-one maps. We will show that these extensions are, in fact, double Abelian
(as in the proof of Theorem 2.1). An additional extension is “hidden” in the
base which is itself a compact Abelian extension of another rank-one map. Let
E = {1, n1, n2, . . .} and let F =
⊗
k(Z/2Z)
nk . Ageev introduces the following
equivalence relation ∼= on the dual group F̂ =
⊕
k(Z/2Z)
nk : two characters χ =
(χ1,1, . . . , χ1,n1 , χ2,1, . . . , χ2,n2 , . . . ) and χ
′ = (χ′1,1, . . . , χ
′
1,n1
, χ′2,1, . . . , χ
′
2,n2
, . . . )
are ∼=-equivalent if either χ = χ′ or there exist k and integers i, j such that
1 ≤ i 6= j ≤ nk such that χk,i and χ
′
k,j are the only non-trivial coordinates
of χ and χ′ respectively. We now explain how it is related to algebraic realiza-
tions. It was shown in [KwiLe] that for each k, there exist mk > nk and a subset
Ak ⊂ {1, . . . , mk} with #Ak = nk such that if
G :=
⊕
k
(Z/2Z)mk ,
H := {χ = (χ1,1, . . . , χ1,n1 , χ2,1, . . . , χ2,n2 , . . . ) ∈ G | χi,k = 1 if i 6∈ Ak ∀k},
v :=
⊕
k
vk,
where vk is the automorphism of (Z/2Z)
mk generated by the cyclic permutation of
coordinates, then ∼= is the v-orbit equivalence relation restricted to H (we identify
F̂ withH in a natural way). Hence E = L(G, v,H) (see Appendix for the definition
of this set). Passing to a compactification as in the proof of Lemma A.5 we obtain
a compact monothetic group D acting on G with the same orbits as v. Therefore
E = L(G,D,H). We recall a standard notation. Given a transformation R ∈
Aut(X, µ), the group of µ-preserving transformations commuting with R is called
the centralizer of R. It is denoted by C(R).
It follows from the proof of Theorem 2.1 that there is a rank-one probability
preserving transformation T and a cocycle τ = (ψ, φ) of T with values in D ⋉ K
such that TY \τ is weakly mixing andM(TY \τ ) = E, where K := Ĝ and Y := Ĝ/H.
Moreover, Tψ is of rank one according to Claim 2.7. The cocycle Y \φ˜ of Tψ takes
values in the group Y \K = F . Since C(Tψ) ⊃ {d˜ | d ∈ D} and φ˜ ◦ d˜ = d · φ˜, it
follows that if χ ∼= χ′ ∈ F̂ then there is a transformation S ∈ C(Tψ) such that
χ′ ◦ φ˜ = χ ◦ φ˜ ◦ S. To summarize, there exist a rank-one transformation Q := Tψ
of a probability space (Z, κ), measurable maps β1, β2, . . . from Z to Z/2Z and
transformations Si,j ∈ C(Q), 1 ≤ j < ni such that if we set
β(z) := (β1(z), β1(S1,1z), . . . , β1(S1,n1−1z), β2(z), β2(S2,1z), . . . ) ∈ F,
z ∈ Z, then β = Y \φ˜ and hence the compact group extension Qβ of Q is weakly
mixing and M(Qβ) = E. Such realization of E was obtained in [Ag5] via category
argument.
Proof of Theorem 2.1 via Abelian extensions ([Go-Li], [KwiLe]). By Lem-
ma A.3, there exist a countable group G, a subgroup H of G and an automorphism
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v of G such that E ∪ {1} = L(G, v,H). We let K := Ĝ, Y := Ĝ/H. We consider a
rank-one transformation T associated with a sequence (rn, sn)
∞
n=1 and a product-
type cocycle φ of T with values in K. Let φ be associated with a sequence (bn)
∞
n=1.
Our purpose is to choose the parameters (rn, sn, bn)
∞
n=1 in such a way that the
skew product transformation Tφ is weakly mixing and the conditions (P1)–(P4) are
all satisfied. The condition (P1) holds automatically. We denote by ≈ the v̂-orbit
equivalence relation on K, where v̂ is the automorphism of K dual to v. To satisfy
(P3) we need a “symmetry” condition on φ instead of (2-6) which is no longer
available. For that we modify Claim 2.8 as follows.
Claim 2.12. Let K be a dense countable subgroup in K such that the v̂-orbit of
every point of K is finite. If for each k ∈ K, there are two sequences nl → ∞
and zl → ∞ such that rnl → ∞, snl ≡ 0, (2-7) holds, znl/rnl → 0 very fast and
bnl(j + zl) = v(bnl(j)) for all 0 ≤ j < rn − zn. Then the sequence T
z1hn1+···+zlhnl
converges to a transformation S ∈ C(T ) as l →∞. Moreover, U
hnl
Tφ
→ lχ(k)I and
φ ◦ S ≈ v ◦ φ.
The latter condition implies (P3) and the former condition yields (P4). Hence
by (2-3), M(TY \φ) = E ∪ {1}, as desired.
3. Cartesian products
Realization of the set {2}. We start this section with two auxiliary lemmata
about unitary operators.
Lemma 3.1. Let V be a unitary operator with a simple continuous spectrum in a
Hilbert spaceH. IfWCP(V ) ∋ aI+bV for some a, b ∈ C\{0} thenM(V⊗V ) = {2}.
Moreover, the unitary W of H⊗H given by W (h1⊗h2) := V h2⊗ h1, has a simple
spectrum and W 2 = V ⊗ V .
Proof. The proof of the first claim consists of two steps.
(A) Let h be a cyclic vector for V . Denote by C the smallest (V ⊗ V )-invariant
subspace containing h ⊗ h and h ⊗ V h. Since aI + bV ∈WCP(V ), it follows that
C is invariant under (aI + bV ) ⊗ (aI + bV ). Hence C is also invariant under the
operator I ⊗ V + V ⊗ I. This implies that the vectors h⊗ V nh, n ∈ Z, are all in C.
Hence the vectors V mh ⊗ V nh for arbitrary n,m ∈ Z also belong to C. Therefore
C = H⊗H and hence M(V ⊗ V ) ≤ 2.
(B) Let σ denote a measure of maximal spectral type of V . Then σ × σ is a
measure of maximal spectral type of the unitary representation (n,m) 7→ V n⊗V m
of Z2 in H⊗H. Let
σ × σ =
∫
T
σz dσ
∗2(z)
stand for the disintegration of σ × σ with respect to the projection map T × T ∋
(z1, z2) 7→ z1z2 ∈ T. Then the convolution square σ
∗2 of σ is a measure of maximal
spectral type of V ⊗ V and the map T ∋ z 7→ dim(L2(T2, σz)) is the multiplicity
function of V ⊗V . Since σ is continuous, the σ×σ-measure of the diagonal is zero.
Since this measure is invariant under the flip (z1, z2) 7→ (z2, z1), it follows that σz
is invariant under the flip for a.a. z. Hence if σz is not continuous then the number
of atoms of σz is even. It follows that the values of the multiplicity map of V ⊗ V
are either even or infinity.
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Now (A) plus (B) yield M(V ⊗ V ) = {2}. As for the second claim, it is enough
to note that W (h ⊗ V h) = V h ⊗ V h and W 2 = V ⊗ V . Hence h ⊗ h belongs to
the W -cyclic subspace generated by h⊗ V h. Hence h⊗ V h is a W -cyclic vector in
H⊗H. 
The first claim of the following lemma is a generalization of Lemma 2.2. It
follows directly from the spectral theorem for unitary operators. The second claim
was established in [Ry2].
Lemma 3.2. Let V and W be unitary operators with continuous spectrum. Let
σV and σW denote measures of maximal spectral type of V and W .
(i) If there are polynomials or, more generally, analytic functions p 6= q such
that WCP(V ⊕W ) ∋ p(V )⊕ q(W ) then σV ⊥ σW .
(ii) If WCP(V ) contains αI +(1−α)V for some 0 < α < 1 then σV ⊥ (σV )
∗2.
The following is a partial solution of (Pr3): the set {2} is realizable.
Theorem 3.3 ([Ag2], [Ry2], [Ry3]). Let T be a weakly mixing transformation on
(X,B, µ) with a simple spectrum. If αI+(1−α)UT ∈WCP(UT ) for some 0 < α < 1
then M(T × T ) = {2}. Moreover, the transformation S of (X ×X, µ × µ), given
by S(x, y) = (Ty, x), has a simple spectrum and S2 = T × T .
Proof. We note that UT×T is unitarily equivalent to the orthogonal sum of UT ⊗UT
and two copies of UT . It remains to apply Lemmata 3.1 and 3.2(ii). 
Spectral multiplicities of higher Cartesian products. Given a unitary oper-
ator U in the Hilbert space H and a subgroup Γ in the symmetric group Sn, we
denote by U⊗n/Γ the restriction of the the unitary operator U⊗n to the subspace
of Γ-invariant tensors in H⊗n. In particular, U⊗n/Sn = U⊙n.
Proposition 3.4. Let V be a unitary operator with a continuous spectrum. Let σ
denote a measure of maximal spectral type of V . The following holds.
(i) M(V ⊗n) = n!M(V ⊙n) (see, e.g., [Ka], [KaLe], [Ry5]).
(ii) If V ⊙n has a simple spectrum thenM(V ⊗n/Γ) = {n!/#Γ} for each subgroup
Γ ⊂ Sn. In particular, M(V
⊗n) = {n!} and M(V ⊙(n−1) ⊗ V ) = {n} (see,
e.g., [Ka], [Ag7], [DaRy1]).
(iii) If V ⊙n has a simple spectrum then V ⊙k has a simple spectrum for each
1 ≤ k < n and σ∗i ⊥ σ∗j whenever i 6= j and i+ j ≤ n [Le4, Chapter 3].
(iv) If V has a simple spectrum andWCP(V ) ∋ aiI+biV with ai, bi ∈ C\{0} and
#{a1/b1, . . . , an/bn} = n then V
⊙n has a simple spectrum and σ∗i ⊥ σ∗j
whenever 1 ≤ i < j ≤ n (see, e.g., [KaLe], [DaRy1], [Ag7], [Ry4]).
Let T be a transformation of (X, µ). Then Sn acts on the product space (X, µ)
n
by permutations of coordinates. Moreover, this action commutes with the Cartesian
product T×n. Hence for each subgroup Γ ⊂ Sn, the σ-algebra of Γ-fixed subsets
in Xn is invariant under T×n, i.e. it a factor of T×n. We denote the restriction of
T×n to this σ-algebra by T×n/Γ.
If k < n then we think of Sk as the subgroup {τ ∈ Sn | τ(i) = i for all i > k}
of Sn.
Theorem 3.5 [Ag7]. Let T be a weakly mixing transformation on (X,B, µ) with
a simple spectrum. If aiI + biUT ∈ WCP(UT ) for some ai, bi ∈ C \ {0}, i =
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1, . . . , n, and #{a1/b1, . . . , an/bn} = n then M(T
×n) = {n, n(n−1), . . . , n!}. More
generally, given a subgroup Γ ⊂ Sn,
M(T×n/Γ) = {#(Γ\Sn/Sk) | k = 1, . . . , n− 1}.
In particular, M(T×n/Sn−1) = {2, 3, . . . , n}.
Proof. We let H := L20(X, µ). Since L
2(X, µ) = C⊕H, it follows that
L2(X, µ)⊗n = C⊕
n⊕
1
H⊕
n(n−1)/2⊕
1
H⊗2 ⊕ · · · ⊕ H⊗n,(3-1)
UT×n =
n⊕
1
UT ⊕
n(n−1)/2⊕
1
U⊗2T ⊕ · · · ⊕ U
⊗n
T .(3-2)
It now follows from Proposition 3.4(i), (iv) that M(T×n) = {n, n(n− 1), . . . , n!}.
The second claim is proved in a similar way. 
Example 3.6 [Ag4]. For the following non-mixing rank-one transformations T
and each n > 0, the n-th symmetric power T⊙n of T has a simple spectrum (equiv-
alently, the unitary operator expUT :=
⊕∞
n=0 U
⊙n
T has a simple spectrum) and
hence M(T×n) = {n, n(n− 1), . . . , n!}:
(i) T is the Chacon transformation associated with the sequence (rn, sn)
∞
n=1,
where rn ≡ 3 and sn(0) = sn(2) = 0 and sn(1) = 1.
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(ii) T is del Junco-Rudolph map from [dJRu]. It is associated with (rn, sn)
∞
n=1,
where rn = 2
n+1, sn(2
n) = 1 and sn(i) = 0 if i 6= 2
n.
The next natural problem is to investigate the spectral multiplicities of the prod-
ucts Tn11 /Γ1 × · · · × T
nk
k /Γk, where Γi is a subgroup in Sni , i = 1, . . . , k. In this
connection an important property of unitary operators was introduced in [Ry5].
Definition 3.7. Let U and V be unitary operators and let σU and σV denote
measures of maximal spectral type of U and V . We say that U and V are strongly
disjoint if the map (T× T, σU × σV ) ∋ (z1, z2) 7→ z1z2 ∈ (T, σU ∗ σV ) is one-to-one
mod 0.
If U and V are strongly disjoint with continuous spectrum then their maximal
spectral types are orthogonal. The converse is not true. For instance, if U has
Lebesgue spectrum then U is not strongly disjoint from any V with continuous
spectrum.
Proposition 3.8. Let U and V be two unitary operators with simple spectrum.
(i) U and V are strongly disjoint if and only if U ⊗ V has a simple spectrum.
(ii) [Ry5] If WCP(U ⊗ V ) ∋ aU ⊗ I for some 0 6= a ∈ C then U and V are
strongly disjoint.
(iii) [KaLe] If WCP(U ⊗ V ) ⊃ {a(I + U) ⊗ (I + V ), a(I + U) ⊗ (I + bV )} for
some 0 6= a, b ∈ C and b 6= 1 then U and V are strongly disjoint.
It follows from Proposition 3.8(i) that if U and V are arbitrary strongly disjoint
unitary operators then M(U ⊗ V ) = M(U) · M(V ). As in [Ry5], given subsets
E, F ⊂ N, we let E ⋄ F := E ∪ F ∪E · F .
10This result was preceded by [PrRy], where it was shown that the convolutions of the maximal
spectral type of Chacon transformation are pairwise disjoint.
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Corollary 3.9. Let T and S be two weakly mixing transformations. If T and S
are strongly disjoint and the maximal spectral types of UT ⊗ US and UT ⊕ US are
orthogonal (for instance, if there are non-zero a1, a2, a3 such that WCP(UT ⊕US) ∋
{0⊕ a1I, a2I ⊕ 0, a3UT ⊕ I}) then then M(T × S) =M(T ) ⋄M(S).
Theorem 3.10 [Ry5]. There exist weakly mixing transformations T1, T2, . . . such
that the unitary operator exp(UT1)⊗ exp(UT2)⊗ · · · has a simple spectrum. Hence
M(T×n11 /Γ1 × · · · × T
×nk
k /Γk) =M(T
×n1
1 /Γ1) ⋄ · · · ⋄M(T
×nk
k /Γk).
for each finite sequence of positive integers n1, . . . , nk and subgroups Γ1 ⊂ Sn1 ,
. . . , Γk ⊂ Snk . A similar assertion holds also for infinite sequences n1, n2, . . . and
Γ1,Γ2, . . . .
It follows, in particular, that for each m > 0, the set {m,m + 1, m + 2, . . .} is
realizable as the set of spectral multiplicities of the infinite product transformation
T×m1 × T
×(m+1)
2 × T
×(m+2)
3 × · · · .
4. Realization of subsets containing 2
In this section we explain how to combine the technique of isometric extensions
(Section 2) with the technique of Cartesian products (Section 3) to realize the
subsets containing 2.
Theorem 4.1. Given a subset E ⊂ N, there is a weakly mixing transformation R
with M(R) = E ∪ {2}.
Proof. For finite E, this theorem was proved in [KaLe]. For arbitrary E, it was
proved in [Da3] and [Da4]. Let (X, µ, T ), D,K,K, Y and τ = (ψ, φ) denote the
same objects as in the proof of Theorem 2.1. We recall that T is a rank-one trans-
formation associated with a sequence (rn, sn)
∞
n=1 and τ is a product-type cocycle
of T associated with a sequence (dn, bn)
∞
n=1. Some conditions were imposed on the
sequence (rn, sn, dn, bn)
∞
n=1 to obtainM(TY \τ ) = E ∪ {1}. We will add some more
conditions to construct the desired transformation.
Claim 4.2. Let k ∈ K and nl →∞. If rnl →∞, snl(j) = 0 for 0 ≤ j < rnl/2 and
snl(j) = 1 for rnl/2 ≤ j < rnl , dnl ≡ 0, bnl(j) = 0 for rnl/2 ≤ j < rn and for each
q ∈ O∗(k),
#{j | 0 ≤ j < rnl/2, bnl(j)− bnl(j + 1) = q}
rnl
→
1
2#O∗(k)
then
(4-1) U
hnl
Tτ ,χ
→ 0.5(lχ(k)I + U
∗
Tτ ,χ
) for each χ ∈ K̂ as l →∞.
This claim is proved in a similar way as Claim 2.8. Thus from now on we will
assume that for each k ∈ K there is a sequence nl →∞ such that (4-1) holds.
Let R := TY \τ × Tψ. Then
(4-2) UR = UTψ×Tψ ⊕
⊕
1 6=χ∈K̂/Z
UTτ ,χ ⊗ (UTψ ⊕ P0),
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where P0 is the orthogonal projection to the subspace of constants in L
2(X×D, µ×
λD).
a) Since UTψ has a simple continuous spectrum and WCP(UTψ ) ∋ 0.5(I +U
∗
Tψ
),
it follows from Theorem 3.3 that M(Tψ × Tψ) = {2}.
b) For each χ ∈ Ŷ \K, the unitary operator UTτ ,χ has a simple spectrum. If χ 6=
1, there is k ∈ K with χ(k) 6= 1. It follows from (4-1) that WCP(UTτ ,χ⊗(UTψ⊕P0))
contains 0.25(lχ(k)I+U
∗
Tτ ,χ
)⊗((I+U∗Tψ )⊕P0) and 0.25(I+U
∗
Tτ ,χ
)⊗((I+U∗Tψ )⊕P0).
Therefore by Proposition 3.8(iii), U∗Tτ ,χ and U
∗
Tψ
⊕P0 are strongly disjoint
11. Hence
the unitary operator U∗Tτ ,χ⊗(U
∗
Tψ
⊕P0) has a simple spectrum by Proposition 3.8(i).
c) If χ, χ′ ∈ Ŷ \K and χ ≈ χ′ then UTτ ,χ and UTτ ,χ′ are unitarily equivalent.
Hence UTτ ,χ ⊗ (UTψ ⊕ P0) and UTτ ,χ′ ⊗ (UTψ ⊕ P0) are also unitarily equivalent.
d) If χ, χ′ ∈ Ŷ \K but χ 6≈ χ′ then there is k ∈ K such that lχ(k) 6= lχ′(k).
Moreover, by Claim 2.8, there is a sequence hnl →∞ such that U
hnl
Tψ
→ I, U
hnl
Tτ ,χ
→
lχ(k)I, and U
hnl
Tτ ,χ
→ lχ′(k)I. It follows from Lemma 2.2 that the maximal spectral
types of UTτ ,χ ⊗ (UTψ ⊕ P0) and UTτ ,χ′ ⊗ (UTψ ⊕ P0) are orthogonal.
We now deduce from a), b), c), d) and (4-2) that M(R) = E ∪ {2}. 
Remark 4.3. We encounter here with an interesting phenomenon. The transfor-
mation R can be represented an an isometric extension (Tψ × Tψ)υ of the product
Tψ×Tψ which has a homogeneous spectrum of multiplicity 2, where υ := (Y \φ˜)⊗1.
However the unitary operators U(Tψ×Tψ)υ,χ related to the extension (as in (2-1))
have simple spectrum if χ 6= 1. This property of the extension (appeared first in
[KaLe]) was possible to realize due to the fact that the cocycle υ depends only on
the “first coordinate”, i.e. υ is, in fact, a cocycle of the first marginal factor Tψ of
Tψ × Tψ .
The following theorem is a generalization of Theorem 2.10. It is proved in a
similar way.
Theorem 4.4. The subset of pairs (T, τ) ∈ Aut(X, µ) × A(X,Z) such that TY \τ
is weakly mixing, M(TY \τ ) = E ∪ {1}, M(TY \τ × Tψ) = E ∪ {2} is residual in
Aut(X, µ)×A(X,Z).
Remark 4.5. As was noted in [KaLe] and [Da3], a more general class of subsets can
be realized as spectral multiplicities of transformations TY \τ × (Tψ)
×k/Γ, where
Γ is a subgroup of Sk, k > 1. However for that we need to modify the cocycle
τ in such a way that the transformation (Tψ)
⊙(k+1) has a simple spectrum. This
can be done by manufacturing several additional weak limits for UTψ and applying
Theorem 3.5. In particular, setting k = 2 and Γ trivial we obtain that every subset
{3, 6} ∪ F , where F is an arbitrary subset of even numbers, is realizable.
5. Rokhlin problem and auxiliary group actions
It was shown in Theorem 3.3 that the Cartesian square of a weakly mixing
transformation T on (X,B, µ) with a simple spectrum has a homogeneous spectrum
of multiplicity 2 (under some condition). This answers (Pr3) in the particular case
n = 2. The proof of Theorem 3.3 (or, more precisely, Lemma 3.1, which is the main
ingredient of that proof) uses implicitly the fact that the transformation T × T
11Slightly abusing notation we use that I ⊕ P0 = I.
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embeds into the actionW = (Wg)g∈G2 of the non-Abelian group G2 := Z
2⋊(Z/2Z)
on (X ×X, µ× µ) generated by
(5-1) W(n,m,0)(x, y) = (T
nx, Tmy) and W(0,0,1)(x, y) = (y, x),
where n,m ∈ Z. Indeed, T × T = W(1,1,0). This hints that in order to obtain
transformations with homogeneous spectrum of multiplicity n > 2, it it natural to
consider actions of the meta-Abelian group Gn := Z
n ⋊ Z/nZ, where the cyclic
group Z/nZ acts on Zn by cyclic permutations. Of course, given a transformation
T of (X, µ), we can form a Gn-action on the product space (X, µ)
×n generated by
two transformations
(5-2)
(x1, x2, . . . , xn) 7→ (Tx1, x2, . . . , xn) and
(x1, x2, . . . , xn) 7→ (x2, x3, . . . , x1).
However as follows from Theorem 3.5 the transformation T×n (which is included
into the action of Gn as the n-th power of the composition of the two transfor-
mations defined by (5-2)) does not have homogeneous spectrum. The main reason
for that is the presence of the one-dimensional invariant subspace of constants in
L2(X, µ). Because of it we obtain long sums (3-1) and (3-2), where every summand
contributes non-trivially into the set of spectral multiplicities of T×n. However
there exist other actions of Gn that help to solve the Rokhlin problem. We call
them suitable auxiliary actions. It is not an easy task to construct them in an
explicit way (the only known effective cutting-and-stacking construction of such
actions is given in [Da1]). It is much easier to prove their existence via Baire
category methods. As appears, a generic Gn-action is suitable.
We need some notation. Each element of Gn is a sequence (k1, . . . , kn+1), where
k1, . . . , kn ∈ Z and kn+1 ∈ Z/nZ. Let e1 := (1, 0, . . . , 0), . . . , en := (0, . . . , 1, 0),
e∗ := (1, . . . , 1, 0) and e0 := (0, . . . , 0, 1). Then e∗ = (e1e0)
n. By Hn we denote the
subgroup of Gn generated by e1, . . . , en. Let A denote the automorphism of Hn
generated by the conjugation by e0.
Proposition 5.1. Let U = (Ug)g∈Gn be a unitary representation of Gn in a Hilbert
space H. If the operator Ue1e0 has a simple continuous spectrum and Ueje−11
has a
continuous spectrum for each 2 ≤ j < n then Ue∗ has a homogeneous continuous
spectrum of multiplicity n.
Proof. By the spectral theorem for (Uh)h∈Hn ,
(5-3) H =
∫ ⊕
Ĥn
Hw dσ(w) and Uh =
∫ ⊕
Ĥn
〈h, w〉Iw dσ(w)
for all h ∈ Hn, where Iw stands for the identity operator in the Hilbert space Hw.
The inclusion Z ∋ m 7→ me∗ ∈ Hn generates the canonical projection Ĥn → T. Let
σ =
∫
T
σz dσ˜(z) be the disintegration of σ with respect to this projection. Then we
derive from (5-3) that
H =
∫ ⊕
T
H′z dσ˜(z) and Ue∗ =
∫ ⊕
Ĥn
zIz dσ˜(w),
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where H′z =
∫ ⊕
Ĥn
Hw dσz(w). Denote by Â the automorphism of Ĥn which is dual to
A. Since the unitary representation (UAh)h∈Hn is unitarily equivalent to (Uh)h∈Hn ,
it follows that dimHw = dimHÂw for a.a. w and σ˜ ◦ Â is equivalent to σ˜. Without
loss of generality we may assume that σ˜ ◦ Â = σ˜. This implies that σz ◦ Â = σz
for a.a. z. Hence dimH′z = dimH
′
Âz
for a.a. z. We now claim that a.e. Â-orbit
consists of n points. Indeed, this follows from the fact that Ueje−11
has no non-trivial
fixed vectors because the latter implies σ({z = (z1, . . . , zn) ∈ Ĥn | z1 = zj}) = 0
for each j > 1. Therefore if σz has an atom at some point w then it has also atoms
at n − 1 points Âjw, j = 2, . . . , n. Hence M(Ue∗) ⊂ {n, 2n, . . .} ∪ {∞}. Since
Ue1e0 has a simple spectrum and U
n
e1e0 = Ue∗ , it follows thatM(Ue∗) ⊂ {1, . . . , n}.
Hence M(Ue∗) = {n}. 
Denote by AGn the space of all measure preserving Gn-actions on (X, µ). We
consider AGn as a subset of the infinite product space Aut(X, µ)
Gn endowed with
the product (Polish) topology. Then AGn is closed and hence Polish in the induced
topology. There is a natural continuous action of Aut(X, µ) on AGn by conjugation:
(R · T )g := RTgR
−1.
Theorem 5.2. Fix n > 1, a sequence kl → ∞ and a polynomial p with non-
negative coefficients and p(1) ≤ 1. Then the subset of Gn-actions T = (Tg)g∈Gn
such that the transformation Te∗ is weakly mixing,M(Te∗) = {n} and (UTe∗ )
−ml →
p(UTe∗ ) along a subsequence (ml)
∞
l=1 of (kl)
∞
l=1 is residual in AGn .
Proof. The subsets
WGn := {T ∈ AGn | Tg is weakly mixing for each g ∈ Gn of infinite order},
SGn := {T ∈ AGn | Te1e0 has a simple spectrum},
LGn := {T ∈ AGn | (UTe∗ )
−ml → p(UTe∗ ) for some (ml)l ⊂ (kl)l}
are Gδ in AGn because the subset of weakly mixing transformations, the subset of
transformations with simple spectrum and the subset
J := {T ∈ Aut(X, µ) | (UTe∗ )
−ml → p(UTe∗ ) for some (ml)l ⊂ (kl)l}
are all Gδ in Aut(X, µ). The three subsets WGn , SGn and LGn are invariant under
conjugation. We recall that the Aut(X, µ)-orbit of every free Gn-action is dense in
AGn [FoWi]. Since each Bernoulli Gn-action is free and belongs to WGn , it follows
that WGn is a dense Gδ in AGn .
Let us show that SGn contains a free Gn-action. We define an action T on the
product space (Y, ν) := (T, λT)× (Z/nZ, λZ/nZ) by setting Te1(x, i) := (Six, i) and
Te0(x, i) := (x, i⊕ 1), where ⊕ means addition mod n and S1, . . . , Sn are rotations
by rationally independent irrationals. Since e0 and e1 generate Gn, the Gn-action
T is well defined. This action is free. The transformation Te0e1 is ergodic and has a
simple spectrum. Hence T ∈ SGn . We thus obtain that SGn is a dense Gδ in AGn .
Take an aperiodic transformation S ∈ J and place it into (5-2) instead of T .
Then (5-2) defines a free Gn-action which belongs to LGn . Hence LGn is a dense
Gδ in AGn .
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The intersection SGn ∩WGn ∩LGn is also a dense Gδ in AGn . It remains to note
that if R ∈ SGn ∩WGn then M(Re∗) = {n} by Proposition 5.1. 
Remark 5.3. It is possible also to take other auxiliary meta-Abelian groups instead
of Gn to answer the Rokhlin question on homogeneous spectrum. For instance,
in the original paper [Ag6] Ageev considered the groups Zn−1 ⋊A′ Z, where A
′ is
a group automorphism of Zn−1 defined by A′e1 := e2, . . . , A
′en−2 := en−1 and
A′en−1 := −e1 − · · · − en−1. The present author used the groups G
′
n := Z
n ⋊A Z
in [Da1], where A is the cyclic automorphism of Zn considered in this section.
One more version for Gn is suggested in [DaSo]. In these notes we choose Gn
from [Ry5] for the only reason: in this case Proposition 5.1 looks as a natural
extension of Lemma 3.1 and hence the method of suitable auxiliary actions is a
natural development of the method of Cartesian powers.
The following can be deduced from Theorem 5.2 and Corollary 3.9.
Theorem 5.4 [Ry5].
(i) Let S be a rigid weakly weakly mixing transformation. Then for each p > 1,
there is a weakly mixing transformation T such thatM(S×T ) =M(S)⋄{p}.
(ii) Given a finite set p1, . . . , pl ∈ N, there is a weakly mixing transformation T
with M(T ) = {p1}⋄· · ·⋄{pl}. A similar statement holds also for an infinite
set {p1, p2, . . .}.
In particular, the sets {p, q, pq}, {p, q, r, pq, pr, qr, pqr}, . . . are realizable for
arbitrary positive integers p, q, r, . . . .
Corollary 5.5 [Ry5]. Each multiplicative semigroup of positive integers is realiz-
able. Each additive semigroup of positive integers is realizable.
We note that every additive subsemigroup of N is a multiplicative subsemigroup
of N.
The following remark was communicated to the author by V. Ryzhikov.
Remark 5.6. It follows from Proposition 3.4(iii) that if exp(UT ) has a simple spec-
trum then the convolutions of σT are pairwise disjoint. The converse is not true.
Indeed, by Theorem 5.2, there is a weakly mixing transformation T such that
M(T ) = {n} and WCP(UT ) ∋ {αI + (1− α)UT | 0 < α < 1}. Proposition 3.4(iv)
yields that M(UT ⊙UT ) = {n
2}. On the other hand, again by Proposition 3.4(iv),
σ∗iT ⊥ σ
∗j
T for all i 6= j.
In the following theorem the technique of auxiliary group actions is combined
with the technique of isometric extensions to obtain spectral realizations of a new
class of subsets in N.
Theorem 5.7 [Da1]. Given n > 0 and a subset E ⊂ N, there is a weakly mixing
transformation T with M(T ) = n · (E ∪ {1}).
Idea of the proof. We start with a explicit construction of a weakly mixing R with
M(R) = {n} from [Da1]. For that we produce via cutting-and-stacking an auxiliary
group action of G′n (defined in Remark 5.3). Then R = S
n, where S is a trans-
formation of rank one. By Lemma A.3, there exist a compact Abelian group K, a
closed subgroup Y of K and an automorphism v of K such that E = L(K̂, v̂, Ŷ \K).
While doing cutting and stacking we construct also an ergodic cocycle φ of S with
values in K such that
• the operator USφ,χ has a simple spectrum for each χ ∈ K̂,
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• maximal spectral types of the unitary operators (USφ,χ)
n and (USφ,χ′)
n are
orthogonal if χ′ does not belong to the v̂-orbit of χ.
• USφ,χ and USφ,χ′ are unitarily equivalent χ
′ belongs to the v̂-orbit of χ.
These properties imply thatM(SY \φ) = E ∪{1}. The construction retains enough
freedom to satisfy some extra conditions (listed in Proposition 5.1) which guarantee
thatM((USφ,χ)
n) = {n} for each χ ∈ K̂. Since (USφ,χ)
n = UR
φ(n)
,χ, it follows that
M(RY \φ(n)) = n · (E ∪ {1}). 
6. Mixing realizations
Almost staircase systems. These dynamical systems play an important role in
constructing mixing transformations with non-simple spectrum.
Definition 6.1. Let T be a rank-one transformation associated with a sequence
(rn, sn)
∞
n=1. If sn(i) = i for all 0 ≤ i < rn then T is called a staircase transformation.
If there is a sequence δn → 0 such that sn(i) = i for all δnrn ≤ i < rn then T is
called an almost staircase transformation.
Smorodinsky conjectured that the classical12 staircase construction is mixing.
Adams [Ad] proved the Smorodinsky conjecture: if T is a finite measure preserving
staircase transformation such that rn → ∞ and r
2
n/hn → 0 then T is mixing. We
recall that hn stands for the hight of the n-th tower. The condition r
2
n/hn → 0
is called the restricted growth condition. Adams asked if it is possible to remove
it from the statement of his theorem? The affirmative answer was announced by
Ryzhikov in 2000. A detailed proof of this fact appeared recently in [CrSi]. It
follows from Adams theorem and its generalization in [CrSi] that the finite measure
preserving almost staircase transformations are also mixing (with or without the
restricted growth condition).
To force mixing. Suppose that we are given a subset E ⊂ N to construct a
mixing transformation T with M(T ) = E. For that we construct T as a limit
of a certain sequence of non-mixing transformations Tn with M(Tn) = E. The
transformations Tn consist of a rigid part and a mixing part. The mixing part
occupies more and more space when n→∞. Therefore the limit T of this sequence
is a mixing transformation. The rigid part is needed to produce a “rich” semigroup
WCP(UTn) which, in turn, is used to control the spectral multiplicitiesM(Tn). The
control is implemented in the same way as in Sections 2–4. Then an approximation
technique (based on Lemma 2.3) is used to retain the property M(Tn) = E in
the limit, i.e. to obtain M(T ) = E. We note that the technique of weak limits
can not be used straightforwardly to control M(T ) because T is mixing and hence
WCP(UT ) = {U
j
T | j ∈ Z} ∪ {0}.
We illustrate the method to force mixing by the following theorem.
Theorem 6.2 ([Ag7], [Ry4]). There is a mixing almost staircase transformation
T such that the unitary operator exp(UT ) has a simple spectrum.
Idea of the proof. We need a notation. Given a Hilbert space H, a vector h ∈ H,
an operator V in H and an integer K > 0, we denote by L(V, h,K) the linear span
of {V jh | |j| ≤ K}.
12The classical staircase corresponds to the case rn = n.
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Fix 0 < δ < 1. Let Tδ be a rank-one transformation associated with a sequence
(rn, sn)
∞
n=1 such that rn → ∞, sn(j) = j for δrn ≤ j < rn and n ≥ 1 and
WCP(UTδ) ⊃ {αI + βUTδ | α, β > 0, α + β < δ}. The first tower of Tδ is not
specified yet. It follows from Proposition 3.4(iv) that the unitary operator exp(UTδ)
has a simple spectrum.
Fix a sequence of positive reals δn → 0 and a sequence of integers Nn → ∞.
Construct a sequence of rank-one transformations Tδn as above with an additional
agreement condition specifying their first towers: the first tower of Tδn+1 coincides
with the Nn-tower of Tδn for each n > 0. We now define a new rank-one transfor-
mation T via a “concatenation” of the sequence Tδn in the following sense. The first
N1 towers of T are the first N1 towers of Tδ1 . The next N2 − 1 towers of T are the
first N2 − 1 towers of Tδ2 . Then continue with N3− 1 first towers of Tδ3 and so on.
Due to the agreement condition this inductive cutting-and-stacking procedure is
well defined. The corresponding rank-one transformation T is an almost staircase.
It follows that T is mixing.
It remains to explain how to select the sequence (Nn)
∞
n=1 to obtain simplicity of
spectrum of the operator exp(UT ). Let Xn be the space of Tδn and let Hn stand
for the subspace of functions in L20(Xn) which are constant on every level of the
Nn-tower and vanish outside this tower. Since exp(UTδn ) have a simple spectrum,
we can choose Nn large so that for each s = 1, . . . , n, there is a vector vs ∈ H
⊙s
n
and K > 0 such that
(i) L(U⊗sTδn
, vs, K) ⊂ H
⊙s
n and
(ii) dist(v,L(U⊗sTδn , vs, K)) < δn for each v ∈ H
⊙s
n−1 with ‖v‖ = 1.
We note that Hn is also a subspace in L
2
0(Xn+1). Moreover, H1 ⊂ H2 ⊂ · · ·
and the union
⋃
j Hj is dense in L
2
0(X). It follows from (i) that L(U
⊗s
Tδn
, vs, K) =
L(U⊗sT , vs, K). Lemma 2.3 and (ii) now yield that U
⊙s
T has a simple spectrum for
each s. Hence exp(UT ) has a simple spectrum. 
Ryzhikov showed in [Ry4] that there is also a mixing staircase transformation T
with non-monotone sequence rn →∞ such that expUT has a simple spectrum. He
also constructed a mixing T such that the infinite product T × T 2× T 3× · · · has a
simple spectrum [Ry7]. This transformation plays an important role in Tikhonov’s
proof of Theorem 6.7 below (see [Ti2]).
We now obtain mixing counterparts of Theorems 3.3 and 3.5.
Corollary 6.3. There is a mixing transformation T such that
(i) [Ry3] M(T × T ) = {2}.
(ii) [Ag7] More generally, given a subgroup Γ ⊂ Sn,
M(T×n/Γ) = {#(Γ\Sn/Sk) | k = 1, . . . , n− 1}.
In particular, M(T×n/Sn−1) = {2, 3, . . . , n}.
In a similar way we can force mixing for countably many pairwise strongly dis-
joint transformations to obtain a mixing version of Theorem 7.10.
Theorem 6.4 [Ry5]. There exist mixing transformations T1, T2, . . . such that the
unitary operator exp(UT1)⊗ exp(UT2)⊗ · · · has a simple spectrum. Hence
M(T×n11 /Γ1 × · · · × T
×nk
k /Γk) =M(T
×n1
1 /Γ1) ⋄ · · · ⋄M(T
×nk
k /Γk)
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for each finite sequence of positive integers n1, . . . , nk and subgroups Γ1 ⊂ Sn1 ,
. . . , Γk ⊂ Snk . A similar assertion holds also for infinite sequences n1, n2, . . . and
Γ1,Γ2, . . . .
Next, meta-Abelian extensions of rank-one maps from the proofs of Theorems 2.1
and 4.1 are also suited well to force mixing in them.
Theorem 6.5 [Da4]. Let E ⊂ N. Then there are mixing transformations R1 and
R2 such that with M(R1) = E ∪ {1} and M(R2) = E ∪ {2}.
Idea of the proof. We discuss only the construction of R1. As in the proof of
Theorem 2.1, R1 appears as a compact extension TY \τ , where T is a rank-one
transformation and τ a cocycle of T with values in D ⋉ K. The compact groups
D,K, Y are exactly same as in the proof of Theorem 2.1. As in the proof of
Theorem 6.2, TY \τ appears a limit of a sequence of non-mixing weakly mixing
transformations (Tn)Y \τn such that M((Tn)Y \τn) = E ∪ {1}. Every Tn has a rigid
part responsible for the weak limits in WCP(UTn) that jointly with the cocycles τn
guarantee the desired spectral multiplicities of (Tn)Y \τn and a mixing (staircase)
part. The latter occupies (1−δn)-part of the space where Tn is defined and δn → 0.
Hence the limit T of the sequence Tn is an almost staircase and hence it is mixing.
The extension TY \τ is weakly mixing by construction. Hence it is mixing [Ru].
Lemma 2.3 is used to retain E ∪ {1} as the spectral multiplicity set in the limit of
the sequence (Tn)Y \τn . Thus M(R1) = E ∪ {1}. 
Remark 6.6.
(i) In order to force mixing the authors of [Ry3], [Ry4], [Ag7], [Da4] use
Smorodinsky-Adams staircase constructions. It is also possible to use sto-
chastic Ornstein rank-one mixing constructions [Or] in place of them.
(ii) While Abelian compact extensions are convenient to construct weakly mix-
ing realizations of subsets E containing 1 or 2 (see the second proof of
Theorem 2.1 and [Go–Li], [Da3]), it is unclear how to force mixing in them.
(iii) All the aforementioned mixing realizations are mixing of all orders in view
of [Kal], [Ry1] and [Ru].
Generic approach. The subset Mix(X, µ) of mixing transformations is meager
in Aut(X, µ) endowed with the weak topology. Therefore the weak topology is not
suitable to apply the Baire category argument in Mix(X, µ). Tikhonov introduced
another topology, say τ , on Aut(X, µ) such that the subspace (Mix(X, µ), τ) is
Polish [Ti1]. Given a subset A ⊂ X , we define a map fA : Aut(X, µ) → l
∞ by
setting fA(T ) := (µ(T
nA∩A))n∈N. Let τ be the weakest topology on Aut(X, µ) in
which all the maps fA are continuous. It is assumed that the space l
∞ is endowed
with the standard ‖.‖∞-norm topology. It is easy to see that τ is metrizable. It is
compatible with the following metric dτ :
dτ (T, S) :=
∞∑
m=1
1
2m
sup
n∈N
|µ(TnAm ∩ Am)− µ(S
nAm ∩ Am)|,
where (Am)
∞
m=1 is a dense family inB. It is obvious that τ is stronger then the week
topology. Tikhonov shows in [Ti1] that τ is not separable. The standard action
of Aut(X, µ) (endowed with the weak topology) on (Aut(X, µ), τ) by conjugation
is continuous. The subspace c0 ⊂ l
∞ of sequences converging to 0 is closed in l∞.
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Moreover, it is separable and hence Polish in the induced topology. We note that
Mix(X, µ) =
⋂
A∈B f
−1
A (c0). It follows that Mix(X, µ) is closed in (Aut(X, µ), τ)
and Polish in the induced topology. The action of Aut(X, µ) on Mix(X, µ) is topo-
logically transitive, i.e. there is a mixing transformation T whose conjugacy class is
τ -dense in Mix(X, µ). Hence the set of all mixing transformations with this prop-
erty is an invariant dense Gδ in Mix(X, µ). This set contains all transformations
isomorphic to Cartesian products of two non-trivial (mixing) transformations [Ti1].
Hence the conjugacy class of each Bernoullian or mixing Gaussian transformation
is dense in Mix(X, µ). The following problem is open
(Pr4) Is the conjugacy class of every mixing transformation dense in Mix(X, µ)?
It is shown in [Ti1] that the subset of mixing transformations with simple spec-
trum is residual in Mix(X, µ). The following refinement of Theorem 5.2 is perhaps
the most bright application of the topology τ .
Theorem 6.7 [Ti2]. For each n > 1, there is a mixing T such that M(T ) = {n}.
Idea of the proof. We use without explanation the notation introduced in the proof
of Theorem 5.2. Let
A0Gn := {T ∈ AGn | Te∗ is mixing}.
This set is endowed with the weakest topology in which the maps
A0Gn ∋ T 7→ Tg ∈ Aut(X, µ), g ∈ Gn, and
A0Gn ∋ T 7→ Te∗ ∈ (Mix(X, µ), τ)
are all continuous. It is easy to see that this space is Polish. The subsets
A1 := {T ∈ A0Gn | Te1 has a simple spectrum},
A2 := {T ∈ A0Gn | Teje−11
has a continuous spectrum if 2 ≤ j ≤ n},
A3 := {T ∈ A0Gn | Te1e0 has a simple spectrum}
are invariant Gδ in A
0
Gn
. The most difficult part of the proof is to show that they
are all dense. In view of (Pr4), it is not enough to show that they contain a free Gn-
action as in the proof of Theorem 5.2. Instead, an involved approximation argument
is elaborated in [Ti2]. Now take any T from the intersection A1 ∩ A2 ∩ A3, which
is non-empty. In view of Proposition 5.1, the transformation Te∗ is as desired. 
7. Spectral multiplicities of infinite measure preserving systems
Suppose now that T is a measure preserving transformation of an infinite σ-finite
standard measure space (X,B, µ). Since L2(X, µ) does not contain non-trivial
constants, the Koopman operator UT is defined in the entire space L
2(X, µ). The
absence of constants helps to solve the spectral multiplicity problem completely in
the infinite measure preserving case.
Theorem 7.1 [DaRy1]. Given E ⊂ N, there is an ergodic rigid infinite measure
preserving transformation T such that M(T ) = E.
Before we pass to the proof of the theorem, we draw attention of the reader to
two specific features of infinite measure preserving dynamical systems. First, the
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ergodicity of an infinite measure preserving transformation T is no longer a spectral
invariant. Indeed, if the maximal spectral type is continuous then there are no
invariant subsets of finite measure. However invariant subsets of infinite measure
may exist. Secondly, we recall that T is said to be multiply recurrent if for each
p > 0 and a subset A ⊂ X of positive measure there is a positive integer n such that
µ(A∩TnA∩· · ·∩TnpA) > 0. While every finite measure preserving transformation
is multiply recurrent [Fu], this is not true for infinite measure preserving systems.
For various counterexamples we refer to a survey [DaSi] and references therein.
However if T is rigid then T is multiple recurrent.
Idea of the proof of Theorem 7.1. Consider first a particular case when E = {k} for
some k > 1. Let T be an infinite measure preserving rank-one transformation such
that expUT has a simple spectrum. Then UT⊙(k−1)×T = (UT )
⊙(k−1) ⊗ UT . Hence
M(T⊙(k−1) × T ) = {k} by Proposition 3.4(ii), as desired (provided that T×k is
ergodic and rigid).
Now consider the general case. Fix k ∈ E, k 6= 1. Then constructK,D,H, T, τ, Y
in a similar way as in the proof of Theorem 4.1. Moreover, on infinitely many steps
of the inductive cutting-and-stacking construction of T put many additional spacers
to guarantee that T is infinite measure preserving. Next consider the product
transformation TY \τ × T
⊙(k−1)
ψ . It is rigid by construction. Slightly modifying the
proof of Theorem 4.1 and applying Proposition 3.4(ii), we obtain that M(TY \τ ×
T
⊙(k−1)
ψ ) = E ∪ {k} = E. A standard criterium of ergodicity of cocycles (see [Sc],
[GoSi]) is used to prove ergodicity of TY \τ × T
⊙(k−1)
ψ . 
A transformation T of infinite measure space is called mixing or of zero type
[DaSi] if UnT → 0 weakly. We note that mixing in the infinite measure does not
imply ergodicity.
Theorem 7.2 [DaRy2]. Given E ⊂ N, there is an ergodic mixing multiply recur-
rent infinite measure preserving transformation T such that M(T ) = E.
Idea of the proof. By Theorem 7.1, there is ergodic rigid infinite measure preserving
T with M(T ) = E. Hence T li → Id as i → ∞. We construct a rank-one mixing
transformation S such that M(T × S) =M(T ) and the product T × S is ergodic.
Since S is mixing, T × S is mixing too. To construct such an S, the technique to
force mixing (see Section 6) is applied. Namely, S appears as a limit of a sequence
of rank-one transformations Sn such that
(7-1) U
ln,k
Sn
→ δnUSn
along a subsequence (ln,k)
∞
k=1 of (li)
∞
i=1, where δn → 0. To construct Sn, an ap-
propriate class of infinite measure preserving systems is introduced. A rank-one
transformation is called a high staircase if it is associated with (rn, sn)
∞
n=1 such
that sn(i) = zn + i for all 0 ≤ i < rn and some zn ≥ 0. It is shown in [DaRy2]
that under an infinite version of the restricted growth condition from [Ad] (see also
Section 6), each high staircase is mixing independently of the choice of (zn)
∞
n=1.
This independence plays the key role to select (ln,k)k satisfying (7-1) inside (li)i.
Now (7-1) and Proposition 3.8(ii) imply that UT and US are strongly disjoint and
hence M(T × S) = M(T ) = E. The ergodicity of T × S is forced in [DaRy2]
simultaneously with forcing the mixing property of S. 
We conclude this section with an infinite analogue of Theorem 6.2. It is shown
in [DaRy2] via the forcing of mixing technique.
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Theorem 7.3. There is a mixing rank-one conservative infinite measure preserving
transformation T such that expUT has a simple spectrum.
8. Gaussian and Poisson realizations
We first recall definitions of the most popular dynamical systems of probabilistic
origin: Gaussian and Poisson ones. See [Co-Sin], [Le-Th], [Ne], [Roy] for more
information on them.
Gaussian systems. Let σ be a symmetric probability measure on T. Denote
by (σ̂(n))n∈Z the Fourier coefficients of σ. The Abelian group X := R
Z endowed
with the product topology is a Polish (but non-locally compact). Then the dual
group X̂, i.e. the group of continuous characters of X , is identified naturally with⊕
n∈ZR, i.e. the group of infinite sequences (tn)n∈Z such that tn 6= 0 for finitely
many n. The duality form is given by
(y, t) 7→ exp
(
i
∑
j∈Z
yjtj
)
, y = (yj)j ∈ X, t = (tj)j ∈ X̂.
Each probability measure µ on X is determined uniquely by its characteristic func-
tion, i.e. the Fourier transform µ̂(t) :=
∫
X
exp(i
∑
j∈Z yjtj) dµ(y), t ∈ X̂. Let µσ
denote the only probability measure on X such that
µ̂σ(t) = exp

−1
2
∑
n,m∈Z
σ̂(n−m)tntm

 , t = (tn)n∈Z ∈ X̂.
Since µ̂σ is invariant under the shift on X̂ , it follows that µσ is invariant under the
dual shift, say T , on X . The dynamical system (X, µσ, T ) (and, more generally,
each system isomorphic to it) is called a Gaussian dynamical system over the base
σ. Denote by Vσ the unitary operator acting in the Hilbert space L
2(T, σ) by
Vσf(z) := zf(z). Then UT ⊕ P0 is unitarily equivalent to expVσ. Recall that P0 is
the orthogonal projection on C1 ⊂ L2(X, µσ). It follows that
• If σ has an atom then T is not ergodic.
• If σ is non-atomic then T is weakly mixing.
• T has a simple spectrum if and only if V ⊙jσ has a simple spectrum for each
j.
Girsanov showed in [Gi] that given an ergodic Gaussian T , either T has a simple
spectrum or #M(T ) = ∞.13 He also constructed the first example of an ergodic
Gaussian T with a simple spectrum [Gi]. The first mixing Gaussian system with a
simple spectrum appeared in [New].
Poissonian systems. Let X = R and let µ denote the Lebesgue measure on X .
Denote by X˜ the space of Radon measures on X . We equip X˜ with the standard
Borel structure B˜ generated by the ∗-weak topology. For each compact subset
13Provided that ∞ 6∈ M(T ).
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K ⊂ X , we consider a map NK : X˜ → R given by NK(ω) := ω(K). Then there is
a unique probability measure µ˜ on (X˜, B˜) such that
• NK maps µ˜ to the Poisson distribution with parameter µ(K), i.e.
µ˜({ω | NK(ω) = j}) =
µ(K)j exp (−µ(K))
j!
for all K and integer j ≥ 0 and
• if K1 ∩K2 = ∅ then the random variable NK1 and NK2 are independent.
Let T be a µ-preserving homeomorphism of X . Then we define a Borel map T˜ :
X˜ → X˜ by setting T˜ ω := ω◦T . This map is one-to-one and preserves µ˜. It is called
the Poisson suspension of T . A probability preserving transformation isomorphic
to the Poisson suspension of an infinite measure preserving transformation is called
a Poisson transformation. An important property of the Poisson suspensions is
that the Koopman operator UT˜ ⊕P0 is unitarily equivalent to exp(UT ) [Ne]. Recall
that since µ is infinite, we consider UT in the entire space L
2(X, µ). It follows that
• If T has an invariant subset of finite positive measure then T˜ is not ergodic.
• If T has no invariant subsets of finite positive measure then T˜ is weakly
mixing.
• T˜ has a simple spectrum if and only if U⊙jT has a simple spectrum for each
j.
• If T is totally dissipative, i.e. there exists a subset B ⊂ X such that
X =
⊔
n∈Z T
nB, then T˜ is Bernoullian with infinite entropy.
• If X = X1⊔X2 and X1, X2 are T -invariant subsets of infinite measure then
T˜ = T˜1 × T˜2.
Let σ be a symmetric probability measure of maximal spectral type of T . Con-
sider a Gaussian transformation Tσ. Then UT˜ is unitarily equivalent to UTσ . Thus,
given a Poisson transformation, we can always find a Gaussian transformation which
is unitarily equivalent to it. We do not know if the converse is true.
Spectral multiplicities of Gaussian and Poisson systems. We consider here
the following version of (Pr1).
(Pr5) Given a subset E ⊂ N∪{∞}, is there a Gaussian or Poisson weakly mixing
transformation T such that M(UT ) = E?
In view of the aforementioned remark, it suffices to consider only the Poisson
realizations. It follows from the properties of Poisson suspensions that the direct
product of a Poisson transformation with a Bernoullian transformation is again a
Poisson transformation. Therefore it suffices to consider only subsets E ⊂ N. As
was noted in [Roy], there exists a Poisson transformation with a simple spectrum.
It remains to consider the case when E is infinite.
Theorem 8.1 [DaRy2]. Every multiplicative (and hence every additive) subsemi-
group of N is realizable as the set of spectral multiplicities of a mixing Poisson
transformation.
Proof. Fix p > 0. Denote by E the multiplicative subsemigroup of N generated by
p. Let T be a rank-one mixing transformation of an infinite measure space (X,B, µ)
such that expUT has a simple spectrum (see Theorem 7.3). We consider the space
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(X, µ)× (Z/pZ, λZ/pZ) and set Tp := T × I. Then
expUTp = exp((UT )
⊕p) =
∞⊕
n=0
((UT )
⊕p)⊙n =
∞⊕
n=0
(U⊙nT )
⊕pn
It follows that M(T˜p) = {p, p
2, . . .}. Thus E is Poisson realizable.
Now let, p 6= q ∈ N. Denote by E the multiplicative subsemigroup of N
generated by p and q. Let T and S be two mixing rank-one infinite measure
preserving transformations such that the unitary operator expUT ⊗ expUS has
a simple spectrum. Since exp(UTp ⊕ USq ) = expUTp ⊗ expUSq , it follows that
M(T˜p ⊔ Sq) = {p, p
2, . . .} ⋄ {q, q2, . . .} = E. Thus E is Poisson realizable.
The general case is considered in a similar way. 
It may seem that for each Poissonian (or Gaussian) transformation T , the set
M(T ) is a multiplicative subsemigroup of N. For instance, this is claimed in the
introduction to [Ro3]. The following counterexample is constructed in [DaRy2].
Example 8.2. Let T be an ergodic infinite measure preserving transformation
such that exp(UT ) has a simple spectrum. Then
U
T˜⊙T
= exp(UT⊙T ) = exp(UT ⊙ UT ) =
∞⊕
n=0
(UT ⊙ UT )
⊙n.
It follows from Proposition 3.4(ii) that M((UT ⊙ UT )
⊙n) = {(2n)!/(2nn!)}. Since
the measures of maximal spectral type of the operators (UT ⊙ UT )
⊙n, n ∈ N, are
pairwise disjoint, we obtain that
M(T˜ ⊙ T ) =
{
(2n)!
2nn!
∣∣∣∣n ∈ N
}
= {1, 3, 3 · 5, 3 · 5 · 7, . . .}.
We say that a pair of natural numbers (m, k) is good if there is a subgroup
Γ in Sm such that #Γ = k. We then set A(m, k) := {(mn)!/(k
nn!) | n ∈ N}.
Generalizing Theorem 8.1 and Example 8.2 we obtain the following.
Proposition 8.3. Given a sequence of good pairs (m1, k1), . . . , (ml, kl), the set
A(m1, k1) ⋄ · · · ⋄ A(ml, kl) ⊂ N is Poisson realizable. The same is true for an
infinite sequence of good pairs (m1, k1), (m2, k2), . . . .
9. Spectral multiplicities of ergodic actions of other groups
Ergodic flows. Since R contains Z as a co-compact subgroup, it seems natural
to export the results on spectral multiplicities for Z-actions to R-actions via the
inducing. The concept of induced action was introduced in [Ma] (see also [Zi]). In
our case, given an ergodic transformation T , the induced R-action W = (Wt)t∈R is
the flow built under the constant function 1 over T .
Theorem 9.1 [DaLe].
(i) Two ergodic transformations T and T ′ are isomorphic if and only if the
flows W and W ′ induced by them are isomorphic.
(ii) M(W ) =M(T ) ∪ {1}.
(iii) Thus for each E ⊂ N with 1 ∈ E, there is an ergodic flow W such that
M(W ) = E.
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However using the method of “induced flows” we can not obtain weakly mixing
realizations (each induced flow has a discrete component in the spectrum). More-
over, we can only realize subsets containing 1. Adapting the cutting-and-stacking
construction from Sections 2 and 4 we can prove the following analogues of Theo-
rems 2.1 and 4.1.
Theorem 9.2 [DaLe]. For each E ⊂ R such that E ∩ {1, 2} 6= ∅, there is a weakly
mixing flow W such that M(W ) = E. Also, M(Wt) = E for each real t 6= 0.
Rokhlin problem on spectral multiplicities can be solved also for flows.
Theorem 9.3 [DaSo]. For each n, there is a weakly mixing flow W such that
M(W ) = {n}.
The proof is based on the method of auxiliary group actions in the same way as
the proof of Theorem 5.2. The corresponding auxiliary group is R×Gn, where Gn
is the auxiliary group considered in Section 5.
Other groups. Let G be an Abelian non-compact locally compact second count-
able group. We note that the methods of realization of spectral multiplicities from
the previous sections are rather specific for Z-actions. Many of them can be adjusted
for R-actions. However, for general Abelian groups we encounter with new diffi-
culties. Our knowledge about spectral realizations in this case is rather restricted.
We hope that the (C, F )-construction (see the survey [Da2] and references therein)
being an algebraic counterpart of the geometrical cutting-and-stacking can help to
construct appropriate models.
Theorem 9.4 [DaLe]. If G′ is a torsion free Abelian discrete countable group then
for each E ⊂ R, if E ∩ {1, 2} 6= ∅ then there is a weakly mixing action W of G′
with M(W ) = E.
This theorem follows from the fact that if G′ 6= Z then G′ embeds densely into
R. It remains to apply Theorem 9.2.
Theorem 9.5 [DaLe]. If E ∋ 1 and one of the following holds
(i) G has a closed one-parameter subgroup,
(ii) G = D × F where D is a torsion free discrete Abelian group and F is an
arbitrary locally compact second countable group,
then there is a weakly mixing action W of G with M(W ) = E.
Theorem 9.6 [DaSo]. Let G = Rp × G′, where G′ contains a compact open sub-
group G′0. If one of the following is satisfied
(i) p > 0,
(ii) p = 0 but G′0 is a direct summand in G
′
(iii) p = 0, G′0 is not a direct summand in G
′ but there is no k > 0 such that
k · g′ = 0 for all g ∈ G′/G′0.
Then for each n > 1, there is an action W of G such that M(W ) = {n}.
Theorem 9.7 [So]. Let G be a discrete Abelian group or Rm with m ≥ 1. For each
(finite or infinite) sequence of positive integers p1, p2, . . . , there is a weakly mixing
action W of G such that M(W ) = {p1} ⋄ {p1} ⋄ · · · .
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10. Concluding remarks and open problems
(1) Two unitary operators U and V in a Hilbert spaces H1 and H2 respectively
are called cyclicly equivalent if there is a unitary operatorW : H1 →H2 such
that the image underW of each U -cyclic subspace is a V -cyclic subspace and
vice versa. It is shown in [Fr] that given two weakly mixing transformations
T and S, the Koopman operators UT and US are cyclicly equivalent if and
only if M(UT ) =M(US).
(2) How to realize {3, 4} or {3, 5}?
(3) (Thouvenot’s question) Which subsets E 6= {1} are realizable on prime
transformations? A transformation T of (X,B, µ) is called prime if B and
{∅, X} are the only (up to µ-null subsets) factors, i.e. invariant sub-σ-
algebras, of T . All the realizations considered in this paper have non-trivial
proper factors.
(4) In view of recent preprint [Pr], it is natural to ask: which subsets E are
realizable on transformations with absolutely continuous spectrum.
(5) Which subsets E 6= {1} admit smooth realizations? It is shown in [BlLe]
that every finite E containing 1 is realizable as M(T ) for a Lebesgue mea-
sure preserving C∞-diffeomorphism T of a finite dimensional torus.
(6) Are there realizations in the class of interval exchange maps? This prob-
lem was under consideration in [Os], [Ro1], [Ag2], [Ry4]. If T exchanges
n intervals then maxM(T ) ≤ n − 1 [Os]. For each finite E containing
1, Ageev constructs in [Ag2] an ergodic interval exchange transformation
T with M(T ) = E. This generalizes earlier results from [Os] and [Ro1].
Ryzhikov showed in [Ry4] that there is a three interval exchange transfor-
mation T such that expUT has a simple spectrum.
(7) A transformation T of (X,B, µ) is said to be of rank k, if k is the least
number such that there exists an infinite sequence of k mutually disjoint
Rokhlin towers for T that approximates B. We then write rk(T ) = k. It
is easy to verify that rk(T ) ≥ maxM(T ) [Ch]. It is shown in [KwLa] and
[FiKw] that given arbitrary l ≤ k, there exists an ergodic transformation T
with l = maxM(T ) and rk(T ) = k.
(8) Robinson in [Ro4] studied the spectral multiplicities of general isometric
extensions (see Section 2). He showed, in particular, that given an ergodic
cocycle φ of T with values in a compact group K, then maxM(Tφ) is no
less then the dimension of each irreducible representation of K.
(9) (Ageev’s problem from [Ag6]) Let G be an infinite countable discrete group.
Then by [Gl–We], it has the weak Rokhlin property, i.e. there is a G-action
T whose conjugacy class is dense in AG (see Section 5 for definitions).
Ageev shows in [Ag6] that then there is a map mG : G → N ∪ {∞} such
that mG(g) = maxM(Tg) for a residual subset of actions T ∈ AG. If
G is Abelian then mG(g) = 1 if g has an infinite order and mG(g) = ∞
otherwise. The problem is to describe mG for non-Abelian G. For instance,
it is shown in Section 5 that mGn(e1e0) = 1 and mGn(e∗) = n.
(10) Given a weakly mixing transformation T , it is interesting to investigate the
spectral multiplicitiesM(Tn) for all n > 0. For a generic T ∈ Aut(X, µ), we
haveM(Tn) = {1} for all n > 0. For each m ≥ 1, there are transformations
R with maxM(Rn) = 2mn, n > 0 (see [MatNa], [Ag1] and [Le1]). A family
of transformations S with “non-trivial” sequenceM(Sn) was constructed in
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a recent work [Ry6]. For instance, there is a weakly mixing transformation
S with M(Sn) = {jn} for some jn > 0 such that the sequence (jn/n)
∞
n=1
has infinitely many limit points.
(11) In a similar way, given a weakly mixing flow W = (Wt)t∈R, it is interesting
to study the map R ∋ t 7→ M(Wt). Not a lot is known about it (see
Theorem 9.2). Can it be “highly” non-constant? As shown in a recent
paper [LePa], the map R ∋ t 7→ supM(Wt) is of second Baire class. This
answered a question raised by Thouvenot.
(12) Is it possible to modify the construction of mixing realizations from Section 6
to make it effective? More precisely, how to choose the sequence (Nm)
∞
m=1
from the proof of Theorem 6.2 effectively?
(13) Investigate the spectral multiplicity problem for non-Abelian non-compact
locally compact second countable groups of type I [Ki]. Such groups include
the connected nilpotent Lie groups, the connected semisimple Lie groups
and the real or complex linear algebraic groups. A discrete countable group
is of type I if and only if it has a normal Abelian subgroup of finite index.
For the unitary representations of type I groups there is an analogue of the
spectral theorem [Ki]. Hence given a measure preserving action T of a type
I group, the spectral invariant M(T ) is well defined.
(14) A transformation T of (X,B, µ) is called approximately transitive (AT)
if for each finite family of non-negative functions f1, . . . , fl ∈ L
1
+(X, µ)
and any ǫ > 0 there exist n1, . . . , ns ∈ Z and f ∈ L
1
+(X, µ) such that
infλ1,...,λl≥0 ‖fj −
∑s
k=1 λkf ◦ Tnk‖1 < ǫ for each j = 1, . . . , l [CoWo]. In a
similar way, one can define the AT-property for actions of arbitrary locally
compact groups. Thouvenot observed that each AT-transformation has a
cyclic vector in L1(X, µ) (for the L1-analogue of the Koopman operator).
The problem is whether the AT-property implies simplicity of spectrum of
UT ? Examples of non-AT systems with simple spectrum appeared in a
recent paper [AbLe]14.
Appendix. Algebraic realizations
In order to obtain ergodic systems with various spectral multiplicities Robin-
son introduces in [Ro1] and [Ro2] a preliminary step which we call an algebraic
realization of subsets of positive integers. This preliminary step played an impor-
tant role in subsequent papers [Go–Li], [KwiLe], [KaLe], [Da3], [Da4], [DaRy1] on
spectral multiplicities. This appendix is devoted completely to algebraic realiza-
tions. We need some notation. Let G be a countable Abelian group and let v be a
group automorphism of G. Given g ∈ G, we denote by O(g) the v-orbit of g, i.e.
O(g) := {vi(g) | i ∈ Z}. The cardinality of O(g) is denoted by #O(g). We put
L(G, v) := {#O(g) | g ∈ G, g 6= 0}.
After Robinson showed in [Ro2] that every set L(G, v) ∪ {1} with G finite is real-
izable, a natural problem arose:
— which subsets of N can be written as L(G, v)?
He gave a partial answer there.
14Only for actions of some Abelian torsion groups.
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Lemma A.1 [Ro2]. Let E be a finite subset of N such that
(A-1) if n1, n2 ∈ E then lcm(n1, n2) ∈ E.
Then there is a finite Abelian group G and an automorphism v of G such that
E = L(G, v).
Does this lemma extend to subsets not satisfying (A-1)? In [KwiLe] the negative
answer (without proof) to this question is attributed to Weiss.
Proposition A.2. Let G be an Abelian group and let v be an automorphism of G.
If n1, n2 ∈ L(G, v) then lcm(n1, n2) ∈ L(G, v).
Proof. Let ni = #O(gi) for some gi ∈ G, i = 1, 2. We put d := #O(g1 + g2).
Suppose first that n1 and n2 are coprime. Since v
n1n2(g1+ g2) = g1+ g2, it follows
that d divides n1n2. Therefore there are d1, d2, l1, l2 such that d = d1d2, n1 = d1l1
and n2 = d2l2. Then
g1 + g2 = v
dl1(g1 + g2) = v
n1d2(g1) + v
n1d2(g2) = g1 + v
n1d2(g2).
Therefore g2 = v
n1d2(g2) and hence n2 divides n1d2. Since n1 and n2 are coprime,
n2 divides d2. Hence n2 = d2. In a similar way, n1 = d1. Therefore d = n1n2, as
desired.
In the general case, let n1 = m1p and n2 = m2p for some p,m1, m2 such that
m1 and m2 are coprime. Let w := v
p. It follows from the above that the w-orbit of
g1 + g2 consists of m1m2 elements. Hence the v-orbit of g1 + g2 consists of pm1m2
elements, i.e. lcm(n1, n2) ∈ L(G, v). 
Thus, we see that the class of subsets L(G, v) ⊂ N is rather restrictive. Therefore
to construct spectral realizations of subsets not satisfying (A-1) and infinite subsets,
Kwiatkowsky (jr) and Leman´czyk established in [KwiLe] a refined version of Lem-
ma A.1. To state it we need some more notation. Let G and v be as in Lemma A.1
and let H be a subgroup of G. We put L(G, v,H) := {#(O(h) ∩H) | H ∋ h 6= 0}.
Lemma A.3 [KwiLe]. Let E be a subset of N. If 1 ∈ E then there exist an Abelian
countable group G, a subgroup H of G and an automorphism v of G such that
E = L(G, v,H).
The next task was to remove the condition 1 ∈ E from the statement of Lem-
ma A.3. (It is interesting to note that there was no this condition in Lemma A.1.)
This problem was risen by Katok and Leman´czyk in [KaLe] devoted to spectral
realization of subsets containing 2 (and not containing 1). They considered only
finite subsets E ⊂ N and they needed finite G to realize such subsets. In [Da3],
the condition 1 ∈ E was removed from the statement of Lemma A.3 and spectral
realizations for each E ⊂ N with 2 ∈ E were constructed. However this did not
answer the Katok-Leman´czyk question because the corresponding groups G were
always infinite, even for finite E. The problem was finally settled in [Da4].
Lemma A.4 [Da4]. Let E be a non-empty subset of N. Then there exist a countable
Abelian group G, an automorphism v of G and a subgroup H in G such that E =
L(G, v,H). Moreover, if E is finite then we can choose G finite.
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Proof. Let E = {p1, p2, . . . , } with p1 < p2 < · · · . For each i > 0, we select a finite
group Bi and an automorphism θi of Bi such that for each 0 6= b ∈ Bi, the length
of the θi-orbit of b is pi. We now set
G := B1 ⊕B
⊕p1
2 ⊕B
⊕(p1p2)
3 ⊕ · · · ,
H := {(g1, g2, . . . ) ∈ G | gi = 0 if i /∈ {1, 2, 2 + p1, 2 + p1 + p1p2, . . .}}.
We consider two automorphisms of B
⊕(p1···pi−1)
i . The first one, say σi, is generated
by the cyclic permutation of the coordinates. The second one, say θ′i, is the Carte-
sian product θi × id× · · · × id. We note that (θ
′
iσi)
p1···pi−1 = θi × · · · × θi. We now
define an automorphism v of G by setting
v := θ1 × θ
′
2σ2 × θ
′
3σ3 × · · · .
We consider G equipped with v as a Z-module. Let us compute the set L(G, v,H).
Take 0 6= h = (g1, g2, . . . , ) ∈ H. Let l the the maximal non-zero coordinate of h.
If l > 2 then l = 2 +
∑k
i=1 p1 · · · pk for some k > 0. It is easy to see that
min{i > 1 | such that vih ∈ H} = p1 · · · pk+1.
Moreover, vp1···pk+1h = (g1, . . . , gl−1, θk+2gl, 0, 0, . . . ). Hence #(O(h)∩H) = pk+2.
The remaining cases where l = 1, 2 are considered in a similar way. We thus obtain
L(G, v,H) = E. 
We need a compactified version of this lemma. Suppose that G is a D-module
for a compact Abelian group D. Then we let
L(G,D,H) := {#(O(h) ∩H) | H ∋ h 6= 0},
where O(h) denotes the orbit of h under the action of D. We call a compact
D-module K finitary if the subset of elements with finite D-orbits is dense in K.
Lemma A.5 [Da4]. Let E be a non-empty subset of N. Then there exist a compact
monothetic totally disconnected group D, a countable D-module G and a subgroup
H in G such that E = L(G,D,H). Moreover, the dual D-module Ĝ is finitary. If
E is finite then we can choose G finite.
Proof. This lemma follows from Lemma A.4. The desired group D is the closure
of the cyclic group generated by v in the group of all automorphisms of G endowed
with the natural Polish topology. It is clear that L(G,D,H) = L(G, v,H). 
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