Empirical tests of the deterrence hypothesis -the idea that crime can be deterred through changes in the costs or benefits derived from committing crime -typically focus on estimation of the relationship between current crime rates and contemporaneous measures of economic conditions, demographics, and enforcement levels. We argue this approach is misguided because both past behavior and future conditions should impact decisions to commit a crime in the present. Accordingly, we develop an econometric model of aggregate crime rates that includes past behavior and expectations of future conditions. Model estimates suggest that expectations of future conditions are important in determining current crime rates. One implication of this finding is that the long run elasticity of crime rates with respect to policy variables may be orders of magnitude larger than short run elasticities, and depend upon whether the change is permanent or transitory. A second implication of this finding is that credibility and the ability of policy makers to commit are important in thinking about policies designed to deter crime.
The deterrence hypothesis, first formalized by Becker (1967) , states that criminals that are rational agents that weigh the costs and benefits of their actions in deciding whether or not to engage in criminal activity. Since its initial statement, empirical models of the socalled deterrence hypothesis have occupied a prominent place in economics. The standard approach to assessing the deterrence hypothesis is through investigation of the contemporaneous relationship between crime rates and variables that capture as well as possible the costs and benefits of committing crime. Results are of interest not only as tests of the deterrence hypothesis, but also in the role results play in informing policy. Further, the empirical investigation of the deterrence hypothesis has occupied a central position in the study of a variety of controversial issues, such as whether or not capital punishment is a deterrent to crime (Cameron 1994 We argue that the typical econometric model of the deterrence hypothesis is flawed. Our contention is based on the observation that empirical models of aggregate crime rates fail to take into account what should be one of the most important aspects of the crime commission decision if criminals are indeed rational -that decisions to commit a crimes have long term consequences. If one expands the model to include this possibility, expectations of future enforcement rates and economic conditions should matter in determining crime rates today, as should past crime commission decisions.
Estimates of our model suggest that both future expectations and past behavior exert an important impact on current crime rates. Our best estimates of contemporaneous elasticities of crime with respect to proxies of enforcement and punishment are small (on the order of −.05) but are generally in agreement with previous research. Once expectations of future conditions and past behavior are included in the model, the resulting multiplier effects generate long run elasticities that are much larger than short run elasticities, but elasticities generally depend upon both the nature of the change (i.e., whether transitory or permanent), and also how criminals perceive the change.
Our findings have important policy implications, not only because of the implication that long-run elasticities of crime rates with respect to measures of enforcement are larger than short-run elasticities. If expectations of future conditions are important in driving current crime rates, the policy maker's credibility and ability to commit to a course of action assume central importance in assessing the merits of policy changes.
Previous Literature
The literature on the deterrence hypothesis is voluminous and has several branches. Results vary with the time frame examined, the aggregation level of the data, and the econometric model employed. One common econometric approach -the approach followed in this paper -centers on a yearly state level panel of state crime rates, proxies for enforcement, punishment, demographics, and economic conditions running from 1970 to the present. Usually, incarceration rates are used to proxy punishment severity, while proxies of the likelihood of apprehension such as the relative size of the police force are used to measure enforcement.
In contrast to the pessimistic view of the importance of the magnitude of punishment in crime drawn by Cameron (1988) , most work has found that apprehension and punishment matter, a result in line with initial work on the deterrence hypothesis by Ehrlich (1973) and others. Spelman (2000) summarizes several recent estimates of the elasticity of crime with respect to incarceration rates, and reports that the typical estimated elasticity is on the order of −.05 to −.20, but estimates as large as −.38 have been obtained.
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Estimates of the impact of enforcement are more variable, and some of this variation may perhaps be attributed to reliance on different proxies for the intensity of enforcement.
Some researchers rely on direct proxies for apprehension and conviction probabilities (for example, Ehrlich (1974) and Lott and Mustard (1992) ). These measures are computed by calculating the number of arrests per offense. Research employing probability-style measures of enforcement typically finds quite large elasticities of crime with respect to apprehension, but are subject to the critique that, when such measures of enforcement are used, the same quantity (number of offenses) appears in the denominator on the right hand side of the model and in the numerator of the left hand side variable, strongly biasing results in favor of finding a negative relationship (Spelman, 2000) . 2 The most common alternative approach employs a less direct measure of the likelihood of apprehension which does not depend directly on crime rates, such as the relative size of the police force. Typical estimates of elasticities of crime with respect to the relative size of the police vary, but are probably around −.40 (see 1 The state-level estimates summarized by Spelman, in addition to his own estimates, include Marvell and Moody (1994), Becsi (1999) , and Levitt(1996) . Marvell and Moody (1994) who find the elasticity of violent crime with respect to the imprisonment rate is −0.06, while the elasticity of the property crime rate is −.17. Becsi's (1999) estimates for all types of crime range between −0.05 and −0.09, while Levitt's (1996) estimates are typically larger: his estimates of the violent crime elasticity and property crime elasticity, are, respectively, −.38 and −.26.
2 Spelman (2000, p.101-103) notes that this critique appeared in Blumstein, Cohen, and Nagin (1978) , which assessed the early literature on deterrence. The critique also figures prominently in Cloninger's (1975) assessment of initial econometric studies of the deterrence hypothesis. Relatedly, Levitt (1998) asks if it is measurement error, deterrence, or incapacitation that drives the negative correlation between arrest rates and crime rates, and Kessler and Levitt (1999) also contrast deterrence and incapacitation. Levitt 1997 Levitt , 2004 . At any rate, the bulk of empirical research on the deterrence hypothesis indicates that deterrence matters; apprehension rates and proxies for punishment severity appear to be inversely related to aggregate crime rates. Studies based on individual-level data largely corroborate these findings; for example, Grogger (1998) and Machina and Meghar (2004) .
The typical empirical study of the deterrence hypothesis also includes measures intended to capture economic conditions and demographics. Logically, economic conditions and demographics matter because they are important determinants of the opportunity costs of committing a crime. Kelly (2000) , using county level cross sectional data, found that measures of inequality are important in explaining violent crime. Using a state-level panel, Raphael and Winter-Ebmer (2001) argue that unemployment rates are important determinants of crime rates and that the drop in unemployment in the 1990's explains a large portion of the nation wide crime drop through the 1990s. Gould, Weinberg, and Mustard (2002) study the impact of wages and unemployment rates on crime rates and find that both matter in determining crime rates; they further find that wages have a larger impact on crime rates than unemployment rates. By contrast, Levitt (2004) argues that the magnitude of the effect of unemployment on crime is small and it is unlikely changes in unemployment rates played a large role in the drop in crime through the 1990s.
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While most empirical work on crime rates includes demographic control variables, few studies elaborate on the impact of these demographics. An exception is Levitt (1998) , who provides both theoretical and empirical support for the position that the age distribution matters in driving crime rates. 4 Thus, results vary as to the importance of demographics, economics, enforcement and apprehension in determining crime rates, inclusion of these things in an empirical model is well-motivated by theory. The fact remains, however, that crime rates appear to be relatively inelastic with respect to demographic variables, economic conditions, enforcement, and punishment.
An interesting feature of the empirical research on the determinants of crime is that it has moved away from estimation of models with a specific, explicit theory of criminal behavior in mind. 5 In the next section, we show how thinking about the long run impact of criminal decisions leads to a different sort of econometric model in which past behavior and expectations of future conditions matter in driving current crime rates. Our estimates obtained from this model are comparable with those from previous research, but the inclusion of future expectations and past behavior changes interpretation of these elasticities. Estimated elasticities are similar to previous research, however, the inclusion of future expectations changes the interpretation of elasticities. A further interesting aspect of our results is the possibility that some empirical anomalies may disappear when expectations are built into the econometric model. A common aspect of research on crime is that in crime regressions, estimated coefficients sometimes take on signs opposite those predicted by theory. For example, it is not uncommon to find that the size of the police force and the crime rate are positively correlated. 6 While these anomalies are often attributed to endogeneity problems, our results suggest that the problems may emerge because of a failure to correctly build expectations into the model.
Theory
Let the crime rate at time t in a given jurisdiction be given by c t , let X t denote a column vector of crime control policy variables (e.g., the relative size of the police force or the incarceration rate), and let Y t denote a column vector of variables measuring economic and demographic conditions that proxy incentives to commit crime (e.g., unemployment rates, poverty rates, or the age distribution of the population). A model of the aggregate crime rate in which both past crime rates as well as current and future expected values of X t and Y t are allowed to affect today's crime rate may be written as follows:
The row vectors A and B in (1) capture the impact of exogenous variables on the crime rate, and ρ reflects the degree to which potential criminals discount future conditions in reaching a decision to commit crime in the present. E t denotes the expectations operator with respect to the information set at time t. The parameter γ captures the degree of persistence in the crime rate -that is, the degree to which past crime rates influence current crime rates. The usual empirical model of crime only takes into account contemporaneous effects of X t and Y t on the current crime rate, which amounts to assuming that γ = ρ = 0 in equation (1) , meaning that criminals are assumed to place no weight on future conditions in deciding whether or not to commit a crime in the current period, and that past criminal outcomes have no role in predicting current criminal behavior. 7 Equation (1) allows for a much richer and more realistic setting where the current crime rate is allowed to be affected by past crime rates and expected future conditions.
There are several compelling microeconomic foundations for model (1) . For one, crime commission decisions have been observed to have large and persistent effects on labor market outcomes for offenders (see, for example, Lott 1992 , Waldfogel 1994 , and Waldfogel and Nagin 1996 . 8 If the implications of committing a crime are long-lasting, one expects that both past behavior and expectations of the future matter in deciding to engage in a criminal act, because the fact that a current potential criminal has committed a crime in the past alters lifetime returns from legitimate work (particularly if apprehended and punished).
Forward-looking behavior may also be motivated by the fact that punishment for a crime is not instantaneous. A crime committed today may not be immediately discovered, and the criminal may not be apprehended and punished until some unspecified time in the future.
Moreover, the structure of the legal system might cause criminals to be forward looking. If a criminal is caught and punished for a crime, this directly increases the costs of committing crime in the future, as in virtually every legal system repeat offenders are punished more vigorously than first time offenders.
A final justification for inclusion of forward-looking terms is that the decision to commit a crime today might lead to more crimes in the future, so the criminal has to make some guess as to the relative productivity of the criminal lifestyle both in the present and in the future. Such an assessment involves a joint evaluation of future labor market conditions, the future likelihood of apprehension, and the future severity of punishment. If one accepts this motivation for inclusion of expectations for the model in equation (1), how is equation (1) to be estimated? Iterating (1) forward and applying the expectations operator results in the following expression:
where
A, and Π 2 = 1 1+ργ B. Equation (2) (1996) find that the impact of conviction on earnings depends upon the age of the offender, and that younger offenders may in fact earn higher wages than their peers. They argue that this may be because offenders are likely to search for different types of jobs than others. For our purposes, there is no need to take a precise position as to how future prospects are effected, but only that future prospects are influenced by current decisions, and that agents should consider this when reaching current decisions about whether or not to engage in criminal activity.
with the problem of characterizing current expectations of the one-period-ahead crime rate. There are antecedents to follow in estimating equation (2) . Forward-looking terms routinely appear in estimation of the expectations-augmented Phillips curve (Fuhrer 1997 )and also in the empirical literature on rational addiction (Becker et. al. 1994) , to give two examples.
We briefly note that Equation (2) has implications for interpretation of estimated coefficients. Assessing the impact of changes in X t or Y t on crime rates requires first finding a rational expectations solution to (2); one cannot simply read off the values of estimated coefficients in (2) as elasticities. In section 4 of the paper, we will discuss how this can be done and how one might then interpret the estimated coefficients.
3 Model Estimation
Econometric Specification
From the reduced-form equation (2), our econometric specification can be written as:
where e i,t is an error term. The obvious difficulty in estimating (3) is that there is no available measure of the expectation of future crime rates formed at time t. We therefore construct E t c it+1 by regressing c it+1 , the realized one-year-ahead crime rate, on information available at time t -which in this setting includes past values of exogenous variables and crime rates. This amounts to treating the realized value of c t+1 as an endogenous variable in specification (3) and estimating the model using standard instrumental variables techniques.
The data set provides instruments in the form of past values of exogenous and endogenous variables, and for the time being, we shall rely on this "natural" instrument set in model estimation. Assuming that individuals form expectations rationally, the expectations error, i.e.,
, is uncorrelated with information available at time t, and can be folded into the error term e i,t .
Data
The data set is an expanded version of that used by Spelman (2001) and Ayres and Donohue (2003) . Spelman (2001) points out that this is essentially the same data have been used by Becsi(1999) , Levitt (1996) , and Marvell and Moody(1992), among many others. We update and expand this data set to be as current as possible. A. This set of variables comprise a base model of aggregate crime rates, upon which we will expand in subsequent sections.
Summary statistics of crime rates and the set of explanatory variables appear in table 4. From the table, one can see that there is considerable variation in both violent and property crime rates, and that a large part of the variation occurs between rather than within states. For demographic variables, while a non-negligible fraction of variation occurs within states, there is greater variation between states, rather than within states across time. The opposite is true of basic economic variables -for example, the unemployment rate exhibits more variation within states over time than it does across states. This comes as no surprise, as macroeconomic measures are likely to be highly correlated across states over time and are known to have changed rather substantially over the past few decades. While it appears that most of the variability in police per capita is between states, it is interesting to note that this is not so true of incarceration rates, which exhibit very similar degrees of within state and between state variation.
Estimation
We shall first discuss estimation and present results using a standard set of variables, and reserve discussion of more expansive models once some of the issues with model estimation have been developed. Essentially, estimated models are regressions of property and violent crime rates on the set of exogenous variables described in table 1. For comparative purposes, we begin by estimating simple OLS models without any future or past crime rates as explanatory variables, and then estimate models including future and past crime rates without controlling for endogeneity. We then present estimated models obtained using different estimation techniques.
In all estimated models, we employ the lagged values of police per capita and the incarceration rate. This is done for two reasons, one practical, and the other because of the circumstances under which these data were collected. Practically speaking, using lagged values in estimation rather than current values eases potential problems with endogeneity, as we can be certain that they are predetermined relative to crime rates. Using lagged values of incarceration rates and police per capita makes further sense as what should matter during the course of the year is the size of the police force or the incarceration rate -these are stock variables that are being used to explain the flow of crime rates. As these variables are typically measured very close to the end of the year, it would seem that the size at the very beginning of the year would be a better gauge of the level of enforcement and punishment during the year.
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Tables 2 and 3 -pertaining to property and violent crime rates, respectively -display results from initial attempts at estimating (3). All models on tables 2 and 3 include fixed effects and yearly time dummy variables. 12 The first column of tables 2 and 3 report OLS estimate models of property and violent crime rates omitting future and past crime rates as explanatory variables. From these results, one can see that while many of the explanatory variables are significant, some of them (such as police per capita and the poverty rate) have signs that are inconsistent with the deterrence hypothesis. The second columns on tables 2 and 3 reports results of OLS estimation, but now including future and past crime rates. This inclusion changes the sign of many coefficients, making the estimates more in line with coefficient signs suggested by the deterrence hypothesis. The estimated coefficients on the future and past crime rates are large in magnitude and significant, although the bulk of other explanatory variables are insignificant. OLS, however, is an inappropriate estimation technique as the model suggests that the expectation of the future crime rate, not actual future crime rates, should be in the model. The next three columns on both tables 2 and 3 are estimated using instrumental variables 11 The data appendix elaborates further on timing issues in the data. Levitt (1996) also uses the prison population lagged one period in model estimation.
12 All models are estimated using , and all models are estimated using heteroscedasticity and autocorrelation consistent standard errors. To correct for autocorrelation, we use the Bartlett kernel with a value of 3, which corresponds to a lag order 2 correction. We settled on this value of 3 using the rule of thumb suggested in Baum et. al. (2007) that the kernel length be on the order of T 1/3 .
techniques in which we replace the realized value of the future crime rate with its predicted value. As mentioned previously, this amounts to treating the future crime rate as endogenous and using past values of model variables as instruments. In model III on tables 2 and 3, we use four lags of all exogenous variables and the second-order lag of the dependent variablethe property or violent crime rate -as instruments for the future crime rate. The results are similar to previous results. Model selection statistics indicate that model III on both tables 2 and 3 is not overidentified (the Hansen-Sargan J test statistic suggests the overidentifying restrictions are valid), or underidentified (the Kleinbergen-Paap statistic indicates that the hypothesis the model is underidentified can be rejected). 13 However, the partial F-statistics from first stage estimation reported on tables 2 and 3 indicate that both the property crime and violent crime models may be only weakly identified. The rule of thumb is that firststage F-statistics should exceed 10 (see Staiger and Stock 1997 and Baum et. al. 2007) , and indeed, the models fail to reject the hypothesis of weak identification using more welldeveloped tests of instrument sets. This is not surprising given the rather large instrument set, and the apparent possibility that some, if not all, of the instruments are weak. As weak instruments can induce bias in instrumental-variables estimates, this potential problem must be treated with care. Crime data across states and over time is likely to be heteroscedastic in ways that are difficult to anticipate in the econometric model, which suggests that an estimation method more robust to arbitrary error structure be used. Moreover, one might argue that even if some of the left-hand side variables in the model are predetermined, correlation between error terms and the dependent variable may still be present. Under these conditions, an estimation method such as GMM may be preferred, and in column IV on tables 2 and 3, we estimate the model using GMM. While more robust to potential problems with error terms, the models displayed in column IV, tables 2 and 3, have done nothing to deal with weak instrument issues. In fact, some research suggests that GMM and instrumental variables estimates are particularly prone to bias induced by weak instruments, while other estimation methods, such as limited information maximum likelihood (LIML), are less susceptible to weak-instruments bias.
14 The final estimated models on tables 2 and 3 (column V on both tables 2 and 3) repeat the estimation of the model in of column IV using LIML. While this estimation method has the disadvantage in that one must assume that error terms are normally distributed, it has been argued (Baltagi 2008, chapter 8; Stock and Yogo, 2005) that LIML is less prone to bias in the presence of weak intruments. While these models still raise some cause for concern, it is encouraging that the LIML estimates are not radically different as the GMM estimates in column IV of tables 2 and 3.
While potentially problematic for a number of reasons, our initial efforts at estimation at least suggest that future and past crime rates are important determinants of current crime rates. There are concerns with these estimated models. First, fixed effects estimates in the presence of leads and/or lags of dependent variables can lead to dynamic panel bias (Baltagi 2008, Chapter 8) . While there is some argument about how important this bias is, particularly in panels with a long time dimension, the possibility remains that it may be present. Since an important aspect of our work is obtaining accurate estimates of the these parameters, we should be especially careful in avoiding this possibility. Second, some
if not all of our instruments may be weak and the instrument set may be too large. A small amount of experimentation with the instrument set verifies that its weakness has as much to do with the large number of instruments as it does to do with many of them being only weak predictors of future crime rates. We therefore seek to improve the specification by expanding the set of explanatory variables, and also exploring some alternative estimation methods less prone to these potential problems.
Expanded Model Estimation
As alluded to at the end of the previous section, a potential problem with estimating our model using fixed effects is dynamic panel bias, which may lead to bias in the estimated coefficients on future and past crime rates. A second challenge in estimation is dealing with weak instrument problems. Perhaps the most straightforward way to combat both of these difficulties is through introduction of additional variables into the model. This may aid with potential problems with dynamic panel bias, as additional variables may result in better controlling for persistent shocks at the state level. Additional information may also help in alleviating the weak instruments problem by expanding the potential universe of lagged exogenous variables that may be used as instruments, if not by directly suggesting instruments. We therefore expand the base data set to include some additional variables. Some of these variables are atypical in that they are not customarily part of the discussion of the econometric modeling of aggregate crime rates, and some variables that others have argued are important in understanding crime rates but are more controversial. This expanded set of variables includes: the fraction of state income spent on enforcement, a measure of capital punishment presence (specifically, executions per 1000 prisoners), whether or not states have passed a "shall issue" law, whether or not the state has "strike three" criminal sentencing legislation for repeat offenders. We also include the level of state per capita income, as it is commonly included in models of aggregate crime rates (e.g., Lott and Mustard 1997). We also include in the data set the statewide infant mortality rate, as it may pick up some unobserved component of quality of well-being, or possibly even the prevalence of drug usage. We introduce three further variables that serve solely as additional instrumental variables.
The first variable records whether or not a state had a close gubernatorial election in a given year, where we defined a close election to be one in which the top two candidates were less than 6 % apart in the statewide popular vote. Our logic was that the resolution of a close election would be known only very late in a given year, and therefore may represent a shock occurring to future policy and economic conditions that cannot have any direct bearing on current conditions. We also include the possibility that the close election was won by an independent or republican candidate, as one could argue that this results in different sort of policy shock than an election won by a democratic candidate. Lagged population growth rates may capture beliefs that others have about the future course of the state economy, and therefore may also serve as effective instruments.
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While adding data is perhaps the most basic way of improving the fit and performance of a model, a complementary alternative is to employ a different method of estimation. Difference-based estimators, for example, help in circumventing dynamic panel bias (Baltagi, 2008, Ch. 8). 16 The chief problem with working with data in differenced form is that that differencing renders both leads and lags of the dependent variable explicitly endogenous. Thus, when using difference-based estimators, we must treat both the lead and the lag of the dependent variable as endogenous in models estimated in differences. As a first step towards making these corrections to our estimated models, tables 5 and 6 present expanded models for property and violent crime rates, estimated in levels with fixed effects. These models are estimated in levels using either GMM or LIML with heteroscedasticity and autocorrelation consistent standard errors, including time dummy variables and fixed effects, and using four lags of all exogenous variables, in addition to the second and third order lagged difference of the dependent variable, as instruments. Model II on both tables shows results after pairing down the instrument set by dropping insignificant variables from first-stage instrumental variable regressions. 17 The model selection statistics indicate the model is neither overidentified or underidentified, and the smaller instrument set in- 15 We experimented with some additional instruments, for example, dummy variables capturing the electoral cycle in each state. Because Levitt (1996) also found these variables did not prove to be useful as instruments for policy changes, we do not discuss these results. 16 A further benefit of working with differences is that it anticipates potential stationarity problems in the data. Indeed, many of the series of interest (for example, the crime rates themselves) fail standard panel stationarity tests.
17 Appendix B provides a description of the ultimate instrument sets used in various estimated models.
creases the first-stage partial F statistic substantially. Model III on both tables 5 and 6 shows the results of estimating the model with the paired down instrument set using LIML.
As before, the aim in estimating models with LIML is to provide some verification that model estimates are not too sensitive to weak instrument bias. In terms of the estimated coefficients on the models, the coefficients for the future and past crime rates are significant, and some enforcement variables and some other explanatory variables -for example, the unemployment rate -are significant and are nearing levels suggested by prior research. While these estimates suggest that expectations and past behavior are important in explaining current crime rates, they still do not completely address the potential problem of dynamic panel bias. An alternative is to use an alternative estimator such as a differencebased estimator, and tables 7 and 8 present several such estimates. The progression as one moves left to right across tables 7 and 8 is roughly the same as that on tables 5 and 6. Initial model estimates are presented, the instrument set is reduced by excluding variables insignificant in the first stage regression and the model is estimated again, and then a final set of estimates are presented using LIML to check that estimates are stable under an estimation method more robust to weak identification. The first three columns on both tables present models in which lagged differences of exogenous variables, and the second-order lagged difference of the dependent variable, are used as instruments. The last three columns on both tables present models in which lagged levels of exogenous variables are used as instruments instead of lagged differences, as some have argued that using level-based instruments for differenced based estimators is useful because of the additional information brought to bear by levels (Baltagi, 2008, Ch. 8) .
Model V on tables 7 and 8 appears to exhibit the best all around performance. These models appear not to suffer from identification problems (either over-or underidentification), and have relatively large first-stage partial F statistics. Moreover, the estimation method (GMM) is flexible in terms of the assumption on the permitted structure of error terms, and standard errors are adjusted to be robust to heteroscedasticity and autocorrelation consistent. The estimation of the model in logged differences mitigates concerns about dynamic panel bias. As a final robustness check, model VI on tables 7 and 8 estimates the model using LIML, with similar results. If we take model V of both tables 7 and 8 as our best specification, we see that a small collection of the usual variables are significant. The estimated coefficient of police per capita in the property crime rate regression ( 
Interpretation of Estimation Results
Estimation results suggest that expectations of future conditions play an important role in determining crime rates. In light of this observation, interpretation of the estimated coefficients of exogenous variables is no longer straightforward. Consider an increase in the level of enforcement. This change has an immediate impact on the crime rate, but has an indirect impact on current crime rates by altering expectations of future crime rates. This is true even if this change is completely transitory in that it only applies in the current period, because future crime rates depend upon past values of the crime rate. This example highlights two critical aspects of assessing the importance of policy or other changes. First, one must consider that expectations are changed by current changes in exogenous variables. Second, one must know the exact nature of a change, and how this change is perceived by potential criminals to correctly assess its impact. To make these ideas concrete, consider the expectational difference equation (2) that we set out to estimate:
Where X t is a vector of policy variables, Y t is a vector of control variables, and Π 1 , Π 2 are row vectors of (estimated) coefficients. α 1 is the weight placed on future expectations of exogenous variables in driving current crime rates, and α 0 captures the dependence of current crime rates on past crime rates. Equation (4) can be solved in a way that facilitates interpretation. 18 Consider a simple case in which the vector X t is equal to a given constant plus some transitory component, so that X t = X + x t , where x t is a vector of randomly distributed terms with mean zero.
Similarly, suppose that other exogenous variables are simply given by their mean values with 18 The solution method is that described in Blanchard and Fisher (1985, p. 261-5 error terms added: Y (t) = Y + y t . Then, E t X t+1 = X, and E t Y t+1 = Y .
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We wish to describe the current crime rate c t as a function of information available at time t -that is, as a function of past crime rates, exogenous variables, and policy variables. This solution will have the form:
Where the values for P, Q, and a 0 are to be determined from model estimates. The values of P will describe the impact of permanent changes in exogenous variables on the current crime rate, while the values of Q will capture the impact of transitory changes in exogenous variables on the current crime rate. Once we have determined the value of a 0 , we will be able to assess the impact of permanent changes in exogenous variables on the steady-state, long run crime rate. From equation (5), the long run, steady-state crime rate can be written as:
From (6), one can see that the long-run impact on c of a unit change in the mean of a given policy measure or exogenous variable is
To find the coefficients of (5), iterate equation (5) forward one period and apply the expectations operator E t . This gives the following expression:
Inserting (7) into (4) gives:
Using the specifications X t = X + x t , and Y t = Y + y t in (8) and rearranging gives:
Matching coefficients between (9) to (5) results in a series of equations that map estimates of (4) into the coefficients of (5). Evidently, the autoregressive component of (5) is described by the equation:
Equation (10) is a quadratic equation in the estimated lead and lag terms, which can be solved accordingly:
An implication of (11) is that there will exist more than one solution to (4). This is not an uncommon occurrence in rational expectations models, and we follow the custom of selecting the stable root. This is generally the negative component of the quadratic in (11).
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Given a solution for a 0 , we have the following equations describing the coefficients of other terms in equation (5):
The solutions to these equations are estimated coefficients augmented to take into account that changes also influence expectations of future crime rates. The coefficients of P ij describe the impact of a permanent change in policy or in an exogenous variable on the current crime rate. The coefficients of Q ij , alternatively, tell us the impact of a transitory change in a policy or exogenous variable on the current crime rate, taking into account the impact of a change on expectations.
If we wish to find the ultimate long run impact of these policy changes, we must first solve the respective equation in (12) to get P ij , and then compute
as described in equation (6) . Performing these calculations and simplifying yields:
We now have three different ways of thinking about our coefficient estimates. Given coefficient estimates, we can describe the impact of a permanent shock on the current crime rate, a permanent shock on the long-run crime rate, or of a transitory shock on the current crime rate. 21 As described in the previous section, our belief is that our most reliable estimated models are those in column V of tables 7 and 8. The coefficients on the future and past crime rates for the property crime rate are .77 and .21, respectively; solving (11) gives a 0 = .26. For the violent crime rate, the estimated coefficients of future and past crime rates are .66 20 It bears mentioning that equation (11) results in some restrictions that estimated coefficients must satisfy if the equation is to be stable or even generate reasonable solutions. For example, it cannot be the case that α 0 α 1 > 1 4 , as then no solution exists. 21 Of course, the impact of a transitory shock on the long run crime rate is by definition zero.
and .30, respectively, resulting in a 0 = .39. Solving for P ij in equation (12) gives:
Thus, estimated coefficients must be inflated by a factor of (1 − α 1 (1 + a 0 )) −1 to assess the impact of an anticipated permanent change in an exogenous or policy variable on the current crime rate. For the property crime rate, (1 − α 1 (1 + a 0 ) ) −1 = 14.6, while for the violent crime rate, (1−α 1 (1+a 0 )) −1 = 7.0. From equation (12), transitory changes influence current crime rates according to the adjusted coefficients:
To assess the impact of transitory changes on current crime rates, estimated coefficients must be inflated by a factor of (1−α 1 a 0 ) −1 . For the property crime rate, (1−α 1 a 0 ) −1 = 1.19, while for the violent crime rate, (1−α 1 a 0 ) −1 = 1.24. These results indicate that permanent changes in exogenous variables have impacts on current crime rates that are orders of magnitude larger than transitory changes.
Using our expression for long run multipliers in equation (13), apparently estimated coefficients in the property crime model must be inflated by a factor of 50, and in the violent crime model by a factor of 25. In table 9, the various multipliers are applied to estimated coefficients to give a sense as to how elasticities change with the nature of the change in the exogenous variable and the time frame.
Discussion
The results displayed on table 9 must be considered with care for several reasons. There are some anomalous results in model estimation (for example, the positive sign attached to real per capita income in violent crime specifications). Estimates from models designed to avoid potential problems such as dynamic panel bias may suffer from weak identification. Since the estimated coefficients on future and past crime rates work their way into the denominators of multipliers, very small changes in model estimates may provoke rather large changes in long run elasticities. For example, if we applied the estimates from table 7, column I, in computing long run multipliers instead of those from table 7, column V, the long run multiplier changes dramatically, taking on a value closer to 2.3 rather than a value of 50! Some estimated models produce estimates of lead and lag terms that sum to greater than one, implying that the long run multiplier in response to permanent changes in exogenous variables cannot be computed.
On the other hand, the fact remains that in virtually any model we estimated, lead and lag terms appear to be significant and large, suggesting that past conditions and expectations of the future are of some importance in understanding current crime rates. Qualitatitively, this result implies that the exact nature of a change in a given exogenous variable -something heretofore ignored in the econometric literature on crime rates -is critical in understanding its current and eventual impact. A key aspect of our results is that not only does the nature of the change matter, but also the way it is perceived by potential criminals. The estimates on table 9 of the impact of changes on the current crime rate of a permanent change, for example, only apply if agents believe the change to be permanent, and the policy maker can credibly commit to a permanent change. Therefore, one must view the results on table 9 through a lens which includes an assessment of criminal perceptions and policy maker credibility.
Conclusions
In this paper we have estimated a model of aggregate crime rates that explicitly takes into account that if crimes are committed by rational agents, crime commission decisions should in part depend upon expectations of future economic conditions, enforcement, and punishment. While none of our estimated models are immune from criticism, virtually all of our estimation results imply that future expectations are important in explaining current crime rates, and that expectations are important in understanding the dynamics of aggregate crime rates. Even if one questions the quantitative results we have presented, their qualitative meaning is important.
Our finding that expectations matter presents both challenges and opportunities for policy makers. On the one hand, it becomes harder to predict the exact effect of planned policy measures on the crime rate because this will depend upon whether the change is perceived to be temporary or long-lasting. On the other hand, if policymakers can commit to a pre-specified and credible course of action, then it may be possible to effectively manage expectations and thus make crime-reducing policies more efficient. For instance, suppose governments are somehow committed to increasing enforcement for a prolonged period of time as soon as economic conditions deteriorate. If such a policy is credible, the impact of a contemporaneous increase in the unemployment rate on today's crime rate would be lessened because of the expectations of increased crime fighting effort in subsequent periods. Such a commitment, if practically feasible, would actually reduce the need for a contemporaneous increase in enforcement and make crime fighting less costly. Of course, to gain the needed credibility may take time and require significant resources in the short-run.
The implication that past behavior and expectations of the future are important in driving crime rate has rich and interesting implications for policy. We hope that our approach and results will invite fuller consideration of the role of expectations and credibility in the classic Becker (1967) model.
A Data Appendix
The data we used in this study basically derives from a version of the data set used in Spelman (2001) , made available by John J. Donohue on his website (http://islandia.law.yale.edu /donohue/pubsdata.htm). We checked all the data against historical sources and updated the data set so that it is as recent as possible. The data sources for individual items are as follows: 4. There is in fact detailed information on incarceration rates going back for some time.
The chief problem with this data is that there is a comparability problem. In practice, this problem appears to have a negligible impact on the data. In years prior to 1971 prison population data also includes persons jailed for some states. We took our data from the Statistical Abstract. We also relied upon some data from Bureau of Justice Statistics sources ( http://www.ojp.usdoj.gov/bjs/prisons.htm). As mentioned in the text, the prison population is typically measured on the last day of the year. The 5. Police data and expenditures data were taken from the Statistical Abstract. These data were checked against data appearing in the early versions of the Justice Expenditure and Employment Abstracts (JEEA). Since the Statistical Abstract had no data from 1980-1 on expenditure, we took this data from the JEEA. For similar reasons, police employment data from 1980-2 also derives from the JEEA. Missing values which had to be interpolated were 1973, 1984, 1989, 1990 , and 1996 for police employment data, and 1973, 1984, 1989, 1990 , and 2003 for the expenditure data.
6. Coding of three strikes legislation was developed following Marvel and Moody (2001), while coding of "shall issue" gun permit laws was developed following Donohue (2004) . Donohue describes several controversies in the coding of gun control laws, and his data includes several alternative means of codifying this information. We relied upon the coding which Donohue and Ayres (2003) refer to as the "Vernick" coding. We experimented with some of the other ways in which this information was coded but this had no perceptible impact on results.
7. All data on state income come from the Bureau of Economic Analysis's Local Area Personal Income Reports (http://www.bea.gov/bea/regional/reis/). This source also gives population data for each state. The growth rate of state income was calculated as the log difference in income. All income data was deflated using the CPI available from the St. Louis Federal Reserve (base 1982-4, available at http://research.stlouisfed.org /fred2/).
8. Data on the infant mortality rate derives from the Statistical Abstract.
9. Data on state gubernatorial elections cam from the Congressional Quarterly.
B Instrument Sets
This section describes the instrument sets used for the various instrumental variables regressions in the paper.
1. Table 2 , Model III: Second order lag of the property crime rate, and first, second, third, and fourth order lags of all exogenous variables.
2. Table 2 , Model IV: Second order lag of the property crime rate, and first, second, third, and fourth order lags of all exogenous variables.
3. Table 2 , Model V: Second order lag of the property crime rate, and first, second, third, and fourth order lags of all exogenous variables.
4. Table 3 , Model III: Second order lag of the violent crime rate, and first, second, third, and fourth order lags of all exogenous variables.
5. Table 3 , Model IV: Second order lag of the violent crime rate, and first, second, third, and fourth order lags of all exogenous variables.
6. Table 3 , Model V: Second order lag of the violent crime rate, and first, second, third, and fourth order lags of all exogenous variables.
7. Table 5 , Model I: Second order lag of the property crime rate, whether or not there was a close gubernatorial election, whether or not there was a close gubernatorial election won by a republican or independent, and first, second, third and fourth order lags of the fraction of income spent on enforcement, the population growth rate, and all exogenous variables.
8. Table 5 , Model II: The lagged fraction of income spent on enforcement, the lagged unemployment rate, the lagged poverty rate, the second order lag of the imprisonment rate, the third order lag of the percentage of population 25 to 34, and the fourth order lag of the percentage population black.
9. Table 5, Model III: Same as Table 4 , model II.
10. Table 6 , Model I: Second order lag of the violent crime rate, whether or not there was a close gubernatorial election, whether or not there was a close gubernatorial election won by a republican or independent, and first, second, third and fourth order lags of the fraction of income spent on enforcement, the population growth rate, and all exogenous variables.
11. Table 6 , Model II: The lagged infant mortality rate, the lagged poverty rate, and the lagged percentage population living in a metropolitan area, the second order lags of the unemployment rate and the percentage population living in a metropolitan area, the third order lag of the unemployment rate, and the fourth order lag of the percentage population living in a metropolitan area.
12. Table 6 , Model III: Same as Table 5 , model II.
13. Table 7 , Model I: Second order lag of the property crime rate, whether or not there was a close gubernatorial election, whether or not there was a close gubernatorial election won by a republican or independent, and first, second, third and fourth order lags of the fraction of income spent on enforcement, the population growth rate, and all exogenous variables. All instruments are in differences.
14. Table 7 , Model II: First order lags of the population growth rate, the unemployment rate, the poverty rate, the percentage population aged 25 to 34, and the percentage population living in a metropolitan area; second order lags of the incarceration rate and the fraction of population 25 to 34; third order lags of the percentage population 25 to 34 and the percentage population living in a metropolitan area, fourth order lags of the percentage population 18 to 24, and fifth order lags of the incarceration rate and the fraction of state income spent on law enforcement. Note that fifth order lags of the last two variables enter into the instrument set as these variables were lagged once to begin with. All instruments are in differences.
15. Table 7 , Model III: Same as Table 7 , Model II.
16. Table 7 , Model IV: Second order lag of the property crime rate, whether or not there was a close gubernatorial election, whether or not there was a close gubernatorial election won by a republican or independent, and first, second, third and fourth order lags of the fraction of income spent on enforcement, the population growth rate, and all exogenous variables. All instruments are in levels.
17. Table 7 , Model V: Second order lag of the property crime rate, first order lags of the population growth rate, the level of real per capita income, the unemployment rate, the fraction population aged 25 to 34, the percentage population living in a metropolitan area; second order lags of the population growth rate, the unemployment rate, the incarceration rate, and the percentage population living in a metropolitan area; third order lags of the the percentage population 25 to 34, the percentage population living a metropolitan area, the incarceration rate, and police per capita, fourth order lags of the incarceration rate, the fraction of income spent on enforcement, and the percentage population living in a metropolitan area. All instruments are in levels.
18. Table 7 , Model VI: Same as Table 7 , Model V.
19. Table 8 , Model I: Second order lag of the violent crime rate, whether or not there was a close gubernatorial election, whether or not there was a close gubernatorial election won by a republican or independent, and first, second, third and fourth order lags of the fraction of income spent on enforcement, the population growth rate, and all exogenous variables. All instruments are in differences.
20. Table 8 , Model II: First order lag of the fraction of state income spent on enforcement, population growth rate, infant mortality rate, unemployment rate, fraction population aged 18 to 24, fraction population living in a metropolitan area, presence of a shall issue law; second order lag of the incarceration rate, the infant mortality rate, fraction population aged 25 to 34, fractionc population living in a metropolitan area, the fraction population black, and the presence of a three strikes law; third order lags of the population growth rate, the unemployment rate, the percentage population living in a metropolitan area, the percentage population black, fourth order lags of the population growth rate, the fraction population aged 18 to 24, and the fifth order lag of the fraction state income spent on enforcement. All instruments are in differences.
21. Table 8 , Model III: Same as Table 8 , Model II.
22. Table 8 , Model IV: Second order lag of the violent crime rate, whether or not there was a close gubernatorial election, whether or not there was a close gubernatorial election won by a republican or independent, and first, second, third and fourth order lags of the fraction of income spent on enforcement, the population growth rate, and all exogenous variables. All instruments are in levels.
23. Table 8 Model V: Second order lag of the violent crime rate; first order lags of the population growth rate, the unemployment rate, the percentage population 18 to 24, the percentage population living in a metropolitan area, and the percentage population black, second order lags of the population growth rate, the unemployment rate, the percentage population living in a metropolitan area, the percentage population black; third order lags of police per capita, the percentage population 18 to 24, and the percentage population black, and fourth order lags of the population growth rate, the unemployment rate, and the percentage population living in a metropolitan area. All instruments are in levels.
24. Notes: All models are estimated in levels using logs, with yearly time dummy variables and state level fixed effects. Standard errors are heteroscedasticity and autocorrelation consistent. * * * denotes significance at 99 % * * denotes significance at 95 % * denotes significance at 90 %. Notes: Elasticities are computed using GMM estimates from tables 7 and 8, column V using the methods described in the text.
