Abstract. We study the T −equivariant quantum cohomology of the Grassmannian. We prove the vanishing of a certain class of equivariant quantum Littlewood-Richardson coefficients, which implies an equivariant quantum Pieri rule. As in the equivariant case, this implies an algorithm to compute the equivariant quantum Littlewood-Richardson coefficients.
Introduction
Ideas from physics contributed to the definition of a deformation of the integral cohomology of X = Gr (p, m) , the Grassmannian of p−planes in C m . It is the (small) quantum cohomology of X, which is a graded algebra over Z [q] , where the (complex) degree of q is m. It has a Z[q]−basis consisting of Schubert classes {σ λ } indexed by partitions λ = (λ 1 , ..., λ p ) included in the p × (m − p) rectangle (i.e. m − p λ 1 λ 2 ... λ p 0). The multiplication is governed by the quantum Littlewood-Richardson coefficients, a special case of the 3-point Gromov-Witten invariants, which encode enumerative properties of the variety X ( [W, KM, FP, Be, C, BCF, FGP, Bu1, Po] ).
The purpose of this paper is to study a T −equivariant version of the quantum cohomology, where T (C ) m is the torus of diagonal m×m invertible matrices acting on X. This was introduced by Givental and Kim ([GK] ) to study the (ordinary) quantum cohomology algebra. It is named the equivariant quantum cohomology and it is a deformation of both quantum and T −equivariant cohomology of X. It has a structure of a graded Λ[q] algebra, where Λ denotes the T −equivariant cohomology of a point, which is identified with the polynomial ring Z[T 1 , ..., T m ] (for a geometric description of T i see §2.2 below). Additively, it has a Λ[q]-basis {σ λ } indexed by partitions λ included in the p × (m − p) rectangle. The multiplication, denoted •, is determined by the equivariant quantum Littlewood-Richardson coefficients (EQLR) c
λµ , a special case of the 3-point equivariant Gromov-Witten invariants, introduced in [GK] (for more general varieties). Explicitly: ([Kim1] ). There are explicit formulae for the equivariant ( [KT, MS] , Prop. 2.1 below) and quantum Littlewood-Richardson coefficients ( [BCF, BKT] ). Therefore we are mainly interested in "mixed" EQLR coefficients, i.e. those with positive polynomial degree for which d > 0.
Our goal is to give an equivariant quantum Pieri rule for the equivariant quantum cohomology of X and an effective algorithm to compute the EQLR coefficients. The key to that is to employ Buch's notions of span and kernel of a stable map to X ( [Bu1] ) as well as classical Schubert calculus to obtain vanishing properties for some of these coefficients.
Conventions: 1. Unless otherwise specified, all the partitions used in this paper are included in the p × (m − p) rectangle.
2. The degree of c
λ,µ is d.
Notations: Write α → β if β is included in α and the Young diagram of α has one more box than the diagram of β. Denote by α − (resp. α + ) the partition obtained from α by removing (resp. by adding) m − 1 boxes from (resp. to) its border rim (recall that the border rim of a Young diagram is the set of boxes that intersect the diagram's SE border -see also the figure below). The partition α + can also be defined by the equivalent property (α + Write α ∨ for the partition dual to α, i.e. the partition whose Young diagram is the rotation with 180 degrees of the complement of the Young diagram of α, in the given rectangle; α will denote the partition conjugate to α, i.e. the partition in the (m − p) × p rectangle whose Young diagram is the transpose of the Young diagram of α.
The zero partition (i.e. the partition with all parts equal to zero) is denoted by (0). Note that σ (0) is the unit in the cohomology of the Grassmannian. The partition (1, 0, ..., 0) is denoted by (1).
1.1. Statement of the results. The main result of this paper is an equivariant quantum Pieri 1 rule for the Grassmannians. The rule must be a deformation of the corresponding equivariant and quantum rules ( [Be, KT] , see Sections 2.2 and 2.3 for details) and it is the simplest possible under these circumstances. There are no "mixed" terms:
1 In equivariant Schubert calculus the special multiplication by σ (1) has a more prominent role than in the classical one, therefore it is referred to as the "Pieri rule". A more general equivariant Pieri rule, involving multiplication by σ (k) or σ (1) k has been recently obtained in [R] for the complete flag manifold.
Theorem. (Equivariant Quantum Pieri rule)
The equivariant quantum multiplication for the Grassmannian Gr(p, m) satisfies the following formula:
Remark: Corollary 7 in [KiMa] gives another formula which is referred therein as the "equivariant quantum Pieri rule". It deals with a Pieri multiplication of a polynomial (the quantum double Schubert polynomial) with a special one in a presentation of the U m -equivariant quantum cohomology algebra of the complete flag manifold F l(m), obtained in [GK] . Since the (equivariant) quantum cohomology is not functorial, this formula does not imply one for the Grassmannian.
The theorem follows from a key vanishing condition of the EQLR coefficients:
In particular, c An algebraic consequence of the equivariant quantum Pieri rule and of an associativity equation of the equivariant quantum cohomology is a recursive formula satisfied by the EQLR coefficients. It expresses c
λ,µ as a combination of EQLR coefficients with degree d − 1, and EQLR coefficients with the same degree d, but with polynomial degree one larger. The formula is a generalization of a recursive formula for the equivariant LR coefficients (see [MS, O, KT] , or Prop. 2.1 below). This formula is the main ingredient in the proof of an algorithm, which shows that the EQLR coefficients are determined by their usual commutativity equation, by those appearing in the multiplication with the unit σ (0) , by the Pieri coefficients, and by the formula from the previous Corollary (for the precise statement, see Thm. 2 in §7 below).
Corollary. The EQLR coefficients satisfy the following formula:
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Preliminaries
In this section we recall some basic facts about the classical, equivariant and quantum cohomology of the Grassmannian, which are needed later in the paper.
2.1. Classical cohomology of the Grassmannian. Let Gr(p, m) be the Grass-
It is well-known that the classes σ λ do not depend on the choice of the flag F • , and that they form a Z−basis for the integral cohomology of Gr(p, m) (see [F1] Part III for an exposition about the subject). The multiplication in the cohomology ring is determined by the Littlewood-Richardson (LR) coefficients c ν λ,µ , which are positive integers, counting the number of points in the intersection of the Schubert varieties 
is the Gysin map associated to the structure morphism π : Gr(p, m) −→ pt (see Appendix for details). Positive combinatorial formulae for these coefficients, found in the literature as LittlewoodRichardson rules, are known (see e.g. [F1] Part I or [S] and references therein).
2.2. Equivariant cohomology. Let T be the m−dimensional complex torus (C ) m and X an algebraic variety with a T −action. Let ET −→ BT be the universal T −bundle. There is an induced T −action on the product ET × X given by t · (e, x) = (t −1 e, tx). This determines a quotient space X T = ET × T X, the homotopic quotient of X. It is an X−bundle over BT . The T −equivariant cohomology of X, denoted by H T (X), is by definition the ordinary (integral) cohomology of X T . The X−bundle projection π : X T −→ BT gives H T (X) a structure of Λ−algebra, where Λ denotes H T (pt) = H (BT ) (for details see [AB, GKM, Br1, Br2] ).
The topological spaces ET and BT are infinite dimensional, so in particular they are not algebraic varieties. Nevertheless, one can consider the direct system of finite-dimensional T −bundles ET n → BT n given by
These bundles form a direct system
BT n − −−− → BT n+1 where the horizontal maps are the inclusions. The direct limit of this system is the universal T −bundle ET → BT (for the construction above or similar ones see e.g. [Br2] , [H] , Ch.4 §11, or Ch. 7, [EG] §3.1). Let X T,n := ET n × T X be the induced finite dimensional approximations of X T . Then one can show that Br2] ). In particular, the equivariant cohomology of a point is
for n large. By letting n to go to infinity, we get that
where T i has complex degree 1, and is equal to the first Chern class c 1 (
( 1)) of the line bundle O(1) on P n−1 (i) , the i−th component of the product
(for a more intrinsic definition of H T (pt), see e.g. [Br1, Gr] ). Equivariant cohomology has functorial properties similar to those of ordinary cohomology. If f : X −→ Y is a T −equivariant map of topological spaces, it induces an pull-back map in cohomology f :
In certain situations, for such a T −equivariant map, there is also a Gysin map in cohomology (Y ) . For the purpose of this paper, we only consider the situation when X and Y are projective algebraic varieties and Y is smooth.
2
The definition and some of the properties of the Gysin maps can be found in the Appendix. A more detailed treatment is given in my thesis ( [Mi] ). A particular case of such an equivariant Gysin map, which will play an important role in what follows, is the "integration along the fibres" π T :
More about this pairing will be given in Prop. 2.2.
2.2.1. Equivariant Schubert calculus. Let X be the Grassmannian Gr(p, m) . It inherits a diagonal T −action by restriction from its Gl(m)− action. Given the finitedimensional approximation ET n chosen above, one can show that the X−bundle π : X T,n −→ BT n is the Grassmann bundle
where G(p, E) is the Grassmann bundle of rank p subbundles of the vector bundle E (see e.g. [EG] , Section 3.3, for the case T = C , p = 1 ). In particular, note that X T,n is a smooth projective variety for any positive integer n.
2 For more general situations, such as X or Y noncompact, or being able to find an "orientation"
for the map f , one can consult e.g. [FM] , or [F2] , Ch. 19.
Denote by Ω λ the Schubert variety of X determined by the standard flag These are T −stable varieties, so they determine varieties Ω λ × T ET n in X T,n , denoted by Ω λ,n , and Ω λ × T ET n , denoted by Ω λ,n . These varieties determine cohomology classes denoted by σ
Since these varieties are compatible as n varies, they determine equivariant cohomology classes denoted by σ
T (X). Note that cohomology classes determined by the Schubert varieties depend on the flag used to define them.
Since the classes σ λ form a Z−basis for the cohomology of the fibers of X T,n −→ BT n , the Leray-Hirsch theorem implies that the classes σ
The structure constants of the equivariant cohomology with respect to this basis, denoted by c ν λ,µ , are called the equivariant Littlewood-Richardson coefficients. They agree with the classical ones when |λ| + |µ| = |ν| and they are defined by the following formula in H T (X):
One way to effectively compute these coefficients is a recurrence formula, which appears in [MS, O, KT] . To state it, more notations are needed. Each partition λ 
Except for parts (a) and (b), the proposition follows immediately from the equivariant Pieri rule:
There is also a geometric definition of c ν λ,µ . It is the direct generalization of the geometric formula for the LR coefficients presented in §2.1. As in the classical case, it follows from a duality theorem, stated with respect to the equivariant pairing defined in the previous section:
Proposition 2.2 (equivariant duality Theorem). The following formula holds in H
Proof. This is found in the proof of Lemma 4.2, [Gr] for the variety of complete flags. The result for Grassmannians follows by pulling back using the (T −invariant) Gr(p, m) which induces an injective homomorphism
in the equivariant cohomology. For a direct proof see [Mi] .
The proposition implies that
This is the form that will generalize to the definition of the equivariant quantum LR coefficients.
2.3. Quantum cohomology. The (small) quantum cohomology of X is a graded, commutative Z[q]−algebra with unit, where the complex degree of q is equal to m. It has a Z[q]−basis {σ λ } indexed by partitions λ included in the p × (m − p) rectangle. By definition σ λ has complex degree equal to |λ|. The multiplication, denoted by , is defined by:
The sum is over ν such that |λ| + |µ| = |ν| + md. The coefficients c
λ,µ are called quantum Littlewood-Richardson coefficients, and they are a special case of the (3-point, genus 0) Gromov-Witten invariants. They are equal to the number of rational curves of degree d passing through Schubert varieties
It is a deep result that this gives an associative operation. The degree 0 quantum LR-coefficients are equal to the ordinary LRcoefficients c ν λ,µ . In other words, the quantum cohomology is a deformation of the ordinary cohomology of X.
Denote the quantum cohomology of X by QH (X). Further study of this algebra was done by [W, Be, BCF, Bu1, Y, BKT, FW, Po] . Recall a particular case of the "quantum Pieri rule" first proved in [Be] :
. This formula will be generalized to the equivariant setting in §5.
We recall next the formal definition of the quantum LR-coefficients. Let M 0,3 (X, d) be the Kontsevich moduli space of degree d stable maps from (arithmetic) genus 0 rational curves to X with 3 marked points ( [KM, FP] ). Represent the closed points of this space by (C, p 1 , p 2 , p 3 ; f ). There are evaluation maps Gr(p, m) which send a stable map (C, p 1 , p 2 , p 3 ; f ) to f (p i ) and the forgetful map
where σ α is the Schubert class in H 2|α| (X) and π is the Gysin morphism (cf. §2.1).
Proof. See e.g. Lemma 14 in [FP] . Gr(p, m) , so the definition above becomes the geometric definition of the classical LR-coefficients. We will see that this definition of quantum LR coefficients generalizes to the definition of the equivariant quantum LR coefficients.
Equivariant quantum Schubert calculus
3.1. Equivariant quantum cohomology. The definition of the equivariant quantum cohomology of a variety X with a G-action was given in [GK] . Computations and properties of this object can be found in [GK, AS, Kim1, Kim2, Kim3] .
We restrict ourselves to the case when X = Gr(p, m) and G = T (C ) m , as in the previous sections. Moreover, we work with small equivariant quantum cohomology obtained by considering a certain restriction of the (big) equivariant quantum product.
We state some of the properties of T −equivariant quantum cohomology of X as found in [Kim1, Kim2] 
(1) The equivariant quantum cohomology of X is a graded associative, commutative Λ[q]-algebra with unit. 
λ,µ are the equivariant quantum Littlewood-Richardson coefficients (EQLR).
The EQLR coefficients are a generalization of both the (non-equivariant, pure) quantum and the equivariant LR coefficients and have the following properties:
λ,µ is the quantum LR-coefficient.
Note that (ii) and (iii) imply that the equivariant quantum cohomology algebra is a graded deformation of both equivariant and quantum cohomology of X. The definition of the EQLR coefficients will be given in the next section.
Notation. The T −equivariant quantum cohomology of X is denoted by QH * T (X).
Summarizing the facts above, yields:
sending a basis element σ λ to the corresponding σ λ in QH (X), respectively to σ
Proof. The basic properties of the equivariant quantum cohomology are proved in [Kim1] (sections 4 and 5) and [Kim2] , using a slightly different definition of the EQLR coefficients (we will show in the Appendix that Kim's definition and the one we use, from the next section, agree). The main part of Kim's proof, showing the associativity ([Kim2] §3.3), is similar to the proof of the associativity of the (non-equivariant) quantum cohomology, by noting that all the maps involved in the proof are T −equivariant. More details can also be found in my thesis [Mi] . The isomorphisms from (a) and (b) follow respectively from properties (iii) and (ii) above of the EQLR coefficients. These are proved in lemmas 9.3 and 9.2 in the Appendix.
Remark: There is another description of QH * T (X), involving a presentation with generators and relations. This presentation was first computed in [GK] for Grassmannians and complete flag manifolds, then in [AS, Kim1] for partial flag manifolds. These presentations were used to derive presentations for the corresponding nonequivariant quantum cohomology algebras. Also, equivariant quantum cohomology has been successfully used to study Mirror Symmetry phenomena (see [G] ).
3.2. Definition of the equivariant quantum Littlewood-Richardson coefficients. The goal of this section is to present the definition of the EQLR coefficients. The main references are [Kim1, Kim2] .
Recall that σ T λ (resp. σ T λ ) denote the equivariant cohomology Schubert classes defined with respect to the standard (resp. the opposite) flag. Recall also the following diagram from Section 2.3:
where ev i is the evaluation at the i−th point, 1 i 3. The T −action on X induces a T −action on M 0,3 (X, d) by:
wheref (x) := t · f (x), for x in C and t in T . All the maps involved in the above diagram are T −equivariant, therefore they determine a diagram
The EQLR coefficients generalize both their equivariant and quantum versions. Given the the definitions of the latter ones in Sections 2.2 and 2.3 , there is only one sensible choice:
T is the equivariant Gysin morphism.
Proof of the Main Lemma
In this section we prove the Main Lemma and an additional vanishing result for the EQLR coefficients. For that, we need to introduce some results due to A. Buch (see [Bu1, BKT] ). Let f : (C, p 1 , p 2 , p 3 ) −→ X be a stable map of degree d, where the curve C is isomorphic to a tree of P 1 's. The kernel of f , denoted ker(f ), is the largest subspace that is contained in all f (x) for x ∈ C. Similarly, define the span of f , denoted span(f ), to be the smallest subspace that contains all f (x) for x ∈ C.
Remark:
The above definitions of the kernel and the span are a slight generalization of the definitions in [Bu1] since we allow the curve C to be reducible.
The following two results can be found in [Bu1] when C P 1 .
Proposition 4.1. The kernel of f has dimension at least p − d and the span of f has dimension at most p + d.
C i is a tree of rational curves C i P 1 , and f restricted to each C i has some degree d i such that
We use induction on the number s of components of C. If s=1, the assertion is Lemma 1 in [Bu1] . Suppose s > 1. Assume that C = C 
C
(2) , where C (1) and C (2) are trees of rational curves in C intersecting in some point x ∈ C. Let d (i) be the degree of f restricted to C (i) . Let W (i) , K (i) be the span respectively the kernel of f restricted to C (i) . The induction hypothesis implies that dim( 
For the kernels, note that both K
(1) and K (2) are contained in f (x), with codimensions at most d
(1) respectively d (2) . Then the codimension of their intersection is at most
Denote by λ(d) the partition obtained from λ by removing its first d rows and byλ(d) the partition obtained from λ by removing the leftmost d columns. To be 
m) and W belongs to the Schubert variety
Ωλ (d) (F • ) in Gr(p + d, m).
Proof. The Proposition is Lemma 2 in [Bu1] for C P
1 , but the proof for general C is the same. This follows from the observation that
Lemma 4.3. Let λ, µ, ν be three partitions in the p × (m − p) rectangle such that one of the following holds:
Details can be found in [Mi] .
Proof of Lemma 4.3. The idea of proof to show that if c ν,d
λ,µ is different from 0 then the intersection ev
) is nonempty. Then use Prop. 4.2 to get a contradiction.
Assume that c
λ,µ is not 0. By the definition of the equivariant Gysin morphism, the EQLR coefficient is equal to
where T acts diagonally on Y . Note that V is T −invariant and that the pull-back of its equivariant cohomology class in H T (Y ) satisfies
(this follows from the finite dimensional approximation approach, discussed in §2.2 above). Thus the inverse image F −1 (V ), which is equal to the intersection
). This amounts to the existence of a stable map
But it is a general fact that two Schubert varieties defined with respect to opposite flags are in general position (see e.g. [F1] , pag. 149) . It follows that the cohomol-
The case when d < m−p is treated in a similar fashion, using a (p+d)−dimensional space W f including the span of f .
The key result of this paper is a sufficiently general condition that implies one of the hypothesis of Lemma 4.3, therefore giving a sufficient condition for the vanishing of the EQLR coefficients. This condition is spelled out in the Main Lemma. We divide its proof into two other lemmas, which we prove first, corresponding to the hypotheses (1) and (2) of Lemma 4.3.
Lemma 4.4. Let λ and ν be two partitions included in the p × (m − p) rectangle and let d be a positive integer. Suppose that d < p and that
Proof. To prove the Lemma, it is enough to verify the following inequality:
which finishes the proof of the Lemma. (Gr(p + d, m) ). (Gr(m − p, m) ) and it is wellknown that ψ sends the class σ λ ∈ H (Gr(p, m) ) to the class σ λ ∈ H (Gr(m − p, m) ), where λ is the partition conjugate to λ.
Proof. Consider the conjugation isomorphism
Note that the hypotheses of the Lemma 4.4 are satisfied when using partitions Gr(m− p − d, m) and Gr(p + d, m) gives that
m)). Using again the conjugation isomorphism for the Grassmannians
To finish the proof it is enough to prove the following combinatorial fact: 
Then Lemma 4.3, statement (1), implies that c
we can rewrite the inequality |λ| + |µ| |ν| + md as
Since |µ|, |ν ∨ | p(m − p), one has that pd < p(m − p), which implies d < m − p, as needed. Hence we can apply Lemma 4.5 to get that σλ (d) Remark: There is another proof of this result, which doesn't use Buch's results, and which generalizes to any homogeneous space G/P . However, this proof is weaker, in the sense that it does not imply the vanishing result from the Main Lemma (which improves the algorithm from §7). That is why we have chosen the proof above.
Next we prove another vanishing result, to be used later ( §7).
Proposition 4.7. Let λ be a partition included in the
p × (m − p) rectangle. Then c (0),d λ,(m−p) p = 0 for d < min{p, m − p}. Proof. By Lemma 4.3, the result follows if σ (m−p) p (d) · σ (m−p) p (d) = 0 in H (Gr(p − d,
m)). For that, it is enough to note that
where the last inequality follows from the assumption d < m − p.
Equivariant quantum Pieri rule
We prove the equivariant quantum Pieri rule, then a recursive formula for the EQLR coefficients. These will be the main ingredients of an algorithm to compute the EQLR coefficients (cf. §7). Recall that the equivariant quantum cohomology of X is denoted by QH * T (X) and that the equivariant coefficient c 
Theorem 1 (equivariant quantum Pieri rule). The following formula holds in
where the last term is omitted if λ − does not exist.
Proof. The equivariant quantum Pieri rule is a deformation of both equivariant and quantum Pieri rules. In particular, it must contain at least the terms on the right side. It remains to prove that there are no other terms. The only possibilities are terms of the form c Proof. We use the EQ Pieri rule and the associativity relation
• σ λ for any partition λ. The result will follow from the identification of the coefficient of q d σ ν in both sides of the relation. Indeed, we have
Collecting the coefficient of q d σ ν from both sides gives
Then formula (5.2) follows by rearranging the terms of expression (5.3).
Two formulae
The main ingredient of the algorithm to compute the EQLR coefficients, found in the next section, is the recursive formula (5.2). Roughly, the coefficient c
λ,µ from the left side of (5.2), for λ = ν, will be computed using the coefficients from the right side. If λ = ν, but µ = ν, one uses the coefficient c Assumptions on the EQLR coefficients. Unless otherwise stated, for the remining part of this paper we will forget the information about the EQLR coefficients coming from their definition, and consider them only as (possibly nonhomogeneous) rational functions in the fraction field of Λ. Thus, a priori, we may have a nonzero coefficient c
λ,µ with negative |λ| + |µ| − |ν| − md. The latter quantity will still be referred to as "polynomial degree", to distinguish it from the "degree" d of c
We also assume that the coefficients satisfy the following equation, obtained by rewriting the equation (5.2) above as:
Recall that we omit the coefficient c 
if α = λ In the case λ = α, l denotes the nonnegative integer |λ| − |α|, and the sum is over all chains of partitions 
Here ( In particular λ is not included in ζ, thus, by commutativity and formula (6.2)
Consider now a coefficient c
. Combining (6.1),(6.4),(6.5),(6.6) and noting that
(the sum is over all δ such that δ → α and δ included in λ) yields
The first (resp. the second) sum is over all δ such that δ → α and included (resp. not included) in λ, while E λ,α (d) is obtained by collecting all the terms involving coefficients of degree d − 1. If d = 0 the same proof shows that E λ,α (0) = 0.
To finish the proof it remained to show that R λ,α is not equal to zero. Since the partition α (j) is included in λ (j = 0, ..., |λ| − |α|) , F λ,α (j) is a linear homogeneous polynomial in variables T 1 − T 2 , ..., T m−1 − T m with positive coefficients. This shows that there cannot be cancellations in the sum defining R λ,α (T ).
An algorithm to compute the EQLR coefficients
Granting the fact that the equivariant quantum multiplication is a commutative operation with unit, the next theorem shows, by an algorithm, that all EQLR coefficients c Before proving the theorem, we would like to emphasize the following corollary, which is a weaker, but useful, version of the opening paragraph of this section: (Gr(p, m) (a') c λ,µ as a combination of EQLR coefficients of polynomial degree one larger (first and second term in the right side) and coefficients of degree d − 1 (third term), the latter ones known by induction on d. The polynomial degree induction, applied to the coefficients appearing in the first two terms of the right side of (6.1) finishes the algorithm. There is also a method to reduce the number of computations needed in Step 2 of the algorithm. This method can be applied to compute the coefficients c This follows from the fact that the function R λ,α , for any pair α ⊂ λ (cf. Prop. 6.2), and the coefficients in the hypothesis of the algorithm satisfy this property, and that all the terms in equation (6.1) have the same polynomial degree. Unfortunately, it is not apparent from the algorithm that c
λ,µ is a polynomial. Nevertheless, this can be deduced from its "geometric realization". We have just proved: 4 Theoretical algorithms computing quantum LR coefficients have been obtained in [BKT] (it uses the intersection theory on 2-step flag manifolds), or [BCF] (the rim-hook algorithm). For explicit calculations we recommend Buch's Littlewood-Richardson calculator, implemented in C, which can be found at http://home.imf.au.dk/abuch/lrcalc/.
5 A geometric proof of this result can be obtained by using the canonical action on Gr(p, m) of the maximal torus T (m) (C ) m /C in P GL(m). Details can be found in [Mi, Mi2] .
