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A GAP OF THE EXPONENTS OF REPETITIONS
OF STURMIAN WORDS
SUZUE OHNAKA AND TAKAO WATANABE
Abstract. By measuring the smallest second occuring time of every factor of an infinite word
x, Bugeaud and Kim introduced a new quantity rep(x) called the exponent of repetition of
x. Among other results, Bugeaud and Kim proved that 1 ≤ rep(x) ≤ rmax =
√
10 − 3/2 and
rmax is the isolated maximum value when x varies over the Sturmian words. In this paper, we
determine the value r1 such that there is no Sturmian word x satisfying r1 < rep(x) < rmax and
r1 is an accumulate point of the set of rep(x) when x runs over the Sturmian words.
Introduction
Let A be a finite set. A finite or infinite sequence x = (xi) of elements of A is called a word
over A. As usual, we write x = x1x2 · · · for a word x = (xi). The subword complexity p(n, x)
of a word x is defined to be the cardinality of the set of subwords of length n occuring in x.
It is known that, for an infinite word x, x is eventually periodic if and only if the sequence
{p(n, x)}n is bounded. A word x possessing the least possible unbounded sequence {p(n, x)}n is
called a Sturmian word. Namely, a Sturmian word is defined to be an infinite word x satisfying
p(n, x) = n + 1 for every n ≥ 1. Notice that any Sturmian word x is consisting of two letters
since p(1, x) = 2. We denote the set of all Sturmian words over A by St(A), or simply St. It is
well-known that any Sturmian word x = x1x2 · · · over {0, 1} is represented as a lower or upper
mechanical word, namely there are an irrational real number θ ∈ (0, 1) and a real number ρ such
that xn = ⌊θ(n+ 1) + ρ⌋ − ⌊θn+ ρ⌋ for all n or xn = ⌈θ(n+ 1) + ρ⌉ − ⌈θn+ ρ⌉ for all n. Then
θ is called the slope of x.
In the paper [2], Bugeaud and Kim defined another complexity function r(n, x) for an infinite
word x and n ≥ 1 as follows:
r(n, x) = min{m ≥ 1 | xi+n−1i = xmm−n+1 for some i with 1 ≤ i ≤ m− n},
where xji denotes the factor xixi+1 · · · xj of x for i ≤ j. In other words, r(n, x) denotes the
length of the smallest prefix of x containing two occurrences of some factor of length n. Here
we notice that an overlap is admitted in two occurrences of a factor. Then the quantity rep(x),
called the exponent of repetition of x, is defined by
rep(x) = lim inf
n→+∞
r(n, x)
n
.
It was proved in [2] that every Sturmian word x satisfies
1 ≤ rep(x) ≤ rmax :=
√
10− 3
2
= 1.66227 · · ·
and if rep(x) = rmax, then the continued fraction expansion of the slope of x is of the form
[0, a1, a2, · · · , aK , 2, 1, 1] for some K. As noticed in [2, below of the proof of Lemma 7.6], rmax
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is an isolated point of the set rep(St) = {rep(x) |x ∈ St}. On the other hand, the argument of
the proof of [2, Theorem 3.3] shows that the minimum 1 is an accumulate point of rep(St).
In this paper, we prove the following for rep(St):
Theorem 0.1. Let
r1 :=
48 +
√
10
31
= 1.65039 · · · and r2 := 415
√
149− 2693
1438
= 1.65001 · · · .
Then there is no Sturman word x satisfying
r1 < rep(x) < rmax.
The value r1 is an accumulate point of rep(St). Moreover, if x ∈ St satisfies r2 ≤ rep(x) ≤ r1,
then the continued fraction expansion of the slope of x is of the form
[0, a1, a2, · · · , aK , (2, 1, 1)n1 , 1, (2, 1, 1)n2 , 1, · · · ]
for some K and some sequence n1, n2, · · · of positive integers, where (2, 1, 1)ni denotes the peri-
odic sequence repeating 2, 1, 1 ni times .
In Section 2, we show that the open interval (r1, rmax) is a gap of rep(St) and r2 is attained on
rep(x) of some x ∈ St with the slope [0, 2, 1, 1, 2, 1, 1, 1]. In Section 4, we prove that r1 is equal
to the limit of rep(x(n)) as n → ∞ for some sequence {x(n)} in St. In Section 5, we conclude
that r1 is the largest accumulation point of rep(St).
1. Preliminaries
Any irrational real number α ∈ R \Q has a unique continued fraction expression such as
α = a0 +
1
a1 +
1
a2 +
1
.. .
= [a0, a1, a2, · · · ] ,
where a0 is an integer and a1, a2, · · · are positive integers. For each n ≥ 1, the fraction
pn
qn
= [a0, a1, · · · , an]
is called the nth convergent of α.
Let A be a finite set and x = x1x2 · · · be a word over A. A subword of consecutive letters in
x is called a factor of x. If both y and z are factors of x and x = yz, then y is called a prefix of
x and z is called a suffix of x. We denote the factor xixi+1 · · · xj of x by xji . If x = x1 · · · xℓ is a
finite word, then the number ℓ of letters in x is called the length of x and is denoted by |x|.
In the following, we consider only A = {0, 1}. As in Introduction, St denotes the set of all
Sturmian words over A. For an irrational real number θ ∈ (0, 1) and a real number ρ, we set
sθ,ρ(n) = ⌊θ(n+ 1) + ρ⌋ − ⌊θn+ ρ⌋ and Sθ,ρ(n) = ⌈θ(n+ 1) + ρ⌉ − ⌈θn+ ρ⌉
for n = 1, 2, · · · . Then both sθ,ρ := (sθ,ρ(n)) and Sθ,ρ := (Sθ,ρ(n)) are Sturmian words over A.
Conversely, for any x ∈ St, there exists an irrational θ ∈ (0, 1) and a real number ρ such that
x = sθ,ρ or x = Sθ,ρ. This θ is called the slope of x. The slope θ of x is uniquely determined by
θ = lim
n→∞
(the number of digit 1 in xn1 )
|xn1 |
,
see [1, §8] or [3, Chapter 2] for properties of Sturmian words.
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For a sequence {ak}k≥1 of positive integers, we define inductively a sequence {Mk}k≥0 of finite
words over A as follows:
M0 = 0, M1 = 0
a1−11, Mk+1 =M
ak+1
k Mk−1 (k ≥ 1).
This {Mk}k is called the characteristic block defined from {ak}k. It is known that {Mk}k
converges to the Sturmian word sθ,0 of slope θ = [0, a1, a2, · · · ] and intercept 0, (see [1, Theorem
8.33]. Namely
sθ,0 = lim
k→∞
Mk,
which is called the characteristic word of slope θ. Let {pk/qk}k denote the sequence of conver-
gents of θ. Then qk = |Mk| and pk equals the number of digit 1 in Mk for all k ≥ 0. It is known
that only the last two letters of Mk+1Mk and MkMk+1 are different. For a non-empty finite
word U , we write U− for the word U deprived of its last letter. For each k ≥ 1, we set
M˜k = (MkMk−1)−− = (Mk−1Mk)−−
and observe that M˜k is a prefix of Mk+1.
Let x be a Sturmian word of slope θ and pk/qk be the k-th convergent of θ. For k ≥ 1, we set
ηk :=
qk−1
qk
, tk :=
|Wk|
qk
, εk :=
2
qk
, ϕ :=
1 +
√
5
2
.
If k is large enough to ensure that qk−2 ≥ 6, then we have
ηk =
qk−1
qk
≥ qk−2
qk
>
2
qk
= εk,
εk =
2
qk
=
2
akqk−1 + qk−2
≤ 2
qk−1 + qk−2
≤ 1
6
,
1− ηk
2
=
qk − qk−1
2qk
≥ qk − akqk−1
2qk
=
qk−2
2qk
≥ 6
2qk
>
4
2qk
= εk,
ηk < 1− 2εk ≤ 1− 2 · 1
6
=
2
3
.(1.1)
In what follows, we will frequently use the following lemmas proved in [2, §7].
Lemma 1.1. Let x be a Sturmian word of slope θ = [0, a1, a2, · · · ] and {Mk}k be the character-
istic block defined from {ak}k. Then, for k ≥ 1, there exists a unique word Wk satisfying
(i) x =WkMkM˜k · · · , where Wk is a non-empty suffix of Mk,
or
(ii) x =WkMk−1MkM˜k · · · , where Wk is a non-empty suffix of Mk,
or
(iii) x =WkMkM˜k · · · , where Wk is a non-empty suffix of Mk−1,
and all the (2qk + qk−1) cases are mutually exclusive. Furthermore, if x = WkMk−1MkM˜k · · ·
and Wk is a non-empty suffix of Mk, then Wk+1 = WkMk−1. Moreover, if x = WkMkM˜k · · ·
and Wk is a non-empty suffix of Mk−1, then Wk+1 =Wk.
Lemma 1.2. For a Sturmian word x, we have
(1) If x = WkMkM˜k · · · , where Wk is a suffix of Mk, then r(n, x)
n
< ϕ + 2εk for some n
with qk − 2 ≤ n ≤ |Wk|+ qk + qk−1 − 2.
(2) If x = WkMkM˜k · · · , where Wk is a suffix of Mk−1, then r(n, x)
n
< ϕ+ 2εk for some n
with |Wk|+ qk − 2 ≤ n ≤ |Wk|+ qk+1 + qk − 2.
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Lemma 1.3. Assume that x = WkMk−1MkM˜k · · · , where Wk is a suffix of Mk and ak ≥ 3. If
k is sufficiently large, then, for some integer n with qk/2− 2 ≤ n ≤ qk + qk−1 − 2, we have
r(n, x)
n
<
√
17 + 9
8
+ 2εk = 1.6403 · · · + 2εk.
Lemma 1.4. Assume that x = WkMk−1MkM˜k · · · , where Wk is a suffix of Mk. If k is suffi-
ciently large, then we have
(1)
r(|Wk|+ qk + qk−1 − 2, x)
|Wk|+ qk + qk−1 − 2
< 1 +
1 + ηk
tk + 1 + ηk
+ εk,
(2)
r(qk + qk−1 − 2, x)
qk + qk−1 − 2
< 1 +
tk + ηk
1 + ηk
+ εk.
2. A gap of the exponents of repetitions
In this section, we prove that the open interval (r1, rmax) is a gap of rep(St).
Lemma 2.1. Let x be a Sturmian word and [0, a1, a2, · · · ] be the continued fraction expansion
of the slope of x. If rep(x) > 1.645 and k is sufficiently large, then we have the following:
(1) It can not happen ak+j = 1 for all j ≥ 0.
(2) The sequence ak = 2, ak+1 = 2 can not appear.
(3) The sequence ak = 1, ak+1 = 2, ak+2 = 1, ak+3 = 2, ak+4 = 1, ak+5 = 2 can not appear.
Combining this with (2), ak = 2, ak+1 = 1, ak+2 = 2, ak+3 = 1, ak+4 = 2, ak+5 = 1 can
not appear.
(4) The sequence ak = 1, ak+1 = 2, ak+2 = 1, ak+3 = 1, ak+4 = 2, ak+5 = 1, ak+6 = 2 can not
appear. Combining this with (2), ak = 2, ak+1 = 1, ak+2 = 1, ak+3 = 2, ak+4 = 1, ak+5 =
2 can not appear.
Proof. By Lemmas 1.1, 1.2, and 1.3, we have ak ∈ {1, 2}, x = WkMk−1MkM˜k · · · and Wk+1 =
WkMk−1 for all large k, where Wk is a suffix of Mk.
(1) and (2) follow from the argument after [2, Proof of Lemma 7.6] and the assumption
rep(x) > 1.645.
(3) Assume ak = 1, ak+1 = 2, ak+2 = 1, ak+3 = 2, ak+4 = 1, ak+5 = 2 for some sufficiently
large k. Then we have qk+4 = 15qk−1 + 11qk−2, qk+5 = 41qk−1 + 30qk−2, and hence
ηk+5 =
qk+4
qk+5
=
15 + 11ηk−1
41 + 30ηk−1
, tk+5 =
|Wk+5|
qk+5
=
tk−1 + 20 + 15ηk−1
41 + 30ηk−1
.
From Lemma 1.4(1) and rep(x) > 1.645, it follows
1 +
1 + ηk−1
tk−1 + 1 + ηk−1
> 1.645
tk−1 <
71
129
(1 + ηk−1).(2.1)
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By using Lemma 1.4(2), (2.1) and ηk−1 ≤ 1, we obtain
r(qk+5 + qk+4 − 2, x)
qk+5 + qk+4 − 2 < 1 +
tk+5 + ηk+5
1 + ηk+5
+ εk
= 1 +
tk−1 + 35 + 26ηk−1
56 + 41ηk−1
+ εk
< 1 +
71
129 (1 + ηk−1) + 35 + 26ηk−1
56 + 41ηk−1
+ εk
= 1 +
11810 + 8714ηk−1
7224 + 5289ηk−1
+ εk
≤ 20524
12513
+ εk = 1.6402 · · · + εk
< 1.645.
Therefore, this case can not happen because of rep(x) > 1.645.
(4) Assume ak = 1, ak+1 = 2, ak+2 = 1, ak+3 = 1, ak+4 = 2, ak+5 = 1, ak+6 = 2 for some
sufficiently large k. Then we have qk+5 = 25qk−1 + 18qk−2, qk+6 = 68qk−1 + 49qk−2, and hence
ηk+6 =
qk+5
qk+6
=
25 + 18ηk−1
68 + 49ηk−1
, tk+6 =
|Wk+6|
qk+6
=
tk−1 + 34 + 25ηk−1
68 + 49ηk−1
.
Similarly as the proof of (3), we obtain
r(qk+6 + qk+5 − 2, x)
qk+6 + qk+5 − 2 < 1 +
tk+6 + ηk+6
1 + ηk+6
+ εk <
1697
1032
+ εk = 1.6443 · · · + εk < 1.645
Therefore, this case can not happen. 
We put
r3 :=
2(1869 + 2ϕ)
2277
= 1.64448 · · · .
Lemma 2.2. Let x be a Sturmian word and [0, a1, a2, · · · ] be the continued fraction expansion
of the slope of x. If rep(x) > r3 and k is sufficiently large, then the sequence ak = 2, ak+1 =
1, ak+2 = 1, ak+3 = 1, ak+4 = 1 can not appear.
Proof. By Lemmas 1.1, 1.2, and 1.3, we have ak ∈ {1, 2}, x = WkMk−1MkM˜k · · · and Wk+1 =
WkMk−1 for all large k, where Wk is a suffix of Mk. Suppose ak = 2, ak+1 = 1, ak+2 =
1, ak+3 = 1, ak+4 = 1 for some sufficiently large k. Then we have qk+3 = 8qk−1 + 3qk−2, qk+4 =
13qk−1 + 5qk−2, and hence
ηk+4 =
qk+3
qk+4
=
8 + 3ηk−1
13 + 5ηk−1
, tk+4 =
|Wk+4|
qk+4
=
tk−1 + 11 + 5ηk−1
13 + 5ηk−1
.
From Lemma 1.4(2) and rep(x) > r3, it follows
1 +
tk−1 + ηk−1
1 + ηk−1
>
2(1869 + 2ϕ)
2277
tk−1 >
1461 + 4ϕ
2277
(1 + ηk−1)− ηk−1.(2.2)
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By using Lemma 1.4(1), (2.2) and ηk−1 ≥ 0, we obtain
r(|Wk+4|+ qk+4 + qk+3 − 2, x)
|Wk+4|+ qk+4 + qk+3 − 2 < 1 +
1 + ηk+4
tk+4 + 1 + ηk+4
+ εk
= 1 +
21 + 8ηk−1
tk−1 + 32 + 13ηk−1
+ εk
< 1 +
21 + 8ηk−1
1461+4ϕ
2277 (1 + ηk−1)− ηk−1 + 32 + 13ηk−1
+ εk
≤ 1 + 47817
74325 + 4ϕ
+ εk = 1.64329 · · · + εk
< r3.
This is a contradiction. 
Lemma 2.3. Let x be a Sturmian word such that the slope of x is equal to
[0, a1, a2, · · · , aK , 2, 1, 1, 2, 1, 1, 1]
for some K. If x =WkMk−1MkM˜k · · · holds for all k ≥ K, then we have
rep(x) = r2 =
415
√
149− 2693
1438
= 1.65001 · · · .
Proof. By Lemma 1.4(1), the following inequality holds for sufficiently large k:
r(|W7k+K |+ q7k+K + q7k−1+K − 2, x)
|W7k+K |+ q7k+K + q7k−1+K − 2 < 1 +
1 + η7k+K
t7k+K + 1 + η7k+K
+ ε7k+K .(2.3)
Since
ηk =
qk−1
qk
= [0, ak, ak−1, · · · , a1]
and
tk = ηkηk−1 + ηkηk−1ηk−2 + · · ·+ ηkηk−1 · · · ηK + |WK |
qk
,
we check that
lim
k→∞
η7k+K = [0, 1, 1, 1, 2, 1, 1, 2] =
5
√
149− 37
38
,
lim
k→∞
η7k+1+K = [0, 2, 1, 1, 1, 2, 1, 1] =
5
√
149 − 39
58
,
lim
k→∞
η7k+2+K = [0, 1, 2, 1, 1, 1, 2, 1] =
5
√
149 − 19
58
,
lim
k→∞
η7k+3+K = [0, 1, 1, 2, 1, 1, 1, 2] =
5
√
149 − 39
38
,
lim
k→∞
η7k+4+K = [0, 2, 1, 1, 2, 1, 1, 1] =
5
√
149 − 37
62
,
lim
k→∞
η7k+5+K = [0, 1, 2, 1, 1, 2, 1, 1] =
√
149 − 5
10
,
lim
k→∞
η7k+6+K = [0, 1, 1, 2, 1, 1, 2, 1] =
5
√
149 − 25
62
,
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and
lim
k→∞
t7k+K =
1568 − 45√149
1159
, lim
k→∞
t7k+1+K =
3313 − 105√149
3538
,
lim
k→∞
t7k+2+K =
2263 + 15
√
149
3538
, lim
k→∞
t7k+3+K =
4(421 − 15√149)
1159
,
lim
k→∞
t7k+4+K =
1332 − 25√149
1891
, lim
k→∞
t7k+5+K =
290− 7√149
305
,
lim
k→∞
t7k+6+K =
1407 + 10
√
149
1891
.
Then (2.3) gives
rep(x) ≤ lim
k→∞
(
1 +
1 + η7k+K
t7k+K + 1 + η7k+K
)
= 1 +
1 + 5
√
149−37
38
1568−45
√
149
1159 + 1 +
5
√
149−37
38
= r2.
Similarly as in [2, Proof of Theorem 3.4], r(n, x) satisfies the following inequality:
r(n, x) ≥
{
n+ qk + qk−1 (qk + qk−1 − 1 ≤ n ≤ |Wk|+ qk + qk−1 − 2),
n+ |Wk|+ qk + qk−1 (|Wk|+ qk + qk−1 − 1 ≤ n ≤ qk+1 + qk − 2).
(2.4)
We set
ρj = lim inf
k→∞
|W7k+j+K|+ 2q7k+j+K + 2q7k+j+K−1 − 2
|W7k+j+K |+ q7k+j+K + q7k+j+K−1 − 2
= 1 + lim inf
k→∞
1 + η7k+j+K
t7k+j+K + 1 + η7k+j+K
,
ρ′j = lim inf
k→∞
|W7k+j+K|+ q7k+j+K+1 + 2q7k+j+K + q7k+j+K−1 − 2
q7k+j+K+1 + q7k+j+K − 2
= 1 + lim inf
k→∞
t7k+j+1+K + η7k+j+1+K
1 + η7k+j+1+K
.
for j = 0, 1, · · · , 6. It is easy to compute
ρ0 = r2, ρ1 =
20
√
149 + 179
248
, ρ2 =
185
√
149 + 789
1778
, ρ3 =
2(110
√
149− 299)
1259
ρ4 =
235
√
149 + 703
2078
, ρ5 =
325
√
149 + 2433
3722
, ρ6 =
215
√
149 + 1759
2638
.
Since the minimum of ρ0, ρ1, · · · , ρ6 is equal to r2, we obtain
lim inf
k→∞
|Wk|+ 2qk + 2qk−1 − 2
|Wk|+ qk + qk−1 − 2
= r2.
Similarly, we have
ρ′0 =
15
√
149 + 5801
3538
, ρ′1 =
2843 − 60√149
1159
, ρ′2 =
135
√
149 + 9631
5978
, ρ′3 =
7(85 −√149)
305
ρ′4 =
2(1649 + 5
√
149)
1891
, ρ′5 =
9(303 − 5√149)
1159
, ρ′6 =
5(11
√
149 + 1017)
2989
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and
lim inf
k→∞
|Wk|+ qk+1 + 2qk + qk−1 − 2
qk+1 + qk−1 − 2 =
7(85 −√149)
305
> r2.
Then (2.4) gives rep(x) ≥ r2. This concludes rep(x) = r2. 
Lemma 2.4. Let x be a Sturmian word and θ = [0, a1, a2, · · · ] be the continued fraction expan-
sion of the slope of x. If rep(x) ≥ r2 and k is sufficiently large, then we have the following:
(1) The sequence ak = 2, ak+1 = 1, ak+2 = 1, ak+3 = 1, ak+4 = 2, ak+5 = 1, ak+6 = 1, ak+7 =
1 can not appear.
(2) The sequence ak = 2, ak+1 = 1, ak+2 = 1, ak+3 = 1, ak+4 = 2, ak+5 = 1, ak+6 = 2, ak+7 =
1, ak+8 = 1, ak+9 = 1, ak+10 = 2, ak+11 = 1, ak+12 = 2 can not appear.
(3) The sequence ak = 2, ak+1 = 1, ak+2 = 1, ak+3 = 2, ak+4 = 1, ak+5 = 1, ak+6 = 1, ak+7 =
2, ak+8 = 1, ak+9 = 2 can not appear.
(4) The sequence ak = 1, ak+1 = 2, ak+2 = 1, ak+3 = 2 can not appear.
Proof. By the assumption rep(x) ≥ r2 > 1.645 and Lemmas 1.1, 1.2, and 1.3, we have ak ∈ {1, 2},
x =WkMk−1MkM˜k · · · and Wk+1 =WkMk−1 for all large k, where Wk is a suffix of Mk.
(1) Assume ak = 2, ak+1 = 1, ak+2 = 1, ak+3 = 1, ak+4 = 2, ak+5 = 1, ak+6 = 1, ak+7 = 1 for
some sufficiently large k. Then we have qk+6 = 50qk−1 + 19qk−2, qk+7 = 79qk−1 + 30qk−2, and
hence
ηk+7 =
qk+6
qk+7
=
50 + 19ηk−1
79 + 30ηk−1
, tk+7 =
|Wk+7|
qk+7
=
tk−1 + 69 + 27ηk−1
79 + 30ηk−1
.
From Lemma 1.4(2) and rep(x) ≥ r2, it follows
1 +
tk−1 + ηk−1
1 + ηk−1
>
415
√
149 − 2693
1438
tk−1 >
415
√
149 − 4131
1438
(1 + ηk−1)− ηk−1.(2.5)
By using Lemma 1.4(1), (2.5) and ηk−1 ≥ 0, we obtain
r(|Wk+7|+ qk+7 + qk+6 − 2, x)
|Wk+7|+ qk+7 + qk+6 − 2 < 1 +
1 + ηk+7
tk+7 + 1 + ηk+7
+ εk
= 1 +
129 + 49ηk−1
tk−1 + 198 + 76ηk−1
+ εk
< 1 +
129 + 49ηk−1
415
√
149−4131
1438 (1 + ηk−1)− ηk−1 + 198 + 76ηk−1
+ εk
≤ 1 + 185502
280593 + 415
√
149
+ εk = 1.64938 · · · + εk
< r2.
Therefore, this case can not happen because of rep(x) ≥ r2.
(2) Assume ak = 2, ak+1 = 1, ak+2 = 1, ak+3 = 1, ak+4 = 2, ak+5 = 1, ak+6 = 2, ak+7 =
1, ak+8 = 1, ak+9 = 1, ak+10 = 2, ak+11 = 1, ak+12 = 2 for some sufficiently large k. Then we
have qk+11 = 1072qk−1 + 407qk−2, qk+12 = 2921qk−1 + 1109qk−2, and hence
ηk+12 =
qk+11
qk+12
=
1072 + 407ηk−1
2921 + 1109ηk−1
, tk+12 =
|Wk+12|
qk+12
=
tk−1 + 1515 + 576ηk−1
2921 + 1109ηk−1
.
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From Lemma 1.4(1) and rep(x) ≥ r2, it follows
1 +
1 + ηk−1
tk−1 + 1 + ηk−1
>
415
√
149 − 2693
1438
tk−1 <
5569 − 415√149
415
√
149− 4131(1 + ηk−1).(2.6)
By using Lemma 1.4(2), (2.6) and ηk−1 ≤ 1, we obtain
r(qk+12 + qk+11 − 2, x)
qk+12 + qk+11 − 2 < 1 +
tk+12 + ηk+12
1 + ηk+12
+ εk
= 1 +
tk−1 + 2587 + 983ηk−1
3993 + 1516ηk−1
+ εk
< 1 +
5569−415
√
149
415
√
149−4131 (1 + ηk−1) + 2587 + 983ηk−1
3993 + 1516ηk−1
+ εk
≤ 27135284 + 415
√
149
16466401
+ εk = 1.6482 · · · + εk
< r2.
Therefore, this case can not happen.
(3) Assume ak = 2, ak+1 = 1, ak+2 = 1, ak+3 = 2, ak+4 = 1, ak+5 = 1, ak+6 = 1, ak+7 =
2, ak+8 = 1, ak+9 = 2 for some sufficiently large k. Then we have qk+8 = 178qk−1+69qk−2, qk+9 =
485qk−1 + 188qk−2, and hence
ηk+9 =
qk+8
qk+9
=
178 + 69ηk−1
485 + 188ηk−1
, tk+9 =
|Wk+9|
qk+9
=
tk−1 + 251 + 98ηk−1
485 + 188ηk−1
.
Similarly as the proof of (2), we obtain
r(qk+9 + qk+8 − 2, x)
qk+9 + qk+8 − 2
< 1 +
tk+9 + ηk+9
1 + ηk+9
+ εk
<
4529477 + 415
√
149
2749880
+ εk = 1.6489 · · · + εk
< r2.
Therefore, this case can not happen.
(4) Suppose that the sequence ak = 1, ak+1 = 2, ak+2 = 1, ak+3 = 2 appears in θ. Since k is
sufficiently large, we may assume that 2 occurs at least 2 times before ak in θ. In the following,
we write ai · · · aj for a sequence ai, · · · , aj . For example, ak = 1, ak+1 = 2, ak+2 = 1, ak+3 = 2
is abbreviated as 1212. Since 221212, 121212 and 211212 cannot appear in θ by Lemma 2.1,
the only possible case 111212 must be appear in θ. Then w = 12111212 must be appear in θ
because that both 1111212 and 22111212 does not appear in θ by Lemmas 2.1 and 2.2. From
Lemmas 2.1, 2.2, (1), (2) and (3), any of 21w, 211w, 111w and 212w, 2112w, 21112w, 11112w
cannot appear in θ. This implies that both 1w and 2w are impossible to occur in θ. This is a
contradiction. 
Proposition 2.5. Let x be a Sturmian word and [0, a1, a2, · · · ] be the continued fraction expan-
sion of the slope of x. If
rep(x) > r1 =
48 +
√
10
31
= 1.65039 · · ·
and k is sufficiently large, then the sequence ak = 2, ak+1 = 1, ak+2 = 1, ak+3 = 1 can not appear.
In particular, the slope of x is of the form [0, a1, a2, · · · , aK , 2, 1, 1] for some K if rep(x) > r1.
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Proof. Since rep(x) > r1, there exists ε > 0 such that rep(x) > r1 + ε. By the assumption
rep(x) > r1 > 1.645 and Lemmas 1.1, 1.2, and 1.3, we have ak ∈ {1, 2}, x =WkMk−1MkM˜k · · ·
and Wk+1 =WkMk−1 for all large k, where Wk is a suffix of Mk. In the following, we abbreviate
the sequence ak, ak+1, · · · , ak+j as akak+1 · · · ak+j. By Lemmas 2.1, 2.2, and 2.4, a possible
sequence is
ak · · · ak+3 = 2112 or ak · · · ak+4 = 21112
when k is sufficiently large, and moreover the sequence
ak · · · ak+7 = 21112111
cannot appear. Therefore, it is sufficient to prove that the sequence
ak · · · ak+3n+4 = 2111(211)n1
does not appear for every n ≥ 2. We prove this by contradiction. Fix a positive integer n and
suppose that the sequence
ak · · · ak+3n+4 = 2111(211)n1
appears for some sufficiently large k. We may assume εk+3n+4 = 2/qk+3n+4 < ε. For each
positive integer ℓ, we set uℓ = qk+3ℓ and vℓ = qk+3ℓ−1. Then we have(
uℓ+1
vℓ+1
)
=
(
5 2
3 1
)(
uℓ
vℓ
)
,
(
u1
v1
)
=
(
qk+3
qk+2
)
=
(
8qk−1 + 3qk−2
5qk−1 + 2qk−2
)
.
By solving this reccurence relation, we obtain
uℓ =
1
2
√
10
(
((−26 + 8
√
10)pℓ−1 + (26 + 8
√
10)qℓ−1)qk−1
+((−10 + 3
√
10)pℓ−1 + (10 + 3
√
10)qℓ−1)qk−2
)
vℓ =
1
2
√
10
(
((−14 + 5
√
10)pℓ−1 + (14 + 5
√
10)qℓ−1)qk−1
+((−5 + 2
√
10)pℓ−1 + (5 + 2
√
10)qℓ−1)qk−2
)
where p = 3−√10 and q = 3 +√10, and then
qk+3n+3 = un+1
=
1
2
√
10
(((−26 + 8
√
10)pn + (26 + 8
√
10)qn)qk−1 + ((−10 + 3
√
10)pn + (10 + 3
√
10)qn)qk−2),
qk+3n+4 = un+1 + vn+1
=
1
2
√
10
(((−40 + 13
√
10)pn + (40 + 13
√
10)qn)qk−1 + ((−15 + 5
√
10)pn + (15 + 5
√
10)qn)qk−2).
Therefore
ηk+3n+4
=
qk+3n+3
qk+3n+4
=
((−26 + 8√10)pn + (26 + 8√10)qn) + ((−10 + 3√10)pn + (10 + 3√10)qn)ηk−1
((−40 + 13√10)pn + (40 + 13√10)qn) + ((−15 + 5√10)pn + (15 + 5√10)qn)ηk−1
.
(2.7)
Moreover, since
qk+3ℓ+1 + qk+3ℓ+2 + qk+3ℓ+3 = 2uℓ + vℓ + vℓ+1 + uℓ+1 = 10uℓ + 4vℓ,
A GAP OF THE EXPONENTS OF REPETITIONS OF STURMIAN WORDS 11
we have
qk−2 + qk−1 + qk + qk+1 + · · ·+ qk+3n+2
=qk−2 + qk−1 + qk + qk+1 + qk+2 + qk+3 +
n∑
ℓ=1
(10uℓ + 4vℓ)− un+1
=19qk−1 + 8qk−2 +
n∑
ℓ=1
(10xℓ + 4yℓ)− xn+1
=
1
30
((−10 + (170 − 53
√
10)pn + (170 + 53
√
10)qn)qk−1
− 5(−4 + (−13 + 4
√
10)pn − (13 + 4
√
10)qn)qk−2).
(2.8)
The assumption rep(x) > r1 and Lemma 1.4(2) give
1 +
tk−1 + ηk−1
1 + ηk−1
>
48 +
√
10
31
tk−1 >
17 +
√
10
31
(1 + ηk−1)− ηk−1.
Then Lemma 1.4(1), (2.7), (2.8) and
tk+3n+4 =
|Wk−1|+ qk−2 + qk−1 + qk + qk+1 + · · ·+ qk+3n+2
qk+3n+4
lead us to
r(|Wk+3n+4|+ qk+3n+4 + qk+3n+3 − 2, x)
|Wk+3n+4|+ qk+3n+4 + qk+3n+3 − 2
< 1 +
1 + ηk+3n+4
tk+3n+4 + 1 + ηk+3n+4
+ εk+3n+4
< 1 +
A
B
+ εk+3n+4,
where A and B are given by
A = 93((−66 + 21
√
10)pn + (66 + 21
√
10)qn + ((−25 + 8
√
10)pn + (25 + 8
√
10)qn))ηk−1,
B = 60 + 40
√
10 + 31(−304 + 97
√
10)pn + 31(304 + 97
√
10)qn
+ (60 + 40
√
10 + 31(−115 + 37
√
10)pn + 31(115 + 37
√
10)qn)ηk−1.
Since A/B is monotonically decreasing with respect to ηk−1 ≥ 0, we obtain
A
B
≤ 93((−66 + 21
√
10)pn + (66 + 21
√
10)qn)
60 + 40
√
10 + 31(−304 + 97√10)pn + 31(304 + 97√10)qn .
Since the right-hand side is monotonically increasing with respect to n and
lim
n→∞
(
1 +
279((−22 + 7√10)pn + (22 + 7√10)qn)
60 + 40
√
10 + 31(−304 + 97√10)pn + 31(304 + 97√10)qn
)
= r1,
we conclude
r(|Wk+3n+4|+ qk+3n+4 + qk+3n+3 − 2, x)
|Wk+3n+4|+ qk+3n+4 + qk+3n+3 − 2 < r1 + εk+3n+4.
This contradicts to r1 + ε < rep(x). Therefore, for every n, the sequence 2111(211)
n1 can
not appear. This means that, if rep(x) > r1 and k is sufficiently large, then the sequence
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ak = 2, ak+1 = 1, ak+2 = 1, ak+3 = 1 can not appear. Consequently, the continued fraction
expansion of the slope of x is of the form [0, a1, a2, · · · , aK , 2, 1, 1] for some integer K. 
Theorem 2.6. There is no Sturmian word x such that r1 < rep(x) < rmax. If a Sturmian word
x satisfies r2 ≤ rep(x) ≤ r1, then the continued fraction expansion of the slope of x is of the
form
[0, a1, a2, · · · , aK , (2, 1, 1)n1 , 1, (2, 1, 1)n2 , 1, · · · ]
for some K ∈ N and some sequence {ni}i of positive integers.
Proof. Let x be a Sturmian word x of slope θ = [0, a1, a2, · · · ]. By Proposition 2.5 and [2, Proof
of Theorem 3.4], rep(x) is equal to rmax when rep(x) > r1. If rep(x) ≥ r2 and k is sufficiently
large, then only a sequence of the form ak · · · ak+3n = (211)n1 for some n ≥ 1 is admitted to θ
by Lemmas 2.1, 2.2, and 2.4. 
3. Auxiliary lemmas of some continued fractions
For a positive integer n, we set
e
(n)
0 (m) := [0, (1, 1, 2)
m , 1, (1, 1, 2)n−m+1 ] (m = 0, 1, 2, · · · , n + 1)
e
(n)
1 (m) := [0, 2, (1, 1, 2)
m , 1, (1, 1, 2)n−m , 1, 1] (m = 0, 1, 2, · · · , n)
e
(n)
2 (m) := [0, 1, 2, (1, 1, 2)
m , 1, (1, 1, 2)n−m , 1] (m = 0, 1, 2, · · · , n).
These continued fractions are used in Section 4. In this section, we investigate the double
sequence
{
e
(n)
i (m)
}
n,m
for i = 0, 1, 2. Since
e
(n)
1 (m) =
1
2 + e
(n)
0 (m)
, e
(n)
2 (m) =
1
1 + e
(n)
1 (m)
, e
(n)
0 (m+ 1) =
1
1 + e
(n)
2 (m)
,
we have
e
(n)
0 (m+ 1) =
1
1 +
1
1 +
1
2 + e
(n)
0 (m)
= [0, 1, 1, 2 + e
(n)
0 (m)],
e
(n)
1 (m+ 1) =
1
2 +
1
1 +
1
1 + e
(n)
1 (m)
= [0, 2, 1, 1 + e
(n)
1 (m)],
e
(n)
2 (m+ 1) =
1
1 +
1
2 +
1
1 + e
(n)
2 (m)
= [0, 1, 2, 1 + e
(n)
2 (m)].
(3.1)
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Solving these recurrences, we obtain
e
(n)
0 (m) =
a0(m)e
(n)
0 (0) + b0(m)
c0(m)e
(n)
0 (0) + d0(m)
,
e
(n)
1 (m) =
a1(m)e
(n)
1 (0) + b1(m)
c1(m)e
(n)
1 (0) + d1(m)
,
e
(n)
2 (m) =
a2(m)e
(n)
2 (0) + b2(m)
c2(m)e
(n)
2 (0) + d2(m)
,
(3.2)
where
A0(m) =
(
a0(m) b0(m)
c0(m) d0(m)
)
=
(−2 +√10 + (2 +√10)rm 3(1 − rm)
2(1− rm) 2 +√10 + (−2 +√10)rm
)
,
A1(m) =
(
a1(m) b1(m)
c1(m) d1(m)
)
=
(−2 +√10 + (2 +√10)rm 2(1 − rm)
3(1− rm) 2 +√10 + (−2 +√10)rm
)
,
A2(m) =
(
a2(m) b2(m)
c2(m) d2(m)
)
=
(−1 +√10 + (1 +√10)rm 3(1 − rm)
3(1− rm) 1 +√10 + (−1 +√10)rm
)
,
and r = p/q = (3 − √10)/(3 +√10). We notice that e(n)0 (m), e(n)1 (m) and e(n)2 (m) are defined
for all n ≥ 1 and all m ≥ 0 by (3.2).
Lemma 3.1. (1) For all n ≥ 1 and m ≥ 0, we have
0 < e
(n)
0 (m) <
3
5
, 0 < e
(n)
1 (m) <
2
5
, 0 < e
(n)
2 (m) <
3
4
.
(2) e
(n)
0 (n + 1), e
(n)
0 (0), e
(n)
1 (0) and e
(n)
2 (0) converge as n→∞ and we have
lim
n→∞
e
(n)
0 (n+ 1) = [0, 1, 1, 2] =
−2 +√10
2
,
e0 := lim
n→∞
e
(n)
0 (0) = [0, 1, 1, 1, 2] =
√
2√
5
,
e1 := lim
n→∞
e
(n)
1 (0) = [0, 2, 1, 1, 1, 2] =
10−√10
18
,
e2 := lim
n→∞
e
(n)
2 (0) = [0, 1, 2, 1, 1, 1, 2] =
28 +
√
10
43
.
(3) For every m, there exist the following limits:
e0(m) := lim
n→∞
e
(n)
0 (m), e1(m) := limn→∞
e
(n)
1 (m), e2(m) := limn→∞
e
(n)
2 (m).
These convergents are uniform with respect to m.
(4) e0(m), e1(m) and e2(m) converge as m→∞ and we have
lim
m→∞
e0(m) = −1 +
√
5√
2
, lim
m→∞
e1(m) =
−2 +√10
3
, lim
m→∞
e2(m) =
−1 +√10
3
.
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Proof. (1) It is obvious that
e
(n)
0 (m+ 1) = [0, 1, 1, 2 + e
(n)
0 (m)] < [0, 1, 1, 2 + 0] =
3
5
,
e
(n)
1 (m+ 1) = [0, 2, 1, 1 + e
(n)
1 (m)] < [0, 2, 1, 1 + 0] =
2
5
,
e
(n)
2 (m+ 1) = [0, 1, 2, 1 + e
(n)
2 (m)] < [0, 1, 2, 1 + 0] =
3
4
.
(2) Since e
(n)
0 (n + 1) = [0, (1, 1, 2)
n+1 , 1], it is known by [1, Lemma1.24(1)] that∣∣∣e(n)0 (n+ 1)− [0, 1, 1, 2]∣∣∣ ≤ 12(3n+6)−2 = 123n+4 .
This gives lim
n→∞
e
(n)
0 (n+ 1) = [0, 1, 1, 2] = (−2 +
√
10)/2. Similarly, e0, e1 and e2 are computed.
(3) We use the expression (3.2). The determinant of A0(m) is equal to 40r
m. Since |rm| < 1
and e
(n)
0 (0) > 0, we have
c0(m)e
(n)
0 (0) + d0(m) = 2(1 − rm)e(n)0 (0) + 2 +
√
10 + (−2 +
√
10)rm
> 2 · 0 + 2 +
√
10 + (−2 +
√
10) · (−1) = 4
for all m, and then
∣∣∣e0(m)− e(n)0 (m)∣∣∣ =
∣∣∣∣∣∣
detA0(m)
(
e0 − e(n)0 (0)
)
(c0(m)e0 + d0(m))
(
c0(m)e
(n)
0 (0) + d0(m)
)
∣∣∣∣∣∣
<
∣∣∣detA0(m)(e0 − e(n)0 (0))∣∣∣
= 40|r|m
∣∣∣e0 − e(n)0 (0)∣∣∣
< 40
∣∣∣e0 − e(n)0 (0)∣∣∣ .
This means that e
(n)
0 (m) converges uniformly with respect to m as n → ∞. Similarly, both
e
(n)
1 (m) and e
(n)
2 (m) also converge uniformly with respect to m as n→∞.
(4) It follows from (3.2) that
lim
m→∞
e0(m) =
(−2 +√10)e0 + 3
2e0 + (2 +
√
10)
= −1 +
√
5√
2
,
lim
m→∞
e1(m) =
(−2 +√10)e1 + 2
3e1 + (2 +
√
10)
=
−2 +√10
3
,
lim
m→∞
e2(m) =
(−1 +√10)e2 + 3
3e2 + (1 +
√
10)
=
−1 +√10
3
.

Lemma 3.2. For all n ≥ 1, we have
e
(n)
1 (0) < e
(n)
1 (2) < e
(n)
1 (4) < · · · < limm→∞ e
(n)
1 (m) < · · · < e(n)1 (5) < e(n)1 (3) < e(n)1 (1)
<e
(n)
0 (1) < e
(n)
0 (3) < e
(n)
0 (5) < · · · < limm→∞ e
(n)
0 (m) < · · · < e(n)0 (4) < e(n)0 (2) < e(n)0 (0)
<e
(n)
2 (1) < e
(n)
2 (3) < e
(n)
2 (5) < · · · < limm→∞ e
(n)
2 (m) < · · · < e(n)2 (4) < e(n)2 (2) < e(n)2 (0).
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Proof. By using (3.2), we have the following equivalent conditions:
e
(n)
0 (m) < e
(n)
0 (m+ 1)
⇐⇒
(
a0(m)e
(n)
0 (0) + b0(m)
)(
c0(m+ 1)e
(n)
0 (0) + d0(m+ 1)
)
<
(
a0(m+ 1)e
(n)
0 (0) + b0(m+ 1)
)(
c0(m+ 1)e
(n)
0 (0) + d0(m+ 1)
)
⇐⇒ (a0(m+ 1)c0(m)− a0(m)c0(m+ 1))
(
e
(n)
0 (0)
)2
+ (a0(m+ 1)d0(m) + b0(m+ 1)c0(m)− a0(m)d0(m+ 1)− b0(m)c0(m+ 1)) e(n)0 (0)
+ b0(m+ 1)d0(m)− b0(m)d0(m+ 1) > 0
⇐⇒ 4
√
10
(
−20 + 6
√
10
)
rm
(
e
(n)
0 (0)
)2
+ 8
√
10
(
−20 + 6
√
10
)
rme
(n)
0 (0)
− 6
√
10
(
−20 + 6
√
10
)
rm > 0
⇐⇒ rm
(
2
(
e
(n)
0 (0)
)2
+ 4e
(n)
0 (0) − 3
)
< 0.
Since
e
(n)
0 (0) = [0, 1, (1, 1, 2)
n+1 ] > [0, 1, 1, 2] =
−2 +√10
2
by [1, Lemma1.24(2)], we have 2
(
e
(n)
0 (0)
)2
+ 4e
(n)
0 (0) − 3 > 0. Thus, e(n)0 (m) < e(n)0 (m + 1) if
and only if rm < 0 . Similarly, e
(n)
0 (m) < e
(n)
0 (m+2) if and only if r
m < 0 . Therefore we obtain
e
(n)
0 (1) < e
(n)
0 (3) < e
(n)
0 (5) < · · · < limm→∞ e
(n)
0 (m) < · · · < e(n)0 (4) < e(n)0 (2) < e(n)0 (0).
The same argument as the case of e
(n)
0 (m) gives
e
(n)
1 (0) < e
(n)
1 (2) < e
(n)
1 (4) < · · · < limm→∞ e
(n)
1 (m) < · · · < e(n)1 (5) < e(n)1 (3) < e(n)1 (1).
and
e
(n)
2 (1) < e
(n)
2 (3) < e
(n)
2 (5) < · · · < limm→∞ e
(n)
2 (m) < · · · < e(n)2 (4) < e(n)2 (2) < e(n)2 (0).
Futhermore, it follows from [1, Lemma1.24(2)] that
e
(n)
1 (1) = [0, 2, 1, 1, 2, 1, (1, 1, 2)
n−1 , 1, 1] < [0, 1, 1, 2, 1, (1, 1, 2)n ] = e(n)0 (1)
and
e
(n)
0 (0) = [0, 1, (1, 1, 2)
n+1 ] < [0, 1, 2, 1, 1, 2, 1, (1, 1, 2)n−1 , 1] = e(n)2 (1).
This completes the proof. 
4. Some sequence of Sturmian words
For every n ≥ 1, let x(n) be a Sturmian word such that the slope of x(n) is equal to
θ(n) = [0, a1, a2, · · · , aK , (2, 1, 1)n, 2, 1, 1, 1]
for some integer K and in addition x(n) = W
(n)
k M
(n)
k−1M
(n)
k M˜
(n)
k · · · holds for all k ≥ K. We
assume that K and a1, a2, · · · , aK are independent of n. Let p(n)j /q(n)j be the j-th convergent of
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θ(n) and let η
(n)
j = q
(n)
j−1/q
(n)
j , t
(n)
j = |W (n)j |/q(n)j and ε(n)j = 2/q(n)j . We set
ζ
(n)
i = lim inf
k→∞
1 + 1 + η(n)(3n+4)k+i+K
t
(n)
(3n+4)k+i+K + 1 + η
(n)
(3n+4)k+i+K
 ,
ξ
(n)
i = lim inf
k→∞
1 + t(n)(3n+4)k+i+K + η(n)(3n+4)k+i+K
1 + η
(n)
(3n+4)k+i+K

for 0 ≤ i ≤ 3n+ 3. In this section, we prove
Theorem 4.1. The sequence {rep(x(n))}n converges to r1 = (48 +
√
10)/31 as n→∞.
The proof of Theorem 4.1 is given at the last of this section. We need a series of lemmas and
propositions. In the following, we often omit the superscript (n) to simplify the notations if no
confusion arises. For example, we write simply Wj , qj, ηj , tj , · · · for W (n)j , q(n)j , η(n)j , t(n)j , · · · .
Lemma 4.2. We have
rep(x(n)) = min
0≤i≤3n+3
{
ζ
(n)
i , ξ
(n)
i
}
.
Proof. Let x = x(n) and k be an integer with k > K. For 0 ≤ i ≤ 3n+ 3, we have
r(|W(3n+4)k+i+K |+ q(3n+4)k+i+K + q(3n+4)k+i−1+K − 2, x)
|W(3n+4)k+i+K |+ q(3n+4)k+i+K + q(3n+4)k+i−1+K − 2
< 1 +
1 + η(3n+4)k+i+K
t(3n+4)k+i+K + 1 + η(3n+4)k+i+K
+ ε(3n+4)k+i+K
by lemma 1.4(1) and
r(q(3n+4)k+i+K + q(3n+4)k+i−1+K − 2, x)
q(3n+4)k+i+K + q(3n+4)k+i−1+K − 2
< 1 +
t(3n+4)k+i+K + η(3n+4)k+i+K
1 + η(3n+4)k+i+K
+ ε(3n+4)k+i+K
by lemma 1.4(2). These show
rep(x) ≤ min
0≤i≤3n+3
{
ζ
(n)
i , ξ
(n)
i
}
.
Similarly as in [2, Proof of Theorem 3.4], r(m,x) satisfies the following inequality:
r(m,x) ≥
{
m+ qk + qk−1 (qk + qk−1 − 1 ≤ m ≤ |Wk|+ qk + qk−1 − 2),
m+ |Wk|+ qk + qk−1 (|Wk|+ qk + qk−1 − 1 ≤ m ≤ qk+1 + qk − 2).
This implies that
rep(x) ≥

lim inf
k→∞
|Wk|+ 2qk + 2qk−1 − 2
|Wk|+ qk + qk−1 − 2
lim inf
k→∞
|Wk|+ qk+1 + 2qk + qk−1 − 2
qk+1 + qk − 2
=

1 + lim inf
k→∞
1 + ηk
tk + 1 + ηk
1 + lim inf
k→∞
tk + ηk
1 + ηk
.
Hence we obtain
rep(x) ≥ min
0≤i≤3n+3
{
ζ
(n)
i , ξ
(n)
i
}
.
This completes the proof. 
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Proposition 4.3. The sequence {ζ(n)0 }n converges to r1 as n→∞.
To prove Proposition 4.3, we compute both η(3n+4)k+K = η
(n)
(3n+4)k+K
and t(3n+4)k+K =
t
(n)
(3n+4)k+K . By the same argument as in [2, Proof of Theorem 3.4], we have
lim
k→∞
η(3n+4)k+3m+K = [0, (1, 1, 2)m , 1, (1, 1, 2)n−m+1 ] = e
(n)
0 (m)
for m = 0, 1, 2, · · · n+ 1 and
lim
k→∞
η(3n+4)k+3m+1+K = [0, 2, (1, 1, 2)m , 1, (1, 1, 2)n−m , 1, 1] = e
(n)
1 (m)
lim
k→∞
η(3n+4)k+3m+2+K = [0, 1, 2, (1, 1, 2)m , 1, (1, 1, 2)n−m , 1] = e
(n)
2 (m)
for m = 0, 1, 2, · · · n. To compute the limit of t(3n+4)k+K , let
s
(n)
k =η(3n+4)(k+1)+Kη(3n+4)k+3n+3+K
+ η(3n+4)(k+1)+Kη(3n+4)k+3n+3+Kη(3n+4)k+3n+2+K+
· · · + η(3n+4)(k+1)+Kη(3n+4)k+3n+3+K · · · ηK ,
α
(n)
k =η(3n+4)(k+1)+Kη(3n+4)k+3n+3+K
+ η(3n+4)(k+1)+Kη(3n+4)k+3n+3+Kη(3n+4)k+3n+2+K+
· · · + η(3n+4)(k+1)+Kη(3n+4)k+3n+3+K · · · η(3n+4)k+K ,
β
(n)
k =η(3n+4)(k+1)+Kη(3n+4)k+3n+3+Kη(3n+4)k+3n+2+K · · · η(3n+4)k+1+K .
(4.1)
Then we have
t(3n+4)(k+1)+K = s
(n)
k +
|WK |
q(3n+4)(k+1)+K
, s
(n)
k = α
(n)
k + β
(n)
k s
(n)
k−1.
Lemma 4.4. lim
n→∞
lim
k→∞
β
(n)
k = 0.
Proof. The limit of β
(n)
k as k →∞ is given as
lim
k→∞
β
(n)
k = e
(n)
0 (0)e
(n)
0 (n+ 1)e
(n)
2 (n)e
(n)
1 (n)e
(n)
0 (n) · · · e(n)2 (0)e(n)1 (0)
= e
(n)
0 (n+ 1)e
(n)
2 (n)e
(n)
1 (n)e
(n)
0 (n) · · · e(n)2 (0)e(n)1 (0)e(n)0 (0).
It follows from Lemma 3.1(1) that
e
(n)
2 (m)e
(n)
1 (m)e
(n)
0 (m) <
3
4
· 2
5
· 3
5
=
9
50
.(4.2)
This gives
lim
k→∞
β
(n)
k <
3
5
·
(
9
50
)n+1
,
whence lim
n→∞
lim
k→∞
β
(n)
k = 0. 
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The limit of α
(n)
k as k →∞ and n→∞ demands more complicated computations. The limit
of α
(n)
k as k →∞ is given as
lim
k→∞
α
(n)
k
=e
(n)
0 (0)e
(n)
0 (n+ 1) + e
(n)
0 (0)e
(n)
0 (n+ 1)e
(n)
2 (n) + e
(n)
0 (0)e
(n)
0 (n+ 1)e
(n)
2 (n)e
(n)
1 (n)+
· · ·+ e(n)0 (0)e(n)0 (n + 1)e(n)2 (n)e(n)1 (n)e(n)0 (n) · · · e(n)2 (0)e(n)1 (0)e(n)0 (0)
=e
(n)
0 (0)e
(n)
0 (n+ 1)(1 + e
(n)
2 (n)(1 + e
(n)
1 (n)(· · · e(n)0 (1)(1 + e(n)2 (0)(1 + e(n)1 (0)(1 + e(n)0 (0))))))).
Define γ(n)(m) recursively by
γ(n)(m) = 1 + e
(n)
2 (m) + e
(n)
2 (m)e
(n)
1 (m)(4.3)
+ e
(n)
2 (m)e
(n)
1 (m)e
(n)
0 (m)γ
(n)(m− 1),
γ(n)(0) = 1 + e
(n)
2 (0)(1 + e
(n)
1 (0)(1 + e
(n)
0 (0))).
Then the limit of α
(n)
k as k →∞ is represented as
lim
k→∞
α
(n)
k = e
(n)
0 (0)e
(n)
0 (n+ 1)γ
(n)(n).
Set
σ(n)(m) = 1 + e
(n)
2 (m) + e
(n)
2 (m)e
(n)
1 (m)
τ (n)(m) = e
(n)
2 (m)e
(n)
1 (m)e
(n)
0 (m).
Then (4.3) is written as
γ(n)(m) = σ(n)(m) + τ (n)(m)γ(n)(m− 1).
We notice that σ(n)(m), τ (n)(m) and γ(n)(m) are defined for all n ≥ 1 and all m ≥ 0 by (3.2).
Lemma 4.5. The double sequence
{
γ(n)(m)
}
n,m
has the following properties:
(1)
{
γ(n)(m)
}
n,m
is bounded.
(2) There exists the limit γ(m) = lim
n→∞
γ(n)(m) for every m.
(3) γ(n)(m) converges uniformly to γ(m) as n→∞.
(4) There exists the limit γ = lim
m→∞
γ(m).
(5) γ(n)(n) converges to γ as n→∞.
Proof. (1) Since 0 < e
(n)
i (m) < 3/4 for all n ≥ 1,m ≥ 0 and i = 0, 1, 2 by Lemma 3.1(1), we
have
γ(n)(m) = 1 + e
(n)
2 (m) + e
(n)
2 (m)e
(n)
1 (m) + e
(n)
2 (m)e
(n)
1 (m)e
(n)
0 (m) + · · ·
+ e
(n)
2 (m)e
(n)
1 (m) · · · e(n)2 (0)e(n)1 (0)e(n)0 (0)
< 1 +
(
3
4
)
+
(
3
4
)2
+
(
3
4
)3
+ · · · +
(
3
4
)3n+3
<
∞∑
i=1
(
3
4
)i−1
= 4.
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(2) We prove this by induction. By Lemma 3.1(3), there exist σ(m) = lim
n→∞
σ(n)(m) and
τ(m) = lim
n→∞
τ (n)(m) for every m ≥ 0. Since
γ(n)(0) = 1 + e
(n)
2 (0)(1 + e
(n)
1 (0)(1 + e
(n)
0 (0)))
n→∞−→ 1 + e2(1 + e1(1 + e0)),
by Lemma 3.1(2), there exists lim
n→∞
γ(n)(0). Assume that γ(m− 1) = lim
n→∞
γ(n)(m− 1) exists for
m ≥ 1. Then γ(n)(m) = σ(n)(m) + τ (n)(m)γ(n)(m − 1) converges to σ(m) + τ(m)γ(m − 1) as
n→∞.
(3) We estimates
γ(m)− γ(n)(m) =
(
σ(m)− σ(n)(m)
)
+
(
τ(m)− τ (n)(m)
)
γ(m− 1)
+ τ (n)(m)
(
γ(m− 1)− γ(n)(m− 1)
)
.
Since both σ(m) = lim
n→∞
σ(n)(m) and τ(m) = lim
n→∞
τ (n)(m) are uniformly convergent with respect
to m by Lemma 3.1(3), for an arbitrary ǫ > 0, there exists N such that∣∣∣σ(m)− σ(n)(m)∣∣∣ < ε, ∣∣∣τ(m)− τ (n)(m)∣∣∣ < ε
holds for all n ≥ N and all m ≥ 0. Since |γ(m− 1)| ≤ 4 by (1) and ∣∣τ (n)(m)∣∣ < 9/50 by (4.2),
we have, for all n ≥ N and m ≥ 0,∣∣∣γ(m)− γ(n)(m)∣∣∣ < ε+ ε · 4 + 9
50
∣∣∣γ(m− 1)− γ(n)(m− 1)∣∣∣
= 5ε+
9
50
∣∣∣γ(m− 1)− γ(n)(m− 1)∣∣∣
< 5ε+
9
50
(
5ε+
9
50
∣∣∣γ(m− 2)− γ(n)(m− 2)∣∣∣)
< · · ·
< 5ε
(
1 +
9
50
+
(
9
50
)2
+ · · ·+
(
9
50
)m−1)
+
(
9
50
)m ∣∣∣γ(0)− γ(n)(0)∣∣∣
< 5ε
∞∑
i=0
(
9
50
)i−1
+ 1 ·
∣∣∣γ(0)− γ(n)(0)∣∣∣
= 5ε · 50
41
+
∣∣∣γ(0)− γ(n)(0)∣∣∣ .
This means that lim
n→∞
γ(n)(m) = γ(m) is uniformly convergent with respect to m.
(4) Consider the recurrence γ(m) = σ(m) + τ(m)γ(m− 1). By 3.1 (4), both σ = lim
m→∞
σ(m)
and τ = lim
m→∞
τ(m) exist. Since the sequence
{
γ(n)(m)
}
n,m
is bounded by (1), both γ− =
lim sup
m→∞
γ(m) and γ− = lim inf
m→∞
γ(m) are finite positive numbers. Then we have
γ− = lim sup
m→∞
(σ(m) + τ(m)γ(m− 1)) ≤ σ + τγ−
γ− = lim inf
m→∞
(σ(m) + τ(m)γ(m− 1)) ≥ σ + τγ−.
This implies
σ
1− τ ≤ γ− ≤ γ
− ≤ σ
1− τ .
Therefore γ(m) converges to γ = σ/(1 − τ) as m→∞.
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(5) By (3) and (4), the estimate∣∣∣γ − γ(n)(n)∣∣∣ ≤ |γ − γ(n)|+ ∣∣∣γ(n)− γ(n)(n)∣∣∣
gives lim
n→∞
γ(n)(n) = γ. 
Lemma 4.6. lim
n→∞
lim
k→∞
α
(n)
k = (10 +
√
10)/15.
Proof. By Lemma 3.1(4), we obtain
σ = lim
m→∞
(1 + e2(m) + e2(m)e1(m)) = 2,
τ = lim
m→∞
e2(m)e1(m)e0(m) = −3 +
√
10.
These give
lim
n→∞
γ(n)(n) =
σ
1− τ =
4 +
√
10
3
.
Combinig this with Lemma 3.1 (2), we obtain
lim
n→∞
lim
k→∞
α
(n)
k = limn→∞
e
(n)
0 (0)e
(n)
0 (n+ 1)γ
(n)(n) =
10 +
√
10
15
.

Proof of Proposition 4.3. By the definition of θ(n), there exists K ′ ≥ K such that q(n)K ′−2 > 6
holds for all n ≥ 1. Since η(n)j < 1 for all j ≥ 1 and η(n)j < 2/3 for all j ≥ K ′ by (1,1), we have
s
(n)
k <
(
2
3
)2
+ · · ·+
(
2
3
)(3n+4)(k+1)+K−K ′
+
(
2
3
)(3n+4)(k+1)+K−K ′+1
(K ′ −K + 1)
<
∞∑
i=1
(
2
3
)2
·
(
2
3
)i−1
+ (K ′ −K + 1)
(
2
3
)(3n+4)(k+1)+K−K ′+1
<
4
3
+ (K ′ −K + 1)
for all large k. Hence
{
s
(n)
k
}
k
is bounded, so both lim sup
k→∞
s
(n)
k and lim inf
k→∞
s
(n)
k are finite positive
numbers. By s
(n)
k = α
(n)
k + β
(n)
k s
(n)
k−1 and the same argument as in the proof of Lemma 4.5 (4),
we obtain
lim sup
k→∞
s
(n)
k = lim inf
k→∞
s
(n)
k =
lim
k→∞
α
(n)
k
1− lim
k→∞
β
(n)
k
.
From Lemmas 4.4 and 4.6, it follows
lim
n→∞
lim
k→∞
t(3n+4)(k+1)+K = lim
n→∞
lim
k→∞
s
(n)
k =
10 +
√
10
15
.
By the definition of ζ
(n)
0 , we conclude
lim
n→∞
ζ
(n)
0 = 1 +
1 + e0
10+
√
10
15 + 1 + e0
= 1 +
1 +
√
2√
5
10+
√
10
15 + 1 +
√
2√
5
=
48 +
√
10
31
.

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In the rest of this section, we prove
min
0≤i≤3n+3
{
ζ
(n)
i , ξ
(n)
i
}
= ζ
(n)
0
when n is sufficiently large.
Lemma 4.7. Let
{
ψ
(n)
0 (m)
}
n,m
,
{
ψ
(n)
1 (m)
}
n,m
, · · · ,
{
ψ
(n)
k (m)
}
n,m
be a family of (k+1) double
sequences of real numbers. Let
rn = min
0≤m≤n
{
ψ
(n)
0 (m), ψ
(n)
1 (m), · · · , ψ(n)k (m)
}
.
Assume that
{
ψ
(n)
0 (m)
}
n,m
, · · · ,
{
ψ
(n)
k (m)
}
n,m
are satisfying
(i) for every j = 0, 1, · · · , k and all m ≥ 0, there exists lim
n→∞
ψ
(n)
j (m) = ψj(m) and this
convergence is uniform with respect to m,
(ii) there exists a constant δ > 0 such that both ψ0(0)+δ ≤ ψ0(m+1) and ψ0(0)+δ ≤ ψj(m)
hold for all j = 1, 2, · · · , k and all m ≥ 0.
Then we have rn = ψ
(n)
0 (0) for all sufficiently large n. In particular, rn converges to ψ0(0) as
n→∞.
Proof. By the assumption (i), there exists a sufficiently large N > 0 such that∣∣∣ψ(n)j (m)− ψj(m)∣∣∣ < δ/2
holds for all n ≥ N , m ≥ 0 and j = 0, · · · , k. Then, by the assumption (ii), we have
ψ
(n)
0 (0) < ψ0(0) +
δ
2
≤ ψ0(m+ 1)− δ
2
< ψ
(n)
0 (m+ 1)
and
ψ
(n)
0 (0) < ψ0(0) +
δ
2
≤ ψj(m)− δ
2
< ψ
(n)
j (m)
for all j = 1, · · · , k and m ≥ 0. Therefore, rn is equal to ψ(n)0 (0) when n ≥ N . 
Recall the definition of ζ
(n)
i and ξ
(n)
i :
ζ
(n)
i = lim inf
k→∞
1 + 1 + η(n)(3n+4)k+i+K
t
(n)
(3n+4)k+i+K + 1 + η
(n)
(3n+4)k+i+K
 ,
ξ
(n)
i = lim inf
k→∞
1 + t(n)(3n+4)k+i+K + η(n)(3n+4)k+i+K
1 + η
(n)
(3n+4)k+i+K
 .
To compute ζ
(n)
i and ξ
(n)
i , we partition i into 3 classes by modulo 3. For i = 3m, we noted in
Proof of Proposition 4.3 that
lim
k→∞
η
(n)
(3n+4)k+3m+K = e
(n)
0 (m).
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To describe lim
k→∞
t
(n)
(3n+4)k+3m+K , we introduce the following notations:
λ
(n)
0 (m) = lim
k→∞
(η
(n)
(3n+4)(k+1)+3m+Kη
(n)
(3n+4)(k+1)+3(m−1)+2+K
+ η
(n)
(3n+4)(k+1)+3m+Kη
(n)
(3n+4)(k+1)+3(m−1)+2+Kη
(n)
(3n+4)(k+1)+3(m−1)+1+K + · · ·
+ η
(n)
(3n+4)(k+1)+3m+Kη
(n)
(3n+4)(k+1)+3(m−1)+2+Kη
(n)
(3n+4)(k+1)+3(m−1)+1+K · · ·
η
(n)
(3n+4)(k+1)+Kη
(n)
(3n+4)k+3n+3+Kη
(n)
(3n+4)k+3n+2+K · · · η
(n)
(3n+4)k+3m+K)
= e
(n)
0 (m)e
(n)
2 (m− 1) + e(n)0 (m)e(n)2 (m− 1)e(n)1 (m− 1) + · · ·
+ e
(n)
0 (m)e
(n)
2 (m− 1)e(n)1 (m− 1) · · · e(n)0 (0)e(n)0 (n+ 1)e(n)2 (n)e(n)1 (n) · · · e(n)0 (m),
σ
(n)
0 (m) = e
(n)
0 (m)e
(n)
2 (m− 1) + e(n)0 (m)e(n)2 (m− 1)e(n)1 (m− 1)
+ e
(n)
0 (m)e
(n)
2 (m− 1)e(n)1 (m− 1)e(n)0 (m− 1),
τ
(n)
0 (m) = e
(n)
0 (m)e
(n)
2 (m− 1)e(n)1 (m− 1),
χ
(n)
0 (m− 1) = e(n)0 (m− 1)e(n)2 (m− 2) · · · e(n)0 (0)e(n)0 (n + 1)e(n)2 (n) · · · e(n)0 (m)e(n)2 (m− 1)
+ e
(n)
0 (m− 1)e(n)2 (m− 2) · · · e(n)0 (0)e(n)0 (n+ 1)e(n)2 (n) · · · e(n)2 (m− 1)e(n)1 (m− 1)
+ e
(n)
0 (m− 1)e(n)2 (m− 2) · · · e(n)0 (0)e(n)0 (n+ 1)e(n)2 (n) · · · e(n)1 (m− 1)e(n)0 (m− 1),
ν
(n)
0 = τ
(n)
0 (n+ 1)τ
(n)
0 (n)τ
(n)
0 (n− 1) · · · τ (n)0 (1)e(n)0 (0).
Then we have
λ
(n)
0 (m) = σ
(n)
0 (m) + τ
(n)
0 (m)λ
(n)
0 (m− 1)− τ (n)0 (m)χ(n)0 (m− 1).(4.4)
and
lim
k→∞
t
(n)
(3n+4)k+3m+K =
λ
(n)
0 (m)
1− ν(n)0
.(4.5)
If we define s
(n)
0,k(m), α
(n)
0,k(m) and β
(n)
0,k (m) correspoinding to t
(n)
(3n+4)k+3m+K similarly as s
(n)
k ,
α
(n)
k and β
(n)
k in (4.1), then the limit of t
(n)
(3n+4)k+3m+K as k →∞ is represented as
lim
k→∞
t
(n)
(3n+4)k+3m+K =
lim
k→∞
α
(n)
0,k (m)
1− lim
k→∞
β
(n)
0,k (m)
by the same argument as in Proof of Proposition 4.3. The equality (4.5) follows from lim
k→∞
α
(n)
0,k(m) =
λ
(n)
0 (m) and lim
k→∞
β
(n)
0,k (m) = ν
(n)
0 . Let
ϕ
(n)
0 (m) = lim inf
k→∞
1 + 1 + η(n)(3n+4)k+3m+K
t
(n)
(3n+4)k+3m+K + 1 + η
(n)
(3n+4)k+3m+K

= 1 +
1 + e
(n)
0 (m)
λ
(n)
0 (m)
1−ν(n)0
+ 1 + e
(n)
0 (m)
,
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Φ
(n)
0 (m) = lim inf
k→∞
1 + t(n)(3n+4)k+3m+K + η(n)(3n+4)k+3m+K
1 + η
(n)
(3n+4)k+3m+K

= 1 +
λ
(n)
0 (m)
1−ν(n)0
+ e
(n)
0 (m)
1 + e
(n)
0 (m)
for m = 0, 1, · · · , n+ 1. Obviously, ϕ(n)0 (m) = ζ(n)3m and Φ(n)0 (m) = ξ(n)3m hold for 0 ≤ m ≤ n+ 1.
Similarly, for i = 3m+ 1 and i = 3m+ 2, we define
λ
(n)
1 (m) = e
(n)
1 (m)e
(n)
0 (m) + e
(n)
1 (m)e
(n)
0 (m)e
(n)
2 (m− 1) + · · ·
+ e
(n)
1 (m)e
(n)
0 (m)e
(n)
2 (m− 1) · · · e(n)0 (0)e(n)0 (n+ 1)e(n)2 (n)e(n)1 (n) · · · e(n)1 (m),
σ
(n)
1 (m) = e
(n)
1 (m)e
(n)
0 (m) + e
(n)
1 (m)e
(n)
0 (m)e
(n)
2 (m− 1)
+ e
(n)
1 (m)e
(n)
0 (m)e
(n)
2 (m− 1)e(n)1 (m− 1),
τ
(n)
1 (m) = e
(n)
1 (m)e
(n)
0 (m)e
(n)
2 (m− 1),
χ
(n)
1 (m− 1) = e(n)1 (m)e(n)0 (m) · · · e(n)0 (0)e(n)0 (n+ 1)e(n)2 (n) · · · e(n)1 (m)e(n)0 (m)
+ e
(n)
1 (m)e
(n)
0 (m) · · · e(n)0 (0)e(n)0 (n+ 1)e(n)2 (n) · · · e(n)1 (m)e(n)0 (m)e(n)2 (m− 1)
+ e
(n)
1 (m)e
(n)
0 (m) · · · e(n)0 (0)e(n)0 (n+ 1)e(n)2 (n) · · · e(n)0 (m)e(n)2 (m− 1)e(n)1 (m− 1)
ν
(n)
1 = τ
(n)
1 (n)τ
(n)
1 (n− 1) · · · τ (n)1 (1)e(n)1 (0)e(n)0 (0)e(n)0 (n+ 1)e(n)2 (n)
and
λ
(n)
2 (m) = e
(n)
2 (m)e
(n)
1 (m) + e
(n)
2 (m)e
(n)
1 (m)e
(n)
0 (m) + · · ·
+ e
(n)
2 (m)e
(n)
1 (m)e
(n)
0 (m) · · · e(n)0 (0)e(n)0 (n + 1)e(n)2 (n)e(n)1 (n) · · · e(n)2 (m),
σ
(n)
2 (m) = e
(n)
2 (m)e
(n)
1 (m) + e
(n)
2 (m)e
(n)
1 (m)e
(n)
0 (m) + e
(n)
2 (m)e
(n)
1 (m)e
(n)
0 (m)e
(n)
2 (m− 1),
τ
(n)
2 (m) = e
(n)
2 (m)e
(n)
1 (m)e
(n)
0 (m),
χ
(n)
2 (m− 1) = e(n)2 (m)e(n)1 (m) · · · e(n)0 (0)e(n)0 (n+ 1)e(n)2 (n) · · · e(n)2 (m)e(n)1 (m)
+ e
(n)
2 (m)e
(n)
1 (m) · · · e(n)0 (0)e(n)0 (n+ 1)e(n)2 (n) · · · e(n)2 (m)e(n)1 (m)e(n)0 (m)
+ e
(n)
2 (m)e
(n)
1 (m) · · · e(n)0 (0)e(n)0 (n+ 1)e(n)2 (n) · · · e(n)1 (m)e(n)0 (m)e(n)2 (m− 1)
ν
(n)
2 = τ
(n)
2 (n)τ
(n)
2 (n− 1) · · · τ (n)2 (0)e(n)0 (n+ 1)
Let
ϕ
(n)
j (m) = lim inf
k→∞
1 + 1 + η(n)(3n+4)k+3m+j+K
t
(n)
(3n+4)k+3m+j+K + 1 + η
(n)
(3n+4)k+3m+j+K

= 1 +
1 + e
(n)
j (m)
λ
(n)
j
(m)
1−ν(n)j
+ 1 + e
(n)
j (m)
,
Φ
(n)
j (m) = lim inf
k→∞
1 + t(n)(3n+4)k+3m+j+K + η(n)(3n+4)k+3m+j+K
1 + η
(n)
(3n+4)k+3m+j+K

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= 1 +
λ
(n)
j
(m)
1−ν(n)j
+ e
(n)
j (m)
1 + e
(n)
j (m)
for j = 1, 2 and m = 0, 1, · · · n. It is obvious that
ϕ
(n)
1 (m) = ζ
(n)
3m+1, ϕ
(n)
2 (m) = ζ
(n)
3m+2,
Φ
(n)
1 (m) = ξ
(n)
3m+1, Φ
(n)
2 (m) = ξ
(n)
3m+2.
Lemma 4.8. For j = 0, 1, 2 and every m ≥ 0, there exists
lim
n→∞
ϕ
(n)
j (m) = ϕj(m), limn→∞
Φ
(n)
j (m) = Φj(m),
and these convergences are uniform with respect to m.
Proof. We prove the case j = 0. By Lemma 3.1(3),
e0(m) = lim
n→∞
e
(n)
0 (m), e1(m) = limn→∞
e
(n)
1 (m), e2(m) = limn→∞
e
(n)
2 (m)
are uniformly convergent with respect to m. Hence, both
σ0(m) = lim
n→∞
σ0(m) and τ0(m) = lim
n→∞
τ0(m)
are also uniformly convergent with respect to m. Since e
(n)
i (m) < 3/4 for all i, n,m, we observe
that
|τ (n)0 (m)| <
(
3
4
)3
.
Since χ
(n)
0 (m− 1) is written as
χ
(n)
0 (m− 1) = e(n)0 (0)
(
1
e
(n)
2 (m− 1)e(n)1 (m− 1)
+
1
e
(n)
1 (m− 1)
+ 1
)
n+1∏
ℓ=1
τ
(n)
0 (ℓ),
we have an estimate
|χ(n)0 (m− 1)| <
(
1
e
(n)
1 (0)
2
+
1
e
(n)
1 (0)
+ 1
)(
3
4
)3n+4
,
where we used Lemma 3.2. This implies that τ
(n)
0 (m)χ
(n)
0 (m − 1) converges uniformly to 0 as
n → ∞. By the same argument as in the proof of Lemma 4.5(1), we check that the sequence{
λ
(n)
0 (m)
}
n,m
is bounded. Then, by using the reccurence relation (4.4) and the same argument
as in the proof of Lemma 4.5 (3), we know that there exists λ0(m) = lim
n→∞
λ
(n)
0 (m) and this
convergence is uniform with respect to m. Furhtermore, ν
(n)
0 converges to 0 as n→∞ because
of |ν(n)0 | < (3/4)3n+4. By these facts, both ϕ(n)0 (m) and Φ(n)0 (m) converge uniformly to
ϕ0(m) = 1 +
1 + e0(m)
λ0(m) + 1 + e0(m)
and Φ0(m) = 1 +
λ0(m) + e0(m)
1 + e0(m)
,
respectively, as n→∞. The cases j = 1 and j = 2 are similarly treated. 
Let
σj(m) = lim
n→∞
σ
(n)
j (m), τj(m) = limn→∞
τ
(n)
j (m), λj(m) = limn→∞
λj(m)
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for j = 1, 2. Then the following reccurence relation is satisfied for all j = 0, 1, 2:
λj(m) = σj(m) + τj(m)λj(m− 1).
Lemma 4.9. The following estimates hold for all m ≥ 0:
331
200
< ϕ0(m+ 1),
5
3
< Φ0(m).
Proof. Since
331
200
< 1 +
1 + e0(m)
λ0(m) + 1 + e0(m)
⇐⇒ λ0(m) < 69
131
(1 + e0(m)),
we prove λ0(m) < 69(1 + e0(m))/131 for m ≥ 1 by induction. For m = 1, we have
λ0(1) =
19 +
√
10
27
= 0.82082 · · · ,
69
131
(1 + e0(1)) =
23(188 −√10)
5109
= 0.83211 · · · .
If we assume λ0(m− 1) < 69(1 + e0(m− 1))/131, then
λ0(m) = σ0(m) + τ0(m)λ0(m− 1)
< σ0(m) + τ0(m) · 69
131
(1 + e0(m− 1)).
To complete this induction, it is sufficinet to prove
σ0(m) + τ0(m) · 69
131
(1 + e0(m− 1)) < 69
131
(1 + e0(m)).
We check a sequence of equivalent conditions:
σ0(m) + τ0(m) · 69
131
(1 + e0(m− 1)) < 69
131
(1 + e0(m))
⇐⇒ 131σ0(m) + 69τ0(m)(1 + e0(m− 1)) < 69(1 + e0(m))
⇐⇒ 131(e0(m)e2(m− 1) + τ0(m) + τ0(m)e0(m− 1)) + 69τ0(m)(1 + e0(m− 1))
< 69(1 + e0(m))
⇐⇒ 131e0(m)e2(m− 1) + 200τ0(m) + 200τ0(m)e0(m− 1) < 69(1 + e0(m))
⇐⇒ 131(1 − e0(m)) + 200(2e0(m)− 1) + 200(2e0(m)− 1)e0(m− 1) < 69(1 + e0(m))
⇐⇒ 100e0(m) + 100(2e0(m)− 1)e0(m− 1) < 69.
By Lemma 3.2, e0(1) ≤ e0(m) ≤ e0(2) holds for all m ≥ 1, and this gives
100e0(m) + 100(2e0(m)− 1)e0(m− 1)
≤ 100e0(0) + 200(e0(0))2 − 100e0(1)
= 100 · 2622 +
√
10
4517
+ 200
(
2622 +
√
10
4517
)2
− 100 · 71−
√
10
117
=
100(1545789835 + 22158874
√
10)
2387184813
= 67.68 · · ·
< 69.
Next we prove the second inequality. Since
5
3
< 1 +
λ0(m) + e0(m)
1 + e0(m)
⇐⇒ 1
3
(2− e0(m)) < λ0(m),
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we prove (2− e0(m))/3 < λ0(m) for m ≥ 0 by induction. When m = 0, this is satisfied since
λ0(0) =
10 +
√
10
15
= 0.877485 · · · ,
1
3
(2− e0(0)) = 1
3
(
2−
√
2√
5
)
= 0.455848 · · · .
If we assume (2− e0(m− 1))/3 < λ0(m− 1), then
λ0(m) = σ0(m) + τ0(m)λ0(m− 1)
> σ0(m) + τ0(m) · 1
3
(2− e0(m− 1)).
Therefore, it is sufficinet to check
σ0(m) + τ0(m) · 1
3
(2− e0(m− 1)) > 1
3
(2− e0(m))
for m ≥ 1. We have the following equivalent conditions:
σ0(m) + τ0(m) · 1
3
(2− e0(m− 1)) > 1
3
(2− e0(m))
⇐⇒ 3σ0(m) + τ0(m)(2 − e0(m− 1)) > 2− e0(m)
⇐⇒ 3(e0(m)e2(m− 1) + τ0(m) + τ0(m)e0(m− 1)) + τ0(m)(2− e0(m− 1)) > 2− e0(m)
⇐⇒ 3e0(m)e2(m− 1) + 5τ0(m) + 2τ0(m)e0(m− 1) > 2− e0(m)
⇐⇒ 3(1− e0(m)) + 5(2e0(m)− 1) + 2(2e0(m)− 1)e0(m− 1) > 2− e0(m)
⇐⇒ 8e0(m) + 2(2e0(m)− 1)e0(m− 1) > 4
⇐⇒ 4e0(m) + (2e0(m)− 1)e0(m− 1) > 2.
By Lemma 3.2, e0(1) ≤ e0(m) ≤ e0(0) holds for all m, thus we obtain
4e0(m) + (2e0(m)− 1)e0(m− 1) ≥ 4e0(1) + 2(e0(1))2 − e0(0)
= 4 · 71−
√
10
117
+ 2
(
71−√10
117
)2
−
√
2√
5
=
216650 − 17449√10
68445
= 2.3591 · · ·
> 2.

Lemma 4.10. The following estimates hold for all m ≥ 0 and j = 1, 2:
5
3
< φj(m),
5
3
< Φj(m).
Proof. These inequalities are proved by the same argument as in the proof of Lemma 4.9. We
omit the detatils. 
Lemma 4.11. There exists δ > 0 such that inequalities
ϕ0(0) + δ < ϕ0(m+ 1), ϕ0(0) + δ ≤ Φ0(m)
ϕ0(0) + δ ≤ ϕj(m), ϕ0(0) + δ ≤ Φj(m).
hold for all m ≥ 0 and j = 1, 2 .
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Proof. We notice that ϕ0(0) = lim
n→∞
ζ
(n)
0 = r1. Let
δ =
331
200
− ϕ0(0) = 331
200
− 48 +
√
10
31
> 0.
Then the claim follows from Lemmas 4.9 and 4.10. 
Proof of Theorem 4.1. It follows from Lemma 4.2 that
rep(x(n))
= min
0≤i≤3n+3
{
ζ
(n)
i , ξ
(n)
i
}
= min
0≤m≤n
{
ϕ
(n)
0 (0),Φ
(n)
0 (0), ϕ
(n)
0 (m+ 1),Φ
(n)
0 (m+ 1), ϕ
(n)
1 (m),Φ
(n)
1 (m), ϕ
(n)
2 (m),Φ
(n)
2 (m)
}
.
By Lemmas 4.8 and 4.11, the double series
{
ϕ
(n)
i (m)
}
n,m
and
{
Φ
(n)
i (m)
}
n,m
for i = 0, 1, 2
satisfy the assumptions of Lemma 4.7, whence
rep(x(n)) = ϕ
(n)
0 (0)
for all sufficiently large n. This concludes
lim
n→∞
rep(x(n)) = ϕ0(0) = lim
n→∞
ζ
(n)
0 = r1.

5. The largest accumulation point of rep(St)
In this section, we prove
Theorem 5.1. r1 is an accumulation point of rep(St).
The group GL2(Q) acts on the set R \ Q of irrational numbers by linear fractional transfor-
mations, that is
(aij) ∗ ξ = a11ξ + a12
a21ξ + a22
, (aij) ∈ GL2(Q), ξ ∈ R \Q.
Let
A =
(
1 3
2 5
)
and Am =
(
am bm
cm dm
)
for m = 1, 2, 3, · · · . Eigenvalues of A are p = 3−√10 and q = 3 +√10, and matrix calculation
gives
Am =
1
2
√
10
(
(
√
10 + 2)pm + (
√
10− 2)qm 3(qm − pm)
2(qm − pm) (√10− 2)pm + (√10 + 2)qm
)
=
qm
2
√
10
A0(m).
Let z be a variable. We define zm and ym for m = 0, 1, 2, · · · as follows:
z0 = z, zm = A
m ∗ z = amz + bm
cmz + dm
, ym =
zm(2zm+1 − 1)
zm+1
.
Since zm is satisfying 2zm+1zm = 3 + zm − 5zm+1, ym is represented as
ym =
3
zm+1
− 5 =
(−5 3
1 0
)
∗ zm+1.
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For each positive integer n, let
fn(z) = 2 + 2
n−1∑
j=0
n∏
i=j+1
yi +
n∏
i=0
yi, gn(z) = z
n+1∏
j=1
(2zj − 1),
Kn(z) =
z
1 + z
· zn+1 · fn(z)
1− gn(z) .
Then we have
γ(n)(n) = fn(e
(n)
0 (0)), ν
(n)
0 = gn(e
(n)
0 (0)), Kn(e
(n)
0 (0)) =
λ
(n)
0 (0)
(1− ν(n)0 )(1 + e(n)0 (0))
and
ϕ
(n)
0 (0) = 1 +
1
Kn(e
(n)
0 (0)) + 1
.
Here we notice that e
(n)
0 (m) = A
m ∗ e(n)0 (0) and λ(n)0 (0) = lim
k→∞
α
(n)
k = e
(n)
0 (0)e
(n)
0 (n+ 1)γ
(n)(n).
For every n, we put
a′n+1 = 2
n+1∑
j=1
aj + 1, b
′
n+1 = 2
n+1∑
j=1
bj .
Lemma 5.2. Functions fn(z), gn(z) and Kn(z) are rational functions of the following forms:
fn(z) =
a′n+1z + b
′
n+1
an+1z + bn+1
, gn(z) =
z
cn+1z + dn+1
, Kn(z) =
z
1 + z
· a
′
n+1z + b
′
n+1
(cn+1 + 1)z + dn
.
Proof. From (−5 3
1 0
)
Am+1 =
(−5 3
1 0
)
A
(
am bm
cm dm
)
=
(
am bm
am+1 bm+1
)
,
it follows
ym =
(−5 3
1 0
)
Am+1 ∗ z = amz + bm
am+1z + bm+1
,
and hence
yn · · · yi = aiz + bi
an+1z + bn+1
.
This gives
fn(z) = 2 + 2
n−1∑
j=0
aj+1z + bj+1
an+1z + bn+1
+
z
an+1z + bn+1
.
Similarly, from
2zm − 1 =
(
2 −1
0 1
)
Am ∗ z = (2am − cm)z + (2bm − dm)
cmz + dm
,
it follows
2zm+1 − 1 =
(
2 −1
0 1
)
AAm ∗ z = cmz + dm
cm+1z + dm+1
.
This gives
gn(z) = z · (2a1 − c1)z + (2b1 − d1)
cn+1z + dn+1
=
z
cn+1z + dn+1
.
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The equality of Kn(z) is also easy. 
Next we show that the quadratic irrational e
(n)
0 (0) = [0, 1, (1, 1, 2)
n+1 ] is not contained in the
quadratic number field Q(
√
10) when n is odd or n 6≡ ±1 mod 5. Let θn = [1, (1, 1, 2)n+1 ] =
1/e
(n)
0 (0) and θ = [1, 1, 1, 2] =
√
10/2. The j-th convergent of θn is equal to the j-the convergent
pj/qj of θ if j ≤ 3n+ 4. Since θn = [1, (1, 1, 2)n+1 , θn], we obtain
θn =
p3n+3θn + p3n+2
q3n+3θn + q3n+2
,
namely
θn =
p3n+3 − q3n+2 +
√
Dn
2q3n+3
,
where
Dn = (q3n+2 − p3n+3)2 + 4q3n+3p3n+2 = (q3n+2 + p3n+3)2 − 4(−1)3n+4.
Let
B1 =
(
1 1
1 0
)
, B2 =
(
2 1
1 0
)
, B = B21B2 =
(
5 2
3 1
)
.
Then we have
B1B
n+1 =
(
p3n+3 p3n+2
q3n+3 q3n+2
)
and hence
Dn = tr(B1B
n+1)2 − 4(−1)n.
Lemma 5.3. For each n, the following congruent conditions hold:
Dn ≡

(−1)k (n = 5k)
2(−1)k (n = 5k + 2)
−2(−1)k (n = 5k + 3)
0 (n = 5k + 1, 5k + 4)
mod 5 and Dn ≡
{
1 (n odd)
0 (n even)
mod 2.
Proof. Let B = B mod 5. Then we have
B =
(
0 2
3 1
)
, B
2
=
(
1 2
3 2
)
, B
3
=
(
1 4
1 3
)
, B
4
=
(
2 1
4 0
)
, B
5
=
(
3 0
0 3
)
.
Therefore,
tr(B1B
5k+j) mod 5 =

0 (j = 1)
3
k
(j = 0, 2, 3)
2 · 3k (j = 4)
.
This gives the congruent condition ofDn modulo 5. The case of modulo 2 is treated similarly. 
Lemma 5.4. If n is odd or n 6≡ ±1 mod 5, then e(n)0 (0) is not contained in Q(
√
10).
Proof. If we suppose e
(n)
0 (0) ∈ Q(
√
10), then
√
Dn must be an element of Q(
√
10). Let
√
Dn =
a+ b
√
10 for a, b ∈ Q. From Dn = a2 + 10b2 + 2ab
√
10 and the irrationality of
√
Dn, it follows
a = 0. Then Dn = 10b
2. This implies b ∈ Z and Dn ≡ 0 mod 10. This contradicts to Lemma
5.3. 
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Proposition 5.5. Let n be a sufficiently large positive integer and assume that n is odd or
n 6≡ ±1 mod 5. Let x be a Sturmian word of slope [0, a1, · · · , aK , (2, 1, 1)n+1, 1]. Then rep(x)
is strictly less than r1.
Proof. By Theorem 2.6, rep(x) satisfies
rep(x) ≤ r1 = 48 +
√
10
31
.(5.1)
Suppose that the equality holds in (5.1). By Lemmas 1.1 and 1.2, x =WkMk−1MkM˜k · · · holds
for all k ≥ K. Therefore, by the proof of Theorem 4.1, we have
r1 = rep(x) = ϕ
(n)
0 (0) = 1 +
1
Kn(e
(n)
0 (0)) + 1
if n is sufficiently large. Then Kn(e
(n)
0 (0)) must be contained in Q(
√
10). By Lemma 5.2 and
the fact that e
(n)
0 (0) is a quadratic irrational, Kn(e
(n)
0 (0)) is represented as
Kn(e
(n)
0 (0)) =
e
(n)
0 (0)
1 + e
(n)
0 (0)
· a
′
n+1e
(n)
0 (0) + b
′
n+1
(cn+1 + 1)e
(n)
0 (0) + dn
=
a′′e(n)0 (0) + b
′′
c′′e(n)0 (0) + d′′
,
where a′′, b′′, c′′, d′′ ∈ Q. This implies e(n)0 (0) ∈ Q(
√
10). This contradicts to Lemma 5.4. 
Proof of Theorem 5.1. Bugeaud and Kim [2] constracted an example of a Sturmian word x with
rep(x) = rmax. We use the same construction as in [2]. For every odd number n ≥ 1, set
ϑn = [0, a1, a2, · · · ] = [0, (2, 1, 1)n+1 , 1]. Let {M (n)k } be the characteristic block defined from the
sequence {ak}k. For k ≥ 2, the word W (n)k = 1M (n)0 M (n)1 · · ·M (n)k−2 is a suffix of M (n)k . Define
s(n) = lim
k→∞
W
(n)
k = lim
k→∞
(1M
(n)
0 M
(n)
1 · · ·M (n)k−2).
The slope of s(n) equals ϑn and s
(n) = W
(n)
k M
(n)
k−1M
(n)
k M˜
(n)
k · · · holds for all k ≥ 2. By Propo-
sition 5.5, rep(s(n)) is strictly less than r1 for sufficiently large n. By Theorem 4.1, rep(s
(n))
converges to r1 as n→∞. 
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