We compute the Renormalization Group functions of a Landau-GinzburgWilson Hamiltonian with O(n)×O(m) symmetry up to five-loop in Minimal Subtraction scheme. The line n + (m, d), which limits the region of secondorder phase transition, is reconstructed in the framework of the ǫ = 4 − d expansion for generic values of m up to O(ǫ 5 ). For the physically interesting case of noncollinear but planar orderings (m = 2) we obtain n + (2, 3) = 6.1(6) by exploiting different resummation procedures. We substantiate this results re-analyzing six-loop fixed dimension series with pseudo-ǫ expansion, obtaining n + (2, 3) = 6.22(12). We also provide predictions for the critical exponents characterizing the second-order phase transition occurring for n > n + .
I. INTRODUCTION
In the last years much effort has been dedicated in the qualitative understanding and quantitative description of frustrated spin systems with noncollinear order. Despite the intensive theoretical and experimental investigation, strongly debated issues remain open. In three dimensions it is not clear if systems as stacked triangular antiferromagnets (STAs) and Helimagnets should undergo a continuous phase transitions (named chiral) belonging to an unusual universality class and hence characterized by new values of critical exponents, or if the transition is first order (see Refs. [1] [2] [3] [4] as review).
Field-theoretical studies of such systems are based on the O(n)×O(m) symmetric Landau-Ginzburg-Wilson (LGW) Hamiltonian [5, 1] 
where φ a (1 ≤ a ≤ m) are m sets of n-component vectors. Whether m ≤ n and v 0 > 0, Eq.
(1) describes m-dimensional spin orderings in isotropic n-spin space with the O(n) →O(n − m) pattern of symmetry breaking. Negative values of v 0 correspond to simple ferromagnetic or antiferromagnetic ordering, and to magnets with sinusoidal spin structures [1] . The condition 0 < v 0 < m/(m − 1)u 0 is required to have noncollinearity and the boundedness of the free energy. For m = 2 the Hamiltonian (1) describes magnets with noncollinear but planar orderings as frustrated XY (n = 2) and Heisenberg (n = 3) antiferromagnets, while for m ≥ 3 systems with noncoplanar ground states [6, 1] . The RG flow has always two fixed points (FP's), the Gaussian one (u 0 = v 0 = 0) and the O(nm) one (v 0 = 0), while other two FP's (called chiral and antichiral) appear for some values of n. At fixed m, for the physically relevant case m ≥ 1, the ǫ expansion predicts four different regimes characterized as follows [7] : 1) For n > n + (m, d), there are four FP's, and the chiral one is stable.
2) For n − (m, d) < n < n + (m, d), only the Gaussian and the Heisenberg O(nm)-symmetric FP's are present, and none of them is stable. Thus the system is expected to undergo a first-order phase transition.
3) For n H (m, d) < n < n − (m, d), there are again four FP's. However for m < 7 the stable FP is in the region v < 0 and the transition for those systems with v 0 > 0 is again first order.
4) For n < n H (m, d),
1 there are again four FP's, and the Heisenberg O(nm)-symmetric one is stable.
1 The precise value of n H (m, d) may be inferred from the results of Refs. [8, 9] , where it was shown that at a global O(N ) FP (here N = nm) all the spin four operators (and the v 0 term is spin four) have the same scaling dimension. Thus the O(nm) FP is stable for n < N c /m = n H , where N c is the marginal spin dimensionality of the cubic model that results in N c ≃ 2.9 in three dimensions. See the review [3] for an updated list of estimates and references about N c .
For m ≥ 3 all field theoretical (FT) methods (ǫ = 4 − d [6, 10] , 1/n [10, 11] , fixed dimensional d = 3 [12] ,ǫ = d − 2 [13] expansions, and the Effective Average Action Method (EAAM) [14] ) agree indicating the existence of a marginal number of components of the order parameter n + (m, 3) above which a second-order phase transition is driven by a stable chiral FP.
For m = 2, again all the above mentioned FT methods indicate the existence of n + (2) ∼ 6 above which we expect a continuous phase transition [15, 10, 11, 13, [16] [17] [18] [19] [20] [25] [26] [27] . Instead, for n < n + the situation is controversial. Several magnetic materials that are supposed to be described by the Hamiltonian (1) with n = 2, 3 display scaling laws, but with experimental measured exponents that apparently depend on the material and sometimes also from the measure (see e.g. the recent experimental works [21] and also Refs. [3, 4] for an exhaustive list of experiments). The same scenario is found in MC simulations: systems like STA display scaling with almost well defined exponents [22] (see also [23] as the only simulation where apparently there is a first-order transition in STA), whereas systems with the same symmetry like rigid STA (STAR) and Stiefel V n,2 (see e.g. Ref. [4] for the definition of these systems) clearly undergo first-order transition for n = 2, 3 [24] . Unfortunately a lot of theoretical efforts have not yet produced a unified picture. EAAM does not provide any stable FP favoring a weak first-order phase transition with nonuniversal pseudo-critical exponents [25] [26] [27] 4] that are in rough agreement with those coming from scaling relation found in experiments and Monte Carlo simulations. Whereas in six-loop fixed dimension approach another marginal number of components of the order parameter N c2 < n + exists [20] , so that for N c2 < n < n + there is no stable FP, while for n < N c2 a stable (focus-like) chiral FP appears [18, 19] . Since N c2 = 5.7(3) [20] , according to this scenario, XY and Heisenberg frustrated antiferromagnets undergo a second-order phase transition, if they are in the domain of attraction of the stable FP. The found critical exponents [18, 28] are in rough agreement with Monte Carlo and experimental results. Anyway, the continuous phase transition at this FP is very peculiar: scaling properties are governed over several decades of temperatures, by preasymptotic effective exponents, which can differ significantly from the asymptotic ones, explaining in this manner the apparently scattering experimental and numerical results [19] . Note that the existence of a stable FP does not exclude the possibility that some systems may undergo a first-order transition. Indeed, they may lie outside the attraction domain of the stable FP. According to mean-field arguments the systems undergoing second-order phase transition are those characterized by v 0 /u 0 < m/(m − 1). Since RG iterations may only narrow this region, systems that are outside this region surely undergo first-order phase transition. E.g. systems like STAR and V n,2 (n = 2, 3) are outside this domain [1] and must undergo first-order phase transition as found in simulations [24] .
The stable FP found in fixed dimension for n < N c2 is unrelated to the small-ǫ and largen chiral one.
2 This fact does not imply an inconsistency of all perturbative results, since ǫ and 1/n expansions describe adiabatic moving from 4 dimensions and n = ∞ respectively and they are probably inadequate to describe the essentially three-dimensional features of the chiral FP for physical systems. In recent years many efforts have been made to obtain a precise determination of n + (3, m) . A complete list of results may be found in Table I . These scattered results clearly indicate that the extrapolation of low order 1/n and ǫ expansion predictions up to physical values of n and ǫ is a quite delicate matter. For this reason we extend the knowledge of the RG function up to five-loop in ǫ expansion. Furthermore, to improve the goodness of fixed-dimensional d = 3 estimates we re-analyze the six-loop perturbative series [18, 12] with the pseudo-ǫ expansion trick [29] , since in many cases this method provided the most accurate results in the determination of the marginal number of order parameter components (see Ref. [30] for the cubic model and Ref. [31] for the weakly diluted m-vector model). We anticipate that also in this case the final estimate is very precise, as clear from Table I. The paper is organized as follows. In Section II we determine n ± (m, 3) for several n by means of five-loop ǫ expansion. Pseudo-ǫ expansion is considered in Section III. Section IV summarizes our results. In the Appendix A we report the estimates of the exponents for m = 2 and n ≥ n + (2, 3) , whereas in the Appendix B details of series computation are presented, and the Appendix C reports analytic forms of some quantities given in the text.
has already four FP's no other FP may exist in ǫ expansion. Thus for n = m = 2 it is impossible in ǫ expansion to find a signature of the three-dimensional chiral FP of Refs. [18, 19] . For n = 3 and m = 2 the situation is different since there are two real FP's and two complex zeros of βs. Anyway the latter have almost vanishing v coordinate, and they are far from the three-dimensional chiral FP, ruling out the idea that there is some connection between them.
Note that the previous equation is not the only possible choice to find n ± , one can e.g. impose the coincidence of the coordinates of the chiral and antichiral FP etc. However this was the most advantageous from the computational point of view. For generic values of m, the results obtained for the location of the FP's and for n ± (m) are too cumbersome in order to be reported here, thus we report them only at fixed m = 2, 3.
A. Noncollinear but planar ordering: m=2
Let us first consider the physically relevant case m = 2. The numerical expression for n ± (2, 4 − ǫ) simplifies to (their analytical expressions are in App. C)
The first three terms of the expansions are in agreement with previous works [15, 10] . In order to give a numerical estimate of n ± (2, 3) such series should be evaluated at ǫ = 1. A direct sum is obviously not effective since the series are clearly divergent. The series n − (2, 4 − ǫ) has a quite regular behavior in ǫ, with the last terms approximately factorial growing and with alternating sign coefficients. Thus a Padé-Borel-Leroy (PBL) resummation (see App. B) should be effective, and in fact it provides n − (2, 3) = 1.968 (1) . Despite to the stability of the result, this estimate cannot be right. Indeed we known, from the mapping onto the tetragonal model [16] , that for n = m = 2 a couple of FP's exists in the ǫ expansion, thus n − (2, 3) ≥ 2 holds. A direct analysis of three-dimensional six-loop series shows that n − (2, 3) is a bit larger than 2 [33] . This was firstly noted in Ref. [16] . Anyway the precise value of n − (2, 3) is not of interest for frustrated models and this disagreement will be not more commented below. We only quote it to show that PBL method apparently underestimates the final error bar. The evaluation of n + (2, 3) is much more difficult because of its irregular behavior. The results of PBL resummations are shown in Table II for several approximants. The fifth order ones indicate n + (2, 3) = 5.47 (7) (it is the average and the variance of the approximants [1/3] and [3/1] with b = 0, 1). Anyway the previous analysis of n − (2, 3) suggests that PBL method underestimates error bars, thus to have a more reliable result, we apply other summation methods to evaluate n + (2, 3) , that in practice allow one to extract better behaved series from Eq. (5) . In what follows we present three different functions of n + (2, 3) that behave better than Eq. (5) . The choice of the functions is motivated or by physical reasons (as Eq. (7)) or by the experience in resumming divergent series (as Eq. (6)). Obviously we do not exclude the possibility of better choices.
The first function (as usually done for critical exponents) is 1 n + (2, 4 − ǫ) = 0.0459 + 0.0493ǫ + 0.0381ǫ 2 + 0.0250ǫ
whose coefficients decrease rapidly. Setting ǫ = 1, without resummation, 3 one obtains n + (2, 3) = 7.50 (at 3-loop), n + (2, 3) = 6.31 (at 4-loop), and n + (2, 3) = 6.10 (at 5-loop). Another method, firstly employed in Ref. [10] , use the knowledge of n + (2, 2) to constrain the analysis at ǫ = 2, under the assumption that n + (m, d) is sufficiently smooth in d at fixed m. In Ref. [10] it is assumed that the two-dimensional LGW stable FP is equivalent to that of the NLσ model for all n ≥ 2, m ≥ 2, except n = 2, m = 2. Since the NLσ model is asymptotically free, the authors of Ref. [10] conclude that n + (2, 2) = 2. The knowledge of n + (2, 2) may be exploited in order to obtain some informations on n
Since the coefficients of a(2, ǫ) do not decrease, we consider 1/a(2, ǫ) obtaining the more "convergent" expression , 3) with varying the number of loops. Method I is PBL, method II is Eq. 6, method III is Eq. 8, and method IV is the same of III, but with n + (2, 2) = 4. The shadow region is our final estimate n + (2, 3) = 6.1(6).
which, setting ǫ = 1, gives n + (2, 3) = 6.64 at three loop, n + (2, 3) = 6.08 at four loop, and n + (2, 3) = 6.136 at five loop. Actually the exact value of n + (2, 2) is a controversial matter, in fact it was pointed out that Z 2 -type topological defects may lead to a finite-temperature phase transition in the two-dimensional O(3) × O(2) model (see e.g. Refs. [34, 35] and references therein, for different scenarios about the critical behavior of this model). Independently from the fact that the perturbative LGW approach is able to describe such topological excitations (that is still a very controversial point), one should expect as naive upper bound n + (2, 2) = 4, since for n ≥ 4 the NLσ surely works. Using as constraint first n + (2, 2) = 2 and then n + (2, 2) = 4 one should kept in between the right value. Taking n + (2, 2) = 4 and considering again the series of the inverse of the resulting a(2, ǫ), we have n + (2, 3) = 7.57 at three loop, n + (2, 3) = 6.91 at four loop, and n + (2, 3) = 6.70 at five loop. The five-loop results with imposing n + (2, 2) = 2 and n + (2, 2) = 4 are quite close, signaling a weak dependence from the exact value of n + (2, 2) and making the constrained analysis quite safe. In order to give a final estimate with a proper error bar, we report in Fig. 1 all our results. It appears that all the employed summation methods are slowly converging to the same asymptotic value, in particular PBL converges from below, while the other three from figure) is quite flat up to the considered order, suggesting a good convergence. We take as final estimate the very conservative one n + (2, 3) = 6.1 (6) , which includes all five-loop data. The PBL result is only marginally compatible with the final estimate, but this is not surprising since PBL is the method that converges slowly and it is expected to underestimate error bars from the analysis of n − (2, 3) (note also that the three-loop PBL 3.39 is the almost half of the common accepted value). The final value is only marginally compatible with the three-loop estimate 5.3(2) of Ref. [10] . Furthermore our quoted error is three times bigger than the three-loop one. We believe that our estimate is safe, contrarily to Ref. [10] were probably the valuation of the error bar was too optimistic.
The problem of the value of n + (2, 2) may be also exploited resumming the series for n + at ǫ = 2, assuming a smooth dependence on d up to ǫ = 2. The behavior of the series is worst than that for ǫ = 1, in fact Eqs. (6) and (7) are not effective anymore. However we can obtain useful informations from PBL method. The approximants [1/1] , [1/2] , and [1/3] give negative values and must be discarded. Only two working approximants remain, namely the [2/1] which leads to n + (2, 2) = 3.0 and the [3/1] providing n + (2, 2) = 3.3, independently from b. As a consequence we have a weak indication for n + (2, 2) greater than the conjectured value 2.
B. Nonplanar ordering: m=3
Let us now consider the case m = 3 which is relevant for spin systems which possess nonplanar orderings of the ground state. One possible example of such noncoplanar criticality was supposed to be the pyrochlore antiferromagnets FeF 3 [36] and [1] (page 4733). The coefficients n ± i (3) are (the analytic expressions are in the Appendix C)
Again for ǫ = 1, PBL technique for n − (3, 3) seems very stable, leading to n − (3, 3) = 1.409(1). For n + (3, 3) we can repeat the same analyses used for m = 2. The PBL results are reported in Tab. III. In this case they are much more sensitive to the used approximant and a reliable estimate is difficult. Anyway this analysis suggests n + ∼ 9.
As for m = 2, the situation is better with considering
which gives rise to n + (3, 3) = 11.7 at three-loop, n + (3, 3) = 10.0 at four-loop and n + (3, 3) = 9.57 at five-loop.
Following Ref. [10] we impose in the constrained analysis only n + (3, 2) = 2, since (at least for what we known) this value was never criticized in literature. We obtain
and again 1 a(3, ǫ) = 0.0656 + 0.0397ǫ + 0.0201ǫ
has a better behavior, giving at ǫ = 1, n + (3, 3) = 9.975, n + (3, 3) = 9.26, n + (3, 3) = 9.38 at three-, four-, and five-loop respectively.
The data are much more scattered than those for m = 2. A possible estimate, which includes the majority of the previously obtained results, is n + (3, 3) ∼ 9.5 (5) , that is lower than the six-loop fixed-dimension prediction n + (3, 3) = 11.1(6) [12] . In order to give a complete picture of the critical behavior for all values of n and m, we calculate the expansion of n + (m, 4 − ǫ) m = 4, 5, obtaining (applying the same summation methods of before) n + (4, 3) = 12.7(7) and n + (5, 3) = 15.7(1.0), that are the values reported in Table I . These results and their comparison with fixed dimension ones will be commented in the Conclusions.
In this section we re-analyze the six-loop three-dimensional series of Refs. [18, 12] with the pseudo-ǫ expansion trick, since, as we have mentioned in the Introduction, it provided very good results for the marginal spin dimensionality in other models.
The idea behind this trick is very simple: one has only to multiply the linear terms of the two β functions by a parameter τ , find the FP's (i.e. the common zeros of the β's) as series in τ and analyze the results as in the ǫ expansion. If one is interested in the critical exponents, they are obtained as series in τ inserting the FP expansion in the appropriate RG functions. With this trick the cumulation of the errors coming from the non-exact knowledge of the FP and from the uncertainty in the resummation of the exponents is avoided, obtaining very precise results. Note that now, differently from ǫ expansion, only the value at τ = 1 makes sense. The only drawback of this trick is that it is unable to capture physical features of the systems that appear at higher perturbative orders. In fact at one-loop the series are equal (apart a normalization) to those of the ǫ expansion. Thus the FP's structure may not be different from that of ǫ expansion. All the remarks and the limits of ǫ-expansions apply also to pseudo-ǫ one. Explicitly the pseudo-ǫ expansion is able only to evaluate n ± (m, 3) (2, 3) . The underlined values come out from Padé which possess poles on the positive real axis. The location of the poles nearest to τ = 1 is reported in brackets. The final estimate is n + (2, 3) = 6.22 (12) . and n H (m, 3) but not N c2 . For this reason the pseudo-ǫ expansion is unable to recover the critical behavior for m = 2 and n = 2, 3 coming from fixed dimensional field theory, even if it is a re-analysis of the same series. For m = 2 we obtain
At least up to the presented number of loops the series does not behave as asymptotic ones with factorial growth of coefficients and alternating signs. So one may apply a simple Padé resummation of the series. The results are displayed in Tab. IV. Several approximants have poles on the positive real axis (these Padé are the underlined numbers) close to τ = 1 and thus the estimates of n + on their basis should be considered unreliable. Anyway some of these defective approximants have poles "far" from τ = 1, where the series must be evaluated. Thus one may expect the presence of a pole not to influence the approximant at τ = 1. Indeed all such Padé results are very close since lower order. We choose as final estimate the average of those six-loop order Padé without poles at τ < 2 (excluding those with N = 0, giving unreliable results), and as error bar we take the maximum deviation from the average of four-and five-loop Padé. Within this procedure we have n + (2, 3) = 6.22 (12) . In order to corroborate this value we resum the series even with the PBL. In this case only the threeloop [1, 1] and the four-loop [2, 1] approximants are nondefective, giving n + (2, 3) = 6.43 and n + (2, 3) = 6.35 respectively, in agreement with the Padé estimate at the same perturbative order. Anyway a six-loop estimate is not possible within PBL.
To find n + (m, 3) for systems with nonplanar spin orderings, we apply the same procedure exploited for m = 2 obtaining the following perturbative expressions up to O(τ 6 ) n + (3, 3) = 32.4919 − 22.4789 τ + 0.4633τ
Again, to extract quantitative information from them, we apply the procedure of before and check the results with PBL method. The final estimates are displayed in Tab. I together with those coming from five-loop ǫ expansion and other field theoretical methods, also for m = 4, 5.
IV. CONCLUSIONS
We compute the Renormalization Group functions of a Landau-Ginzburg-Wilson Hamiltonian with O(n)×O(m) symmetry up to five-loop in Minimal Subtraction scheme. Such higher order computation allowed us to reconstruct with good precision the line n + (m, d) in ǫ expansion up to O(ǫ 5 ). We have also re-analyzed six-loop fixed dimension series with pseudo-ǫ expansion. All the results for n + (m, 3) with m = 2, 3, 4, 5 are reported in Table  I . The results coming from the 1/n expansion are not so near in magnitude to the ǫ and pseudo-ǫ ones. Anyway, in this case n + is determined by perturbative series which are known only to O(1/n 2 ), the correction to the leading term is not small, and since n + is not expected to be large in magnitude, one is extrapolating the results to value of n which could be dangerous. Also the agreement with previous three-loop ǫ-expansion is not good. Anyway, as already stated in the text, we believe that the error quoted in previous three loop works Refs. [15, 10] was underestimated. Differently the agreement is good between all the higher order perturbative methods, i.e. direct six-loop fixed dimension, ǫ, and pseudo-ǫ expansion. Note that the pseudo-ǫ results are between the five-loop ǫ expansion and direct six-loop fixed dimension ones and are the more credible since they are the more stable with changing the perturbative order.
For the physically interesting case of noncollinear but planar orderings (m = 2), we obtain n + (2, 3) = 6.1(6) from five-loop ǫ expansion and n + (2, 3) = 6.22(12) from six-loop pseudo-ǫ expansion. Note that the last value seems to exclude n = 6 from the second-order phase transition region, in contradiction with Monte Carlo results [17] and EAAM [27] . Anyway two remarks on this point are necessary. First, being n + (2, 3) − 6 = 0.22 (12) small, the concept of pseudo-scaling discussed in Ref. [26, 4] applies and the transition is expected to be extremely weak first order, i.e. all RG trajectories are attracted toward a small domain where the flow is very slow. In such domain the system spends the majority of its RG time (making the correlation length very large) and scaling is partially recovered. Second, the estimate of N c2 = 5.7(3) is marginally compatible with 6, leaving the possibility of a secondorder phase transition at n = 6 in the scenario of Refs. [18] [19] [20] . Anyhow we should expect measured critical exponents for n = 6 close to those at n + (2, 3). Monte Carlo [17] and EAAM [27] provide ν = 0.700(11), γ = 1.383 (36) , and ν ≃ 0.707, γ ≃ 1.377 respectively, that are quite close, but definitely different from the FT perturbative results for n = n + ν n=n + = 0.635(4) (see Appendix A). We believe that this apparent disagreement deserves further investigations.
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APPENDIX A: CRITICAL EXPONENTS
The critical exponents are computed by expanding in power of ǫ the exponent series at the FP. Such a computation gives the exponents only for [20] [0.83(2),0.23 (5) 
Indeed, if these bounds are not satisfied the FP's are complex and therefore also the exponent series. This is actually only an artifact of the ǫ expansion and the exponents are real and well defined for n > n + (m, d) (see for details Refs. [7, 10] ). In order to obtain series for the exponents in all the relevant domain we can perform the following trick [10] . For n + < n < n + 0 we set n = n + (m, 4 − ǫ) + ∆n and re-expand all series in powers of ǫ keeping ∆n fixed. In particular, for ∆n = 0 we obtain the critical exponents for n = n + . In the most interesting case of m = 2 the exponents along the line n = n + are (their analytic forms are in the App. C)
and
After a PBL resummation we have ν n=n + = 0.635(4) and η n=n + = 0.049 (1) . In the same way we have also estimated the subleading exponents governing the corrections to the scaling (i.e. the eigenvalues of the matrix (B4)). The smallest one is obviously ω n=n + 1 = 0, instead the biggest one is ω n=n + 2 = 0.86(3), after PBL resummation. Now we may calculate critical exponents for all n > n + (2, 3), even if n < n + 0 (2) ≃ 21.8. The resulting critical exponents have a double source of error: one coming from uncertainty in the resummation and one from the not precise knowledge of n + (2, 3) . Note that the latter dominates the given error for n = 7, 8, 16 , since the resummation of the exponents is very precise, contrarily to that of n + (2, 3) . To give an example, at n = 7 we have ∆n = 0.9 (6) , that leads to ν(∆n = 0.3) ≃ 0.67 and ν(∆n = 1.5) ≃ 0.75, and thus the resulting estimate ν(n = 7) = 0.71 (4) .
All other exponents are calculated in the same way. For n > n + 0 (2) a direct resummation of the critical exponents is possible. In Table V we report the results for n = 7, 8, 16, 32 and the corresponding six-loop fixed-dimension and 1/n ones for comparison. There is a quite good agreement between all FT methods, a part from the estimates of ω at n = 16, 32, that seems to differ significantly from fixed dimension results. The source of such disagreement is not completely clear to us. It may be due to an underestimating of the error (especially in fixed dimension), or to the bad behavior of the resummation. Anyway it is not so surprising, since already for the O(n) model the estimates of ω are not very good (see e.g. Ref. [3] ).
APPENDIX B: PERTURBATIVE SERIES
We calculate the perturbative RG function in the minimal subtraction (MS) renormalization scheme for the massless theory. We compute the divergent part of the irreducible two-point functions of the field φ, of the two-point correlation functions with insertions of the quadratic operators φ 2 , and of the two independent four-point correlation functions. The diagrams contributing to this calculation are 162 for the four-point functions and 26 for the two-point one. We handle them with a symbolic manipulation program, which generate the diagrams and compute the symmetry and group factors of each of them. We use the results of Ref. [37] , where the primitive divergent parts of all integrals appearing in our computation are reported. We determine the renormalization constant Z φ associated with the fields φ, the renormalization constant Z t of the quadratic operator φ 2 , and the renormalized quartic couplings u, v. The functions β u , β v , η φ and η t are determined using the relations
The zeroes (u * , v * ) of the β functions provide the FP's of the theory. In the framework of the ǫ expansion, they are obtained as perturbative expansions in ǫ and then are inserted in the RG functions to determine the ǫ expansion of the critical exponents:
The stability of each FP is controlled by the 2 × 2 matrix
A stable FP must have two eigenvalues with positive real parts, while a FP possessing eigenvalues with nonvanishing imaginary parts is called focus.
In reporting the series we make explicit use of the symmetry under the exchange (m, n) and write the RG functions as
where the first three orders coincide with those of Refs. [7, 6, 15, 10] , and the four and five-loop coefficients are reported in Tabs. VI, VII, VIII, IX, X.
4
In order to verify the exactness of our perturbative series we perform several checks on them. They reduce to the existing O(ǫ 5 ) ones for the O(N)-symmetric theory [38] in the proper limit. For the particular case n = m = 2 they agree, according to the exact mapping of Ref. [16] , with the four-loop ǫ expansion of the so called tetragonal model Ref. [39] . The value of n H (m, 4 − ǫ) coincides with N c /m, where N c is the marginal spin dimensionality of the cubic model obtained in [40] , according to the symmetry argument of Refs. [8, 9] . Finally, the 1/n expansion of the series coincides with the expansion close to four dimensions of the 1/n exponents of Refs. [10, 11] .
Since the ǫ expansion is asymptotic, the series must be properly resummed to provide results for three-dimensional systems. The first method that is applied to those series that do not yet behave as asymptotic is Padé summation, which consists in extending the series analytically by the ratio of two polynomials.
is determined by imposing the equivalence between its Taylor coefficients with the ones of the original series. We also use Padé-Borel-Leroy (PBL) resummation that works as follows. Let S(ǫ) = s k ǫ k be the quantity we want to resum. The Borel-Leroy transform of S(ǫ), is defined by
. In order to evaluate S(ǫ = 1) it is necessary to perform an analytic continuation of B b (t), that may be achieved using Padé approximants [N/M]. Named P S (b, N, M)(t) such analytic continuation, estimates of S(ǫ) are given by
depending on the considered Padé [N/M] and on the value of the free parameter b. Since the integral (B9) should be defined, the approximant must not have poles on the real positive axis. The Padé with real positive poles are called defective and must be discarded in the average procedure.
APPENDIX C: ANALYTIC EXPRESSION
In this appendix we report some useful analytic expressions of the quantities reported in the text. We believe that analytical results are very useful for those who want to check our results or to compare with other methods where analytic limits are known.
The analytic expressions of Eqs. (5) are
and for Eqs. (9) 
Similarly for (A3), i.e. the exponents for m = 2 and n = n + (2, 4 − ǫ), 
and for (A4) k, i E k,i (m, n) 4,0 −5(−397 + 1100m − 292m 2 − 14m 3 − 760mn + 394m 2 n + 26m 3 n − 43m 2 n 2 − 16m 3 n 2 + 2m 3 n 3 )/165888 3,1 5(−147 + 376m − 80m 2 − 2m 3 − 253mn + 124m 2 n + 6m 3 n − 19m 2 n 2 − 6m 3 n 2 + m 3 n 3 )/20736 2,2 −5(−118 + 268m − 32m 2 − 171mn + 72m 2 n + 2m 3 n − 18m 2 n 2 − 4m 3 n 2 + m 3 n 3 )/13824 1,3
5 ( (1 − 2m + mn)(5(77056 + 22752mn + 296m 2 n 2 + 39m 3 n 3 ) + 64π 4 (22 + 5mn) −240ζ(3)(184 + 64mn − 6m 2 n 2 + m 3 n 3 ))/5971968 0,5 −(2 + mn)(5(77056 + 22752mn + 296m 2 n 2 + 39m 3 n 3 ) + 64π 4 (22 + 5mn) −240ζ(3)(184 + 64mn − 6m 2 n 2 + m 3 n 3 ))/29859840
