We introduce and study a new type of integral equations called anticipating backward stochastic Volterra integral equations (anticipating BSVIEs). In these equations the generator involves not only the present values but also the future values of the solutions. We obtain the existence and uniqueness theorem and a comparison theorem for the solutions to these anticipating BSVIEs.
Introduction
Stochastic Volterra integral equations (SVIEs, for short) were introduced by Berger and Mizel [2] , and developed to the anticipating SVIEs by Pardoux and Protter [8] , Alòs and Nualart [1] . General backward stochastic Volterra integral equations (BSVIEs, for short) were introduced by Yong [16, 18] . In more details, let (Ω, F, P, F t , t ≥ 0) be a complete stochastic basis such that F 0 contains all P -null elements of F and suppose that the filtration is generated by a d-dimensional standard Brownian motion W = {W (t); t ≥ 0}. Let where ξ · , η · are given adapted stochastic processes, and δ · , ζ · are given nonnegative deterministic functions. See Pardoux and Peng [9] , El Karoui, Peng, and Quenez [5] , Ma and Yong [7] , Chen and Wu [3] , Yang and Elliott [19] , etc., for systematic discussions about BSDEs and anticipating BSDEs. These tempt us to introduce the following new type of BSVIEs: See Section 3 for detailed discussions. We call equation (1. 3) the anticipating backward stochastic Volterra integral equation (ABSVIE, for short). One can note that, comparing with BSVIE (1.1), the distinct development of ABSVIE (1.3) is that the generator of (1.3) involves not only the present values of solutions but also the future ones of solutions.
In this paper, we establish the existence and uniqueness of solutions of ABSVIE (1.3) under Lipschitz condition. The method used to prove the existence and uniqueness theorem (Theorem 3.2 below) is convenient than the four steps method in Yong [18] . Since the comparison theorem is a fundamental tool, which plays an important role in the theory and applications of BSVIEs, we also prove a comparison theorem for ABSVIEs, which generalises one of the main results in Wang and Yong [15] . Similar to BSVIE (1.1) and the anticipating BSDE (1.2), ABSVIE (1.3) can also be applied in mathematical finance, risk management, especially in the field of stochastic optimal controls. About this topic, we will give some further studies in the coming future researches.
The rest of the paper is organized as follows. In Section 2, we introduce some preliminaries. Section 3 is devoted to the proof of the existence and uniqueness theorem for ABSVIEs. A comparison theorem for ABSVIEs is also established in Section 4.
Preliminaries
Let (Ω, F, P, F t , t ≥ 0) be a complete stochastic basis such that F 0 contains all P -null elements of F and suppose that the filtration is generated by a d-dimensional standard Brownian motion W = {W (t), t ≥ 0}. The Euclidean norm of a vector x ∈ R m will be denoted by |x|, and for a m × d matrix A, we define A = √ T rAA * . Given T > 0, and let K ≥ 0 be a constant, denote
Clearly, H 2 ∆ is a Hilbert space. Similarly, we can define L 2
. From the definition, we note that the space L 2
F (T, T + K; H). Let's consider the following BSVIE, which was introduced by Yong [16, 18] ,
is called an adapted M-solution if the following holds:
The following propositions can be found in [12, 15, 18] .
Proposition 2.3. Consider the following simple BSVIE
F (∆; R m ). Then the above equation has a unique adapted solution (Y, Z) ∈ H 2 ∆ , and the following estimate holds:
Hereafter C is a positive constant which may be different from line to line.
∆ be respectively the solutions of the following BSVIEs,
Suppose g(t, s, y, z) satisfies (H1) such that y → g(t, s, y, z) is nondecreasing with
Moreover, g z (t, s, y, z) exists and
Then for any
Existence and uniqueness theorem
We now consider a new form of BSVIEs as follows: 
(ii) There exists a constant M ≥ 0 such that, for all non-negative and integrable
We call equation (3.1) the anticipating BSVIE. Assume that for all (t, s) ∈ ∆, g(t, s, y, z, x, ξ, η, ς, ω) :
, where r 1 , r 2 , r 3 ∈ [s, T + K], and g satisfies the following conditions: In order to establish the well-posedness of anticipating BSVIE (3.1), we introduce the following space. For any β ≥ 0, we let H 2 [0, T + K] be the space of all pairs
under the following norm
Different from H 2 ∆ defined in the previous section, we see that
since from (3.2) one has
This means that we can use the following as an equivalent norm in
Since the space L 2
is equivalent to the space M 2 [T, T + K] too. We now state and proof the well-posedness theorem for anticipating BSVIE (3.1).
Theorem 3.2. Suppose that g satisfies (H2), and δ, ζ satisfy (i) and (ii). Then for any
Proof. For any (y(·), z(·, ·)) ∈ M 2 [0, T + K], consider the following BSVIE:
where g(t, s) = g(t, s, y(s), z(t, s), z(s, t), y(s + δ s ), z(t, s + ζ s ), z(s + ζ s , t)). 
From
From (H2) and (3.4), and note that δ, ζ satisfy (i) and (ii), we have
This completes the proof.
Proposition 3.3. Under the assumptions of Theorem 3.2, the solution of anticipating BSVIE (3.1) satisfies
Sketch proof. By the estimate (2.3), similar to (3.6) and (3.7), and note (3.3), we have
Now let β = 2C, then we obtain the estimate (3.8).
Comparison theorem
In this section we prove a comparison theorem for ABSVIEs of the following type: For i = 0, 1,
(4.1)
For ABSVIEs of the above form, we need only the values Z i (t, s) of Z i (·, ·) for (t, s) ∈ ∆ and the notation of M -solution is not necessary. It is easy to see that under the assumption of Theorem 3.2, for any
Theorem 4.1. Let δ and ζ satisfy (i)-(ii), and g i satisfies (H2), i = 1, 2. Suppose g = g(t, s, y, z, ξ) satisfies (H2) and for all (t, s, y, z) ∈ ∆×R m ×R m×d , g(t, s, y, z, ·) is increasing, i.e., g(t, s, y, z,
and g z (t, s, y, z, ξ) exists with
Then for any
F (∆; R m×d ) be the unique adapted solution to the following ABSVIE:
Now we set Y 0 (·) = Y 1 (·) and consider the following BSVIE:
F (∆; R m×d ) be the unique adapted solution to the above equation. Since
By Proposition 2.4, we obtain that
Next, we consider the following BSVIE:
F (∆; R m×d ) be the adapted solution to the above equation. Now, since ξ → g(t, s, y, z, ξ) is increasing, we have
Hence, similar to the above, we obtain
By induction, we can construct a sequence
Similarly, we deduce
Next we will show that the sequence {( Y k (·), Z k (·, ·))} k≥2 is Cauchy sequence. By utilizing the estimate (2.3), we have Similarly, we can prove that
Therefore, our conclusion follows. 
