Abstract
Introduction
In recent years research toward integration of computing with emotion and socio-cognitive processing gains significant momentum. It is increasingly recognized that the new paradigm of ubiquitous computing (many computing devises per person) [1] could be better realized in the presence of affectively aware machines that take in account the emotional state of a user and adjust their operation based on the user's behavioral patterns. These patterns are usually a combination of pure logic, emotional, and aesthetic considerations. As such, it is advantageous for a computing system to understand the background influences that generate such patterns and to behave accordingly. As pointed out more than 25 years ago from one of the fathers of AI, "The old distinctions among emotion, reason, and aesthetics are like the earth, air, and fire of an ancient alchemy. We will need much better concepts than these for a working psychic chemistry." [2] , page 1.
Affective Computing [3, 4] , has emerged as a new discipline whose main purpose of to integrate affectively-laden information into computing systems. It is a new multi-disciplinary area that combines computer science, engineering, psychology, cognitive science, artificial intelligence, and human-computer interaction. Considering how much our every day lives revolve around consumption of information and media content, it is not surprising that one of the possibilities for Affective Computing projects pointed out in [3, 4] is to enable a machine to select and deliver media content (and especially music) according to users' emotions. Several approaches have been proposed to automate the delivery of media content. Examples are the projects described in [5, 6, 7, 8, 9, 10, 11, and 12] . In the next section we elaborate on these works and discuss how they connect with the work presented in this paper.
In this work we provide a method of how two types of affective attributes influence media handling. Specifically, our method compares the suitability of emotion-based affective attributes versus the suitability of physiology-based affective attributes, during handling of media content. Our findings indicate that under normal every-day life activities, emotional attributes are significantly more important than physiological attributes. The rest of the paper is organized as follows.
Section 2 discusses background work, provides a motivation for the work presented in this paper and presents our methodology. Section 3 presents an algorithm that we use for organization and retrieval of media content. This algorithm is a major tool that we use for carrying out the evaluation of our method. Section 4 presents an evaluation of our method. Section 5 presents our conclusions and future research directions.
Background and Methodology
Based on existing literature, research works in media content handling can be classified into two main categories: information-centric, and user-centric, as shown in Figure 1 . These categories are also referred to as content-based and context-based, respectively. In the information-centric approach, the interest is to develop systems that facilitate efficiency in data access, and/or content-based organization and retrieval, without taking in account any of the users' preferences toward particular types of content. Examples of such works are the projects presented in [5, 6] . In the usercentric approach the interest is to develop systems that take in account the user's state of being, in addition to whatever content access mechanisms are provided by the system. Examples of such reports are the early work of [7] and more recently the works in [8, 9, 10, 11, and 12] . All these works are user-centric approaches or, as often referred to, context-based approaches. In [8] the context is comprised of environmental and other attributes that, in general, a user cannot influence (current weather temperature, humidity, noise, user's gender and age, season and time of day). In [9, 10] the context is expressed mainly by the user's physiological state of being, and media selection activity is monitored based on the user's pace while performing some physical activity. Finally, in [11, 12] the context is expressed by the user's emotional state and media selection activity is monitored based on the intensity of certain user's emotions, such as sadness, happiness, fear, etc. (the standard basic emotion classification of Ekman [13] is used). Clearly, both the physiological and the emotional state of a person can be influenced -at least to a certain degree, by environmental factors (such as weather conditions or time of day) and, moreover, they are both states that can be influenced by the person as well! For example, a person can increase her heart rate (physiological attribute) by running faster, or by climbing stairs. Likewise, the intensity of a person's disgust (emotional attribute) will likely be increased if she experiences media content that communicates a violent or otherwise distasteful activity.
In this paper we present an algorithm that organizes a media collection and subsequently provides a retrieval mechanism that extracts and delivers media content from the organized repository, for the purpose of investigating the influence and suitability of emotional attributes versus physiological attributes in such an environment. Both the organization and retrieval are based on the affective state of the user, which can be expressed either through emotional or through physiological attributes. Our purpose is to evaluate our algorithm's performance for cases when the context is emotionally biased versus cases when the context is physiologically biased. Algorithm M, shown next, outlines our methodology.
Algorithm M
Step M1 Define Step M4 Compare the performance of systems Step M5 Based on the findings from step M5, determine which, if any, of the two types of system (
In
Step M1 of algorithm M, we decide what affective attributes to test for suitability for a given affective system. Based on the earlier discussion, we are interested in evaluating the suitability of attributes that are either physiological or emotional in nature. Therefore, the set AA of all selected attributes contains only those two types of attributes. Note, also, that the subsets AAE and AAP form a partition of set AA.
This means that if an attribute can be of both emotional and physiological nature, this attribute is not selected at all in our set AA, or else the intersection of AAE and AAP would not be empty. The same applies for attributes whose intensity value exhibits variations in different parts of the human body, and for which the variations could be due to either physiological or emotional factors. An example of such an attribute is the "skin temperature", as this attribute is obviously of physiological nature, but it is also known to be of emotional nature and it also exhibits variations in its value at different parts of the human body (e.g., the "cold-feet" condition) [14] .
In step M2 and step M3 of algorithm M we decide how to test the affective attributes that are selected in step M1. In doing so, we develop systems ASP systems is a repository of media content, organized in a certain way (described in Section 3) after annotating its contents with the affective attribute under consideration. Once the repository is organized, a retrieval mechanism (also described in Section 3) is employed to deliver media content, based on the same affective attribute that is used to organize the repository. The suitability of the affective attribute is determined by the reported user's satisfaction regarding the retrieved media content.
In our algorithm, the affective state is a generic placeholder and it can be replaced by either an emotional attribute (such as "happiness" or "sadness"), or by a physical attribute (such as "heart rate"), depending on what kind of state of being of the user need be investigated in every occasion. Our method is based on an AI-related data structure called K-lines, introduced by Minsky and refined over the last 30 years in [15, 16, 17] , and it is an adaptation of methods presented by the authors in [11, 12] . Notably, the methods presented in [11, 12] do not take in account any physical attributes and they are less flexible than the algorithm presented here, since they assume that the state of being of the user is captured by the entire spectrum of attributes borrowed from an off-the-shelf emotion classification [13] . The main ingredient of each K-line is a K-node. The concept of K-node is first introduced in [11] and it is expanded and formalized in [12] . Here, we adapt the structure used in [12] to fit the purposes of the method presented by algorithm M above. Figure 2 shows the K-node used in this paper.
Figure 2. A K-node
As shown in Figure 2 , a K-node is a multi-frame structure consisting of 3 frames: the E-frame, the Mframe, and the R-frame. A frame is an AI-related structure introduced by Minsky [18] . As described in [18] , a frame can contain several placeholders -such as Figure 2 ) represents the intensity of the same affective attribute (i.e., the attribute that is also associated with user AV ) but it is calculated automatically by our algorithm instead of being acquired from the user. The idea is that as Knodes are formed, it is typically inefficient to initialize user AV during the creation of every K-node. As such, our K-node formation algorithm (described below), acquires user AV only periodically and then initializes calc AV automatically for all K-nodes. The M-frame in Figure 2 is a sub-frame of E-frame (as indicated by the pointer from the M-frame placeholder within the Eframe). The M-frame contains 2 placeholders -the Media Content and the R-frame. The Media Content is a pointer to a piece of media content, MC. This can be of any type of media, such as a song, a video clip, an image, a piece of text, and so on. The MC is depicted by the star-shaped icon in Figure 2 . The R-frame is a subframe of the M-frame, as indicated by the pointer emanating from the R-frame placeholder of the Mframe. The purpose of the R-frame is to determine a range of AV values for which MC is appropriate to be experienced, i.e., either to be selected by the user (e.g., for listening in case of a song, or for reading in case of a paragraph of text, etc.) or to be retrieved by the system and delivered to the user. The criterion for a MC to be selected is that the interval of affective intensity values [minAV, maxAV] specified by the minAV and maxAV values of the R-frame that corresponds to the M-frame that points to that MC, covers the 
Repository Organization and Retrieval
In this section we describe our method for handling media content. Based on the discussion in Section 2, we employ K-lines as our main structure. In what follows we describe an algorithm that is used to create K-lines that store users' past experiences in selecting media content, influenced by the users' affective state. The method presented in this section originates from our earlier work in [11, 12] . A preliminary version of this method appears in [11] . A modified and updated version appears in [12] , where the method is described in considerable detail. The description in this section is based directly on our method in [12] . It is adapted here to facilitate the purposes of our proposal as outlined by algorithm M of section 2. The algorithm is comprised of three parts: Part I, part II, and part III. Part I is the training phase. During this phase, a set of K-lines is created. Each of those K-lines captures the users' past experiences of selecting particular media content. Once the set of K-lines of part I is formed, part II processes this set and morphs in into a K-line mesh. A K-line mesh is an undirected graph whose nodes and edges are formed by connecting the K-lines produced in part I in such a way that it captures the collective experiences of the users' across all training sessions of part I. Finally, part III describes the retrieval mechanism, i.e., how to navigate the K-line mesh and retrieve media content that conforms to users' particular affective states.
Part I: Training Phase.
The purpose of this phase is to form a set of K-lines, such as the one shown in Figure 3 . This is done by a process of data collection and formation of K-nodes connected into K-lines, as described in Algorithm A, below. 
Algorithm B

repeat {
Step B1: Initialize calc AV for all K-nodes.
Step B2: Initialize the R-frame for all K-nodes.
Step This, in turn, means that the derivatives of E with respect to A, B, and C, are zero, which yields the system of linear equations (with A, B, and C being the unknowns) given in expression (2) above, and consequently, the solution of the expressions for A, B, and C, as shown above.
Step B2: Initialize R-frame.
At the end of step B1, every K-node in our K-lines has associated with it either one AV (the calc AV , calculated by the interpolation process) or two AVs (the calc AV calculated by the interpolation process and the user AV as originally entered by the user). The purpose of this step is to create a range of appropriate values by initializing the minAV and maxAV fields of the Rframes of all K-nodes. Recall, the meaning of the Rframe is that a media content MC is appropriate for delivering it to the user, if the user's AV is within the range [minAV, maxAV]. At the beginning of this step (step B2), none of the R-frames throughout the K-line collection formed in step B1 has its minAV and maxAV values initialized. The first thing done by this step is to initialize all those values. Moreover, once those values are initialized, we face an additional issue: it is possible that the [minAV, maxAV] ranges of K-nodes that point to the same media content, are different. This is because all R-frames are associated with K-nodes hosted in different K-lines. As such, the interpolation process of step B1 produces, in general, different 
condition (3) should not contradict any of conditions (1) and (2).
Step Steps B1, B2, and B3 or algorithm B are repeated until two successive iterations produce negligible changes in their R-frame intervals, throughout the Kline collection. When this happens, the system is considered to be trained and the K-line mesh to be fully formed. Figure 5 shows a K-line mesh formed at the end of Algorithm B. 
Part III: K-line mesh navigation
We now describe the process of retrieving media content from the formed K-line mesh. The process is divided into 4 steps.
Step 1: The system acquires an affective value input AV from the user.
Step 2: The system chooses a K-line that is a closest match to the input Step 3: Once the best matching K-line is determined, the system starts from the 1 st input AV K-node of that K-line and retrieves the media content pointed to by that node. Then it traverses that K-line sequentially and retrieves only the media content of those nodes for which the Rframe intervals [minAV, maxAV] contain the afective value . Figure 6 illustrates two pieces of media content retrieved during Step 3.
Figure 6. K-line mesh navigation
In Figure 6 , K-line KL2 is the closest matching Kline (as found in step 2) and then the first and second Knodes of that K-line are retrieved. (the retrieved nodes are marked with heavy (red) circles and the progress of the retrieval algorithm is indicated with the (red) arrows along the edges of the K-line mesh).
Step 4: This step is performed as part of step 3. As the iterator moves from the current K-Node to the next Knode during step 3, the system checks if the currently visited K-node is at the intersection of two or more Klines. If this is so, then the system decides to which Kline among the intersecting K-lines to move next. This decision is made similar to step 2 above. That is the system calculates the distance between the input AV and each of the K-nodes that are candidates to be selected next. Then, it resumes by following the K-line that contains the K-node that produces the minimum distance. Figures 7 and 8 illustrate the progress of the retrieval algorithm after an intersection of K-lines has been encountered in Figure 6 . Figure 7 and shows the progress of the retrieval algorithm after Figure 7 . Similar to Figure 7 , in Figure 8 the algorithm encounters another K-line intersection and it decides to move accordingly, as indicated by the progress arrows.
Evaluation
We evaluate the method described by Algorithm M of section 2 for a media collection.
On
The setting of our evaluation is a normal every-day routine environment. That is, our evaluation is performed when the user is under non-extreme conditions, and is done when a user experiences media content while performing a normal everyday-life routine type of activity, such as relaxing, or browsing the web. We choose this setting because we want to avoid (as much as possible) emotional and physiological fluctuations that may be induced by extreme unrelated types of activity and thus contaminate our experiments. (An example of "extreme" activity that could cause unusual fluctuation of emotion-based (and, most likely, physiology-based) attributes is when a user reads a RSS-feed that announces that her stock portfolio declined by 30% over the last hour. Another example of an "extreme" activity is when the user is engaging in some form of fitness exercise, or vigorous household maintenance activity -those would most likely cause escalation of the intensities of all the physiology-based attributes.)
For step M1 of Algorithm M (our methodology from section 2), we choose as AA the following set: [23] . The three attributes of set AAP are, in our opinion, among the most (if not, the most) representative and least evasive to measure physiology-base attributes in humans. Notwithstanding the century-old debate of whether or not, and how much, the emotional and physiological state of being interact and influence each other (see, for example, [24] ), we believe that when a typical person performs non-strenuous types of activity, the disparity between sets AAE and AAP is large enough to warrant those forming a partition of set AA. This is important because, based on our earlier discussion in section 2, we like the attributes that we choose as emotion-based attributes to have as little interference as possible with the ones that we choose as physiology-based attributes. As much as possible, a chosen physiology-based attribute should not be a disguised emotion-based attribute, or visa-versa. We believe that the chosen attributes for sets AAE and AAP have these characteristics. Examples of attributes that would probably not be as appropriate to use are "skin temperature" (mentioned earlier in section 2), or "skin resistance". These two attributes are usually considered to be physiology-based attributes; nevertheless as it is also commonly accepted, they both have high correlation with emotional states as well.
For Table 1 shows the corresponding units of measurement and some commonly accepted intensity value ranges for these attributes. [26] . Note, we choose only 75 songs (out of the 300 songs available in the collection) because according to our earlier findings from [25, 26] , a fairly small subset of the entire collection is enough to provide extremely accurate indications for the suitability of the affective attributes used to build an affective system of this nature. Table 2 shows the results of our experiments. The left-most column of Table 2 shows the affective attributes from the sets AAE and AAP. The numbers in the right-most two columns of [26] , except that are reproduced here in sorted order. For easier comprehension the results of Table 2 are also shown in Figure 9 . Table 2 .
In Figure 9 the darker (red) bars are the suitability values of the emotion-based attributes; the lighter (yellow) bars are the suitability values of the physiology-based attributes. As we can easily observe, the suitability values of the emotion-based attributes overwhelm the suitability values of the physiologybased attributes.
Note, based on our past work and recommendations in [26] , the best performing emotion-based attributes would be chosen in building a production-grade affective system of the sort that is built here, and the worst-performing attributes would be rejected for being used in such a system. Also, based on our results in [12] , the cumulative suitability derived from more than one attribute used in an affective system exceeds the individual suitability values attained by using single attributes. (Suitability values of more than 74% are reported in [12] for a combination of emotionbased attributes and this is so even while it is doubtful that all those attributes contribute positively in the system under discussion).
The average suitability (about 22%) of all physiology-based attributes is very close to reported performance of systems in which no affective attributes at all are taken in account. In such systems, playlists are assembled by random song selection, without any consideration of the user's affective state. Such results are reported in both [10, 12] .
Conclusion
We present a method (algorithm M, in section 2) for evaluating the impact of emotion-based and physiology-based attributes in an affective computing system. We implement our method and use it to evaluate affective computing systems built for a variety of emotion-based attributes (10 emotion-based attributes from Ekman's most recent emotion classification) and the most representative physiologybased attributes of "heart rate", "diastolic blood pressure", and "systolic blood pressure".
Our findings indicate that in the vast majority of cases the emotion-based attributes are far more meaningful in terms of creating systems that correlate well with users' interaction and also such attributes contribute positively in increasing users' satisfaction during usage of such systems. The same cannot be said for the physiology-based attributes! In fact, the systems built with physiology-based attributes perform close to the random playlist generating paradigm, i.e., in the neighborhood of 20%. This is indication that physiology-based attributes have much less impact than emotion-based attributes when building affective media systems that are to be used under normal, nonstrenuous, everyday-life activities.
Based on our findings, we conclude that: (a) in building affective media systems to be used during normal, everyday-life, non-strenuous activities of a person, the use of emotion-based attributes is far more preferable than the use of physiology-based attributes, and (b) the contribution of physiology-based attributes is, at best, very inconclusive (since such systems that employ physiology-based attributes perform very close to random).
We welcome these findings since they provide an educated guideline that further research on the impact of the emotional state of a person is likely to be fruitful in the area of affective computing. This is important especially at times that we witness the continuous popularity rise of the ubiquitous computing paradigm. It is comforting to know that some form of built-in emotion-driven intelligence in the myriad of computing devises that aspire to manage and even dictate so many aspects of our lives, is not totally beyond our grasp.
In the future we are interested to investigate the impact of emotion-based attributes on different types of media content, especially in written and spoken text. There has been some reported research on annotating text based media with emotion-based attributes (e.g., [27] ). However, we are not aware of any affective systems like the ones we describe here, whose media type is text. Seeing that a fairly large portion of a person's daily life is consumed in verbal communication (such as listening to news, talking with peers, etc.), and/or reading, we believe that such systems would be useful.
