INTRODUCTION
Current digital photogrammetry software can automatically match photographs taken with a camera and generate a 3D model. Also, there is existing interest in using 3D scanning for building energy modeling (BEM) in the architecture, engineering and construction (AEC) industry (Autodesk, 2011; Deodhar, 2015) . While previous studies touched upon the topic of automatically converting 3D scanned data to a building energy model (Turner, 2015; Wang, 2014) , they are based on customized laser scanners and did not address available photogrammetrybased methods.
A 3D mesh automatically generated from current photogrammetry software lacks building semantics. A mesh is a representation of 3D geometry with limited information; there are no boundary conditions, building element descriptions, or material information. Furthermore, 3D reconstruction as a data acquisition phase of an existing building would contain ambiguous data (Prabhu, 2010) . While photogrammetry is a potentially highly accurate measurement technique, the generated mesh data can contradict other sources of data such as existing architectural drawings, empirical site measurements, or other photogrammetry methods. This is due to the limitations from the software or human errors. These issues pose challenges to translate photogrammetry-based mesh data into inputs for BEM. The 3D geometry for building performance models such as energy, daylighting, and Computational Fluid Dynamics (CFD) models should be simple and not contain redundant spatial information. Building geometry for BEM applications must be simplified, abstracted, and approximated (Kota et al., 2016) . BEM and simulation engines have limitations in handling 3D geometry. For example, using EnergyPlus, any 3D geometry that represents a thermal zone must contain a closed volume or shell (Kota et al., 2016) . Photogrammetry 3D models have open mesh surface geometry as opposed to closed geometry such as boundary representation (BREP) models. While previous methods were developed to simplify 3D geometry of buildings from point cloud data (3DReshaper, 2015; Arikan et al., 2013; ReisnerKollmann, 2013) and to extract building semantics from 3D scanned buildings (Frommholz et al., 2015; Haala & Kada, 2010; Ochmann et al., 2016; Ochmann et al., 2014; Pu et al., 2006; Tamke et al., 2014; Zwierzycki et al., 2016) , these methods did not address converting photogrammetry-based mesh data to geometry data suitable for BEM.
We present a tested methodology that can be used to generate a building energy model from a digital photogrammetry-based 3D model. This methodology can be applied to create a semi-automated workflow to generate a building energy model from site photographs by automating 3D modeling and inputting procedures through available tools and computer algorithms. This contributes towards the creation of an accessible platform for BEM and energy simulations, with limited user inputs that can provide assessments for architects and designers interested in understanding the environmental performance of existing buildings.
METHODOLOGY
The outline of the presented methodology can be seen in Figure 1 . There are two main inputs within this framework; a 3D mesh generated from a photogrammetry software, and an annotated texture map. The output of this 22th   CONFERENCE   OF   THE   IBEROAMERICAN   SOCIETY   OF   DIGITAL   GRAPHICS framework is a building energy model that can be verified through running a successful energy simulation. 
DATA ACQUISTION USING DIGITAL PHOTOGRAMMETRY
Data acquisition involved conducting a field survey where photographic data was acquired using a consumer UAV drone fitted with a HD camera. Photographs of a casestudy building were taken by the UAV drone while following a circular flight path. The photographs from the field survey were processed using photogrammetry software. A 3D model of the building was automatically generated using the photogrammetry software. The resulting textured 3D mesh model was edited and exported to OBJ -an open file format.
ANNOTATION OF TEXTURE DATA
3D scanned image data was contained in a texture map, which is a single raster image containing pixels that wrap around all parts of the 3D model. Building semantics were annotated on the texture map directly based on an approach similar to the one proposed by Frommholz et al., (2015) . The annotations were applied manually on the texture map at this stage (but can be automated through machine learning in the future). For window extraction, the annotated 2D pixels in the texture map were automatically converted to semantic 3D geometry. The window annotations were used as inputs for the BEM process.
PROTOTYPE DEVELOPMENT AND OUTPUT SIMULATION
A prototype program was developed using Grasshopper that utilizes the 3D scanned data as geometric modeling inputs for BEM. The inputs were a photogrammetry-based mesh and an annotated texture map. A number of algorithms and tools were applied to automatically convert both the 3D mesh and the annotated texture map to geometry compatible with EnergyPlus. Through the prototype program, Ladybug and Honeybee (Sadeghipour Roudsari & Pak, 2013) were used with the geometric inputs to generate a building energy model. The feasibility of the output was verified by running a successful energy simulation. The outline of the prototype's overall framework can be seen in Figure 2 . 
EXPERIMENTS AND RESULTS

FIELD SURVEY
The case-study building was a single-story farmhouse. The UAV was set on an automatic point-of-interest flight path, which enabled the drone to fly continuously in a fixed circular path while facing the building. A total of 111 photographs were taken at arbitrary intervals. The photographs were uploaded to ReCap 360 -an imagebased 3D reconstruction tool. Figure 3 shows the automatically generated 3D mesh. The photographs were taken at an oblique angle; there were no photographs that clearly showed the area beneath the porch. Since this part was obstructed in view, the software was not able to reconstruct this geometry properly. Also, holes were identified on the output mesh that do not exist in the actual building. The walls in the 3D mesh measured around 4 meters high (around 13 feet) in software, which is relatively accurate when compared to the actual building. Manual scaling and georeferencing tools are often provided in photogrammetry software. 4-meter-high walls are reasonable; therefore, the walls were not manually scaled. Otherwise, they would be manually scaled. The 3D mesh was saved in the OBJ format which includes a text list of the vertices as Cartesian coordinate values, texture UV values for each vertex, and the mesh face definitions. A texture map was saved with the file.
TEXTURE MAP ANALYSIS
Building semantics cannot be recognized from the disorganized texture map that was generated using the software (Figure 4 ). The texture map must be rectified. The 3D mesh of the building was unwrapped to match the texture map. This is a UV map which results from converting the mesh vertices' 3D coordinates to their respective UV coordinates. The texture map was rectified automatically by recalculating the UV coordinates of the mesh using the least squares conformal maps (LSCM) unwrapping algorithm (Lévy et al., 2002) . This resulted in a new UV map for the 3D mesh. The mesh with the new UV mapping was saved as a separate file. The texture map was reorganized in the same layout as the rectified UV map through texture baking by aligning the two meshes then casting rays from the first mesh to the second to record the texture detail on the second mesh, while using the first mesh's UV coordinates. The resulting OBJ mesh was unwrapped and overlaid over the rectified texture map image.
By comparing the rectified texture map with the actual building, the wall, window, and roof pixels were annotated manually. Figure 5 shows polylines drawn manually over the texture map. For the prototype, only the window polylines were relevant, since other methods were developed to extract wall and roof elements. The arbitrary (or manually drawn) 2D polylines can be converted to 3D geometry corresponding to their locations on the mesh by calculating the barycentric coordinates explained in the following. Barycentric coordinates in the context of triangles can be defined as a location of a point relative to a triangle. The coordinates of a point p can be defined relative to the triangle abc as: p (λa, λb, λc). The variable λ is a ratio of the area of the triangle relative to the point p. For a point that lies inside a triangle, the following equation is applied: Σλ = 1. Consequently, any barycentric coordinate or λ value that is negative means that the point p is located outside of the triangle. In the context of the unwrapped mesh and the annotated texture map illustrated in Figure  5 (b), each corner point of the annotations is inscribed inside a triangular face within the unwrapped 2D mesh. To convert an arbitrary 2D texture coordinate to its 3D position on the 3D mesh, the mesh face that contains that 2D coordinate must be identified, then the barycentric coordinates of that point relative to the mesh face can be calculated ( Figure 6 ). The point p in Figure 6 was created by manual annotation. Once the barycentric coordinates of the arbitrary 2D texture coordinates relative to the corresponding 3D faces are calculated, the annotated 2D polylines can be redrawn on their exact 3D locations on the mesh. The polylines shown in Figure 5 (b) were used to parse the mesh and generate the corresponding 3D points for the 2D polylines' corner points drawn on the texture map. 
GRAPHICS
The polylines have no semantic labeling; they are boundary contours with no classification on which contour is a wall, window, or roof. However, if a photograph or a 3D model of a building can be recognized through human knowledge, then we can program a computer to do the same by programming geometry constraints and rules to extract wall, window, and roof features (Pu et al., 2006) . By assuming that all building surfaces are planar, and walls are vertical, windows are vertical but smaller in area, and that roofs are horizontal, these assumptions can be programmed in a computer.
The interpolated 3D polylines were converted to a surface model. The surfaces were made planar by using a least squares plane fitting algorithm. Based on the areas and normal vectors of each building surface, and by assigning threshold values to them, the window areas were labeled automatically (Figure 7 ). EnergyPlus can accept rectangular and triangular geometry for window surfaces. Since the window polylines were not true rectangles, a bounding box algorithm was applied for each window, and a genetic algorithm was used to rotate each bounding box for achieving the minimum area for each bounding box, and then rectangular windows -the final bounding boxes -were generated.
MESH GEOMETRY PROCCESSING
Each face of the mesh has a normal vector with three component values between -1 and 1 in the Cartesian coordinate system. Based on this data, to simplify the mesh for BEM, surfaces of the building that share a similar orientation were categorized. For example, mesh faces that represent walls that face a similar direction are in the same category. The same can be said about roof surfaces that share a similar normal vector orientation. In order to identify each category based on similarity, the prototype introduced a rounding function to round the normal vector values of the faces to the closest vector of integers, which would result in the Cartesian values of -1, 0, and 1. Furthermore, the normal vector values were divided by a variable of 0.5 before applying the rounding function and multiplied by the same value after applying the function. This produced more possible categories that represented more orientations since the Cartesian values that were categorized are -1, -0.5, 0, 0.5, and 1 for each of x, y, and z component in the normal vector values. After this process was applied to the normal vector values of all the faces in the input mesh, a mathematical finite set function was applied to group all the unique normal vector values into a category. The maximum number of possible orientation categories based on normal vector direction was 98. This categorization was used to segment the mesh into sub-meshes based on these normal vector categories. The total number of the sub-meshes produced from the segmentation algorithm was 74.
Segmenting the mesh into sub-meshes based on the normal vector direction was not sufficient to categorize building wall and roof areas. The resulting categorization was that any surfaces facing a similar direction were categorized as one sub-mesh group. Figure 8 (a) illustrates two wall surfaces in one category. The prototype introduced an algorithm by Mans (n.d.) to separate unwelded meshes in each category into new categories. Applying the algorithm to the mesh further segmented the wall meshes showed previously in Figure  8 In order to categorize the two segments as one sub-mesh that represents the same wall, an algorithm was introduced to group sub-meshes that exist on a similar plane. This was done by calculating the least square plane for each vertex group in each sub-mesh, then by introducing the threshold variable d, whereas planes with vertical distances between each other equal to or smaller than d were grouped together. Since each plane represents a sub-mesh; similarly, the sub-meshes that exist on a similar plane were grouped together. After separating the mesh segments into groups, a least square plane fitting algorithm was applied on the vertices in each group. The vertices are then projected on the fitted planes. Subsequently, a convex hull algorithm was applied for each vertex group. The resulting convex surfaces were scaled by a factor of 2. The surfaces were intersected using a boundary volume algorithm and a closed BREP geometry was computed. The BREP was oriented by using the largest generated convex hull surface and assuming that it represents the ground surface. This surface's plane was then re-mapped on the world coordinate system's XY plane, and the BREP was subsequently oriented. A variable was used to adjust the rotation of the building model relative to the cardinal directions. The window corner points were projected to the BREP as shown in Figure 9 .
ENERGYPLUS MODEL GENERATION
The BREP model with co-planar windows was converted automatically into an EnergyPlus thermal zone including the walls, windows, floor, ceiling, and roof by using Ladybug and Honeybee (Sadeghipour Roudsari & Pak, 2013) . A number of assumptions were made for describing the building energy model. Since the building model in the prototype was a single closed BREP model, only 1 zone was specified; the resulting energy model was considered as a single-zone building energy model that did not consider the internal walls and rooms within the building. This zone was specified to be air-conditioned. As for the zone program, which includes materials and constructions, Honeybee was used to access the OpenStudio library which provides a list of pre-defined building programs that can be used as templates for EnergyPlus inputs. The usual energy modeling process requires strict geometry rules, manual work, and debugging, and since the input closed BREP model was compatible for BEM, it was successfully converted into a defined thermal zone without issues. Honeybee was used to input the weather file, simulation analysis period, simulation outputs, and shadow parameters. The simulation analysis period was defined from June until September. The selected EnergyPlus outputs for the simulation were solving for heating, cooling, and electricity loads, in addition to calculating the mean air temperature, operative temperature, and relative humidity. The resulting output was written as an EnergyPlus model in IDF format (Figure 10 ).
VERIFICATION
The objective of the prototype was not to conduct a calibrated energy simulation, but to produce a verified one. In the context of modeling and simulation, while validation is making sure that the model represents the real-world conditions, verification is making sure that a model is debugged and works as intended (Chung, 2003) . The IDF file was not considered verified until a successful energy simulation is conducted without any errors. The prototype managed to produce a building energy model that was successfully simulated using the EnergyPlus engine. The cooling, lighting, and equipment loads from June to September were simulated. The cooling set point was 23.9 C° (75.02 F°), and the total simulated cooling load for the analysis period amounted to 18,065 kWh. The peak cooling hour was found to be 7:00 PM, August 6th. The simulation results were not verified or calibrated against actual load measurements. Table 1 contains EnergyPlus inputs that were automatically generated from the OpenStudio library. An alternative simulation run was conducted by specifying the building zone as unconditioned. The appropriate graphical charts were generated automatically using Ladybug. Figure 11 shows the plotted psychrometric chart for the unconditioned zone. The plotted hours for dry-bulb temperatures in degrees Celsius and humidity ratios appeared to be reasonable for the simulated location in Kuwait from June to September.
Figure 11: Dry-bulb temperatures and humidity ratios for the unconditioned zone from June to September (Chart was generated using Ladybug).
DISCUSSION AND CONCLUSIONS
For the purposes of environmental assessments and the sustainable management of existing buildings, the methodology presented in this paper can be applied to create a semi-automated workflow to generate a building energy model from site photographs of a building. The workflow consists of algorithms and tools accessible to architects and designers. This could reduce time and labor costs by automating many of the processes involved in creating 3D geometry for BEM, and by taking the advantage of pre-defined templates as BEM inputs. Also, this workflow would reduce the human error factor by reducing the manual user inputs required, and by semiautomating 3D modeling and inputting procedures through computer algorithms. Another contribution of this work is towards the creation of an easy-to-use platform for BEM and energy simulations by requesting minimal user input and providing quick, visual, and graphical assessments for a stakeholder interested in understanding the environmental performance of an existing building.
LIMITATIONS
While the prototype operated successfully on the selected case study, there are some limitations in handling other 3D geometry. For example, the prototype assumes that the building model does not contain two or more protruding walls that lie on the same plane. Additionally, initial tests using buildings with gabled roofs proved to be unsuccessful. With further improvements to the prototype, these issues can be overcome. As for the proposed method to semantically annotate the texture map, an automatic process has not yet been developed and was not in the scope of this work. In order to realize a fully automated process from photo-to-BEM, more research and testing is required in this area. Furthermore, there are limitations with the EnergyPlus engine, such as limited solar radiation calculation on concave surfaces, and only accepting rectangular or triangular windows. Also, the BEM process in general relied on many assumptions and the use of pre-defined templates.
FUTURE WORK
Further technological improvements and developments in computer processing power, photogrammetric 3D reconstruction, image recognition, and machine learning (ML) can be applied within the framework of the presented methodology, where building constructions and materials are automatically labeled from photogrammetry data, and environmental assessments for large scale urban models can be realized. Time and labor costs which are inherent with the BEM process can be further reduced by capitalizing on new developments in the field of 3D reconstruction and image analysis by adding information (i.e., semantics) from the physical and visual world and applying it to BEM. Bridging different processes together can potentially enable any stakeholder, either an owner, architect, or engineer to measure the environmental performance of an existing building.
