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Abstract—We propose a new deep network for audio event
recognition, called AENet. In contrast to speech, sounds coming
from audio events may be produced by a wide variety of sources.
Furthermore, distinguishing them often requires analyzing an
extended time period due to the lack of clear sub-word units
that are present in speech. In order to incorporate this long-time
frequency structure of audio events, we introduce a convolutional
neural network (CNN) operating on a large temporal input. In
contrast to previous works this allows us to train an audio event
detection system end-to-end. The combination of our network
architecture and a novel data augmentation outperforms previous
methods for audio event detection by 16%. Furthermore, we
perform transfer learning and show that our model learnt generic
audio features, similar to the way CNNs learn generic features
on vision tasks. In video analysis, combining visual features and
traditional audio features such as MFCC typically only leads
to marginal improvements. Instead, combining visual features
with our AENet features, which can be computed efficiently on
a GPU, leads to significant performance improvements on action
recognition and video highlight detection. In video highlight
detection, our audio features improve the performance by more
than 8% over visual features alone.
Index Terms—convolutional neural network, audio feature,
large audio event dataset, large input field, highlight detection.
I. INTRODUCTION
AS a vast number of consumer videos have becomeavailable, video analysis such as concept classification
[2], [3], [4], action recognition [5], [6] and highlight detection
[7] have become more and more important to retrieve [8], [9],
[10] or summarize [11] videos for efficient browsing. Beside
visual information, humans greatly rely on their hearing for
scene understanding. For instance, one can determine when a
lecture is over, if there is a river nearby, or that a baby is crying
somewhere near, only by sound. Audio is clearly one of the
key components for video analysis. Many works showed that
audio and visual streams contain complementary information
[4], [5], e.g. because audio is not limited to the line-of-sight.
Many efforts have been dedicated to incorporate audio in
video analysis by using audio only [3] or fusing audio and
visual information [5]. In audio-based video analysis, feature
extraction remains a fundamental problem. Many types of
low level features such as short-time energy, zero crossing
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rate, pitch, frequency centroid, spectral flax, and Mel Fre-
quency Cepstral Coefficients (MFCC) [2], [3], [6], [10] have
been investigated. These features are very low level or not
designed for video analysis, however. For instance, MFCC
has originally been designed for automatic speech recognition
(ASR), where it attempts to characterize phonemes which
last tens to hundreds of milliseconds. While MFCC is often
used as an audio feature for the aural detection of events,
their audio characteristics differ from those of speech. Such
sounds are not always stationary and some audio events could
only be detected based on several seconds of sound. Thus, a
more discriminative and generic feature set, capturing longer
temporal extents, is required to deal with the wide range of
sounds occurring in videos.
Another common method to represent audio signals is the
Bag of Audio Words (BoAW) approach [12], [13], [4], which
aggregates frame features such as MFCC into a histogram.
BoAW discards the temporal order of the frame level features,
thus suffering from considerable information loss.
Recently, Deep Neural Networks (DNNs) have been very
successful at many tasks, including ASR [24, 25], audio event
recognition [1] and image analysis [14], [15]. One advantage
of DNNs is their capability to jointly learn feature representa-
tions and appropriate classifiers. DNNs have also already been
used for video analysis [16], [17], showing promising results.
This said, most DNN work on video analysis relies on visual
cues only and audio is often not used at all.
Our work is partially motivated by the success of deep
features in vision, e.g. in image [18] and video [16] analysis.
The features learnt in these networks (activations of the last
few layers) have shown to perform well on transfer learning
tasks [18]. Yet, a large and diverse dataset is required so that
the learnt features become sufficiently generic and work in a
wide range of scenarios. Unfortunately, most existing audio
datasets are limited to a specific category, e.g. speech [19],
music, environmental sounds in offices [20]).
There are some datasets for audio event detection such
as [21], [22]. However, they consist of complex events with
multiple sound sources in a class (e.g. the ”birthday party”
class may contain sounds of voices, hand claps, music and
crackers). Features learnt from these datasets are task specific
and not useful for generic videos since other classes such as
”Wedding ceremony” also would contain the sounds of voices,
hand claps or music.
We generate features dedicated to the more general task of
audio event recognition (AER) for video analysis. Therefore,
we first created a dataset on which such more general deep
audio features can be trained. The dataset consists of various
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2kinds of sound events which may occur in consumer videos.
In order to design the classifier, we introduce novel deep
convolutional neural network (CNN) architectures with up to
9 layers and a large input field. The large input field allows the
networks to directly model several seconds long audio events
with time information and be trained end-to-end. The large
input field, capturing audio features for video segments, is
suitable for video analysis since this is typically conducted on
segments several seconds long. Our feature descriptions keep
information on the temporal order, something which is lost in
most previous approaches [12], [3], [23].
In order to train our networks, we further propose a novel
data augmentation method, which helps with generalization
and boosts the performance significantly. The proposed net-
work architectures show superior performance on AER over
BoAW and conventional CNN architectures which typically
have up to 3 layers. Finally, we use the learnt networks as
feature extractors for video analysis, namely action recognition
and video highlight detection. As our experiments confirm,
our approach is able to learn generic features that yield a
performance superior to that with BoAW and MFCC.
Our major contributions are as follows.
1) We introduce novel network architectures for AER with
up to 9 layers and a large input field which allows the
networks to directly model entire audio events and to be
trained end-to-end.
2) We propose a data augmentation method which helps to
prevent over-fitting.
3) We built an audio event dataset which contains a variety
of sound events which may occur in consumer videos.
The dataset was used to train the networks for generic
audio feature extraction. We also make the pre-trained
model available so that the research community can
easily utilize our proposed features.1
4) We conducted experiments on different kinds of con-
sumer video tasks, namely audio event recognition,
action recognition and video highlight detection, to show
the superior performance and generality of the proposed
features. To the best of our knowledge, this is the
first work on consumer video highlight detection taking
advantage of audio. On all tasks we outperform the
state of the art results by leveraging the proposed audio
features.
A primary version of this work was published as a confer-
ence paper [1]. In this paper, we (i) extend the audio dataset
from 28 to 41 classes to learn a more generic and powerful
representation for video analysis, (ii) present new experiments
using the learnt representation for video analysis tasks and
(iii) Show that our features improve performance of action
recognition and video highlight detection, compared to using
existing audio features such as MFCC.
The remaining sections of this paper are organized as
follows. In section II, related work is reviewed in terms
of three aspects: including audio features in video analysis,
deep features, and AER. Section III introduces audio fea-
ture learning in an AER context, including a new dataset,
1The trained model is available at https://github.com/znaoya/aenet
novel network architectures and a data augmentation strategy.
Experimental results for AER, action recognition, and video
highlight detection are reported and discussed in Section IV,
V and V-F, respectively. Finally, directions for future research
and conclusions are presented in Section VI.
II. RELATED WORKS
A. Features for video analysis
Traditionally, visual video analysis relied on spatio-temporal
interest points, described with low-level features such as
SIFT, HOG, HOF, etc. [24], [25]. Given the current interest
in learning deep representations through end-to-end training,
several methods using convolutional neural networks (CNN)
have been proposed recently. Karpathy et al.introduced a large-
scale dataset for sports classification in videos [26]. They
investigated ways to improve single frame CNNs by fusing
spatial features over multiple frames in time. Wang et al. [27]
combine the trajectory pooling of [25] with CNN features. The
best performance is achieved by combining RGB with motion
information obtained through optical flow estimation [28],
[29], [30], but this comes at a higher computational cost.
A compromise between computational efficiency and perfor-
mance is offered by C3D [16], which uses spatio-temporal 3D
convolutions to encode appearance and motion information.
B. Transfer learning
The success of deep learning is driven, in part, by large
datasets such as ImageNet [31] or Sports1M [26]. These
kinds of datasets are, however, only available in a limited set
of research areas. Naturally, the question of whether CNN
representations are transferable to other tasks arose [32], [33].
Indeed, as these works have shown, using CNN features
trained on ImageNet provides performance improvements in a
large array of tasks such as attribute detection or image and
object instance retrieval, compared to traditional features [33].
Several follow-up works have analysed pooling mechanisms
for improved domain transfer, e.g. [34], [35], [36]. Video
CNN features have also been successfully transferred to other
tasks [16], [37]. For this work, we have been inspired by
these works and propose deep convolutional features trained
on audio event recognition and that are transferable to video
analysis. To the best of our knowledge, no other such features
exist to date.
C. Audio Event Recognition
Our work is also closely related to audio event recognition
(AER) since our audio feature learning is based on an AER
task.
Traditional methods for AER apply techniques from ASR
directly. For instance, Mel Frequency Cepstral Coefficients
(MFCC) were modeled with Gaussian Mixture Models
(GMM) or Support Vector Machines (SVM) [23], [38], [3],
[39]. Yet, applying standard ASR approaches leads to in-
ferior performance due to differences between speech and
non-speech signals. Thus, more discriminative features were
3developed. Most were hand-crafted and derived from low-
level descriptors such as MFCC [40], [12], filter banks [41],
[42] or time-frequency descriptors [43]. These descriptors are
frame-by-frame representations (typically frame length is in
the order of tens of ms) and are usually modeled by GMMs
to deal with the sounds of entire audio events that normally
last seconds at least. Another common method to aggregate
frame level descriptors is the Bag of Audio Words (BoAW)
approach, followed by an SVM [12], [44], [45], [13]. These
models discard the temporal order of the frame level features
however, causing considerable information loss. Moreover,
methods based on hand-crafted features optimize the feature
extraction process and the classification process separately,
rather than learning end-to-end.
Recently, DNN approaches have been shown to achieve su-
perior performance over traditional methods. One advantage of
DNNs is their capability to jointly learn feature representations
and appropriate classifiers. In [46], a fully connected feed-
forward DNN is built on top of MFCC features. Miquel et
al. [47] utilize a Convolutional Neural Network (CNN) [48]
to extract features from spectrograms. Recurrent Neural Net-
works are also used on top of low-level features such as
MFCCs and fundamental frequency [49]. These networks are
still relatively shallow (e.g. less than 3 layers). The recent
success of deeper architectures in image analysis [15] and
ASR [50] hinges on the availability of large amounts of
training data. If a training dataset is small, it is difficult to
train deep architectures from scratch in order not to over-fit the
training set. Moreover, the networks take only a few frames as
input and the complete acoustic events are modeled by Hidden
Markov Models (HMM) or simply by calculating the mean of
the network outputs, which is too simple to model complicated
acoustic event structures.
Furthermore, these methods are task specific, i.e. the trained
networks cannot be used for other tasks. We conclude that
there was still a lack a generic way to represent audio signals.
Such a generic representation would be very helpful for
solving various audio analysis tasks in a unitary way.
III. DEEP AUDIO FEATURE LEARNING
A. Large input field
In ASR, few-frame descriptors are typically concatenated
and modeled by a GMM or DNN [51], [52]. This is reasonable
since they aim to model sub-word units like phonemes which
typically last less than a few hundred ms. The sequence of
sub-word units is typically modeled by a HMM. Most works in
AER follow similar strategies, where signals lasting from tens
to hundreds of ms are modeled first. These small input field
representations are then aggregated to model longer signals by
HMM, GMM [53], [23], [47], [54], [55] or a combination of
BoAW and SVM [44], [45], [13]. Yet, unlike speech signals,
non-speech signals are much more diverse, even within a
category, and it is doubtful whether a sub-word approach is
suitable for AER. Hence, we decided to design a network
architecture that directly models the entire audio event, with
signals lasting multiple seconds handled as a single input. This
also enables the networks to optimize its parameters end-to-
end.
B. Deep Convolutional Network Architecture
Since we use large inputs, the audio event can occur at any
time and last only for a part, as depicted in Table 1. There
the audio event occurs only at the beginning and the end of
the input. Therefore, it is not a good idea to model the input
with a fully connected DNN since this would induce a very
large number of parameters that we could not learn properly. In
order to model the large inputs efficiently, we used a CNN [48]
to leverage its translation invariant nature, suitable to model
such larger inputs. CNNs have been successfully applied to the
audio domain, including AER [1], [47]. The convolution layer
has kernels with a small receptive field which are shared across
different positions in the input and extract local features. As
stacking convolution layers, the receptive field of deeper layer
covers larger area of input field. We also apply convolution
to the frequency axis to deal with pitch shifts, which are
shown to be effective for speech signals [56]. Our network
architecture is inspired by VGG Net [15], which obtained
the second place in the ImageNet 2014 competition and was
successfully applied for ASR [50]. The main idea of VGG
Net is to replace large (typically 9×9) convolutional kernels
by a stack of 3×3 kernels without pooling between these
layers. Advantages of this architecture are (1) additional non-
linearities, hence more expressive power, and (2) a reduced
number of parameters (i.e. one 9×9 convolution layer with
C maps has 92C2 = 81C2 weights while a three-layer
3×3 convolution stack has 3(32C2) = 27C2 weights). We
have investigated many types of architectures, including the
number of layers, pooling sizes, and the number of units in
fully connected layers, to adapt the VGG Net of the image
domain to AER. As a result, we propose two architectures
as outlined in Table I. Architecture A has 4 convolutional
and 3 fully connected layers, while Architecture B has 9
weight layers: 6 convolutional and 3 fully connected. In this
table, the convolutional layers are described as conv(input
feature maps, output feature maps). All convolutional layers
have 3×3 kernels, thus henceforth kernel size is omitted. The
convolution stride is fixed to 1. The max-pooling layers are
indicated as time× frequency in Table I. They have a stride
equal to the pool size. Note that since the fully connected
layers are placed on top of the convolutional and pooling
layers, the input size to the fully connected layer is much
smaller than that of the input to the CNN, hence it is much
easier to train these fully connected layers. All hidden layers
except the last fully-connected layer are equipped with the
Rectified Linear Unit (ReLU) non-linearity. In contrast to [15],
we do not apply zero padding before convolution, since the
output size of the last pooling layer is still large enough in
our case. The networks were trained by minimizing the cross
entropy loss L with l1 regularization using back-propagation:
arg min
W
∑
i,j
L(xij , y
i
j ,W ) + ρ‖W‖1 (1)
where xj is the jth input vector, yj is the corresponding class
label and W is the set of network parameters, respectively. ρ
is a constant parameter which is set to 10−6 in this work.
4Fig. 1. Our deeper CNN models several seconds of audio directly and outputs the posterior probability of classes.
TABLE I
The architecture of our deeper CNNs. Unless mentioned explicitly
convolution layers have 3×3 kernels.
Baseline Proposed CNN
#Fmap DNN Classic CNN A B
64 conv5×5 (3,64) conv(3,64) conv(3,64)
pool 1×3 conv(64,64) conv(64,64)
conv5×5(64,64) pool 1×2 pool 1×2
128 conv(64,128) conv(64,128)
conv(128,128) conv(128,128)
pool 2×2 pool 2×2
256 conv(128,256)
conv(128,256)
pool 2×1
FC FC4096
FC2048 FC1024 FC1024 FC2048
FC2048 FC1024 FC1024 FC2048
FC28 FC28 FC28 FC28
softmax
#param 258×106 284×106 233×106 257×106
C. Data Augmentation
Since the proposed CNN architectures have many hidden
layers and a large input, the number of parameters is high,
as shown in the last row of Table I. A large number of
training data is vital to train such networks. Jaitly et al. [57]
showed that data augmentation based on Vocal Tract Length
Perturbation (VTLP) is effective to improve ASR performance.
VTLP attempts to alter the vocal tract length during the
extraction of descriptors, such as a log filter bank, and perturbs
the data in a certain non-linear way.
In order to introduce more data variation, we propose a
different augmentation technique. For most sounds coming
with an event, mixed sounds from the same class also belong
to that class, except when the class is differentiated by the
number of sound sources. For example, when mixing two
different ocean surf sounds, or of breaking glass, or of birds
tweeting, the result still belongs to the same class. Given
this property we produce augmented sounds by randomly
mixing two sounds of a class, with randomly selected timings.
In addition to mixing sounds, we further perturb the sound
by moderately modifying frequency characteristics of each
source sound by boosting/attenuating a particular frequency
band to introduce further varieties while keeping the sound
recognizable. An augmented data sample saug is generated
from source signals for the same class as the one both s1 and
s2 belong to, as follows:
saug = αΦ(s1(t), ψ1) + (1− α)Φ(s2(t− βT ), ψ2) (2)
where α, β ∈ [0, 1) are uniformly distributed random values,
T is the maximum delay and Φ(·, ψ) is an equalizing function
parametrized by ψ. In this work, we used a second order
parametric equalizer parametrized by ψ = (f0, g,Q) where
f0 ∈ [100, 6000] is the center frequency, g ∈ [−8, 8] is a gain
and Q ∈ [1, 9] is a Q-factor which adjusts the bandwidth of
a parametric equalizer. An arbitrary number of such synthetic
samples can be obtained by randomly selecting the parameters
α, β, ψ for each data augmentation. We refer to this approach
as Equalized Mixture Data Augmentation (EMDA).
D. Dataset
In order to learn a discriminative and universal set of audio
features, a dataset on which the feature extraction network is
trained needs to be carefully designed. If the dataset contains
only a small number of audio event classes, the learned fea-
tures could not be discriminative. Another concern is that the
learned features would be too task specific if the target classes
are defined at too high a semantic level (e.g. Birthday Party
or Repairing an Appliance), as such events would present the
system with rather typical mixtures of very different sounds.
Therefore, we design the target classes according to the
following criteria: 1) The target classes cover as many audio
events which may happen in consumer videos as possible, 2)
The sound events should be atomic (no composed events) and
non-overlapping. As a counterexample, ”Birthday Party” may
consist of Speech, Cracker Explosions and Applause, so it is
not suitable. 3) Then again, the subdivision of event classes
should also not made too fine-grained. This will also higher
the chance that a sufficiently large number of samples can be
collected. For instance, ”Church Bell” is better not subdivided
further, e.g. in terms of its pitch.
In order to create such a novel audio event classification
database, we harvested samples from Freesound [58]. This is
a repository of audio samples uploaded by users. The database
consists of 28 events as described in Table II. Note that since
the sounds in the repository are tagged in free-form style
and the words used vary a lot, the harvested sounds contain
irrelevant sounds. For instance, a sound tagged ’cat’ sometime
does not contain a real cat meow, but instead a musical sound
produced by a synthesizer. Furthermore sounds were recorded
with various devices under various conditions (e.g. some
sounds are very noisy and in others the audio event occurs
during a short time interval between longer silences). This
makes our database more challenging than previous datasets
such as [59]. On the other hand, the realism of our selected
sounds helps us to train our networks on sounds similar to
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Fig. 2. Architecture of our deeper CNN model adapted to MIL. The softmax
layer is replaced with an aggregation layer.
those in actual consumer videos. With the above goals in
mind we extended this initial freesound dataset, which we
introduced in [1]), to 41 classes, including more diverse classes
from the RWCP Sound Scene Database [59].
In order to reduce the noisiness of the data, we first
normalized the harvested sounds and eliminated silent parts.
If a sound was longer than 12 sec, we split the sound into
pieces so that the split sounds lasted shorter than 12 sec. All
audio samples were converted to 16 kHz sampling rate, 16
bits/sample, mono channel.
E. Multiple Instance Learning
Since we used web data to build our dataset (see Sec.
III-D), the training data is expected to be noisy and to contain
outliers. In order to alleviate the negative effects of outliers,
we also employed multiple instance learning (MIL) [60], [61].
In MIL, data is organized as bags {Xi} and within each
bag there are a number of instances {xij}. Labels {Yi} are
provided only at the bag level, while labels of instances
{yij} are unknown. A positive bag means that at least one
instance in the bag is positive, while a negative bag means
that all instances in the bag are negative. We adapted our
CNN architecture for MIL as shown in Fig. 2. N instances
{x1, · · · , xN} in a bag are fed to a replicated CNN which
shares its parameters. The last softmax layer is replaced with
an aggregation layer where the outputs from each network
h = {hij} ∈ RM×N are aggregated. Here, M is the number
of classes. The distribution of class of bag pi is calculated
as pi = f(hi1, hi2, · · · , hiN ) where f() is an aggregation
function. In this work, we investigate 2 aggregation functions:
max aggregation
pi =
exp(hˆi)∑
i exp(hˆi)
(3)
hˆi = max
j
(hij) (4)
and Noisy OR aggregation [62],
pi = 1−
∏
j
(1− pij) (5)
pij =
exp(hij)∑
j exp(hij)
. (6)
Since it is unknown which sample is an outlier, we can
not be sure that a bag has at least one positive instance.
However, the probability that all instances in a bag are negative
exponentially decreases with N , thus the assumption becomes
very realistic.
TABLE II
The statistics of the dataset.
Class Total
minutes
# clip Class Total
minutes
# clip
Acoustic guitar 23.4 190 Hammer 42.5 240
Airplane 37.9 198 Helicopter 22.1 111
Applause 41.6 278 Knock 10.4 108
Bird 46.3 265 Laughter 24.7 201
Car 38.5 231 Mouse click 14.6 96
Cat 21.3 164 Ocean surf 42 218
Child 19.5 115 Rustle 22.8 184
Church bell 11.8 71 Scream 5.3 59
Crowd 64.6 328 Speech 18.3 279
Dog barking 9.2 113 Squeak 19.8 173
Engine 47.8 263 Tone 14.1 155
Fireworks 43 271 Violin 16.1 162
Footstep 70.3 378 Water tap 30.2 208
Glass breaking 4.3 86 Whistle 6 78
Total 768.4 5223
IV. ARCHITECTURE VALIDATION AND AUDIO EVENT
RECOGNITION
We first evaluated our proposed deep CNN architectures
and data augmentation method on the audio event recognition
task. The aim here is to validate the proposed method and
find an appropriate network architecture, since we can assume
that a network that is more discriminative for the audio event
recognition task gives us more discriminative AENet features
for the other video analysis tasks.
A. Implementation details
Through all experiments, 49 band log-filter banks, log-
energy and their delta and delta-delta were used as a low-level
descriptor, using 25 ms frames with 10 ms shift, except for
the BoAW baseline described in Sec. IV-B. The input patch
length was set to 400 frames (i.e. 4 sec). The effects of this
length were further investigated in Sec. IV-C. During training,
we randomly crop 4 sec for each sample. The networks
were trained using mini-batch gradient descent based on back
propagation with momentum. We applied dropout [63] to each
fully-connected layer with as keeping probability 0.5. The
batch size was set to 128, the momentum to 0.9. For data
augmentation we used VTLP and the proposed EMDA. The
number of augmented samples is balanced for each class.
During testing, 4 sec patches with 50% shift were extracted
and used as input to the Neural Networks. The class with
the highest probability was considered the detected class. The
models were implemented using the Lasagne library [64].
Similar to [55], the data was randomly split into training
set (75%) and test set (25%). Only the test set was manually
checked and irrelevant sounds not containing the target audio
event were omitted.
B. State-of-the-art comparison
In our first set of experiments we compared our proposed
deeper CNN architectures to three different state-of-the-art
baselines, namely, BoAW [12], HMM+DNN/CNN as in [65],
and a classical DNN/CNN with large input field.
6TABLE III
Accuracy of the deeper CNN and baseline methods, trained with and
without data augmentation (%).
Data augmentation
Method without with
BoAW+SVM 74.7 79.6
BoAW+DNN 76.1 80.6
DNN+HMM 54.6 75.6
CNN+HMM 67.4 86.1
DNN+Large input 62.0 77.8
CNN+Large input 77.6 90.9
A 77.9 91.7
B 80.3 92.8
BoAW We used MFCC with delta and delta-delta as low-
level descriptor. K-means clustering was applied to generate an
audio word code book with 1000 centers. We evaluated both a
SVM with a χ2 kernel and a 4 layer DNN as classifiers. The
layer sizes of the DNN classifier were (1024, 256, 128, 28).
DNN/CNN+HMM We evaluated the DNN-HMM system.
The neural network architectures are described in the left 2
columns of Table I. Both the DNN and CNN models are
trained to estimate HMM state posteriors. The HMM topology
consists of one state per audio event, and an ergodic architec-
ture in which all states have equal transitions probabilities to
all states, as in [47]. The input patch length for the CNN/DNN
is 30 frames with 50% shift.
DNN/CNN+Large input field In order to evaluate the effect
of using the proposed CNN architectures, we also evaluated
the baseline DNN/CNN architectures with the same large input
field, namely, 400 frame patches.
The classification accuracies of these systems – trained with
and without data augmentation – are shown in Table III. Even
without data augmentation, the proposed CNN architectures
outperform all previous methods. Furthermore, the perfor-
mance is significantly improved by applying data augmenta-
tion, yielding a 12.5% improvement for the B architecture.
The best result was obtained by the B architecture with data
augmentation. It is important to note that the B architecture
outperforms the classical DNN/CNN even though it has fewer
parameters, as shown in Table I. This result corroborates the
efficiency of deeper CNNs with small kernels for modelling
large input fields. This observation coincides with that made
in earlier work in computer vision in [15].
C. Effectiveness of a large input field
Our second set of experiments focuses on input field size.
We tested our CNN with different patch size 50, 100, 200,
300, 400 frames (i.e. from 0.5 to 4 sec). The B architecture
was used for this experiment. As a baseline we evaluated
the CNN+HNN system described in Sec. IV-B but using our
architecture B, rather than a classical CNN. The performance
improvement over the baseline is shown in Fig. 3. The
result shows that larger input fields improve the performance.
Especially the performance with patch length less than 1 sec
sharply drops. This proves that modeling long signals directly
with a deeper CNN is superior to handling long sequences
with HMMs.
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D. Effectiveness of data augmentation
We verified the effectiveness of our EMDA data augmen-
tation method in more detail. We evaluated 3 types of data
augmentation: EMDA only, VTLP only, and a mixture of
EMDA and VTLP (50%, 50%) with different numbers of
augmented samples 10k, 20k, 30k, 40k. Fig. 4 shows that using
both EDMA and VTLP always outperforms EDMA or VTLP
only. This shows that EDMA and VTLP perturb the original
data and thus create new samples in a different way. Applying
both provides a more effective variation of data and helps to
train the network to learn a more robust and general model
from a limited amount of data.
E. Effects of Multiple Instance Learning
The A and B architectures with a large input field were
adapted to MIL, to handle the noise in the database. The
number of parameters were identical since both the max
and Noisy OR aggregation methods are parameter-free. The
number of instances in a bag was set to 2. We randomly picked
2 instances from the same class during each epoch of the
training. Table IV shows that MIL didn’t improve performance
in this case. However, MIL with a medium size input field (i.e.
2 sec) performs as good as or even slightly better than single
instance learning with a large input field. This is perhaps due
to the fact that the MIL took the same size input length (2 sec
7×2 instances = 4 sec), while it had fewer parameter. Thus it
managed to learn a more robust model.
TABLE IV
Accuracy of MIL and normal training (%).
Single MIL
Architecture instance Noisy OR Max Max (2sec)
A 91.7 90.4 92.6 92.9
B 92.8 91.3 92.4 92.8
V. VIDEO ANALYSIS USING AENET FEATURES
A. Audio Event Net Feature
Once the network was trained, it can be used as a feature
extractor for audio and video analysis tasks. An audio stream is
split into clips whose lengths are equal to the length of the net-
work’s input field. In our experiments, we took a 2 sec length
(200 frame) patch since it did not degrade the performance
considerably (Fig. 3) but gave us a reasonable time resolution
with easily affordable computational complexity. Through our
experiment we split audio streams with 50% overlap, although
clips can be overlapped with arbitrary length depending on
the desired temporal resolution. These clips are fed into the
network architecture ”A” and activations of the second last
fully connected layer are extracted. The activations are then
L2 normalized to form audio features. We call these features
‘AENet features’ from now on.
B. Action recognition
We evaluated the AENet features on the USF101 dataset
[66]. This dataset consists of 13,320 videos of 101 human
action categories, such as Apply Eye Makeup, Blow Dry Hair
and Table Tennis.
C. Baselines
The AENet features were compared with several baselines:
visual only and with two commonly used audio features,
namely MFCC and BoAW. We used the C3D features [16]
as visual features. Thirteen-dimensional MFCCs and its delta
and delta delta were extracted, with 25 ms window with 10 ms
shift and averaged for a clip. In order to form BoAW features,
MFCC, delta and delta delta were clustered by K-means to
obtain 1000 codebook elements. The audio features are then
concatenated with the visual features.
D. Setup
The AENet features were averaged within a clip. We did not
fine-tune the network since our goal is to show the generality
of the AENet features. For all experiments, we use a multi-
class SVM classifier with a linear kernel for fair comparison.
We observed that half of the videos in the dataset contain
no audio. Thus, in order to focus on the effect of the audio
features, we used only videos that do contain audio. This
resulted in 6837 videos of 51 categories. We used the three
split setting provided with this dataset and report the averaged
performance.
TABLE V
Accuracy of the deeper CNN and baseline methods, trained with and
without data augmentation (%).
Method accuracy
C3D 82.2
C3D+MFCC 82.5
C3D+BoAW 82.9
C3D+AENet 85.3
E. Results
The action recognition accuracy of each feature set are
presented in Table V. The results show that the proposed
AENet features significantly outperform all baselines. Using
MFCC to encode audio on the other hand, does not lead to any
considerable performance gain over visual features only. One
difficulty of this dataset could be that the characteristic sounds
for certain actions only occur very sparsely or that sounds
are very similar, thus making it difficult to characterize sound
tracks by averaging or taking the histogram of frame-based
MFCC features. AENet features, on the other hand, perform
well without fine-tuning. This suggests that AENet learned
more discriminative and general audio representations.
In order to further investigate the effect of AENet features,
we show the difference between the confusion matrices when
using C3D vs C3D+AENet in Table 5. Positive diagonal
values indicate an improvement in classification accuracy for
the corresponding classes, whereas positive values on off-
diagonal elements indicate increased mis-classification. The
class indices were ordered according to descending accuracy
gain. The figure shows that the performance was improved or
remains the same for most classes by using AENet features.
The off-diagonal elements of the confusion matrix difference
also show some interesting properties, e.g. the confusion of
Playing Dhal (index 8) and Playing Cello (index 10) was
descreased by adding the AENet features. This may be due to
the clear difference of the cello and Dhal sounds while their
visual appearance is sometimes similar: a person holding a
brownish object in the middle and moving his hands arround
the object. The confusion between Playing Cello and Playing
Daf (index 2) , on the other hand, was slightly increased by
using AENet features, since both are percussion instruments
and the sound from these instruments may be reasonably
similar.
F. Video Highlight Detection
We further investigate the effectiveness of AENet features
for finding better highlights in videos. Thereby the goal is to
find domain-specific highlight segments [7] in long consumer
videos.
G. Dataset
The dataset consists of 6 domains, skating, gymnastics,
dog, parkour, surfing, and skiing. Each domain has about 100
videos with various lengths, harvested from Youtube. The total
accumulated time is 1430 minutes. The dataset was split in
half for training and testing. Highlights for the training set
8Predicted class 
Playing Daf 
Playing Dhol 
Playing Cello 
Brushing Teeth 
Typing 
Haircut 
Table Tennis Shot 
Field Hockey Penalty 
Fig. 5. Difference of confusion matrices of C3D+AENet and C3D
only. Positive diagonal values indicate a performance improvement for this
class, while negative, off-diagonal values indicate that the mis-classification
increased. The performance was improved or remains the same for most
classes by using AENet features.
were automatically obtained by comparing raw and edited
pairs of videos. The segments (moments) contained in the
edited videos are labeled as highlights while moments only
appearing in the raw videos are labeled as non-highlights. See
[7] for more information.
H. Setup
If a moment contained multiple features, they were averaged
within the moment. We used the C3D features for the visual
appearance and concatenated then with AENet features. A H-
factor y was estimated by neural networks which had two
hidden layers and one output unit. A higher H-factor value
indicates highlight moments, while a lower value indicates a
non-highlight moment, as in [7]. Note that the classification
model can not be applied since highlights are not comparable
among videos: a highlight in one video may be boring com-
pared to a non-highlight moment in other videos. A training
objective which only depends on the relative ‘highlightness’
of moments from a video is more suitable. Therefore, we
followed [7] and used a ranking loss
Lranking =
∑
i
max(1− yposi + ynegi ) (7)
where {ypos} and {yneg} are the outputs of the networks
for the highlight moments and non-highlight moments of a
video. Eq. (7) required the network to score highlight moments
higher than non-highlight moments within a video, but does
not put constraints on the absolute values of the scores. Since
all moments are labeled as a highlight if the moments are
included in the edited video, the label tends to be redundant
and noisy. To overcome this, we modified the ranking loss by
applying the Huber loss [37]
LHuber =
{
1/2L2ranking, if Lranking < δ
δ(−Lranking + 1/2δ), otherwise (8)
and further by replacing the ranking loss by a multiple instance
ranking loss
Lmiranking = max(1−maxi(yposi ) + yneg). (9)
The Huber loss has a smaller gradient for margin violations,
as long as the positive example scores are higher than the
negative, which alleviates the effect from ambiguous samples
and leads to a more robust model. Eq. (9) takes I highlight
moments {yposi |i = 1, ..., I} and requires only the highest
scoring segment among them to rank higher than the negative.
It is thus more robust to false positive samples, which exist
in the training data, due to the way it was collected [7]. We
used I = 2 in our experiment and the network was trained
five times and the scores were averaged.
I. Baselines
As for action recognition, we consider three baselines, C3D
features only, C3D with MFCC, and BoAW. MFCC features
were averaged within a moment and the BoAW was calculated
for each moment. A DNN based highlight detector was trained
in the same manner as the ranking loss.
J. Results
The mean average precisions (mAP) of each domain, aver-
aged over all videos on the test set, are presented in figure 6.
For most of the domains, AENet features perform the best or
are competitive with the best competing features. The overall
performance of AENet features significantly outperforms the
baselines, achieving 56.6% mAP which outperforms the cur-
rent state-of-the-art of [7]. For skating and surfing, all audio
features help to improve performance, probably due to the fact
that videos of these domains contain characteristic sounds at
highlight moments: when a skater performs some stunt or a
surfer starts to surf. For skiing and parkour, AENet features
improve performance while some other features do not. In the
parkour domain, pulsive sounds such as foot steps which may
occur when a player jumps, typically characterize the high-
lights. The MFCC features might have failed to capture the
characteristics of the foot step sound because of the averaging
of the features within the moment. BoAW features could keep
the characteristics by taking a histogram, but AENet features
are far better to characterize such pulsive sounds. For dog
and gymnastics, audio features do not improve performance
or even slightly lower it. We observed that many videos in
these domains do not contain any sounds which characterize
the highlights, but contain constant noise or silence for the
entire video. This may cause over-fitting to the training data.
We further investigated the effects of loss functions. Table VI
shows the mAPs trained with the ranking loss in Eq. (7), Huber
loss in Eq. (8) and the multiple instance ranking loss (MIRank)
in Eq. (9). The Huber loss and MIRank both increase the
performance by 1.2% and 2.4%, respectively. This shows that
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Fig. 6. Domain specific highlight detection results. AENet features outper-
form other audio features with an average improvement of 8.6% over the C3D
(visual) features.
TABLE VI
Effects of loss function. Mean average precision trained with different loss
functions.
Method mAP
Sum et al. [7] 53.6
C3D+AENet ranking loss 53.0
C3D+AENet Huber loss 54.2
C3D+AENet Huber loss MIRank 56.6
more robust loss functions help in this scenario, where the
labels are affected by noise and contain false positives.
Qualitative evaluation: In figure 7, 8 and 9, we illustrate
some typical examples of highlight detection results for the do-
mains parkour, skating and surfing, i.e. the domains that were
most improved by introducing AENet features. The last two
rows give examples of highlight videos which were created
by taking the moments with the highest H-factors so that the
video length would about 20% of original video. In the video
of parkour shown in figure 7, a higher H-factor was assigned
around the moments in which a man was running, jumping
and turning a somersault, when we used AENet features, as
shown in the second row. On the other hand, the moments
which clearly show the man in the video and have less camera
motion tend to get a higher H-factor when only visual (C3D)
features were used. The AENet features could characterize
a footstep sound and therefore detected the highlights more
reliably. Figure 8 illustrates a video with seven jumping scenes.
With the AENet features, we can observe peaks in the H-
factor at all jumps, since AENet features effectively capture the
sound made by a skater jumping. Without audio information,
the highlight detector failed to detect some jumping scenes and
tended to pick moments with general motion including camera
motion. For surfing, highlight videos created by using AENet
features capture the whole sequence from standing on the
board up to falling into the sea, while a highlight video created
from visual features only sometimes misses some sequence
of surfing and contains boring parts showing somebody just
floating and waiting for the next wave. By including AENet
features, the system really recognizes the difference in sound
when somebody is surfing or not, and it detects highlights
more reliably.
VI. CONCLUSIONS
We proposed a new, scalable deep CNN architecture to learn
a model for entire audio events end-to-end, and outperforming
the state-of-the-art on this task. Experimental results showed
that deeper networks with smaller filters perform better than
previously proposed CNNs and other baselines. We further
proposed a data augmentation method that prevents over-fitting
and leads to superior performance even when the training data
is limited. We used the learned network activations as audio
features for video analysis and showed that they generalize
well. Using the proposed features led to superior performance
on action recognition and video highlight detection, compared
to commonly used audio features. We believe that our new
audio features will also give similar improvements for other
video analysis tasks, such as action localization and temporal
video segmentation.
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Fig. 7. An example of an original video (top), h-factor (2nd row), wave form (3rd row), summarized video by using only visual features (4th row) and
summarized video by using audio and visual features for parkour. AENet features capture the footstep sound and more reliably derive high h-factors around
the moments when a person runs, jumps or performs some stunt such as a somersault.
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Fig. 8. An example of an original video (top), h-factor (2nd row), wave form (3rd row), summarized video by using only visual features (4th row) and
summarized video by using audio and visual features for skating. In the video, there are six scenes where skaters jump and perform a stunt. These moments
are clearly indicated by the h-factor calculated from both the visual and AENet features. Sounds made by skaters jumping are characterized by the AENet
well and help to reliably capture such moments.
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Fig. 9. An example of an original video (top), h-factor (2nd row), spectrogram of audio (3rd row), summarized video by using only visual features (4th row)
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