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Small samplesAbstract Classic maximum entropy quantile function method (CMEQFM) based on the probabil-
ity weighted moments (PWMs) can accurately estimate the quantile function of random variable on
small samples, but inaccurately on the very small samples. To overcome this weakness, least square
maximum entropy quantile function method (LSMEQFM) and that with constraint condition
(LSMEQFMCC) are proposed. To improve the confidence level of quantile function estimation,
scatter factor method is combined with maximum entropy method to estimate the confidence inter-
val of quantile function. From the comparisons of these methods about two common probability
distributions and one engineering application, it is showed that CMEQFM can estimate the quan-
tile function accurately on the small samples but inaccurately on the very small samples (10 sam-
ples); LSMEQFM and LSMEQFMCC can be successfully applied to the very small samples;
with consideration of the constraint condition on quantile function, LSMEQFMCC is more stable
and computationally accurate than LSMEQFM; scatter factor confidence interval estimation
method based on LSMEQFM or LSMEQFMCC has good estimation accuracy on the confidence
interval of quantile function, and that based on LSMEQFMCC is the most stable and accurate
method on the very small samples (10 samples).
 2016 Production and hosting by Elsevier Ltd. on behalf of Chinese Society of Aeronautics and
Astronautics. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/
licenses/by-nc-nd/4.0/).1. Introduction
The estimation of quantile function to test samples is com-
monly encountered in the reliability analysis of engineering
system (such as aviation product properties). In traditional
methods of statistical inference, the steps for quantile function
estimation involve fitting an analytical probability distribution
1286 F. Wu, W. Wenthat is judged empirically from the available sample data, and
then distribution parameters are suitably estimated using
methods such as maximum likelihood method or least square
method. However the bias and efficiency of quantile function
estimate remain sensitive to the type of assumed distribution.
An alternative approach for the distribution fitting comes
from the modern information theory in which a robust mea-
sure of probabilistic information, the entropy, has been devel-
oped. The maximum entropy principle is presented as a
rational approach for choosing the least biased probability dis-
tribution among all possible distributions which are consistent
with available sample data and contain the minimum amount
of spurious information. In Refs.1,2, the maximum entropy is
used to characterize a large number of discrete and continuous
distributions under certain constraints. In Refs.3–6, the maxi-
mum entropy is applied in the engineering problems, and com-
pared with the common probability distributions. In Refs.7,8,
the maximum entropy is also applied in the climate science
to estimate the probability distribution of rainfall amount,
temperature and emissivity. There are also some researches
to improve the performance of maximum entropy. Maximum
entropy is combined with adaptive importance sampling for
modeling different kinds of loss distributions.9 The maximum
entropy method is incorporated into Bayesian probability the-
ory to estimate the distribution of intensity of weighted
image.10 The minimum Kullback entropy rather than the max-
imum entropy is used in the derivation of exponential distribu-
tion with given mean and variance.11 The maximum entropy
method is combined with bootstrap method to resolve the
problem about parameter estimation under the condition that
the number of test times is small while at every test time, the
number of test data is large.12 The maximum entropy method
is combined with the Monte Carlo simulation to estimate the
dam overtopping probability.13
However, the estimates of higher order moments (order
>2) from small samples (size less than 30) tend to have large
sampling errors. The maximum entropy distribution derived
from poor moment estimates would lead to inaccurate quantile
values.14–16 This difficulty can be circumvented by using the
probability weighted moments (PWMs) in place of ordinary
moments. The PWMs are firstly introduced by Greenwood
and Landwehr17 The PWMs can be viewed as the expectations
of order statistics and moments of the quantile function of any
nonnegative random variable. In contrast with ordinary
moments, PWMs are less sensitive to the effects of sampling
variability. Also higher order PWMs can be accurately esti-
mated from small samples, because they are linear combina-
tions of the observed sample values.18 PWMs shows the
potential to provide a robust solution to characterizing the sta-
tistical nature of the underlying distributions especially for
small samples. For this reason, PWMs have been extended
to a variety of field of science and engineering.19–21 But there
will be some sampling errors on the very small samples (size
less than 10), which can be verified in Section 4.
Because of expensiveness of aviation product and high test
cost, the test is conducted only on the small samples. There will
be some errors between the estimated quantile function and
theoretical quantile function on the very small samples, so
scatter factor method is introduced to estimate the confidence
interval of quantile function, where there is assigned probabil-
ity for including the theoretical quantile function.22 The scatter
factor is widely used to estimate the fatigue life of air plane andair engine components.23,24 In Ref.25, life scatter factor method
based on kth order experiment life with logarithm normal dis-
tribution is deduced. In Refs.26–28, the scatter factor formula is
deduced for common probability distributions and has a good
application in the aviation product. But there is a weakness
that probability distribution type and distribution parameters
of the random variable must be determined before it is used.
In this paper, to overcome the low accuracy of classic max-
imum entropy quantile function method (CMEQFM) on the
very small samples, least square maximum entropy quantile
function method (LSMEQFM) and that with constraint condi-
tion (LSMEQFMCC) are proposed. To improve the confi-
dence level of quantile function estimate, scatter factor
method is introduced. The results show that LSMEQFMCC
is the most stable and accurate method for quantile function
estimate on the very small samples.
2. Maximum entropy quantile function methods
2.1. CMEQFM
For a continuous random variable X, with the quantile func-
tion xðuÞ where uðxÞ ¼ PðX 6 xÞ is the cumulative distribution
function (CDF) and 0 6 uðxÞ 6 1, the classic maximum
entropy of quantile function xðuÞ is defined as12,14,16,20,21,29
max S ¼ R 1
0
xðuÞ ln xðuÞdu
s:t:
R 1
0
u jxðuÞdu ¼ bj j ¼ 0; 1; . . . ;m
(
ð1Þ
where S is the entropy of quantile function xðuÞ; bj is the one
form of PWMs; m is the highest order of PWMs considered in
the analysis.
From an ordered random sample of X with size n
ðx1 6 x2 6    6 xnÞ, bj can be obtained as
bj ¼ 1
n
Xn
i¼1
i 1
j
 
n 1
j
 
xi
 
ð2Þ
To account for constraints Eq. (2), the entropy function is
augmented as
S ¼ 
Z 1
0
xðuÞ ln xðuÞdu ðk0  1Þ
Z 1
0
xðuÞdu b0
 

Xm
j¼1
kj
Z 1
0
u jxðuÞdu bj
 
ð3Þ
where kj denotes an unknown Lagrangian multiplier. To derive
the quantile function, the entropy is maximized using the fol-
lowing condition
@ S
@xðuÞ ¼ 0 ð4Þ
Substituting Eq. (3) into Eq. (4) with subsequent simplifica-
tion leads to quantile function as
xðuÞ ¼ exp 
Xm
j¼0
kju
j
 !
ð5Þ
Substituting Eq. (5) into
R 1
0
xðuÞdu ¼ b0, we can write k0 as
k0 ¼ ln
Z 1
0
exp 
Xm
j¼1
kju
j
 !
du=b0
" #
ð6Þ
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solving the following unconstrained optimization problem
min P ¼
Xm
j¼0
kjbj ð7Þ
After Lagrangian multipliers fkjgmj¼0 are determined, we can
estimate the quantile value for cumulative distribution proba-
bility with Eq. (5).
It will be showed that CMEQFM can estimate the quantile
function accurately from small samples but inaccurately from
very small samples. LSMEQFM and LSMEQFMCC intro-
duced below are proposed to overcome this problem.
2.2. LSMEQFM
As shown in Section 4, Eq. (5) can be accurate when Lagran-
gian multipliers fkjgmj¼1 are set to be appropriate values. The
estimated accuracy of Lagrangian multipliers based on the
CMEQFM is affected greatly by the number of the samples.
The quantile function based on the CMEQFM is inaccurate
when the samples are very small. To overcome this problem,
LSMEQFM is proposed here.
Eq. (5) can be re-derived as
 ln xðuÞ ¼
Xm
j¼0
kju
j ð8Þ
From Eq. (8) we can define that ui is the cumulative distri-
bution probability for xi, which is the ith-order statistics
ðx1 6 x2 6    6 xnÞ. And ui can be determined by a suitable
formula based on the middle rank method,30 such as
ui ¼ i 0:35
n
ð9Þ
Lagrangian multipliers fkjgmj¼0 can be obtained by solving
the following least square optimization problem
min Q ¼
Xn
i¼1
ðsi  tiÞ2 ð10Þ
where
si ¼ ln xi
ti ¼
Xm
j¼0
kju
j
i
8><
>: ð11Þ
Then substituting Lagrangian multipliers fkjgmj¼0 into Eq.
(5), we can estimate the quantile value for cumulative distribu-
tion probability. But it will be found that the cumulative distri-
bution probability is not the monotonic function of the
quantile value in some cases. To overcome this problem, con-
straint conditions are introduced when least square optimiza-
tion problem is solved.
The derivative of quantile value about cumulative distribu-
tion probability can be written as
x0ðuÞ ¼ exp 
Xm
j¼0
kju
j
 !

Xm
j¼0
kjju
j1
 !
ð12Þ
where x0ðuÞ must be greater than 0 when the cumulative distri-
bution probability is the monotonic function of the quantile
value. Because the term I1 ¼ exp 
Pm
j¼0kju
j
 
is greater than0, I2 ¼ 
Pm
j¼0kjju
j1
 
must be greater than 0, 0 6 u 6 1.
The slopes of the quantile function at the tail are written as
x0ðuminÞ ¼ exp 
Xm
j¼0
kju
j
min
 !

Xm
j¼0
kjju
j1
min
 !
 x1 
Xm
j¼0
kjju
j1
min
 ! ð13Þ
x0ðumaxÞ ¼ exp 
Xm
j¼0
kju
j
max
 !

Xm
j¼0
kjju
j1
max
 !
 xn 
Xm
j¼0
kjju
j1
max
 ! ð14Þ
where x0ðuminÞ is the slope of quantile function at umin ¼ 0:001
with x0ðuminÞ > tanb, and x0ðumaxÞ is the slope of quantile func-
tion at umax ¼ 0:999 with x0ðumaxÞ > tanb. Let b ¼ 80 here.
Thus Lagrangian multipliers fkjgmj¼0 can be obtained by solving
the least square optimization problem shown in Eq. (10), and
Eq. (10) is subjected to the following constraints:

Xm
j¼0
kjju
j1
k
	 

> 0 k ¼ 1; 2; . . . ; r
x1 
Xm
j¼0
kjju
j1
min
 !
> tan b
xn 
Xm
j¼0
kjjuj1max
 !
> tan b
8>>>>>><
>>>>>>:
ð15Þ
where r is the number of the uk which is obtained uniformly
from ½umin; umax.
3. Confidence interval estimate of least square maximum entropy
quantile function (LSMEQF)
3.1. Scatter factor method
If X is a continuous random variable, with the order statistics
ðXð1Þ 6 Xð2Þ 6    6 XðnÞÞ, scatter factor SFða;c;uÞ can be defined
as23–28,31,32
SFða;c;uÞ ¼ XðaÞc
Xu
ð16Þ
where SFða;c;uÞ can be denoted as minimum order statistic scat-
ter factor and maximum order statistic scatter factor when
a ¼ 1 and a ¼ n, respectively; Xu is the quantile value of ran-
dom variable X with cumulative distribution probability u.
The item XðaÞc could be given by
PðXðaÞ 6 XðaÞcÞ ¼ c ð17Þ
If FðxÞ is the cumulative distribution function of random
variable X, the cumulative distribution function FXð1Þ ðxÞ of
the minimum order statistic can be expressed as33
FXð1Þ ðxÞ ¼ 1 ð1 FðxÞÞn ð18Þ
The cumulative distribution function FXðnÞ ðxÞ of the maxi-
mum order statistic can be expressed as33
FXðnÞ ðxÞ ¼ ðFðxÞÞn ð19Þ
1288 F. Wu, W. WenWhen cumulative distribution function of random variable
X is known, the scatter factor SFða;c;uÞ can be obtained from
Eqs. (16)–(19).
Under c confidence level, estimated quantile value ~Xu of
random variable X for cumulative distribution probability u
can be written as
~Xu ¼ xðaÞ
SFða;c;uÞ
ð20Þ
where xðaÞ is the minimum test value and maximum test value
when a ¼ 1 and a ¼ n, respectively ðxð1Þ 6 xð2Þ 6    6 xðnÞÞ.
3.2. Scatter factor confidence interval estimate of LSMEQF
From Eq. (20), quantile value of a random variableX for cumu-
lative distribution probability u can be estimated when the test
value xðaÞ and scatter factor SFða;c;uÞ are known. From Eqs. (16)–
(19), SFða;c;uÞ can be obtained when the cumulative distribution
function of random variable X must be known prior.
In fact, the cumulative distribution function of random
variable X is usually unknown prior, and determined through
probability distribution hypothesis, hypothesis testing, and
parameter estimation. But the estimated accuracy of cumula-
tive distribution function greatly depends on the type of
assumed distribution. Furthermore, classic probability distri-
bution type is not suitable for some problems.
To overcome the weakness mentioned above, LSMEQFM
combined with scatter factor method is introduced, whose
advantage is that quantile function of random variable can
be determined without probability distribution hypothesis,
hypothesis testing, or parameter estimation.
3.2.1. Scatter factor confidence interval estimate of LSMEQF
based on minimum order statistic
If X is a continuous random variable, with the order statistics
ðXð1Þ 6 Xð2Þ 6    6 XðnÞÞ, SFð1;c;uÞ can be denoted as minimum
order statistic scatter factor, and the item Xð1Þc in Eq. (17) can
be obtained as
PðXð1Þ 6 Xð1ÞcÞ ¼ c ð21Þ
Substituting Eq. (18) into Eq. (21), we can get the following
relationship:
FðXð1ÞcÞ ¼ 1 ð1 cÞ
1
n ð22Þ
We think that LSMEQF Eq. (5) is sufficiently accurate and
could take place of the theoretical quantile function of random
variable X, and then the Xð1Þc could be obtained as
Xð1Þc ¼ exp 
Xm
j¼0
kju
j
ð1Þ
 !
ð23Þ
where uð1Þ ¼ 1 ð1 cÞ
1
n. Substituting Eqs. (23) and (5) into
Eq. (16), we can write the minimum order statistic scatter fac-
tor SFð1;c;uÞ as
SFð1;c;uÞ ¼
exp 
Xm
j¼0
kju
j
ð1Þ
 !
exp 
Xm
j¼0
kju j
 ! ð24Þ
Then, for an ordered test sample of variable X
ðxð1Þ 6 xð2Þ 6    6 xðnÞÞ, the quantile value estimate ~Xuð1Þ forcumulative distribution probability u of the variable X, under
c confidence level, can be written as
~Xuð1Þ ¼
xð1Þ exp 
Xm
j¼0
kju j
 !
exp 
Xm
j¼0
kju
j
ð1Þ
 ! ð25Þ
where ~Xuð1Þ is the c lower confidence limit and 1 c upper con-
fidence limit when c > 0:5 and c < 0:5, respectively.
3.2.2. Scatter factor confidence interval estimate of LSMEQF
based on maximum order statistic
If X is a continuous random variable, with the order statistics
ðXð1Þ 6 Xð2Þ 6   6 XðnÞÞ, SFðn;c;uÞ can be denoted as maximum
order statistic scatter factor, and the item XðnÞc in Eq. (17)
can be obtained as
PðXðnÞ 6 XðnÞcÞ ¼ c ð26Þ
Substituting Eq. (19) into Eq. (26), we can get the following
relationship:
FðXðnÞcÞ ¼ c1n ð27Þ
Similarly, we think that LSMEQF Eq. (5) is sufficiently
accurate and could take place of the theoretical quantile func-
tion of random variable X, and then XðnÞc could be obtained as
XðnÞc ¼ exp 
Xm
j¼0
kju
j
ðnÞ
 !
ð28Þ
where uðnÞ ¼ c1n. Substituting Eqs. (28) and (5) into Eq. (16), we
can write the maximum order statistic scatter factor SFðn;c;uÞ as
SFðn;c;uÞ ¼
exp 
Xm
j¼0
kju
j
ðnÞ
 !
exp 
Xm
j¼0
kju j
 ! ð29Þ
Then, for an ordered test sample of variable X
ðxð1Þ 6 xð2Þ 6    6 xðnÞÞ, the quantile value estimate ~XuðnÞ for
cumulative distribution probability u of the variable X, under
c confidence level, can be written as
~XuðnÞ ¼
xðnÞ exp 
Xm
j¼0
kju j
 !
exp 
Xm
j¼0
kju
j
ðnÞ
 ! ð30Þ
where ~XuðnÞ is the c lower confidence limit and 1 c upper con-
fidence limit when c > 0:5 and c < 0:5, respectively.
4. Results and discussions
4.1. Comparison of computational accuracy among CMEQFM,
LSMEQFM and LSMEQFMCC
CMEQFM, LSMEQFM and LSMEQFMCC are compared
by estimating the quantile function of common random
variable X1 and X2, which obey lognormal distribution and
Weibull distribution, respectively. (It can be verified that
Table 1 RMSE of three methods based on different samples
of X1.
Method RMSE
10000 samples 20 samples 10 samples
CMEQFM 0.003444 0.012333 0.173734
LSMEQFM 0.002223 0.012249 0.151401
LSMEQFMCC 0.002958 0.010580 0.102840
Scatter factor confidence interval estimate of least square maximum entropy quantile function for small samples 1289normal distribution and exponential distribution have the
same results as the lognormal distribution and Weibull
distribution).
We assume that X1 obeys the lognormal distribution
lg Nð0; 0:3Þ which means that the lognormal expected value
is 0, and the lognormal standard deviation is 0.3; X2 obeys
the Weibull distribution Wð2; 2; 0:5Þ which means that the
shape parameter is 2, location parameter is 2, and scale param-
eter is 0.5.
There are three different kinds of simulation numbers to
show the comparisons of computational accuracy among
CMEQFM, LSMEQFM and LSMEQFMCC. The root mean
square error (RMSE) is used to measure the computational
accuracy of CMEQFM, LSMEQFM, and LSMEQFMCC.
RMSE can be defined as
RMSE ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
n
Xn
i¼1
x^i  xi
xi
 2s
where x^i denotes the estimated value of the ith theoretical
quantile xi, and n the number of comparative sample points.
Monte Carlo method is used to produce the 10000, 20, and
10 samples, and the quantile functions of random variable X1
and X2 are estimated by the CMEQFM, LSMEQFM and
LSMEQFMCC with 6-order Lagrangian multipliers. The com-
parisons among the theoretical CDF curve (CDF, is the inverseFig. 1 Comparisons of computational accuracy among different meth
lognormal distribution.
Fig. 2 Comparisons of computational accuracy among different meth
Weibull distribution.function of quantile function), CMEQFM CDF curve,
LSMEQFM CDF curve and LSMEQFMCC CDF curve are
showed in Figs. 1 and 2. The RMSE of CMEQFM,
LSMEQFM and LSMEQFMCC are showed in Tables 1 and 2.
According to Figs. 1 and 2 and Tables 1 and 2, it is showed
that the order of computational accuracy from high to low is
LSMEQFMCC, LSMEQFM and CMEQFM.
Figs. 1(a) and 2(a) and Tables 1 and 2 show that the
LSMEQFMCC, LSMEQFM and CMEQFM have the simi-
larly good precision in CDF curve fitting when the simulation
samples are large (about 10000 samples).
Figs. 1(b) and 2(b) and Tables 1 and 2 show that the com-
putational accuracy of three methods declines, when the num-
ber of simulation samples becomes smaller. The CMEQFM
CDF curves of X1 and X2 are little away from the theoreticalods based on different samples of X1 when sample value following
ods based on different samples of X2 when sample value following
Table 2 RMSE of three methods based on different samples
of X2.
Method RMSE
10000 samples 20 samples 10 samples
CMEQFM 0.005790 0.029036 0.031432
LSMEQFM 0.004479 0.024600 0.024853
LSMEQFMCC 0.005328 0.025553 0.022641
1290 F. Wu, W. WenCDF curve, especially at the tail of the curves. Also there are
some errors at the tail of the LSMEQFM CDF curves. It is
showed that CMEQFM makes few errors with the middle-
size samples (about 20 samples) and so does the LSMEQFM
in some cases.
Figs. 1(c) and 2(c) and Tables 1 and 2 show that the com-
putational accuracy of three methods declines further, when
the number of simulation samples becomes much smaller.
The CMEQFM CDF curves are far away from the theoretical
CDF curve at the tail of the curves. And the cumulative distri-
bution probability at the tail of LSMEQFM CDF curves is not
the monotonic function of sample value. It is showed that for
the very small samples (about 10 samples), LSMEQFMCC,
instead of CMEQFM and LSMEQFM, could get a good pre-
cision especially at the tail of the curve.Fig. 3 Three methods’ CDF curves and confidence interval curves b
distribution.
Fig. 4 Three methods’ CDF curves and confidence interval curves
distribution.4.2. Confidence interval estimate of common probability
distribution
From the above example, it can be found that there are some
errors between the theoretical CDF curve and CMEQFM,
LSMEQFM, LSMEQFMCC CDF curves when the simula-
tion samples are very small. Confidence interval estimate of
the quantile function needs to be introduced to improve the
confidence level.
We assume that X1 and X2 obey lognormal distribution
lg Nð0; 0:3Þ and Weibull distribution Wð2; 2; 0:5Þ, respec-
tively. (It can be verified that normal distribution and expo-
nential distribution have the same results as the lognormal
distribution and Weibull distribution).
Monte Carlo method is used to produce the 10 samples of
random variable X1 and X2; the CMEQFM, LSMEQFM and
LSMEQFMCC are combined with scatter factor method
respectively to estimate the quantile functions and 95% confi-
dence intervals. 6-order Lagrangian multipliers are considered
in the CMEQFM, LSMEQFM and LSMEQFMCC.
The theoretical CDF curve, middle rank method points,
CMEQFM CDF curve, LSMEQFM CDF curve,
LSMEQFMCC CDF curve and upper and lower bounds are
showed in Figs. 3 and 4. The percentage of the theoretical
quantile points falling in the confidence interval (PTCI), confi-
dence interval (CI) of quantile value at cumulative distributionased on 10 samples of X1 when sample value following lognormal
based on 10 samples of X2 when sample value following Weibull
Table 3 Comparisons of confidence interval parameters about random variable X1 among three methods.
Method PTCI CI at
CDP 0.01
WCI
at
CDP
0.01
TQV
at
CDP
0.01
IFG
at
CDP
0.01
CI at
CDP 0.50
WCI
at
CDP
0.50
TQV
at
CDP
0.50
IFG
at
CDP
0.50
CI at
CDP 0.99
WCI
at
CDP
0.99
TQV
at
CDP
0.99
IFG
at
CDP
0.99
CMEQFM 98.50 [0.55,1.10] 0.55 0.49 0 [0.70,1.40] 0.70 1.00 1 [1.45,2.91] 1.46 2.00 1
LSMEQFM 95.86 [0.65,1.03] 0.38 0.49 0 [0.83,1.31] 0.48 1.00 1 [1.48,2.33] 0.85 2.00 1
LSMEQFMCC 99.34 [0.47,0.77] 0.30 0.49 1 [0.83,1.35] 0.52 1.00 1 [1.41,2.29] 0.88 2.00 1
Notes: PTCI—percentage of the theoretical quantile points falling in the confidence interval; CI—confidence interval; CDP—cumulative
distribution probability; TQV—theoretical quantile value; WCI—width of the confidence interval; IFG—including flag, and 0 means that
theoretical quantile value is not included in the confidence interval, and 1 means included.
Table 4 Comparisons of confidence interval parameters about random variable X2 among three methods.
Method PTCI CI at
CDP 0.01
WCI
at
CDP
0.01
TQV
at
CDP
0.01
IFG
at
CDP
0.01
CI at
CDP 0.50
WCI
at
CDP
0.50
TQV
at
CDP
0.50
IFG
at
CDP
0.50
CI at
CDP 0.99
WCI
at
CDP
0.99
TQV
at
CDP
0.99
IFG
at
CDP
0.99
CMEQFM 100 [1.85,2.52] 0.67 2.05 1 [1.97,2.68] 0.71 2.41 1 [2.78,3.79] 1.01 3.07 1
LSMEQFM 97.08 [2.10,2.51] 0.41 2.05 0 [2.29,2.73] 0.44 2.41 1 [2.83,3.38] 0.55 3.07 1
LSMEQFMCC 100 [1.97,2.37] 0.40 2.05 1 [2.30,2.75] 0.45 2.41 1 [2.80,3.36] 0.56 3.07 1
Table 5 Fatigue life data of aluminium alloy specimens made
of LY12CZ.34
Stress (MPa) Fatigue life value of test specimen (103cycle)
262.5 173, 179, 194, 198, 212, 245, 250, 255, 255, 263, 299
Scatter factor confidence interval estimate of least square maximum entropy quantile function for small samples 1291probability (CDP) 0.01, 0.50 and 0.99, theoretical quantile
value (TQV) at CDP 0.01, 0.50 and 0.99, and width of the
confidence interval (WCI), including flag (IFG, 0 means
that theoretical quantile value is not included in the
confidence interval, and 1 means included) are showed in
Tables 3 and 4.
According to the results of Figs. 3 and 4 and Tables 3 and 4,
we can learn that the suitable confidence interval estimate
methods ordered from high to low are LSMEQFMCC,
LSMEQFM and CMEQFM.
Figs. 3(a) and 4(a) and Tables 3 and 4 show that
CMEQFM is not suitable for the estimation of quantile func-
tion and confidence interval on the very small samples.
Although the percentage of the theoretical quantile points fall-
ing in the confidence interval is high (98.5% for X1, 100% for
X2), the width of the confidence interval is the longest, and the
CDP is not the monotonic function of the quantile value at the
tail of CMEQFM CDF curve.
Figs. 3(b) and 4(b) and Tables 3 and 4 show that
LSMEQFM has a good estimation of the quantile function
and confidence interval on the very small samples generally.
The percentages of theoretical quantile points falling in the
confidence interval are 95.86% for X1 and 97.08% for X2,
and the confidence interval width is smaller than that of
CMEQFM. But there are some errors at the tail of the CDF
curve.
Figs. 3(c) and 4(c) and Tables 3 and 4 show that
LSMEQFMCC is suitable for the estimation of the quantile
function and confidence interval on the very small samples,
and it is the method with the highest accuracy. There are
99.34% and 100% of the theoretical quantile points falling
in the confidence interval of X1 and X2, respectively. The con-
fidence interval width of LSMEQFMCC is smaller than that of
CMEQFM and similar with that of LSMEQFM.4.3. Date processing of fatigue life
LY12CZ is a common material in the aviation industry. Some
parts of the plane, which are made of LY12CZ, encounter fati-
gue failure within the serve life. In fact, fatigue life is scattered
at the same stress, so we treat it as a random variable. A group
of the fatigue life data of aluminum alloy specimens at
262.5 MPa stress is listed in Table 5.34
The CMEQFM, LSMEQFM and LSMEQFMCC are com-
bined with scatter factor method respectively to estimate the
quantile functions and 95% confidence intervals of the fatigue
life. 4-order Lagrangian multipliers are considered in the
CMEQFM, LSMEQFM and LSMEQFMCC.
The middle rank method points, CMEQFM CDF curve,
LSMEQFM CDF curve, LSMEQFMCC CDF curve and
upper and lower bounds are showed in Fig. 5. The percentage
of the middle rank method points falling in the confidence
interval (PMRMCI), confidence interval of quantile value
(CI), and width of the confidence interval (WCI) at CDP
0.01, 0.50 and 0.99 are showed in Table 6.
Fig. 5 shows that the middle rank method points all fall in
the confidence intervals, but there are some errors at the tail of
the CMEQFM CDF curve and LSMEQFM CDF curve where
the cumulative distribution probability is not the monotonic
function of quantile value. With consideration of the con-
Fig. 5 Three methods’ CDF curves and confidence interval curves for fatigue life.
Table 6 Comparisons of confidence interval parameters for fatigue life among three methods.
Method PMRMCI CI at CDP
0.01
WCI at CDP
0.01
CI at CDP
0.50
WCI at CDP
0.50
CI at CDP
0.99
WCI at CDP
0.99
CMEQFM 100 [161.52,227.48] 65.96 [210.11,295.92] 85.81 [292.47,411.91] 119.44
LSMEQFM 100 [167.20,211.81] 44.61 [216.49,274.25] 57.76 [282.79,358.24] 75.45
LSMEQFMCC 100 [152.21,195.65] 43.44 [209.66,269.49] 59.83 [271.63,349.15] 77.52
Note: PMRMCI—percentage of middle rank method points falling in confidence interval.
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mation at the tail of the CDF curve.
Table 6 shows that the percentages of the middle rank
method points falling in the confidence interval of three meth-
ods are all 100%. But the width of the confidence interval for
CMEQFM is the longest among three methods. The widths of
confidence intervals for LSMEQFM and LSMEQFMCC are
similar with each other.
It is concluded that LSMEQFMCC is the most suitable
method to estimate the quantile function and confidence inter-
val on the very small samples. It not only overcomes the mono-
tonic problem at the tail of the CDF curve, but also has small
confidence interval width where the middle rank method
points all fall.
5. Conclusions
(1) CMEQFM can estimate the quantile function accurately
on small samples but inaccurately on very small samples.
To overcome this problem, LSMEQFM and
LSMEQFMCC are proposed. It is showed that they
can be applied on the very small samples successfully.
(2) It is found that the cumulative distribution probability is
not the monotonic function of the quantile value in
some cases for LSMEQFM. To remedy this problem,
LSMEQFMCC is proposed. It is showed that
LSMEQFMCC can get the highest stability and compu-
tational accuracy among three methods on the very
small samples.
(3) Scatter factor confidence interval estimate functions
based on maximum entropy quantile function method
are established to estimate the confidence interval of
random variable. We can learn from the examples thatthe suitable confidence interval estimation methods
ordered from high to low are LSMEQFMCC,
LSMEQFM and CMEQFM; LSMEQFMCC is the
most stable and accurate method on the very small
samples.
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