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165One Circuit, Two Kinds of Timing
In this issue of Neuron, Gabernet et al. report an ele-
gant series of in vivo and in vitro experiments that
dissect a disynaptic circuit dictating the dynamic
transition of cortical spiking responses to whisker
stimulation from coincidence detection to temporal
integration.
A key challenge in studying sensory processing is to
characterize the synaptic circuits underlying the neu-
ronal responses to external stimuli. A well-known exam-
ple is the circuitry that gives rise to orientation selectiv-
ity in the primary visual cortex. Although a simple model
was proposed by Hubel and Wiesel more than 40 years
ago (Hubel and Wiesel, 1962), this issue is still under in-
tense investigation (for review, see Ferster and Miller,
2000). Local networks that analyze specific features of
sensory stimuli provide the building blocks for percep-
tion, and understanding their behavior during natural sen-
sory stimulation is essential. Toward this end, Gabernet
et al. (2005) (this issue of Neuron) have carried out an
intricate series of experiments to dissect the circuitry
underlying the responses of barrel cortical neurons to
repetitive whisker stimulation.
A striking feature of the regular spiking (RS) neurons
in layer 4 of the rat barrel cortex is that they respond
to a single whisker deflection with a jitter of only w4
ms (see also Wilent and Contreras, 2004). Such remark-
able precision allows a faithful neural representation of
the timing of whisker deflection, which may inform the
animal of the location and shape of nearby objects.
However, the authors found that responses to subse-
quent whisker movement at 10 Hz, roughly the naturalwhisking frequency, showed a significant increase in
temporal variability, with up to w8 ms of jitter. This re-
duction in precision was not observed in the spiking ac-
tivity of thalamic neurons in the VPM nucleus, indicating
that the effect takes place within the cortex.
Gabernet et al. then switched to a slice preparation to
identify the circuit elements underlying both the initial
well-timed RS response and the subsequent reduction
in temporal precision. By evoking an artificial EPSP
with the recording electrode at various delays from the
thalamic stimulation, they found an extremely narrow in-
tegration window (1 ms) for the effective summation of
the inputs. Thus, with a single thalamic event, these
RS cells behave as coincidence detectors, which can
explain their precise response to the first whisker stim-
ulation. In contrast, repetitive thalamic stimulation
causes an increase in the integration window by an or-
der of magnitude, which corresponds to the increased
variability in spike timing observed in vivo.
The authors identified feed-forward inhibition, medi-
ated by fast spiking (FS) inhibitory cells in layer 4, as
the primary mechanism for the temporal dynamics of
the RS cell responses. As shown in Figure 1, the basic cir-
cuit consists of divergent excitatory connections from
the thalamic neurons to both the RS and FS cells and
the inhibitory connections from the FS to RS cells. By
systematically examining each of the synapses in this
circuit, the authors revealed the following properties.
First, the disynaptic pathway from the thalamus to the
RS cell is highly reliable, at least partly due to the power-
ful synapse from the thalamic neurons to FS cells. The
activation of even a single thalamic fiber can be suffi-
cient to trigger a spike in the FS cell. The temporal pre-
cision of the system is also uncanny. A delay of 1.2 ms
between the EPSC and IPSC in the RS cell can be de-
composed into the delay from the thalamic input to FS
spiking and the delay of 0.6 6 0.003 ms from the FS
spike to the RS IPSC. Such reliability is crucial for the
coincidence detection performed by the RS cells during
the first whisker stimulation, as the inhibitory input ex-
erts a powerful shunting of any excitatory inputs with
delays longer than 1 ms.
Second, both synapses in the disynaptic inhibitory
pathway exhibit pronounced short-term depression
upon repetitive 10 Hz stimulation. Depression of the tha-
lamic input to the FS neurons in tandem with depression
of the FS-RS synapse appears to be responsible for the
transition from coincidence detection to temporal inte-
gration. In an elegant final touch, the authors use a model
to demonstrate that the two loci of synaptic depression
are necessary and sufficient to account for the short and
long RS integration windows seen in the intact animal.
The interplay between excitation and inhibition is
known to be important both in experience-dependent
circuit refinement (Hensch and Fagiolini, 2005) and in in-
formation processing by neuronal networks (e.g.,
Chance et al. 2002). In particular, several recent studies
have focused on the role of timing of inhibitory inputs in
sensory processing. In rat barrel cortex, neuronal selec-
tivity to the direction of whisker movement was found to
depend critically on the latency difference between the
excitatory and inhibitory inputs (Wilent and Contreras,
2005). In the auditory cortex, the stereotyped temporal
sequence of excitation and inhibition, similar to that
Recovery in the Blink
of an Eye
Sensory deprivation sheds light on cortical plasticity
mechanisms, but recovery of lost brain function may
bear the greatest clinical relevance. Ramoa and col-
leagues now find that binocular recovery from monoc-
ular occlusion can be extraordinarily rapid, indepen-
dent of protein synthesis, and precise. Reactivation
of latent connections may then reverse amblyopia.
Hurricanes Katrina and Rita vividly remind us that de-
struction is quick but rebuilding is hard. Our hearts go
out to the local inhabitants who must now reconnect
homes, communication lines, roads, water, power, fam-
ilies, and lives. The complex networks of a dynamic
structures such as a city are not easily recovered, and
some may be permanently lost. Very similar constraints
are believed to operate in the developing circuits of the
mammalian brain. When an eye is deprived of vision
during a critical period early in life, it becomes discon-
nected both functionally and structurally from the cor-
tex. If left untreated, the ensuing amblyopia (loss of
visual acuity) is permanent, a condition affecting 2%–
5% of the human population. The findings of Ramoa
and colleagues in this issue of Neuron are therefore
startling: recovery from monocular deprivation (MD) oc-
curs rapidly (within hours), is precise, and is indepen-
dent of new protein synthesis (Krahe et al., 2005).
Far from a reckless dismantling, the loss of visual re-
sponsiveness due to MD is now appreciated to be a
well-orchestrated sequence of events (Hensch, 2005).
Competing sensory input is first detected by the late
maturation of a specific GABAergic circuitry within the
primary visual cortex, where the two eyes’ afferents first
converge. Gradually, over a protracted time course, this
functional imbalance is converted into a structural re-
wiring of connections through the induction of dendri-
tic spine motility, pruning, axonal retraction, and ex-
pansion. These steps involve a cascade of molecular
players, including kinases, neurotrophins, secreted
proteases, and new protein synthesis (Hensch, 2005).
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166found in barrel cortical RS cells, leads to highly transient
cortical spiking responses to short tone pips (Wehr and
Zador, 2003). The current study by Gabernet et al.
shows that a well-timed feed-forward inhibitory circuit
controls both the temporal precision and the history de-
pendence of the cortical spiking response.
The finding of this study is also relevant to the idea
that short-term plasticity and dynamic changes in the
balance of excitatory-inhibitory interactions can be
used to encode temporal information (Buonomano,
2000). Short-term depression of feed-forward inhibition
leads to an increase in the RS cell responsiveness to ex-
citatory inputs, which could signal recent whisker de-
flections. Furthermore, the progressive widening of the
integration window may allow the same circuit to repre-
sent multiple stimulus features. After the detection of
onset time at a high precision, the increased opportu-
nity for input summation could enable the RS cells to re-
fine the analysis and representation of other stimulus
characteristics. Behavioral studies have shown that
whisking allows the rat to perceive multiple attributes
of the physical environment, including object location
and surface texture (Mehta and Kleinfeld, 2004). In fu-
ture studies, it would be interesting to examine how
the dynamic properties of RS cells observed in the cur-
rent study contribute to somatosensation during the
natural whisking behavior.
A singular quality of the paper by Gabernet et al. is its
combination of exemplary thoroughness and logical
clarity in the experimental dissection of a defined cortical
circuit. Such studies, which integrate functional and
mechanistic investigations with in vivo and in vitro ex-
periments, may prove essential to achieving an ultimate
understanding of how organisms efficiently process sen-
sory inputs in an ever-changing, complex environment.
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Figure 1. The Thalamocortical Disynaptic Circuit
Excitatory thalamic connections from VB represented in gray. The
inhibitory FS to RS synapse is in green. Adapted from Gabernet
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