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Abstract
An orientation of a graph is acyclic (totally cyclic) if and only if it is a “positive orientation”
of a nowhere-zero integral tension (!ow). We unify the notions of tension and !ow and intro-
duce the so-called tension-!ows so that every orientation of a graph is a positive orientation of a
nowhere-zero integral tension-!ow. Furthermore, we introduce an (integral) tension-!ow polyno-
mial, which generalizes the (integral) tension and (integral) !ow polynomials. For every graph
G, the tension-!ow polynomial FG(k1; k2) on G and the Tutte polynomial TG(k1; k2) on G satisfy
FG(k1; k2)6 TG(k1−1; k2−1). We also characterize the graphs for which the inequality is sharp.
c© 2003 Elsevier B.V. All rights reserved.
Keywords: Tutte polynomial; Nowhere-zero tension-!ow; Tension-!ow polynomial; Totally cyclic and
acyclic orientations of a graph
1. Introduction
Nowhere-zero group and integer valued !ows in graphs have been introduced by
Tutte (see [5,13–15]) as a dual concept to chromatic problems about graphs. The num-
ber of nowhere-zero Zk -!ows in a graph can be evaluated by the !ow polynomial of
Tutte [13]. In [8] we have shown that also the number of nowhere-zero k-!ows can be
evaluated by the integral !ow polynomial and studied relations between nowhere-zero
Zk - and k-!ows in graphs. By Kochol [8], for every nowhere-zero k-!ow in a graph
G, there exists precisely one orientation of G such that the !ow has only positive val-
ues with respect to this orientation. This is called the positive orientation of the !ow.
An orientation of a graph is a positive orientation of a nowhere-zero k-!ow for some
k ¿ 0 i< it is totally cyclic. Study of the structure of the positive orientations helps to
understand relations between Zk - and k-!ows.
E-mail address: kochol@savba.sk (M. Kochol).
0012-365X/03/$ - see front matter c© 2003 Elsevier B.V. All rights reserved.
doi:10.1016/S0012-365X(03)00087-6
174 M. Kochol / Discrete Mathematics 274 (2004) 173–185
The notions of nowhere-zero Zk - and k-!ows (integral), !ow polynomial, and pos-
itive orientation of a nowhere-zero integral k-!ow have dual concepts, namely the
nowhere-zero Zk - and k-tensions (integral), tension polynomial, and positive orienta-
tion of a nowhere-zero integral k-tension, respectively. These are studied in [9], where
dual results are obtained to the ones from [8]. Now an orientation of a graph is a
positive orientation of a nowhere-zero k-tension i< it is acyclic. Note that the ten-
sion polynomial is nontrivial divisor of the chromatic polynomial (surveyed, e.g., in
[1,3,12]).
The Tutte polynomial of [13] generalizes the !ow and tension (thus also chromatic)
polynomials. It is one of the basic notions in combinatorics with many applications
extended beyond graphs (see, e.g. [4,14–16]).
In this paper we generalize the notions of !ows and tensions. Every orientation
of a graph can be partitioned to an acyclic and a totally cyclic parts, which are
positive orientations of a nowhere-zero k1-tension and a nowhere-zero k2-!ow on
some subgraphs of the graph, respectively. These form, under certain circumstances,
a nowhere-zero (k1; k2)-tension-!ow whose “positive orientation” is the original ori-
entation of the graph. Thus every orientation of a graph is a positive orientation of
a nowhere-zero (k1; k2)-tension-!ow. Now (integral) tension-!ows are evaluated by
(integral) tension-!ow polynomials, which generalize the (integral) tension and (in-
tegral) !ow polynomials. We show that for every graph G, the tension-!ow polyno-
mial FG(k1; k2) on G and the Tutte polynomial TG(k1; k2) on G satisfy FG(k1; k2)6
TG(k1 − 1; k2 − 1), and characterize all graphs for which this is an equality. Thus the
tension-!ow polynomial is a lower bound of the Tutte polynomial on graphs.
2. Preliminaries
In this section we recall some results from [8,9].
The graphs considered in this paper are all Enite and unoriented. Multiple edges and
loops are allowed. If G is a graph, then V (G) and E(G) denote the sets of vertices and
edges of G, respectively. We postulate that with each edge of G there are associated
two distinct arcs (see [6,7]). Arcs on distinct edges are distinct. If an arc on an edge
is denoted by x the other is denoted by x−1 (thus (x−1)−1 = x). If the ends of an
edge e of G are vertices u and v, one of the arcs on e is said to be directed from
u to v and the other one is directed from v to u. The two arcs on a loop, though
distinct, are directed to the same vertex. Let D(G) denote the set of arcs on G. Then
|D(G)|= 2|E(G)|.
If X ⊆ D(G), then denote by X−1 = {x∈D(G); x−1 ∈X }. By an orientation of G
we mean any X ⊆ D(G) such that X ∪ X−1 = D(G) and X ∩ X−1 = ∅.
Let C be a minimal cut of a graph G (i.e., there is no cut C′ ⊂ C). Then C is
called a cocircuit of G. Let W be the vertex set of a new component arising from G
after deleting the edges of C. Then the set of arcs of G directed from W to V (G) \W
is called a directed cocircuit of G. A circuit of G is a connected 2-regular subgraph
of G and a directed circuit of G is an orientation of a circuit such that at each vertex
exactly one arc leaves and one arc enters. Every edge (arc) disjoint union of circuits
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and cocircuits (directed circuits and directed cocircuits) of G is called a cycle and
cocycle (directed cycle and directed cocycle) of G, respectively.
If e is an edge of a graph G, then G − e and G=e denote the graphs obtained from
G after deleting and contracting e, respectively. Note that G=e = G − e if e is a loop.
In this paper, every Abelian group is additive. If G is a graph and A is an Abelian
group, then an A-chain in G is a mapping ’ : D(G)→ A such that ’(x−1)=−’(x) for
every x∈D(G). A support of ’, denoted by (’), is the set of the edges associated
with the arcs of G having nonzero values in ’. An A-chain ’ is called nowhere-zero
if (’) = E(G).
By an A-tension (A-2ow) on G we mean an A-chain ’ in G such that
∑
x∈C ’(x)=0
for every directed circuit (directed cocircuit) C of G (see [8,9]). If k is a positive
integer, then by a k-tension (k-2ow) on G we mean a Z-tension (Z-2ow) ’ on G
such that |’(x)|¡k for every x∈D(G).
The number of nowhere-zero A-tensions (A-!ows) on G does not depend on the
structure of A, but only on its order k, and, moreover, it can be evaluated by a tension
polynomial F+G (k) (2ow polynomial F
−
G (k)) on G. This polynomial has degree r(G)=
|V (G)| − c(G)(m(G) = |E(G)| − |V (G)| + c(G)) if G is loopless (bridgeless), where
c(G) denotes the number of components of G. F+G (k) = F
−
G (k) = 1 if E(G) = ∅. If e
and e′ are a bridge and a loop of G and G′, respectively, then (see, e.g. [4,8,9,15])
F+G (k) = (k − 1)F+G−e(k); F−G (k) = 0
F−G′(k) = (k − 1)F−G′−e′(k); F+G′(k) = 0
(k ¿ 0): (1)
If e is neither a bridge nor a loop of G, then
F+G (k) = F
+
G−e(k)− F+G=e(k)
F−G (k) = F
−
G=e(k)− F−G−e(k)
(k ¿ 0): (2)
In [8,9] it is proved that the number of nowhere-zero k-tensions (k-!ows) on G can be
evaluated by an integral tension polynomial I+G (k) (integral 2ow polynomial I
−
G (k))
on G and that
2r(G)F+G (k)¿ I
+





G (k)¿ (m(G) + 1)F
−
G (k)
(k ¿ 0): (3)
Let ’ be an R-chain in G. Then X’= {x∈D(G);’(x)¿ 0} is an orientation of the
subgraph (V (G); (’)) of G and is called the positive orientation of ’. Note that X’
is an orientation of G i< ’ is nowhere-zero.
An orientation X of a graph G is called acyclic (totally cyclic) if no (every) arc
x∈X is contained in a directed circuit in X . In [8,9] is proved the following statement.
Lemma 1. An orientation X of a graph G is a positive orientation of a nowhere-zero
Z-tension (Z-2ow) on G i4 X is acyclic (totally cyclic).
Let A(G) (C(G)) denote the set of all acyclic (totally cyclic) orientations of a graph
G. For every orientation X of G, let I+X (k) (I
−
X (k)) denote the number of nowhere-zero
k-tensions (k-!ows) ’ on G such that X’ = X . By Lemma 1, I+X (k) = 0 (I
−
X (k) = 0)
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if X is not acyclic (totally cyclic). By Kochol [8,9], I+X (k) (I
−
X (k)) is a polynomial of
degree r(G)(m(G)) for every X ∈A(G) (X ∈C(G)).
By Kochol [8,9], there is an equivalence relation +G(
−
G ) on A(G) (C(G)) such
that for X; Y ∈A(G) (X; Y ∈C(G)) X ≡ Y (+G) (X ≡ Y (−G )) if X \ Y is a directed
cocycle (directed cycle). If X ≡ Y (+G) (X ≡ Y (−G )), then I+X (k) = I+Y (k) (I−X (k) =




G ), the 
+
G-class
(−G -class) containing X , is equal to the number of directed cocycles (directed cycles)





















(k ¿ 0): (4)
In this paper we identify a planar graph G with its embedding in the plane and denote
by G∗ its dual. In other words, G∗ is the planar graph which we obtain if we replace
the faces of G by the vertices of G∗ and for every edge e of G we join the two
vertices associated with the faces neighboring e by an edge e∗ of G∗ so that e and e∗
intersect exactly once. If G is connected, then (G∗)∗ can be considered to be identical
with G. If x is an arc of G arising from the edge e of G and directed from left to
right, then denote by x∗ the arc of G∗ arising from e∗ and directed downwards. If
X ⊆ D(G), then denote by X ∗={x∗; x∈X } ⊆ D(G∗). Clearly C ⊆ D(G) is a directed
cycle (resp. cocycle, circuit, cocircuit) of G i< C∗ is a directed cocycle (resp. cycle,
cocircuit, circuit) of G∗. If ’ is an A-chain in G, then deEne by ’∗ the A-chain in G∗
such that ’(x)=’∗(x∗) for every arc x of G. Therefore ’ is an A-tension (A-!ow) i<
’∗ is an A-!ow (A-tension). Thus for every planar graph G, we have




G (k) = I
−
G∗(k)




G (k) = I
+
G∗(k)
(k ¿ 0): (5)
Note that the dual of G is not unique if G is only 2-connected (because then there is
not a unique embedding of G in the plane). But (5) is satisEed for every dual of G.
3. Tension-ows
If X is an orientation of a graph G, then denote by XA(XC) the set of arcs of X
belonging to a directed cocircuit (directed circuit) in X . By Minty [11] (see also [2]),
XA∪XC=X and XA∩XC=∅. Clearly X is acyclic (totally cyclic) i< X =XA(X =XC).
Let G[XA] and G[XC] denote the spanning subgraphs of G whose edge sets consist of
the edges associated with the arcs of XA and XC, respectively.
Let H be a spanning subgraph of G. Then we write H ⊆ G and denote by
G − H (G=H) the graph arising from G after deleting (contracting) all edges of H
(note that all new loops in G=H are preserved). In this paper we always identify
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D(G=H) with the set D(G − H) and also the A-chains on G=H with the A-chains on
G − H if no confusion can occur.
If there exists an orientation X of G such that H =G[XC], then H is called a cyclic
subgraph of G and we write H6G.
Lemma 2. Let H ⊆ G. Then H6G i4 H is bridgeless and G=H is loopless.
Proof. Let X be an orientation of G and H =G[XC]. Then XC is a totally cyclic ori-
entation of H . Thus H is bridgeless and every arc x of X joining two vertices from one
component of H must be from XC (because by Kochol [8], any two
distinct vertices u and v from one component of H are connected by directed u–v-
and v–u-paths in XC). Thus G=H is loopless. Conversely, if H and G=H are bridgeless
and loopless, then by Kochol [8,9], there are totally cyclic and acyclic orientations of H
and G=H , respectively. Their union is an orientation X of G satisfying G[XC]=H .
Let H ⊆ G and ’ be an A-chain in H . Then deEne an A-chain ’[G] in G so that
’[G](x)=’(x) for every x∈D(H) and ’[G](x)=0 otherwise. Note that (’[G])=(’).
Clearly, ’ is an A-!ow on H i< ’[G] is an A-!ow on G. The situation is not so
straightforward for tensions.
Lemma 3. Let H ⊆ G and ’ be an A-tension of G − H . Then ’[G] is an A-tension
on G i4 ’ is an A-tension on G=H .
Proof. If ’[G] is an A-tension on G, then ’[G] (and also ’) remains an A-tension after
contracting all edges from H , because these edges do not belong to (’[G]). If ’ is
an A-tension in G=H , then
∑
x∈C ’[G](x) = 0 for every directed circuit C of G, and
’[G] is an A-tension in G.
Example. Let X be an orientation of K4 such that XA = {x1; x2; x3}, XC = {x4; x5; x6}
where x4; x5; x6 form a directed circuit of length 3 and the arcs x1; x2; x3 are directed to
the vertex not covered by this circuit. Take a nowhere-zero 3-tension ’(’′) on G[XA]
such that ’(x1)=’(x2)=’(x3)=2 (’′(x1)=’′(x2)=2’′(x3)=2). Then ’[K4] is (’
′
[K4]
is not) a 3-tension on K4.
If H ⊆ G and A1; A2 are Abelian groups, then by an (A1; A2)-tension-2ow on
(G − H;H) (or simply on G) we mean a couple (’1; ’2) such that ’1 and ’2 are
A1-tension and A2-!ow on G − H and H , respectively, and (’1)[G] is an A1-tension
on G (note that (’2)[G] is an A2-!ow on G automatically). If ’1 and ’2 are nowhere-
zero, then also (’1; ’2) is called nowhere-zero. Furthermore, if A1 = A2 = Z and
’1 and ’2 are k1-tension and k2-!ow, respectively, then (’1; ’2) is called a (k1; k2)-
tension-2ow on (G − H;H) (or simply on G). The following remark follows from
Lemma 3.
Remark 5. (’1; ’2) is a (nowhere-zero) (A1; A2)-tension-!ow on (G−H;H) i< ’1 and
’2 are (nowhere-zero) A1-tension and A2-!ow on G=H and H , respectively.
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4. Tension-ow polynomials
Let FG(k1; k2) and IG(k1; k2) denote the numbers of nowhere-zero (Zk1 ;Zk2 )- and








F+G=H (k1) · F−H (k2)
(k1; k2¿ 0): (6)
Note that I+G=H (k1) = F
+
G=H (k1) = 0 if G=H has a loop and I
−
H (k2) = F
−
H (k2) = 0 if H








F+G=H (k1) · F−H (k2)
(k1; k2¿ 0): (7)
By properties of F+G (k) and F
−
G (k), FG(k1; k2) is also the number of nowhere-zero
(A1; A2)-tension-!ows on G for any pair of Abelian groups A1 and A2 of orders k1 and
k2, respectively.
Let (’1; ’2) be a (k1; k2)-tension-!ow on G. Then X’1 ∪ X’2 is called the positive
orientation of (’1; ’2) and denoted by X’1 ;’2 . Clearly, (X’1 ;’2 )A=X’1 ; (X’1 ;’2 )C=X’2 ,
and X’1 ;’2 is an orientation of G i< (’1; ’2) is nowhere-zero. By Lemma 1 and Remark
5, every orientation of G is a positive orientation of a nowhere-zero (k1; k2)-tension-!ow
for suKciently large k1; k2.
Let O(G) denote the set of all orientations of G. If X ∈O(G), then IX (k1; k2) denotes
the number of nowhere-zero (k1; k2)-tension-!ows with the positive orientation X . In
the next two formulas, XA=G[XC] denotes the orientation XA considered as an orientation
of G=G[XC] (note that XA=G[XC] is also called the condensation of X and is an acyclic
orientation of G=G[XC]). From Remark 5 we get
IX (k1; k2) = I+XA=G[XC ] (k1) · I
−
XC(k2) (k1; k2¿ 0): (8)










(k1; k2¿ 0): (9)
By (6) and (8), IX (k1; k2), IG(k1; k2), and FG(k1; k2) are polynomials such that the high-
est powers of variables k1, k2 are r(G), m(G), respectively. IX (k1; k2) and IG(k1; k2) are
called the integral tension-2ow polynomials on X and G, respectively, and FG(k1; k2)
is called the tension-2ow polynomial on G.
From properties of F+G (k) and F
−
G (k) and (6) it follows that I
+
X (k)=IX (k; 1), F
+
G (k)=
FG(k; 1), I+G (k)= IG(k; 1), I
−
X (k)= IX (1; k), F
−
G (k)=FG(1; k), I
−
G (k)= IG(1; k) for any
graph G and any orientation X of G.
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Remark 6. If G is a union of two edge disjoint subgraphs H and H ′ having at most one
vertex in common, then FG(k1; k2) = FH (k1; k2) ·FH ′(k1; k2) and IG(k1; k2) = IH (k1; k2) ·
IH ′(k1; k2).
Theorem 7. If G is a planar graph and k1; k2¿ 0, then IG(k1; k2) = IG∗(k2; k1) and
FG(k1; k2) = FG∗(k2; k1).
Proof. By Remark 6, without abuse of generality we can suppose that G is connected.
Let (’1; ’2) be an (A1; A2)-tension-!ow on (G−H;H), H ⊆ G. Take H◦ ⊆ G∗ so that
e∈E(H) i< e∗ ∈ E(H◦). Since (’1)[G]((’2)[G]) is an A1-tension (A2-!ow) on G, then
((’1)[G])∗ (((’2)[G])∗) is an A1-!ow (A2-tension) on G∗. Let ’′1 (’
′
2) be the unique
A1-!ow (A2-tension) on H◦ (G∗ − H◦) such that (’′1)[G∗] = ((’1)[G])∗ ((’′2)[G∗] =
((’2)[G])∗). Then (’′2; ’
′
1) is an (A2; A1)-tension-!ow on (G
∗−H◦; H◦), which is also
denoted by (’1; ’2)∗. Furthermore, (’1; ’2) is nowhere-zero i< (’1; ’2)∗ is nowhere-
zero, (’1; ’2)=(’3; ’4) i< (’1; ’2)∗=(’3; ’4)∗, and ((’1; ’2)∗)∗=(’1; ’2). Thus the
mapping (’1; ’2) → (’1; ’2)∗ is a bijection from the sets of nowhere-zero (A1; A2)- and
(k1; k2)-tension-!ows on G to the sets of nowhere-zero (A2; A1)- and (k2; k1)-tension-
!ows on G∗, respectively. This implies the statement.
Theorem 8. Let G be a graph and s=min{4; r(G) + 1; m(G) + 1}. Then
s · FG(k1; k2)6 IG(k1; k2)6 2|E(G)| · FG(k1; k2) (k1; k2¿ 0):
Proof. By (3), for every H6G and k1; k2¿ 0 we have
(r(G=H) + 1) · (m(H) + 1) · F+G=H (k1) · F−H (k2)
6 I+G=H (k1) · I−H (k2)6 2r(G=H)+m(H) · F+G=H (k1) · F−H (k2):
But r(G=H)+m(H)=|E(H)|+|V (G=H)|−|V (H)|+c(H)−c(G=H)6 |E(H)|6 |E(G)|.
If r(G=H)=0 and E(G=H) = ∅ (m(H)=0 and E(H) = ∅) then G=H has a loop (H has
a bridge), which contradicts Lemma 2. Therefore s6 sH 6 (r(G=H)+1) · (m(H)+1),
where sH =4 if E(G=H) = ∅ = E(H), sH =m(G)+1 if E(G=H)=∅, and sH = r(G)+1
if E(H) = ∅. Thus the statement holds by (7).
Let G be a wheel having n+1 vertices (see, e.g. [15, p. 78]). Then m(G)=r(G)=n.
Take H ⊆ G so that one component of H is a cycle of length n and the second one
is an isolated vertex. Then H6G and m(H) = r(G=H) = 1. Thus the techniques from
the proof of Theorem 8 cannot give a better estimate.
5. Connections with the Tutte polynomial




(x − 1)r(G)−r(G−H)(y − 1)m(G−H): (10)
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Note that TG(x; y) = TG∗(y; x) if G is planar. By Brylawski and Oxley [4, Theorem
6.2.2] and Tutte [15], this polynomial satisEes the following rules:
TG(x; y) = 1 if E(G) = ∅;
TG(x; y) = xTG−e(x; y) if e is a bridge of G;
TG(x; y) = yTG−e(x; y) if e is a loop of G;
TG(x; y) = TG−e(x; y) + TG=e(x; y) otherwise: (11)
It is also known that for every k ¿ 0 (see [4,15]),
F+G (k) = FG(k; 1) = (−1)r(G)TG(1− k; 0);
F−G (k) = FG(1; k) = (−1)m(G)TG(0; 1− k): (12)
Let "+(G) and "−(G) denote the maximum number of edges in a circuit and cocircuit
in G, respectively. An edge e of G is called a 2-bridge if G − e has a bridge which
is parallel with e in G.
Theorem 9. For every graph G and integers k1; k2¿ 0 we have
FG(k1; k2) = 1 if E(G) = ∅;
FG(k1; k2) = (k1 − 1)FG−e(k1; k2) if e is a bridge of G;
FG(k1; k2) = (k2 − 1)FG−e(k1; k2) if e is a loop of G;
FG(k1; k2)6 FG−e(k1; k2) + FG=e(k1; k2) otherwise: (13)
Moreover, the last inequality becomes an equality if e is a 2-bridge. Otherwise this
inequality is sharp for every k1¿ "+(G), k2¿min{6; "−(G)}.
Proof. The Erst row of (13) is trivial. If e is a bridge of G, then e ∈ E(H) for every








(k1 − 1) · F+(G−e)=H (k1) · F−H (k2)
= (k1 − 1) ·
( ∑
H6G−e
F+(G−e)=H (k1) · F−H (k2)
)
= (k1 − 1)FG−e(k1; k2):
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(k2 − 1) · F+G=(H−e)(k1) · F−H−e(k2)
= (k2 − 1) ·
( ∑
H6G−e
F+(G−e)=H (k1) · F−H (k2)
)
= (k2 − 1)FG−e(k1; k2):
Suppose e is neither a bridge nor a loop in G. Then e is neither a bridge nor a loop in
H and G=H for every H6G. Thus, by (2), we get (for convenience we write H  e



























F+G=H (k1) · F−H=e(k2):
Let G1 (G2) be the set of cyclic subgraphs H of G − e such that e joins two vertices
from two components (one component) of H . Clearly, H ∈G1 i< H6G and H3e
(H ∈G2 i< H6G and H  e). Thus
∑
H∈G1




F+(G=H)−e(k1) · F−H (k2);
∑
H∈G2




F+G=H (k1) · F−H−e(k2)
and FG−e(k1; k2) is the sum of the left-hand sides of these formulas.
For any H ⊆ G=e, denote by He the spanning subgraph of G containing e and
satisfying He=e = H . Let G3 (G4) be the set of cyclic spanning subgraphs H of G=e
such that e joins two vertices from two components (one component) of He−e. Clearly,
H ∈G3 i< He − e6G and (G=(He − e))=e = G=He is loopless (H ∈G4 i< He6G).
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Thus, by (1),∑
H∈G3




F+(G=H)=e(k1) · F−H (k2);
∑
H∈G4




F+G=H (k1) · F−H=e(k2)
and FG=e(k1; k2) is the sum of the left-hand sides of these formulas. Therefore









F+G=H (k1) · F−H−e(k2)
)
;
which proves the last row of (13).
Suppose that e is a 2-bridge and H6G. If e∈E(H), then H−e has a bridge and if
e ∈ E(H), then (G=H)=e has a loop, whence, by (1) and the latter formula, the fourth
row of (13) becomes an equality.
Suppose that e is a simple edge. Take H ′6G consisting of the loops of G. Then
e ∈ E(H ′) and (G=H ′)=e = G=e has no loops, whence, by Kochol [9], F+(G=H ′)=e(k1) ·
F−H ′(k2)¿ 0 for k1¿ "
+(G) and k2¿ 2. Thus the inequality from (13) is sharp in this
case.
Suppose that e has at least two parallel edges. Then deleting all bridges from G we
get H ′′6G such that e∈E(H ′′) and H ′′ − e is bridgeless. Hence, by Kochol [8,10],
F+G=H ′′(k1) · F−H ′′−e(k2)¿ 0 for k1¿ 2 and k2¿min{6; "−(G)}. Thus the inequality
from (13) is sharp in this case. This implies the statement.
Theorem 10. For every graph G and integers k1; k2¿ 0, we have
FG(k1; k2)6TG(k1 − 1; k2 − 1): (14)
If every edge of G is either a loop, or a bridge, or a 2-bridge, then the inequality
from (14) is an equality. Otherwise this inequality is sharp for every k1¿ "+(G) and
k2¿min{6; "−(G)}.
Proof. We use induction on |E(G)|. By (11) and (13), the statement holds if E(G) =
∅. Let e∈E(G). If e is a bridge, then by (11), (13), and the induction hypothesis,
FG(k1; k2) = (k1− 1)FG−e(k1; k2)6 (k1− 1)TG−e(k1− 1; k2− 1)= TG(k1− 1; k2− 1). If
e is a loop, the situation is similar. If e is neither a loop nor a bridge, then by (11),
(13), and the induction hypothesis, FG(k1; k2)6FG−e(k1; k2)+FG=e(k1; k2)6TG−e(k1−
1; k2−1)+TG=e(k1−1; k2−1)=TG(k1−1; k2−1) and, by Theorem 9, the Erst inequality
is sharp if e is not a 2-bridge and k1¿ "+(G), k2¿min{6; "−(G)}. If every edge of
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G is either a loop, or a bridge, or a 2-bridge, then, by Theorem 9, we can repeat these
arguments so that all inequalities are equalities.
6. Concluding remarks
Example 11. By (10) or (11), TK3 (x; y)=x
2+x+y whence TK3 (1−k1; 1−k2)=k21−3k1−
k2+3. Then, by (12), F+K3 (k1)=k
2
1−3k1+2 and F−K3 (k2)=k2−1. By Lemma 2, H6K3
i< H =K3 or K3−H =K3. Therefore FK3 (k1; k2)=F+K3 (k1)+F−K3 (k2)=k21 −3k1 +k2 +1.
Thus there is no direct generalization of the equations from (12) or, in other words,
FG(k1; k2) is neither a multiple nor an absolute value of TG(1− k1; 1− k2) in general.
With respect to the deEnitions of FG(k1; k2) and IG(k1; k2), it seems to be natural to








F+G−H (k1) · F−H (k2)
(k1; k2¿ 0): (15)
By (6), FG(k1; k2)6 NFG(k1; k2), IG(k1; k2)6 NIG(k1; k2) (k1; k2¿ 0). Moreover Theo-
rems 7, 8, Remark 6, the equalities from (12), and the Erst three rows from (13)
remain true after replacing FG(k1; k2) and IG(k1; k2) by NFG(k1; k2) and NIG(k1; k2), re-
spectively. But the fourth row of (13) would be false, as we show in the following
example.
Example 12. Let Hn be the graph having two vertices and n parallel edges and Ln be
the graph having one vertex and n loops. Thus by (2), F+Hn(k1)=F
+
Hn−1 (k1)−F+Ln−1 (k1)=
F+Hn−1 (k1) whence, by induction on n and (1), F
+
Hn(k1)= k1− 1 (n¿ 1). By Remark 6,
F−Ln (k2) = (k2 − 1)n (n¿ 0), and by (2),
F−H2 (k2) = F
−
L1 (k2)− F−H1 (k2) = k2 − 1;
F−H3 (k2) = F
−
L2 (k2)− F−H2 (k2) = (k2 − 1)2 − (k2 − 1) = (k2 − 1)(k2 − 2):
Thus, by (15), and since F−H1 (k) = F
+
L1 (k) = F
+
L2 (k) = 0, we have
NFH3 (k1; k2) = F
+




H2 (k2) + F
−
H3 (k2)
= (k1 − 1) + 3(k1 − 1)(k2 − 1) + (k2 − 1)(k2 − 2);
NFH2 (k1; k2) = F
+
H2 (k1) + F
−
H2 (k2) = (k1 − 1) + (k2 − 1);
NFL2 (k1; k2) = F
−
L2 (k2) = (k2 − 1)2:
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Let e be an edge of H3. Then H3 − e = H2 and H3=e = L2, whence
NFH3 (k1; k2) = NFH3−e(k1; k2) + NFH3=e(k1; k2) for k1¿ 1; k2 = 1;
NFH3 (k1; k2)¡ NFH3−e(k1; k2) + NFH3=e(k1; k2) for k1 = 1; k2¿ 2;
NFH3 (k1; k2)¿ NFH3−e(k1; k2) + NFH3=e(k1; k2) for k1; k2¿ 2:
Example 13. If H6H2, then either H = H2 or H is the graph consisting from two
isolated vertices. Thus, by (7), we get
FH2 (k1; k2) = F
+
H2 (k1) + F
−
H2 (k2) = k1 − 1 + k2 − 1;
FH1 (k1; k2) = F
+
H1 (k1) = k1 − 1;
FL1 (k1; k2) = F
−
L1 (k2) = k2 − 1:
By Theorem 10, all graphs G satisfying FG(k1; k2) = TG(k1 − 1; k2 − 1) for every
k1; k2¿ 0 can be constructed so that we take disjoint union of several copies of H2,
H1 and L1 and in the resulting graph we identify vertices of some components. Thus,
by Remark 6, FG(k1; k2) = (k1 + k2 − 2)a(k1 − 1)b(k2 − 1)c, where a, b, and c are the
numbers of copies of H2, H1 and L1, respectively, used in the construction.
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