Abstract. We explore multi-round quantum memoryless communication protocols. These are restricted version of multi-round quantum communication protocols. The "memoryless" term means that players forget history from previous rounds, and their behavior is obtained only by input and message from the opposite player. The model is interesting because this allows us to get lower bounds for models like automata, Ordered Binary Decision Diagrams and streaming algorithms. At the same time, we can prove stronger results with this restriction. We present a lower bound for quantum memoryless protocols. Additionally, we show a lower bound for Disjointness function for this model. As an application of communication complexity results, we consider Quantum Ordered Readk-times Branching Programs (k-QOBDD). Our communication complexity result allows us to get lower bound for k-QOBDD and to prove hierarchies for sublinear width bounded error k-QOBDDs, where k = o( √ n). Furthermore, we prove a hierarchy for polynomial size bounded error kQOBDDs for constant k. This result differs from the situation with an unbounded error where it is known that an increase of k does not give any advantage.
Introduction
The quantum communication protocol is a well-known model. That was explored in papers [30, 20, 21, 25] . We consider communication "game" of two players: Alice and Bob. They together want to compute Boolean function. In the paper we consider the "memoryless" model. It means that players do not remember anything from previous rounds. So, on each round a player knows only his own part of the input and the message from an opposite player. This type of communication models was explored, for example in [12, 36, 17] . On the one hand, this model is powerful enough for emulating computational models that store all information in states: automata, OBDDs, streaming algorithms, etc. On the other hand, memoryless protocol requires fewer resources and can be implemented in practice easier. Such model is useful, for example, in web applications for REST architecture.
Researchers are often interested in exploring lower bounds for computational models. We can see different lower bounds for quantum communication models and selected functions in following papers: [25, 26, 8, 23, 22] . We suggest a lower bound that demonstrates the relation between complexity characteristics of Boolean function (number of subfunctions) and complexity characteristics of the model:
2 , where t is a number of rounds, l is a maximal length of a message for all rounds, π is a partition of input variables, N (f ) is a number of subfunctions for a Boolean function f and C is some constant. Note, that a number of subfunctions is exactly one-way deterministic communication complexity of a function. We prove this lower bound, using a technique, which was described in [17, 6] for classical models. That based on the representation of the computational process in a linear form. We apply the proven lower bound to Branching programs. The model is one of well-known models of computation. That has been shown useful in a variety of domains such as hardware verification, model checking, and other applications [34] . It is known that the class of Boolean functions computed by polynomial size branching programs coincided with the class of functions computed by nonuniform log-space Turing machines. One of the important restrictive branching programs are oblivious read-once branching programs or Ordered Binary Decision Diagrams (OBDD) [34] . The OBDD model can be considered as a nonuniform automata (see, for example, [2] ). In the last decades quantum model of OBDD was considered [3, 28, 32, 31] . Researchers are interested in read-k-times quantum model of OBDD (k-QOBDD), for example [15] . k-QOBDD can be explored from automata point of view. And in that situation, we can find good algorithms for two way quantum classical automata and related models [9, 35] .
If we apply the lower bound for memoryless protocols to k-OBDD, then we get the relation between the characteristic of a function f (a number of subfunctions, N (f )) and characteristics of the model: a width (w) and a number of layers (k) . N (f ) ≤ w C·(kw) 2 , for some C = const. Note, that a number of subfunctions is a minimal width of a deterministic OBDD for a function [34] . A relation with another classical k-OBDDs was presented in paper [17] . A relation between deterministic OBDD and probabilistic, quantum OBDDs was presented in [4] . Furthermore, different relations between models were discussed, for example, in [7, 5, 13, 1, 19, 14, 18] . Additionally, we apply this lower bound to Matrix XOR Pointer Jumping function and present k-QOBDD for this function. Using this result, we prove a hierarchy of complexity classes for bounded error k-QOBDDs of a sublinear width with a natural order of input variables and up to non-constant k. k-OBDD model of small width is also interesting, because, for example, the class of functions computed by constant width poly(n)-OBDD equals to the well-known complexity class N C 1 for logarithmic depth circuits Both players can measure states on any rounds, after that they should return 1-answer and stop computation process or continue. The result R(ν) of computation R on ν ∈ {0, 1} n is 1 if the probability of 1-result greats 1/2 + ε and R(ν) = 0 if the probability of 1-result less than 1/2 − ε for some constant ε > 0. If P r{R returns z} > 1/2 + ε, then R ε (ν) = z , for z ∈ {0, 1}. A Boolean function f (X) is computed by protocol R (presented by R) with bounded error if f (ν) = R ε (ν) for some 0 < ε < 0.5 and for all ν ∈ {0, 1} n . We say that protocol R uses l · t bits communication on all rounds.
Lower Bounds for Communication Model
Let us start from the necessary definitions and notation.
Let π = (X A , X B ) be a partition of the set X into two sets X A and X B = X\X A . Below we will use equivalent notations f (X) and f (X A , X B ). Let f | ρ (X B ) be a subfunction of f , where ρ is mapping ρ :
is obtained from f by fixing values of variables from X A using values from ρ. Let us consider all possible subfunctions with respect to partition π:
| be the number of different subfunctions with respect to the partition π. Let the partition half = ({1, . . . , n/2}, {n/2 + 1, . . . , n}) Theorem 1. Suppose Boolean function f (X) be computed by (π, t, l) memoryless quantum communication protocol R with bounded error; then we have:
Let us describe the same result in a short way.
Corollary 1. Suppose Boolean function f (X) be computed by (π, t, l) memoryless quantum communication protocol R with bounded error; then we have:
, for some C = const
We present proof in the next section.
Proof of Theorem 1
The proof of Theorem 1 is based on a representation of a protocol's computation process in a matrix form. Then we estimate a number of special matrices, which are used for this representation. Now we define a sequence of matrices M R (σ, γ) that represents a computation procedure of protocol R on input ν = (σ, γ) with respect to partition π. Let t = 2k−1, then the sequence is following:
The sequence describes a computation on rounds from 2 to t.
(σ) be a part of sequence, which depends on σ, and M R (γ) = M (1)
R (γ) be a part of the sequence, which depends on γ.
Matrix M (i) R (γ) is a complex-value matrix. It represents transformation that was made by B on the round 2i:
l . Elements (s 1 , . . . , s 2 l ) is amplitudes for states of l qubits of a message that B sends on round 2i, if he receives a message with pure state r. And last two elements of the row s 2 l +1 = s 2 l +2 = 0.
The row represents a measurement event on the round 2i. pr is probability of getting 1 on the round 2i. R (γ) matrix's row. p 2 l +1 = 1 and p 2 l +1 is the probability of 1-result if we have measurement on the first round.
The column vector q R = (q 1 , . . . , q 2 l , 0, 1). Each element of vector corresponds to one of M k R (γ) matrix's row. q r = 1 iff r is accepting state, q r ∈ {0, 1}, for 1 ≤ r ≤ 2 l . Let us define sqr operator that describes measurement after the last round. Let operator sqr :
, where
C is a set of complex numbers and R is a set of real numbers. Lemma 1. For any input ν ∈ {0, 1} n , ν = (σ, γ) we have:
) be a vector that describes the computation of R after j rounds on input ν = (σ, γ). Then p j r for 1 ≤ r ≤ 2 l describes amplitudes for state r, p
is the probability of 1-result if we have measurements on previous rounds and should answer 1.
Vector p j is computed as follows:
By the definition of vector q R we have the following fact: sqr p 2k−1 · q R is the probability of reaching 1 on input ν = (σ, γ). Hence (1) is right.
Let us discuss the following question: "How similar should be sequences M R (σ, γ) and M R (σ , γ) for equivalence of computation results for inputs (σ, γ) and (σ , γ)?". For simplifying an answer to the question, we convert complexvalue matrices and vectors to real-value matrices. We use the trick from the paper [27] . It is well known that complex numbers c = a+bi can be represented by 2×2
The reader can check that multiplication is faithfully reproduced and that c T c = |c|1. In the same way, a r × r complex-value matrix can be simulated by a 2r×2r real-valued matrix. Moreover, this matrix is unitary if the original matrix is. Consequently, we will consider (2
Let us pay attention to ma-
l . q 2 l+1 +1 = q 2 l+1 +2 = 0 and for probability of 1-result on previous rounds we have q 2 l+1 +3 = q 2 l+1 +4 = 1.
Before introduction closeness of matrices, let us consider δ-close metric of number equivalence. Let δ ≥ 0. Two real numbers p and p are called δ-close if both:
and M = [s ij ] are δ-close iff s ij and s ij are δ-close, for any i ∈ {1, . . . , q} and j ∈ {1, . . . , r}. We have the similar definition for vectors. Now we can discuss an equivalence of inputs according to similarity of answer probability in the following lemma.
Lemma 2. Suppose inputs (σ, γ) and (σ , γ) such that corresponding matrices in sequences M R (σ, γ) and
According to above lemma, we can introduce the δ-equivalence for inputs with respect to the protocol R. Two inputs σ and σ , (σ, σ ∈ {0, 1} |X A | ) are δ-equivalent if corresponding matrices in sequences M R (σ) and M R (σ ) are δ-close and p 0 R (σ) and p 0 R (σ ) are δ-close Let us obtain possible biggest δ such that it does not affect 1-result probability too much.
Proof. Let p = P r{R reaches 1 on (σ, γ)} and p = P r{R reaches 1 on (σ , γ)}. Probabilities p and p are 2 3k−1 (2 l + 2) 2k δ-close due to Lemma 2. Therefore, p and p are ε/2-close. Hence, we have: |p − p | < ε/2. Thus, if p > 0.5 + ε then p > 0.5 + ε/2; if p < 0.5 − ε then p < 0.5 − ε/2. And the claim of the lemma is right.
Let protocol R computes Boolean function f (X) with bounded error ε. Let us prove that the number of subfunctions N π (f ) is less than or equal to the number of non δ-equivalent inputs σ's with respect to the protocol R and error ε/2, for δ = ε2 −3k (2 l + 2) −2k . Assume that N π (f ) greats the number of non δ-equivalent σ's. Then due to Pigeonhole principle there are two inputs σ and σ and corresponding mappings ρ and ρ such that f | ρ (X B ) = f | ρ (X B ), but σ and σ are δ-equivalent inputs. Therefore, there is γ ∈ {0, 1}
|X
If we compute the number of different non δ-equivalent σ's, we will get a claim of the lemma. Let us compute the number of different non δ-equivalent σ's. It is equal to the number of non δ-close matrices from sequence M R (σ) multiply the number of non δ-close matrices p
Additionally, we have the following bound for the number of non δ-close
2 . Therefore,
It is a modification of Shuffled Address Function from [16] which based on definition of Pointer Jumping (P J) function from [29, 11] .
Let us present a definition of P J function for integers. Let V A , V B be two disjoint sets (of vertexes) with
Finally, we consider a boolean version of these functions. The Boolean function P J t,n : {0,
, where we encode f A in a binary string using d log d bits and do it with f B as well. The result of the function is a parity of bits from the binary representation of the result vertex's number. Let us discuss a number of subfunctions for M XP J 2k,d in Lemma 4 and apply our lower bound to the function in Lemma 5.
Proof. The idea is similar to the proof from [16] . See Appendix G.
Application to Ordered Binary Decision Diagrams
Let us start with definitions. Ordered Read k-times Branching Programs (k-OBDD) are a well-known model for computation of Boolean functions. For more details see [34] .
k-OBDD is a restricted version of a branching program (BP). BP over a set X of n Boolean variables is a directed acyclic graph with two distinguished nodes s (a source node) and t (a sink node). We denote it P s,t or just P . Each inner node v of P is associated with a variable x ∈ X. A deterministic P has exactly two outgoing edges labeled x = 0 and x = 1 respectively for that node v. The program P computes Boolean function f (X) (f : {0, 1} n → {0, 1}) as follows: for each σ ∈ {0, 1} n we let f (σ) = 1 iff there exists at least one s−t path (called accepting path for σ) such that all edges along this path are consistent with σ. A size of branching program P is a number of nodes. Ordered Binary Decision Diagram (OBDD) is a BP with following restrictions: (i) Nodes can be partitioned into levels V 1 , . . . , V +1 such that s belongs to the first level V 1 and sink node t belongs to the last level V +1 . Nodes from level V j have outgoing edges only to nodes of level V j+1 , for j ≤ . (ii)All inner nodes of one level are labeled by the same variable. (iii)Each variable is tested on each path only once.
A width w(P ) of a program P is w(P ) = max 1≤j≤ |V j |. OBDD P reads variables in its individual order θ(P ) = (j 1 , . . . , j n ). Let tr P : {1, . . . , n} × {1, . . . , w(P )} × {0, 1} → {1, . . . , w(P )} be transition function of OBDD P on the level i. OBDD P is called commutative iff for any permutation θ OBDD P can be constructed by reordering transition functions and P still computes the same function. Formally,
We call order θ(P ) = θ the order of P , where θ(
Let us define a quantum k-OBDD (k-QOBDD). That is given in different terms, but you can see that they are equivalent, see [3] for more details. For a given n > 0, a quantum OBDD P of width w defined on {0, 1} n , is a 4-tuple P = (T, |ψ 0 , Accept, π), where T = {T j : 1 ≤ j ≤ n and T j = (G or G 1 j is applied on the j-th step. And a choice is determined by the input bit. |ψ 0 is a initial vector from w-dimensional Hilbert space over the field of complex numbers. |ψ 0 = |q 0 where q 0 corresponds to the initial node. Accept ⊂ {1, . . . , w} is a set of accepting nodes. π is a permutation of {1, . . . , n} defines the order of input bits.
For any given input ν ∈ {0, 1} n , the computation of P on ν can be traced by a w-dimensional vector from Hilbert space over the field of complex numbers. The initial one is |ψ 0 . In each step j, 1 ≤ j ≤ n, the input bit x θ(j) is tested and then the corresponding unitary operator is applied: |ψ j = G x θ(j) j (|ψ j−1 ), where |ψ j represents the state of the system after the j-th step, for 1 ≤ j ≤ n. We can measure one of qubits. Let the program was in state |ψ = (v 1 , . . . , v w ) before measurement and let us measure the i-th qubit. And let states with numbers j In the end of computation program P measures all qubits. The accepting (return 1) probability P r accept (σ) of P n on input σ is P r accept (ν) = i∈Accept v 2 i ., for |ψ n = (v 1 , . . . , v w ). Let P ε (ν) = 1 if P accepts input ν ∈ {0, 1} n with probability at least 0.5 + ε, and P ε (ν) = 0 if P accepts input ν ∈ {0, 1} n with probability at most 0.5 − ε, for ε ∈ (0, 0.5]. We say that a function f is computed by P with bounded error if there exists an ε ∈ (0, 0.5] such that P ε (ν) = f (ν) for any ν ∈ {0, 1} n . We can say that P computes f with bounded error 0.5 − ε.
Quantum k-OBDD (k-QOBDD) is Quantum Branching program with k layers. Each layer is QOBDD, and each layer has the same order θ. We allow measurement for k-QOBDD during the computation, but after that, it should stop and accept an input or continue the computation. k-id-QOBDD is k-QOBDD with the natural order of input bits id = (1, . . . , n) .
Let k-QOBDD W be a set of Boolean functions that can be computed by bounded error k-QOBDDs of width w, for w ∈ W. k-id-QOBDD W is the same for bounded error k-id-QOBDDs. As W we will consider only "good" sets G k,r , for integer k = k(n), r = r(n). The set W belongs to G k,r if this is ths set of integers with following properties:
Lower Bound for Ordered Binary Decision Diagrams. Let us start from necessary definitions and notation. Let Θ(n) be the set of all permutations of {1, . . . , n}. Let the partition π(θ, u) = (X A , X B ) = ({x j1 , . . . , x ju }, {x ju+1 , . . . , x jn }), for the permutation θ = (j 1 , . . . , j n ) ∈ Θ(n), 1 < u < n. We denote
. We can emulate k-QOBDD P of width w and order θ with (π, t, l) memoryless communication quantum protocol R, such that π ∈ Π(θ), t = 2k − 1 and 2 l = w. Such emulation is described, for example, in [17] . Therefore, the lower bound for k-QOBDD follows from Theorem 1.
Theorem 2. Suppose function f (X) is computed by bounded error k-QOBDD P of width
Corollary 2. Suppose function f (X) is computed by bounded error k-QOBDD P of width w; then N (f ) ≤ w
C·(kw)
2 , for some C = const.
Note that this lower bound gives us relation with deterministic OBDD complexity of function, because N (f ) is the width of better deterministic OBDD for function [34] . Let us apply this lower bound to M XP J k,d (X) function.
Hierarchy Results
Hierarchy for Sublinear Width. Using above lemma and lower bound from Lemma 6, we get hierarchy results.
Theorem 3. Suppose W ∈ G k,r , for integers k = k(n), r = r(n), then:
Partial cases are hierarchies for the following classes: k-id-QOBDD CON ST , kid-QOBDD P LOG and k-id-QOBDD SU BLIN (α) . Here CON ST = {w : w = const}, P LOG = {w : w = (log n) O(1) }, SU BLIN (α) = {w : w = O(n α ), for 0 < α < 1}.
Proof.
Let us consider Claim 1. We get conditions 1 and 2 of G k,r , because W = CON ST, k = o( √ n). Let us consider condition 3 and r = √ kr. Then C 1 w log w− (Cv 2 k log v)/r 2 = C − C /r 2 > 0 for C , C = const, because 1 = o(r). Therefore, due to Theorem 3, we have:
k/r -id-QOBDD CON ST k-id-QOBDD CON ST and we get Claim 1. Let us consider Claim 2. We get conditions 1 and 2 of G k,r , because W = P LOG, k = o(n 0.5−δ ). Let us consider condition 3 and r = √ kn r . Then C 1 w log w− (Cv 2 k log v)/r 2 > C − C O(n r )/n 2r = C − C /n r > 0 for C , C = const. Therefore, due to Theorem 3, we have: k/r -id-QOBDD P LOG k-id-QOBDD P LOG and we get Claim 2. Let us consider Claim 3. We get conditions 1 and 2 of G k,r , because W = SU BLIN (α), k = o(n 0.5−α−δ ), √ k > n α+r , r > 0, δ > 0 and 0 > α > 1/6 − δ/3 − 2r/3. Let us consider condition 3 and r = √ kn α+r . Then C 1 w log w − (Cv 2 k log v)/r 2 > C − C O(n 2α+r )/n 2α+2r = C − C /n r > 0 for C , C = const. Therefore, due to Theorem 3, we have: k/r -id-QOBDD SU BLIN (α) k-id-QOBDD SU BLIN (α) and we get Claim 3. Hierarchy for Polynomial Size. Let us consider a Boolean function XRP J k,n , it is a modification of boolean version of P J k,n function using reordering method from [19] . We add address for each bit of input and compute with respect to the address in original input. If we meet bits with the same address, then we consider their XOR. XRP J k,n is a total version of xor-reordered P J k,n , details in [19] . Let us define this formally.
Let us split the input X = (x 1 , . . . , x n ) to b blocks with n/b elements, such that b log 2 b + 1 = n, therefore, b = O(n/ log n). And let Adr(X, i) be an integer such that its binary representation is first log 2 b bits of the i-th block. Let V al(X, i) be a value of the bit number log 2 b + 1 from the block i, for i ∈ {0, . . . , b−1}. Let 2d log d = b and V A = {0, . . . , d−1}, V B = {d, . . . , 2d−1}. Hence, d = O(n/ log 2 n). Let function BV : {0, 1} n ×{0, . . . , 2d−1} → {0, . . . , d− 1} be the following:
. Let us prove lower and upper bounds for XRP J k,n :
Lemma 8. Claim 1. Suppose k-QOBDD P of width w computes XRP J 2k−1,n (X) with bounded error at least 1/8; then w ≥ 2 r , for r = n/(k2 O(k) ) − k log n. Claim 2. There is exact 2k-QOBDD P of width O(n 2k+1 ) computing XRP J 2k−1,n (X).
Proof. The proof of the first claim is based on lower bound for quantum communication complexity from [24, 25] . We apply the bound in the similar way as in [19] . Assume that XRP J 2k−1,n is computed by k-QOBDD P of width w = 2 o(r) . k-QOBDD P can be simulated by 2k−1-round quantum communication protocol R, which sends at most log 2 w (2k−1) bits. For prove this fact look, for example, at [17] . Let us consider only inputs from the set Σ ⊂ {0, 1} n such that for σ ∈ Σ we have Adr(σ, i) = i + b, for 0 ≤ i ≤ b − 1 and Adr(σ, i) = i − b, for b ≤ i ≤ 2b − 1, b log b = n. For these inputs, our protocol will just compute P J 2k−1,b , but in a communication game B starts the computation. Therefore, from the protocol R we can get the protocol R such that B starts computation. The protocol R computes P J 2k−1,b and sends at most log 2 w (2k − 1) bits. It means Q B,2k−1 1/8 (P J 2k−1,b ) = o(r). This contradicts with results from quantum communication complexity [24, 25] .
For the proof of the second claim, we construct 2k-id-QOBDD for the function. The main idea is to store a pointer for current steps and use new qubits for a new step. And we apply reordering method from [19] . See Appendix F for the full proof.
Using this lemma, we can prove the following hierarchy result:
Both hierarchies from Corollary 3 and Theorem 4 are interesting, because we cannot apply lower bound from Theorem 2 to polynomial width, at the same time, we cannot use results from Lemma 8 to sublinear width. Proof. Let us estimate the statement |ac − bd|:
Property 2. If a and b are δ-close; −1 ≤ a, b, c ≤ 1, then ac and bc are δ-close.
Proof. Let us estimate the statement |ac − bc|: Proof. Let us consider the difference of inner products:
Due to Property 1, we have: Proof. Let us consider the difference of inner products:
Due to Property 2, we have: |a · c − b · d| < rδ.
Property 5. If q × r-matrices A and B are δ-close; r × z-matrices D and E are δ-close such that all elements of these matrices at most 1 by absolute value, then q × z-matrices AD and BE are 2rδ-close.
Proof. Let d 1 , . . . , d z are columns of D; e 1 , . . . , e z are columns of E, then d i and e i , for i ∈ {1, . . . , z}, are δ-close. Let a 1 , . . . , a q are rows of A; b 1 , . . . , b q are rows of B, then a i and b i , for i ∈ {1, . . . , q}, are δ-close due to definition. Therefore, G = AD and H = BE are 2rδ-close, because elements of matrixes Firstly, matrices p
to Properties 5 and 6.
Secondly, let us consider matrices sqr p
2)) 2k−1 δ-close due to the following fact: if |a − b| < c then |a
Finally, P r{R reaches 1 on (σ, γ)} = sqr p
3k−1 (2 l + 2) 2k δ-close due to previous fact and Property 4.
B The Proof of Lemma 5
Let us compute the following rate for v = 2 l .
C The Proof of Lemma 6
Let us compute the following rate for v ∈ W.
2 for any v ∈ W. And by Theorem 2 we
D The Proof of Lemma 7
To construct zero-error (exact) k-QOBDD P of width d 2 for the Boolean function M XP J 2k,d we take two quantum registers of size t = log 2 d . We denote them |φ and |ψ . Initial state of quantum system is |φ ⊗ |ψ = |0 . . . 0 .
By the definition of function M XP J 2k,d , input is separated into 2dk blocks by t = log 2 d bits. Blocks encode integers a i1 , a i2 · · · a id for i ∈ {1, · · · k} in the first part of input; and b i1 , b i2 · · · b id for i ∈ {1, · · · k} in the second part (see Figure 1 ). Let elements of the block representing a ij be X t−1 one by one and stores them in |φ . The transformations for this procedure are described on Figure 2 . Here we use quantum circuits notation. You can see more detailed description in [7] . The program applies XOR gate (or CNOT gate) to qubit. It means the following: if x = 0 then P applies I gate to the corresponding qubit, and N OT gate otherwise. I = 1 0 0 1 , N OT = 0 1 1 0 The program reads input bits of the first part corresponding to all blocks a ij except a 11 without any modification of qubits.
Thus, the vector |φ corresponds to the address of a value from the second part.
Then k-QOBDD P reads input bits for b 11 , . . . , b 1d blocks and modifies |φ |× |ψ as presented in Figure 3 .
Here we apply gate U i,j to all qubits. The gate is presented by a unitary matrices pair (U 
is in the j-th position of this sequence. It means that the program applies XORgate to the j-th qubit of |ψ . On the r-th layer the program P applies transformations only on the blocks X r,j and Y r,j for j ∈ {1, . . . , d}. These transformations are similar to transformations from the schema on Figure 3 . The difference is following: if the program reads bits from the block X r,j then P transforms system |ψ × |φ . And if P reads bits from the block Y r,j , then the program applies transformations to the |φ × |ψ .
At the end, k-QOBDD P measures qubits |ψ and gets the number f 2k (0) as a result of the computation. If the number of ones in binary representation for a number of state is odd, then we mark it as accepting state. And if the number is even then we mark it as rejecting state. Therefore, P computes M XP J 2k,d with probability 1. 
E Proof of Theorem 3
Let us take
Due to Lemma 7, we know that M XP J 2k,
F The Proof of Upper Bound from Lemma 8
Let us prove the second claim: there is exact 2k-QOBDD P of width O(n 2k ) computing XRP J 2k−1,n (X).
Firstly, let us construct a commutative 2k-id-QOBDD P of width O(n 2k ) for P J 2k−1,n and then using the result from [19] we get 2k-QOBDD P of width O(n 2k+1 ) for a xor-reordered version of P J 2k−1,n , (or XRP J 2k−1,n (X)). Let us construct 2k-id-QOBDD P . The program has 2k + 1 groups of qubits |ψ 0 , |ψ 1 , . . . , |ψ 2k , each one contains log d + 1 qubits, except the 2k-th one. The last one contains only one qubit. The initial state is |ψ 2i = |0 . . . 00 , |ψ 2i+1 = |0 . . . 01 , for i ∈ {0, . . . , k − 1}, |ψ 2k = |0 . So, for odd groups the last one (with index log d ) is |1 .
On the r-th layer the program P starts from the state |ψ q = |f (q) (0) + d(q mod 2) , for q ∈ {1, . . . , r − 1}. And other qubits were not changed. Let the i-th block contains variables
The program applies the unitary matrix D 
for odd r and ⊗ log d+1 , G 1 i,j is such that we apply N OT gate for the j-th qubit of |ψ r and I gate to all others. I and N OT are 2 × 2 matrices such that I is a diagonal 1-matrix and N OT is an anti-diagonal 1-matrix. So, qubits |ψ r−1 determine which block will be stored on the layer.
Hence f r (0) is stored in the first log d qubits of |ψ r . The last qubit shows us which function should be considered f A or f B .
On the last layer the program P starts form the state |ψ q = |f (q) (0) + d(q mod 2) , for q ∈ {1, . . . , 2k − 1}. And |ψ 2k = |0 .
The program applies U Using U x i j we compute XOR of all qubits from the (f (2k−1) (0) + d)-th block and store this result into |ψ 2k . Finally, the program P measures qubit |ψ 2k and gets the right result with probability 1.
By construction P computes P J 2k−1,n (X) and the program is commutative. Then we apply to the program the following theorem from [19] and get 2k-QOBDD P of width O(n 2k ) for xor-reordered version of P J 2k−1,n , means that XRP J 2k−1,n (X).
Theorem 5 ([19])
. Let the Boolean function f over X = (x 1 , · · · , x n ) be such that N id (f ) ≥ d(n) and a commutative k-QOBDD P of width g(n) computes f . Then there is total Boolean function f , total xor-reordered version of f , such that N (f ) ≥ d(q), where n = q( log q + 1). And there is k-QOBDD P of width g(q) · q which computes f .
G Proof of Lemma 4
Let us consider the natural order id = (1, . . . , n) and the partition π = (X A , X B ) ∈ Π(θ) such that X A = (x 1 , . . . , x kd log 2 d ), X B = X/X A For an input ν we have the partition (σ, γ) with respect to π. Let V al(X A , j, i) be a value of a block, for i ∈ {0 · · · k − 1}, j ∈ {0, . . . , d − 1} such that V al(X A , j, i) = a i+1,j+1 from Figure 1 . V al(X B , j, i) be a value of a block, for i ∈ {0 · · · k−1}, j ∈ {d, . . . , 2d−1} such that V al(X B , j, i) = b i+1,j−d+1
We define the set Σ ⊂ {0, 1} |X A | . The set satisfies the following conditions: for σ ∈ Σ we have Because of properties 3 and 4 of γ, we have f (2r+2) (ν) = z + d/3 − 1 and f (2r+2) (ν ) = z + 2 d/3 − 1 . Due to property 4 of Σ, we have f (2r+3) (ν) = 1 and f (2r+3) (ν ) = 2. Because of property 5 of γ, we have f (2r+4) (ν) = 1 and f (2r+4) (ν ) = 2. Due to property 1 of Σ and property 6 of γ, we have f (t) (ν) = 1, f (t) (ν ) = 2 for 2r + 4 ≥ t ≥ 2k − 1.
Then 
H Proof of Theorem 4
By the definition, we have BQP 1/8 -kOBDD⊆BQP 1/8 -(2k)OBDD. Let us prove inequality of these classes. Let us consider XRP J 2k−1,n . Due to Lemma 8, each k-QOBDD computing the function has size: 2 Ω(n/(k 3 log n)−log(n/ log n)) ≥ 2 Ω(n/(n log −3 n log n)−log(n/ log n)) = n Ω(log n) . Therefore, the program has more than a polynomial size. Hence XRP J 2k−1,n ∈ BQP 1/8 -kOBDD and XRP J 2k−1,n ∈ BQP 1/8 -(2k)OBDD, due to the second claim of Lemma 8.
