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1 はじめに
現象の結果と関連する複数の要因（説明変数）を結びつける回帰モデリングは，最小２乗法や最
尤法によってモデルを推定し，モデル評価基準によって変数選択を実行することによって，予測能
力の高いモデルを構築することができる．しかしながら，データ数に比して多数の説明変数をもつ
大規模モデルや説明変数間に強い相関がある多重共線性を有する線形回帰モデルは，最小２乗法や
最尤法は有効に機能せず予測能力の高いモデルは得られない．このような問題に対処するために，
損失関数に L1 タイプのペナルティ項（正則化項）など様々な正則化項を課した目的関数の最小化
によってモデルを推定する方法が，一般に正則化法と呼ばれる手法である．
リッジ回帰は，正則化項として回帰係数の２乗和を課した推定法で，回帰係数を縮小推定するこ
とによって，推定量の分散を減少させ，バイアスの微小な増加と引き換えに，推定の精度を上げる
ことができるという特徴がある．しかし，リッジ回帰は回帰係数を 0に向かって縮小推定するが，
回帰係数を完全に 0と推定しないので，説明変数の個数が多いとき，解釈のしやすいスパースなモ
デルが得られないという問題がある．一方, subset selectionは解釈のしやすいモデルを得ることが
できるが，回帰係数の推定量の分散を減少させない．リッジ回帰と subset selection両者の特徴を
融合させた手法として, Lassoがある．
Lassoは，正則化項として回帰係数の絶対値（L1ノルム)の和を用いた推定法で，推定の精度と
モデルの解釈のしやすさを改良する手法として, Tibshirani (1996)によって提唱された. Lassoは
回帰係数を縮小推定することによって，推定量の分散を減少させ，それと同時に回帰係数を完全に
0と推定することによって，解釈のしやすいモデルを得ることができる．つまり Lassoの特徴は，
モデルの推定と変数選択が同時にできる点にある．しかし, Lassoには次のような欠点がある．(1)
次元数 pとデータ数 nに対して p > n のとき，高々 n 個の変数までしか選択できない，(2)相関
の強い変数のグループが含まれるとき，その中の１つだけを選択する傾向がある，(3)オラクル性
を持たない． 問題点 (1), (2)を改善する手法として, Zou and Hastie (2005)によって Elastic net
が提唱され，(3)を改善する手法として Zou (2006)によって Adaptive lassoが提唱された．さら
に, Elastic netとAdaptive lassoの特徴を融合させた手法として, Zou and Zhang (2009)によって
Adaptive elastic netが提唱された．本論文では，様々な正則化法の特徴を理論的に述べ，正則化
法の有用性を示す．
2 線形回帰モデル
目的変数 yと p次元の説明変数ベクトル x = (x1; x2;    ; xp)T に関して観測された n組のデー
タ f(xi; yi); i = 1; 2;    ; ngに基づく線形回帰モデル
yi = 0 + 1xi1 +   + pxip + i i = 1; 2;    ; n (2.1)
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を想定する．ここで，データは，p個の説明変数に関する i番目の実験点 xi = (xi1; xi2;    ; xip)T
で観測されたデータが yi であることを示す．また, i は互いに無相関で E[i] = 0; E[2i ] = 2 と
する．以後, y = (y1; y2;    ; yn)T ,  = (1; 2;    ; p)T ;X = [x1;x2;   xn]T とし, X は標準化
してあるとする．
3 様々な正則化法
リッジ回帰 (Hoerl and Kennard, 1970)
回帰係数のリッジ回帰推定量は，正則化項に Tを付与した
^ridge = argmin


(y  X)T (y  X) + T	 (3.1)
によって与えられる．多重共線性（説明変数間の相関が高い）があるとき, det(XTX)  0となり,
det(XTX) ! 0 ) cov(^ols) = 2(XTX) 1 ! 1となる．よって ^ols が不安定な推定量になっ
てしまう．つまり, 最小２乗推定量は偏り (バイアス)はないが,多重共線性を持つとき，分散が大
きくなるため, それに伴って平均２乗誤差（MSE）も大きくなってしまう．この問題を解決する一
つの方法として，(3.1)式のリッジ回帰が用いられる．
Lasso (Tibshirani, 1996)
回帰係数の Lasso推定量は，正則化項に
pX
j=1
jj jを付与した
^lasso = argmin

8<:(y  X)T (y  X) + 
pX
j=1
jj j
9=; (3.2)
によって与えられる. Lassoは推定と変数選択を同時にでき，スパースなモデルを構築することが
できる．
Elastic net (Zou and Hastie, 2005)
回帰係数の Elastic net推定量は，正則化項に 2T + 1
pX
j=1
jj jを付与した
^elastic net = (1 + 2) argmin

(y  X)T (y  X) + 2T + 1
pX
j=1
jj j (3.3)
によって与えられる．
補題 1 データ (y;X)を次のように (y*;X*)に変形する．
X*(n+p)p = (1 + 2)
  12
 
Xp
2I
!
; y*(n+p) =
 
y
0
!
: (3.4)
また,  = 1p
1 + 2
; * =
p
1 + 2とし,
L(1; 2;) = (y  X)T (y  X) + 2T + 1
pX
j=1
jj j (3.5)
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とする．ここで，(y* X**)T (y* X※*) = (y X)T (y X)+2Tとなるので, (3.5)
式は
L(;) = L(;*) = (y*  X**)T (y*  X*:) + 
pX
j=1
j*j j (3.6)
と変形できる.．このとき，Elastic net推定量は
^* = argmin
*
L(;*) (3.7)
^elastic net =
p
1 + 2

^* (3.8)
と表される.
X*(n+p)p は (n+ p) pの行列で階数が pなので, Elastic net推定量は「p > nのとき，高々n
個の変数までしか選択できない」という Lassoの欠点を改良している．
定理１ ^(1; 2)を Elastic net推定量とし, ^i(1; 2)^j(1; 2) > 0とする．
D1;2(i; j) =
1
jyj1
^i(1; 2)  ^j(1; 2)と定義すると
D1;2(i; j) 
1
2
p
2(1  ) (3.9)
が成り立つ．ただし,  = xTi xj とする．よって, Elastic netは grouping eectを持つ．
Adaptive lasso (Zou, 2006)
にpn-consist（一致性）推定量 ^を使って重みをつける．重みw = (w1; w2;    ; wp)の推定
量は
w^ =
1^　　　 (3.10)
によって与えられる．ただし,  > 0とする. pn-consist推定量 ^は ^  = O

1p
n

を満たす推
定量である．回帰係数の Adaptive lasso推定量は正則化項に 
pX
j=1
w^j jj jを付与した
^Alasso = argmin

(y  X)T (y  X) + 
pX
j=1
w^j jj j (3.11)
によって与えられる．Adaptive lassoは次の条件を満たす．よって，オラクル性を持つ．
1. 変数選択の一致性　　
P

fj : ^Alassog = 

n!1! 1 : (3.12)
2. 漸近正規性　　 p
n

^Alasso   

d! N  0; 2  C 111  : (3.13)
ただし,  = f1; 2;    ; p0gは，真のモデルの 0でない回帰係数の添え字の集合とし，1
n
XTX
n!1! C
で，C =
 
C11 C12
C21 C22
!
とする．また，C11 は，p0  p0 行列とする．
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Adaptive elastic net (Zou and Zhang, 2009)
Elastic net推定量を使って重みをつける．
w^j =
^elastic netj + 1n
  (3.14)
ただし,  > 0とする. Adaptive elastic net推定量は，次の式によって与えられる．
^AdaEnet = (1 + 2)
8<:argmin (y  X)T (y  X) + 2T + 1
pX
j=1
w^j jj j
9=; : (3.15)
Adaptive lassoは説明変数の個数が多いときに不安定である．一方, Elastic netはオラクル性を持
たないという欠点がある．そこで, Adaptive lassoと Elastic netを組み合わせた Adaptive elastic
netがある．
4 まとめ
修士論文では様々な L1タイプの正則化法の性質，特徴を理論的に研究し，高次元データの分析
における有用性を検証した．その結果，Elastic netは説明変数間の相関が考慮でき，高次元に対応
できる．Adaptive lassoは変数選択の一致性を持つ．Adaptive elastic netは，これらの望ましい
性質を持つことなどが理論的に明らかになった．
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