Abstract. Image registration requires simultaneous processing of multiple images to match the keypoints or landmarks of the contained objects. These images often come from different modalities for example CT and Ultrasound (US), and pose the challenge of establishing one to one correspondence. In this work, a novel pipeline of convolutional neural networks is developed to perform the desired registration. The complete objective is divided into three parts: localization of the object of interest, segmentation and matching transformation. Most of the existing approaches skip the localization step and are prone to fail in general scenarios. We overcome this challenge through detection which also establishes initial correspondence between the images. A modified version of single shot multibox detector is used for this purpose. The detected region is cropped and subsequently segmented to generate a mask corresponding to the desired object. The mask is used by a spatial transformer network employing thin plate spline deformation to perform the desired registration. Initial experiments on MNIST and Caltech-101 datasets show that the proposed model is able to accurately match the segmented images. The proposed framework is extended to the registration of CT and US images, which is free from any data specific assumptions and has better generalization capability as compared to the existing rule based/classical approaches.
Introduction
Image registration is a process of aligning two or more images of same objects using geometrical transformation [1] . It is helpful in application where one single image or a single image sequence is unable provide adequate information, for example, image completion [2] , scene recognition [3] . It is one of the most challenging problem in computer vision, which requires the establishment of correspondence between the images in presence of the view point variations, modality change and variations in object characteristics. The proposed work falls into the category of medical image registration where tackling modality change is the most critical step [4] . In particular we focus on the matching of Computed Tomography (CT) and Ultrasound (US) images, which is useful for applications like US-based intra-operative navigation. US imaging is fast, lowcost and convenient, however, has a limited field of view and concerns of image quality. On the other hand CT has better visualization and stability, however, it is associated with harmful radiation which is undesirable in long term exposures. Therefore, registration of US and CT data has complementary benefits. In contrast to the information theoretic [6] or highly engineered descriptors based registration approaches [5] , we leverage the power of deep convolutional neural networks (CNNs). A novel CNN pipeline is proposed to develop a deep learning solution for registration of CT and ultrasound images, which to best of our knowledge has not been explored yet.
There are three major components of the proposed approach: detection and localization of the object of interest, image mask generation using segmentation and image matching based on the generated masks. As the starting point of the proposed approach, the object of interest present in the moving image, in our case US, is localized in the stationary image (CT). This strategy is adopted considering the limited field of view of US imaging, which helps in establishing an initial correspondence between the two modalities. It is different from the general purpose object detection scenario, where the system is expected to locate and identify each object present in the image. Thus, a modified version of single shot multi-box detector (SSD) [7] , tweaked for the problem in hand, is used in the first step. In the next step, a mask representing uniform segments of different image regions is generated. This step is motivated from the physical characteristics of US. Fundamentally, US image formation is dependent on the reflection of US wave at the organ boundaries. It happens due to the variation in acoustic impedances of body tissues. US shows a consistent specular pattern inside the organ region, which suggests that the entire region can be represented using a single intensity value. A similar analogy can be established for CT images. Segmenting out the corresponding regions takes away the modality differences and brings down the problem to the matching of regional boundaries, which is performed using spatial transformer network (STN) [8] employing thin plate spline transformation.
Extensive experiments are performed to evaluate the performance of the proposed approach. Initially the framework is established with the experiments on MNIST and Caltech-101 datasets. A matching performance of 82.45% and 95.92% in terms of dice coefficient (DC) is observed for the two datasets, respectively. Later the approach is tested to match US and CT images and an equally good performance is observed.
Related Work
Multimodal medical image registration is a long-standing problem with several awaited benefits. Most of the efforts in this domain has been put on the development of sophisticated descriptors. Several local and global descriptors are developed to measure similarity between the images [5] . A common issue with all these descriptors is their generalization capability.
A second line of approaches is to use information theoretic measures like mutual information (MI) [6] or correlation ratio (CR) [9] , [10] . MI based approaches use different variants of MI and try to maximize it to perform registration [11] . Similarly, CR is also used as a similarity measure, for example, Lee et. al. [9] proposed to measured correlation between intensity and gradient information of CT and US image voxels. Penny et. al [10] generated probability maps of the CT data using a training set and used cross-correlation to perform the desired registration.
Methods mentioned above face problems of generalizability and are computationally expensive. Some recent approaches address these issues using deep learning frameworks, however, have been limited to unimodal matching [12] . Further the absence of a detection step increases the probability of failure in presence of large initial misalignment. In contrast to the intensity domain or gradient level matching, the proposed deep learning model for automatic image registration performs matching at the feature levels. The detection mechanism makes it robust to background variation and situation representing images with multiple objects of different semantics but similar abstract level details.
Methodology
The proposed approach divides the complex multimodal registration problem into relatively simple sub-problems. Dedicated networks are employed to solve these sub-problems and combined to develop a novel matching pipeline.
Localization
The localization step is the uniqueness of the proposed approach. In contrast to many existing techniques, which register two or more images with assumption that the images contain only a single object, the proposed approach is more generic and design to handle the images with multiple objects. A modified version of SSD is used for the desired object localization. The conventional SSD was designed to recognize each and every object in a single given image. On the other hand, the SSD in this work is simultaneously trained on moving as well as stationary images to identify the location of the moving image object in the stationary image. It establishes an initial correspondence between the two images without any knowledge of the object category or class label. Thus, instead of the original VGG-16 based architecture [7] , a smaller architecture is used. It is inspired from the work available at (https://github.com/pierluigiferrari/ssd_keras) and shown in Table 1 . The convolutional layers are followed by batch normalization and exponential linear units and regularized using L 2 regularization with 0.0005 decay factor. Boxes of aspect ratios 0.5, 1.0 and 2.0 are generated from the outputs of the layers c4 to c7 at the scales varying from 0.08 to 0.96. 
Segmentation
US images are generated by sound wave reflections occurring mostly at the organ boundaries due to a sudden change in the acoustic impedances. However, the acoustic impedances of the tissues belonging to a single organ can be assumed constant. Rationale behind the assumption is the observation of consistent specular patterns inside the organ regions in US images. This property has been used in [13] for US image simulations from CT images. Thus, the localization step is followed by segmentation to map the intensity values of same organs from US and CT images to the identical levels. This converts the multimodal problem into a unimodal registration.
Matching
The final step of the proposed registration pipeline is matching of the segmented outputs. STN with thin plate spline (TPS) is used to perform non-rigid transformation of the segmented output of the moving image. Similar to the first step, a pair of the segmented outputs of both moving and stationary images is given to the STN, which learns the parameters of TPS for the desired matching. STN architecture used in this work is shown in Table 2 . The convolutional layers are followed by leaky ReLU (α = 10 −4 ) and regularized using L 2 regularization of weights with 10 −4 decay factor. The final TPS layer, inspired from (https:// github.com/mkturkcan/Spatial-Spline-Transformer-for-Keras/), transforms the moving image segmentation output to match it to the stationary segmentation. The output of FC layer preceding TPS layer provides the parameters for TPS transformation.
Experiments and Results
In order to evaluate performance of our image registration model, three different datasets are considered. The image detection and image matching accuracy are calculated separately. Most of the existing image registration method ignore the detection part and work on the assumption that the image contains only one object which is not valid in general scenarios. In contrast deformable spatial pyramid (DSP) matching [1] , one of the state-of-the-art methods, inherently localizes the object before performing registration. Therefore, we have evaluated the proposed approach against DSP. 
Dataset Description
First set of experiment are done on MNIST handwritten digits dataset. Each image in MNIST contains only one digit. In order to test image detection part of model, we generated images containing multiple digits; these digits had been transformed before placing into the image.
The second dataset is Caltech-101 dataset, which contains images of 101 categories. Images from different categories are divided into two sets, first, in which objects cover less than 50% of the image regions and second where object covers more then 50% of image regions. Pairs of images generated from these sets are used for the experiment.
The US images are simulated as in [13] from CT images obtained from LiTS MICCAI 2017 challenge. Simulated data is used due to the unavailability of any public dataset for CT-US registration. A large sample from 2D CT scans containing liver and tumour regions are selected to generate US images. Fig. 1 shows the flow of the proposed model execution on MNIST dataset. The moving and stationary images are the input to the model. In all samples, the moving image contains a single digit, which is searched by the localization network in the stationary image. Both the images are cropped and sent to STN for matching. MNIST contains binary images therefore does not require segmentation. Training parameters used in this as well as other experiments are listed in Table 3 . Test set performance of the proposed model is summarized in Table 4 and compared with DSP. The DC and mean intersection over union (mIoU) values for detection are calculated by considering the detected and ground truth bounding boxes of the desired object.
MNIST Dataset experiments

Caltech Dataset experiments
In this experiment, samples from the set in which objects cover less than 50% of image regions are considered as stationary images and the samples from the other set are considered as moving images. In current approach we have used basic thresholding methodology for segmentation, considering the constant backgrounds present in the images. However more sophisticated advanced segmentation techniques can also be used for this purpose. The localization network is able to detect and create bounding box around the desired object in stationary image, as shown in Fig. 2 . Image matching part is done on the mask of moving and cropped stationary image. The test set results are listed in Table 4 . Similar to MNIST, the proposed model is able to outperform DSP in Caltech-101 dataset too.
For further analysis, the TPS transformation parameter predicted by STN during the registration of the segmented masks are applied on moving image and the outputs are shown in Fig. 3 . As can be seen, the model is able to preserve object boundaries during transformation but not able to preserve internal region of the image, which is due to the mask based training of the STN. However, it can be easily trained on images itself for better matching.
US and CT Image Dataset
Final experiments are performed with US and CT dataset. The simulated US image is considered as moving image while CT image is used as stationary image. Our localization network is efficiently able to identify regions in CT images corresponding to the simulated US images. This helps in improving the overall accuracy of the registration model. Tumour region in the images is considered as the object for registration. As ground truth segmentation of LiTS CT images are available the intermediate masks are directly obtained from the ground truths. They can also be obtained using segmentation approaches like U-net. The matching performance of the proposed model is evident from Fig. 4 . The test set observations are summarized in Table 4 . DSP is first applied on the US and CT images which results in comparatively lower performance. Later it is tested with segmented masks and a considerable gain in the performance is observed, which explains the better performance of the proposed approach.
