Nonnegative solutions are established for nonlinear integral equations where the nonlinearity G(t, y) may be singular at y = 0. Existence is established using the Leray-Schauder alternative.
Introduction
In this paper we discuss the existence of nonnegative solutions to the singular integral equation There are very few results available in the literature concerning (1.1) when G is singular; we refer the reader to [1, 3, 4] . Using a new technique we present a very general existence result for (1.1) which improves considerably the results in [1] and as an added bonus the proof is elementary. The theory in Section 2 makes use of the following well known existence principle (which was established using the Leray-Schauder alternative) from the literature [5] . Theorem 1.1. Let 1 ≤ p ≤ ∞ be a constant and q be such that
By this we mean : (i) the map y → g(t, y) is continuous for almost all t in [0, 1], (ii) the map t → g(t, y) is measurable for all y in R,
hold. In addition suppose there is a constant
has at least one solution y in C[0, 1] with |y| 0 < M.
Nonnegative solutions
We will use Theorem 1.1 to establish existence of nonnegative solutions to (1.1).
Theorem 2.1. Assume the following conditions are satisfied:
) and there exists a continuous nonincreasing function g :
and ∃r > 0 with r > a 0 + b 0 h(r ); (2.8)
for y ∈ (−∞, ∞) and t ∈ (0, 1) with a(t) > 0. Note G (t, y) ≤ g(φ (t)) for y ∈ (−∞, ∞) and a.e. t ∈ (0, 1); (2.9) to see (2.9) notice if y ≥ φ (t) and t is such that a(t) > 0 then G (t, y) = G(t, y) ≤ g(y) ≤ g(φ (t)) whereas if y < φ (t) and t is such that a(t) > 0 then G (t, y) = G(t, φ (t)) ≤ g(φ (t)). Next we let
We begin by using Theorem 1.1 to show
has a solution. Consider the family of problems
be any solution of (2.11) λ . Then y(t) ≥ 0 for t ∈ [0, 1]. Also (2.3) and (2.9) imply
. Now this inequality together with (2.8) implies |y| 0 = r . Thus Theorem 1.1 (with K (t, s) = k(t, s) g(φ (s)) and p = 1) guarantees that (2.10) has a solution y ∈ C[0, 1] with |y| 0 < r . We now claim
If (2.12) is true then we see immediately that (1.1) has a solution since if (2.12) is true then G (t, y) = G(t, y) for a.e. t ∈ (0, 1). It remains to prove (2.12). Now since (2. to see (2.16) note if ≥ y ≥ φ (t) and t is such that a(t) > 0 then G (t, y) = G(t, y) so (2.16) is true whereas if y < φ (t) and t is such that a(t) > 0 then G (t, y) = G(t, φ (t)) ≥ 
and this contradicts (2.15). Thus (2.12) is true and we are finished.
Remark 2.1. If G(t, y) = y −β , β > 0 then clearly (2.5) is satisfied and (2.6) reduces to
which arises when one discusses Dirichlet second order boundary value problems (see [3] ). It is immediate that (2.3) and (2.4) hold with κ(s) = s(1 − s), M 0 = 1 and a(t) = t (1 − t). A similar remark applies for Sturm-Liouville second order boundary value problems. The conjugate, focal and (n, p) problems in [2] also satisfy (2.3) and (2.4) for appropriate κ, M 0 and a.
Remark 2.3. We now present an alternate approach (motivated partly from [1] ) to discussing (1.1). Again we assume (2.1)-(2.7) hold and we suppose (2.8) is replaced by the less restrictive condition
Let n ∈ {1, 2, . . .} be such that
Fix m ∈ N 0 = {n, n + 1, . . .} and consider
where
To show (2.18) has a solution consider the family 
m we have (note G (t, y) = G(t, y) and F (t, y) = F(t, y)), Remark 2.4. Notice Theorem 1.3, 1.5 and 1.7 in [2] can be improved slightly using the technique and ideas in Remark 2.3.
