Abstract. We study the operators á(X) = 2'{M"XN" and A*(Jf) = 2" M*XN* which map the algebra of all bounded linear operators on a separable Hubert space to itself, where (M")"' and (N")"' are separately commuting sequences of normal operators. We prove that (1) 
In [9] we proved Problem 1 for the case m = 2. This will serve as a first step in our induction proof for Theorem 1.
In [7] Voiculescu proved that if St,...,Sk are commuting selfadjoint operators, then there are diagonal operators Dx,...,Dk and a unitary operator U such that for n = l,...,Jfc, USnU~l -DnE Ck with arbitrarily small Q-norm. In addition, this result is sharp in that Ck is the smallest C^-class for which we can insure that all the USJJ-' -Dne cp.
We pointed out in [9] that Voiculescu's result implies the results in [9] . However, even though his result is sharp, still if all the Af"'s and Nn's are all diagonal (or arbitrarily small C2 perturbations of simultaneously diagonalizable operators), then a straightforward computation shows that our Main Theorem holds true in this case where Voiculescu Applying Voiculescu's Theorem to the real and imaginary parts of Mn = Nn, which form a family of 1m commuting selfadjoint operators, we can obtain a unitary operator U, diagonal operators Du...,Dm with \\Dn\\ <2\\Mn\\ for each n, and compact operators AT,,...,Km E C2m with ||KnII2m < e/(6mmax ||M Since both these entries have equal absolute values and the Hilbert-Schmidt norms of these operators can be expressed as the sum over i, j of the squares of the absolute values of these numbers, the above equality holds.
Q.E.D.
Lemma 1 provides us with two corollaries we shall need later. Corollary 2. The Main Theorem holds true when X E C2.
Proof. Apply Lemma 1. Note that if \/p + \/2m = 1/2 then p > 2, hence C2 C C,. Proof. See the proof of Lemma 1 (first paragraph). Remark. Lemma 1 can be strengthened to hold for C where \/p + l/2(m -1) = 1/2. The argument is similar to the proof of Lemma 4, reducing to the case where Mx is invertible, then ehminating it to where the number of normals is reduced by one.
2. A distribution theory for operators. This section provides us with a technical tool.
In [8] the author introduced generating functions and test functions in connection with operators. This treatise avoids direct use of generating functions, replacing them with their operator theoretic counterparts. However, we could not avoid the distribution structure altogether.
It is difficult to motivate this section before seeing the need for it arise in a proof. In any case we attempt a partial motivation.
Later we shall encounter an operator T for which (Tf, g) = 0 for certain f, g & L2[0, 1], We will want to show T = 0. It is well known and elementary to verify that (Tf, g) = trace T(f® g) where /® g is the rank one operator h -» ( , g)f. This phenomenon is related to the fact that the dual of C, is L(H). It is this point of view that has led the author to many of the results in this area.
Therefore one might wish to decide if all the/, g for which (Tf, g) = 0 when used to form f®g spanC,. This would give trace TK = 0 for all K E C,. Hence (Tf,g) = trace T(f® g) = 0 for all/, g E L2[0,1], so T would equal 0.
We need this sort of consideration regarding A and A*.
Lemma 4 (The Key Lemma). Suppose m = 2 with respect to A. Fix K E C, and £ >0. Since Pe -» P0 and ß£ -» ß0 in the strong operator topology as e ~* 0, as is well known, for every T E C, we have (P£ -P0)7 -» 0 and T(Qe -Q0) -» 0 in the trace norm. Therefore in the last equality, each term with P0 -Pe or ß0 -ß£ as a factor tends to 0 in the trace norm.
Since (1 -P0)M2 = 0 = A/,(l -ß0), if we apply A to the terms in the last equality with 1 -P0 or 1 -ß0 as a factor, we obtain a 1-sum rather than the usual 2-sum. Finally set K = AT, + tf2 + K3, so K E C, and \\A(K) -A(K)\\X < e0/2 + lirjl, (see (*)). But e is arbitrary and hence we can choose it close enough to 0 such that II^H, < e0/2. That is, \\A(K) -A*(K)\\y < e0. This completes the proof that (a) implies (b).
To prove (a) we first reduce to the case that A( X) = MX -XN with M, N normal (not necessarily commuting). To see this, first observe that there is clearly no loss in generality if we replace + in A and A* by -. Now Af2, A, invertible imply easily that M2XM^ and A/f'A/,* are unitary operators and so, as is well known, they preserve the trace norm (that is, if H is a unitary operator then \\UT\\, = ||r||, for every TE C,). Now, Remark. In case this unified approach to these various Fuglede type theorems seems a bit circular, since the proof of the key lemma uses Voiculescu's new result, we wish to point out that this last reduction can be proved without Voiculescu's theorem using the techniques in [9] or Lemma 14 given later. However the proof is longer and more technical. For this reason we omit it.
Lemma 4 provides a new approach and a very short proof of the Fuglede-Putnam Theorem and, with no extra work, the extension to the A-operator for m -2. Remark. Here is the first use of the 'distribution theory for operators'. Using the operators A,(*) to approximate A*(/® g) corresponds somewhat to the notion of test functions in the classical distribution theory. 3 . Asymptotic Fuglede theorems. There has been a plethora of papers on asymptotic Fuglede theorems. The first, and perhaps most notable, is that of R. Moore [3] which states that if N is normal and II A'11 < M, then for every e > 0 there exists 8 > 0 such that II NX -XN II < S implies || N*X -XN*\\ < e. The reader should keep in mind that there is an underlying induction hypothesis on m throughout this section. Lemma 7. Theorem 1 and Problem 1 are equivalent to the case H = L2(X, fi) where (X,n) is a regular bor el probability measure on a compact Hausdorff space and for each n, Nn = Mn -Af0 where <i>" E L°°(n).
Proof. Simply use a standard form of the spectral theorem applied to the commuting family of normal operators (A/")|". That we can assume Mn = Nn follows by Corollary 3.
Crucial to the proof of Theorem 1 and a better understanding of Problem 1 is that (Mq ) be linearly independent on all subspaces L2(E) where E is measurable and mE > 0. However this is not necessarily the case. We must first factor out the subspace of L2(E) where M^ are linearly dependent and treat them separately. Lemma 8. Theorem 1 (Problem 1) is equivalent to the case of Theorem 1 (Problem 1) where we assume in addition that for every measurable set E with mE > 0, the set (M<f>i )|" (each of which is reduced by L2(E)) is linearly independent on L2(E).
Proof.
For each nonzero «-tuple of complex numbers (cx,... ,cm), let E(cx,...,cm) = {x E X: 2™=|C"<i>"(;c) = 0}. Clearly E(cx,.. .,cm) is measurable. Choose En = [E(cx,...,cm) n (*\ U£ *£*)] for some (c,,...,cm) z0 such that pEn> an/2. The two pertinent facts here are firstly that the £"'s are disjoint and secondly that 2^ an < 22 /¿£" < 2/xX < oo. Therefore an -> 0 as n -* oo.
Hence we have X = E0 U Ex U • • • U( A"\ U^£¿.) and (<>">!" are linearly dependent on each Ek (hence 2™ cnAi^ = 0 on L2(En) for some fixed (c,,... ,cm) z 0).
The essential claim here is that X\ U " Ek has the property that if E is measurable, E C X\ {J0°Ek such that for some fixed (c"...,cm) s 0, 2™ cn<f>"(x) = 0 on E, then /x£ = 0. To see this, suppose to the contrary there is such a set E with pE > 0. But ÍC^U^jC^U;^.
Hence by the definition of a", a" » |a£. This is a contradiction since a" -* 0. Now set Ex = X\ U^Ek. Then H = 2% ®L2(Ek) © L2(£00) with each £2(£¿) (0 < k < oo) reducing all the A/"'s. Let /^ denote the orthogonal projection whose range is L2(Ek). It is easy to see that for every Y E L(H), We stated earlier that we are assuming the induction hypothesis that Theorem 1 (Problem 1, respectively) is true for sequences of normal operators fewer than m. Proof. By Lemmas 7 and 8, H = L2(fi), <f>n E £2(ju.) where (X, ¡i) is a regular borel probability measure on a compact Hausdorff space, and for all (c,,... ,cm) z 0, K* E X: IT cM*) = °) = 0.
In a regular borel probability measure space, on a compact Hausdorff space it is well known that the only atoms are points. We claim that (X, ju) contain no atoms. e to be determined later, but for now at least e < 1. We shall prove that for e sufficiently small, the operator MxXMXj E C2. Therefore Y = y( 7 ) and so 7 is a fixed point of y. It suffices to prove Y = y(Y) implies 7=0. Then we would have MX¡XM -K E C2. This is the part of the proof where we need to choose e sufficiently small in order to force y to fail to possess a nonzero fixed point.
Ddme8:L(H)^L(H)by
Notice that if R is a rank one operator then M RM is also rank 1 and by the definition of 8, y(R) = 8(MX/RM ) has rank at most m + \. Hence y"(R) has rank at most (m + 1)".
Notice that if A is a rank k operator then Mil < Jk\\A\\2. This follows easily from Holder's inequality applied to the diagonal sequences of | A \ , which can be nonzero in at most k entries. Recall again that if A E L(L2(0,1)) and/, g E L2(0,1), then (Af, g) = trace A(f® g) when f® g is the rank one operator A -» (A, g)f. From this it follows that tr 8(A)(f®g) = tr A8(f®g). Indeed tr 8"(A)(f® g) = trA8"(f®g).
Putting all this together, we have that if /, g E L2(0,1) and y(7) = 7, then 7 = y"(7). Hence This almost completes the proof. What is incomplete is that previously we used the induction hypotheses relating A and A* to make reductions to the present case for Theorem 1. The reader must consider the previous reductions using the different hypothesis that Theorem 17 relating A and A*2 holds true for A sums of size less than m. That ||A2(A')||2 = ||A*2(A)||2 follows from Theorem 1 and the first part of this theorem. Q.E.D.
Remark. All the results of this section apply to Problem 1 in exactly the same way as Theorem 1. The reader must substitute the words Problem 1 wherever Theorem 1 appears. In the proofs, the stronger induction hypotheses and the stronger conclusion present no difficulties.
The There is an alternate proof of Theorem 1 which follows directly from Lemma 8. The disadvantage of it is that it avoids all the constructive aspects of the later proofs, especially the ' local Hilbert-Schmidt' character of X. Such local behavior is needed to prove Theorem 17. In [8, Theorem 8] we proved Question 3 holds true under the additional hypothesis that A E C2. In [10] we proved that if the answer to Question 2 is yes, then it follows that the answer to Question 3 is yes.
Since the Fuglede-Putnam phenomena modulo the Hilbert-Schmidt class holds in a more general setting relating finite sequences of commuting normal operators, and since the Voiculescu phenomena mentioned earlier fail to extend to finite sequences of commuting normal operators, it is natural to ask if [8, Theorem 8] extends to a sum in some way. The theorem states that if N is normal, X E C2 and NX -XN E C" then tr(NX -XN) = 0. For finite sums 2"NnX-XN", the same result holds true for obvious reasons (provided (N") are commuting normals). In order to find a nontrivial analog to this theorem, the author asked the following unpublished question. If A,, N2 are commuting normals and A,, A"2 E C2 such that K -A/, A, -XXNX + N2X2 -X2N2 E Cx, must Tr K = 0? Unfortunately the answer to this question is no. The example is due to recent joint work with Dan Timotyn. We do not include the example in this paper, owing to its length and technical nature.
On an analog to Question 1. It is elementary, though tedious, to produce two 4X4 matrices, N a diagonal and X nonzero in the (1,3), (1, 4) , (2, 3) , (2, 4) The general question in this section is which of the results of the earlier sections remain true for the infinite sum. The theme is to try to prove Theorem 1 in this setting.
The main difficulty in extending to the infinite case concerns the function A(x, y) = 2<t>n(x)<t>n(y). First of all the spectral theorem applies to the entire sequence (A/,,)" and allows us to keep this action on a finite, regular borel, compact, Hausdorff measure space (A', ju). Clearly the Berberian 2X2 matrix trick allows us to assume without loss of generality that Nn = Mn for every n, provided
Theorem 1 is what we want to prove. Then 2 II A/" II II A/" II < oo implies 2 II <i>" II |« and so the sum A(x, y) converges absolutely a.e. on IXI If the space (X, m) has atoms then they must be points since (X, m) is & finite regular, borel measure on a compact, Hausdorff space. Let X0 be the collection of these atoms. Then X0 can be at most countable since ¡u is finite. Splitting X = X0 U (X -X0) and H = L2(X0) © L2( X -X0 ), we reduce M^ = Dn © M^. where Dn is diagonal with action on L2(X0) and A/0, acts on L2(X -X0), and where X\X0 has no atoms. Comparing the C2 norms of the 4 operator matrix entries for A(A") and A*(X), we obtain the 
