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1 Introduction
Let (Mn, g) be a compact, smooth, connected Riemannian manifold (without bound-
ary) of dimension n ≥ 3. The Yamabe conjecture has been proved through the works
of Yamabe [92], Trudinger [91], Aubin [4] and Schoen [79]: There exist constant scalar
curvature metrics on M which are pointwise conformal to g.
Consider the Yamabe equation and its sub-critical approximations:
−Lgu = n(n− 2)up, u > 0, on M, (1)
where 1 < p ≤ n+2
n−2 , Lg = ∆g−c(n)Rg, ∆g is the Laplace-Beltrami operator associated
with g, Rg is the scalar curvature of g, and c(n) =
(n−2)
4(n−1) .
Let
Mp = {u ∈ C2(M) | u satisfies (1)}.
1
2Schoen initiated the investigation of the compactness of Mp and proved the fol-
lowing remarkable result in 1991, see [82], under the assumption that (M, g) is locally
conformally flat and is not conformally diffeomorphic to standard spheres: For any
1 < 1 + ǫ ≤ p ≤ n+2
n−2 and for any non-negative integer k,
‖u‖Ck(M,g) ≤ C, ∀ u ∈Mp, (2)
where C is some constant depending only on (M, g), ǫ and k. He also announced in
the same paper the same result for general manifolds, without the locally conformally
flat assumption. The proof of this claim has not been made available. For general
manifolds of dimension n = 3, a proof was given by Li and Zhu in [73]; while for
n = 4, a combination of the results of Li and Zhang [70] and Druet [44] yields a proof,
with the H1 bound given in [70] and the L∞ bound under the assumption of an H1
bound given in [44].
Let Wg denote the Weyl tensor (see for instance [6] for the definition), we consider
the following two cases:
1◦. 3 ≤ n ≤ 7,
2◦. n ≥ 8 and |Wg|+ |∇Wg| > 0 on M .
Theorem 1.1 Let (Mn, g) be a compact, smooth, connected Riemannian manifold
which is not locally conformally flat. Assume either 1◦ or 2◦. Then, for any 1 <
1 + ǫ ≤ p ≤ n+2
n−2 and for any non-negative integer k, (2) holds for some constant C
depending only on (Mn, g), ǫ and k.
Remark 1.1 The proof of Theorem 1.1 in Case 1◦ makes use of the deep positive
mass theorem of Schoen and Yau in [83]. If we assume the positive mass theorem
for n = 8, 9, then our proof yields the conclusion of Theorem 1.1 on any non-locally
conformally flat Riemannian manifolds of dimension n = 8, 9.
Remark 1.2 Theorem 1.1 in the case n ≤ 4 was, as mentioned earlier, already known.
Theorem 1.1 in the case n = 5, 6, 7 as well as in the case n ≥ 8 under |Wg| > 0 on M
was announced in November 2003 by the first author in his talk at the Joint Analysis
Seminar in Princeton University and also announced in our note [71]. These were
also independently proved by Marques [75]. The case n = 5 was proved independently
by Druet [45]. Theorem 1.1 was announced by the first author at the international
conference in honor of Haim Brezis′s sixtyth birthday in Paris, June 9-13, 2004. Some
further results for dimensions n ≥ 10 will be given in a forthcoming paper [72].
Since the first eigenvalue of −Lg is positive, multiplying (1) by u and integrating by
parts onM lead to maxM u ≥ C−1 for some positive constant C depending only (M, g)
3and ǫ. On the other hand, once we know that u ≤ C on M for some C depending only
on (M, g) and ǫ, an application of the Harnack inequality yields u ≥ C−1maxM u on
M for some C depending only on (M, g) and ǫ. A consequence of Theorem 1.1 is, by
some arguments in [82] and [66], the following
Corollary 1.1 Under the hypothesis of Theorem 1.1, there exists some constant C¯,
depending only on (M, g) and ǫ, such that for all 1 < 1 + ǫ ≤ p ≤ n+2
n−2 and for all
C > C¯,
deg
(
v − n(n− 2)(Lg)−1(vp),OC , 0
)
= −1,
where OC := {v ∈ C2,α(M) : 1/C < v < C, ‖v‖C2,α(M) < C}, 0 < α < 1, and deg
denotes the Leray-Schauder degree.
For the Leray-Schauder degree theory, see for instance [77].
Much of this paper is devoted to the fine analysis of blow up solutions of (1). In
fact we establish the following local version of such estimates. Let Ω ⊂M be an open
connected subset of M , and let Ωǫ := {P ∈ Ω | distg(P, ∂Ω) > ǫ). For Q ∈ Ω and
µ > 0, let
ξQ,µ(P ) = (
µ
1 + µ2distg(P,Q)2
)
n−2
2 , P ∈ Ω.
We are interested in solutions of
−Lgu = n(n− 2)up, u > 0, in Ω. (3)
Theorem 1.2 Let (Mn, g) be a compact, smooth, connected Riemannian manifold of
dimension n ≥ 10, and let Ω ⊂ M be an open connected subset, 1 < 1 + ǫ ≤ p ≤ n+2
n−2 .
Suppose that u is a smooth solution of (3) satisfying, for some P¯ ∈ Ω and some
constant b¯ ≥ 1, that
∇u(P¯ ) = 0, 1 ≤ sup
Ω
u ≤ b¯u(P¯ ). (4)
Then, for any ǫ′ > 0,
|Wg(P¯ )|g + |∇gWg(P¯ )|gu(P¯ )−
2
n−2 ≤ Cu(P¯ )− 4n−2+ǫ′. (5)
where C is some positive constant depending only on ǫ, ǫ′, distg(P¯ , ∂Ω), b¯, a pos-
itive lower bound for the injectivity radius of (M, g), a positive lower bound of the
first eigenvalue of −Lg on Ω with zero Dirichlet boundary condition, and a positive
upper bound of the norm of the curvature tensor of (M, g) together with its covariant
derivatives up to the eighth order.
4Remark 1.3 Theorem 1.1 in the case n ≥ 10 follows immediately from Theorem 1.2.
The estimates we establish for dimensions n ≤ 9 in the next theorem is much
stronger than that for n ≥ 10. This is the reason that Theorem 1.1 for n ≤ 7, as well
as for dimensions n = 8, 9 as mentioned in Remark 1.1, hold without any assumption
on the Weyl tensor.
Theorem 1.3 Let (Mn, g) be a compact, smooth, connected Riemannian manifold of
dimension 3 ≤ n ≤ 9, and let Ω ⊂ M be an open connected subset, 1 < 1+ǫ ≤ p ≤ n+2
n−2 .
Suppose that u is a smooth solution of (3) satisfying (4) for some P¯ ∈ Ω and some
constant b¯ ≥ 1. Then, for any δ > 0, there exist some positive constant C and some
positive integer m, which depend only on ǫ, distg(P¯ , ∂Ω), b¯, δ, a positive lower bound
for the injectivity radius of (M, g), a positive lower bound for the first eigenvalue of
−Lg on Ω with zero Dirichlet boundary condition, and a positive upper bound of the
norm of the curvature tensor of (M, g) together with its covariant derivatives up to
the eighth order, and there exist local maximum points S := {P1, · · · , Pm} ⊂ Ω2δ of u,
such that
distg(Pi, Pj) ≥ 1
C
, ∀i 6= j, (6)
1
C
u(Pi) ≤ u(Pj) ≤ Cu(Pi), ∀i, j, (7)
|Wg(Pi)|g ≤


C√
log u(Pi)
, if n = 6,
Cu(Pi)
−n−6
n−2 , if 7 ≤ n ≤ 9,
∀ i (8)
|∇Wg(Pi)|g ≤


C√
log u(Pi)
, if n = 8,
Cu(Pi)
−n−8
n−2 , if n = 9.
∀ i (9)
1
C
m∑
l=1
ξ
Pl,u(Pl)
2
n−2 (P ) ≤ u(P ) ≤ C
m∑
l=1
ξ
Pl,u(Pl)
2
n−2 (P ), ∀P ∈ Ω4δ. (10)
and, for |α| = 0, 1, 2 and P ∈ Ω4δ,
|∇αg (u−
m∑
l=1
ξ
Pl,u(Pl)
2
n−2 )(P )|
≤


Cu(P¯ )−1+
2|α|
n−2 (1 + u(P¯ )
2
n−2dist(P,S))−|α|, if n = 3, 4, 5,
C(ǫ′)u(P¯ )−1+
2|α|+2ǫ′
n−2 (1 + u(P¯ )
2
n−2dist(P,S))−ǫ′−|α|, if n = 6,
Cu(P¯ )1+
2|α|−8
n−2 (1 + u(P¯ )
2
n−2dist(P,S))6−n−|α|, if n = 7, 8, 9.
(11)
5Estimates (6), (7) and (10) on locally conformally flat manifolds, without the
assumption (4), were established by Schoen in [81]. Analogues of such local results do
not hold for many other problems, including Harmonic maps and Ginzburg-Landau
vortices, with similar loss of compactness — similar in the sense that the energy is
quantized when a sequence of solutions blows up. It is interesting to note that the
analogue of (6) in such a local setting (under the assumption (4)) fails even for the
equation −∆u = V eu in dimension n = 2, as demonstrated by Chen in [41]. On the
other hand, it was proved by the first author in [68] that analogues of (6), (7) and (10)
hold for solutions of such equations defined globally on compact Riemannian surfaces.
The proof of the Yamabe conjecture ([92]), [91], [4] and [79]), a milestone in the
studies of nonlinear elliptic equations, concerns the existence of a minimizer of some
functional with lack of compactness. Many further studies have been devoted to related
critical exponent equations which address important issues including those concerning
non-minimal solutions or approximate solutions to such equations, see for instance
Brezis and Nirenberg ([23]) and Bahri and Coron ([11] and [12]). These studies have
led to different proofs of the Yamabe conjecture in the case n ≤ 5 and in the case
(M, g) is locally conformally flat, see Bahri and Brezis [10] and Bahri [9]. For the
Nirenberg problem and the Yamabe problem on manifolds with boundary, which are
related to the Yamabe problem, compactness of solutions has been studied by Schoen
([81]), Schoen and Zhang ([84]), Chang, Gursky and Yang ([32]), Li ([66]) and [67]),
Han and Li ([57]), Chen and Lin ([35]), Felli and Ould Ahmedou ([51]), and Escobar
and Garcia [49]. Much of the analysis in these works can be made purely local. One
way to achieve this is a Harnack type inequality of Schoen ([81]): For n ≥ 3, let u be
a smooth positive solution of
−∆u = u n+2n−2 , in B4 ⊂ Rn,
then
sup
B1
u · inf
B2
u ≤ C(n). (12)
A consequence of this is, as proved in [81],
∫
B1
u
2n
n−2 ≤ C(n). Analogous results, exten-
sions, as well as different proofs of (12) can be found in [87], [90], [81], [22], [21], [74],
[34], [33], [68], [16], [17], [36], [69], [64], [14], [78], [37], [65], [15], [88], [89], and others.
In particular, it was proved in our paper [70] that such Harnack type inequality holds
on non-locally conformally flat Riemannian manifolds of dimension n = 3, 4. Therefore
the conclusion of Theorem 1.3 holds in dimension n = 3, 4 without the assumption
(4).
The main step in the proof of Theorem 1.2 and Theorem 1.3 is to establish Theorem
2.1. The proof of Theorem 2.1 is based on the method of moving planes, using the
6ansatz of Schoen in his proof of (12) in [81] (see also [21], [34], [35], [68] and [70]
where such ansatz was used). The method of moving planes has become a powerful
tool in the study of nonlinear elliptic equations, see Alexandrov [1], Serrin [85], Gidas,
Ni and Nirenberg [54], Berestycki and Nirenberg [18], and others. The main task
in our proof of Theorem 2.1 is to construct suitable auxiliary functions so that the
method of moving planes can be applied. To do this we make use of numerous results
and methods from previous works, some of which are described below. We need
to make use of the Liouville type theorem of Caffarelli, Gidas and Spruck in [25]
which identifies the limit of the rescaled blow-up sequence of solutions, and we need
to establish strong enough convergence rate of the difference of the rescaled blow-up
sequence of solutions and its limit. Certain rate of convergence of the difference of the
rescaled blow-up sequence of solutions and its limit was established by Chen and Lin
in [35] for the scalar curvature equations in the Euclidean space, and we adapt their
methods to establish iterated estimates on such convergence rate on larger and larger
balls with improved estimates after each iteration. For dimensions n ≥ 8, the iterated
estimates also yield stronger and stronger decay estimates on the Weyl tensor and its
first covariant derivatives at points where the sequence of solutions blow up. Here we
also make use of a Pohozaev type identity as well as some properties of the conformal
normal coordinates as established by Lee and Parker [63], Cao [27], Gu¨nther [53], and
Hebey and Vaugon [60]. To construct auxiliary functions we also adapt the way of
using the spherical harmonics by Caffarelli, Hardt and Simon in [26]. The proof of
Theorem 1.1 is based on Theorem 1.2-1.3 and the positive mass theorem of Schoen and
Yau in [83]. Theorem 1.2-1.3 provide strong enough pointwise estimates for blow-up
solutions as well as, for higher dimensions, strong enough decay estimates for the Weyl
tensor and its first covariant derivatives at the blow up points. These estimates allow
us to use the positive mass theorem through the Pohozaev type identity as in Schoen
[80]. We note that the Pohozaev identity has been used by Arkinson and Peletier [5]
and Brezis and Peletier [24] to obtain pointwise estimates for blow up solutions of
related critical exponent equations, see also [81], [56], [84], [66], [67], and others, for
the extensive use of the Pohozaev identity in establishing pointwise estimates to blow
up solutions of critical exponent equations.
Most of the works mentioned above concern the compactness of solutions or the
fine pointwise analysis of blow up solutions to the Yamabe equation and some related
ones, which often yield the existence of solutions through the use of degree theories.
There have been many works on the existence of solutions to the Yamabe problem,
the Nirenberg problem, and the Yamabe problem on manifolds with boundary, see for
instance [76], [62], [42], [43], [61], [50], [29], [30], [39], [38], [55], [59], [31], [46], [47],
[19], [28], [48], [7], [8], [40], [2], [58] and [3]. There have also been works on parabolic
7flows associated with the Yamabe problem and the Yamabe problem on manifolds
with boundary, see for instance [93] , [86] and [20].
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for providing him the financial support through NSF-DMS-0111298. Part of the work
of the first author is also supported by NSF-DMS-0100819 and NSF-DMS-0401118.
2 Main estimates
Let B1 ⊂ Rn, n ≥ 3, be the unit ball centered at the origin, and let (aij(x)) be a
smooth, n× n symmetric positive definite matrix function, defined on B1, satisfying
1
2
|ξ|2 ≤ aij(x)ξiξj ≤ 2|ξ|2, ∀ x ∈ B1, ξ ∈ Rn, (13)
and, for some a¯ > 0,
‖aij‖C8(B1) ≤ a¯. (14)
Consider the Riemannian metric
g = aij(x)dx
idxj (15)
on B1, and consider
−Lgu = n(n− 2)up, u > 0, on B1. (16)
Theorem 2.1 Let (B1, g) be as above and let u be a solution of (16), with 1 < 1+ ǫ ≤
p ≤ n+2
n−2 , satisfying, for some b¯ ≥ 1,
∇u(0) = 0, 1 ≤ sup
B1
u ≤ b¯u(0). (17)
Then there exist some positive constants δ and C0, depending only on n, b¯, ǫ and a¯,
such that
u(0)u(x)|x|n−2 ≤ C0, ∀ 0 < |x| ≤ δ, if 3 ≤ n ≤ 9, (18)
|Wg(0)|g ≤


C0√
log u(0)
, if n = 6,
C0u(0)
−n−6
n−2 , if 7 ≤ n ≤ 9,
(19)
8|∇gWg(0)|g ≤


C0√
logu(0)
, if n = 8,
C0u(0)
−n−8
n−2 , if n = 9.
(20)
If n ≥ 10, then for all ǫ1 > 0, there exists C(ǫ1) > 0 such that
|Wg(0)|g + |∇gWg(0)|gu(0)−
2
(n−2) ≤ C(ǫ1)u(0)−
4
(n−2)+ǫ1. (21)
Remark 2.1 Theorem 1.2 follows from (21).
We first prove Theorem 2.1 for p = n+2
n−2 . We point out the changes needed for
p < n+2
n−2 in Section 5. Suppose that the conclusion of Theorem 2.1 for p =
n+2
n−2 does
not hold, then for some a¯ > 0, b¯ ≥ 1, there exist a sequence of Riemannian metrics
{g˜k} of the form (15) that satisfy (13) and (14), and some solutions uk of (16), with
p = n+2
n−2 and with g replaced by g˜k, satisfying (17), such that one of the following
happens:
max
|x|< 1
k
(
uk(0)uk(x)|x|n−2
)
≥ k, (22)
|Wg˜k(0)|g˜k >


k√
loguk(0)
, if n = 6,
kuk(0)
−n−6
n−2 , if 7 ≤ n ≤ 9,
(23)
|∇g˜kWg˜k(0)|g˜k >


k√
loguk(0)
, if n = 8,
kuk(0)
−n−8
n−2 , if n = 9,
(24)
or, for some ǫ5 > 0 independent of k,
|Wg˜k(0)|g˜k + |∇g˜kWg˜k(0)|g˜kuk(0)−
2
n−2 > kuk(0)
− 4
(n−2)+ǫ5 , if n ≥ 10. (25)
We will simply use g to denote g˜k.
Let P¯ be a point on (M, g), it was proved in [63], together with some improvement
in [27] and [53], that there exists some function ϕ (with control) near P¯ such that the
conformal metric g˜ = eϕg satisfies, in g˜−normal coordinates {x1, · · · , xn} centered at
P¯
det(g˜ij) = 1.
Such coordinates are called conformal normal coordinates. As well known, we may as-
sume that we work in conformal normal coordinates. In conformal normal coordinates
(we write gij instead of g˜ij), we have, at x = 0,
Rij = 0, R,i = 0, SymijkRij,k = 0, ∆gR = −1
6
|W |2, (26)
9where Rijkl denotes the curvature tensor evaluated at 0, Rij denotes the Ricci curvature
tensor at 0, Rijkl,p denotes covariant derivative of the curvature tensor at 0, etc.,
repeated indices denote summation over the indices, and
Symp1···pmAp1···pm :=
∑
σ
Apσ(1)···pσ(m)
where σ runs through all permutations of 1, 2, · · · , m.
We make a conformal change of the metric gˆ = eϕgk and let {z1, · · · , zn} be the
conformal normal coordinates centered at the origin. After the conformal change, uk
becomes uˆk = e
n−2
4
ϕuk. As well known all relevant properties of uk hold for uˆk, and we
simply assume that gij(z)dz
idzj is already in conformal normal coordinates. In local
coordinates,
gpq(x) = δpq +
1
3
Rpijqx
ixj +
1
6
Rpijq,kx
ixjxk
+(
1
20
Rpijq,kl +
2
45
RpijmRqklm)x
ixjxkxl +O(r5).
In conformal normal coordinates, write
∆g =
1√
g
∂i(
√
ggij∂j) = ∆ + bi∂i + dij∂ij ,
where (gij) denotes the inverse matrix of (gij), ∂i =
∂
∂zi
, ∂ij =
∂2
∂zi∂zj
, ∆ =
∑n
i=1
∂2
∂zi∂zi
,
bi(x) = ∂jg
ij(x)
= −1
6
Ria,bx
axb − 1
6
Riabp,px
axb − ( 1
20
Ria,bc − 1
15
RipadRpbcd
− 1
15
RiapdRpbcd +
1
20
Riabp,pc +
1
20
Riabp,cp)x
axbxc +O(r4),
and
dij(x) = g
ij − δij = −1
3
Ripqjx
pxq − 1
6
Ripqj,kx
pxqxk − ( 1
20
Ripqj,kl
− 1
15
RipqmRjklm)x
pxqxkxl +O(r5).
By (17) and (22), Mk := uk(0)→∞. Write (gk)ij(y) = gij(M−
2
n−2
k y)dy
idyj, then
∆gk = ∆+ b¯i∂i + d¯ij∂ij ,
10
where
b¯i(y) = M
− 2
n−2
k bi(M
− 2
n−2
k y), d¯ij(y) = dij(M
− 2
n−2
k y).
Let
vk(y) :=M
−1
k uk(M
− 2
n−2
k y), (27)
c(x) = c(n)Rg(x), and c¯(y) = c(n)Rg(M
− 2
n−2
k y)M
− 4
n−2
k .
Then
|b¯i(y)| = O(1)M−
6
n−2
k |y|2, |d¯ij(y)| = O(1)M
− 4
n−2
k |y|2, c¯(y) = O(1)M
− 8
n−2
k |y|2. (28)
The rescaled function vk satisfies
 ∆gkvk(y)− c¯vk(y) + n(n− 2)vk(y)
n+2
n−2 = 0, |y| ≤ 1
2
M
2
n−2
k ,
1 = vk(0) ≥ (b¯−1 + ◦(1))vk(y), |y| ≤ 12M
2
n−2
k , ∇vk(0) = 0.
(29)
Note that (22) is the same as
max
|y|≤ 1
k
M
2
n−2
k
(vk(y)|y|n−2) ≥ k, (30)
where |y| :=
√
(y1)2 + · · ·+ (yn)2. Since we eventually draw contradiction for large k,
so throughout the paper k is large unless otherwise stated.
By standard elliptic estimates, solutions vk of (29), after passing to a subsequence
(still denoted as vk, etc.), converge in C
2
loc(R
n) to some positive function U satisfying
U(0) = 1,∇U(0) = 0 and
−∆U = n(n− 2)U n+2n−2 in Rn.
By the Liouville type theorem in [25],
U(y) = (1 + |y|2)−n−22 in Rn.
For some universal constant δ1 > 0, the Green
′s function G(0, x) of −Lg on
B(0, 3δ1), with respect to zero Dirichlet boundary condition, is positive and satisfies
1
C
distg(0, x)
2−n ≤ G(0, x) ≤ Cdistg(0, x)2−n, x ∈ B(0, 2δ1) \ {0},
lim
x→0G(0, x)distg(0, x)
n−2 =
1
(n− 2)ωn , (31)
11
where ωn denotes the volume of the standard (n− 1)−sphere and C > 0 is universal.
By the convergence of vk to U and the above behavior of the Green
′s function,
uk(x) ≥ 1
C
M−1k G(0, x), on ∂
(
B(0, 3δ1) \B(0,M−
2
n−2
k )
)
.
Since uk is a supersolution we obtain, using the maximum principle,
uk(x) ≥ C−1M−1k G(0, x), on B(0, δ1) \B(0,M
− 2
n−2
k ),
i.e.
vk(y) ≥ 1
C(1 + |y|n−2) , ∀ 0 < |y| ≤ δ1M
2
n−2
k . (32)
For λ > 0 and for any function v, let
vλ(y) := (
λ
|y|)
n−2v(yλ), yλ :=
λ2y
|y|2 ,
denote the Kelvin transformation of v, and let
Σλ := B(0,
1
2
M
2
n−2
k ) \B(0, λ) = {y | λ < |y| <
1
2
M
2
n−2
k },
wλ(y) := vk(y)− vλk (y), y ∈ Σλ.
A calculation yields (see [70])
∆wλ + b¯i∂iwλ + d¯ij∂ijwλ − c¯wλ + n(n+ 2)ξ
4
n−2wλ = Eλ, in Σλ, (33)
where ξ > 0 is given by
n(n + 2)ξ
4
n−2 =


n(n− 2)v
n+2
n−2
k
−(vλ
k
)
n+2
n−2
vk−vλk
, vk 6= vλk ,
n(n + 2)v
4
n−2
k , vk = v
λ
k ,
(34)
and
Eλ =
(
c¯(y)vλk (y)− (
λ
|y|)
n+2c¯(yλ)vk(y
λ)
)
− (b¯i∂ivλk + d¯ij∂ijvλk )
+(
λ
|y|)
n+2
(
b¯i(y
λ)∂ivk(y
λ) + d¯ij(y
λ)∂ijvk(y
λ)
)
. (35)
By the convergence of vk to U ,
σk := ‖vk − U‖C2(B2) → 0 as k →∞.
12
Proposition 2.1 For n ≥ 3, let vk satisfy (29). Then for λ ∈ (0, 2] and y ∈ Σλ,
Eλ = c¯(y)U
λ(y)− ( λ|y|)
n+2c¯(yλ)U(yλ) +O(1)σkM
− 4
n−2
k |y|−n. (36)
where |O(1)| ≤ C0 for some positive constant C0 independent of λ, y and k.
Proof. For any radially symmetric function w(y), we have, in conformal normal coor-
dinates,
(∆gk −∆)w = (b¯i∂i + d¯ij∂ij)w ≡ 0. (37)
Thus
I := (b¯i∂iv
λ
k + d¯ij∂ijv
λ
k ) = (b¯i∂i + d¯ij∂ij)[(vk − U)λ].
A calculation yields
∂i
{
(
λ
|y|)
n−2(vk − U)(yλ)
}
= ∂i
{
(
λ
|y|)
n−2
}
(vk − U)(yλ) + ( λ|y|)
n−2∂i
{
(vk − U)(yλ)
}
,
∂ij
{
(
λ
|y|)
n−2(vk − U)(yλ)
}
.
= ∂ij
{
(
λ
|y|)
n−2
}
(vk − U)(yλ) + ∂i
{
(
λ
|y|)
n−2
}
∂j
{
(vk − U)(yλ)
}
+∂j
{
(
λ
|y|)
n−2
}
∂i
{
(vk − U)(yλ)
}
+ (
λ
|y|)
n−2∂ij
{
(vk − U)(yλ)
}
.
It follows, using (37) and d¯ij ≡ d¯ji, that
I = (
λ
|y|)
n−2b¯i∂i
{
(vk − U)(yλ)
}
+ 2d¯ij∂i
{
(
λ
|y|)
n−2
}
∂j
{
(vk − U)(yλ)
}
+(
λ
|y|)
n−2d¯ij∂ij
{
(vk − U)(yλ)
}
.
Since (vk − U)(0) = 0 and ∇(vk − U)(0) = 0, we have
(vk − U)(yλ) = O(1)σk|yλ|2, |∇(vk − U)(yλ)| = O(1)σk|yλ|. (38)
Using (38) and (28), we obtain
I = O(1)σkM
− 4
n−2
k |y|−n.
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Similarly,
(
λ
|y|)
n+2
(
b¯i(y
λ)∂ivk(y
λ) + d¯ij(y
λ)∂ijvk(y
λ)
)
= O(1)σkM
− 4
n−2
k |y|−n.
and
|c¯(y)||vλk(y)− Uλ(y)|+ (
λ
|y|)
n+2|c¯(yλ)||vk(yλ)− U(yλ)| = O(1)σkM−
4
n−2
k |y|−n.
Proposition 2.1 is established.
✷
For l¯ ≥ 2, write the Taylor expansion of R(x) at 0:
R(x) =
l¯∑
l=2
∑
|α|=l
∂αR
α!
xα +O(|x|l¯+1). (39)
Thus, with r = |y|, y = rθ,
c¯(y)Uλ(y)− ( λ|y|)
n+2c¯(yλ)U(yλ)
=
l¯∑
l=2
M
− 4+2l
n−2
k Hl,λ(r)
∑
|α|=l
∂αR
α!
θα +O(M
− 4
n−2
k )|M
− 2
n−2
k y|l¯+1 · (
λ
|y|)
n−2, (40)
where
Hl,λ(r) = c(n)λ
n−2r2+l−n[1− (λ
r
)4+2l]U(
λ2
r
). (41)
Let
R¯(l) :=
1
|Sn−1|
∫
θ∈Sn−1
∑
|α|=l
∂αR
α!
θα, (42)
and
R˜(l)(θ) := −R¯(l) + ∑
|α|=l
∂αR
α!
θα, θ ∈ Sn−1. (43)
By (26),
R¯(2) =
1
2n
∆R = − 1
12n
|W |2, and R¯(3) = 0. (44)
We assume that for some constants γ ≥ 0 and C ≥ 0,
M
γ
(n−2)2
k = ◦(M
2
n−2
k ), ‖vk − U‖
C2(B(0,2M
γ
(n−2)2
k
))
≤ CM−
γ
n−2
k . (45)
We deduce from Proposition 2.1, using (40), the following
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Corollary 2.1 For n ≥ 3, let vk satisfy (29). We assume (45). Then, for λ ∈ (0, 2]
and for y ∈ Σλ, we have, for some positive constant C0 independent of k, λ and y,
Eλ(y) ≤
3∑
l=2
M
− 4+2l
n−2
k Hl,λ(r)R˜
(l)(θ) + C0M
− 4+γ
n−2
k r
−n + C0M
− 12
n−2
k r
6−n, (46)
In the proof of the following iterated estimates on the rate of convergence of vk−U ,
we make use of some ideas in Chen and Lin [35] and Caffarelli, Hardt and Simon [26],
in addition to the way of Schoen [81] in using the method of moving planes to prove
the Harnack type inequality (12).
Proposition 2.2 For n ≥ 3, we assume that (45) holds for some constants 0 ≤ γ <
2(n − 2), and C ≥ 0. Let vk satisfy (29). Then there exist some positive constants
δ′ > 0 and C2 > 0, independent of k, such that
‖vk − U‖C2(B(0,δ′Rk)) ≤ C2(Rk)2−n,
for any {Rk} satisfying, for some ǫ¯ ∈ (0, 1) independent of k,
2 ≤ Rk = ◦(M
2
n−2
k ), (47)
Rk = ◦(1)M
4+γ
(n−2)(n−2+ǫ¯)
k , (48)
Rk = ◦(1)M
12
(n−2)(max{6,n−2+ǫ¯})
k , (49)
Rk = O(1)M
8
(n−2)max{4+ǫ¯,n−2}
k . (50)
A consequence of Proposition 2.2 is
Corollary 2.2 Let vk satisfy (29). For any ǫ > 0, let
Rk =


M
2−ǫ
n−2
k , if 3 ≤ n ≤ 6,
M
8
(n−2)2
k , if n ≥ 7.
Then
lim sup
k→∞
(Rk)
n−2 · ‖vk − U‖C2(B(0,Rk)) <∞.
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Proof of Corollary 2.2 by using Proposition 2.2. Taking first γ = 0 in (45)
and applying Proposition 2.2 with Rk = M
a
(n−2)2
k for 0 < a < min{4, 2(n − 2)},
we see that (45) holds now for any 0 < γ < min{4, 2(n − 2)}. Corollary 2.2 for
n = 3, 4 is established. For n ≥ 5, since we now deduce that (45) holds for any
0 < γ < min{4, 2(n− 2)}, we can apply Proposition 2.2 with Rk = M
a
(n−2)2
k , 0 < a <
min{8, 2(n− 2)}, and γ very close to min{4, 2(n− 2)}, and know that (45) holds for
any 0 < γ < min{8, 2(n− 2)}. Corollary 2.2 for n = 5, 6 is established. For n ≥ 7, we
already know that (45) holds for any 0 < γ < 8. Take γ very close to 8, we can apply
Proposition 2.2 with Rk =M
8
(n−2)2
k to conclude the proof of Corollary 2.2 for n ≥ 7.
✷
We prove Proposition 2.2 by the method of moving spheres, and we need to con-
struct appropriate auxiliary functions to handle the error term Eλ. For n ≥ 3 and
α < 2, let
fn,α(r) = − 1
(n− α)(2− α) [r
2−α − 1]− 1
(n− α)(n− 2)[r
2−n − 1], r ≥ 1.
Clearly,
fn,α(1) = f
′
n,α(1) = 0, 0 ≤ −fn,α(r) ≤ C(n, α)r2−α, r ≥ 1. (51)
Thinking of fn,α(r) as a radially symmetric function in R
n, and let ∆ denote the
Laplacian in Rn, we have
∆fn,α(r) = f
′′
n,α(r) +
n− 1
r
f ′n,α(r) = −r−α, r ≥ 1, (52)
| d
i
dri
fn,α(r)| ≤ C(n, α)|∆fn,α(r)|r2−i, r ≥ 1, i = 0, 1, 2. (53)
Since ∫
θ∈Sn−1
R˜(l)(θ) = 0,
we can write
R˜(l)(θ) =
l∑
j=1
Ij∑
i=1
aljiY
(i)
j (θ), (54)
where Y
(i)
j (θ) are spherical harmonics of degree j satisfying, for some µj ≥ n− 1,
−∆Sn−1Y (i)j (θ) = µjY (i)j (θ). (55)
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Consider, for 1
2
< λ < 2,


∆hl,j,λ(r) + (Vλ(r)− µjr2 )hl,j,λ(r) = −Hl,λ(r), λ < r < M
2
n−2
k ,
hl,j,λ(r) ≥ 0, λ < r < M
2
n−2
k ,
hl,j,λ(λ) = 0, hl,j,λ(M
2
n−2
k ) = 0,
(56)
where
Vλ(r) :=

 n(n− 2)
U(r)
n+2
n−2−Uλ(r)
n+2
n−2
U(r)−Uλ(r) , λ 6= 1,
n(n + 2)U(r)
4
n−2 , λ = 1.
By Proposition 6.1 in Appendix A, there exists some small ǫ4 = ǫ4(n) ∈ (0, 12) such
that for λ ∈ [1− ǫ4, 1 + ǫ4], equation (56) has a unique classical solution satisfying
2∑
i=0
| d
i
dri
hl,j,λ(r)|rn−l−4+i ≤ C, λ < r < M
2
n−2
k , (57)
where C > 0 depends only on n and l. From now on we only consider λ in this range.
Let, with our notation r = |y| and y = rθ,
h˜
(i)
l,j,λ(y) := M
− 4+2l
n−2
k hl,j,λ(r)a
l
jiY
(i)
j (θ), λ ≤ r ≤ 4δ1M
2
n−2
k .
Then, by (56), we have, for y ∈ Σλ,
(∆ + Vλ)

 3∑
l=2
l∑
j=1
Ij∑
i=1
h˜
(i)
l,j,λ(y)

 = − 3∑
l=2
M
− 4+2l
n−2
k Hl,λ(r)R˜
(l)(θ). (58)
Now we construct the auxiliary functions which will be used in the proof of Propo-
sition 2.2. Let, for y ∈ Σλ,
h˜1,λ(y) =
3∑
l=2
l∑
j=1
Ij∑
i=1
h˜
(i)
l,j,λ(y), (59)
h˜3,λ(y) = QM
− 4+γ
n−2
k fn,2−ǫˆ(
r
λ
), (60)
h˜4,λ(y) = QM
− 12
n−2
k fn,min{n−6,2−ǫˆ}(
r
λ
), (61)
and
hλ(y) = h˜1,λ(y) + h˜3,λ(y) + h˜4,λ(y), (62)
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where ǫˆ = ǫ¯/9 and Q > C0, independent of k, is some large constant to be fixed later.
Since M
− 2
n−2
k |y| = O(1) for y ∈ Σλ, we have, by (57),
|h˜1,λ(y)| ≤ C
3∑
l=2
M
− 4+2l
n−2
k |hl,j,λ(y)| ≤ CM
− 8
n−2
k |y|6−n, y ∈ Σλ. (63)
Similarly,
|∇h˜1,λ(y)| ≤ CM−
8
n−2
k |y|5−n, |∇2h˜1,λ(y)| ≤ CM
− 8
n−2
k |y|4−n, y ∈ Σλ. (64)
By (51) , we have, for some C > 0 independent of k and Q,
|h˜3,λ(y)| ≤ CQM−
4+γ
n−2
k r
ǫˆ, y ∈ Σλ, (65)
|h˜4,λ(y)| ≤ CQM−
12
n−2
k r
max{8−n,ǫˆ}, ∀ λ < |y| < 1
2
M
2
n−2
k . (66)
We also know from (52) and (53) that, for all y ∈ Σλ,
∆h˜3,λ(y) = −Qλ−ǫˆM−
4+γ
n−2
k · rǫˆ−2, (67)
∆h˜4,λ(y) = −Qλmin{n−8,ǫˆ}M−
12
n−2
k r
−min{n−6,2−ǫˆ}, (68)
|∇ih˜m,λ(y)| ≤ C|y|2−i|∆h˜m,λ(y)|, i = 0, 1, 2, m = 3, 4. (69)
Lemma 2.1 For n ≥ 3, we assume that (45) holds for some constants 0 ≤ γ < 2(n−2)
and C ≥ 0. Let vk satisfy (29), and let {Rk} satisfy (47), (48) and (49). Then for
any ǫ > 0, there exists k0 > 1 (can depend on ǫ and Q), such that for all k ≥ k0,
min
|y|=r
vk(y) ≤ (1 + ǫ)U(r), ∀ 0 < r ≤ Rk. (70)
Proof of Lemma 2.1: We prove it by a contradiction argument. Suppose (70) is not
true, then there exists ǫ0 > 0, such that
min
|y|=rk
vk(y) > (1 + ǫ0)U(rk),
for a sequence of rk ∈ (0, Rk]. We have written U(r) for U(y), |y| = r.
By the convergence of vk to U , we know rk →∞. Thus
min
|y|=rk
vk(y) ≥ (1 + ǫ0/2)r2−nk . (71)
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Fixing a small ǫ′4 ∈ (0, ǫ4(n)), independent of k, such that
Uλ(y) ≤ (1 + ǫ0
8
)|y|2−n ∀ 0 < λ ≤ 1 + ǫ′4, |y| = rk.
It follows that
vλk (y) ≤ (1 +
ǫ0
4
)|y|2−n, ∀ 0 < λ ≤ 1 + ǫ′4, |y| = rk. (72)
We will derive a contradiction by applying the method of moving spheres to wλ+hλ
with 1− ǫ′4 ≤ λ ≤ 1 + ǫ′4.
Let
Σˆλ := {y ; | λ < |y| < rk}.
We know that hλ = 0 on ∂Bλ and, in view of (47), (48), (49), (66) and (63),
hλ(y) = ◦(1)|y|2−n, y ∈ Σˆλ, (73)
where ◦(1) denotes some quantity going to zero as k →∞, uniform in y.
Step 1. For λ0 = 1− ǫ′4,
wλ0(y) + hλ0(y) ≥ 0, ∀ y ∈ Σˆλ0 . (74)
Since λ0 < 1, there exist some small positive constant ǫ5 ≤ ǫ¯0/10 and some large
constant R1 > 10 such that
U(y)− Uλ0(y) ≥ ǫ5(|y| − λ0)|y|1−n, |y| > λ0, (75)
U(y) > (1− ǫ5
2
)|y|2−n, |y| = R1, (76)
Uλ0(y) < (1− 4ǫ5)|y|2−n, |y| ≥ R1. (77)
Since vk converges in C
1 to U in the region λ0 ≤ |y| ≤ R1, hλ0(y) = 0 for |y| = λ0,
and since |hλ0(y)|+ |∇hλ0(y)| = ◦(1) in the same region and uniform in y, we deduce
from (75), (76) and (77) that, for large k as always,
wλ0(y) + hλ0(y) > 0, λ0 < |y| ≤ R1, (78)
vk(y) > (1− ǫ5)|y|2−n, |y| = R1, (79)
vλ0k (y) ≤ (1− 3ǫ5)|y|2−n, |y| ≥ R1. (80)
Let G(0, x) be the Greens function of −Lg on B(0, 3δ1) as at the beginning of this
section. Using the maximum principle, we compare uk and (1−ǫ5)(n−2)σnM−1k G(0, x)
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as at the beginning of this section to obtain, by (79) and (31), for some δ2 > 0
independent of k,
vk(y) ≥ (1− 2ǫ5)|y|2−n, R1 ≤ |y| ≤ δ2M
2
n−2
k . (81)
Using (81), (80) and (73), we obtain
wλ0(y) + hλ0(y) > 0, R1 ≤ |y| ≤ rk.
Step 1 follows from this and (78).
For λ1 = 1 + ǫ
′
4, let
λ¯k = sup{λ0 ≤ λ ≤ λ1 | wµ + hµ ≥ 0 in Σˆµ for all λ0 ≤ µ ≤ λ}.
Step 2. λ¯k = λ1.
Let
Oˆλ := {y ∈ Σˆλ | vk(y) < 2vλk (y)}.
It follows from (73) that, for large k (the largeness of k may depend on Q),
wλ + hλ(y) = vk(y)− vλk (y) + hλ(y) ≥ vλk (y) + hλ(y) > 0 in Σˆλ \ Oˆλ, (82)
We also know from (71), (72) and (73) that
wλ¯k(y) + hλ¯k(y) > 0, |y| = rk. (83)
Recall that vk satisfies (29), and wλ := vk − vλk satisfies (33), with ξ given by (34)
and Eλ, defined by (35), satisfying (46). To complete the proof of Lemma 2.1 we need
the following
Lemma 2.2 For n ≥ 3, we assume that (45) holds for some constants 0 ≤ γ <
2(n − 2) and C ≥ 0. Let vk satisfy (29) and let {rk} = ◦(M
2
n−2
k ). Then we have, for
1− ǫ′4 ≤ λ ≤ 1 + ǫ′4, and for a large constant Q,
(∆gk − c¯+ n(n+ 2)ξ
4
n−2 )hλ + Eλ ≤ 0 in Oˆλ. (84)
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By (51) and (37),
h˜m,λ ≤ 0, ∆gk h˜m,λ ≡ ∆h˜m,λ, m = 3, 4.
It follows, using (67), (68) and the smallness of |λ− 1| ≤ ǫ′4, that, for y ∈ Σλ,
(∆gk + n(n + 2)ξ
4
n−2 )h˜3,λ ≤ −Q
2
M
− 4+γ
n−2
k · rǫˆ−2, (85)
(∆gk + n(n+ 2)ξ
4
n−2 )h˜4,λ ≤ −Q
2
M
− 12
n−2
k r
−min{n−6,2−ǫˆ}. (86)
Using (28), (47) and (69), we have, for y ∈ Σˆλ,
|c¯h˜m,λ(y)| ≤ CM−
8
n−2
k |y|2 · |y|2|∆h˜m,λ(y)| = ◦(1)|∆h˜m,λ(y)|, m = 3, 4. (87)
Putting together the above four estimates, we have
4∑
m=3
(∆gk − c¯+ n(n+ 2)ξ
4
n−2 )h˜m,λ ≤ −Q
4
Dk,ǫˆ(r), y ∈ Σˆλ. (88)
where
Dk,ǫˆ(r) := M
− 4+γ
n−2
k · rǫˆ−2 +M
− 12
n−2
k r
−min{n−6,2−ǫˆ}.
The right hand side of (88) is of good sign and will be used to absorb other terms.
Using (28), (63) and (64), we have, for y ∈ Σˆλ,
|c¯||h˜1,λ(y)|+ |b¯i∂ih˜1,λ(y)|+ |d¯ij∂ij h˜1,λ(y)| ≤ CM−
12
n−2
k |y|6−n ≤ CDk,ǫˆ(r). (89)
We give an estimate of ξ, given by (34), in the following
Lemma 2.3 For n ≥ 3, we assume (45) for some 0 ≤ γ ≤ 2(n − 2). Let vk satisfy
(29). Then, there exists C, independent of k, such that
|n(n+ 2)ξ 4n−2 (y)− Vλ(|y|)| ≤ CM−
γ
n−2
k |y|n−6, λ ≤ |y| ≤ 2M
γ
(n−2)2
k , (90)
and
|n(n+ 2)ξ 4n−2 − Vλ| ≤ C|y|−4, y ∈ Oˆλ. (91)
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Proof of Lemma 2.3. By (45),
vk(y) = U(y) + a(y), v
λ
k (y) = U
λ(y) + b(y), λ ≤ |y| ≤ 2M
γ
(n−2)2
k ,
where a(y) and b(y) satisfy
|a(y)|+ |b(y)| ≤ CM−
γ
n−2
k , λ ≤ |y| ≤ 2M
γ
(n−2)2
k .
Then, with n∗ = n+2
n−2 and for λ ≤ |y| ≤ 2M
γ
(n−2)2
k ,
vn
∗
k − vλk (y)n∗
vk − vλk
=
(U + a)n
∗ − (Uλ + b)n∗
(U + a)− (Uλ + b)
=
∫ 1
0
d
dt
{(t(U + a) + (1− t)(Uλ + b))n∗}dt
(U + a)− (Uλ + b)
= n∗
∫ 1
0
(t(U + a) + (1− t)(Uλ + b)) 4n−2dt
= n∗
∫ 1
0
(tU + (1− t)Uλ) 4n−2dt+O(1)(|a(y)|+ |b(y)|)|y|n−6
=
1
n(n− 2)Vλ +O(M
− γ
n−2
k |y|n−6).
Estimate (90) is established. Estimate (91) is obvious.
✷
By (90) and (63), we have, for λ ≤ |y| ≤ 2M
γ
(n−2)2
k ,
|n(n+ 2)ξ 4n−2 − Vλ||h˜1,λ| ≤ CM−
8+γ
n−2
k ≤ CM
− 4+γ
n−2
k r
−2 = O(1)Dk,ǫˆ(r). (92)
By (91), (63) and the fact γ ≤ 2(n− 2), we have, for y ∈ Oˆλ and |y| ≥ 2M
γ
(n−2)2
k ,
|n(n+ 2)ξ 4n−2 − Vλ||h˜1,λ| ≤ CM−
8
n−2
k |y|2−n ≤ CM
− 4+γ
n−2
k |y|−2 = O(1)Dk,ǫˆ(r). (93)
By (59), (58), (92) and (93),
(∆ + n(n + 2)ξ
4
n−2 )h˜1,λ
≤ (∆ + Vλ)h˜1,λ + |n(n+ 2)ξ
4
n−2 − Vλ||h˜1,λ|
≤ −
3∑
l=2
M
− 4+2l
n−2
k Hl,λ(r)R˜
(l)(θ) +O(1)Dk,ǫˆ(r), in Oˆλ.
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Thus, in view of (89),
(∆gk − c¯+ n(n + 2)ξ
4
n−2 )h˜1,λ
≤ −
3∑
l=2
M
− 4+2l
n−2
k Hl,λ(r)R˜
(l)(θ) + CDk,ǫˆ(r), in Oˆλ. (94)
Then we fix a large constant Q, estimate (84) follows from (46), (94) and (88).
Lemma 2.2 is established.
✷
Now we establish Step 2: We know that wλ¯k + hλ¯k is non-negative in Σˆλ¯k , and, by
(84) , satisfies
(∆gk − c¯ + n(n+ 2)ξ
4
n−2 )(wλ¯k + hλ¯k) ≤ 0, in Oˆλ¯k . (95)
Since wλ¯k + hλ¯k satisfies (83) and (82) with λ = λ¯
k, we apply the strong maximum
principle and the Hopf lemma to obtain
wλ¯k + hλ¯k > 0 in Σˆλ¯k ,
and
∂
∂ν
(wλ¯k + hλ¯k) > 0 on ∂B(0, λ¯
k),
where ∂
∂ν
denotes the differentiation in the outer normal direction. In view of (83) and
the above two estimates above, we must have λ¯k = λ1. Step 2 is established.
By Step 2, wλ1 + hλ1 ≥ 0 in Σˆλ1 . Sending k to infinity, we obtain
Uλ1(y) ≤ U(y), ∀ |y| ≥ λ1. (96)
But the above is not satisfied by U , a fact easily checked using λ1 > 1. This leads to
contradiction. Lemma 2.1 is established.
✷
Lemma 2.4 Under the hypotheses of Lemma 2.1 , there exist δ ∈ (0, 1) and C > 0,
independent of k, such that for all large k,
vk(y) ≤ CU(y), |y| ≤ δRk.
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A consequence of Proposition 2.2 and Lemma 2.4 is
Corollary 2.3 For n ≥ 8 and for any ǫ > 0, there exists some constant C > 1,
independent of k, such that
vk(y) ≤ CU(y), ∀ |y| ≤ M
12−ǫ
(n−2)2
k .
Proof of Corollary 2.3. By Corollary 2.2, (45) is satisfied with γ = 8. For any ǫ > 0,
let Rk = M
12−ǫ
(n−2)2
k , and let ǫ¯ > 0 be sufficiently small (depending on ǫ). Using n ≥ 8,
we easily check that hypotheses of Lemma 2.4 are satisfied, and Corollary 2.3 follows
from the lemma.
✷
Proof of Lemma 2.4: The proof is very similar to the proof of lemma 3.2 in [35].
Let Gk (will be denoted as G) be the Green’s function of −Lgk on B(0, δ1M
2
n−2
k ) with
respect to zero Dirichlet boundary data, where δ1 is the constant above (31), and let
y1 be a minimum point of vk on |y| = Rk. For ǫ > 0, there exists some constant
δ ∈ (0, 1), independent of k, such that, for large k, the following estimates go through:
vk(y1) ≥
∫
B(0,δ1M
2
n−2
k
)
G(y1, η)n(n− 2)vk(η)
n+2
n−2dVgk
≥
∫
B(0,δRk)
G(y1, η)n(n− 2)vk(η)
n+2
n−2dVgk ,
and, using (47),
G(y1, η) ≥ (1− ǫ/2)
(n− 2)ωn |y1 − η|
2−n ≥ (1− 3ǫ/4)
(n− 2)ωn |y1|
2−n, |η| = δRk,
where ωn denotes the volume of the standard (n−1)−sphere. Since dVgk = (1+◦(1))dη,
we have
vk(y1) ≥ (1− ǫ)n
ωn
|y1|2−n
∫
B(0,δRk)
v
n+2
n−2
k (η)dη
On the other hand, by Lemma 2.1,
vk(y1) ≤ (1 + ǫ)U(y1) ≤ (1 + 2ǫ)|y1|2−n.
So ∫
B(0,δRk)
v
n+2
n−2
k (η)dη ≤ (1 + 4ǫ)ωn/n.
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A direct computation gives, ∫
Rn
U
n+2
n−2 =
ωn
n
.
By the convergence of vk to U , there exists some R1, depending only on n and ǫ, such
that, for large k, ∫
R1≤|η|≤δRk
v
n+2
n−2
k dη ≤ 5ǫ.
Using the second line of (29),
∫
R1≤|η|≤δRk
v
2n
n−2
k dη ≤ (b¯+ 1)
∫
R1≤|η|≤δRk
v
n+2
n−2
k dη ≤ 5(b¯+ 1)ǫ.
For each 2R1 < r < δRk/2, we consider v˜k(z) = r
n−2
2 vk(rz) for 1/2 < |z| < 2.
Then v˜k satisfies
1√
g(rz)
∂zi(
√
g(rz)gij(rz)∂zj v˜k(z))− c¯r2v˜k(z) + n(n− 2)v˜k(z)
n+2
n−2 = 0, 1/2 < |z| < 2.
We know that
∫
1
2
≤|z|≤2 v˜k(z)
2n
n−2 ≤ 5(b¯ + 1)ǫ. Fix some universally small ǫ > 0,
we apply the Moser iteration technique to obtain v˜k(z) ≤ C for 34 ≤ |z| ≤ 43 ,
where C is independent of k. With this, we apply the Harnack inequality to obtain
max|z|=1 v˜k(z) ≤ Cmin|z|=1 v˜k(z), i.e., max|y|=r vk(y) ≤ Cmin|y|=r vk(y). By Lemma
2.1,
min
|y|=r
vk(y) ≤ (1 + ǫ)U(r).
Lemma 2.4 follows from these together with the convergence of vk to U .
✷
Proof of Proposition 2.2: The argument below is very similar to the proof of lemma
3.3 in [35]. Let Λk = max|y|≤δRk
|(vk − U)(y)| and let wk = Λ−1k (vk−U). We will show that
Λk ≤ C2R2−nk (97)
for some C2 > 0, independent of k. Suppose this is not true, then, along a subsequence,
ΛkR
n−2
k →∞. (98)
By Lemma 2.4,
wk(y) ≤ CΛ−1k U(y), |y| ≤ δRk. (99)
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By (98) and (99),
max
∂B(0,δRk)
|wk| → 0. (100)
Since
∆gkvk − c¯vk + n(n− 2)v
n+2
n−2
k = 0, |y| ≤ δ1M
2
n−2
k ,
∆gkU − c¯U + n(n− 2)U
n+2
n−2 = −c¯U, |y| ≤ δ1M
2
n−2
k ,
wk satisfies
∆gkwk − c¯wk = −n(n + 2)ξˆ
4
n−2wk + Λ
−1
k c¯U, in |y| ≤ δRk
where ξˆ is between vk and U . By Lemma 2.4, there is C > 0 such that
|ξˆ(y)| ≤ C(1 + |y|)2−n, |y| ≤ δRk.
By (98), Λ−1k = ◦(1)Rn−2k .
Fixing ǫ > 0 sufficiently small, we know from (28) and (50) that, for |y| ≤ δRk,
|c¯(y)|R2+ǫk + |b¯i(y)|R1+ǫk + |d¯ij(y)|Rǫk ≤ CM
− 4
n−2
k R
2+ǫ
k = ◦(1).
By (98), Λ−1k = ◦(1)Rn−2k . So we have, using (28) and (50),
Λ−1k |c¯U | ≤ ◦(1)M
− 8
n−2
k R
max{4+ǫ,n−2}
k (1 + |y|)−2−ǫ = ◦(1)(1 + |y|)−2−ǫ. (101)
It follows that wk satisfies, for |y| ≤ δRk, that(
∆+
◦(1)∂ij
(1 + |y|)ǫ +
◦(1)∂i
(1 + |y|)1+ǫ +
◦(1)
(1 + |y|)2+ǫ
)
wk(y) = O(1)(1 + |y|)−2−ǫ.
Let η(r) = (1 + r2)−
ǫ
2 , we have, for some C > 0 depending only on ǫ and n,
(
∆+
◦(1)∂ij
(1 + |y|)ǫ +
◦(1)∂i
(1 + |y|)1+ǫ +
◦(1)
(1 + |y|)2+ǫ
)
η ≤ −C−1(1 + r)−ǫ−2.
Taking a large constant positive Q, independent of k, we have, for |y| ≤ δRk,(
∆+
◦(1)∂ij
(1 + |y|)ǫ +
◦(1)∂i
(1 + |y|)1+ǫ +
◦(1)
(1 + |y|)2+ǫ
)
(±wk − max|z|=δRk |wk(z)| −Qη) ≥ 0.
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By the maximum principle,
|wk(y)| ≤ η(|y|) + max|z|=δRk |wk(z)|, |y| ≤ δRk.
Next, we deduce, using standard elliptic estimates, from (101) and the equation of
wk that wk converges in C
2
loc(R
n) to some w0 satisfying
{
∆w0 + n(n+ 2)U
4
n−2w0 = 0, in R
n,
w0(0) = 0, ∇w0(0) = 0, lim|y|→∞w0(y) = 0.
By lemma 2.4 in [35], w0 ≡ 0.
Let yk be a maximum point of wk(y) in |y| ≤ δRk, i.e., wk(yk) = 1, |yk| ≤ δRk. By
the above estimates,
1 = wk(yk) ≤ C(1 + |yk|)−1 + ◦(1),
so, {yk}must be bounded, and therefore, by the convergence of wk to w0 ≡ 0, wk(yk)→
0. This contradicts to wk(yk) = 1. Thus we have established (97). Using the equation
satisfied by wk, we have, by standard elliptic theories,
‖wk‖C2(B(0,δRk−1)) ≤ C‖wk‖L∞(B(0,δRk)) ≤ C.
Proposition 2.2 follows from this in view of (97).
✷
Now we give the
Proof of (18) for 3 ≤ n ≤ 7. For this, we only need to reach a contradiction to
(22) in dimension 3 ≤ n ≤ 7. As pointed before, (22) is equivalent to (30). It is easy
to see from (30) that 1
k
M
2
n−2
k → ∞. We know from Corollary 2.3 that (45) holds in
dimensions 3 ≤ n ≤ 6 for any 0 < γ < 2(n− 2) while in dimension n = 7 it holds for
γ = 8. Let, in dimensions 3 ≤ n ≤ 7, Rk = k− 14M
2
n−2
k . Then {Rk} satisfy (47), (48)
and (49) with the above γ and sufficiently small ǫ¯. Thus, by Lemma 2.4,
vk(y) ≤ CU(y), ∀ |y| ≤ k− 12M
2
n−2
k ,
where C > 0 is independent of k. This violates (30). Thus estimate (18) in dimension
3 ≤ n ≤ 7 is established.
✷
The following is a Pohozaev type identity.
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Lemma 2.5 For n ≥ 3, let u be a solution of the Yamabe equation, then in a neigh-
borhood of any point P ∈ M , the following identity holds in a normal coordinate of
P . ∫
|x|≤σ
{(−bi∂iu− dij∂iju)(∇u · x+ n− 2
2
u)− c(n)
2
u2(x · ∇R(x))− c(n)R(x)u2}
+
σ
2
c(n)
∫
|x|=σ
R(x)u2 − (n− 2)
2
2
σ
∫
|x|=σ
u
2n
n−2 = B(σ, u,∇u)
where
B(σ, u,∇u) =
∫
|x|=σ
(|∂u
∂ν
|2σ − 1
2
|∇u|2σ + n− 2
2
u
∂u
∂ν
)
Proof. This identity is established for n = 3 in [73]. A modification of the proof there
yields the above lemma.
✷
Applying Lemma 2.5 to u = uk (see (27)) with σ = M
− 2
n−2
k R
′
k, we have, after a
change of variables,
I1[vk] + I2[vk] + I3[vk] + I4[vk] = I5[vk], (102)
I1[vk] =
∫
|y|≤R′
k
(−b¯i∂ivk − d¯ij∂ijvk)(∇vk · y + n− 2
2
vk),
I2[vk] = −c(n)
2
M
− 4
n−2
k
∫
|y|≤R′
k
{
(M
− 2
n−2
k y) · ∇R(M
− 2
n−2
k y) + 2R(M
− 2
n−2
k y)
}
v2k(y),
I3[vk] =
c(n)
2
M
− 4
n−2
k R
′
k
∫
|y|=R′
k
R(M
− 2
n−2
k y)v
2
k(y),
I4[vk] = −(n− 2)
2
2
R′k
∫
|y|=R′
k
vk(y)
2n
n−2 ,
I5[vk] =
∫
|y|=R′
k
{
(|∂vk
∂ν
|2 − 1
2
|∇vk|2)R′k +
n− 2
2
vk
∂vk
∂ν
}
= O(1)(R′k)
2−n.
Let β2, β4, β
′′
2 , β
′′′
2 , β
′′′
3 ≥ 0 satisfy, for some constant C ≥ 0,
R¯(2) ≤ CM−
β2
n−2
k , R¯
(4) ≤ CM−
β4
n−2
k , (103)
|bi(x)| ≤ CM−
β′′2
n−2
k |x|2 + C|x|3, |dij(x)| ≤ C
3∑
l=2
M
− β
′′′
l
n−2
k |x|l + C|x|4, (104)
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or, equivalently,
|b¯i(y)| ≤ CM−
6+β′′
2
n−2
k |y|2 + CM
− 8
n−2
k |y|3, |d¯ij(y)| ≤ C
3∑
l=2
M
− 2l+β
′′′
l
n−2
k |y|l + CM
− 8
n−2
k |y|4.
(105)
We will always take β ′′′3 = β
′′
2 .
Lemma 2.6 For n ≥ 7, l¯ ≥ 2, let vk satisfy the first line of (29), and we assume
(104) holds for some constants β ′′2 , β
′′′
2 , β
′′′
3 ≥ 0. For 2 ≤ R′k ≤ 14M
2
n−2
k , we assume, for
some constants γ1, γ2, C ≥ 0,
vk(y) ≤ CU(y), |y| ≤ 2R′k, (106)
and
|∇j(vk − U)| ≤ CM−γ1k (1 + |y|)−γ2−j, |y| ≤ R′k, j = 0, 1, 2. (107)
Then
−c(n)
2
|Sn−1|
l¯∑
l=2
(l + 2)M
− 4+2l
n−2
k R¯
(l)
∫ R′
k
0
rl+n−1U(r)2dr
= I5[vk] +O(1)
l¯∑
l=2
M
−γ1− 4+2ln−2
k
∫
|y|≤R′
k
(1 + |y|)2−n−γ2+l
+O(1)M
− 6+2l¯
n−2
k
∫
|y|≤R′
k
(1 + |y|)5−2n+l¯
+O(1)M
−γ1− 6+β
′′
2
n−2
k
∫
|y|≤R′
k
(1 + |y|)3−n−γ2
+O(1)M
−γ1− 8n−2
k
∫
|y|≤R′
k
(1 + |y|)4−n−γ2
+O(1)
3∑
l=2
M
−γ1−
2l+β′′′
l
n−2
k
∫
|y|≤R′
k
(1 + |y|)−n+l−γ2
+I3[vk] +O(1)(R
′
k)
−n, (108)
and
I5[vk] = O(1)(R
′
k)
2−n, I3[vk] = O(1)M
− 8
n−2
k (R
′
k)
6−n. (109)
29
Proof. Applying standard elliptic estimates to the equation of vk and using (106), we
obtain
|∇vk(y)| ≤ C(1 + |y|)1−n, |∇2vk(y)| ≤ C(1 + |y|)−n, |y| ≤ R′k, (110)
where, and throughout the proof, C denotes various positive constants independent of
k.
The desired estimates are deduced from (102). The main term there is
I2[vk] = −c(n)
2
l¯∑
l=2
∑
|α|=l
∫
|y|≤R′
k
{
(
(l + 2)
α!
)M
− 4+2l
n−2
k (∂αR)y
α +O(1)M
− 6+2l¯
n−2
k |y|l¯+1
}
v2k
= −c(n)
2
l¯∑
l=2
∑
|α|=l
(
(l + 2)
α!
)M
− 4+2l
n−2
k
∫
|y|≤R′
k
(∂αR)y
αU(y)2
+O(1)
l¯∑
l=2
M
−γ1− 4+2ln−2
k
∫
|y|≤R′
k
(1 + |y|)2−n−γ2+l
+O(1)M
− 6+2l¯
n−2
k
∫
|y|≤R′
k
(1 + |y|)5−2n+l¯
= −c(n)
2
l¯∑
l=2
(l + 2)M
− 4+2l
n−2
k |Sn−1|R¯(l)
∫ R′
k
0
rl+n−1U(r)2dr
+O(1)
l¯∑
l=2
M
−γ1− 4+2ln−2
k
∫
|y|≤R′
k
(1 + |y|)2−n−γ2+l
+O(1)M
− 6+2l¯
n−2
k
∫
|y|≤R′
k
(1 + |y|)5−2n+l¯. (111)
Using (110) and (107), we have
|I1[vk]| = |
∫
|y|≤R′
k
[(∆−∆gk)(vk − U)](∇vk · y +
n− 2
2
vk)
≤ C
∫
|y|≤R′
k
(|b¯i||∂i(vk − U)|+ |d¯ij||∂ij(vk − U)|)U(y)
≤ CM−γ1−
6+β′′
2
n−2
k
∫
|y|≤R′
k
(1 + |y|)3−n−γ2
+CM
−γ1− 8n−2
k
∫
|y|≤R′
k
(1 + |y|)4−n−γ2
+C
3∑
l=2
M
−γ1−
2l+β′′′
l
n−2
k
∫
|y|≤R′
k
(1 + |y|)−n+l−γ2.
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The following estimates are straight forward:
|I3[vk]| = O(1)M−
8
n−2
k (R
′
k)
6−n, |I4[vk]| = O(1)(R′k)−n,
|I5[vk]| = O(1)
∫
|y|=R′
k
(|∇U(y)|2R′k + U |∇U(y)|) = O(1)(R′k)2−n.
✷
To prove Theorem 2.1 for n ≥ 6 we need to establish appropriate decay rates of the
Riemannian curvature tensor at the center of the conformal normal coordinate system
we use.
Lemma 2.7 For 3 ≤ n ≤ 6, let {vk} satisfy (29), assume that for some δ > 0,
vk(y) ≤ C1U(y) for |y| ≤ δM
2
n−2
k . (112)
Then for any ǫ > 0 there exists some constant C independent of k such that for all
|y| ≤ δ
2
,
|∇j(vk − U)(y)| ≤ CM−2+
2ǫ
n−2
k (1 + |y|)−ǫ−j, j = 0, 1, 2. (113)
Lemma 2.8 For n ≥ 7, 0 ≤ a¯ < n − 6, let vk satisfy (29). There exists some small
δ′ > 0, depending only on n, such that if {R′k} and {vk} satisfy
2 ≤ R′k ≤ 2δ′M
2
n−2
k , (114)
M
8
n−2
k = O(1)(R
′
k)
4+a¯, (115)
and
vk(y) ≤ CU(y), |y| ≤ R′k, (116)
then, for j = 0, 1, 2, and for some C ′ > 0 independent of k,
|∇j(vk − U)(y)| ≤ C ′M−
8
n−2
k (1 + |y|)6−n+a¯−j, ∀ |y| ≤
1
4
R′k. (117)
Remark 2.2 Since we have established (18) for n ≤ 7, we already know that the
hypothesis in Lemma 2.8 is satisfied for n = 7 with R′k = δM
2
n−2
k , a¯ = 0, where δ > 0
is some number independent of k.
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We prove Lemma 2.8 first and Lemma 2.7 next.
Proof of Lemma 2.8. Let wk = vk − U , consider the equation for wk:
∆gkwk(y)− c¯wk(y) + n(n + 2)ξ¯
4
n−2wk(y) = c¯U(y), (118)
where
n(n + 2)ξ¯
4
n−2 (y) =


n(n− 2)v
n+2
n−2
k (y)− U
n+2
n−2 (y)
vk(y)− U(y) if vk(y) 6= U(y),
n(n + 2)U(y)
4
n−2 if vk(y) = U(y).
By (28),
|c¯U(y)| ≤ CM−
8
n−2
k (1 + |y|)4−n. (119)
For R1 sufficiently large, we claim that the operator ∆gk − c¯ + n(n + 2)ξ¯
4
n−2 satisfies
maximum principle over R1 < |y| < R′k. To see this, we estimate the L
n
2 norm of the
coefficients of wk:∫
R1≤|y|≤R′k
|n(n+ 2)ξ¯ 4n−2 − c¯|n2
≤ C
∫
R1≤|y|≤δ′M
− 2
n−2
k
|M−
8
n−2
k |y|2 + |y|−4|
n
2 ≤ C[(δ′)2n + (R1)−n].
So for R1 sufficiently large and δ
′ sufficiently small, the maximum principle holds for
∆gk − c¯+ n(n + 2)ξ¯
4
n−2 over R1 ≤ |y| ≤ R′k.
We compare wk with
f(r) := C10M
− 8
n−2
k |y|6−n+a¯
over R1 ≤ |y| ≤ R′k where C10 will be chosen momentarily.
Since ∆(r6−n+a¯) = −(n−6− a¯)(a¯+4)r4−n+a¯, we have, using (28), (114) and (116),
and taking R1 larger and δ
′ smaller if necessary,
(∆ + b¯i∂i + d¯ij∂ij − c¯+ n(n + 2)ξ¯
4
n−2 )f(|y|)
≤ −1
2
(n− 6− a¯)(a¯+ 4)r−2f(r), R1 ≤ |y| ≤ R′k. (120)
Making C10 larger if necessary, we have, using (115) and Corollary 2.2,
|wk(y)| ≤ f(y), |y| = R1 or |y| = R′k.
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By the maximum principle, applied to the difference of (118) and (120), and using
(119) and a¯ ≥ 0, we have
|wk(y)| ≤ f(y), R1 < |y| ≤ R′k.
Estimate (117) for j = 0 follows from this.
Applying standard elliptic estimates to the equation of vk and using (116), we
obtain
|∇vk(y)| ≤ (1 + |y|)1−n, |y| ≤ 1
2
R′k.
With this and (32), we obtain
|∇ξ¯ 4n−2 (y)| ≤ C(1 + |y|)−5, |y| ≤ 1
2
R′k. (121)
Let wˆk(z) = wk(y+
|y|
10
z), |z| ≤ 1. Applying standard elliptic estimates to the equation
satisfied by wˆk, derived from (118), and using (121), we obtain
|∇wˆk(0)|+ |∇2wˆk(0)| ≤ C
(
‖wˆk‖L∞(B1) + ‖|y|2(c¯U)(y +
|y|
10
·)‖C1(B1)
)
.
Estimate (117) for j = 1, 2 follows from the above by using (117) for j = 0. Lemma
2.8 is proved.
✷
Proof of Lemma 2.7: This proof is essentially the same as that of Lemma 2.8. We
only need to change the comparison function to
f(r) := C10M
−2+ 2ǫ
n−2
k r
−2−ǫ
and to observe that
|c¯U(y)| ≤ CM−
8
n−2
k (1 + |y|)4−n ≤ CM
−2+ 2ǫ
n−2
k (1 + |y|)−2−ǫ.✷
Proof of (19) for n = 6. By (102) with R′k =
δ
2
M
2
n−2
k ,
I2[vk] = O(1) (|I1[vk]|+ |I3[vk]|+ |I4[vk]|+ |I5[vk]|) .
Using (28), (110), (112) and (113), we obtain
|I1[vk]|+ |I3[vk]|+ |I4[vk]|+ |I5[vk]| ≤ CM−2k .
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In view of the first line in (111), we have, for some c6(n) > 0,
I2[vk] = −12nc6(n)R¯(2)M−2k logMk +O(M−2k ) = −c6(n)|W |2M−2k logMk +O(M−2k ).
Estimate (19) for n = 6 follows from the above.
Proof of (19) for n = 7. By Lemma 2.8 and Remark 2.2, (117) holds for n = 7,
R′k = δM
2
n−2
k and a¯ = 0. Thus, by Lemma 2.6, (108) holds with β
′′
2 = β
′′′
2 = β
′′′
3 = 0,
R′k = δM
2
n−2
k , γ1 =
8
n−2 , γ2 = n− 6 and l¯ = 3. It follows that
M
− 8
n−2
k R¯
(2)
∫ R′
k
0
r1+nU(r)2dr = O(M−2k )
which implies (19) for n = 7.
Lemma 2.9 For n ≥ 8, let vk satisfy (29). Then, for any ǫ > 0,
|W | ≤M−
2−ǫ
n−2
k .
Proof of Lemma 2.9. By Corollary 2.3, (116) is satisfied with R′k = M
12−ǫ
(n−2)2
k for
any small ǫ > 0. With this R′k, (114) is satisfied and (115) is satisfied with a¯ =
2(n−8)
3
+O(1)ǫ. Thus by Lemma 2.8, (107) is satisfied with γ1 =
8
n−2 and γ2 = n−6− a¯.
Applying Lemma 2.6 with the above data and l¯ = 3, we derive from (108) and (109)
that
|W |2 = −12nR¯(2) = O(1)M−
4−ǫ
n−2
k .
Lemma 2.9 is established.
✷
The following properties of conformal normal coordinates are established in [60]:
If W = 0, then Rabcd = 0 and, for some constant c1(n) > 0, R¯
(4) = −c1(n)|Rabcd,e|2; if
W = 0 and ∇W = 0, then Rabcd,e = 0. Examining the proofs there, we arrive at
|Rabcd| = O(1)|W |, |Rabcd,e| = O(|W |) +O(|∇gW |), (122)
and
R¯(4) = −c1(n)|Rabcd,e|2 +O(|W |). (123)
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It follows from Lemma 2.9, (122) and (123) that, for any ǫ > 0,
|Rabcd| = O(1)M−
2−ǫ
n−2
k , (124)
and
R¯(4) ≤ CM−
2−ǫ
n−2
k . (125)
We know from Corollary 2.2 that
σk ≤ CM−
8
n−2
k . (126)
By (124),
|d¯ij(y)| ≤

 CM
− 6−ǫ
n−2
k |y|3−
ǫ
2 , |y| ≥ 1,
CM
− 6−ǫ
n−2
k |y|2, |y| ≤ 1.
(127)
Following the proof of Proposition 2.1 while using also (126) and (127), we have,
instead of (36),
Eλ(y) ≤ c¯(y)Uλ(y)− ( λ|y|)
n+2c¯(yλ)U(yλ) +O(1)M
− 14−ǫ
n−2
k |y|1−n.
Instead of Corollary 2.1, we now have
Eλ(y) ≤
4∑
l=2
M
− 4+2l
n−2
k Hl,λ(r)R˜
(l)(θ) + C0M
− 14−ǫ
n−2
k r
7−n− ǫ
2 .
Take
h˜1,λ(y) =
4∑
l=2
l∑
j=1
Ij∑
i=1
h˜
(i)
l,j,λ(y),
h˜2,λ(y) = QM
− 14−ǫ
n−2
k fn,min{n−7+ ǫ2 ,2−ǫ}(
r
λ
),
and
hλ(y) = h˜1,λ(y) + h˜2,λ(y).
Let
Rk =


k−
1
4M
2
n−2
k , n = 8,
M
14−√ǫ
(n−2)2
k , n ≥ 9.
(128)
Then we can follow the proof of Lemma 2.1 to show that
min
|y|=r
vk(y) ≤ (1 + ǫ)U(r), ∀ 0 < r ≤ Rk. (129)
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Indeed we only need to verify a few things. First we still have (73). As before, we can
show that
(∆gk − c¯+ n(n + 2)ξ
4
n−2 )h˜2,λ(y) ≤ −Q
4
D¯k,ǫ(r),
where
D¯k,ǫ(r) :=M
− 14−ǫ
n−2
k r
−min{n−7+ ǫ
2
,2−ǫ}.
We can verify, using the strengthened estimate (127), that
|c¯||h˜1,λ(y)|+ |b¯i∂ih˜1,λ(y)|+ |d¯ij∂ij h˜1,λ(y)| ≤ CD¯k,ǫ(r). (130)
Recall that
|∇j(vk − U)(y)| ≤ C ′M−
8
n−2
k |y|6−n+a¯−j, ∀ |y| ≤
1
4
M
12−ǫ
(n−2)2
k , (131)
where a¯ = 2(n−8)
3
+
√
ǫ. With (131) we have, instead of (90),
|n(n+ 2)ξ 4n−2 (y)− Vλ(|y|)||h˜1,λ(y)| ≤ CM−
8
n−2
k |y|a¯, λ ≤ |y| ≤
1
4
M
12−ǫ
(n−2)2
k , (132)
which can be shown by following the arguments in the proof of Lemma 2.3 together
with the improved bounds
|a(y)|+ |b(y)| ≤M−
8
n−2
k |y|6−n+a¯
given by (131).
With (91) and the improved estimate (132), we can show that
(∆ + n(n + 2)ξ
4
n−2 )h˜1,λ
≤ (∆ + Vλ)h˜1,λ + |n(n+ 2)ξ 4n−2 − Vλ||h˜1,λ|
≤ −
4∑
l=2
M
− 4+2l
n−2
k Hl,λ(r)R˜
(l)(θ) +O(1)D¯k,ǫ(r), in Oˆλ.
Thus, in view of (130),
(∆gk − c¯+ n(n + 2)ξ
4
n−2 )h˜1,λ
≤ −
4∑
l=2
M
− 4+2l
n−2
k Hl,λ(r)R˜
(l)(θ) + CD¯k,ǫ(r), in Oˆλ.
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Fixing a large Q, we obtain
(∆gk − c¯ + n(n+ 2)ξ
4
n−2 )hλ + Eλ ≤ 0 in Oˆλ. (133)
With (133), estimate (129) with Rk given by (128) is established, as in the proof of
Lemma 2.1.
Once (129) is established, the proof of Lemma 2.4 yields
vk(y) ≤ CU(y), |y| ≤ Rk (134)
for the Rk given by (128).
Proof of (18) for n = 8. Since estimate (134) holds for Rk = k
− 1
2M
2
n−2
k , which
violates (30), estimate (18) in dimension n = 8 is established.
Now we turn to n ≥ 9. Since (134) holds with Rk = M
14−ǫ
(n−2)2
k for any ǫ > 0,
hypotheses (114), (115) and (116) hold with R′k =M
14−ǫ
(n−2)2
k and a¯ =
4(n−9)
7
+
√
ǫ. Thus,
by Lemma 2.8,
|∇j(vk − U)(y)| ≤ C ′M−
8
n−2
k |y|6−n+a¯−j, ∀ |y| ≤M
14−ǫ
(n−2)2
k , j = 0, 1, 2. (135)
With this, we can apply Lemma 2.6 with l¯ = 5, β ′′2 = β
′′′
3 = 0, β
′′′
2 = 2−ǫ, R′k =M
14−ǫ
(n−2)2
k ,
γ1 =
8
n−2 and γ2 = n− 6− a¯ to deduce, in view of (123), from (108) and (109) that
M
− 8
n−2
k |W |2 +M
− 12
n−2
k [|Rabcd,e|2 +O(|W |)] = O(M
− 14−ǫ
n−2
k ).
Consequently, we have, using (122), that for any ǫ > 0,
|W | = O(1)M−
3−ǫ
n−2
k , |Rabcd,e| = O(1)M
− 1−ǫ
n−2
k . (136)
Now we consider n ≥ 9. By (136),
|bi(x)| ≤ CM−
β′′
2
n−2
k |x|2 + C|x|3, |dij(x)| ≤ C
3∑
l=2
M
− β
′′′
l
n−2
k |x|l + C|x|4,
or, equivalently, 

|b¯i(y)| ≤ CM−
6+β′′2
n−2
k |y|2 + CM
− 8
n−2
k |y|3,
|d¯ij(y)| ≤ C∑3l=2M−
2l+β′′′
l
n−2
k |y|l + CM
− 8
n−2
k |y|4,
(137)
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where
β ′′2 = β
′′′
3 = 1− ǫ, β ′′′2 = 3− ǫ, ǫ > 0.
With (137), we follow the proof of Proposition 2.1 to obtain, using also (126), that
Eλ(y) = c¯(y)U
λ(y)− ( λ|y|)
n+2c¯(yλ)U(yλ) +O(1)M
− 15−ǫ
n−2
k |y|2−n.
We also know that for n ≥ 9,
R¯(4) ≤ CM−
3−ǫ
n−2
k .
Thus we have, using also R¯(2) ≤ 0 and (40) with l¯ = 5,
Eλ(y) ≤
5∑
l=2
M
− 4+2l
n−2
k Hl,λ(r)R˜
(l)(θ) + CM
− 15−ǫ
n−2
k |y|−
3
2
− ǫ
2 . (138)
Now we take
h˜1,λ(y) =
5∑
l=2
l∑
j=1
Ij∑
i=1
h˜
(i)
l,j,λ(y),
h˜2,λ(y) = QM
− 15−ǫ
n−2
k fn, 3
2
+ǫ(
r
λ
),
and
hλ(y) = h˜1,λ(y) + h˜2,λ(y).
Let
Rk = k
− 1
4M
2
n−2
k . (139)
Then we can follow the proof of Lemma 2.1 to show, with the above {Rk}, that
min
|y|=r
vk(y) ≤ (1 + ǫ)U(r), ∀ 0 < r ≤ Rk. (140)
Indeed we only need to verify a few things. First we still have (73). As before, we can
show that
(∆gk − c¯+ n(n + 2)ξ
4
n−2 )h˜2,λ(y) ≤ −Q
4
D¯k,ǫ(r),
where
D¯k,ǫ(r) := M
− 15−ǫ
n−2
k r
− 3
2
− ǫ
2 .
We now have the strengthened estimates:
|b¯i(y)| ≤ CM−
7−ǫ
n−2
k |y|
5−ǫ
2 , |d¯ij(y)| ≤ CM−
7−ǫ
n−2
k |y|3.
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With this we can show that
|c¯||h˜1,λ(y)|+ |b¯i∂ih˜1,λ(y)|+ |d¯ij∂ij h˜1,λ(y)| ≤ CD¯k,ǫ(r). (141)
Because of (135), we have, instead of (90),
|n(n+ 2)ξ 4n−2 (y)− Vλ(|y|)| ≤ CM−
8
n−2
k |y|a¯, λ ≤ |y| ≤
1
4
M
14−ǫ
(n−2)2
k , (142)
which can be shown by following the arguments in the proof of Lemma 2.3 together
with the improved bounds
|a(y)|+ |b(y)| ≤M−
8
n−2
k |y|6−n+a¯
given by (135). Recall that a¯ = 4(n−9)+
√
ǫ
7
.
With (91) and the improved estimate (142), we can show that
(∆ + n(n + 2)ξ
4
n−2 )h˜1,λ
≤ (∆ + Vλ)h˜1,λ + |n(n+ 2)ξ 4n−2 − Vλ||h˜1,λ|
≤ −
5∑
l=2
M
− 4+2l
n−2
k Hl,λ(r)R˜
(l)(θ) +O(1)D¯k,ǫ(r), in Oˆλ.
Thus, in view of (141),
(∆gk − c¯+ n(n + 2)ξ
4
n−2 )h˜1,λ
≤ −
5∑
l=2
M
− 4+2l
n−2
k Hl,λ(r)R˜
(l)(θ) + CD¯k,ǫ(r), in Oˆλ.
Fixing a large Q, we obtain
(∆gk − c¯ + n(n+ 2)ξ
4
n−2 )hλ + Eλ ≤ 0 in Oˆλ. (143)
With (143), estimate (140) with Rk given by (139) is established, as in the proof of
Lemma 2.1.
Once (140) is established, the proof of Lemma 2.4 yields
vk(y) ≤ CU(y), |y| ≤ Rk (144)
for the Rk given by (139).
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Proof of (18) for n = 9. Since estimate (144) holds for Rk = k
− 1
2M
2
n−2
k , which
violates (30), estimate (18) in dimension n = 9 is established. ✷
Now we make use of the Pohozaev identity (102) (with appropriate R′k) to prove
(19), (20) and (21). Since we have established (18), the assumption in Lemma 2.7 is
satisfied for some δ > 0 and the assumption of Lemma 2.8 is satisfied for 7 ≤ n ≤ 9
for a¯ = 0 and for some δ′ > 0 Thus, for some δ > 0, we have , for some ǫ > 0, any
|y| ≤ δM
2
n−2
k ,
|∇j(vk − U)(y)| ≤ C(δ, ǫ)M−2+
2ǫ
n−2
k (1 + |y|)−ǫ−j, j = 0, 1, 2, 3 ≤ n ≤ 6, (145)
|∇j(vk − U)(y)| ≤ C(δ, ǫ)M−
8
n−2
k (1 + |y|)6−n−j, j = 0, 1, 2, 7 ≤ n ≤ 9. (146)
Taking R′k = σM
2
n−2
k in (102), 0 < σ < δ, using (145) and (28), we have, for some
C1(n) > 0,
|M2k I2[vk]− C1(n)|W |2M
2(n−6)
n−2
k
∫
|y|≤σM
2
n−2
k
|y|2U2(y)| ≤
{
Cσ2, n = 6,
Cσ, n = 7.
(147)
|M2kI1[vk]| ≤
{
Cσ2−ǫ, n = 6,
Cσ, n = 7.
(148)
|M2k I3[vk]| ≤ C, 6 ≤ n ≤ 9. (149)
lim sup
k→∞
M2k |I4[vk]| = 0, 6 ≤ n ≤ 9. (150)
lim sup
k→∞
M2k |I5[vk]| = 0, 6 ≤ n ≤ 9. (151)
Estimate (19) for n = 6, 7 follows from (102), (147), (148),(149),(150) and (151).
By Lemma 2.9, (122), (136), assumption (104) holds for
β ′′2 = β
′′′
3 =
{
0, n = 8,
1− ǫ, n = 9,
β ′′′2 =
{
2− ǫ, n = 8,
3− ǫ, n = 9,
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where ǫ > 0 is any number. Let R′k = σM
2
n−2
k , 0 < σ < δ, γ1 =
8
n−2 , γ2 = n− 6, l¯ = 5,
we deduce from (108), in view of (123), that
|W |2M
2(n−6)
n−2
k + |Rabcd,e|2M
2(n−8)
n−2
k
∫ σM 2n−2
k
0
r3+nU2(r)dr = O(1)
for n = 8, 9. Estimate (19) and (20) for n = 8, 9 follows from the above.
Proof of (21). For n ≥ 10, we claim that we have
vk(y) ≤ CU(y), |y| ≤ R′k = M
16−ǫ
(n−2)2
k . (152)
β ′′2 = β
′′′
3 = 2− ǫ, β ′′′2 = 4− ǫ. (153)
Given this and (117) with a¯ = n−10+
√
ǫ
2
, an application of Lemma 2.6 yields
c1(n)|W (xk)|2M
2(n−6)
n−2
k + c2(n)|∇W (xk)|2M
2(n−8)
n−2
k = O(M
2
k (R
′
k)
2−n).
Then estimate (21) follows from the above.
To show (152), we need to improve the decay rate of |W (xk)| and |∇W (xk)| by
iteration. Right now for the rate of β ′′2 , β
′′′
2 and β
′′′
3 we have (137), for Eλ we have (138).
By exactly the same way of constructing auxiliary functions we have, for n ≥ 10, that
vk(y) ≤ CU(y), |y| ≤ R′k :=M
15−5ǫ
(n−2)2
k . (154)
Since ǫ indicates an arbitrarily small positive number, we just replace 5ǫ by ǫ. Then
we apply Lemma 2.6 with this R′k to get
c1(n)|W |2M−
8
n−2
k + c2(n)|∇W |2M
− 12
n−2
k = O((R
′
k)
2−n) = O(1)M
− 15−ǫ
n−2
k .
So after this step we have
|W | = O(M−
3.5−ǫ
n−2
k ), |∇W | = O(M
− 1.5−ǫ
n−2
k ), for any ǫ > 0.
By this stronger decay rate we can show (154) for R′k = M
15.5−ǫ
(n−2)2
k . Then Pohozaev
identity gives |W | = O(M−
3.75−ǫ
n−2
k ) and |∇W | = O(M
− 1.75−ǫ
n−2
k ). The corresponding rates
for β ′′2 , β
′′′
2 , β
′′′
3 improve too. These new rates lead to (152) except that R
′
k = M
15.75−ǫ
(n−2)2
k .
Now we see that for any fixed ǫ′ > 0, after doing this iteration finite times we can
derive (152) for R′k =M
16−ǫ′
(n−2)2
k . (21) is established. So is Theorem 2.1. ✷
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3 Proof of Theorem 1.3 for p = n+2
n−2
In this section we prove Theorem 1.3 for p = n+2
n−2 by contradiction argument. By
Remark 1.3, we only need to consider 3 ≤ n ≤ 9. Suppose the contrary, for each
k = 1, 2, · · · , C = k does not work for some solution uk of (1) satisfying the hypotheses
of the theorem. Clearly uk(P¯ )→∞. A point Q in Ω is called a blow up point of {uk}
if {uk} is not locally bounded in some fixed neighborhood of Q. Let S∗ denote the set
of all blow up points of {uk} in Ω.
Lemma 3.1 There exists some positive constant δ′, depending only on (M, g), Ω,
distg(P¯ , ∂Ω), b¯ and ǫ such that
disth(Q,Q
′) ≥ δ′, ∀ Q,Q′ ∈ S∗ ∩ Ωǫ, Q 6= Q′.
Proof of Lemma 3.1. ∀ Q ∈ (S∗ ∩ Ωǫ) \ {P¯}, there exists a subsequence of {uk},
still denoted as {uk}, and a sequence of points P ′k → Q such that uk(P ′k) → ∞. Let
δk = uk(P
′
k)
− 1
n−2 , then δ
n−2
2
k uk(P
′
k)→∞.
Consider
u˜k(P ) = (δk − distg(P, P ′k))
n−2
2 uk(P ), P ∈ B(P ′k, δk),
and let P ′′k be a maximum point of u˜k in the closure of B(P
′
k, δk). Let rk =
1
2
(δk −
distg(P
′′
k , P
′
k)) ∈ (0, δk2 ). Then
γ
2
n−2
k := (rk)
n−2
2 uk(P
′′
k ) = 2
2−n
2 u˜k(P
′′
k ) ≥ 2
2−n
2 u˜k(P
′
k)
= 2
2−n
2 (δk)
n−2
2 uk(P
′
k)→∞, (155)
and
(2rk)
n−2
2 uk(P
′′
k ) = u˜k(P
′′
k ) ≥ u˜k(P ) ≥ (rk)
n−2
2 uk(P ), ∀ P ∈ B(P ′′k , rk),
i.e.
sup
B(P ′′
k
,rk)
uk ≤ 2n−22 uk(P ′′k ). (156)
Let {x1, · · · , xn} be some geodesic normal coordinates centered at P ′′k , so x = 0
corresponds to P ′′k . Consider
wk(y) =
1
uk(0)
uk

 y
uk(0)
2
n−2

 , |y| < Γk := 1
2
distg(Q, ∂Ω)uk(0)
2
n−2 .
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Then, with gk denoting the rescaled metric,
−Lgkwk = n(n− 2)w
n+2
n−2
k , |y| < Γk,
1 = wk(0) ≥ 2 2−n2 wk(y), |y| < γk,
Γk ≥ γk →∞.
As usual, wk → w in C2loc(Rn) with
w(y) =
(
λ¯
1 + λ¯2|y − y¯|2
)n−2
2
,
and 0 < ǫ¯ ≤ λ¯ ≤ 1/ǫ¯, |y¯| ≤ 1/ǫ¯ for some constant ǫ¯ depending only on n. It follows
that ∇wk(y) = 0 for some yk = y¯ + ◦(1). Let P ′′′k = uk(P ′′k )−
2
n−2 yk, then
uk(P
′′
k ) ≤ uk(P ′′′k ) ≤ (2
n−2
2 + ◦(1))uk(P ′′k ), ∇uk(P ′′′k ) = 0. (157)
By the convergence of wk to w, we have, for some ǫˆ > 0 depending only on n,
uk(P ) ≥ ǫˆuk(P ′′′k ), ∀ distg(P, P ′′′k ) = uk(P ′′′k )−
2
n−2 . (158)
Let G denote the Green′s function of −Lg on Ω with zero Dirichlet boundary condition.
Then G is positive in Ω and
lim
k→∞
max
distg(P ′′′k ,P )=uk(P
′′′
k
)
− 2
n−2
|G(P ′′′k , P )distg(P ′′′k , P )n−2 −
1
(n− 2)ωn | = 0, (159)
where ωn denotes the volume of the standard (n− 1)−sphere.
By (158) and (159),
uk(P ) ≥ [(n− 2)ωnǫˆ+ ◦(1)]uk(P ′′′k )−1G(P ′′′k , P ), ∀ distg(P ′′′k , P ) = uk(P ′′′k )−
2
n−2 .
Since Lguk ≤ 0, we have, using the maximum principle,
uk(P ) ≥ [(n− 2)ωnǫˆ+ ◦(1)]uk(P ′′′k )−1G(P ′′′k , P ) (160)
for all P ∈ Ω satisfying distg(P ′′′k , P ) ≥ uk(P ′′′k )−
2
n−2 . By Theorem 2.1, there exist
some universal constants C0, δ > 0, i.e., they depend only on (M, g), Ω, distg(P¯ , ∂Ω),
b¯ and ǫ, such that
uk(P¯ )uk(P )distg(P¯ , P )
n−2 ≤ C0, ∀ 0 < distg(P¯ , P ) ≤ δ. (161)
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Taking a P in B(P¯ , δ) \ B(P¯ , δ
2
) satisfying distg(P
′′′
k , P ) ≥ δ9 , we obtain, using (161)
and (160),
uk(P¯ ) ≤ b′uk(P ′′′k ),
where b′ ≥ 1 is some universal constant. Thus, by (4),
sup
Ω
uk ≤ b¯b′uk(P ′′′k ).
Now, applying again Theorem 2.1, we have, for some universal constants C ′0, δ
′ > 0,
uk(P
′′′
k )uk(P )distg(P
′′′
k , P )
n−2 ≤ C ′0, ∀ 0 < distg(P ′′k , P ) ≤ 2δ′.
It follows, using the fact P ′′′k → Q, that
S∗ ∩B(Q, δ′) = {Q}.
Lemma 3.1 is established.
✷
Let S∗∩Ωǫ = {P1, · · · , Pm}. Because of Lemma 3.1, we may choose local maximum
points {P (k)1 , · · · , P (k)m } of uk such that uk(P (k)i )→∞ and P (k)i → Pi. By the arguments
in the proof of Lemma 3.1,
0 < lim inf
k→∞
uk(P
(k)
i )
uk(P¯ )
≤ lim sup
k→∞
uk(P
(k)
i )
uk(P¯ )
<∞, 1 ≤ i ≤ m. (162)
By Theorem 2.1, there exist some positive constants C0 > 0 and 0 < δ <
ǫ
2
such that
uk(P
(k)
i )uk(P )distg(P
(k)
i , P ) ≤ C0, ∀ distg(P (k)i , P ) ≤ δ, 1 ≤ i ≤ m. (163)
Since {uk} is bounded in Ω2ǫ \ ∪mi=1B(P (k)i , δ2), we have, by the Harnack inequality
and (163),
uk(P ) ≤ Cuk(P¯ )−1, ∀ P ∈ Ω2ǫ \ ∪mi=1B(P (k)i , δ). (164)
Now applying Theorem 2.1 together with some standard elliptic estimates, we
obtain (6), (7), (8), (9) and (10), with u and {Pi} replaced respectively by uk and
{P (k)i }, for some constant C independent of k. Estimate (11), still with u and {Pi}
replaced respectively by uk and {P (k)i }, for some constant C independent of k, is simply
a rewritten of the estimates on the rescaled vk obtained in Section 2. Theorem 1.3 is
established.
✷
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4 Proof of Theorem 1.1 for p = n+2
n−2
In this section we establish Theorem 1.1 for p = n+2
n−2 . The case 1 < 1 + ǫ ≤ p ≤ n+2n−2
will be discussed in Section 5. Suppose the contrary of (2), let {uk} be a sequence of
solutions of (1) with p = n+2
n−2 satisfying
uk(P
(k)) = max
M
uk →∞, (165)
with P (k) → P¯ ∈M .
By Theorem 1.3, there exist local maximum points {P (k)1 , · · · , P (k)m } of uk, such
that (6), (7), (8), (9), (10), and (11) hold with Pi replaced by P
(k)
i . We may assume
without loss of generality that P
(k)
1 = P
(k) and P
(k)
i → P¯i as k → ∞. As explained
before we may work in conformal normal coordinates centered at P
(k)
1 = P
(k), and we
rescale uk to vk as in (27). Multiplying the equation of uk by uk(0), we obtain
uk(0)uk → G :=
m∑
i=1
aiG(·, P¯i), in C2loc(M \ {P¯1, · · · , P¯m}), (166)
where ai > 0.
By (8) and (9)
Wg(P¯1) = 0, if n ≥ 6, (167)
and
∇gWg(P¯1) = 0, if n ≥ 8.
We take a small ball Bσ := B(P¯1, σ). The Pohozaev identity is computed over
B¯σ. The following lemma will be combined with the positive mass theorem to get a
contradiction.
Lemma 4.1
lim
σ→0+
B(σ,G,∇G) ≥ 0, 3 ≤ n ≤ 9.
Proof of Lemma 4.1:
Since uk(0)uk → G in C2loc(Bσ \ {0}), M2k I5[vk] → B(σ,G,∇G) over ∂Bσ. Thus
by (102) we only need to show
lim
σ→0+ lim infk→∞
M2k (I1[vk] + I2[vk] + I3[vk] + I4[vk]) ≥ 0. (168)
45
By (166),
lim
k→∞
M2k I4[vk] = −
(n− 2)2
2
σ lim
k→∞
uk(0)
2
∫
|x|=σ
u
2n
n−2
k = 0, 3 ≤ n ≤ 9. (169)
By (28), (37), (145) and (146)
M2k |I1[vk]| ≤ CM2k
∫
|y|≤σM
2
n−2
k
|(b¯i∂i + d¯ij∂ij)(vk − U)|U ≤ Cσ, 3 ≤ n ≤ 7. (170)
By (44)
M2k I2[vk]
= −c(n)
2
M
2− 4
n−2
k
∫
|y|≤σM
2
n−2
k
{2R,ijM−
4
n−2
k y
iyj +O(|M−
6
n−2
k |y|3)}v2k
≥ −CM2−
8
n−2
k
∫
|y|≤σM
2
n−2
k
|y|2|v2k − U2| − CM
2− 10
n−2
k
∫
|y|≤σM
2
n−2
k
|y|3U2
≥ −Cσ, 3 ≤ n ≤ 6. (171)
By (44) and |W | → 0 for n = 6,
lim sup
k→∞
M2k |I3[vk]|
= lim sup
k→∞
c(n)
2
M
2− 4
n−2
k (σM
2
n−2
k )
∫
|y|=σM
2
n−2
k
{1
2
R,ijM
− 4
n−2
k y
iyj +O(M
− 6
n−2
k |y|3)}v2k
= lim sup
k→∞
{c(n)
4
σM
2(n−5)
n−2
k
∫
|y|=σM
2
n−2
k
R,ijM
− 4
n−2
k y
iyjU2
+CσM
2(n−5)
n−2
k
∫
|y|=σM
2
n−2
k
|y|2|vk − U |U + CM
2(n−6)
n−2
k
∫
|y|=σM
2
n−2
k
|y|3U2}
≤ Cσ, 3 ≤ n ≤ 6. (172)
Estimate (168) for 3 ≤ n ≤ 6 follows from (169), (170), (171) and (172). To prove
(168) for 7 ≤ n ≤ 9, we make use of (108) with l¯ = 5.
For 7 ≤ n ≤ 9, let
β ′′2 = β
′′′
3 =
{
0, 7 ≤ n ≤ 8,
1, n = 9,
β ′′′2 = n− 6, 7 ≤ n ≤ 9.
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By (19), (20) and (122), (105) holds for the above defined β ′′2 , β
′′′
3 and β
′′′
2 . By (19),
(44) and (123),
−M2k
c(n)
2
|Sn−1|
5∑
l=2
(l + 2)M
− 4+2l
n−2
k R¯
(l)
∫ σM 2n−2
k
0
rl+n−1U(r)2dr
≥ M
2(n−8)
n−2
k O(|W |)
∫ σM 2n−2
k
0
r3+nU2(r)dr
→ 0, as k →∞, for 7 ≤ n ≤ 9. (173)
Multiplying (108) by M2k with γ1 =
8
n−2 , γ2 = n− 6, l¯ = 5 and β ′′2 ,β ′′′3 given above, we
obtain, using also (173) that
lim inf
k→∞
M2k (I5[vk] + I2[vk]) ≥ 0. (174)
We know
lim
k→∞
M2k I3[vk] = lim
k→∞
σ
2
c(n)
∫
|x|=σ
R(x)(Mkuk)
2
=
σ
2
c(n)
∫
|x|=σ
R(x)G2. (175)
For the last term we are in conformal normal coordinates centered at P¯1. It is elemen-
tary to see that for some constant C4(n) > 0,
G = C4(n)r
2−n +O(r6−n) (176)
For n = 7, W (P¯1) = 0, so
σ
∫
|x|=σ
R(x)G2
= σ
∫
|x|=σ
[
3∑
l=2
∑
|α|=l
∂αR(P¯1)
α!
xα +O(|x|4)] · [C4(n)2r4−2n +O(r8−2n)]
= σ
∫
|x|=σ
O(r8−2n) = O(σ), n = 7. (177)
For n = 8, 9,
|Rabcd(P¯1)| = |Rabcd,e(P¯1)| = 0.
Thus by (123) ∫
|x|=σ
∑
|α|=4
∂αR(P¯1)
α!
xα = |Sn−1|R¯(4)(P¯1) = 0.
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It follows that
σ
∫
|x|=σ
R(x)G2
= σ
∫
|x|=σ
[
5∑
l=2
∑
|α|=l
∂αR(P¯1)
α!
xα +O(|x|6)] · [C4(n)2r4−2n +O(r8−2n)]
= σ
∫
|x|=σ
O(r10−2n) = O(σ), n = 8, 9. (178)
By (175), (177), (178) and (174)
lim
σ→0
lim inf
k→∞
M2k I5[vk] ≥ 0, 7 ≤ n ≤ 9.
Lemma 4.1 is established. ✷
For n = 3, 4, 5,
G(·, P¯1) = a1(r2−n + A+ higher order)
where a1 > 0 and A are constants. Thus, for some A¯ ≥ A,
G = a1(r
2−n + A¯+ higher order).
For n = 6, 7, since |W (P¯1)| = 0, we have
G(·, P¯1) =
{
a2(r
−4 + ψ(θ) +O(r log r), n = 6,
a3r
−5(1− a4R,ij(P¯1)xixjr2] + A +O(r), n = 7
where x = rθ, a2, a3 > 0 and A are constants. ψ is a smooth function on θ. Thus
G =
{
a2(r
−4 + ψ¯(θ) +O(r log r), n = 6,
a3r
−5(1− a6R,ij(P¯1)xixjr2) + A¯+O(r), n = 7,
where A¯ ≥ A and ψ¯ ≥ ψ.
A computation yields
lim
σ→0
B(σ,G,∇G) =
{ −a5A¯, n = 3, 4, 5, 7
−a6
∫
S5 ψ¯(θ), n = 6,
(179)
where a5, a6 > 0 are constants.
Consider on M ,
gˆ = G(·, P¯1)
4
n−2 g.
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We make a change of variables z = |x|−2x and write gˆ = gˆij(z)dzidzj . SinceW (P¯1) = 0
for n = 6, 7, it is not difficult to verify that the mass of (M, gˆ) is given, modulo a
positive constant multiple, by, see [13],
mass = lim
ρ→∞
∫
|z|=ρ
(∂igˆij − ∂j gˆii) z
i
|z|dz.
A computation yields, modulo some positive constant multiple,
mass =
{
A, n = 3, 4, 5, 7∫
S5 ψ, n = 6.
By the Positive Mass theorem of Schoen and Yau, A > 0 for n = 3, 4, 5, 7 and
∫
S5 ψ > 0
for n = 6. Since A¯ ≥ A and ψ¯ ≥ ψ, the above violates, in view of (179) Lemma 4.1.
Theorem 1.1 is established. ✷
Comments on Remark 1.1: For n = 8, 9, we not only have |W (x¯)| = 0, but also
|∇W (x¯)| = 0. Since we work in conformal local coordinates, |∇R(x¯)| = 0. Then G
can be written as follows:
G =


a7(r
−6 +
∑4
l=2 ψl(θ)r
l−4 + A+O(r log r)), n = 8,
a8(r
−7 +
∑4
l=2 ψl(θ)r
l−5 + A+O(r)), n = 9.
where a7, a8 > 0 and {ψl} are spherical harmonics that have integral 0 on Sn−1.
A contradiction can be obtained similarly from the positive mass theorem for high
dimensions. Remark 1.1 is proved. ✷
5 A discussion of the case 1 < 1 + ǫ ≤ p ≤ n+2
n−2
The proofs for the case 1 < 1 + ǫ ≤ p ≤ n+2
n−2 are modifications of our proofs for
p = n+2
n−2 . Modifications of similar nature can be found in [84], [66] and [73]. We
point out some of these modifications for the proof of Theorem 2.1. We still prove it
by contradiction argument, so associated with {uk}, we now have {pk} ⊂ [1 + ǫ, n+2n−2 .
Using standard blow up arguments together with the well known result in [52], we only
need to consider the case τk :=
n+2
n−2 − pk → 0. To avoid introducing new definitions
we still let vk be defined as in (27). Then the equation for vk is
(∆ + b¯i∂i + d¯ij∂ij − c¯)vk + n(n− 2)M−τkk vpkk = 0, |y| ≤ δM
2
n−2
k . (180)
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where b¯i, d¯ij, c¯ are defined as before. Let v
λ
k and wλ be defined as before, then direct
computation shows that
(∆ + b¯i∂i + d¯ij∂ij − c¯)wλ + n(n− 2)pkM−τkk ξpk−1k wλ ≤ Eλ in Σλ, (181)
where Eλ and Σλ are defined as before. In this more general context, the estimate of
σk is related to that of τk. First by Proposition 2.1 and assuming σk = ◦(1), we obtain
Eλ = c¯(y)U
λ(y)− ( λ|y|)
n+2c¯(yλ)U(yλ) + ◦(1)M−
4
n−2
k |y|−n.
Then we have
min
|y|=Lk
vk(y) ≤ (1 + ǫ)U(Lk), Lk =


δM
2
n−2
k , n = 3, 4,
M
4
(n−2)2
k , n ≥ 5.
where ǫ > 0 is an arbitrarily small positive constant, δ > 0 depends on ǫ. The above
inequality leads to
vk(y) ≤ CU(y), |y| ≤ δ1Lk (182)
for some δ1 > 0 by the Moser iteration technique used previously. The following
Pohozaev identity will be used to obtain the vanishing rate of τk:
∫
|x|≤σ
{(−bi∂iu− dij∂iju)(∇u · x+ n− 2
2
u)− c(n)
2
u2(x · ∇R)− c(n)Ru2}
+
σ
2
c(n)
∫
|x|=σ
Ru2 − n(n− 2)
p+ 1
σ
∫
|x|=σ
up+1 + (
n2(n− 2)
p+ 1
− n(n− 2)
2
2
)
∫
Bσ
up+1
= B(σ, u,∇u)
where B(σ, u,∇u) is defined as before. Then by using (28) to evaluate the Pohozaev
identity over |y| ≤ Lk we obtain τk = O(M−2k ) for n = 3, 4 and τk = O(M
− 4
n−2
k )
for n ≥ 5. ǫ is arbitrarily small. Note that in the evaluation of Pohozaev identity,
say n ≥ 5, we first have τk = O(M−
4
n−2+τk
k ), this implies M
τk
k = O(1), consequently,
τk = O(M
− 4
n−2
k ).
For n ≥ 5, by comparing the equations for vk and U we know
(∆ + b¯i∂i + d¯ij∂ij − c¯)wk + n(n− 2)M−τkk pkξpk−1k wk
= c¯U + n(n− 2)(U n+2n−2 −M−τkk Upk), (183)
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where wk = vk − U . It is clear that for all ǫ > 0,
c¯U + n(n− 2)(U n+2n−2 −M−τkk Upk) = O(M
− 8
n−2
k )(1 + r)
4−n +O(M
− 4
n−2+ǫ
k )(1 + r)
−2−n.
Then by the Proof of Proposition 2.2 we obtain
σk ≤ CM−
4
n−2+ǫ
k , ∀ǫ > 0.
Once we have this new estimate of σk we can improve the estimate of Eλ to
Eλ = O(1)M
− 8
n−2
k |y|4−n +O(1)M
− 8−ǫ
n−2
k |y|−n.
So we can prove (182) for a new Lk, which is
Lk :=


δM
2
n−2
k n = 5,
M
8−ǫ
(n−2)2
k n ≥ 6.
where ǫ > 0 is arbitrarily small.
Now we want to use the new estimate of σk to get a new estimate of τk. To do
this, first for n = 5 we compare wk with
f(y) = QM
−2+ 2ǫ
3
k |y|−ǫ +QM−
4−ǫ
3
k |y|ǫ−3, R < |y| < δM
2
3
k
where ǫ > 0 is small and Q(ǫ) > 1 is large, R >> 1 is to make the maximum principle
possible. Then from the maximum principle we get
|vk(y)− U(y)| ≤ f(y), for R ≤ |y| ≤ δM
2
3
k .
Estimates for |∇j(vk − U)|, j = 1, 2 can be obtained similarly. Consequently we get
vk = U +O(M
−2+ 2ǫ
3
k )(1 + |y|)−ǫ +O(M−
4−ǫ
3
k )(1 + |y|)ǫ−3, |y| < δM
2
n−2
k .
Then we apply the Pohozaev identity over |y| ≤ δM
2
3
k to get τk = O(M
−2
k ).
For n ≥ 6, we follow the same procedure except that we use
f(y) = QM
− 8−2ǫ
n−2
k |y|−
ǫ
10 +QM
− 4−ǫ
n−2
k |y|2−n+ǫ, R ≤ |y| ≤ M
8−√ǫ
(n−2)2
k .
Then the expansion for vk becomes
vk = U +O(M
− 8−2ǫ
n−2
k )(1 + |y|)−
ǫ
10 +O(M
− 4−ǫ
n−2
k )(1 + |y|)2−n+ǫ, |y| < M
8−√ǫ
(n−2)2
k .
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From the Pohozaev identity over |y| ≤ M
8−√ǫ
(n−2)2
k we have τk = O(M
− 8−2
√
ǫ
n−2
k ), conse-
quently we obtain, by (183), that σk = O(M
− 8−3
√
ǫ
n−2
k ). ¿From now on we just replace
3
√
ǫ by ǫ for convenience. Now the right hand side of (183) becomes
c¯U + n(n− 2)(U n+2n−2 −M−τkk Upk) = O(M
− 8
n−2
k )(1 + r)
4−n +O(M
− 8−ǫ
n−2
k )(1 + r)
−2−n
Also the new estimate of σk for n ≥ 6 leads to a new estimate of Eλ :
Eλ = c¯(y)U
λ(y)− ( λ|y|)
n+2c¯(yλ)U(yλ) +O(1)M
− 12−ǫ
n−2
k |y|−n.
Then we obtain (182) again except that
Lk =


δM
2
n−2
k , n = 6, 7
M
12−ǫ
(n−2)2
k , n ≥ 8.
For n = 7, we improve the estimate of vk − U by using
f(y) = QM
− 8
n−2
k |y|6−n +QM
− 8−ǫ
n−2
k |y|2−n+ǫ, R ≤ |y| ≤ δM
2
n−2
k
Then the Pohozaev identity gives τk = O(M
−2
k ). Note that in the computation, the
term that contributes Weyl tensor and the term that contributes τk are both positive,
therefore the existence of W does not affect the rate of τk. After this we improve the
rate of σk to O(M
− 8
n−2
k ).
For n ≥ 8, to control vk − U over Lk =M
12−ǫ
(n−2)2
k we use function
f(y) = QM
− 8
n−2
k |y|6−n+a¯ +QM
− 8−ǫ
n−2
k |y|2−n+ǫ
where a¯ = 2
3
(n − 8) + O(1)ǫ. Then from Pohozaev identity we get τk = O(M−
12−ǫ
n−2
k ).
Then σk = O(M
− 8
n−2
k ) for n ≥ 8. Once we have this rate of τk, it does not affect
the estimate of σk any more (for n = 8, 9). Then in the evaluation of the Pohozaev
identity, the term that contributes τk has the same sign as the term that contributes
all the curvature tensors. So τk does not affect the vanishing rate of the Weyl or
∇Rabcd for n = 8, 9. We get the estimate of τk when we get the vanishing rate of
curvature tensors. Eventually we have τk = O(M
−2
k ) for n = 8, 9 and τk = O(M
− 16−ǫ
n−2
k )
for n ≥ 10. Other estimates on vk (for n = 8, 9) are just the same as those in the
special case pk ≡ n+2n−2 . The proofs of Theorem 1.1 and Theorem 1.3 can proceed as
the special case pk ≡ n+2n−2 .
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6 Appendix A: A useful function and its estimate
For n = 3, 4, 5, · · ·, let A > 2, a, b, µ > 0, and 0 ≤ γ ≤ n− 2 be constants, we consider
functions V and H satisfying
−µ−1(1 + r)−2−µ ≤ V (r) ≤ n(n + 2)U(r) 4n−2 + a
2
r−4, 1 ≤ r ≤ A, (184)
|V ′(r)| ≤ µ−1r−3, 1 ≤ r ≤ A, (185)
0 ≤ H(r) ≤ brγ−n, 1 ≤ r ≤ A, (186)
and
|H ′(r)| ≤ brγ−n−1, 1 ≤ r ≤ A, (187)
where U(r) = (1 + r2)
2−n
2 .
Proposition 6.1 For n = 3, 4, 5, · · ·, let A > 2, a, b > 0 and 0 ≤ γ ≤ n − 2 be
constants and let V satisfy (184)-(185) and H satisfy (186)-(187). Then there exists
a unique solution of


η′′(r) + n−1
r
η′(r) + (V (r)− a
r2
)η(r) = −H(r), 1 < r < A,
η(1) = η(A) = 0.
(188)
Moreover
0 ≤ η(r) ≤ Crγ+2−n, 1 < r < A, (189)
and
|η′(r)| ≤ Crγ+1−n, |η′′(r)| ≤ Crγ−n, 1 ≤ r ≤ A, (190)
where C > 0 depends only on n, a, b, µ and γ.
Thinking of r = |x|, x ∈ Rn, equation (188) takes the form


∆η + (V (|x|)− a|x|2 )η = −H(|x|), in BA \B1,
η = 0, on ∂(BA \B1).
(191)
Lemma 6.1 For A > 2, let λ1 = λ1(n,A) be the first eigenvalue of −∆−n(n+2)U
4
n−2
on BA \B1 with respect to zero Dirichlet boundary value. Then λ1 > 0.
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Proof of Lemma 6.1. Since Ut(x) := t
n−2
2 U(tx) satisfies, for all t > 0,
−∆Ut − n(n− 2)U
n+2
n−2
t = 0, in R
n,
d
dt
Ut|t=1 satisfies the linearized equation, i.e.,
−∆ϕ− n(n + 2)U 4n−2ϕ = 0, in Rn,
where ϕ(r) := r
2−1
r2+1
U(r) is positive in 1 < r <∞.
Let η¯ be a positive eigenfunction with respect to λ1, so
−∆η¯ − n(n+ 2)U 4n−2 η¯ = λ1η¯, 1 < |x| < A,
and η¯ = 0 on ∂(BA \ B1). Multiplying the above equation of η¯ by ϕ and integrating
by parts lead to
λ1
∫
BA\B1
η¯ϕ >
∫
BA\B1
[−η¯∆ϕ− n(n + 2)U 4n−2 η¯ϕ] = 0.
Lemma 6.1 is established.
✷
Corollary 6.1 Under the hypotheses of Proposition 6.1, equation (188) has a unique
solution η, which is non-negative.
Proof of Corollary 6.1. By (184),
V (|x|)− a|x|2 ≤ n(n+ 2)U(x)
4
n−2 − a
2|x|2 , 1 < |x| < A. (192)
Corollary 6.1 follows from Lemma 6.1 and standard elliptic theories.
Proof of Proposition 6.1. Fix an R > 2, depending only on n and a, such that
n(n+ 2)U(r)
4
n−2 +
a
2
r−4 − ar−2 ≤ −a
2
r−2, ∀ r ≥ R. (193)
If A ≤ 3R, we know from Lemma 6.1 that the first eigenvalue λ1 of −∆ − (V − ar2 )
on BA \B1, with respect to zero Dirichlet boundary value, has a positive lower bound
which depends only on n and R. Thus the L2 norm of η on BA \B1 is under control.
By standard elliptic estimates, the L∞ norm of η on BA \B1 is also under control. In
the following we assume that A > 3R. By (184) and (193),
V (r)− ar−2 ≤ −a
2
r−2, ∀R ≤ r ≤ A. (194)
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Since 0 < γ ≤ n − 2, we can pick some constant C > 1, depending only on γ, n, b, a
such that w(r) := Crγ+2−n satisfies
[∆ + (V − ar−2)]w ≤ −brγ−n ≤ −H(r), ∀ R ≤ r ≤ A. (195)
Fix some smooth function f(r), depending only on the usual parameters (i.e.
n, a, b, µ and γ), satisfying
f(r) ≡ 0, 2R < r <∞,
f(r) ≤ −[∆ + (V − ar−2)]w −H(r), 1 ≤ r ≤ R,
and
f(r) ≤ 0, ∀ 1 ≤ r <∞.
To prove (189), we only need to find some non-negative function w1(r) in 1 ≤ r <∞
satisfying
w1(r) ≤ C1r2+γ−n, 1 ≤ r <∞, (196)
and
[∆ + (V − ar−2)]w1(r) ≤ f(r), ∀ 1 ≤ r ≤ A, (197)
where C1 > 0 is some constant depending only on the usual parameters.
Indeed, let w1 be as above, then
[∆ + (V − ar−2)](w + w1) ≤ −H1(r), 1 ≤ r ≤ A,
and therefore, in view of (188),
[∆ + (V − ar−2)](w + w1 − η) ≤ 0, on BA \B1.
We also have, using the non-negativity of w and w1,
w + w1 − η ≥ 0, on ∂(BA \B1).
Because of Lemma 6.1 and (192), we may apply the maximum principle to obtain
w + w1 − η ≥ 0, 1 ≤ r ≤ A.
This gives the desired estimate (189).
Now we construct such a w1. Consider{
∆w˜1(y) + [n(n + 2)U(y)
4
n−2 − a
2
]w˜1(y) = |y|−n−2f( y|y|2 ), |y| < 1,
w˜1(y) = 0, |y| = 1.
(198)
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We know from the proof of Lemma 6.1 that ϕ(r) := r
2−1
r2+1
U(r) satisfies
[∆ + n(n + 2)U(y)
4
n−2 ]ϕ(y) = 0, |y| < 1,
ϕ(r) < 0, ∀ 0 ≤ r < 1, and ϕ(1) = 0.
It follows that the first eigenvalue, with respect to zero Dirichlet boundary data, of
−∆−n(n+2)U 4n−2 on B1 is zero. So the first eigenvalue of −∆−n(n+2)U
4
n−2 + a
2
on
B1 is equal to
a
2
> 0. We also know that |y|−n−2f( y|y|2 ) is non-positive for all |y| ≤ 1
and is equal to zero for |y| ≤ 1
2R
. By standard elliptic theories, (198) has a unique
radial solution w˜1 satisfying
0 ≤ w˜1(y) ≤ C, ∀ |y| ≤ 1,
where C is some positive constant depending only on the usual parameters.
Let
w1(x) =
1
|x|n−2 w˜1(
x
|x|2 ), |x| ≥ 1.
Then, because of (198), w1 satisfies
{∆+ [n(n + 2)U(r) 4n−2 − a
2r4
]}w1(r) = f, r > 1,
and
0 ≤ w1(r) ≤ Cr2−n, ∀r ≥ 1.
Finally, using (192), we have, for 1 ≤ r ≤ A,
[∆ + (V (r)− ar−2)]w1 ≤ [∆ + (n(n + 2)U(r)4/(n−2) − a
2r2
)]w1
≤ [∆ + (n(n + 2)U(r)4/(n−2) − a
2r4
)]w1 = f.
Thus, the w1 has the desired properties, and (189) is established. Using (185), (187),
(189) and (188), estimate (190) follows from standard elliptic theories with the help
of a standard scaling argument. Proposition 6.1 is established.
✷
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