Even though, most of the early efforts in personalized learning focused on formal learning, there is a growing undeniable demand for personalized support for informal learning. Wikis among other information-oriented platforms are experiencing an increasing attention for informal learning, especially Wikipedia. Link-based navigation and keyword-based search methods used on wiki environments suffer from many limitations. To support informal learning on these environments, it is important to provide easy and fast access to relevant content. However, the massive diversity of unstructured content and user base on these environments pose major challenges when designing recommendation models. To the best of our knowledge, no effective personalized content recommendation approach has yet been defined to support informal learning on wikis. We propose an effective personalized content recommendation framework (PCRF) in addition to an evaluation framework that can be used to evaluate the impact of personalized content recommendations on informal learning from wikis. PCRF implements an efficient structural recommendation model by integrating fuzzy thesauri with adaptive users' interest models generated using structural analysis of topical navigational graphs. We design user studies with multiple strategies and treatments to evaluate the effectiveness of the framework and assess the impact of recommendations on informal learning. Experiments show that PCRF generates highly relevant recommendations adaptive to changes in users' interests using the HARD model with MAP@k scores 86.4-100%. An evaluation of informal learning revealed that users of Wikipedia with personalized support could achieve higher scores on a conceptual knowledge assessment with an average score of 14.9 compared with 10.0 for users who used the encyclopedia without recommendations. Results confirm that PCRF can effectively support informal learning on wikis and similar environments.
I. INTRODUCTION
Personalized learning advantages have become evident through research and practice [1] . Even though, most of the early efforts in personalized learning focused on formal learning, there is a growing undeniable demand for personalized support for informal learning [2] , [3] . In contrast to formal learning, informal learning is independent, self-paced, does not align with a specific curriculum, and does not lead to a formal qualification [4] . Wikis, especially Wikipedia, are experiencing an enormous attention for informal learning [5] - [7] . A study conducted in 2009 revealed that up to 82% of The associate editor coordinating the review of this manuscript and approving it for publication was Arianna Dulizia . high school students in the U.S. turn to Wikipedia to give their research a head start, and up to 76% of them use Wikipedia to find the definition of terms in specific subjects [8] . As of today, Wikipedia contains more than 157,000,000 articles in 302 languages among which 37,000,000 articles are in English [9] . This makes it a huge knowledge repository for informal learning. To support informal learning on diverse information wikis with a heterogeneous user base, it is important to effectively provide fast and easy access to relevant content. This can be primarily accomplished with a suitable user model. User models are fundamental components in personalized systems in general. These models define important user characteristics that are used to adapt and personalize relevant content [10] . The set of user characteristics modeled depends on the type of content being personalized as well as on the objective of the personalization system. In personalized learning systems where learning content is typically being personalized, characteristics such as knowledge and skill-level [11] - [14] , emotions [15] , preferences [16] , and context [17] are usually modeled. These characteristics, especially learner knowledge, are often important in formal learning systems that deliver predefined content and attempt to achieve well-defined learning outcomes. For instance, tutoring systems [18] , and online courses [19] . The fact that these formal systems deliver a very specific content for a very specific learner base creates no demand for personalized interest modeling. Traditionally, learners using these personalized formal learning systems come with an interest to use and learn the specialized content delivered in these systems. However, user interests have always constituted the most essential aspect of user models, sometimes competing for user knowledge, for adaptive and personalized information retrieval and filtering systems. This is often referred to as adaptive hypermedia, which deals with a huge bulk of diverse information, such as online encyclopedias [20] . To this end, considering the context of information wikis and specifically Wikipedia's context, one method to specify users' interests is through keyword-based search. However, in many cases, users may fail to identify representative keywords. Another method to specify users' interests is through hyperlinks. Hyperlinks can divert the user away from the main topic of interest. Additionally, links mentioned in a specific Web Page cannot completely cover all relevant Web Pages in the whole corpus. That is because there might be no terms describing a relevant Web Page within the current Page or simply because some links are not working. Furthermore, the vast diversity of Wikipedia's content and user base raises major challenges in modeling users' interests. Recommendation systems (RSs) are used to support usercentric interest modeling and deliver useful recommendations in various areas of applications. For instance, in technology enhanced learning (TEL) contexts, RSs are commonly used to recommend courses, peers, or learning paths [21] - [23] . The most commonly used techniques for TEL RSs are collaborative filtering (CF), and content-based filtering (CB) [22] . CF approaches recommend items primarily based on similarities between users. CF approaches identify similarities by analyzing recurring patterns of interests. Hence, these approaches might not be successful in dealing with changing and diverse, or non-recurring users' interests as seen on Wikipedia. In contrast, CB approaches use item's descriptive features to recommend new items with similar attributes. However, converting unstructured text into feature vector representation eliminates essential latent semantic relationships that exist in original text. Even though, current TEL RSs research shows promising results, especially in online learning environments with focused learning objectives and well-defined learning content and learners' base, it yet needs to offer new RSs models suitable for massively diverse unstructured content with a heterogenous user base as seen in Wikipedia. A new variation of CB approaches has been used to address these challenges. For instance, Sriurai et al. [24] utilized the Latent Dirichlet Allocation (LDA) to generate topic-based content recommendations, and Adline and Mahalakshmi [25] used an article quality framework to classify and recommend Wikipedia articles into readable, learnable, and referable. In other studies, a modification to search algorithms was proposed to deliver structural recommendations [26] . In structural recommendation techniques, content or/and users are represented using graphs. Structural analysis of graphs is then used to recommend nodes, links, or different combinations of both. For instance, Schwarzer et al. [27] proposed a structural recommendation framework for Wikipedia articles based on a modified form of Co-Citation Proximity Analysis (CPA). However, these recommendation models lack personalization, do not support adaptive user modeling, and have not evaluated the impact of recommendations on learning. Nevertheless, we are concerned with personalized support for informal learning, hence, there is a need to model a personalized content recommendation framework for massively diverse wikis as well as evaluate the impact of recommendations on informal learning. We propose a personalized structural recommendation framework for massively diverse information wikis. In addition, we propose an evaluation strategy to evaluate the impact of personalized recommendations on informal learning from wikis. Our conceptual design and preliminary results were presented in EDUCON19 [28] . This paper provides extensive details, formulas, and algorithms related to the proposed framework which can be used to reproduce the same framework on any information-oriented environment with similar properties. Furthermore, a comprehensive evaluation and discussion of experimental results are presented.
The rest of this article is organized as follows. In Section II, we explore major challenges related to modeling learners in massively diverse wikis as well as personalizing unstructured text as seen on similar information wikis. Then, we introduce an overview of related literature in Section III. In Section IV, we explain the major components of the proposed framework. In Section V, we describe our evaluation process, the experimental setup, and the results of our experiment. The work is concluded in Section VI.
II. CHALLENGES RELATED TO MASSIVELY DIVERSE INFORMATION WIKIS
In this section we introduce some challenges related to modeling learners and processing content on Wikipedia that accentuated the need for the proposed personalized content recommendation framework.
A. LEARNER MODELING CHALLENGES
Typically, in wiki environments, users do not follow consistent patterns of interest over a long period of time. Rather, users are more likely to change their interests over navigation sessions or sometimes within a single session. Rodi et al. [29] analyzed the English Wikipedia Clickstream (EWC) dataset collected in February 2015 and found that Wikipedia readers do not have a well-defined target in mind. Rather, they start with highly abstract topics and then look at more detailed and focused topics as they continue navigation. These results characterize users' navigation on Wikipedia as being exploratory rather than definite. Therefore, to model learners' interests on information wikis, it is important to adapt to changes in users' interest. Additionally, West and Leskovec [30] compared human navigation in informationoriented environments with that of software agents and found that humans, when navigating within an information-oriented network, have expectations about what links should exist next and base a high-level reasoning plan upon this, and then use local information to navigate through the network. These studies suggest that the longer users navigate the information network the more focused they become on their target and they tend to do this through local information usually using links. Therefore, to help users make the best use of local information, it is important to make sure it is relevant.
However, articles in massively diverse information wikis form a scale-free network [31] . That is, some articles are highly connected forming hubs and thus most commonly linked to other articles whereas many articles are not highly connected, and thus, relevant information can be missed when recommending articles merely based on links. Therefore, to personalize content recommendations on information wikis, there is a need to adaptively model the changing interests as well as recommend articles based on semantic relevance, not just based on links or references.
B. LEARNING CONTENT PROCESSING CHALLENGES
A variety of learning content representations can be used in personalized learning software systems. In addition to learning objects [32] , [33] , ontologies [34] , or more recently Linked Open Data (LOD) [35] , a considerable amount of learning content on the web is available in the form of unstructured free text. Typically, we find this in blogs, wikis, forums, and on social media websites. Unstructured texts suffer from several complications. In contrast to structured data or formal knowledge representations, unstructured texts have no fixed attributes with predefined values. It may contain any number of different words. Several methods were proposed to represent semantics in unstructured text. Most of these methods can be classified into two classes: contextual methods, and conceptual methods. Conceptual methods of semantic analysis rely on external semantic knowledgebases. For instance, ontologies and semantic networks. Conceptual semantic methods are limited by their underlying knowledgebases and require large amount of manual efforts during the knowledgebase creation and validation phase. In contextual methods, the relationships between terms in the text are analyzed statistically. These relationships are mainly co-occurrences. These methods tend to be more flexible given the possibility of automation. Hence, we use contextual semantic analysis with fuzzy thesauri. Fuzzy thesauri are commonly used in information retrieval and have demonstrated effective results in a variety of contexts [36] , [37] . Their main advantages come from domainindependence, and easy automation. Fuzzy thesauri are built based on concepts from the fuzzy set information retrieval model [38] , [39] .
III. BACKGROUND AND LITERATURE REVIEW A. USER INTEREST MODELING IN INFORMATION-ORIENTED HYPERMEDIA ENVIRONMENTS
In the Cambridge Advanced Learner's Dictionary, ''interest'' is defined as ''the activities that you enjoy doing and the subjects that you like to spend time learning about'' [40] . Methods and techniques used to model the interests of users in information-oriented hypermedia environments have considerably varied over time. We review several studies conducted on interest modeling. Our review excludes studies that use user ratings or user likes/dislikes to model interest as well as models of interest that rely on contextual data such as location, speed, or time as found in context-aware systems. In this research, we use the term context to refer to the semantic context, implying the meaning of the text and not the physical context. TABLE 1 presents summary of some of the interest modeling approaches discussed in this section. Early efforts in user interest modeling focused on the keyword level [60] . Keywords representing user interests could be collected explicitly from the user or implicitly extracted from the documents navigated by the user. Keywords expressed explicitly by users remain the simplest and most common despite the various limitations associated with this approach. As a result, many efforts focused on improving on explicit keyword-based interest models by permitting users to better specify their interests through additional context information such as categories [43] , preferences [42] , topics [41] , or Folksonomies, also known as social tagging [61] . More recently, work in this line explored approaches of data visualization to support information exploration by visually suggesting relevant keywords. Work in this field proposes query suggestions [44] , negative relevance feedback as used in Intent Radar [45] , or visualization as seen in Adaptive-VIBE [46] and SearchLens [47] . However, interest modeling approaches relying on keywords defined explicitly by users suffer from many limitations that were highlighted in a number of research studies [60] , [62] , [63] . For example, users may fail to use the right keywords, some keywords may have different meanings in different contexts, and distinct keywords do not convey the level of importance of interests a user has in a certain subject. Alternatively, weighted vectors of keywords implicitly extracted from navigated documents were used to relief the user from having to choose the right keywords, and to give some sort of weighting to different keywords in the user profile [48] - [52] . The keywords in the profile are extracted from documents visited by the user during browsing, or web pages bookmarked or saved by the user. Corpus-based statistics such as Term Frequency Inverse Document Frequency (TF-IDF) are commonly used to weight keywords in the weighted vectors' user profile [64] . However, being derived and weighted automatically from corpus, weighted vectors are ineffective in dealing with continuously changing user interests and might contain inaccurate keywords that are not interesting for the user, yet, are highly weighted according to corpus statistics. Additionally, weighted vectors might over weigh less-interesting keywords, or under weigh more-interesting keywords based on corpus statistics. Moreover, keywords extracted from text are extracted from their context as well, resulting, sometimes, in ambiguities. To address limitations associated with explicit keywords and keyword vectors, researchers used semanticsrich representations such as semantic networks [53] - [55] , concept vectors [59] , and ontologies [56] - [58] . In semantic networks-based interest models, each node represents a concept or a word, and each edge has a weight that reflects the relationship between concepts in the semantic network. Additionally, context attribute can be added to enrich the semantic network. Concept-based models are similar to semantic network-based models. That is, both are characterized by concept nodes and relationships between those nodes. However, in concept-based models, the nodes are abstract topics that are found interesting by the user. Semantics-rich user models have an advantage over keyword-based models because they can explicitly model the relationships between particular words and higher-level concepts. However. These approaches are more difficult to build compared to keywordbased models, in many cases manual identification and mapping of concepts and relationships are required, and they are restricted by their underlying knowledgebases. Furthermore, these approaches are not adaptive to changing users' interests. User-centered and adaptive interest modeling approaches began in recommender systems (RSs) [21] .
B. RECOMMENDER SYSTEMS
Recommender systems are defined as: ''any system that produces individualized recommendations as output or has the effect of guiding the user in a personalized way to interesting or useful objects in a large space of possible options [65] ''. This definition expands the field of recommender systems to any application that computes a user-specific utility, covering many areas of applications. To identify users' needs and map these needs to suitable items, researchers proposed several recommendation classes [66] - [70] . However, we consider the following three classes to be the most appropriate for differentiating the approaches in the field of recommender systems in information-oriented educational websites:
1. Content-based (CB) 2. Collaborative filtering (CF) 3. Structural recommendations in networks CB is one of the most extensively used and studied recommendation approaches [66] . A crucial task of CB is the user modeling activity, in which the interests of users are extrapolated from the items that users interacted with. ''Items'' can be books [71] , research papers [72] , or webpages [73] . Items are represented by a content or document model containing the items' descriptive attributes which we commonly refer to as features. Features are typically word-based, i.e. single terms, phrases, or n-grams. The user model typically consists of the features of a user's items. To find recommendations, the user model and candidate items are compared in the vector space model and similarities are calculated with suitable similarity measures, e.g. Cosine. CB has several advantages. For instance, CB allows a more personalized recommendations by defining items' descriptive features, rather than be limited by what other like-minded users like. CB also requires fewer manual efforts since user models can be created automatically. However, considering the context of massively diverse information wikis, the process of transforming unstructured content into feature vector representation of distinct terms result in many issues. First, contextual features found in original text are removed. Terms are extracted from their context eliminating essential latent semantic relationships. Second, generated datasets are likely to be very sparse with very huge feature space resulting in computational complexities and inaccuracies.
In contrast to CB, CF assumes that users usually like what other like-minded users like, where two users are considered like-minded when they rate items similarly. Therefore, when like-minded users are identified, items that one user rate positively and not yet seen or rated by the other like-minded user, are recommended to the other user, and vice versa. CF offers three advantages. First, CF is content-independent [67] . Second, CF considers real quality measurements [67] . Finally, CF is supposed to provide serendipitous, i.e. surprising, recommendations because recommendations are not based on item similarity but on user similarity [74] , [75] . A major drawback, however, in CF is the ''cold start problem,'' which may occur in three situations [67] : new users with no rating or navigation history, new items that have not yet received any ratings or impressions from users, and new topics or disciplines. This hinders the applicability of CF approaches to provide relevant recommendations to new users or recommend new topics. Additionally, computational time complexity for CF algorithms tends to be higher than for CB [67] . This in turn limits the applicability of CF algorithms for contexts in which item space or user base is massively large as seen in Wikipedia and similar environments. Moreover, Torres et al. point out that CF creates similar users [76] and Sundar et al. criticize that collaborative filtering dictates VOLUME 7, 2019 opinions [77] . This drawback of CF conflicts with the massive diversity of Wikipedia's content and user base. Therefore, different variations of recommendation models are required to address the challenges associated with massively diverse content and user base. We focus on structural recommendations for this objective.
Structural recommendations are generated based on structural analysis of networks. The two major categories of structural recommendation models are: link-based recommendations, and node-based recommendations [26] . For node-based recommendations, the quality of nodes is determined by their incoming edges, and the personalized relevance of nodes is determined by their context [78] , [79] . For link-based recommendations, potential links are recommended [80] . Several ranking methods are used for link prediction. Additionally, matrix factorization methods can also be adapted for link prediction [81] . Structural recommendations do not rely on identifying like-minded users or inferring similarities between items' features. As a result, it can help alleviate the limitations associated with CF and CB for personalized content recommendations in massively diverse environments. In Section IV we introduce our structural recommendation framework.
C. WIKIPEDIA RECOMMENDER SYSTEMS
Many studies focused on designing recommendation models for Wikipedia. These can be classified according to the item being recommended into two categories: article recommendation models, and task recommendation models. Task recommendations on Wikipedia are concerned with recommending editing tasks to authors as proposed in [82] , [83] , and [84] . In our research we are focused on article recommendation models.
Several recommendation models were proposed to deliver article recommendations in Wikipedia. For instance, Sriurai et al. [24] proposed a topic-based model to classify articles against topic features using LDA. The model was evaluated with an unspecified number of articles by five assessors. The average relevance score for recommended articles exceeded the relevance score of the linked articles by 1.2. The approach is not designed to generate personalized recommendations. It considers users navigating the same page to have the same interests. Hence, fixed recommendations are provided to all readers following a preset topic distribution. In addition, those recommendations were not employed in any learning activity to evaluate their impact learning.
In contrast, Adline & Mahalakshmi [25] proposed a more sophisticated article quality framework to classify and recommend Wikipedia articles into three usage categories: (1) readable, (2) learnable, and (3) referable, based on some article quality attributes. In their evaluation, fifty users were asked to categorize 150 articles into best, average, or worst for each usage category. Users' ratings were then compared to system's ratings using error measures. The system was found accurate in detecting the usage category of various articles.
The proposed framework treats all users equally and does not account for personalization. It treats Wikipedia as a comprehensive source of knowledge and categorizes the articles based on usage purposes accordingly. However, Wikipedia articles are not meant to be an eventual source of knowledge. They are meant to give a lead start. Moreover, evaluating the quality of articles is a valuable contribution, but, assuming that users with certain learning objectives would prefer to view articles of specific quality measures is a very strong assumption that was neither verified in the paper, nor in the literature.
Schwarzer et al. [27] proposed a structural recommendation framework for Wikipedia articles based on a modified form of Co-Citation Proximity Analysis (CPA) utilizing page links rather than citations. The proposed recommendation framework is not personalized to individual users. Moreover, the accuracy of the proposed framework was evaluated using Wikipedia's ''See also'' sections which account for 17% of the corpus only, and a Wikipedia clickstream dataset which are not fully user generated. Even though, results show high performance of the proposed framework, it lacks reliability. Furthermore, the study did not evaluate the impact of recommendations on learning.
Consequently, because we are concerned with personalized support for informal learning, there is a need to model an effective personalized content recommendation framework for Wikipedia as well as evaluate the impact of recommendations on informal learning.
IV. PERSONALIZED CONTENT RECOMMENDATIONS FRAMEWORK (PCRF)
PCRF first captures raw learning interests for every individual learner in a topical navigation graph (TNG) by tracking individual learning sessions. We model the learner navigation as a directed multigraph, TNG (V, E). Every vertex,V, in TNG corresponds to a topic, modeled at the page level, and every edge, E, in TNG corresponds to a navigational action. Then, structural topical graph analysis algorithms, adapted from Leak et al. [85] , are used to rank the raw topics captured in the navigation graph in the previous step. Topics that receive high ranking in the structural analysis are used as a user model to recommend semantically relevant topics based on fuzzy thesauri. The fuzzy thesauri are built based on concepts from fuzzy set information retrieval model [38] . The resulting set of ranked and semantically relevant topics represents the final personalized content recommendations.
Our framework comprises four main modules: session tracking, TNG analyzer, personalization, and semantic analysis modules. Figure 1 illustrates our conceptualization of the proposed framework. The semantic analysis module is designed to be used offline to build and process custom corpora and generate inverted indices of topics which are used online by the personalization module to generate personalized content recommendations based on the learner models generated by the TNG Analyzer module. We describe each module in the following sections. Table 2 lists and defines the main concepts we use in our research. Table 3 illustrates a motivating example of a user navigating a website about ''Mobile Applications Development''. We use this example to illustrate the different phases of the process. 
A. SEMANTIC ANALYSIS MODULE
We perform semantic analysis using fuzzy thesauri built based on fuzzy set information retrieval model. The objective of this module is to generate inverted indices of topics that can be used to associate semantically relevant documents to topics that are found interesting to the learner in the learner model. The complete process of building the fuzzy thesauri and generating the inverted indices of topics is explained in Figure 2 . The algorithm is explained in Figure 4 .
First, custom corpora are extracted from Wikipedia for each main topic category as classified by Wikipedia using a web scraper application. From this step we get a custom corpus for each main topic such as science, art, culture, etc. These corpora are represented in HTML. Thus, the second step in the process is to convert all HTML-based corpora into plain text corpora. Only content within paragraph tags, <p>, and title tags, <title>, are extracted. Index pages are excluded from the corpora as they do not have any learning content. 1 The third step aims at generating inverted indices of unique terms that can be used to build the fuzzy thesauri. At this stage, natural language processing [86] of the custom textbased corpora is performed. Generally, unstructured texts cannot be directly processed for semantic analysis. Thus, we perform several natural language processing tasks which 1 Processed corpus can be requested from correspondence author via email.
proved effective and have become a common practice for unstructured text preprocessing for semantic analysis.
We perform the following preprocessing tasks in order: 1. Tokenization: all documents are converted into vectors of raw unprocessed terms, i.e. tokens. 2. Stopwords removal: stopwords usually refer to the most common words in a language and are considered to have little meaning, for example in English some stopwords are: ''a,'' ''an,'' ''and,'' ''are,'' ''as,'' ''at,'' ''be,'' ''but,'' and ''by.'' 3. Stemming [87] : this is a process of eliminating the most common morphological and inflectional endings from words in a language with the assumption that all words derived from the same stem share the same meaning.
Inverted words index creation: an inverted word index,
VEC, is a set of vectors where each vector indicates for each unique word in the corpus: the documents in which it appears, and its positions, i.e. occurrences, in that document. For example, Table 4 and Table 5 show the vectors of stemmed words ''mobil'' and ''comput'', vec(mobil) & vec(comput), in the inverted index of words. In step four, we build a custom fuzzy thesaurus that defines the semantic similarity between each two distinct words in each corpus by calculating the distance correlation factors using equations (1), (2), and (3). We choose the distance correlation factor because it has empirically proved to achieve the best results in the information retrieval context with an accuracy rate of 94% compared with 47% for the keyword-connection factor and 52% for the co-occurrence factor [38] . That is because distance correlation factors account for frequency and co-occurrence at the same time.
Using the inverted indices of distinct terms, VEC, we define for every pair of terms across all documents within a single corpus: the frequency of co-occurrence and relative distance in a single document (C ij ), (1), the normalized value (nC ij ), (2) , and finally the distance correlation factor (Cf ij ), (3) .
where distance (x, y) = | Position(x) -Position(y)| + 1 is the distance, i.e. the number of words between word x and y in a single document, where x is an element of vec (wrd i ) and
y is an element of vec (wrd j ). vec (wrd i ) and vec (wrd j ) are the sets of all occurrences of words wrd i and wrd j in a single document, d. To calculate the frequency of co-occurrence and relative distance in a single document we sum up the inverse distance of every two occurrences of wrd i and wrd j in that common document. For example, the words ''mobil'' and ''comput'' appear together in d 1 , hence, vec(mobil) = {1,8}, vec(comput) = {5,30}, and C mobil,comput = (1/distance(1,5) + 1/distance(1,30) + 1/distance(8,5) + 1/d (8, 30) ). If they appear together in other documents, then we have to repeat the same calculation for every common document as well.
|vec (wrd i )| and |vec (wrd j )| represent the number of occurrences of words wrd i and wrd j in vec (wrd i ) and vec (wrd j ), respectively, i.e. the frequency of wrd i and wrd j in a common document, d. For example, |vec (mobil)| = |vec (comput)| = 2 in d 1 . Hence, to calculate the normalized frequency of co-occurrence and relative distance for ''mobil'' and ''comput'' in d 1 we compute nC mobil,comput= C mobil,comput / (2 * 2).
The index, m, ranges over 1 ≤ m ≤ k and represents the m th document out of the k documents in which both wrd i and wrd j occur together. For the words ''mobil'' and ''comput'' the values of m and k are equal, m = k = 1. By dividing the sum of normalized values by the number of common documents between every two words in the corpus, distance correlation factors, Cf, are calculated relevant to the size of the corpus. As a result, a matrix of all distinct words and their semantic relationships is constructed. This matrix is the custom fuzzy thesaurus, FuzTh, which is used to measure the semantic similarity between different topics of interest in the learner model and in the Wiki.
The fifth step of the process aims at generating inverted indices of topics, IIT. In this phase, main topics, i.e. topics at the webpage or document level, are extracted from the wiki corpora. Topic extraction algorithms such as Probabilistic Latent Semantic Analysis (PLSA) and Latent Dirichlet allocation (LDA) can be used to generate a set of distinct topics, Topic. Next, every term, T i , in every topic, topic n , is compared with every word, wrd j , in a document, d n , to retrieve the corresponding distance correlation factor, Cf ij , from the custom fuzzy thesaurus, FuzTh, created earlier, which indicates the word-word semantic similarity. Once a term, T i , is compared to each word, wrd j , in a given document, d n , the semantic similarity between the term and the whole document, µ T ,d , is calculated using Equation (4), which indicates the Term-Document semantic similarity. This is done for each term, T i , in a given topic, topic n , against a given document, d n , in the corpus as illustrated in Figure 3 .
Term − Document Semantic Similarity
The average of all µ-values for a given topic, topic n , and a given document is calculated to yield the overall similarity between the topic, topic n , and the document, d n , Sim topic n , d n as follows:
This value will be calculated for all the topics extracted from the wiki corpus against all documents in the corpus to generate an inverted index of topics against documents, IIT . An inverted topic index indicates, for each unique topic in the corpus: the documents that are semantically similar and the corresponding semantic similarity value. Table 6 shows sample entry in the inverted topic index for the topic ''Amazon River''. 
B. SESSION TRACKING MODULE
The session tracking module first captures topics of interests from a learner's navigation session in a topical navigation graph, TNG. A learning session starts when the learner first accesses the wiki domain and ends when the learner leaves the wiki domain. We model the learner navigation as a directed multigraph, TNG (V, E). We are using multigraph since users can go back and forth visiting the same page repeatedly as many times as they want. Every vertex, v ∈ V , in TNG corresponds to a learning topic in the wiki environment. A learning topic corresponds to the overall subject of the article. Pages that do not have learning content are filtered out and not captured in the graph. Every edge, e ∈ E , in TNG corresponds to a navigation action performed by the user to access an article or to move from one article to another. Navigation actions occur through clicking on hyperlinks within the page, browsing back and forward, or clicking on topics' indices provided in the wiki. The process of capturing navigation into TNG is dynamic and continuous throughout the learning session and unconstrained by time. In Table 3 for example we can see how the navigation history of the user is depicted into a TNG structure composed of a set of weighted vertices, each element is a pair of a label and a weight, and a multiset of edges.
C. TNG ANALYZER MODULE
We adapt The Hub-Authority and Root-Distance Model (HARD), and The Connectivity Root-Distance Model (CRD) concept maps' topological analysis models from Leak et al. [85] Leake and Maguitman [88] to calculate topics' structural weights relevant to individual learners' navigation graphs.
The CRD Model was used by Leak to analyze concept maps' structure based on two observations. First, concepts with higher connectivity, the number of incoming and outgoing connections, may be more important. Second, the root concept, typically located at the top of a concept map, tends to be the most general and inclusive concept. This suggests that concept importance may increase with proximity to the root concept. We find these two observations very relevant and applicable to the navigation behavior of web users. Generally, topics or webpages that are more often visited by a user might be of a special interest compared to topics or webpages that are visited once or very few times in a single navigation session. Moreover, the first visited topic or webpage which act as the root of the TNG might be of a special interest to the user and thus pages that are more closely connected to the root topic might be more important. On the other hand, while CRD Model performs a local analysis, considering only immediate neighbors, HARD Model performs a global analysis on the influences of the concepts on each other. Its analysis centers on three different types of concepts that may be found in a concept map as well as in any web navigation graph:
1. Authorities are concepts that have multiple incoming connections from hub nodes. 2. Hubs are concepts that have multiple outgoing connections to authority nodes.
Upper nodes include the root concept and concepts
closest to the root concept.
In the context of our research we treat concepts as topics navigated by the user which are depicted as nodes in the topical navigation graph.
The analysis of the structural weights goes through two steps:
1. First, the structural characteristics of each topical node in TNG need to be defined as per the selected model. 2. Second, using the structural characteristics, the relative node's weight W(v) is calculated. For the CRD model, each topical node, v, needs to be characterized for its connectivity, outgoing connections, o(v), and incoming connections, i(v), and direct steps from the first topical node, d (v) . For the HARD model, each topical node, v, needs to be characterized as being a hub, h(v), with mostly outgoing connections, authority, a(v), with mostly incoming connections, or upper node, u(v), that is closer to the starting node in TNG. In the following sections we explain the process of identifying the structural characteristics and calculating the structural weights using the same example illustrated in Table 3 to demonstrate the different phases of TNG analysis.
1) DEFINING THE STRUCTURAL CHARACTERISTICS
At this stage the navigation graph is analyzed, and structural characteristics of each node is defined as per every model, i.e. CRD, HARD. For example, by applying the CRD model, considering the graph illustrated in Table 3 , the node ''SDK'' is one step away from the root, hence, it has a distance of d(SDK) = 1, as well as connectivity of o(SDK) = 1, and i(SDK) = 1. Table 7 shows position characteristics for some nodes in ''Mobile Applications'' graph presented in Table 3 . Then, using the HARD model, nodes are characterized as hub, authority, and upper nodes. In [88] , HITS iterative algorithm was adapted to calculate the relative hub, authority, and upper nodes' positional weights. Leake and Maguitman [88] proved that the proposed algorithm produces positional weights which are ensured to reach a fixed point, converge, after a number of iterations equivalent to the number of nodes in the corresponding concept map. Henceforth, the algorithm to calculate hub, authority, and upper structural weight values of TNG's nodes follows steps 1 to 9:
Step 1: Set all node's weights w(v) to 1 such that:
In the following steps, E, refers to the set of edges in the TNG graph, q and p, represent any two nodes being currently analyzed in the graph. Hence, the weight of node q is expressed as w(q) and the link between node q and node p is represented as (p,q).
Step 2: Normalize weights such that:
To ensure that this constraint is met, in every step of this algorithm the structural weights, e.g. Hub_Weight, Author-ity_Weight, Upper_Weight, value for every node is divided by the sum of the squares of all corresponding structural weight values in the graph. This is further explained in the following steps.
Step 3: Calculate Hub_weight such that: Hub_weight of a node, p, is the sum of Authority_weight of all nodes, q 1 , q 2,..., q n pointed to by the current node, p such that:
Step 4: Normalize Hub_Weight to match the constraint in step 2 as:
Step 5: Calculate authority weight such that: Author-ity_weight of a node, p, is the sum of Hub_weight of all nodes q 1 , q 2,..., q n pointing at the current authority such that:
Hub_Weight (q)
Step 6: Normalize Authority_weight to match the constraint in step 2 as:
Step 7: Repeat steps 3 to 6 until weights converge. Normally it's repeated as many times as the number of nodes in the graph.
Step 8: Calculate Upper node weight as:
That is if the node is one level from the root node then assign a weight of one, otherwise sum up the square of Upper_Weight of nodes between the current node and the root until the root node is reached then sum up the value of one.
Step 9:Normalize Upper_Weight according to the constraint in step 2 until they converge as follows:
Algorithm to generate PCR.
2) CALCULATING THE TOPOLOGICAL WEIGHTS
After defining the structural characteristics of every topic in the TNG using the two different models, CRD, HARD. Now, the topic weight that reflects its importance in the mind of the user can be calculated as follows: For the CRD Model:
and for the HARD model:
The CRD Model's parameters α, β, and γ determine influence of the incoming connections, outgoing connections, and distance to the root. The formula implies that the higher a topic's connectivity and the shorter its distance to the root topic the larger its weight. For the HARD Model's parameters α, β, and γ reflect the influences of the different roles a node can play in TNG.
Based on the generated weights for the topics in the navigation graph, we can select the nodes with highest weights to represent the topics of most interest to the learner forming a user interest model, UIM. Table 8 shows structural weights of the topics in the ''Mobile Applications'' navigation graph. We can see how CRD model gives highest weight to the root topic ''Mobile Application'' that was first visited by the user compared to node ''Netbean'' being ranked top by HARD Model because of its higher aggregate hub weight coming from important hubs in the graph namely, ''IDE'' and ''Mobile Application''.
D. PERSONALIZATION MODULE
Personalized content recommendations for user i, PCR i , can be obtained by mapping topics, l i , from the user model of user i, UIM i , to semantically similar learning resources or documents, d, in the inverted index of topics, IIT . Ranking of the personalized recommendations can be achieved using the weights of topics in the user model of user i, W (uim i ) as:
Therefore, learning documents with higher semantic similarities to topics in the user mode (UIM) are retrieved and form a set of ranked personalized content recommendations. Adaptation is accomplished through continuous update of TNG as well as UIM and, accordingly, the structural weights, hence, the personalized topics. The algorithm is explained in Figure 6 .
V. EVALUATION
The proposed approach aims at achieving effective and adaptive personalization of unstructured learning content in the form of personalized recommendations to support informal VOLUME 7, 2019 learning in wikis. Consequently, our evaluation encompasses two main objectives:
1. Evaluating the quality of personalized content recommendations. 2. Evaluating the impact of personalized recommendations on informal learning.
Traditionally, the quality of a recommender system is defined in terms of objective statistical metrics calculated by comparing system's behavior against some historical data which is commonly referred to as offline evaluation [89] . However, it is believed that evaluations of systems involving user models cannot and should not be separated from actual users [90] . As a result, recommendation systems research is exploring user-centric directions for measuring and improving the subjective quality of RSs from the point of view of the user [91] . A major advantage of user studies is that they allow for collecting information about user interaction as well as testing different scenarios. Therefore, we designed user studies to evaluate the effectiveness of the proposed approach.
A. USER STUDY DESIGN
We implemented four websites with content from school Wikipedia. One website without any personalized support, two websites with personalized recommendations ranked using CRD and HARD models, and a website with recommendations generated based on popularity model as the baseline. We designed user studies following two main strategies.
The first strategy aims at evaluating the quality of personalized recommendations, so in our first treatment, Figure 5 , we focus on three user groups. Two user groups using the websites with personalized recommendations using CRD and HARD models, and one user group using the website with recommendations generated using popularity model as a baseline. The second strategy aims at evaluating the impact of personalized recommendations on informal learning, so in our second treatment, Figure 7 , we focus on four user groups. Two user groups using the websites without recommendations, Control and Control_2, and two user groups using the website with personalized recommendations based on CRD and HARD models.
B. TECHNOLOGICAL FRAMEWORK
To run our user studies, we developed four web-based encyclopedias equipped with user navigation's tracking and analysis algorithms, the proposed personalized content recommendation engine using CRD and HARD models, and popularity-based recommendation engine as a baseline. Our online test encyclopedias are listed in Table 9 . The four websites are XHTML-based. The tracking and analysis scripts are developed using PHP 5.5 and JavaScript ES5. All user navigation data is kept in MySql 5.6.32. Figure 8 shows screenshots from the website. 
C. EVALUATION METRICS 1) METRICS TO EVALUATE THE QUALITY OF RECOMMENDER SYSTEM
To evaluate the effectiveness of the proposed PCRF, we use the rank-based Mean Average Precision, MAP@k, score to quantify recommendation quality at different ranks, k. Generally, MAP@k quantifies the precision at the system level by calculating the mean of the average precision scores for a set of queries at different ranks up to k.
In our experiments, we use MAP@k to calculate mean average precision scores for a set of users, U, in a user group using the same system. Hence, MAP@k is calculated as:
In this equation, P@k, denotes the precision at rank k for an individual user. For example, if user u 1 received a set of three recommendations and found the first two to be relevant and the third one to be irrelevant such that the user rating matrix is [1, 1, 0] , where one indicates relevant and zero indicates irrelevant, then P@1 = (1/1) = 1, P@2 = (2/2) = 1, and P@3 = (2/3) = 0.67. Then, the average precision up to a rank k = m for a single user is calculated as AP@k = 1 m * m k=1 P@k. So, for user u 1 , AP@3 = [1/3 * (1+1+0.67)] = 0.89. Finally, the mean of the average precisions of all users in a user group is calculated to quantify the recommendations quality at the system level for that user group, MAP@k (U ).
2) METRICS TO EVALUATE THE IMPACT OF RECOMMENDATION ON INFORMAL LEAENING
In our evaluation of informal learning we use three types of metrics: user-centric qualitative metrics to evaluate the user-perceived effectiveness of the personalized recommendations, objective educational metrics to evaluate the impact of recommendations on learning, and web analytics to get an insight into learners' focus and attention during the experiment.
For the user-centric qualitative metrics, we evaluate two metrics that have been commonly used in the literature [92] : 1) Perceived accuracy or relevance: how much the recommendations match the users' interests, preferences, and tastes. 2) Overall users' satisfaction: the global users' feeling of the experience with the RS. For educational metrics, we focus on conceptual knowledge assessment as we are evaluating informal learning. That is, we are not following a curriculum or predefined learning outcomes upon which we can evaluate learners. Knowledge assessment allows measuring the general outcomes of learning and determines the effectiveness of the learning process. As knowledge structures cannot be observed directly, various indirect methods are used instead. Concept maps (CM) are one of such methods [93] . Therefore, to evaluate informal learning, we design a conceptual knowledge assessment rubric adapted from concept map-based rubrics. 2 The rubric we use is a simplified rubric aimed at assessing conceptual knowledge in essays for primary students. Essays can be assessed against five criteria: structure, relationships, exploratory, communication, and writing quality. Essays can be assessed on a scale of 1 to 4 against each criterion based on some characteristics such as number of correct concepts used, complexity of concepts, number of relationships between concepts, the ability of learners to explain some comparisons between concepts, . . . etc. the full rubric is available in our EDUCON paper [28] . Finally, we use web analytics data to analyze the general navigational patterns of each user group. We examine visited pages and topics' frequencies to find out whether a certain test group is focused, distracted, or not focused on the main topic of experiment.
D. LEARNING CONTENT
We use content from the 2007 Wikipedia DVD Selection 3 which is a free, hand-checked, and non-commercial selection from Wikipedia, targeted around the UK National Curriculum. It is about the size of a fifteen-volume encyclopedia including all topics in Wikipedia rated ''Good'' or higher by Wikipedia itself at date of production. This selection of topics has been carefully chosen, tidied up, and checked for vandalism and suitability for school students. The content can be navigated using a pictorial subject index, or a title word index of all topics.
E. DATA COLLECTION TECHNIQUES
We use multiple data collection tools. We use questionnaires to collect users' feedback about some aspects of the system during the experiments. Questionnaires collect both users' demographic attributes and their opinions about perceived accuracy and overall satisfaction. In addition, we asked the participants to submit essays related to the topic of space. Additionally, we run tracking scripts to collect navigationrelated data. 
F. PARTICIPANTS
Experiments were conducted at a local private school teaching the UK National Curriculum. All year-five students were invited to participate in the experiments. Therefore, all participants' ages range between nine and ten years old. Consent forms were sent to interested students' parents to allow their children to participate in the experiments. A total of one hundred students from year-five participated in the experiments. Students were randomly assigned into five test groups each composed of twenty students. Test groups are: Control, HARD, CRD, Baseline, and Control_2. We had balanced participation from both male and female students. All participants use the internet to search for information at different levels of usage. Most of the students use either google or Wikipedia to search for information, hence, participants are familiar with web search and are familiar with the technological environment of the experiment. Demographics of participants per test group are summarized in Figure 9 .
Test groups underwent two different treatments following the two strategies explained earlier. Details are explained in following sections.
G. PROCEDURE
A writing challenge was announced among year-five students. In the announcement we invited the students to use an online encyclopedia during their break hours at the school to learn about any topic related to the ''Space'' and then submit an essay about their topic of interest. The question in the announcement states the following: ''If you could go to space at some point in your life, what would you most like to see or experience? Choose anything in the universe and write about it.'' The experiments were carried out at term three of the school year by then the participants had covered enough material related to ''Space'' as part of their science subject. We confirmed this information from teachers to ensure participants' familiarity with the topic of the experiments as well as to ensure that participants are capable of learning and writing about the ''Space''. Hence, we control the factors of previous experiences and minimum required skill levels that commonly impact any learning process. Furthermore, we forced a fixed design for all the test sessions in terms of time, location, class setup, and duration to eliminate the impact of these factors on the experimental results. For example, some students might be very tired at the end of school day compared to their agility level in the early morning and thus may be less capable to learn. Moreover, some classrooms might have more comfortable setups, lighting, or conditioning system which may have impact on their attention or engagement in the experiment. So, we carried all the test experiments in the same computer lab. The experiments took place on five consecutive days in the middle of the school day during the second break hour. The variable factors were limited to website setups in terms of recommendations' logic as explained earlier. All test session followed the same structure as explained in Figure 10 .
H. FIRST TREATMENT OF THE USER STUDY -ASSESSING THE QUALITY OF RECOMMENDATION SYSTEMS
Three user groups were selected to evaluate the quality of the proposed recommender system. These are: CRD, Baseline, and HARD. Each user group had twenty students. We asked the students to evaluate the relevance of recommendations at two times during the test session. The first time is at the beginning of the test session at which the students would have at least visited one page, hence, the size of navigation graphs is between one and five, 1 =< |TNG| =< 5. The students are instructed to give their first feedback five times. That is, when the recommendation list contains one recommendation, P@1, then two recommendations, P@2, then three, P@3, and up to five recommendations, P@5. We designed the recommendations' pop up window in such a way that displays increasing number of recommendations at the beginning of the test session. That is, it displays one recommendation, then two, then three, and up to five, so as not to confuse the users. The second time the students had to evaluate the relevance of recommendations was towards the end of their test session where the navigation graph size would have increased above five, 5
|TNG|. Again, at that time the students were instructed to give their feedback at five different times as they would have done at the beginning of the test session. We record students' feedback on recommendations' relevance to evaluate the precision as well as adaptivity. As explained earlier, users of similar information-oriented websites tend to exhibit an exploratory behavior and are likely to change interest during their navigation. In that sense, a successful recommender system should not only recommend relevant topics but also promptly adapt to changes in users' interest.
We use the rank-based mean average precision, MAP@k, as a metric because it gives good evaluation of both relevance as well as accuracy of ranking at the system level. We hypothesize that the three systems' MAP@K scores will not be equal. We use one-way ANOVA for multiple means to measure the statistical significance of our results at alpha level 5%, α = 0.05. All results are statically significant with P-Value = 0.0 (P-Value < 0.05).
Results of First Treatment: Results of our evaluation reveal that indeed the three recommendation systems generate recommendations at different levels of precision over the test sessions and differ in their adaptivity. At the beginning of the test session, as shown in Figure 11 , CRD-based recommendations starts as the most precise among all other systems with MAP@1 = 100% at the first rank compared with MAP@1 = 85% and MAP@1 = 0.0% for HARD and the Baseline respectively. However, as the users continue navigation, CRD fails to promptly adapt to changes in users' interests and its precision continues to drop until it reaches 80.35% compared with HARD and the Baseline which both exhibit better adaptability to changes in user interests. Figure 11 shows that up to rank five, with number of topics equals five, HARD model consistently maintains reasonable precision with MAP@k scores ranging between 85% and 91.25%. The Baseline which does not implement any personalization logic starts so imprecise because it displays recommendations that are popular on the website which are apparently not relevant to the test topic. Yet, as users continue to navigate and click on relevant topics during the test session, it starts to display some relevant recommendations that had received higher number of visits by the users in the current test session.
Analyzing the performance of the three systems towards the end of the test session as shown in Figure 12 , HARDbased recommendations turn to be the most precise and the most adaptive with MAP@k scores ranging between 100% and 86.4%. HARD system exhibited consistent performance in terms of precision throughout the test session. Whereas, CRD system's performance dropped significantly towards the end of the test session with MAP@K scores ranging between 27.5% and 47.4%. Baseline system's performance continue to improve towards the end of the test session by accommodating the current trend in user interests, but with much less precision compared with HARD or CRD.
Considering exemplary users' feedback ('0' for irrelevant and '1' for relevant) from CRD group, TABLE 10, we can see that for user, U15, who seems to be determined from the beginning on his/her topic of interest, CRD gives very precise recommendations repeatedly. However, for user, U3, who seems to be unsure about the topic of interest from the beginning, CRD fails to adapt to changes in interest. This could be a result of the ranking logic of CRD that places a very high weight for the root node which is the first node in the navigation graph of the user. Hence, if the user is not very clear about his/her target right from the beginning and is rather exploring some topics searching for the main topic of interest, which is the typical case for information-oriented websites' users, CRD might not be very successful in delivering precise recommendations at the top of the recommendation list. On the other hand, if we look at two exemplary users on the HARD website, user, U4, who seems to be very focused from the beginning of his/her navigation, and user, U9, who seems to be changing interests during navigation session. We find that HARD model immediately accommodates the changes and generates precise recommendations to user, U9, with reasonable precision at the beginning of the navigation session, then becomes very precise towards the end of the navigation session as the user's interest becomes more well-defined giving comparable experience to both users: U4, who started with clear interests, and, U9, who started a bit unsure as we can see from the user feedback, TABLE 11. 
I. SECOND TREATMENT OF THE USER STUDY -ASSESSING THE IMPACT OF RECOMMENDATIONS ON INFORMAL LEARNING
Four user groups were selected to evaluate the impact of personalized recommendations on informal learning, namely, CRD, HARD, Control, and Control_2. We grouped the responses of CRD and HARD groups into ''with personalization'' group, and the responses of Control and Control_2 groups into ''without personalization'' group. Forty students used the online encyclopedia with personalized recommendations, and forty students used the website without any recommendations. Each group has all levels of students. Students could use the website in informal settings during break time for one hour during which they could read about any topic related to space, take notes, save some pictures, and ask questions to the study moderator whenever they needed help. At the end of the session, students were asked to complete a questionnaire to rate their experience on a scale of 1 to 4, where 1, e.g. ''not useful'' or ''not relevant'', represents the worst impression, and 4, e.g. ''very useful'' or ''very relevant'', represents the best impression. We used expressive responses rather than points as we found it to be more suitable for the selected age group. Afterwards, the students could use the information they collected from the encyclopedia to write an essay and email it to the study moderator. All students completed the questionnaires and rated their experience, but, only 32 students out of the 80 participants submitted written essays. Nevertheless, we selected only 22 essays (11 from the personalized support group and 11 from the control group) for the assessment of informal learning and excluded 10 submissions that were entirely copied from the online encyclopedia. Prizes were given to the best three essays.
VI. RESULTS OF SECOND TREATMENT 1) USER-CENTRIC QUALITY METRICS
As highlighted in previous sections, link-based navigation suffers from many limitations. To verify those findings, we asked the students whether it was easy for them to find the information they were looking for by just using the navigational tools supported in the online encyclopedias such as subject index and hyperlinks. We found that 43.59% of the students in the control group took long time to find the information compared to 29.73% of the students in the group with personalized support as shown in Figure 13 (A) . Interestingly, the percentage of students who faced difficulty in navigation on the encyclopedias with personalized support is relatively smaller than the percentage of students who faced difficulty in navigation on the encyclopedias without personalized support (control groups).
Moreover, results show that the proposed personalized content recommendation framework generates highly relevant recommendations as shown in Figure 13 (C) . In addition, considering the overall user satisfaction criteria, results show that more than 90% of the 40 users who used the encyclopedia with personalized recommendations found the recommendations to be useful, and more than 80% thought that it would be helpful to have similar recommendations on other websites that they commonly used for information search as shown in Figure 13 (B) and (D) respectively.
2) EVALUATING INFORMAL LEARNING
Two assessors evaluated the students' essays using the conceptual knowledge rubric explained earlier.
Evaluation of conceptual knowledge reveals that users who used the online encyclopedia with personalized recommendations could achieve higher scores on conceptual knowledge assessment compared to those who used Wikipedia without recommendations. The average score for students who used the encyclopedia with personalized recommendations was 14.9 compared with 10.0 for the students who used the encyclopedia without recommendations as shown in Table 12 . The results are statistically significant at alpha level 5%, α = 0.05, using t-Test for small independent samples with P-Value = 0.0 (P-Value < 0.05). Additionally, the assessors found that participants who used the encyclopedia with personalized recommendations were able to make use of a larger number of concepts, make comparisons, and state relations between concepts.
3) WEB ANALYTICS
Analysis of web analytics data revealed that users who used the encyclopedia with personalized support navigated more articles related to ''Space'' compared with participants who used the encyclopedia without any personalized support. Users in the control group navigated a total of 226 articles compared to 644 articles navigated by the users in the personalized support group. Manual analysis of the visited articles by both groups revealed that users in the control group were generally focused but visited less diverse topics related to ''Space'' and some of the users visited a few irrelevant topics such as ''Art'' and ''Children Charity''. However, the other group of users visited more diverse pages related to ''Space''. This might have resulted in helping the students who used the online encyclopedia with personalized support to use a larger number of related concepts and state relations among concepts. We can see as well in Table 12 that the students in the personalized support group submitted essays of various topics compared to the control group students who submitted limited number of topics, mainly focused on ''Black Hole'' and ''Neptune''. Overall, we can conclude that personalized content recommendations effectively support informal learning from Wikipedia or other information website. That is because they provide easier and faster access to relevant information as well as help learners to be more focused on their topics of interest.
VII. CONCLUSION
In this paper, we proposed an effective personalized content recommendation framework (PCRF). PCRF implements efficient structural recommendation model by integrating fuzzy thesauri with adaptive users' interest models generated using structural analysis of topical navigational graphs.
We designed user studies with two strategies to evaluate the quality of PCRF as well as the impact of personalized recommendations on informal learning from Wikipedia.
Our evaluation revealed that PCRF generates highly relevant recommendations that are adaptive to changes in user's interest using the HARD model with MAP@k scores ranging between 100% and 86.4%.
In addition, evaluation of informal learning revealed that users who used Wikipedia with personalized support achieved higher scores on the conceptual knowledge assessment with average score of 14.9 compared with 10.0 for the students who used the encyclopedia without any recommendations. In addition, they could make use of a larger number of concepts and were able to make comparisons and state relations between concepts. Manual analysis of web analytics data show that users who used Wikipedia with personalized recommendations visited larger number of relevant pages compared to the control group, 644 vs 226 respectively. Results confirm that PCRF can support informal learning in information wikis.
PCRF can also be adapted to provide personalized recommendations in similar environments. For instance, it can be used to provide within-book recommendations. For example, section-level, chapter-level, or paragraph-level recommendations. PCRF can be used in library systems, social forums, expert blogs, corporate knowledge sharing systems.
In the future, PCRF can be improved to provide different categories of recommendations in a hybrid model. Additionally, we intend also to explore the possibility of designing an automated evaluation framework suitable to evaluate informal learning without the need for any type of assessments using web analytics data. Web analytics data can give valuable insights on users' focus, interests, and progress. We intend to explore possible data mining tasks that can be applied to web analytics data to give users feedback on their progress and help improve the quality of recommendations.
