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For a target socio-economic variable, two sources of data with different 
collecting frequencies may be available. In general, the information of these 
sources of data do not agree with each other. Typically the less frequent, is 
usually more accurate and reliable, because it was collected through census 
or from a larger sample. This source is called benchmarks. Benchmarking is 
a procedure using benchmarks to adjust the more frequent and less reliable 
data.
For the purpose of performing the advanced benchmarking methods, the 
model of survey error is indispensable but rarely available. Due to the short 
series of available data and lack of appropriate estimation method, using a 
default model for the survey error is a common way to simplify the prediction 
process of signals or even benchmark. In this thesis, it is shown that by 
properly choosing an AR(1) model as the working model for the error, the 
benchmarking procedure may work well. Moreover, an AR(1) modelling 
procedure using both quarterly data and annual benchmark is proposed. 
Comparison of using several default models and using the fitted value as the 












作為調查誤差的模型，運用基準的步驟是可以順利運作的。此 外 ，我們 
構思利用季度數據和年度基準於A R (1)的建模過程，繼而比較應用各個 
默認的模型與及運用估計值作為A R (1)模式的係數。最 後 ，我們將會展 
示一個實際例子。
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In the area of survey data analysis, two sources of data with different frequen-
cies may be available for a target socio-economic variable. In general, their 
information do not agree with each other. For the one that is less frequent, is 
usually more accurate and reliable, because it was collected through census 
or from a larger sample. However, due to the time needed of collection and 
processing, it is often available only after a considerable lag. This source 
is called benchmarks and it can measure the long term trends of the tar-
get variable. The characteristic of another source of data is the opposite of 
benchmarks which is more frequent and timely but less accurate. Although 
this source of data is not as accurate as benchmark, it can be served as an 
indicator to determine the short term movement of the target variable. 
As stated before, there are some discrepancies between two sources of 
data. These discrepancies are induced during repeated surveys and known 
as the survey errors. According to Tan and Neo (2004), survey errors may 
be caused by the following reasons: 
1. different levels of coverage affect the degree of comprehensiveness 
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2. data are come from different institutes which use different sampling 
frames; 
3. different data collection methods are applied which induce a greater 
discrepancy; 
4. different accounting methods are used by the respondents in two sur-
veys, etc. 
Since both less frequent data (called benchmark) and more frequent data 
are both observations of the same target variable, it is not reasonable that 
their values do not coincide. Thus, it is very important to derive a time series 
which preserve the short-term movement in the more frequent series with 
the constraint that the sum of them would be the same as the corresponding 
benchmark. In order to attain this target, a technique called benchmarking 
is executed. 
Benchmarking is a process that doing some adjustments on the more 
frequent data in order to make them consistent with the benchmarks. In a 
broader sense, benchmarking can also be treated as a process of using the 
strength of both sources of data to improve the forecast of signal (see Cholette 
and Dagum, 1994). To perform the advanced benchmarking method, the 
model of survey error is needed. 
In general practice, estimates of the variance of survey error are often pub-
lished by statistical agencies. However, estimates of the correlation structure 
of survey errors are seldom provided. Under some situations that all informa-
tion related to the analysis of survey errors such as the values of individual 
units, are given, these methods of modelling survey errors are referred to as 
2 
the full analysis and so-called primary analysis of survey errors (see Scott, 
Smith and Jones, 1977; Pfeffermann, 1991). 
Unfortunately, neither the individual values nor other elementary esti-
mates are available due to certain restrictions such as, the need of confiden-
tiality or inadequate data identification. Consequently, the primary analysis 
is seldom conducted. Thus, the analysis of survey error has to be based on 
the published aggregate data in most situations. This type of analysis of 
survey error is called secondary analysis (see Scott, Smith and Jones, 1977; 
Pfeffermann, 1991). Usually, the integrated autoregressive moving average 
(ARIMA) model would be chosen to fit on the aggregated data. Besides, the 
resulting model for the aggregated data at time t would be decomposed into 
two component models as shown below: 
y(t) = il{t) + e{t), = 1 .,71; E[e ] = 0 , (1.1) 
where y{t) is the aggregated data, r]{t) is the target socio-economic variable 
and e(t) is the survey error. Accordingly, the target variable is estimated 
from the aggregated data in the presence of error. However, this decom-
position is rather restrictive and forces the analysts to be subjective. For 
example, in Scott, Smith and Jones (1977), the AR parts of the models for 
the observations, the target variable and the survey error are assumed to be 
identical. 
As a result, a new approach of modelling survey error called extended 
secondary analysis was proposed (see Chen and Wu, 2000). This method 
relaxed the model assumptions on the target variable r]{t) stated in the sec-
ondary analysis. In addition, the available information is fully utilized. It 
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uses not only the aggregated data y{t), but also the available benchmarks 
(auxiliary information) to model the survey error. 
In Chen and Wu (2000), a method was introduced to estimate the au-
toregressive parameter, 0 in the model of monthly survey error with annual 
benchmarks where the monthly survey error is assumed to follow an AR(1) 
model. Besides, for the purpose of checking whether this method would also 
be feasible other than monthly-annual data, Shea (2004) applied it on mod-
elling the monthly survey error with quarterly benchmarks. However, in both 
situations, this method performs well only when the given series of data is 
long enough. This condition is quite difficult to fulfill in reality. In order to 
improve the modelling of survey error with a shorter series of data, a new 
estimation method which is based on the idea of extended secondary analysis 
is introduced in this thesis. Moreover, throughout this thesis, we would focus 
on the case of quarterly data with annual benchmarks which was not being 
considered by Chen and Wu (2000) and Shea (2004). 
The following are the general setting of the studies. Suppose we have a set 
of observations y{t) which are collected quarterly and it can be decomposed 
into two parts as shown in (1.1). Also, the survey error {e{t)} is assumed to 
be a stationary series. In general, the sum of survey errors for year T would 
be 
e{T) = e(s X (T - 1) + 1) + e(s X ( r - 1) + 2) + . •. + e(sT), T = 1 , . . . , yv 
where s is the number of observations for each benchmarks. When s = 3, 
it represents the case of monthly data with quarterly benchmarks; When 
s = 4’ it represents the case of quarterly data with annual benchmarks; When 
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s = 12, it represents the case of monthly data with annual benchmarks. In 
this paper, we only focus on the quarterly-annual data, so s is taken to be 4. 
Thus, the sum of quarterly survey errors for year T would be 
e{T) = e(4T - 3) + e(4T - 2) + e(4T - 1) + e(4T), T 1,… N. (1.2) 
On the other hand, we also have a set of annual benchmarks z{T)^ 
z(T)= T=l,… N, n>4iV, 
teT 
where the notation t G T means quarter t in year T and ip(T) is the annual 
survey error. As the quarterly and annual data are collected from different 
sources, e(t) and 'ip(T) are assumed to be mutually independent (see Cholette 
and Dagum, 1994). Also, the variance of ip{T) is much smaller than variance 
of e{t) in most cases. Traditionally, ip{T) are considered to be zero (see 
Denton, 1971). In this case, z(T) are called binding benchmarks; otherwise 
the benchmarks are non-binding. In this thesis, only the case of binding 
benchmarks is studied. Therefore, the annual benchmark for year T would 
be 
z(T) = 77(4T - 3) + r){AT - 2) + r){AT - 1) + ry(4T), T=l … N. (1.3) 
As binding benchmarks is assumed, e(T) can be extracted by subtracting 
the benchmark value from the sum of quarterly data of year T. That is 
AT 
e{T) = E y{t)-z{T), T=l … N. (1.4) 
t=4T-3 
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Moreover, the survey error series {e(i)} is assumed to follow a first order 
autoregressive (AR(1)) model 
e = ( 1 . 5 ) 
where 0 < 0 < 1 and {^(i)} is a white noise series with mean zero and 
variance a^. This assumption is used in many literatures and is quite reason-
able when information provided for the survey error series is insufficient (see 
Scott, Smith and Jones, 1977; Chen and Wu, 2000). Obviously, the variance 
of survey error is given by 
” e(0) = Y ^ r 
Furthermore, the autocovariance function of survey error would be 
/ fc 2 
Ve{k) = f ^ /c = 0 l , 2 ’ . . . . 1.6) 
On the other hand, {r]{t)} is assumed to follow a difference stationary 
series, denoted by DS (Nelson and Plosser, 1982) rather than a stationary 
series only. As the DS model is more general and can fit many real series 
well, a seasonal ARIMA (p, 1, q){P, 1, Q)4 model is assumed for {r]{t)}. In 
other words, 
• • 4 " = " m (1.7) 
where r]*{t) is a stationary and invertible autoregressive moving average series 
(ARMA) with zero mean; • = 1 - = 1 — a n d 5 is the backshift 
operator defined by B'^r]{t) = r](t - k). 
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In this thesis, we present a new method that uses both aggregated data 
{y(t), t = 1 , . . . , n} and auxiliary information {z(T), T = 1 . . . 7V} to 
estimate 0 in (1.5). By simulation, we compare the performance of our 
new method with an existing method which is demonstrated in previous 
literatures. We find that the estimate of cf) provided by the new method 
appears to be more suitable to model the survey error. On the other hand, 
we try to show the effect of using the estimate of instead of arbitrarily-
assigning a default value of 0 on modelling survey error. 
The layout of this thesis is as follows. In chapter 2, based on regression 
method, we study the effect of using a default value of 0 to model the survey 
error in benchmarking. In chapter 3, we propose a new method which is 
called Benchmark Forecasting Method of estimating the autoregressive pa-
rameter 4> and provide a simulation study to compare the performance of 
the new method with an existing method, namely the Correlation Method. 
In chapter 4 the performance of using the estimated value of 0 to model 
the survey error is provided. Besides, some suggestions on the selection of 
using default value and the estimated value of 0 are given. In chapter 5 
we examine the benchmarking performance of using a fitted AR(1) model as 
the working model for two examples that each of the survey error follows a 
stationary and invertible ARMA model. In chapter 6, an illustrative example 




The effect of using a default 
error model 
To implement advanced benchmarking methods, the model of survey error is 
indispensable but seldom available. Therefore, we often assume the survey 
error follows an AR(1) process for conducting the benchmarking. Hence, 
the autoregressive parameter 0 becomes a kernel in the modelling process. 
However, the value of 4> is also rarely known. Therefore, using a default value 
0 of </) to model the survey error is a common way to simplify the prediction 
process on signal. 
In this chapter, the effect of 0 on the standard deviation (SD) of prediction 
error would be demonstrated. Then, we would show the changes on SD of 
prediction errors caused by using a default error model. In addition, such 
changes would be separated into two parts which are called misspecification 
error and reporting error. 
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2.1 Formulae to measure the prediction error 
The vector representation of (1.1) and (1.3) can be written as 
y = ri + e 
(2 .1) 
z = Lry, 
where y = (^/(l),…. y(n))'’ rj = ("(1), . . . ’ 77(71))', z = (2 (1)’ ….’ z(N))' 
and e = (e ( l ) , . . . , e(n))' for n > 47V. When n = 47V, then 
/ l ' 0' . . . 0 ' \ 
n W n' l ' = ( l 1 1 1)1x4, 0 1 … 0 
L = , 
• • . • 
1' O' = (0 0 0 0)1X4. 
0 … 1 /Nxn 
When n > iN, some columns of 0 are added to the columns representing 
the quarters that n > 4N in the above matrix L. 
Regarding r](t) as constant, (2.1) can be viewed as a regression model. 
Then the generalized least square estimate of rj denoted by i) is given by 
% = y + VeL'(LVeL')- i (z-Ly) (2.2) 
where Vg is the covariance matrix of the survey error and 
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( V e { 0 ) Ue V e ( 2 ) … “ 1) \ 
Veil) Ve(0) V e i l ) … V e ( n - 2) 
Ve(2) Veil) Ve(0) . . . Ve(n - 3 ) 
Ve = . (2.3) 
• • • , • 
i • • . 
Ve(n - 2) Ve(n - 3) Ve(n - 4 ) … Ve(l} 
\Ve(n-l) Ve(n - 2) Vein - 3 ) … ; e ( 0 ) ) — 
Without loss of generality, we assume a^ — 1. 
Furthermore, the covariance matrix of the prediction error of signal (f)^ 
- r j ) , is given by 
V^ = Var(f/^ - r j ) = KVeK' , (2.4) 
where 
K = I - V e L ' ( L V e L ' ) - i L 
and I is an identity matrix with dimension n x n as shown below, 
/ I 0 0 . . . 0 
0 1 0 . . . 0 
1 = 
• • • , • 
• • • • • 
VO 0 0 … 1 xn 
2.2 The effect of autoregressive parameter on 
SD of prediction error 
Assume 10 annual benchmarks and 44 quarterly observations are available. 
If the value of true • is known, we can obtain the estimate of signals and 
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the covariance of prediction error through (2.2) and (2.4) respectively. In 
this section, in order to see the effects on the SD of prediction error caused 
by different values of true 0 are substituted into (2.3). Moreover, SD of 
prediction errors at several time points are also provided for each true 0. Let 
us denote the SD of prediction error as 
M O = (2.5) 
where t is denoted as different time points. Furthermore, since f j is an 
unbiased estimator of ry, is the root mean squared error of fj V) as 
well. 
Table 2.1 shows the SD of prediction errors at several time points with 0 
=0.00, 0.30, 0.50 0.70’ 0.80 0.90, 0.95 and 0.99. The notation y.q in column 
1 denotes the quarter q in year y. Also, only the values of the quarters in 
the beginning of the years (year 1), the middle year (year 6), the last year of 
the period having benchmarks (year 10) and the year without a benchmark 
(year 11) are provided. In addition, given the condition that the value of 
true 0 is known, the is the minimum attainable value at time t in each 
column. 
From Table 2.1, we can observe the following: 
1. In the years with benchmarks (year 1 to 10), the SD of prediction error 
roughly shows a decreasing trend when the value of 0 is moving from 
0.00 to 0.99. On the contrary, in the year without a benchmark (year 
11) the SD of prediction error shows an increasing trend when the 
value of 0 is moving from 0.00 to 0.99. 
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Table 2.1: True value of SD of prediction error 
0 = 
y.q 0.00 0.30 0.50 0.70 0.80 0.90 0.95 0.99 
~ T l 0 . 8 6 6 0.861 0.867 0.870 0.867 0.861 0.857 0.853 
1.2 0.866 0.769 0.710 0.653 0.624 0.595 0.581 0.569 
1.3 0.866 0.770 0.718 0.671 0.649 0.628 0.618 0.610 
1.4 0.866 0.854 0.846 0.825 0.809 0.787 0.775 0.765 
0.866 0.852 0.838 0.805 0.780 0.749 0.732 0.718 
6.2 0.866 0.769 0.710 0.653 0.624 0.595 0.580 0.569 
6.3 0.866 0.769 0.710 0.653 0.624 0.595 0.580 0.569 
6.4 0.866 0.852 0.838 0.805 0.780 0.749 0.732 0.718 
10.1 0.866 0.854 0.846 0.825 0.809 0.787 0.775 0.765 
10.2 0.866 0.770 0.718 0.671 0.649 0.628 0.618 0.610 
10.3 0.866 0.769 0.710 0.653 0.624 0.595 0.581 0.569 
10.4 0.866 0.861 0.867 0.870 0.867 0.861 0.857 0.853 
11.1 1.000 1.033 1.090 1.171 1.217 1.265 1.289 1.309 
11.2 1.000 1.047 1.139 1.293 1.396 1.516 1.581 1.637 
11.3 1.000 1.048 1.151 1.349 1.499 1.691 1.805 1.904 
11.4 1.000 1.048 1.154 1.375 1.561 1.821 1.985 2.134 
2. Excluding the column of 0 = 0.00 the SD of prediction error increases 
with an increase of interpolation lag for each 0 in year 11. 
2.3 Misspecification error of SD of prediction 
error when using a default error model 
In practice, Ve is rarely known. However, the benchmarking can still be car-
ried out by choosing a known variance-covariance matrix, say Vg, to replace 
Ve. In this section, we assume the exact value of • is not known. With the 
same conditions stated in previous section, a default value 0 is substituted 
into (2.3) instead of 0 to form the covariance of survey error, so that a default 
covariance matrix of survey error Ve is produced where 
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/ l5e(0) VeW Ve{2) . . . Ve{n - l ) \ 
{ie(l) VeiO) i^e(l) . . . " 2) 
~ Vei2) Veil) MO) . . . U n - 3) 
V e = . 
• • • • • 
. . . • • 
Vein - 2) Ve(n — 3) Ve(n - 4) . . . 
1) Vein - 2) Vein - 3) . . . i;e(0) 
When Ve is used to replace the Vg in (2.2), the resulting estimate of 77, 
denoted by f)^, is given by 
% = y + V e L ' ( L V e L y ^ ( z - L y ) . (2.6) 
Other than (2.2), the Ve inside the matrix K in equation (2.4) are also 
replaced by Ve and hence the covariance matrix of prediction error of signal 
is reformed. The new covariance matrix which is constructed by 0 can be 
obtained through (2.7), that is 
V^ = Var( $ - r 7 ) = KVeK', (2.7) 
where 
K = I - V e L ' ( L V e L V L . 
We call V as the theoretical value of the covariance of prediction error. 
Moreover, we notice that Ve is still a component of calculating the co-
variance of prediction error in equation (2.7). Since it is simply impossible 
to have such Ve in practice, Vg is substituted into (2.7) instead of the Vg, 
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that is 
V = K V e K ' , (2.8) 
and VJ is denoted as the reporting value of the covariance of prediction error. 
Hence, from equation (2.5), the theoretical value and the reporting value of 
the SD of prediction error when using 0 are respectively 
= and atit) = / V ^ . 
In Table 2.2 2.3, 2.4 and 2.5 the theoretical value of SD of prediction 
error for different combination of 0 and true 0 are demonstrated. We take 
0 = 0.50’ 0.70, 0.90 and 0.99 and true • = 0.00’ 0.30, 0.50’ 0.70, 0.80 0.90’ 
0.95 and 0.99. 
When 0 = 0, it indicates correct specification; when ^ ^ (j), misspecifica-
tion occurs and the theoretical value of the SD of prediction error should be 
different from the values given in Table 2.1. These discrepancies are called 
the misspecification error. The misspecification error at time t is denoted as 
and can be calculated by 
m^ii) = % - . (2.9) 
The percentage change of cr^(i) at time t is given by 
^ ^ X . 2.10) 
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Table 2.2: Theoretical value of SD of prediction error, 0 “ 0.50 
0 = 
y.q 0.00 0.30 0.50 0.70 0.80 0.90 0.95 0.99 
~ T l 0 . 8 7 0 0.862 0.867 0.874 0.884 0.921 1.006 1.553 
1.2 0.870 0.769 0.710 0.654 0.625 0.597 0.583 0.574 
1.3 0.867 0.771 0.718 0.672 0.654 0.646 0.665 0.858 
1.4 0.881 0.856 0.846 0.829 0.817 0.811 0.826 1.009 
0.882 0.855 0.838 0.809 0.787 0.760 0.744 0.731 
6.2 0.871 0.769 0.710 0.654 0.626 0.598 0.584 0.573 
6.3 0.871 0.769 0.710 0.654 0.626 0.598 0.584 0.573 
6.4 0.882 0.855 0.838 0.809 0.787 0.760 0.744 0.731 
10.1 0.881 0.856 0.846 0.829 0.817 0.811 0.826 1.009 
10.2 0.867 0.771 0.718 0.672 0.654 0.646 0.665 0.858 
10.3 0.870 0.769 0.710 0.654 0.625 0.597 0.583 0.574 
10.4 0.870 0.862 0.867 0.874 0.884 0.921 1.006 1.553 
11.1 1.028 1.041 1.090 1.199 1.317 1.618 2.092 4.299 
11.2 1.007 1.052 1.139 1.323 1.517 1.977 2.663 5.701 
11.3 1.002 1.050 1.151 1.371 1.604 2.148 2.943 6.400 
11.4 1.000 1.049 1.154 1.390 1.641 2.227 3.078 6.747 
Table 2.3: Theoretical value of SD of prediction error, 0 = 0.70 
0 
y.q 0.00 0.30 0.50 0.70 0.80 0.90 0.95 ' o W 
~ T l 0 . 8 7 3 0.867 0.870 0.870 0.871 0.890 0.949 1.376 
1.2 0.872 0.771 0.711 0.653 0.624 0.595 0.581 0.570 
1.3 0.867 0.771 0.718 0.671 0.650 0.637 0.647 0.796 
1.4 0.891 0.863 0.848 0.825 0.810 0.797 0.807 0.967 
0.890 0.861 0.841 0.805 0.780 0.750 0.733 0.719 
6.2 0.872 0.771 0.711 0.653 0.624 0.595 0.581 0.569 
6.3 0.872 0.771 0.711 0.653 0.624 0.595 0.581 0.569 
6.4 0.890 0.861 0.841 0.805 0.780 0.750 0.733 0.719 
10.1 0.891 0.863 0.848 0.825 0.810 0.797 0.807 0.967 
10.2 0.867 0.771 0.718 0.671 0.650 0.637 0.647 0.796 
10.3 0.872 0.771 0.711 0.653 0.624 0.595 0.581 0.570 
10.4 0.873 0.867 0.870 0.870 0.871 0.890 0.949 1.376 
11.1 1.065 1.073 1.108 1.171 1.232 1.392 1.667 3.088 
11.2 1.032 1.082 1.159 1.293 1.418 1.709 2.160 4.302 
11.3 1.016 1.070 1.166 1.349 1.522 1.914 2.498 5.150 
11.4 1.008 1.060 1.163 1.375 1.583 2.049 2.727 5.741 
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Table 2.4: Theoretical value of SD of prediction error, ^ = 0.90 
(p = 
y.q 0.00 0.30 0.50 0.70 0.80 0.90 0.95 
~ n 0 . 8 8 1 0.882 0.886 0.881 0.872 0.861 0.863 0.951 
1.2 0.874 0.772 0.712 0.653 0.624 0.595 0.581 0.570 
1.3 0.866 0.774 0.723 0.675 0.651 0.628 0.620 0.642 
1.4 0.902 0.872 0.856 0.830 0.810 0.787 0.777 0.802 
0.895 0.865 0.843 0.806 0.780 0.749 0.732 0.718 
6.2 0.873 0.772 0.712 0.653 0.624 0.595 0.580 0.569 
6.3 0.873 0.772 0.712 0.653 0.624 0.595 0.580 0.569 
6.4 0.895 0.865 0.843 0.806 0.780 0.749 0.732 0.718 
10.1 0.902 0.872 0.856 0.830 0.810 0.787 0.777 0.802 
10.2 0.866 0.774 0.723 0.675 0.651 0.628 0.620 0.642 
10.3 0.874 0.772 0.712 0.653 0.624 0.595 0.581 0.570 
10.4 0.881 0.882 0.886 0.881 0.872 0.861 0.863 0.951 
11.1 1.134 1.150 1.184 1.221 1.238 1.265 1.313 1.655 
11.2 1.110 1.188 1.273 1.374 1.431 1.515 1.624 2.247 
11.3 1.090 1.178 1.292 1.447 1.546 1.691 1.865 2.766 
11.4 1.073 1.158 1.285 1.480 1.615 1.821 2.061 3.226 
Table 2.5: Theoretical value of SD of prediction error, 0 = 0.99 
y.q 0 . 0 0 ^ ^ M o ^ K 9 5 O W 
~ T l 0 . 8 8 7 0.893 0.901 0.898 0.888 0.872 0.861 0.852 
1.2 0.874 0.772 0.712 0.653 0.624 0.595 0.581 0.569 
1.3 0.867 0.777 0.727 0.679 0.656 0.632 0.619 0.610 
1.4 0.907 0.877 0.862 0.836 0.816 0.791 0.777 0.765 
0.895 0.865 0.844 0.806 0.780 0.749 0.732 0.718 
6.2 0.873 0.772 0.712 0.653 0.624 0.595 0.580 0.569 
6.3 0.873 0.772 0.712 0.653 0.624 0.595 0.580 0.569 
6.4 0.895 0.865 0.844 0.806 0.780 0.749 0.732 0.718 
10.1 0.907 0.877 0.862 0.836 0.816 0.791 0.777 0.765 
10.2 0.867 0.777 0.727 0.679 0.656 0.632 0.619 0.610 
10.3 0.874 0.772 0.712 0.653 0.624 0.595 0.581 0.569 
10.4 0.887 0.893 0.901 0.898 0.888 0.872 0.861 0.852 
11.1 1.181 1.207 1.248 1.288 1.301 1.307 1.307 1.309 
11.2 1.178 1.282 1.385 1.497 1.549 1.595 1.615 1.637 
11.3 1.174 1.300 1.444 1.623 1.717 1.810 1.856 1.904 
11.4 1.171 1.302 1.470 1.702 1.837 1.981 2.056 2.134 
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In Table 2.6, 2.7, 2.8 and 2.9, the value of m^{t) and S^{t) would be 
presented for different combination of and 0. For the sake of simplicity, we 
would use "low (or "low 0") and "high 0" (or “high 0") to denote the 0 
(or 0) which falls in the interval [0.00 0.70] and (0.70, 0.999] respectively (see 
Chen and Wu (2000)). These two intervals represent the samples obtained 
from surveys are light and heavy overlapped from time to time. 
From Tables 2.2 through 2.9, we can observe the following: 
1. In Table 2.2 to 2.5, for the columns which represent correct specification 
(0 = the theoretical values of the SD of prediction error are the same 
as the minimum attainable value as shown in Table 2.1. Hence, all the 
corresponding values of m^{t) and in Table 2.6 to 2.9 are equal 
to 0. 
2. For the columns which represent the case of misspecification (0 ^ 0), 
all of their theoretical values of the SD of prediction error are greater 
than the corresponding value in Table 2.1. This indicates that the 
values of > 0 and hence 5^{t) > 0. Besides, the values of 6^{t) 
are getting smaller when the value of 0 approaches to the value of • 
and vice versa. 
3. The pattern of 6^{t) for "low 0": 
(a) In the years with benchmarks (years 1 to 10): For "low 0" cases, 
are very small and most of them are smaller than 1% For 
"high cases, the value of are relatively large. When the 
value of 0 tends to 1, the percentage change is the largest. 
(b) In the year without a benchmark (year 11): The value of 6^(t) 
are greater than that in the years with benchmarks for all (f). For 
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Table 2.6: Measures of the misspecification error (m^ and d^), 0 = 0.50. 
: y . q (j) 0.00 0.30 0.50 0.70 0.80 0.90 0.95 0.99 
~ T l m 0.004 0.001 0.000 0.005 0 . 0 1 6 0 . 0 6 0 0 . 1 4 9 0.700 
5- 0.435 0.131 0.000 0.519 1.877 6.977 17.433 82.167 
1.2 m 0.004 0.001 0.000 0.001 0.001 0.002 0.003 0.005 
0.515 0.091 0.000 0.107 0.232 0.385 0.482 0.810 
1.3 m 0.001 0.000 0.000 0.001 0.005 0.018 0.047 0.248 
0.142 0.012 0.000 0.165 0.697 2.892 7.625 40.738 
1.4 m 0.015 0.003 0.000 0.003 0.009 0.024 0.051 0.244 
1.732 0.302 0.000 0.417 1.108 2.992 6.570 31.922 
6.1 m 0.016 0.003 0.000 0.003 0.007 0.011 0:012 0.013 
1.876 0.357 0.000 0.430 0.913 1.438 1.669 1.822 
6.2 m 0.005 0.001 0.000 0.001 0.002 0.003 0.004 0.004 
5 0.527 0.101 0.000 0.144 0.322 0.532 0.634 0.707 
6.3 m 0.005 0.001 0.000 0.001 0.002 0.003 0.004 0.004 
5 0.527 0.101 0.000 0.144 0.322 0.532 0.633 0.706 
6.4 m 0.016 0.003 0.000 0.003 0.007 0.011 0.012 0.013 
1.876 0.357 0.000 0.430 0.913 1.439 1.670 1.823 
10.1 m 0.015 0.003 0.000 0.003 0.009 0.024 0.051 0.244 
5 1.732 0.302 0.000 0.417 1.108 2.992 6.570 31.922 
10.2 m 0.001 0.000 0.000 0.001 0.005 0.018 0.047 0.248 
5 0.142 0.012 0.000 0.165 0.697 2.892 7.625 40.738 
10.3 m 0.004 0.001 0.000 0.001 0.001 0.002 0.003 0.005 
0.515 0.091 0.000 0.107 0.232 0.385 0.482 0.810 
10.4 m 0.004 0.001 0.000 0.005 0.016 0.060 0.149 0.700 
0.435 0.131 0.000 0.519 1.877 6.977 17.433 82.167 
11.1 m 0.028 0.008 0.000 0.028 0.100 0.353 0.803 2.991 
S^  2.795 0.763 0.000 2.379 8.230 27.866 62.291 228.566 
11.2 m 0.007 0.005 0.000 0.030 0.121 0.461 1.082 4.065 
5- 0.706 0.451 0.000 2.346 8.654 30.440 68.425 248.384 
11.3 m 0.002 0.002 0.000 0.023 0.105 0.456 1.138 4.496 
5 0.177 0.166 0.000 1.681 6.980 26.981 63.079 236.157 
11.4 m 0.000 0.001 0.000 0.014 0.079 0.406 1.093 4.614 
5 0.044 0.051 0.000 1.046 5.070 22.285 55.096 216.225 
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Table 2.7: Measures of the misspecification error (m and S^), 0 = 0.70. 
y.q (j) 0.00 0.30 0.50 0.70 0.80 0.90 0.95 0.99 = 
" T l m 0.007 0.006 0.003 0.000 0 . 0 0 3 0 . 0 2 9 0 . 0 9 2 0.524 
0.815 0.732 0.382 0.000 0.371 3.340 10.752 61.433 
1.2 m 0.006 0.002 0.000 0.000 0.000 0.000 0.000 0.001 
5 0.725 0.254 0.066 0.000 0.013 0.041 0.061 0.138 
1.3 m 0.001 0.001 0.001 0.000 0.001 0.009 0.030 0.186 
5 0.063 0.103 0.102 0.000 0.150 1.435 4.800 30.582 
1.4 m 0.025 0.009 0.003 0.000 0.001 0.010 0.032 0.203 
2.856 1.042 0.311 0.000 0.157 1.289 4.161 26.538 
6.1 m 0.024 0.009 0.002 0.000 0.000 0.001 0:001 0.001 
5 2.812 1.041 0.273 0.000 0.048 0.141 0.179 0.200 
6.2 m 0.006 0.002 0.001 0.000 0.000 0.000 0.000 0.000 
5 0.709 0.282 0.082 0.000 0.017 0.053 0.070 0.080 
6.3 m 0.006 0.002 0.001 0.000 0.000 0.000 0.000 0.000 
5 0.709 0.282 0.082 0.000 0.017 0.053 0.069 0.078 
6.4 m 0.024 0.009 0.002 0.000 0.000 0.001 0.001 0.001 
2.812 1.041 0.273 0.000 0.048 0.141 0.180 0.201 
10.1 m 0.025 0.009 0.003 0.000 0.001 0.010 0.032 0.203 
5 2.856 1.042 0.311 0.000 0.157 1.289 4.161 26.538 
10.2 m 0.001 0.001 0.001 0.000 0.001 0.009 0.030 0.186 
5 0.063 0.103 0.102 0.000 0.150 1.435 4.800 30.582 
10.3 m 0.006 0.002 0.000 0.000 0.000 0.000 0.000 0.001 
5 0.725 0.254 0.066 0.000 0.013 0.041 0.061 0.138 
10.4 m 0.007 0.006 0.003 0.000 0.003 0.029 0.092 0.524 
5 0.815 0.732 0.382 0.000 0.371 3.340 10.752 61.433 
11.1 m 0.065 0.040 0.018 0.000 0.015 0.127 0.377 1.779 
5 6.453 3.861 1.635 0.000 1.255 10.044 29.262 135.966 
11.2 m 0.032 0.035 0.020 0.000 0.022 0.193 0.579 2.665 
5 3.212 3.358 1.753 0.000 1.580 12.753 36.624 162.848 
11.3 m 0.016 0.021 0.015 0.000 0.023 0.223 0.693 3.246 
1.587 2.040 1.325 0.000 1.556 13.195 38.400 170.482 
11.4 m 0.008 0.011 0.010 0.000 0.021 0.227 0.742 3.607 
0.781 1.093 0.848 0.000 1.363 12.482 37.397 169.055 
19 
Table 2.8: Measures of the misspecification error [m and d^), 0 = 0.90. 
‘ y.q 0 0.00 0.30 0.50 0.70 0.80 0.90 0.95 0.99 
~ n ^ 0 . 0 1 5 0 . 0 2 1 0 . 0 2 0 0.012 0.005 0.000 0 . 0 0 6 0 . 0 9 9 
5 1.716 2.405 2.266 1.328 0.581 0.000 0.717 11.616 
1.2 m 0.008 0.003 0.001 0.000 0.000 0.000 0.000 0.000 
5 0.869 0.380 0.157 0.030 0.006 0.000 0.004 0.058 
1.3 m 0.000 0.004 0.005 0.003 0.002 0.000 0.002 0.032 
5 0.042 0.479 0.693 0.507 0.237 0.000 0.314 5.304 
1.4 m 0.036 0.018 0.011 0.005 0.002 0.000 0.002 0.037 
4.147 2.143 1.245 0.546 0.227 0.000 0.286 4.843 
6.1 m 0.029 0.013 0.005 0.001 0.000 0.000 0.000 0.000 
5 3.316 1.487 0.590 0.093 0.015 0.000 0.001 0.002 
6.2 m 0.007 0.003 0.001 0.000 0.000 0.000 0.000 0.000 
5 0.799 0.397 0.178 0.032 0.005 0.000 0.000 0.001 
6.3 m 0.007 0.003 0.001 0.000 0.000 0.000 0.000 0.000 
5- 0.799 0.397 0.178 0.032 0.005 0.000 0.000 0.001 
6.4 m 0.029 0.013 0.005 0.001 0.000 0.000 0.000 0.000 
3.315 1.486 0.590 0.093 0.015 0.000 0.001 0.002 
10.1 m 0.036 0.018 0.011 0.005 0.002 0.000 0.002 0.037 
5 4.147 2.143 1.245 0.546 0.227 0.000 0.286 4.843 
10.2 m 0.000 0.004 0.005 0.003 0.002 0.000 0.002 0.032 
5 0.042 0.479 0.693 0.507 0.237 0.000 0.314 5.304 
10.3 m 0.008 0.003 0.001 0.000 0.000 0.000 0.000 0.000 
5- 0.869 0.380 0.157 0.030 0.006 0.000 0.004 0.058 
10.4 m 0.015 0.021 0.020 0.012 0.005 0.000 0.006 0.099 
1.716 2.405 2.266 1.328 0.581 0.000 0.717 11.616 
11.1 m 0.134 0.117 0.094 0.050 0.021 0.000 0.023 0.347 
5- 13.415 11.362 8.639 4.266 1.712 0.000 1.815 26.498 
11.2 m 0.110 0.141 0.134 0.081 0.036 0.000 0.042 0.610 
5 10.991 13.471 11.740 6.254 2.552 0.000 2.682 37.289 
11.3 m 0.090 0.130 0.141 0.099 0.047 0.000 0.060 0.862 
5 8.988 12.366 12.256 7.318 3.109 0.000 3.351 45.270 
11.4 m 0.073 0.110 0.131 0.105 0.053 0.000 0.076 1.093 
7.338 10.507 11.394 7.647 3.420 0.000 3.853 51.212 
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Table 2.9: Measures of the misspecification error (m^ and 5^), 0 = 0.99. 
y.q ( f ) 0.00 0.30 0.50 0.70 0.80 0.90 0.95 0.99 
~ n ^ O ^ i 0 0 3 2 0 0 ^ 0 . 0 2 1 0.011 0.005 0.000 
5 2.414 3.708 3.938 3.230 2.428 1.262 0.535 0.000 
1.2 m 0.008 0.003 0.001 0.000 0.000 0.000 0.000 0.000 
5 0.906 0.409 0.180 0.046 0.018 0.007 0.003 0.000 
1.3 m 0.001 0.006 0.009 0.008 0.006 0.003 0.001 0.000 
5 0.093 0.810 1.243 1.243 0.994 0.541 0.234 0.000 
1.4 m 0.041 0.024 0.016 0.011 0.008 0.004 0.002 0.000 
4.781 2.773 1.920 1.275 0.939 0.497 0.214 0.000 
6.1 m 0.029 0.013 0.005 0.001 0.000 0.000 0.000 0.000 
5 3.372 1.539 0.631 0.114 0.025 0.002 0.000 0.000 
6.2 m 0.007 0.003 0.001 0.000 0.000 0.000 0.000 0.000 
5 0.809 0.410 0.190 0.039 0.009 0.001 0.000 0.000 
6.3 m 0.007 0.003 0.001 0.000 0.000 0.000 0.000 0.000 
5 0.809 0.410 0.190 0.039 0.009 0.001 0.000 0.000 
6.4 m 0.029 0.013 0.005 0.001 0.000 0.000 0.000 0.000 
3.371 1.539 0.631 0.114 0.025 0.002 0.000 0.000 
10.1 m 0.041 0.024 0.016 0.011 0.008 0.004 0.002 0.000 
4,781 2.773 1.920 1.275 0.939 0.497 0.214 0.000 
10.2 m 0.001 0.006 0.009 0.008 0.006 0.003 0.001 0.000 
5 0.093 0.810 1.243 1.243 0.994 0.541 0.234 0.000 
10.3 m 0.008 0.003 0.001 0.000 0.000 0.000 0.000 0.000 
5 0.906 0.409 0.180 0.046 0.018 0.007 0.003 0.000 
10.4 m 0.021 0.032 0.034 0.028 0.021 0.011 0.005 0.000 
2.414 3.708 3.938 3.230 2.428 1.262 0.535 0.000 
11.1 m 0.181 0.174 0.158 0.117 0.084 0.042 0.017 0.000 
5 18.083 16.857 14.516 10.023 6.914 3.291 1.334 0.000 
11.2 m 0.178 0.235 0.246 0.204 0.153 0.079 0.033 0.000 
5- 17.751 22.461 21.589 15.771 10.987 5.224 2.109 0.000 
11.3 m 0.174 0.252 0.294 0.274 0.218 0.119 0.052 0.000 
17.423 24.044 25.510 20.321 14.576 7.052 2.859 0.000 
11.4 m 0.171 0.254 0.316 0.327 0.276 0.160 0.071 0.000 
5- 17.102 24.227 27.396 23.749 17.670 8.770 3.583 0.000 
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"low 4>' cases, the value of are still quite small; For "high 0" 
cases, the value of are very large. Especially in the column 
of 0 = 0.99, the value of are over 200% when 0 = 0.50. 
In "low 0" cases, choosing a "low to model the survey error, the 
percentage change of SD of prediction error is very small. However, 
in "high 0" cases, choosing a "low to model the survey error, the 
impact on the SD of prediction error is quite large. 
4. The pattern of for "high 0": 
(a) In the years with benchmarks (years 1 to 10): For'all selected 0, 
the values of are quite small and most of them are smaller 
than 5%. 
(b) In the year without a benchmark (year 11): For "low 0" cases, the 
value of are not too large and most of them are smaller than 
25%; For "high 0" cases, excluding the column of misspecifying 
(f) = 0.99 a s 0 = 0.90, all of the are smaller than 20%. 
In "low 0" cases, choosing a "high to model the survey error, the 
percentage change of SD of prediction error is not large. On the other 
hand, in most "high 0" cases, choosing a "high 0" to model the survey 
error, the impact on the SD of prediction error are small. However, 
when the value of 4> is extremely high, the impact on the SD of predic-
tion error is a bit large. 
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2.4 Reporting error of SD of prediction error 
when using a default error model 
In the previous section, we have stated that apart from the theoretical value 
of SD of prediction error, there exists another value of SD of prediction error 
for reporting. Since all Ve in (2.4) are replaced by Vg to calculate VJ, the 
values of are no longer affected by the value of true </». Thus, the values 
of are indifferent when the value of true 4> varies. 
Hence, there should be some discrepancies between the theoretical value 
{(J^{t)) and the reporting value of the SD of prediction error when 
^ ^ (j). This kind of discrepancy is named as the reporting error. The 
reporting error at time t is denoted as r^{t) which can be calculated by 
= (2.11) 
The percentage change of a (t) at time t is given by 
H ( t ) = X 100%. (2.12) 
Table 2.10, 2.11, 2.12 and 2.13 show the value of r t) and X^(t) for 
different true 0 when 0 = 0.50 0.70’ 0.90 and 0.99 respectively. If the value 
of r t) > 0 (or X^(t) > 0), this means that the reporting value of the SD of 
prediction error exceeds the theoretical value of the SD of prediction error 
and overestimate occurred. On the contrary, if the value of < 0 (or 
< 0), underestimate occurred. 
From Table 2.10 through 2.13, we can observe the following: 
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Table 2.10: Measures of the reporting error (r^ and <^) = 0.50. 
y.q 0 0.00 0.30 0.50 0.70 0.80 0.90 0.95 0.99 
" T l ^ 0 . 0 0 5 0 . 0 0 0 - 0 . 0 0 8 - 0 . 0 1 7 - 0 . 0 5 5 - 0 . 1 3 9 - 0 . 6 8 6 
A^  -0.346 0.564 0.000 -0.858 -1.901 -5.916 -13.845 -44.184 
1.2 r -0.160 -0.059 0.000 0.057 0.085 0.113 0.127 0.137 
A -18.386 -7.669 0.000 8.694 13.596 18.937 21.758 23.787 
1.3 r -0.150 -0.053 0.000 0.045 0.064 0.071 0.053 -0.140 
A^  -17.241 -6.854 0.000 6.768 9.766 11.042 7.949 -16.330 
1.4 r -0.036 -0.011 0.000 0.017 0.028 0.035 0.020 -0.163 
A^  -4.030 -1.265 0.000 2.026 3.435 4.298 2.382 -16.173 
6.1 r -0.044 -0.017 0.000 0.029 0.051 0.079 0.094 0.107 
-4.981 -1.973 0.000 3.637 6.532 10.355 12.652 14.682 
6.2 r -0.160 -0.059 0.000 0.057 0.085 0.113 0.126 0.137 
A^  -18.400 -7.664 0.000 8.653 13.516 18.818 21.647 23.999 
6.3 r -0.160 -0.059 0.000 0.057 0.085 0.113 0.126 0.137 
A^  -18.400 -7.664 0.000 8.653 13.516 18.818 21.648 24.000 
6.4 r- -0.044 -0.017 0.000 0.029 0.051 0.079 0.094 0.107 
A^  -4.981 -1.973 0.000 3.637 6.531 10.354 12.651 14.681 
10.1 r -0.036 -0.011 0.000 0.017 0.028 0.035 0.020 -0.163 
A^  -4.030 -1.265 0.000 2.026 3.435 4.298 2.382 -16.173 
10.2 r -0.150 -0.053 0.000 0.045 0.064 0.071 0.053 -0.140 
A^  -17.241 -6.854 0.000 6.768 9.766 11.042 7.949 -16.330 
10.3 r -0.160 -0.059 0.000 0.057 0.085 0.113 0.127 0.137 
A^ -18.386 -7.669 0.000 8.694 13.596 18.937 21.758 23.787 
10.4 r -0.003 0.005 0.000 -0.008 -0.017 -0.055 -0.139 -0.686 
A^  -0.346 0.564 0.000 -0.858 -1.901 -5.916 -13.845 -44.184 
11.1 r 0.062 0.049 0.000 -0.109 -0.227 -0.528 -1.003 -3.210 
A^  6.024 4.727 0.000 -9.072 -17.265 -32.631 -47.915 -74.650 
11.2 r 0.132 0.087 0.000 -0.184 -0.378 -0.838 -1.524 -4.563 
A^  13.086 8.294 0.000 -13.936 -24.905 -42.389 -57.238 -80.025 
11.3 r 0.149 0.101 0.000 -0.221 -0.453 -0.997 -1.792 -5.249 
A^ 14.872 9.606 0.000 -16.090 -28.237 -46.415 -60.897 -82.020 
11.4 r 0.153 0.105 0.000 -0.236 -0.487 -1.073 -1.924 -5.594 
A^  15.321 10.003 0.000 -16.978 -29.675 -48.196 -62.520 -82.901 
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Table 2.11: Measures of the reporting error (r^ and ’ 0 = 0.70. 
y.q (j) 0.00 0.30 0.50 0.70 0.80 0.90 0.95 0.99 
~ T l ^ ^ U O ^ 0 . 0 0 3 0 . 0 0 0 0 . 0 0 0 - 0 . 0 0 1 - 0 . 0 2 0 - 0 . 0 7 9 - 0 . 5 0 6 
A^  -0.379 0.309 -0.037 0.000 -0.086 -2.270 -8.333 -36.798 
1.2 r -0.219 -0.118 -0.058 0.000 0.029 0.058 0.072 0.083 
A -25.150 -15.283 -8.158 0.000 4.628 9.683 12.371 14.528 
1.3 r -0.195 -0.100 -0.047 0.000 0.021 0.034 0.024 -0.125 
A^  -22.554 -12.981 -6.588 0.000 3.200 5.323 3.660 -15.678 
1.4 r- -0.065 -0.037 -0.023 0.000 0.016 0.028 0.018 -0.142 
A^  -7.350 -4.333 -2.695 0.000 1.919 3.514 2.243 -14.697 
6.1 r- -0.085 -0.056 -0.035 0.000 0.025 0.055 0.072 0.086 
A^  -9.538 -6.455 -4.184 0.000 3.238 7.400 9.842 11.967 
6.2 r -0.219 -0.118 -0.058 0.000 0.029 0.058 0.072 0.084 
A^  -25.142 -15.293 -8.172 0.000 4.644 9.722 12.429 14.674 
6.3 r -0.219 -0.118 -0.058 0.000 0.029 0.058 0.072 0.084 
A^ -25.142 -15.293 -8.172 0.000 4.644 9.722 12.429 14.675 
6.4 r- -0.085 -0.056 -0.035 0.000 0.025 0.055 0.072 0.086 
A^ -9.538 -6.455 -4.184 0.000 3.238 7.400 9.842 11.966 
10.1 r- -0.065 -0.037 -0.023 0.000 0.016 0.028 0.018 -0.142 
A^ -7.350 -4.333 -2.695 0.000 1.919 3.514 2.243 -14.697 
10.2 r -0.195 -0.100 -0.047 0.000 0.021 0.034 0.024 -0.125 
A^ -22.554 -12.981 -6.588 0.000 3.200 5.323 3.660 -15.678 
10.3 r- -0.219 -0.118 -0.058 0.000 0.029 0.058 0.072 0.083 
X -25.150 -15.283 -8.158 0.000 4.628 9.683 12.371 14.528 
10.4 r -0.003 0.003 0.000 0.000 -0.001 -0.020 -0.079 -0.506 
A^ -0.379 0.309 -0.037 0.000 -0.086 -2.270 -8.333 -36.798 
11.1 r 0.106 0.098 0.063 0.000 -0.062 -0.222 -0.496 -1.917 
A 9.980 9.143 5.694 0.000 -5.002 -15.911 -29.753 -62.083 
11.2 r 0.261 0.211 0.134 0.000 -0.125 -0.416 -0.867 -3.009 
A^ 25.268 19.488 11.573 0.000 -8.808 -24.334 -40.153 -69.943 
11.3 r 0.333 0.279 0.183 0.000 -0.174 -0.566 -1.149 -3.801 
A^ 32.768 26.104 15.673 0.000 -11.398 -29.547 -45.998 -73.810 
11.4 r 0.367 0.316 0.212 0.000 -0.207 -0.673 -1.352 -4.366 
A^ 36.462 29.776 18.201 0.000 -13.105 -32.866 -49.567 -76.044 
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Table 2.12: Measures of the reporting error (r^ and ) 0 = 0.90. 
y.q ( f ) 0.00 0.30 0.50 0.70 0.80 0.90 0.95 0.99 
" T I ^ ^ U O ^ - 0 . 0 2 5 -0.020 -0.011 0 . 0 0 0 - 0 . 0 0 2 - 0 . 0 9 0 
A -2.234 -2.303 -2.845 -2.283 -1.277 0.000 -0.193 -9.490 
1.2 r -0.279 -0.177 -0.117 -0.058 -0.029 0.000 0.014 0.025 
A^ -31.884 -22.890 -16.376 -8.893 -4.642 0.000 2.467 4.458 
1.3 r -0.238 -0.146 -0.095 -0.046 -0.023 0.000 0.008 -0.014 
A^ -27.494 -18.853 -13.078 -6.869 -3.487 0.000 1.368 -2.126 
1.4 r -0.115 -0.085 -0.069 -0.043 -0.023 0.000 0.010 -0.014 
A^  -12.730 -9.741 -8.051 -5.142 -2.862 0.000 1.283 -1.807 
6.1 r -0.146 -0.116 -0.094 -0.057 -0.031 0.000 0.017 0.031 
A^  -16.300 -13.405 -11.192 -7.108 -3.978 0.000 2.313 4.313 
6.2 r^ -0.278 -0.177 -0.117 -0.058 -0.029 0.000 0.014 0.026 
\ -31.872 -22.928 -16.432 -8.938 -4.667 0.000 2.484 4.540 
6.3 r -0.278 -0.177 -0.117 -0.058 -0.029 0.000 0.014 0.026 
A^ -31.872 -22.928 -16.432 -8.938 -4.667 0.000 2.484 4.540 
6.4 r -0.146 -0.116 -0.094 -0.057 -0.031 0.000 0.017 0.031 
A^ -16.299 -13.405 -11.192 -7.107 -3.978 0.000 2.312 4.312 
10.1 r -0.115 -0.085 -0.069 -0.043 -0.023 0.000 0.010 -0.014 
A^  -12.730 -9.741 -8.051 -5.142 -2.862 0.000 1.283 -1.807 
10.2 r- -0.238 -0.146 -0.095 -0.046 -0.023 0.000 0.008 -0.014 
A^  -27.494 -18.853 -13.078 -6.869 -3.487 0.000 1.368 -2.126 
10.3 r -0.279 -0.177 -0.117 -0.058 -0.029 0.000 0.014 0.025 
A^ -31.884 -22.890 -16.376 -8.893 -4.642 0.000 2.467 4.458 
10.4 r -0.020 -0.020 -0.025 -0.020 -0.011 0.000 -0.002 -0.090 
A^  -2.234 -2.303 -2.845 -2.283 -1.277 0.000 -0.193 -9.490 
11.1 r 0.131 0.115 0.081 0.045 0.027 0.000 -0.048 -0.390 
A 11.555 10.003 6.856 3.646 2.200 0.000 -3.622 -23.565 
11.2 r 0.406 0.328 0.243 0.142 0.084 0.000 -0.108 -0.731 
A^  36.539 27.572 19.089 10.314 5.875 0.000 -6.664 -32.549 
11.3 r 0.601 0.513 0.399 0.244 0.146 0.000 -0.174 -1.075 
A^ 55.175 43.595 30.921 16.843 9.427 0.000 -9.320 -38.853 
11.4 r 0.748 0.663 0.536 0.341 0.206 0.000 -0.240 -1.405 
A^  69.670 57.215 41.709 23.019 12.783 0.000 -11.642 -43.553 
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Table 2.13: Measures of the reporting error (r and A^), 0 = 0.99. 
y.q (j) 0.00 0.30 0.50 0.70 0.80 0.90 0.95 Q.qT" 
~ T l ^ l o ^ - 0 . 0 4 0 - 0 . 0 4 8 - 0 . 0 4 5 - 0 . 0 3 6 -0.020 -0.009 0.000 
A^ -3.885 -4.508 -5.377 -5.056 -4.040 -2.248 -1.026 0.000 
1.2 r -0.305 -0.203 -0.142 -0.084 -0.055 -0.026 -0.011 0.000 
A^  -34.852 -26.245 -20.009 -12.845 -8.775 -4.329 -1.961 0.000 
1.3 r -0.257 -0.167 -0.117 -0.070 -0.046 -0.022 -0.010 0.000 
A^ -29.686 -21.524 -16.121 -10.296 -7.059 -3.496 -1.568 0.000 
1.4 r -0.143 -0.113 -0.097 -0.071 -0.051 -0.026 -0.012 0.000 
A^ -15.743 -12.864 -11.276 -8.523 -6.310 -3.345 -1.548 0.000 
6.1 r -0.177 -0.147 -0.126 -0.088 -0.062 -0.031 -0.014 0.000 
A^  -19.805 -17.030 -14.900 -10.968 -7.959 -4.138 -1.918 0.000 
6.2 r -0.304 -0.203 -0.143 -0.084 -0.055 -0.026 -0.011 0.000 
A^ -34.838 -26.286 -20.072 -12.899 -8.812 -4.344 -1.968 0.000 
6.3 r -0.304 -0.203 -0.143 -0.084 -0.055 -0.026 -0.011 0.000 
A^  -34.838 -26.286 -20.072 -12.899 -8.812 -4.344 -1.968 0.000 
6.4 r -0.177 -0.147 -0.126 -0.088 -0.062 -0.031 -0.014 0.000 
A^ -19.805 -17.029 -14.900 -10.968 -7.959 -4.138 -1.918 0.000 
10.1 r -0.143 -0.113 -0.097 -0.071 -0.051 -0.026 -0.012 0.000 
A^ -15.743 -12.864 -11.276 -8.523 -6.310 -3.345 -1.548 0.000 
10.2 r -0.257 -0.167 -0.117 -0.070 -0.046 -0.022 -0.010 0.000 
A^  -29.686 -21.524 -16.121 -10.296 -7.059 -3.496 -1.568 0.000 
10.3 r -0.305 -0.203 -0.142 -0.084 -0.055 -0.026 -0.011 0.000 
A^  -34.852 -26.245 -20.009 -12.845 -8.775 -4.329 -1.961 0.000 
10.4 r -0.034 -0.040 -0.048 -0.045 -0.036 -0.020 -0.009 0.000 
A^ -3.885 -4.508 -5.377 -5.056 -4.040 -2.248 -1.026 0.000 
11.1 r 0.128 0.102 0.060 0.020 0.007 0.002 0.002 0.000 
A 10.814 8.420 4.843 1.585 0.557 0.129 0.152 0.000 
11.2 r 0.459 0.354 0.252 0.140 0.087 0.042 0.022 0.000 
A^ 38.981 27.649 18.185 9.333 5.644 2.627 1.358 0.000 
11.3 r 0.730 0.604 0.460 0.281 0.186 0.093 0.048 0.000 
A^ 62.141 46.435 31.821 17.321 10.859 5.160 2.572 0.000 
11.4 r- 0.963 0.831 0.664 0.432 0.296 0.153 0.078 0.000 
A^ 82.210 63.850 45.171 25.374 16.134 7.713 3.789 0.000 
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1. For the columns which represent correct specification (0 = 0), both 
r^(t) and are equal to zero; for the case of misspecification (0 — 
0), both \r^{t)\ and | 01 increase when 0 moves away from • and vice 
versa. Also, in the year without a benchmark, the value of r^{t) < 0 
(or < 0) when 0 < 0 and r^(t) > 0 (or > 0) when 0 > 0. 
2. In the year without a benchmark, both \r^{t)\ and increase 
with an increase of interpolation lag for each excluding those in the 
columns of correct specification. 
3. The pattern of for "low 0": 
(a) In the years with benchmarks (year 1 to 10): The largest value of 
I is about 45%. 
(b) In the year without a benchmark (year 11): The problem of un-
derestimate is worse than that of overestimate. The worst case of 
underestimate occurs when 0 tends to 1. 
4. The pattern of for "high 0": 
(a) In the years with benchmarks (year 1 to 10): Most values of 
are negative, and hence problem of underestimate dominates. Be-
sides, the worst case of underestimate is about —35%. 
(b) In the year without a benchmark (year 11): The problem of un-
derestimate has eased when compared with that of the "low 0" 
case. However, as a trade off, the problem of overestimate has 
raised. 
From the results of misspecification error, they show that in "low 
cases, choosing a "low to model the survey error only has a little gain 
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over a "high 0". For example, when • = 0.30, <^ <^ =0.5(11.4) = 0.051% which 
is smaller than 99(11.4) = 24.227%. However, in "high 0" cases, choos-
ing a "high to model the survey error has a large gain over a "low 0". 
For example, when =0.99, (5^ q^ 5q(11.4) = 216.225% which is much greater 
than = 51.212%. On the other hand, from the results of report-
ing error, we find that the case of underestimate the SD of prediction error 
is much often to be appeared when using a "low 0". Since underestimating 
the volatility is worse than overestimating it, "low is not a suitable choice 
to be the default value for modelling the survey error. 
Among the two different values of selected "high we find that the 
misspecification error and reporting error induced by using 0 = 0.90 is smaller 
than those of using 0 = 0.99 when 0.00 < (f)< 0.95. In other words, ^ = 0.99 
can only beat 0 = 0.90 when the value of 0 is very high. As a result, (p = 0.90 
looks reasonably good and should be chosen as the default value for modelling 
the survey error. 
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Chapter 3 
Error modelling by using 
benchmarks 
In the previous chapter, we have demonstrated some effects on benchmarking 
of using a default error model for different unknown error models. Instead 
of assigning a default 0 to replace the unknown 0 we may also use an es-
timated In this chapter, a new estimation method called Benchmark 
Forecasting Method is introduced. Some simulation studies would be pro-
vided to compare the performance of the proposed method with an existing 
method namely the Correlation Method which was suggested by Chen and 
Wu (2000). 
3.1 Review of an existing method 
By combining equation (1.1) and (1.7), we obtain 
y*(t) = ry* + (3.1) 
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where 
y%t) = y{t) - y{t - 1) - y{t - 4 ) + y(t - 5), 
V*{t) = r)(t) - r){t - 1) r]{t - 4) + r]{t — 5) 
and 
e*(0 = e(0 - e(t - 1) - e{t - 4) + e{t - 5). 
These three series are stationary with zero mean and {rj*{t)} is assumed to 
be uncorrelated with {e*(i)}. 
Chen and Wu (2000) suggested that an estimate of 0 can be obtained by 
minimizing the function that is 
S W = E i v r e i k ) - v M k ) } \ (3.2) 
fc=6 
where 
%'eik) = ^ ^ ^ ^ { e y*WT 1) + k)s{T) + E/WT + 1) — (fc - 2))s(T) | 
and 
= Cov(e*(/c),e(l)) = E[e*(A:)£(l)]. 
It is not difficult to verify that 
“ - 2 0 -5 + 09- + 
Ve's(k) = — — , k = 6,7,8. ( 3 . 3 ) 
By grid search, an estimate of which is denoted as 0c, is obtained by 
minimizing (3.2) in the range defined by 0.000 < 0 < 0.999 (which assumes 
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the survey error has a non-negative correlation). 
3.2 Introduction of Benchmark Forecasting 
Method 
In this section, we introduce an alternative method which is called Benchmark 
Forecasting Method to estimate the autoregressive parameter 0. Similar to 
the Correlation Method, our method also uses both available observations 
and benchmarks (auxiliary information) in estimation. 
Suppose N annual benchmarks and quarterly observations are avail-
able. According to (2.6), the generalized least squares estimate of rf can be 
obtained if a known covariance matrix of survey error is used to replace the 
Vg. In other words, if we assign a tried 0 into (2.3), a covariance matrix Vg 
is produced which is 
/ ^e(O) VeW i ) e ( 2 ) … i ) e ( n — 1) ) 
i)e(l) i3e(0) i)e(l) . . . _ 2) 
.. i)e(2) i)e(l) 4(0) . . . Vein - 3) 
Ve = . . . . . . (3.4) 
• • • • t 
• • • • • 
i)e(n — 2) Vein - 3) Ve{n - 4) •. . i)e(l) 
\ v e { n - l ) Vein-2) Vein - 3 ) … i)e(O) ) _ 
Then, we can simply use Ve to obtain the estimate of 77, denoted as f)^, is 
given by 
% = y + V e L ' ( L V e L ' ) - i ( z - L y ) . (3.5) 
By using the quarterly observations y(l) , . •. and annual bench-
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marks z … z(N - 1), we can obtain the estimate of target variables in 
year N which are (4iV —3)’ -2), f j 4N_V} and According 
to (1.3), an estimate z{N, 0) of z(N) can be also obtained, that is 
z{N, 4>) = - 3) + 2) + - 1) + fj V (3.6) 
As a result, the least squares estimate of (f) can be obtained by minimizing 
the squared difference between the benchmark and its estimate, that is 
SS{ip) = {z{Nj)-z{N)y. (3.7) 
However, we have checked that the estimate of 0 obtained by minimizing 
(3.7) is not very accurate and its volatility is quite large when the available 
series of data is not long enough, say N = 10. Therefore, based on above 
concepts, we develop a method, namely the Benchmark Forecasting Method, 
which can utilize the available data much better and give a more precise 
estimate. 
Details of the Benchmark Forecasting Method are as follows: 
• Step 1: Forward benchmark forecast: 
Let's define Zf{T, 0) be the estimate of z{T) obtained from Forward 
benchmark forecast, that is 
4T 
E T = 2 ..’yV. (3.8) 
t=4T-3 
With the first N - 1 annual benchmarks ( 2 ( 1 ) , . . . , z{N — 1)) and 4N 
quarterly observations (y(l) , . . .,y(4N}), we can get the estimates of 
7j(4N - 3), rj(4N — 2), r](4N — 1) and rf(4N) through (3.5) by substi-
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tuting a tried 0. Hence, an estimate of z{N) can be also obtained by 
(3.8). Similarly, with the annual benchmarks, z ( l ) , . . . , z{N - 2), and 
quarterly observations, y ( l ) , . . . ,y(4yV - 4), estimates of rj{AN - 7) 
r}{4N - 6) rj[4N - 5), r]{4N - 4) and hence z{N - 1) can be obtained. 
We continue to do so up to obtaining the estimate of 77(6), 77(6), 7/(7), 
77(8) and z{2) as well. 
Then, we calculate the squared difference between the benchmarks z{T) 
and their corresponding estimates Zf{T, 0), which is 
SSF{J\ = - z{T)}\ T = 2, . . . , iV. (3.9) 
By grid search, a tried which is denoted by 0/(T), is obtained by 
minimizing (3.9) in certain search range. 
• Step 2: Backward benchmark forecast 
Since the survey error is assumed to follow an AR(1) process, the re-
verse order of it should follow the same process as well. Thus, we reverse 
the order of all available annual benchmarks and quarterly observations 
to perform the Backward benchmark forecast. 
Let's define Zb{T, 0) be the estimate of z{T) obtained from Backward 
benchmark forecast, that is 
4T 
Y^ T=1 ... N - 1. (3.10) 
t=4T-3 
With the last N -1 annual benchmarks (z{2),..., z{N)) and AN quar-
•  terly observations (y ( l ) , . . . ,y(4A^)), we can obtain the estimates of 
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7/(1), 77(2), rj{3) and 7 (^4) through (3.5) by substituting a tried 0. 
Hence, an estimate of 2(1) can be also obtained by (3.10). Similarly, 
with annual benchmarks 2 (3) , . . . , z(N), and quarterly observations, 
^(5) , . . . y(4iV) estimates of 7/(5), 77(6), 7^(7), ry(8) and hence z{2) can 
be obtained. We continue to do so up to obtaining the estimate of 
r){4.N - 7), r](4.N — 6), r](4N - 5) r/(4Ar - 4) and z{N - 1) as well. 
Then, we calculate the squared difference between benchmarks z{T) 
and their corresponding estimates Zb{T, 0), which is 
SSB{J\ i) = i) - z[T)]\ T = 1,…• ’ AT - 1. (3.11) 
By grid search, a tried 0, which is denoted by (j)h[T), is obtained by 
minimizing (3.11) in certain search range. 
• Step 3: To produce an estimate of 0 
After finishing Steps 1 and 2, N - 1 numbers of (j)f(T) and N - I 
numbers of ^^(T) are obtained. Then we take the average of these 
2{N - 1) number of tried 0, that is 
‘ = 2 ( y v - l ) (3.12) 
where is an estimate of (p produced by taking the average of all the 
available estimates based on Forward benchmark forecast and Back-
ward benchmark forecast. This method is named as the Benchmark 
Forecasting Method. 
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3.3 Comparison of estimation methods 
This section would provide some simulation results for (j) and compare the 
performance of two estimation methods. To do the comparison, some statis-
tics of the estimates are provided. In the simulation study, apart from taking 
r]{t) = 0, the case of non-zero r]{t) is also provided in order to study the effect 
of the interruption of 77 on both estimation methods. 
Furthermore, the estimates of 0 would be obtained from two different 
search ranges. One of the search ranges is defined as [0.000, 0.999] which 
indicates the survey error follows a stationary series and has a non-negative 
correlation. Another one is called the restricted search range. We notice that 
the changes on SD of prediction errors are not large when true 0 is a "low 
in chapter 2. Moreover, when using advanced benchmarking method to 
model the survey error, Chen and Wu (2006) also show that the impact of 
misspecification of the values for "low 0" are very little or even negligible. 
Thus, we neglect some cases of "low </>’’ and define a restricted search range 
for (j). Following the suggestion in Chen and Wu (2000), the lower bound 
of the restricted search range is set to be 0.5. As the results, the restricted 
search range is defined as [0.500 0.999). 
In the simulation study, we always assume 10 annual benchmarks and 
40 quarterly observations are available. The simulation procedures are as 
follows: 
1. We generate the white noise ) i = 1 , . . . ,40, from NID{0,1). Then, 
for each selected true =0.70, 0.75 0.80, 0.85, 0.90, 0.925’ 0.95’ 0.975 
•  and 0.99, we generate e i = 1 , . . . ,40, according to (1.5). 
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2. We have two cases of ry 
(a) For the case of zero r]{t), we set r]{t) = 0, i = 1 , . . . , 40. 
(b) For the case of non-zero T]{t), we assume {7]*{t)} follows two differ-
ent seasonal models which were suggested by Chen and Wu (2000, 
2006). The first one is a seasonal AR model which is 
(1 — 0.8B)(1 - 0.6B4)7y* = a ” (3.13) 
The second one is a seasonal MA model which is 
r]*(t) = (1 - 0.8j5)(1 - 0.6B4)a”(0, (3.14) 
where {o.r,{t)} in both models is a white noise series with zero mean 
and unit variance. Then, we generate t = 1 , . . . ,40, from 
NID{0,1) and obtain r]*(t) by using (3.13) and (3.14) accordingly. 
According to (1.7), we integrate r]*(t) to get r]{t). 
3. Using (1.1) and (1.3), the quarterly observations, y{t), t = 1 , . . . ,40, 
and the binding annual benchmarks, z{T), T = 1 ,… 10 are respec-
tively obtained. Finally, we obtain the sum of quarterly survey error, 
£(r), T = 1 . . . 10 through (1.4). 
I 
4. In each replication with search range [0.000, 0.999] (or with restricted 
search range [0.500, 0.999]), 
(a) obtain a 0 for Correlation Method by minimizing (3.2) and treat 
A 
it as an estimate 0c of 0; 
(b) by minimizing (3.9) in Forward benchmark forecast and (3.11) in 
Backward benchmark forecast, obtain a set of and (T) 
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A 
for Benchmark Forecasting Method and produce an estimate (p^ 
of (f) via (3.12). 
5. Repeat the above procedures with the same set of parameters for 10000 
times. 
Table 3.1 shows the mean and root mean squared error (which are denoted 
by Mean and RMSE respectively) of eight different estimates of (j) from 10000 
replications. The RMSE is defined as 
r 10000 ^  ^ „ 11/2 
RMSE = I X j [ J /lOOOOj , . . 
where is the value of the estimate of 0 for the j replication. On the 
other hand, those eight different estimates of 0 are defined as follows: 
• For the estimates which are obtained in the search range [0.000, 0.999]: 
1. Prom Correlation Method, 
A 
(a) is denoted as the estimate obtained with r){t) = 0. 
(b) "(AR-r/(i)) is denoted as the estimate obtained with r]*{t) 
follows the seasonal AR model as defined in (3.13). 
(c) “(MA-ry ) i s denoted as the estimate obtained with r]*(t) 
follows the seasonal MA model as defined in (3.14). 
2. From Benchmark Forecasting Method, ^^ is denoted as the esti-
mate obtained with r]{t) = 0. 
• For the estimates which are obtained in the restricted search range 
0.500, 0.999]: 
1. From Correlation Method, 
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(a) 0c(r) is denoted as the estimate obtained with r]{t) = 0. 
(b) “(AR-77(t)) is denoted as the estimate obtained with 
r]*(t) follows the seasonal AR model as defined in (3.13). 
(c) "(MA-?7(i)) (^  ’’ is denoted as the estimate obtained with 
r]*{t) follows the seasonal MA model as defined in (3.14). 
2. From Benchmark Forecasting Method, is denoted as the es-
timate obtained with 77 = 0 . 
Prom (3.9) and (3.11) of Benchmark Forecasting method, we notice that 
r](t) are always extracted from the estimation process. In other words, the 
estimates provided by Benchmark Forecasting Method would be indifferent 
regardless of the values of r](t). Thus, only the result for r](t) = 0 are reported. 
We take 0 = 0.70, 0.75 0.80 0.85 0.90’ 0.925, 0.95’ 0.975 and 0.99, to 
compare the performance of these eight estimates of 0. 
Table 3.1: Statistics for different estimates of 0 
0 0.700 0.750 0.800 0.850 0.900 0.925 0.950 0.975 0.990 
^ 0.594 0.631 0.675 0.716 0.748 0.762 0.779 0.799 0.809 
(AR-7;(0) 0c 0.330 0.348 0.370 0.381 0.414 0.411 0.429 0.446 0.449 
^ (MA-r/(0) 0c 0.482 0.505 0.542 0.580 0.617 0.639 0.652 0.677 0.684 
< 0.543 0.568 0.598 0.635 0.686 0.718 0.759 0.817 0.867 
a 0.694 0.719 0.739 0.761 0.792 0.808 0.817 0.825 0.835 
^ (AR-"(0) (^k) 0.644 0.650 0.650 0.660 0.653 0.660 0.665 0.668 0.673 
(MA-r] 0.664 0.677 0.694 0.712 0.730 0.743 0.749 0.761 0.768 
― 0.730 0.743 0.758 0.777 0.803 0.821 0.843 0.877 0.908 
— 0c 0.316 0.308 0.299 0.292 0.292 0.293 0.291 0.284 0.283 
(AR-r]{t)) 4>* 0.522 0.548 0.570 0.600 0.615 0.636 0.642 0.648 0.660 
W (MA-'"(0) k 0.401 0.416 0.424 0.425 0.429 0.428 0.434 0.428 0.432 
m 4>w 0.210 0.229 0.246 0.257 0.258 0.251 0.240 0.212 0.182 
^ i>c[r) 0.185 0.186 0.191 0.199 0.203 0.202 0.209 0.219 0.219 
cc^  (AR-" 0.206 0.223 0.248 0.276 0.315 0.330 0.347 0.366 0.375 
(MA-r7(0) 0c(r) 0.192 0.204 0.218 0.235 0.255 0.263 0.275 0.283 0.288 
” 0.074 0.068 0.081 0.102 0.121 0.128 0.131 0.126 0.112 
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Prom Table 3.1, we have the following conclusions. 
1. The RMSE of the estimates of (J) obtained in the search range [0.000, 
0.999] are greater than that obtained in the restricted search range 
0.500, 0.999] for all values of selected true (j). As Chen and Wu (2006) 
pointed out that the benchmarking results have only a very little dif-
ferent for "low 0", narrowing the search range of 0 is a constructive 
suggestion and we can simply neglect those estimates obtained from 
the wider search range. 
A 
2. For all values of selected true the RMSE of (/>:(” for both seasonal 
AR and seasonal MA case are greater than that of ^c{r) • This implies 
that the existing of non-zero ri(t) may affect the estimates produced by 
the Correlation Method. On the other hand, the estimate produced by 
Benchmark Forecasting Method would not be affected by the value of 
7] . 
A A 
3. The RMSE of is smaller than that of 0c(r) for all selected (j). 
Therefore, the performance of is better than the estimates from 
the Correlation Method. 
To be concluded, the Benchmark Forecasting Method provides an estimate 
which appears to be more suitable to model survey error. From now on, we 
always take (^ ^ as the estimate of 0 and in order to simplify the notation, 
/\ A 
4> would be used instead of to denote the estimates of 0 produced by 




Performance of using fitted 
error model 
We have mentioned that in modelling of survey error, either a default value 0 
A 
or an estimated value (j) can be used to replace the unknown 0. This chapter 
/N 
would demonstrate the performance of using to model the survey error. In 
addition, by taking 0 = 0.90, some suggestions on the selection of using 0 
and 0 to model the survey error are provided. 
4.1 Fitted value and reporting value of SD of 
prediction error when using a fitted error 
model 
The process of obtaining the fitted value and reporting value of covariance of 
A 
prediction error for is the same as that of obtaining the theoretical value 
and reporting value of covariance of prediction error for 0 which described 
in section 2.3 except that all the 0 is replaced by We denote the fitted 
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value and reporting value of covariance of prediction error when using 0 as 
V^ and VJ respectively. Similar to (2.5), the fitted value and the reporting 
A 
value of the SD of prediction error at time t when using 0 are respectively 
0 and al(t) = / V ^ ) . 
In order to check the performance of using 0, a simulation study would 
be provided. For the 0 obtained in the j replication, it is denoted by . 
Accordingly, the fitted value and the reporting value of the SD of prediction 
error at time t in the j replication would be denoted as cr :)(0 and a f \ t ) 
respectively. 
With true 0 = 0.70, 0.75 0.80 0.85 0.90 0.925’ 0.95, 0.975 and 0.99’ 
Table 4.1 and 4.2 respectively provide the mean and standard deviation of 
the fitted value (a-^(i)) and the reporting value of SD of prediction error 
(crj for the quarters in year 1, 6, 10 and 11 from 10000 replications. 
From Table 4.1 and 4.2, we observe that the statistics of a^{t) and a• 
have similar patterns. 
1. In the years with benchmarks, the Means of a^{t) and a (t) roughly 
decrease when the value of 0 increases in each quarter. In the year 
without a benchmark, these two values increase when the value of 0 
increases in each quarter. 
2. Means and SD of a^{t) and increase with an increase of interpo-
lation lag for each (j). 
3. The SD of a i) and in the years with benchmarks are smaller 
than that in the year without a benchmark. 
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Table 4.1: Statistics for fitted value of SD of prediction error (cr^) 
y.q (j) 0.70 0.75 0.80 0.85 0.90 0.925 0.95 0.975 0.99 = 
" T i M e a n 0.871 0.870 0.869 0.870 0.873 0.877 0.887 0.912 0.964 
SD 0.002 0.002 0.002 0.005 0.011 0.017 0.029 0.062 0.141 
1.2 Mean 0.653 0.639 0.624 0.610 0.595 0.588 0.581 0.574 0.570 
SD 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
1.3 Mean 0.672 0.661 0.650 0.640 0.632 0.629 0.628 0.632 0.648 
SD 0.001 0.001 0.001 0.002 0.003 0.005 0.009 0.020 0.049 
1.4 Mean 0.826 0.818 0.809 0.800 0.791 0.788 0.786 0.790 0.807 
SD 0.001 0.001 0.001 0.002 0.004 0.006 0.010 0.022 0.055 
Mean 0.806 0.794 0.780 0.765 0.749 0.741 0:732 0.723 0.718 
SD 0.000 0.000 0.001 0.001 0.001 0.001 0.001 0.000 0.000 
6.2 Mean 0.653 0.638 0.624 0.609 0.595 0.588 0.580 0.573 0.569 
SD 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
6.3 Mean 0.653 0.638 0.624 0.609 0.595 0.588 0.580 0.573 0.569 
SD 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
6.4 Mean 0.806 0.794 0.780 0.765 0.749 0.741 0.732 0.723 0.718 
SD 0.000 0.000 0.001 0.001 0.001 0.001 0.001 0.000 0.000 
10.1 Mean 0.826 0.818 0.809 0.800 0.791 0.788 0.786 0.790 0.807 
SD 0.001 0.001 0.001 0.002 0.004 0.006 0.010 0.022 0.055 
10.2 Mean 0.672 0.661 0.650 0.640 0.632 0.629 0.628 0.632 0.648 
SD 0.001 0.001 0.001 0.002 0.003 0.005 0.009 0.020 0.049 
10.3 Mean 0.653 0.639 0.624 0.610 0.595 0.588 0.581 0.574 0.570 
SD 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
10.4 Mean 0.871 0.870 0.869 0.870 0.873 0.877 0.887 0.912 0.964 
SD 0.002 0.002 0.002 0.005 0.011 0.017 0.029 0.062 0.141 
11.1 Mean 1.177 1.199 1.227 1.263 1.315 1.353 1.410 1.516 1.688 
SD 0.009 0.008 0.012 0.024 0.049 0.073 0.118 0.231 0.475 
11.2 Mean 1.301 1.351 1.410 1.487 1.593 1.669 1.778 1.968 2.255 
SD 0.014 0.012 0.017 0.034 0.073 0.110 0.181 0.359 0.735 
11.3 Mean 1.358 1.428 1.514 1.627 1.784 1.896 2.055 2.328 2.723 
SD 0.016 0.014 0.018 0.036 0.082 0.128 0.217 0.445 0.926 
11.4 Mean 1.384 1.469 1.576 1.718 1.920 2.065 2.270 2.620 3.117 
SD 0.017 0.015 0.017 0.034 0.081 0.132 0.234 0.500 1.063 
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Table 4.2: Statistics for reporting value of SD of prediction error ( a p 
y.q (f) 0.70 0.75 0.80 0.85 0.90 0.925 0.95 0.975 0.99= 
" T l M e a n 0.869 0.868 0.868 0.867 0.866 0.865 0.864 0.862 0.859 
SD 0.002 0.002 0.002 0.003 0.003 0.004 0.004 0.005 0.005 
1.2 Mean 0.644 0.641 0.636 0.631 0.623 0.618 0.611 0.602 0.593 
SD 0.020 0.020 0.020 0.020 0.021 0.022 0.022 0.023 0.022 
1.3 Mean 0.665 0.662 0.659 0.655 0.649 0.645 0.640 0.633 0.627 
SD 0.015 0.015 0.015 0.015 0.016 0.016 0.016 0.017 0.016 
1.4 Mean 0.820 0.818 0.815 0.812 0.807 0.803 0.799 0.791 0.784 
SD 0.011 0.011 0.012 0.013 0.014 0.015 0.016 0.017 0.017 
Mean 0.797 0.794 0.790 0.785 0.778 0.772 0.766 0.755 0.745 
SD 0.017 0.017 0.018 0.019 0.021 0.021 0.023 0.024 0.024 
6.2 Mean 0.644 0.641 0.636 0.631 0.623 0.618 0.611 0.602 0.592 
SD 0.020 0.020 0.020 0.020 0.021 0.022 0.022 0.023 0.022 
6.3 Mean 0.644 0.641 0.636 0.631 0.623 0.618 0.611 0.602 0.592 
SD 0.020 0.020 0.020 0.020 0.021 0.022 0.022 0.023 0.022 
6.4 Mean 0.797 0.794 0.790 0.785 0.778 0.772 0.766 0.755 0.745 
SD 0.017 0.017 0.018 0.019 0.020 0.021 0.023 0.024 0.024 
10.1 Mean 0.820 0.818 0.815 0.812 0.807 0.803 0.799 0.791 0.784 
SD 0.011 0.011 0.012 0.013 0.014 0.015 0.016 0.017 0.017 
10.2 Mean 0.665 0.662 0.659 0.655 0.649 0.645 0.640 0.633 0.627 
SD 0.015 0.015 0.015 0.015 0.016 0.016 0.016 0.017 0.016 
10.3 Mean 0.644 0.641 0.636 0.631 0.623 0.618 0.611 0.602 0.593 
SD 0.020 0.020 0.020 0.020 0.021 0.022 0.022 0.023 0.022 
10.4 Mean 0.869 0.868 0.868 0.867 0.866 0.865 0.864 0.862 0.859 
SD 0.002 0.0Q2 0.002 0.003 0.003 0.004 0.004 0.005 0.005 
11.1 Mean 1.185 1.191 1.198 1.207 1.219 1.227 1.238 1.254 1.269 
SD 0.031 0.031 0.032 0.033 0.034 0.035 0.036 0.037 0.037 
11.2 Mean 1.326 1.339 1.354 1.374 1.404 1.424 1.450 1.491 1.531 
SD 0.067 0.069 0.071 0.075 0.081 0.084 0.089 0.094 0.094 
11.3 Mean 1.398 1.417 1.440 1.470 1.515 1.547 1.590 1.657 1.723 
SD 0.097 0.101 0.106 0.114 0.125 0.132 0.142 0.153 0.155 
11.4 Mean 1.438 1.461 1.490 1.529 1.588 1.630 1.687 1.780 1.873 
SD 0.120 0.126 0.134 0.146 0.163 0.175 0.191 0.210 0.216 
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4.2 Misspecification error and reporting er-
ror when using a fitted error model 
As we mentioned before, misspecification occurs when the estimated 0 does 
not equal to true cj) and hence the value of <J^ {t) would deviate from ^^(i) 
accordingly. We call such kind of discrepancy as misspecification error. On 
the other hand, there would be some discrepancies, namely the reporting 
error, between the value of crj(i) and (J^{t) as well. In order to study the 
A. 
misspecification error and reporting error induced by 0 we conduct a sim-
ulation study and provide some statistics for them from 10000 replications. 
The misspecification error and reporting error at time t in the replication 
are denoted by m (i) and respectively which are calculated by 
= a , — ( 4 . 1 ) 
and 
^^ = . (4.2) 
The percentage change of o" •) and cr in the replication are 
respectively given by 
= … X 100% (4.3) 
and 
V = ‘ X . 4.4) 
Furthermore, if m 
/ > 0 or r > 0 (hence, > 0 or 
A ) > 0), it indicates that the SD of prediction error is overestimated. 
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On the contrary, if m ) < 0 or r ) < 0 (hence, < 0 or 
A ) < 0) the SD of prediction error is underestimated. 
Table 4.3, 4.4, 4.5 and 4.6 list some statistics for r t) and 
X^{t) respectively. All the statistics are obtained from 10000 replications. In 
these tables, we take 0 = 0.70 0.75, 0.80’ 0.85, 0.90, 0.925 0.95, 0.975 and 
0.99 to examine the performance of 0. 
Prom Table 4.3 we observe that most of the Means of m^(t) are very 
small which indicates that the absolute differences between a i) and cr^(i) 
are not notable. Therefore, we simply analyse the misspecification error by 
using the statistics of 6^{t) in Table 4.4. 
The Means and SD of 6^(t) roughly increase when the value of 0 increase 
in each quarter. This phenomenon is much notable in the year without a 
benchmark. In the years with benchmarks, the overestimate problem is not 
very serious since all the Means of < 5% except some of them in the 
column oi (f) 0.975,0.99. In the year without a benchmark, all the Means 
of 5^{t) < 10% when 0.70 < 0 < 0.925. When 0.925 < 0 < 0.99 both Means 
and SD of 6^{t) are a lot greater than before. Some of the Means of 6^{t) 
even greater than 40% when 0 = 0.99. 
Prom Table 4.5 and 4.6 we observe the following: 
1. For each quarter, the SD of r^{t) and (i) roughly increase with an 
increasing 0. 
2. In the years with benchmarks (year 1 to 10): All the Means of r^(t) 
“ a n d are smaller than zero when (j) = 0.7. Excluding that, most 
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Table 4.3: Statistics for misspecification error (m^) 
y.q (j) 0.70 0.75 0.80 0.85 0.90 0.925 0.95 0.975 0.99 
~ T l M e a n 0.001 0.001 0.002 0.005 0.012 0.018 0.031 0.058 0.112 
SD 0.002 0.002 0.002 0.005 0.011 0.017 0.029 0.062 0.141 
1.2 Mean 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
SD 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
1.3 Mean 0.000 0.000 0.001 0.002 0.004 0.006 0.010 0.019 0.038 
SD 0.001 0.001 0.001 0.002 0.003 0.005 0.009 0.020 0.049 
1.4 Mean 0.001 0.001 0.001 0.002 0.004 0.006 0.011 0.021 0.043 
SD 0.001 0.001 0.001 0.002 0.004 0.006 0.010 0.022 0.055 
" T i M e a n 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
SD 0.000 0.000 0.001 0.001 0.001 0.001 0.001 0.000 0.000 
6.2 Mean 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
SD 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
6.3 Mean 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
SD 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
6.4 Mean 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
SD 0.000 0.000 0.001 0.001 0.001 0.001 0.001 0.000 0.000 
10.1 Mean 0.001 0.001 0.001 0.002 0.004 0.006 0.011 0.021 0.043 
SD 0.001 0.001 0.001 0.002 0.004 0.006 0.010 0.022 0.055 
10.2 Mean 0.000 0.000 0.001 0.002 0.004 0.006 0.010 0.019 0.038 
SD 0.001 0.001 0.001 0.002 0.003 0.005 0.009 0.020 0.049 
10.3 Mean 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
SD 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
10.4 Mean 0.001 0.001 0.002 0.005 0.012 0.018 0.031 0.058 0.112 
SD 0.002 0.002 0.002 0.005 O.Qll 0.017 0.029 0.062 0.141 
11.1 Mean 0.006 0.006 0.010 0.022 0.050 0.076 0.121 0.215 0.379 
SD 0.009 0.008 0.012 0.024 0.049 0.073 0.118 0.231 0.475 
11.2 Mean 0.009 0.008 0.014 0.033 0.078 0.121 0.197 0.353 0.619 
SD 0.014 0.012 0.017 0.034 0.073 0.110 0.181 0.359 0.735 
11.3 Mean 0.009 0.009 0.016 0.037 0.093 0.150 0.251 0.462 0.819 
SD 0.016 0.014 0.018 0.036 0.082 0.128 0.217 0.445 0.926 
11.4 Mean 0.009 0.009 0.015 0.037 0.099 0.165 0.285 0.544 0.983 
SD 0.017 0.015 0.017 0.034 0.081 0.132 0.234 0.500 1.063 
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Table 4.4: Statistics for % of misspecification error {6 )^ 
(j) 0.70 0.75 0.80 0.85 0.90 0.925 0.95 0.975 0.99 
" T l M e a n 0.143 0.140 0.240 0.553 1.335 2 . 1 2 4 3 . 5 6 6 6 . 8 1 1 13.079 
SD 0.223 0.193 0.277 0.565 1.245 1.948 3.349 7.224 16.546 
1.2 Mean 0.007 0.006 0.009 0.012 0.015 0.016 0.019 0.027 0.052 
SD 0.008 0.011 0.016 0.019 0.021 0.021 0.021 0.027 0.056 
1.3 Mean 0.054 0.054 0.096 0.230 0.573 0.925 1.580 3.104 6.234 
SD 0.085 0.075 0.110 0.234 0.534 0.851 1.493 3.338 8.096 
1.4 Mean 0.065 0.063 0.103 0.221 0.517 0.822 1.398 2.757 5.585 
SD 0.095 0.086 0.125 0.233 0.483 0.748 1.297 2.910 7.142 
Mean 0.024 0.024 0.033 0.044 0.046 0 . 0 4 1 M u K m 0 . 0 1 6 
SD 0.030 0.042 0.061 0.074 0.078 0.076 0.070 0.058 0.048 
6.2 Mean 0.008 0.008 0.012 0.016 0.017 0.016 0.013 0.009 0.006 
SD 0.010 0.015 0.022 0.027 0.029 0.029 0.027 0.023 0.019 
6.3 Mean 0.008 0.008 0.012 0.016 0.017 0.016 0.013 0.009 0.006 
SD 0.010 0.015 0.022 0.027 0.029 0.029 0.027 0.022 0.019 
6.4 Mean 0.024 0.024 0.033 0.044 0.046 0.042 0.034 0.023 0.016 
SD 0.030 0.042 0.061 0.074 0.079 0.076 0.070 0.058 0.049 
10.1 Mean 0.065 0.063 0.103 0.221 0.517 0 . 8 2 2 L m 2 . 7 5 7 5 . 5 8 5 
SD 0.095 0.086 0.125 0.233 0.483 0.748 1.297 2.910 7.142 
10.2 Mean 0.054 0.054 0.096 0.230 0.573 0.925 1.580 3.104 6.234 
SD 0.085 0.075 0.110 0.234 0.534 0.851 1.493 3.338 8.096 
10.3 Mean 0.007 0.006 0.009 0.012 0.015 0.016 0.019 0.027 0.052 
SD 0.008 0.011 0.016 0.019 0.021 0.021 0.021 0.027 0.056 
10.4 Mean 0.143 0.140 0.240 0.553 1.335 2.124 3.566 6.811 13.079 
SD 0.223 0.193 0.277 0.565 1.245 1.948 3.349 7.224 16.546 
11.1 Mean 0.491 0.480 0.814 1.767 3.921 5 . 9 2 8 9 . 3 8 2 16.512 28.982 
SD 0.731 0.645 0.991 1.923 3.875 5.719 9.141 17.733 36.299 
11.2 Mean 0.654 0.622 1.031 2.265 5.131 7.823 12.441 21.841 37.802 
SD 1.042 0.873 1.203 2.334 4.791 7.121 11.442 22.208 44.890 
11.3 Mean 0.681 0.638 1.035 2.333 5.510 8.575 13.888 24.750 43.012 
SD 1.183 0.976 1.176 2.258 4.828 7.329 12.032 23.867 48.614 
11.4 Mean 0.631 0.589 0.937 2.179 5.422 8.663 14.376 26.204 46.080 
SD 1.202 1.013 1.086 1.991 4.465 6.969 11.781 24.086 49.827 
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Table 4.5: Statistics for reporting error (r^) 
^ . q (j) 0.70 0.75 0.80 0.85 0.90 0.925 0.95 0.975 0.99 
" T l M e a n -0.002 -0.002 -0.001 -0.002 -0.007 -0.012 -0.023 -0.051 -0.105 
SD 0.004 0.003 0.003 0.004 0.009 0.014 0.025 0.057 0.136 
1.2 Mean -0.009 0.002 0.012 0.021 0.028 0.030 0.031 0.028 0.023 
SD 0.020 0.020 0.020 0.020 0.021 0.021 0.022 0.022 0.022 
1.3 Mean -0.007 0.001 0.009 0.014 0.017 0.016 0.013 0.002 -0.021 
SD 0.015 0.015 0.015 0.014 0.013 0.011 0.008 0.005 0.033 
1.4 Mean -0.006 0.000 0.006 0.012 0.016 0.016 0.013 0.001 -0.023 
SD 0.011 0.011 0.011 0.011 0.011 0.009 0.007 0.007 0.038 
Mean - 0 . 0 0 9 0 . 0 0 0 0 . 0 1 0 0 . 0 2 0 0 . 0 2 8 0 . 0 3 2 “ 0 . 0 3 3 0 . 0 3 2 0 . 0 2 7 
SD 0.017 0.017 0.018 0.019 0.020 0.021 0.022 0.024 0.024 
6.2 Mean -0.009 0.002 0.012 0.021 0.028 0.030 0.031 0.028 0.024 
SD 0.020 0.020 0.020 0.020 0.021 0.022 0.022 0.023 0.022 
6.3 Mean -0.009 0.002 0.012 0.021 0.028 0.030 0.031 0.028 0.024 
SD 0.020 0.020 0.020 0.020 0.021 0.022 0.022 0.023 0.022 
6.4 Mean -0.009 0.000 0.010 0.020 0.028 0.032 0.033 0.032 0.027 
SD 0.017 0.017 0.018 0.019 0.020 0.021 0.022 0.024 0.024 
10.1 Mean - 0 . 0 0 6 0 . 0 0 0 0 . 0 0 6 0 . 0 1 2 O l 6 0 0 1 6 O l S 0 . 0 0 1 -0.023 
SD 0.011 0.011 0.011 0.011 0.011 0.009 0.007 0.007 0.038 
10.2 Mean -0.007 0.001 0.009 0.014 0.017 0.016 0.013 0.002 -0.021 
SD 0.015 0.015 0.015 0.014 0.013 0.011 0.008 0.005 0.033 
10.3 Mean -0.009 0.002 0.012 0.021 0.028 0.030 0.031 0.028 0.023 
SD 0.020 0.020 0.020 0.020 0.021 0.021 0.022 0.022 0.022 
10.4 Mean -0.002 -0.002 -0.001 -0.002 -0.007 -0.012 -0.023 -0.051 -0.105 
SD 0.004 0.003 0.003 0.004 0.009 0.014 0.025 0.057 0.136 
11.1 M e a n 0 . 0 0 9 -0.009 -0.029 -0.056 -0.096 -0.126 -0.172 -0.262 -0.419 
SD 0.026 0.032 0.040 0.055 0.082 0.107 0.153 0.268 0.511 
11.2 Mean 0.024 -0.012 -0.056 -0.112 -0.190 -0.245 -0.328 -0.477 -0.725 
SD 0.058 0.067 0.081 0.105 0.150 0.192 0.268 0.451 0.828 
11.3 Mean 0.040 -0.011 -0.075 -0.156 -0.269 -0.349 -0.466 -0.671 -1.000 
SD 0.086 0.096 0.113 0.144 0.202 0.256 0.356 0.596 1.080 
11.4 Mean 0.054 -0.008 -0.086 -0.189 -0.333 -0.435 -0.583 -0.840 -1.244 
SD 0.108 0.119 0.138 0.172 0.239 0.303 0.421 0.708 1.278 
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Table 4.6: Statistics for % of reporting error (A^) 
y.q (J) 0.70 0.75 0.80 0.85 0.90 0.925 0.95 0.975 0.99 
" T i M e a n -0.270 -0.206 - 0 . 1 6 2 - 0 . 2 4 9 - 0 . 7 3 2 - 1 . 3 3 8 ~ - 2 . 5 3 4 - 5 . 1 6 4 - 9 . 2 6 8 
SD 0.404 0.366 0.349 0.453 0.947 1.516 2.646 5.521 10.864 
1.2 Mean -1.337 0.325 1.958 3.478 4.700 5.112 5.277 4.885 4.062 
SD 2.980 3.058 3.169 3.321 3.519 3.636 3.792 3.911 3.825 
1.3 Mean -1.008 0.217 1.337 2.243 2.694 2.590 2.015 0.267 -2.890 
SD 2.256 2.252 2.234 2.170 1.962 1.706 1.182 0.778 4.449 
1.4 Mean -0.742 -0.043 0.713 1.447 1.955 1.977 1.609 0.203 -2.602 
SD 1.369 1.379 1.394 1.397 1.320 1.180 0.855 0.907 4.156 
Mean - 1 . 0 6 8 0 0 4 3 l ? m STtTS 
SD 2.049 2.123 2.239 2.415 2.669 2.835 3.059 3.289 3.321 
6.2 Mean -1.346 0.323 1.963 3.492 4.724 5.141 5.313 4.932 4.133 
SD 2.990 3.067 3.177 3.330 3.531 3.650 3.812 3.944 3.891 
6.3 Mean -1.346 0.323 1.963 3.492 4.724 5.141 5.313 4.932 4.133 
SD 2.990 3.067 3.177 3.330 3.531 3.650 3.812 3.944 3.891 
6.4 Mean -1.068 0.043 1.278 2.574 3.778 4.262 4.556 4.380 3.755 
SD 2.049 2.123 2.239 2.415 2.669 2.835 3.059 3.289 3.321 
10.1 Mean -0.742 - 0 . 0 4 3 0 . 7 1 3 1.447 E ^ 1.977 E ^ 0 . 2 0 3 - 2 . 6 0 2 
SD 1.369 1.379 1.394 1.397 1.320 1.180 0.855 0.907 4.156 
10.2 Mean -1.008 0.217 1.337 2.243 2.694 2.590 2.015 0.267 -2.890 
SD 2.256 2.252 2.234 2.170 1.962 1.706 1.182 0.778 4.449 
10.3 Mean -1.337 0.325 1.958 3.478 4.700 5.112 5.277 4.885 4.062 
SD 2.980 3.058 3.169 3.321 3.519 3.636 3.792 3.911 3.825 
10.4 Mean -0.270 -0.206 -0.162 -0.249 -0.732 -1.338 -2.534 -5.164 -9.268 
SD 0.404 0.366 0.349 0.453 0.947 1.516 2.646 5.521 10.864 
11.1 M e a n 0 . 7 1 8 -0.708 - 2 . 3 6 3 - 4 . 3 9 3 ^ 7 ^ 0 7 5 - 8 . 9 0 8 -11.440 -15.248 -19.487 
SD 2.196 2.609 3.219 4.163 5.767 7.089 9.263 13.560 19.452 
11.2 Mean 1.852 -0.888 -3.933 -7.407 -11.523 -14.040 -17.167 -21.185 -24.993 
SD 4.439 4.922 5.650 6.785 8.660 10.160 12.589 17.132 22.733 
11.3 Mean 2.924 -0.796 -4.892 -9.454 -14.632 -17.640 -21.156 -25.253 -28.732 
SD 6.250 6.679 7.378 8.525 10.453 12.003 14.532 19.149 24.464 
11.4 Mean 3.855 -0.559 -5.434 -10.832 -16.854 -20.257 -24.087 -28.262 -31.537 
SD 7.697 8.027 8.640 9.727 11.630 13.188 15.769 20.413 25.485 
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of the Means of X^{t) and r^(t) are positive. In other words, for 0.7 < 
(j) < 0.99, the overestimate problem dominates. 
3. In the year without a benchmark (year 11): Except the column of 
(f) = 0.7, all the Means of (and r^(t)) are negative. For the cases 
of underestimate occur, their Means are smaller than 32% in absolute 
value. Consider the cases of overestimate occur, their Means are smaller 
than 5%. 
4.3 Suggestions on the selection of default 
and fitted error model 
In some situations, we may have certain information which related to the 
error series, such as the strength of autocorrelation, from survey experts. 
Actually, this kind of information may affect our decision on choosing 0 or 
^ to model the survey error. In this section, by taking 0 = 0.90, we compare 
the benchmarking performance of ^ and 0 in modelling survey error. Based 
~ A, 
on the results, some suggestions on the selection of 0 and • are provided. 
As the values of (j) listed in the tables of misspecification error and re-
porting error for 0 = 0.90 (Table 2.8 and 2.12) are not coincided with those 
for 0 some adjustments on these tables are needed for a better comparison 
of 0 and First, those columns of 0 < 0.70 are removed from Table 2.8 and 
2.12, and the columns of 0 = 0.75, 0.85 0.925 and 0.975 are added to form 
Table 4.7 and 4.8 respectively. For simplicity, we remove m^{t) and r^(t) 
from Table 4.7 and 4.8 respectively as their values are not notable. Thus, 
Table 4.7 and 4.8 respectively show the values of 6^{t) and . 
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Table 4.7: Percentage change of {5^), 0 = 0.90. 
0 
y.q 0.70 0.75 0.80 0.85 0.90 0.925 0.95 0.975 0.99 
" T l 1 . 3 2 8 0.969 0.581 0.209 0.000 0.116 0 . 7 1 7 3 . 2 9 4 11.616 
1.2 0.030 0.016 0.006 0.002 0.000 0.001 0.004 0.016 0.058 
1.3 0.507 0.383 0.237 0.087 0.000 0.050 0.314 1.464 5.304 
1.4 0.546 0.385 0.227 0.081 0.000 0.046 0.286 1.334 4.843 
0.093 0.043 0.015 0.003 0.000 0.000 0 . 0 0 1 0 . 0 0 2 0 . 0 0 2 
6.2 0.032 0.015 0.005 0.001 0.000 0.000 0.000 0.001 0.001 
6.3 0.032 0.015 0.005 0.001 0.000 0.000 0.000 0.001 0.001 
6.4 0.093 0.043 0.015 0.003 0.000 0.000 0.001 0.002 0.002 
10.1 0.546 0.385 0.227 0.081 0.000 0.046 0 . 2 8 6 L m 4 . 8 4 3 
10.2 0.507 0.383 0.237 0.087 0.000 0.050 0.314 1.464 5.304 
10.3 0.030 0.016 0.006 0.002 0.000 0.001 0.004 .. 0.016 0.058 
10.4 1.328 0.969 0.581 0.209 0.000 0.116 0.717 3.294 11.616 
11.1 4.266 2.983 1.712 0.587 0.000 0.302 1 . 8 1 5 7 . 9 8 4 26.498 
11.2 6.254 4.418 2.552 0.878 0.000 0.450 2.682 11.600 37.289 
11.3 7.318 5.285 3.109 1.085 0.000 0.563 3.351 14.365 45.270 
11.4 7.647 5.674 3.420 1.218 0.000 0.645 3.853 16.457 51.212 
Table 4.8: Percentage change of a (t) (A^), 0 = 0.90. 
y.q 0.70 0.75 0.80 0.85 0.90 0.925 0.95 0.975 0.99 
~ T l - 2 . 2 8 3 -1.844 -1.277 -0.615 0 . 0 0 0 K m - 9 . 4 9 0 
1.2 -8.893 -6.815 -4.642 -2.371 0.000 1.222 2.467 3.726 4.458 
1.3 -6.869 -5.204 -3.487 -1.732 0.000 0.787 1.368 1.065 -2.126 
1.4 -5.142 -4.082 -2.862 -1.485 0.000 0.719 1.283 1.072 -1.807 
~ 6 1 - 7 . 1 0 8 -5.646 -3.978 -2.098 0 . 0 0 0 L l ^ 3.547 
6.2 -8.938 -6.851 -4.667 -2.384 0.000 1.230 2.484 3.762 4.540 
6.3 -8.938 -6.851 -4.667 -2.384 0.000 1.230 2.484 3.762 4.540 
6.4 -7.107 -5.646 -3.978 -2.098 0.000 1.130 2.312 3.547 4.312 
" l o l - 5 . 1 4 2 - 4 . 0 8 2 -2.862 -1.485 0 . 0 0 0 0 . 7 1 9 1.283 E o ^ - 1 . 8 0 7 
10.2 -6.869 -5.204 -3.487 -1.732 0.000 0.787 1.368 1.065 -2.126 
10.3 -8.893 -6.815 -4.642 -2.371 0.000 1.222 2.467 3.726 4.458 
10.4 -2.283 -1.844 -1.277 -0.615 0.000 0.131 -0.193 -2.388 -9.490 
" T O 3 . 6 4 6 2 . 9 2 7 2 . 2 0 0 1 . 3 5 0 0.000 - 1 . 2 4 5 - 3 . 6 2 2 - 9 . 9 6 6 -23.565 
11.2 10.314 8.133 5.875 3.351 0.000 -2.533 -6.664 -15.944 -32.549 
11.3 16.843 13.210 9.427 5.258 0.000 -3.702 -9.320 -20.740 -38.853 
11.4 23.019 18.018 12.783 7.044 0.000 -4.757 -11.642 -24.665 -43.553 
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By comparing the misspecification error (from Table 4.4 and 4.7) and the 
reporting error (from Table 4.6 and 4.8) for 4> and we observe the following: 
1. For 0.70 < 0 < 0.80: 
Both 6^(t) and Means of 6^{t) are quite small in the years with bench-
marks. This implies that no matter choose 0 or 0 to model the survey 
error, both the theoretical value and the fitted value are quite close 
to the true value of SD of prediction error for the period covered by 
available benchmarks. However, if we compare their values in the year 
without a benchmark, the Means of 6^{t) is much smaller than 
On the other hand, if we compare and Means of we find 
that the X t) are roughly greater than the absolute value of Means of 
for more than one SD of As the results, 0 performs better 
when 0.70 < 0 < 0.80. 
2. For 0.80 < 0 < 1.00: 
Excluding for 0 = 0.99, most of the absolute value of Means of 6^{t) 
and are respectively greater than the value of S^(t) and 
For (f) = 0.99, Means of 5^(t) and are slightly less than the value 
of and in absolute value. As the results, 0 performs better 
/S 
when 0.80 < (j) < 0.975 and </> performs better when • 0.99. 
Furthermore, in order to make the comparison more complete, we have 
also compared the performance of 0 and 4> for some values of (j) in the range 
of 0.00 <( / )< 0.70 and 0.975 < 0 < 1.00 although their results are not listed 
here. For 0.00 < 4> < 0.70, both the misspecification error and the reporting 
A ~ 
error induced by 0 are also smaller than that induced by 0 in absolute value. 
On the other hand, for 0.975 < 4> < 1.00, we find that 0 performs better when 
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0.975 < (/) < 0.985 and 0 performs better when 0.985 < 0 < 1.00. Also, 0 
shows much advantage if 4> is close to 1.00. Consequently, in modelling of 
A. 
survey error, (p works well when 0.80 < (j) < 0.985 and (j) works well when 
0,00 < (/) < 0.80 or 0.985 < ( j x 1.00. 
To be concluded, if some information on • is provided, we should choose: 
• if the value of 0 is low (0.00 < 0 < 0.80); 
• 0 if the value of 0 is high (0.80 < (j) < 0.985); 
• 0 if the value of 0 is extremely high (0.985 < 0 < 1.00). 
On the other hand, if there is no information provided on 0 is recommended 
in modelling of survey error. This is because 4> not only can reduce a large 
amount of overestimate on SD of prediction error for 0 is low, but also can 
reduce a large amount of underestimate on SD of prediction error for • is 
extremely high. Although 0 does not have definite advantage for 0.80 < (p < 
0.985, the loss of using it instead of 0 is not that crucial. 
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Chapter 5 
Benchmarking performance of 
using fitted AR(1) model for 
usual A R M A survey error 
In survey error modelling, it is rather difficult to identify the model of the 
survey error series. Even if the model is known, there are still some diffi-
culties on parameter estimation for the error model. Owing to these two 
reasons, many existing literatures which related to the benchmarking prob-
lem assumed the survey error series to be an AR(1) model and they claimed 
that this assumption is reasonable. However, as pointed out by Chen (2007), 
AR(1) does not fit all series well. 
In order to study whether the implementation of AR(1) assumption is well 
or not, we examine the benchmarking performance of using a fitted AR(1) 
model for the survey error which follows an usual stationary and invertible 
ARMA model. Two stationary and invertible ARMA examples would be 
given which are MA(1) model and ARMA(1,1) model. 
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5.1 Model settings for two usual ARMA sur-
vey error 
In the following sections, the survey errors are set to follow two kinds of sta-
tionary and invertible ARMA model which were suggested by Cholette and 
Dagum (1994). They are MA(1) model or ARMA(1,1) model. As the results, 
the survey error series {e(i)} no longer follows (1.5). Hence, the autocovari-
ance function of {e(i)} should be different from (1.6) as well. Since Ve{k) 
is an important component during the calculation of the SD of prediction 
error, we need to redefine the Ve{k) for each models before performing the 
simulation study. 
If the survey error follows a MA(1) model which is given by 
e = - ( - 1 ) , (5.1) 
then its autocovariance function is 
Ve{k) = -ea^ ,k = l • (5.2) 
0 , k > 2 
If the survey error follows an ARMA(1,1) model which is given by 
e{t) = M t - l ) - ^ m - 0 ^ { t - l ) , (5.3) 
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then its autocovariance function is 
( 1 - 2 0 + 
,k = 0 
(1 - 02) 
Veik) = . (5.4) 
( 1 - 0 2 ) 
5.2 Simulation studies 
In the simulation studies, we take 9 = - 0 .8 and (0,0) = (0.95,0.8) for 
the MA(1) and ARMA(1,1) model respectively. Consider the case of {e(t)} 
follows a MA(1) model first. Without loss of generality, we set cr^  = 1. Then, 
we generate e(t) from (5.1) recursively with 0 = —0.8. The procedures of 
obtaining 77 y(t) and z(T) are the same as shown in section 3.3. By using 
the Benchmark Forecasting Method with the AR(1) model assumption, the 
mean and standard deviation of 0 are 0.678 and 0.066 respectively from 10000 
replications. 
Furthermore, the misspecification error and reporting error are also pro-
vided by means of calculating the true, fitted and reporting value of the SD 
of prediction error. To obtain the true value of SD of prediction error which 
is denoted by o" we put 0 = —0.8 into (5.2) to get the true value of 
Ve(k). Then, we substitute the Ve(k) into (2.3) correspondingly and obtain 
the aff(t) by the procedures as shown in section 2.2. After that, the fitted 
and reporting value of SD of prediction error are obtained by the procedures 
as shown in section 2.3. Hence the misspecification error and reporting error 
for the MA(1) case can be obtained. 
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For the case of {e{t)} follows an ARMA(1,1) model, we generate e{t) 
from (5.3) recursively with (0,6') (0.95,0.8). Through the Benchmark 
Forecasting Method, the mean and standard deviation of 0 are 0.746 and 
0.083 respectively from 10000 replications. Moreover, the ways of getting the 
true, fitted and reporting value of the SD of prediction error, misspecification 
error and reporting error are the same as the MA(1) case, except that the 
Ve(k) is computed by (5.4) with (0,6') = (0.95,0.8) instead of (5.2). Besides, 
the true value of SD of prediction error for the ARMA(1’1) case is denoted 
by 
Table 5.1 and 5.2 respectively show the simulation results for the survey 
errors follow a MA(1) model and an ARMA(1’1) model. In these tables, the 
true, fitted and reporting value of SD of prediction error, misspecification 
error and reporting error are provided. 
Prom Table 5.1 and 5.2, we observe that the Means of S^{t) are very small 
which are less than 5% with a small SD. This implies that the fitted value 
and true value of SD of prediction error are quite close to each other. When 
we look at the column of A^ we find that most of their Means are around 
-20% in the years with benchmarks. Hence, most of the reporting values 
underestimate the fitted values of SD of prediction error. In the year without 
a benchmark, some of the Means of X^(t) for the MA(1) case are negative 
and some of them are positive, but all of them are smaller than those in the 
years with benchmarks in absolute value. On the other hand, the Means of 
X^(t) for the ARMA(1,1) case are all positive and they are larger than in the 
years with benchmarks in absolute value. 
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Table 5.1: Statistics for e(t) MA(1) with 0 = -0 .8 
=y.q rn t a r t) 
~ T l T M f Mean 1 .0690 .014 1.344 0.869 -0.200 -18.704 
SD 0.005 0.005 0.513 0.001 0.006 0.461 
1.2 0.843 Mean 0.846 0.003 0.340 0.659 -0.187 -22.086 
SD 0.001 0.001 0.061 0.019 0.020 2.286 
1.3 0.843 Mean 0.850 0.007 0.811 0.676 -0.174 -20.452 
SD 0.002 0.002 0.219 0.015 0.017 1.897 
1.4 1.040 Mean 1.046 0.007 0.633 0.827 -0.219 -20.911 
SD 0.003 0.003 0.237 0.009 0.012 1.057 
I W Mean 1 .0490 .010 0.970 0.809 -0.240 -22.838 
SD 0.002 0.002 0.222 0.014 0.017 1.524 
6.2 0.841 Mean 0.847 0.006 0.715 0.659 -0.187 -22.124 
SD 0.001 0.001 0.103 0.019 0.020 2.321 
6.3 0.841 Mean 0.847 0.006 0.715 0.659 -0.187 -22.124 
SD 0.001 0.001 0.103 0.019 0.020 2.321 
6.4 1.038 Mean 1.049 0.010 0.970 0.809 -0.240 -22.838 
SD 0.002 0.002 0.222 0.014 0.017 1.524 
10.1 1.040 Mean 1 . 0 4 6 0 . 0 0 7 0.633 0.827 -0.219 -20.911 
SD 0.003 0.003 0.237 0.009 0.012 1.057 
10.2 0.843 Mean 0.850 0.007 0.811 0.676 -0.174 -20.452 
SD 0.002 0.002 0.219 0.015 0.017 1.897 
10.3 0.843 Mean 0.846 0.003 0.340 0.659 -0.187 -22.086 
SD 0.001 0.001 0.061 0.019 0.020 2.286 
10.4 1.055 Mean 1.069 0.014 1.344 0.869 -0.200 -18.704 
SD 0.005 0.005 0.513 0.001 0.006 0.461 
11.1 1.258 Mean 1 .3080 .050 3.947 1.162 -0.146 -11.200 
SD 0.022 0.022 1.748 0.029 0.008 0.783 
11.2 1.281 Mean 1.345 0.064 4.997 1.276 -0.069 -5.147 
SD 0.030 0.030 2.324 0.060 0.031 2.419 
11.3 1.281 Mean 1.313 0.033 2.556 1.328 0.015 1.039 
SD 0.023 0.023 1.775 0.084 0.062 4.646 
11.4 1.281 Mean 1.298 0.017 1.348 1.353 0.055 4.189 
SD 0.017 0.017 1.289 0.100 0.085 6.387 
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Table 5.2: Statistics for e{t) ARMA(1,1) with (0,6>) = (0.95,0.8) 
y.q a“t) m^(t) , r - ) 
"Tl~~~0.814 Mean 0 . 8 2 3 0 . 0 0 9 1.064 0.868 0.045 5.477 
SD 0.001 0.001 0.134 0.003 0.004 0.458 
1.2 0.804 Mean 0.809 0.005 0.626 0.640 -0.169 -20.918 
SD 0.001 0.001 0.066 0.024 0.025 3.033 
1.3 0.804 Mean 0.805 0.001 0.129 0.661 -0.144 -17.848 
SD 0.001 0.001 0.063 0.018 0.018 2.214 
1.4 0.814 Mean 0.834 0.021 2.553 0.817 -0.018 -2.141 
SD 0.004 0.004 0.446 0.014 0.018 2.115 
0.812 Mean 0 . 8 3 0 0 . 0 1 8 2.247 0.792 - 0 : 0 3 8 - 4 . 5 7 7 
SD 0.002 0.002 0.252 0.021 0.023 2.794 
6.2 0.804 Mean 0.809 0.005 0.612 0.639 -0.169 -20.909 
SD 0.000 0.000 0.046 0.024 0.025 3.030 
6.3 0.804 Mean 0.809 0.005 0.612 0.639 -0.169 -20.909 
SD 0.000 0.000 0.047 0.024 0.025 3.030 
6.4 0.812 Mean 0.830 0.018 2.247 0.792 -0.038 -4.576 
SD 0.002 0.002 0.252 0.021 0.023 2.794 
" T o l 0 . 8 1 4 Mean 0 . 8 3 4 0 . 0 2 1 2.553 0.817 - 0 . 0 1 8 - 2 . 1 4 1 
SD 0.004 0.004 0.446 0.014 0.018 2.115 
10.2 0.804 Mean 0.805 0.001 0.129 0.661 -0.144 -17.848 
SD 0.001 0.001 0.063 0.018 0.018 2.214 
10.3 0.804 Mean 0.809 0.005 0.626 0.640 -0.169 -20.918 
SD 0.001 0.001 0.066 0.024 0.025 3.033 
10.4 0.814 Mean 0.823 0.009 1.064 0.868 0.045 5.477 
SD 0.001 0.001 0.134 0.003 0.004 0.458 
" H I 1 . 0 0 2 Mean 1 . 0 3 9 0 . 0 3 7 3.688 1 . 1 9 3 M b A 1 4 . 8 2 6 
SD 0.014 0.014 1.379 0.038 0.026 2.332 
11.2 1.013 Mean 1.042 0.029 2.874 1.344 0.303 29.010 
SD 0.010 0.010 0.975 0.086 0.081 7.534 
11.3 1.023 Mean 1.052 0.029 2.872 1.427 0.375 35.683 
SD 0.009 0.009 0.921 0.128 0.129 12.212 
11.4 1.031 Mean 1.063 0.032 3.054 1.476 0.413 38.949 
SD 0.011 0.011 1.062 0.162 0.168 15.884 
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From the simulation results, we may say that using a fitted AR(1) model 
as the working model for the survey error which follows the usual station-
ary and invertible ARMA model is sometimes harmful to the benchmarking 
results as the SD of prediction error is underestimated. Fortunately, the 
amounts of underestimate are not very large. Thus, assuming the {e(i)} 
follows an AR(1) model in error modelling is still reasonable. 
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Chapter 6 
An illustrative example: 
Traveller Accommodation series 
This chapter illustrates the application of the Benchmark Forecasting Method 
on one of the Traveller Accommodation series of the North American Indus-
try. In addition, by taking 0 = 0.90, we compare the benchmarking results 
of using 4> and 0 on this real data series. 
The selected real data series is obtained from the North American Indus-
try Classification System (NAICS) which refers to the category of "Hotels 
and Motels (except Casino Hotels)", with reference code NAICS 721110 (in-
dustry 721110, in the database of U.S. Census Bureau), during the period of 
Year 1998 to 2005. Although there are more quarterly observations available 
after 2005, we simply omit these data as their corresponding benchmarks are 
not given. Thus, there are totally 32 quarterly observations starting from 
the first quarter in 1998 to the fourth quarter in 2005, with 8 corresponding 
annual benchmarks. 
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Table 6.1 lists the quarterly observations (y) for the Traveller Accommo-
dation series from the first quarter of 1998 to the forth quarter of 2005. On 
the other hand, Table 6.2 lists the annual benchmarks (z) and the sum of 
quarterly observations (Ly) for each year for the Traveller Accommodation 
series from Year 1998 to 2005. 
Table 6.1: Quarterly observations for NAICS 721110 
Year Quarter y Year Quarter y 
1 20330974 2002 i 17716090 
2 24116515 2 26264948 
3 31190896 3 38427999 
4 17739405 4 24711961 
1999 1 13212327 2003 1 19583371 
2 19378451 2 25843366 
3 29361895 3 41595868 
4 18399747 4 28519784 
2000 1 15501264 2004 1 22696696 
2 20105158 2 33190401 
3 29950605 3 47554471 
4 21161687 4 29787317 
2001 1 22097248 2005 1 26606840 
2 28185209 2 37308928 
3 37955706 3 50567291 
4 22473061 4 34948970 
Table 6.2: Benchmarks and annual totals for NAICS 721110 
Year z Ly 
109863082 93377790 
1999 121216153 80352420 
2000 123423798 86718715 
2001 133990983 110711224 
2002 140015495 107120998 
2003 141371431 115542389 
2004 146037095 133228885 
200 5 156701175 149432029 
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Assuming that the survey error e in this real data series follows an 
AR(1) model as stated in (1.5), we try to estimate the autoregressive pa-
rameter (j) in the survey error model through the Benchmark Forecasting 
Method. In order to imitate the practical situation, the benchmark of 2005 
is assumed to be unavailable in the estimation process. In other words, we 
have 32 quarterly observations and 7 annual benchmarks to estimate the (j). 
By using the Benchmark Forecasting Method with the restricted search 
range [0.500, 0.999] , we obtain a 0 = 0.927 for the Traveller Accommodation 
series. From the result, it indicates that the proposed method can model the 
data with a survey error series which is strongly autocorrelated. 
After obtaining the we compare the benchmarking results of using 
A —' 
(j) = 0.927 and default value (j) = 0.90 in modelling the survey error for this 
real dataset. Suppose year 1998 to 2004 are the years with benchmarks and 
year 2005 is the year without a benchmark. Table 6.3 shows the benchmarked 
series (fi^(t) and fi^(t)) and the reporting value of SD of prediction error (crj(i) 
and a (t)) of using 0 and 0. In addition, the differences of them are provided 
as well. Furthermore, by summing up the benchmarked values of the quarters 
in year 2005, the estimate i(2005) of 2(2005) can be obtained. Hence, the 
difference between i(2005) and z(2005) is also provided. 
From Table 6.3 we find that the values of benchmarked series and the 
reporting values of SD of prediction error of using 0 and 0 are very close to 
each other. Moreover, the estimate of 2(2005) obtained by 0 is also quite 
close to that obtained by However, the estimation error caused by using 
0 is slightly smaller than that of using 0 in absolute value. Thus, we may 
A 
say that 0 performs better than (j) in this Traveller Accommodation series. 
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^ A. 
Table 6.3: The benchmarking results of using default 4> and estimated 0 
Columns (1) difference of two reporting values of SD of prediction 
error [ -
(2) percentage difference of two reporting values of SD of 
prediction error [(aj - x 100%]; 
(3) difference of two benchmarked series [ -fi^{t)]. 
_ Ut) 
1998.1 0.859 0.861 -0.003 -0.309 2 2 8 5 7 2 1 9 2 2 8 2 0 2 9 1 3 6 9 2 8 
1998.2 0.586 0.595 -0.009 -1.497 27352497 27353490 -993 
1998.3 0.622 0.628 -0.007 -1.030 35665292 35682563 -17271 
1998.4 0.780 0.787 -0.007 -0.946 23988073 24006738 -18665 
1999.1 0.746 0.756 -0.010 -1.298 21781412 21796030 -14618 
1999.2 0.586 0.595 -0.009 -1.505 29530276 29533672 -3396 
1999.3 0.588 0.597 -0.009 -1.471 40367960 40361243 6718 
1999.4 0.741 0.751 -0.010 -1.358 29536504 29525209 11296 
2000.1 0.739 0.749 -0.010 -1.384 26045925 26036230 9695 
2000.2 0.586 0.595 -0.009 -1.506 29868004 29864969 3034 
2000.3 0.586 0.595 -0.009 -1.503 38737383 38741988 -4606 
2000.4 0.739 0.749 -0.010 -1.388 28772486 28780610 -8124 
2001.1 0.739 0.749 -0.010 -1.389 28325339 28326650 -1311 
2001.2 0.586 0.595 -0.009 -1.505 33698644 33698259 385 
2001.3 0.586 0.595 -0.009 -1.505 43418391 43417612 779 
2001.4 0.739 0.749 -0.010 -1.389 28548610 28548463 147 
2002.1 0.739 0.749 -0.010 -1.388 25071668 25076444 -4776 
2002.2 0.586 0.595 -0.009 -1.503 34477515 34480309 -2794 
2002.3 0.586 0.595 -0.009 -1.506 47079481 47077919 1562 
2002.4 0.739 0.749 -0.010 -1.384 33386831 33380823 6008 
2003.1 0.741 0.751 -0.010 -1.358 27866235 27855766 10469 
2003.2 0.588 0.597 -0.009 -1.471 33511101 33504762 6340 
2003.3 0.586 0.595 -0.009 -1.505 48421784 48424940 -3156 
2003.4 0.746 0.756 -0.010 -1.298 31572310 31585963 -13652 
2004.1 0.780 0.787 -0.007 -0.946 27138038 27157600 -19562 
2004.2 0.622 0.628 -0.007 -1.030 36614336 36631018 -16683 
2004.3 0.586 0.595 -0.009 -1.497 50248878 50248455 423 
2004.4 0.859 0.861 -0.003 -0.309 32035843 32000021 35821 
2005.1 1.280 1 . 2 6 5 0 . 0 1 5 E l M " 2 8 6 9 0 5 4 9 2 8 5 9 8 2 7 4 9 2 2 7 5 
2005.2 1.556 1.516 0.040 2.662 39239901 39101219 138682 
2005.3 1.760 1.691 0.069 4.073 52356724 52180352 176371 
2005.4 1.920 1.821 0.099 5.408 36607237 36400725 206512 
Estimate of z(2005) (£(2005)): 156894411 156280571 




For the implementation of some advanced benchmarking methods, model of 
survey error is indispensable but seldom available. As the result, similar to 
many existing literatures which related to benchmarking problem, we also 
assume the e{t) follows an AR(1) model in this thesis. After imposing the 
AR(1) assumption on the error series, we still do not have the autoregressive 
parameter 0 of the model. Traditionally, there are two usual ways to deal 
with such problem. The first one is assigning a default value 0 to replace 
the unknown (f). Another one is obtaining an estimated value 0 by using the 
available observations and benchmarks. 
In our study, we consider the case of quarterly observations with annual 
benchmarks. After trying several default values of 0 we find that 0 = 0.90 is 
reasonably good in modelling quarterly survey error in many situations. On 
the other hand, we introduce a new estimation method called the Benchmark 
Forecasting Method to produce an estimated 0. It was shown that the pro-
posed method is not affected by the signals. Furthermore, from a simulation 
study, it shows that estimate produced by our method is better than that 
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produced by an existing method, namely the Correlation Method. 
• After evaluating the performance of 0 and 0 for certain values of 0 , we 
suggest that if some information on 0 is given, should be chosen when 
0.80 < (f) < 0.985 and 0 should be chosen when 0.00 < 0 < 0.80 or 0.985 < 
(f) < 1.00 to model the survey error. On the other hand, if no information on 
A A 
(j) is given, (f) should be used to model the error. This is because 0 can reduce 
a large amount of impact on SD of prediction error when {e ]• is moderately 
A 
autocorrelated or {e(i)} is very strongly autocorrelated. Although (j) does not 
have definite advantage for 0.80 < (f) < 0.985, the loss of using it instead of 
0 is not that crucial. 
In common practice, there are difficulties on identifying the model of the 
survey error series and parameter estimation. Thus, e(t) is often assumed 
to be an AR(1) model. However, if e(t) does not follow an AR(1) model, 
the AR(1) assumption may induce some extra errors or even harmful to the 
benchmarking results. Therefore, we examine the benchmarking performance 
of using a fitted AR(1) model as the working model for two usual stationary 
and invertible ARM A situations which are MA(1) and ARMA(1’1). Prom 
a simulation study, we find that the misspecification error and reporting 
error in both situations are not serious. Thus, the implementation of AR(1) 
assumption is reasonable. 
Finally, an illustration of applying the Benchmark Forecasting Method on 
a Traveller Accommodation series is provided. From the result, it indicates 
that the proposed method can provide an estimate of • for an error series 
which has a strong autocorrelation. Also, the performance of the 0 provided 
is better than that of 0 = 0.90 in forecasting the benchmark. 
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