Abstract. We continue the study of a stochastic system of interacting neurons introduced in De Masi-Galves-Löcherbach-Presutti [3] . The system consists of N neurons, each spiking randomly with rate depending on its membrane potential. At its spiking time, the neuron potential is reset to 0 and all other neurons receive an additional amount 1/N of potential. Moreover, electrical synapses induce a deterministic drift of the system towards its center of mass. We prove propagation of chaos of the system, as N → ∞, to a limit nonlinear jumping stochastic differential equation. We consequently improve on the results of [3] , since (i) we remove the compact support condition on the initial datum, (ii) we get a rate of convergence in 1/ √ N . Finally, we study the limit equation: we describe the shape of its time-marginals, we prove the existence of a unique non-trivial invariant distribution, we show that the trivial invariant distribution is not attractive, and in a special case, we establish the convergence to equilibrium.
. The coefficients of this system are λ ≥ 0 and a function f : R + → R + satisfying (at least) the following assumption. Assumption 1. f is non-decreasing, f (0) = 0, f (x) > 0 for all x > 0, lim ∞ f = ∞ and f ∈ C 1 (R + ). 
1.2.
Formal description and goals. This paper continues a study started in De Masi-GalvesLöcherbach-Presutti [3] . The particle system (1) is the model of interacting neurons considered in [3] , inspired by a work of Galves-Löcherbach [8] . The system is made of N neurons. Each X N,i t models the membrane potential at time t of the i-th neuron. Interactions between neurons are due to two types of synapses, chemical and electrical synapses. Chemical synapses are characterized through spiking of the neurons, i.e. a fast trans-membrane current. Spiking occurs randomly at rate f (x) for a neuron of which the membrane potential equals x. At its spiking time, the membrane potential of the neuron is reset to an equilibrium potential 0. At the same time, the action of the chemical synapses induces an increase of the membrane potentials of the other neurons: they receive an additional amount 1/N of potential. Electrical synapses work constantly over time and induce a drift of the system towards its center of mass at speed λ.
It is well known that neuronal interactions can exhibit very complicated interaction structures. Our model only takes into account the average effect of the interactions. We are thus working with a toy model where interactions are of mean-field type.
Concerning f , we want to include the case where f (x) = cx ξ with ξ quite large and c > 0. Indeed, the main idea is that there is a threshold x 0 : for x the membrane potential of the neuron, spiking occurs at very low rate if x < x 0 and with very high rate if x > x 0 . Since the spiking rate f should clearly be continuous as a function of x, it should resemble f (x) = (x/x 0 ) ξ with ξ large.
We are interested in the evolution of a large system of neurons, i.e. in the limit N → ∞. We prove a weak law of large numbers for the empirical measures of the system (propagation of chaos): we show that the empirical distribution of the system becomes deterministic as N → ∞ and tends to the law of a limit process (Y t ) t≥0 which solves a nonlinear jumping SDE.
Such a result has already been achieved in [3] in the case of a compact support, i.e. when the initial conditions X N,i 0 are uniformly bounded. It is then possible to control the evolution of the support of the law of the process over time. Consequently, the propagation of chaos can be shown for any locally Lipschitz continuous function f , exactly as if it was globally Lipschitz continuous and bounded.
The case where the initial conditions are not compactly supported is more delicate, at least when f is not globally Lipschitz continuous. Our results work under quite weak moment conditions on the initial datum, for quite general functions f . We obtain a rate of convergence in 1/ √ N , as one expects.
Finally, we propose a short study of the limit equation. We describe the shape of its time-marginals, we prove the existence of a unique non-trivial invariant distribution, we show that the trivial invariant distribution is not attractive, and when λ = 0, we establish the convergence to equilibrium for a class of initial conditions.
Let us mention that all the results and proofs below have been elaborated thinking of the case where f (x) = x ξ with ξ ≥ 2, which thus satisfies all the conditions of the paper.
1.3.
References. Using a mean-field approach in order to describe the typical behavior of a neuron within a large population of similarly behaving neurons from a macroscopic point of view is by now classical in neuromathematics. A lot of effort has been spent by the neuromathematical community focussing on the study of leaky integrate-and-fire models and their mean-field limits; in these models the membrane potential of a neuron is described by a (finite or infinite dimensional) diffusion process, and spiking occurs when reaching a threshold (which might change with time). A recent interesting paper in this direction is that of Delarue, Inglis, Rubenthaler and Tanré [2] where the membrane potential is described by an Ornstein-Uhlenbeck process and where the threshold is fixed. Touboul [20] considers spatially extended neuronal networks including an infinite number of neuronal types, modeling neural fields. His study focusses on high dimensional models which are biologically realistic, including for example the famous Hodgkin-Huxley model. Yet another related study is handled by Perthame and Salort [16] , where the voltage-conductance kinetic equation for integrate-and-fire neuronal populations is studied. For an excellent overview of the mean-field approach in integrateand-fire models we refer the reader to Faugeras, Touboul and Cessac [5] . Our aim is not to build a model which describes the full neurophysiological reality, but to study a simple model describing some basic biological features. It is inspired by integrate-and-fire models, but spiking occurs randomly, with state-dependent intensity and the system does not contain any other source of randomness. Le us finally mention that this model can also be interpreted in terms of an associated nonlinear Hawkes process including a variable memory structure. We refer to Hansen, Reynaud-Bouret and Rivoirard [9] for an interesting statistical study of the neuronal interaction graph using Hawkes processes.
From the purely probabilistic point of view, propagation of chaos is a popular topic since the seminal works of Kac [12] , McKean [13, 14] and Sznitman [18, 19] . Generally, one tries to prove that the timeevolution of a particle, interacting with a large number of other particles, can be approximated by a nonlinear process. By nonlinear, in the sense of McKean, we mean that the law of the process itself is involved in its dynamics. There exist essentially two kinds of proofs.
• The first one, based on coupling and often used in [19] , provides a (often optimal) rate of convergence but works mainly when all the parameters of the model are globally Lipschitz continuous. However, it sometimes happens that the non-Lipschitz terms are not really a problem, when they have, roughly, the good sign: see Malrieu [15] , who studies some McKean-Vlasov equation with, roughly, a convex interaction potential. More recently, it has been shown in Bolley-Cañizo-Carrillo [1] that the coupling method can also apply to the case of non-globally Lipschitz parameters, under some very restrictive exponential moment conditions. They also get a (almost optimal) rate of convergence. This idea has also been exploited for the Boltzmann equation in [7] .
• The second method, elaborated in [18] when studying the Boltzmann equation, is based on tightness/consistency/uniqueness of the nonlinear process. It applies much more generally (it requires only some a priori bounds and some continuity of the parameters), but does not provide any rate of convergence.
In the present paper we make use of the two methods and investigate to which extent they can be applied. Roughly, the tightness/consistency/uniqueness works very well, under some very light assumptions on f and on the initial conditions. But the most important point of the paper is that, still for quite a general class of functions f (as x ξ with ξ ≥ 2), we show that the coupling method also works, without imposing some exponential moment conditions. This is very specific to the model under study, relies on quite fine computations, and on the use of an ad hoc distance. As previously mentioned we get an optimal rate of convergence. t ) t≥0 should behave, for N large, as N independent copies of the solution to the following nonlinear, in the sense of McKean, SDE. Let Y 0 be a g 0 -distributed random variable, independent of a Poisson measure N (ds, dz) on R + × R + having intensity measure dsdz. A R + -valued càdlàg adapted process (Y t ) t≥0 is said to solve the nonlinear SDE if
For PDE specialists, let us mention that for (Y t ) t≥0 a solution to (2), g(t) = L(Y t ) solves the following nonlinear PDE in weak form: for any φ ∈ C 1 b (R + ), the set of C 1 -functions on [0, ∞) such that φ and φ ′ are bounded, for any t ≥ 0,
f (x)g(t, x)dx, the strong equation writes
with g(0, x) a given probability density on [0, ∞).
The nonlinear SDE (2) is not clearly well-posed, unless one assumes e.g. that f is globally Lipschitzcontinuous and bounded. Under Assumption 1, we are generally only able to check the weak existence.
Theorem 4. Grant Assumption 1 and suppose that λ ≥ 0.
(ii) Assume now that the law of Y 0 is compactly supported. Then there exists a unique strong solution (Y t ) t≥0 to (2) such that there is a deterministic locally bounded function A :
(iii) Grant now Assumption 3 and assume that
Let us mention that Assumption 3 can be slightly relaxed: what we really need is that the conclusions of Lemma 19 below are satisfied. For example, the convexity assumption does not need to be strictly satisfied and has been imposed for the sake of simplicity.
Let us comment on this result. Point (i) is not hard: it is checked by compactness and is a actually a consequence of Theorem 5-(i)-(ii) below. The only noticeable point is that the condition E[Y 0 ] < ∞ is sufficient to guarantee that indeed,
ds < ∞ for all t ≥ 0, which is sufficient to handle a proof by compactness. Point (ii) is not very complicated and has already been proven in [3] . The only difficult point is to check that if Y 0 is bounded, then Y t is a priori bounded for all t. Once this is seen, the function f can be considered as if it was bounded and globally-Lipschitz continuous. Finally, (iii) is much more delicate and goes clearly beyond the results of [3] : when computing the time derivative of E[|X t − Y t |], for X and Y two solutions to (2), some nonlinear terms appear: there is no hope to conclude uniqueness by the Gronwall lemma. One possibility is to use the famous x| log x| extension of the Gronwall lemma, but this requires to have some bounds for something like [1] or [7] for such considerations. What we do here is much more satisfying, but very specific to the present model. It appears that there is an increasing function H, namely H(x) = arctan x + f (x), which enjoys the pleasant property that when computing the derivative of E[|H(X t ) − H(Y t )|], the nonlinear terms have, more or less, the good sign.
1.5. Propagation of chaos. We start with a general weak result. The set D(R + ) of càdlàg functions on R + is endowed with the topology of the Skorokhod convergence on compact time intervals, see Jacod-Shiryaev [11] . (ii) The sequence of empirical measures
is tight in P(D(R + )).
f (y)g 0 (dy) < ∞ and f satisfies Assumption 3, then µ N goes in probability to L((Y t ) t≥0 ), where (Y t ) t≥0 is the unique solution to (2) .
Points (i), (ii) and (iii) are not very difficult. The fact that f is not globally Lipschitz continuous is not really a problem when working by compactness. And of course, point (iv), which is usually called propagation of chaos, is a consequence of points (ii) and (iii) and of the uniqueness results of Theorem 4. Again, the above theorem has already been proven in the case of compact support in [3] ; but the techniques employed in [3] cannot be used in the general case where g 0 is not compactly supported. Under a few additional conditions, we get a quantified version of the above convergence, at least concerning the time marginals. 
Assume furthermore that ∞ 0 y 2+ε g 0 (dy) < ∞ for some ε > 0. Then for all T > 0, there is a constant C T , depending only on T , λ, f , ε and
The Monge-Kantorovich-Wasserstein distance between two probability measures µ and ν on R + with finite expectations is defined by
somewhere in the proof, we will have to study the convergence of N
If we want a rate of convergence of order 1/ √ N , such an assumption is needed.
1.6. Large time behavior of the limit process. First, we study the possible invariant measures. 
where p > 0 and m > 0 are uniquely determined by the constraints
where p > 0 is uniquely determined by the constraint
Starting from a (reasonable) non-trivial initial condition, it is likely that Y t goes in law to g as t → ∞. When λ = 0, we can prove such a result under a few assumptions. 
Denote by g(t) the law of Y t and write g for the invariant probability measure defined in . Then we have lim t→∞ g(t) − g T V = 0, where · T V denotes the total variation distance. If furthermore there are c > 0 and ξ ≥ 1 such that
Our proof, which is probably not optimal, relies on the use of the strong version of the PDE satisfied by g(t). The regularity conditions on g 0 , as well as the structure condition g 0 (0) = 1, will imply that g(t) has a sufficiently regular density. As can be seen in the next subsection, we always have that g(t, 0) = 1 for all t > 0, but if g 0 (0) = 1, then some discontinuity will persist for all times.
When λ > 0, the situation is more intricate, and the only thing we are able to prove is that Y t cannot go in law to the invariant measure δ 0 . Our proof, which was as usual elaborated in the case where f (x) = x ξ , actually extends to the following situation.
(ii) There are ξ ≥ 1, ζ ≥ ξ − 1 and some constants 0 < c < C such that 
and denote by g(t) the law of Y t . The functions t → a t and t → p t are continuous and positive on [0, ∞). Introduce the deterministic flow as follows: for x ∈ [0, ∞) and 0 ≤ s ≤ t,
For t > 0 fixed and
λt , which satisfies ϕ 0,t (γ t (y)) = y. It holds that for any t > 0,
In particular, since β t (0) = t, the density of g(t) at 0 is given by g(t, 0) = p t /a t .
1.8.
Plan of the paper. Section 2 consists of collecting some useful a priori bounds for the particle system and the limit process. In Section 3, we check the path-wise uniqueness of the limit process. Section 4 is devoted to the proof of Theorem 4, the propagation of chaos without rate of convergence. Section 5 shows the quantified propagation of chaos result. In Section 6, we investigate the possible invariant distributions of the limit process. The shape of the time-marginals is studied in Section 7, in which we also prove the non-extinction result (Proposition 11) and the trend to equilibrium when λ = 0 (Proposition 9).
A priori bounds
The aim of this section is to establish some fundamental bounds for the particle system and for the limit process. Before that, we proceed to some elementary considerations.
Remark 13. Grant Assumptions 1 and 3 and additionally Assumption 6 for point (iv). (i) There is
Proof. Point (i) is obvious since f is convex increasing and since f (0) = 0. Point (iii) is easily checked using that f is increasing as well as point (ii) with A = 1. Point (iv) is an immediate consequence of Assumption 6. To check (ii), we will prove that there is a > 0 such that f (x + a) ≤ 2f (x) + 1 for all x ≥ 0, which clearly suffices. By Assumption 3, there is B > 0 such that
We now study the limit equation.
Proof. Taking expectations in (2), we see that 
]ds for all t ≥ 0 a.s. But there exists a constant C, depending on f and λ, such that λy + f (y) ≤ C(1 + yf (y)) for all y ≥ 0: it suffices to use that f is positive and non-decreasing. Consequently,
for all s ≥ 0 and (3) follows from (4).
Proposition 15. Grant Assumptions 1, 3, 10-(i) and suppose that
Proof. By Assumption 10-(i), there exists q > 1 such that q lim sup x→∞ [f ′ (x)/f (x)] < 1. Applying the Itô formula for jump processes and taking expectations, we easily check that
As shown in [17] , it holds that
for any [0, ∞)-valued random variable X and any pair of non-decreasing functions ϕ 1 , ϕ 2 : [0, ∞) → R. Using that f q is convex (since q > 1 and by Assumption 3), we deduce that
Recalling now that q lim sup x→∞ [f ′ (x)/f (x)] < 1, we can find two constants c > 0 and
, and conclude by setting c = (1 − aq) > 0 and
The conclusion classically follows: there is a constant K, not depending on
. This ends the proof.
We now turn to the particle system.
Proposition 16. Grant Assumption 1 and suppose that
where
. Furthermore, it holds that for any T ≥ 0,
Proof. We start with the following observation: taking the (empirical) mean of (1), we find
Using that x − 1 ≥ (x + 1)/3 − (4/3)1 {x≤2} for all x ≥ 0 and that f is non-decreasing, we deduce that
Since f is non-decreasing, (6) follows. Recalling (8) and using (6), we realize that
Hence (5) follows from the fact that Z N t is a.s. a non-decreasing function of time. Finally, the deviation estimate (7) simply relies on (5) and the inequality (2) , in the class of processes (Y t ) t≥0 such that there is a deterministic locally bounded function A :
Note that the above condition is a priori satisfied for g 0 compactly supported thanks to (3).
Proof. Consider two solutions (Y t ) t≥0 and (X t ) t≥0 to (2), driven by the same Poisson measure N and with Y 0 = X 0 . A very rough computation shows that there is a constant C, depending only on λ,
But we know by assumption that a.s., max{Y t , X t } ≤ A(t) for some deterministic locally bounded function A. Since f is C 1 on [0, ∞), it is Lipschitz continuous and bounded on compacts. We thus easily check that for all T , there is a constant C T such that for all t ∈ [0, T ], 
Here again, (3) (and Remark 13-(ii)) shows that the condition is a priori
As already mentioned, a proof based on E[|X t −Y t |] does not seem to work: one finds an inequality like (10) (even with a finer computation using the Itô formula), from which it seems difficult to conclude, except under some drastic (exponential) moment conditions on f (X t ) and f (Y t ). We thus search for a more convenient "distance". When time-differentiating E[|f (X t ) − f (Y t )|], the contribution of the most unpleasant term (the Poisson integral) is non-positive: it gives exactly −E[|f (
. This is a very good point. However, the use of this "distance" causes some technical problems for small values of X, Y if f vanishes too fast at 0 (e.g. f (x) = x ξ with ξ ≥ 2). We thus consider a smooth version of H(x) = f (x) + x ∧ 1 and work with E[|H(
The rest of the section is devoted to the proof of Proposition 18.
Lemma 19. Grant Assumptions 1 and 3 and let
Proof. We start with (i). We have
In order to prove (ii), it is sufficient to check that 1 + |H
Concerning point (iii),
The first term on the RHS is negative, because xf ′ (x) is non-decreasing. The second one can be roughly bounded by C|x − y| which in turn is bounded by C|H(x) − H(y)| due to point (ii).
Finally, we rewrite the LHS of point (iv) as
This completes the proof.
Proof of Proposition 18. Suppose (X t ) t≥0 and (Y t ) t≥0 are two solutions of (2) driven by the same Poisson measure and starting from X 0 = Y 0 . We apply the Itô formula for jump processes and take expectations to compute E[|H(X t ) − H(Y t )|]. Actually, one has to first consider a regularized version of the absolute value and then to pass to the limit, but this causes no difficulty. See the proof of Theorem 7 where such a regularization procedure is handled. We find, using that H is increasing (whence sg(H(x) − H(y)) = sg(x − y)) and that H(0) = 0,
First, it follows from Lemma 19-(iii)-(iv) that
Using Lemma 19-(i)-(ii), we thus find
< ∞ by assumption, we conclude that for all T ≥ 0, there is a constant C T such that for all t ∈ [0, T ],
We know by assumption that t → E[|H(X t ) − H(Y t )|] is locally bounded. We thus may apply the Gronwall Lemma and deduce that for all t ≥ 0, E[|H(X t ) − H(Y t )|] = 0. The conclusion follows by injectivity of H.
Propagation of chaos without rate
In this section, we prove Theorem 5 and conclude the proof of Theorem 4. We start with tightness.
Proof of Theorem 5-(i)-(ii).
First, it is well-known that point (ii) follows from point (i) and the exchangeability of the system, see Sznitman [19, Proposition 2.2-(ii)]. We thus only prove (i). We consider a probability distribution g 0 on R + such that 
To check (a), we will use several times that for 0
Indeed, take expectations in (6), use exchangeability and recall that E[X 
We first note that I S,S ′ > 0 implies thatĨ S,S ′ :=
because f is non-decreasing. Hence, by (11),
Choosing A = f −1 (δ −1/2 ) (recall that lim ∞ f = ∞ and consider a generalized notion of inverse function if necessary), we end with
.
We proceed similarly to check that
Next, we write, for any A > 0, using that x ≤ A + xf (x)/f (A) and then (11),
We choose A = δ −1/2 and get
The same arguments show that
We can now conclude that for ε > 0,
This last quantity does not depend on N ≥ 1 nor on (S, S ′ ) ∈ A δ,T and tends to 0 as δ → 0. This completes the proof.
We now turn to the consistency result.
Proof of Theorem 5-(iii).
We consider a probability distribution g 0 on R + such that 
, which is a P(D(R + ))-valued random variable. By Theorem 5-(ii), this sequence is tight. We thus consider a (not relabeled) subsequence µ N going in law to some P(D(R + ))-valued random variable µ. We want to show that µ a.s. belongs to S := {L((Y t ) t≥0 ) : (Y t ) t≥0 solution to (2) with L(Y 0 ) = g 0 and satisfying
Step 1. For t ≥ 0, we introduce π t : D(R + ) → R + defined by π t (γ) = γ t . We claim that Q ∈ P(D(R + )) belongs to S if the following conditions are satisfied:
Indeed, consider a process (Y t ) t≥0 of which the law Q satisfies the above three points. By (a),
is a martingale. By Jacod-Shiryaev [11, Theorem II.2.42 page 86], this implies that Y is a semimartingale with characteristics (B, C, ν) given by
We have chosen the truncation function h(x) = x (i.e. no truncation) since Y possesses only large jumps. Finally, [11, Theorem III. 2.26 page 157] implies that there is a Poisson measure N (ds, dz) on R + × R + with intensity dsdz such that Y solves (2).
Step 2. Here we check that for any t ≥ 0, a.s., µ({γ : ∆γ(t) = 0}) = 0. We assume by contradiction that there exists t > 0 such that µ({γ : ∆γ(t) = 0}) > 0 with positive probability. Hence there are a, b > 0 such that the event E := {µ({γ : |∆γ(t)| > a}) > b} has a positive probability. For every ε > 0, we have E ⊂ {µ(B 
But, for all N > 1/a (so that for each i = 1, . . . , N , the only jumps of X N,i that may exceed a are those produced by the Poisson measure N i ),
whence, using exchangeability,
We now observe that for any A > 0,
, which does not depend on N and tends to 0 as ε → 0. We thus have the contradiction
Step 3. Our limit µ a.s. satisfies (a), because µ•π 
The conclusion follows by letting K → ∞.
Step 4. It remains to check that µ a.s. satisfies (c). We thus consider F : D(R + ) → R as in (c).
Step 4.1. Here we prove that lim N E[|F (µ N )|] = 0. We have
But recalling (1) and using the Itô formula for jump processes,
Consequently, using the notationÑ i (du, dz) = N i (du, dz) − dudz and setting
we see that
Since the Poisson measures N i are i.i.d., the martingales M N,i are orthogonal. Using exchangeability and the boundedness of the ϕ k , we thus find that
First, since ϕ is bounded and using (11) (recall that f (x) ≤ f (1) + xf (x)),
′ is bounded and (11), we find
Moreover, since ϕ ′′ is bounded and by (11) again,
Finally, using the independence of the Poisson measures N j , that ϕ ′ is bounded and (11),
All this implies that E[|∆
Step 4.2. Clearly, F is continuous at any point Q ∈ P(D(R + )) such that Q(γ : ∆γ(s 1 ) = · · · = ∆γ(s k ) = ∆γ(s) = ∆γ(t) = 0) = 1 and such that D(R+) t 0 [γ u + f (γ u )]duQ(dγ) < ∞. Our limit point µ a.s. satisfies these two conditions by Steps 2 and 3 (because x + f (x) ≤ C(1 + xf (x))). Since µ is the limit in law of µ N and since F is a.s. continuous at µ, we thus deduce that for any We can finally study the well-posedness of the nonlinear SDE.
Proof of Theorem 4. Point (i) (weak existence assuming only Assumption 1 and that
we have built at least one weak solution, passing to the limit in the particle system, and we have seen that this solution satisfies that
For point (ii) (strong well-posedness under Assumption 1 when g 0 = L(Y 0 ) is compactly supported), we only have to check that the solution built in point (i) satisfies that there is a deterministic locally bounded function A : R + → R + such that a.s., Y t ≤ A(t) for all t ≥ 0. This will conclude the proof, since such a weak existence result, together with the path-wise uniqueness proven in Proposition 17, will imply the strong well-posedness. We thus assume that Supp g 0 ⊂ [0, K] and set A(t) :
ds, which is clearly locally bounded since
Then it is obvious, recalling (2) , that a.s., for all t ≥ 0, Y t ≤ A(t). (2) with L(Y 0 ) = g 0 and such that a.s., for all t ≥ 0, Y t ≤ A(t) for some deterministic locally bounded function A}. As seen in Theorem 4-(ii), S ′ is reduced to one point. The conclusion follows: µ N goes in probability, as N → ∞, to the unique element of S ′ .
Next grant Assumptions 1 and 3 and assume that ∞ 0 f (y)g 0 (dy) < ∞. We have seen in Theorem 5-(ii)-(iii) that µ N is tight and that any limit point µ a.s. belongs to
But arguing as in the proof of Theorem 4-(ii), we see that S = S
′′ , where
As seen in Theorem 4-(iii), S
′′ is reduced to one point. The conclusion follows.
Quantified propagation of chaos
The aim of this section is to prove Theorem 7. We thus impose Assumptions 1, 3 and 6 and we fix an initial distribution g 0 such that 
this changes nothing to the result, but allows for a more rigorous proof (we apply the Itô formula to a true C 2 function) and allows for the control of a second derivative, see Lemma 21-(i), that would explode without the additional N −1 term. We start with some more moment estimates.
Lemma 20. (i)
For all T > 0, there is C T depending only on T , λ, g 0 and f such that
(ii) For all T ≥ 1, we can find a constant A T > 0 such that the stopping time
satisfies, for some constants C > 0 (and C T ) depending only on λ, g 0 and f (and T ).
Proof. Recalling (3), it a.s. holds that for all t ≥ 0, Y
Next, (5) tells us that a.s., for all t ≥ 0, X
To end the proof of (i), it suffices to recall that
Cx by Remark 13-(iii), a simple computation shows that indeed, sup (3) and (5), we see that a.s., for all t
Consequently, using Remark 13-(iv) and the convexity of
), see (9), and
The last inequality immediately follows, using (i) and the Cauchy-Schwarz inequality.
We carry on with a technical lemma similar to Lemma 19.
Lemma 21. Grant Assumptions 1 and 3 and recall that
(iv) Finally, there is C > 0 such that
Proof. Points (i) and (ii) follow from direct computations. For (iii), using the expression of H,
The first term on the RHS is non-positive, because both H(x) and xf ′ (x) are non-decreasing. The second one is roughly bounded by |x/(1+x 2 )−y/(1+y 2 )| ≤ |x−y| which is bounded, recalling Lemma 19-(ii), by C|H(x) − H(y)| ≤ Ca N (x, y). To prove (iv), we first observe, since a N is symmetric and f is non-decreasing, that
The conclusion follows, since a N (0,
, which is obviously bounded by 1 + π/2.
We are now ready to give the Proof of Theorem 7. We fix T > 0 and define A T and τ T N as in . In the whole proof, we work on the time interval [0, T ]. Recall that a N and ∆ N were defined in Lemma 21.
Step 1. This is the main step of the proof. We show that there is a constant C T such that for all
Applying the Itô formula for jump processes, we find that
By Lemma 21-(iv) and Lemma 20-(i),
Lemma 21-(iii) implies that
Using the Cauchy-Schwarz inequality, Lemma 21-(i) and the fact that the Y
The last inequality follows from Lemma 19-(i), which tells us that
We used that, by definition of τ T N and since x ≤ C(1 + f (x)) (see 
a.s. Finally, using that τ T N does not break the exchangeability and Lemma 21-(i), we write
The last inequality uses that, by definition of τ T N and since
We finally write J = J 1 + J 2 + J 3 + J 4 , where, using again exchangeability,
We start with J 1 . Using Lemma 21-(i),
The last inequality uses that |H ′′ (x)| ≤ CH ′ (x) (see the proof of Lemma 19), the fact that H ′ (x) ≤ C(1 + f (x)) (see ) and that sup [x,x+1/N ] f (z) ≤ C(1 + f (x)) (see ). Consequently,
By Lemmas 21-(ii) and 19-
Lemmas 21-(i) and 19-(i) imply that |∂ y a N (x, y)| ≤ H ′ (y) ≤ C(1 + f (y)) and we obviously have
We have checked that
Using exchangeability and then the definition of τ T N , we thus can write
The last inequality uses that sup . Finally, using again exchangeability, that |∂ y a N (x, y)| ≤ C(1 + f (y)), the Cauchy-Schwarz inequality and that the Y N,i s are i.i.d.,
Again, we conclude that
All in all, we have checked that
We conclude the step with the help of the Gronwall Lemma.
Step 2. It is not hard to complete the proof. First, gathering Step 1 (recall that |H(x) − H(y)| ≤ a N (x, y)) and Lemma 20-(ii) (recall that H(x) ≤ π/2 + f (x)), we find, for all t ∈ [0, T ],
We next assume additionally that 
But it follows from exchangeability that
Using the triangular inequality for W 1 , we conclude that for all t ∈ [0, T ],
as desired.
Invariant distributions
Here we prove Theorem 8. We thus only impose Assumption 1. We start with the following remark.
Proposition 22. Let N be a Poisson measure on R + × R + with intensity dsdz, let λ ≥ 0 and a ≥ 0.
has a path-wise unique solution for every nonnegative initial condition Z 0 .
(ii) Furthermore, (13) has a unique invariant probability measure g a . It is given by g 0 = δ 0 if a = 0 and by g a (dx) = g a (x)dx if a > 0, where (with the convention that a/λ = ∞ if λ = 0),
All the coefficients being locally Lipschitz-continuous, we have local strong existence and uniqueness, i.e. strong existence and uniqueness on [0, τ ), where τ = inf{t ≥ 0 : Z t = ∞}. But having a look at (13), we see that a.s., for all t ≥ 0, Z t ≤ Z 0 + at. Hence τ = ∞ a.s.
Point (ii) is straightforward if a = 0. Indeed, δ 0 is clearly an invariant distribution. It is unique, because for any initial condition, Z t tends a.s. to 0 as t → ∞. Indeed, if λ > 0, then 0 ≤ Z t ≤ e −λt Z 0 . If now λ = 0, then Z t = Z 0 1 {t<τ0} , where τ 0 follows an exponential distribution with parameter f (Z 0 ) (conditionally on Z 0 ).
We next prove (ii) when a > 0. We first claim that the homogeneous Markov process Z has exactly one invariant probability distribution which is supported in [0, a/λ] (or [0, ∞) if λ = 0). This follows from the classical theory of Markov processes, since 0 is a positive Harris recurrent state of Z. Indeed, let τ 0 = inf{t ≥ 0 : Z t = 0}. Then for any initial condition z > 0, E z (τ 0 ) < ∞. This can be easily checked, using e.g. that starting from z > 0, Z t = e −λt z + (1 − e −λt )a/λ ≥ min{z, a/λ} for all t ∈ [0, τ 0 ), so that Z jumps to zero with a rate bounded from below by min{f (z), f (a/λ)} > 0. As a consequence, the successive jump times of Z to 0 induce a regeneration scheme, and Z is positive Harris recurrent implying the uniqueness of the invariant probability measure. Moreover, it is clear that Z t ≤ a/λ for every t ≥ τ 0 , which implies that the support of the invariant probability is included in [0, a/λ].
It thus only remains to check that g a is indeed an invariant probability measure for (13) . The computations below include the case where λ = 0. It suffices to prove that for all φ ∈ C
Indeed, the infinitesimal generator associated to the SDE (13) is given by
The last equality uses that f (a/λ) > 0. Hence, (14) reduces to
Proceeding to an integration by parts in the second integral and using that f (x)g a (x) + [(a − λx)g a (x)] ′ = 0 for all x ∈ (0, a/λ), we see that (14) reduces to
This is easily checked, since ag a (0) = p a and since lim x↑a/λ (a − λx)g a (x) = 0.
We now study for which values of a an invariant measure of (13) is an invariant measure of (2). Proof. The proof below works whenever λ > 0 or λ = 0. Evidently, a = 0 solves a = λm a + p a . Let now a > 0. Since
Next,
Hence a solves a = λm a + p a if and only if a/p a − λm a /p a = 1, i.e. aΓ 1 (a) − λΓ 2 (a) = 1, i.e.
But Γ is continuous and strictly increasing, Γ(0) = 0 and Γ(∞) = ∞, so that the equation Γ(a) = 1 has exactly one solution a * . Finally, we obviously have Γ(λ) < 1, so that a * > λ.
We are now able to give the Proof of Theorem 8. Consider an invariant probability measure g, supported by R + , for the nonlinear SDE (2) . Let Y 0 ∼ g and consider (Y t ) t≥0 solution to (2) . Then for all t ≥ 0,
. Consequently, (Y t ) t≥0 solves (13) with a = p + λm. Since (Y t ) t≥0 is stationary, we deduce from Proposition 22 that g = g a . But of course we have the constraint that a = p a + λm a , whence a = 0 or a = a * by Lemma 23. Hence either g = δ 0 or g = g a * .
Consider now Y 0 ∼ g, with g = δ 0 or g = g a * . Then the solution (Y t ) t≥0 to (13) (with a = 0 or a = a * ) is stationary by Proposition 22. Since furthermore
= λm a + p a = a by Lemma 23 since a = 0 or a = a * , we conclude that (Y t ) t≥0 also solves (2). Consequently, g is an invariant measure for (2).
We thus have checked that (2) has exactly two invariant probability distributions, which are δ 0 and g a * . Finally g a * is indeed the probability measure g defined in the statement (where p = p a * and m = m a * ) and we have that m + p/λ = a * /λ > 1.
Shape of the time-marginals and large-time behavior
The aim of this section is to prove Theorem 12 and Propositions 11 and 9. We thus consider λ ≥ 0, grant Assumptions 1 and 3 and suppose that E[f 2 (Y 0 )] < ∞ and P(Y 0 = 0) < 1. We consider the unique solution (Y t ) t≥0 to (2), we set
, a t = λm t + p t and denote by g(t) the law of Y t . We also recall that for x ∈ [0, ∞) and 0 ≤ s < t, ϕ s,t (x) = e −λ(t−s) x + Lemma 25. Under the above conditions,
Proof. From (2) 
−λt on {τ t = 0} and point (ii), we see that
since Y 0 > 0 occurs with positive probability. This proves (iii).
The law of τ t is absolutely continuous on (0, t], as shown in the next proposition. This smoothness property will allow us to show that jumps indeed create a density for Y t .
Proposition 26. Under the above conditions, for all t > 0, the law of τ t is given by Gathering (16) and (17), we deduce that indeed, the density of the law of τ t at point s ∈ (0, t) exists and equals p s κ s,t (0).
as desired by Lemma 25-(ii). We next introduce the filtration
We are now able to give the Recall that for y ∈ [0, ϕ 0,t (0)], β t (y) ∈ [0, t] is uniquely defined by ϕ βt(y),t (0) = y. The substitution s → y = ϕ s,t (0), for which dy = −e −λ(t−s) a s ds and s = β t (y), gives us A(φ) = ϕ0,t(0) 0 φ(y) p βt(y) a βt(y) κ βt(y),t (0)e λ(t−βt(y)) dy.
Next recall that γ t (y) = (y − ϕ 0,t (0))e λt for y ≥ ϕ 0,t (0). Using Lemma 25-(ii) and the substitution x → y = ϕ 0,t (x), for which γ t (y) = x, we find Replacing κ by its expression, one finds the formula claimed in the statement.
7.2. Non extinction. We first consider the easy case where λ = 0.
Proof of Proposition 11 when λ = 0. Using Theorem 12, we see that the law of Y t has a density bounded by 1, on [0, ϕ 0,t (0)) (because for all x ∈ [0, ϕ 0,t (0)), there is s ∈ (0, t] such that ϕ s,t (0) = x). For all t > 1, ϕ 0,t (0) = t 0 a s ds > 1 0 a s ds =: α > 0 by Lemma 25-(iii). Hence, for ε := min{α, 1/2}, it holds that Pr(Y t ≤ ε) ≤ ε ≤ 1/2 for all t > 1. Consequently, Y t cannot tend to 0 in probability as t → ∞.
We next consider the intricate case where λ > 0.
Proof of Proposition 11 when λ > 0. We work by contradiction and assume that Y t goes in law (and thus in probability) to 0 as t → ∞. By Proposition 15, we know that there is q > 1 such that sup t≥1 E[f q (Y t )] < ∞ (this a priori estimate can be made rigorous here, using that E[f 2 (Y t )] is locally bounded). This implies that sup t≥1 E[Y q t ] < ∞ by Remark 13-(i). Consequently, Y t and f (Y t ) are uniformly integrable (for t ≥ 1), so that the Lebesgue theorem tells us, since Y t goes in probability to 0, that a t = λE[Y t ] + E[f (Y t )] tends to 0.
We use Lemma 25-(i) to write Y t = e −λt Y 0 1 {τt=0} + ϕ τt,t (0). First, there is t 0 > 0 such that (18) for all t ≥ t 0 , ϕ τt,t (0) ≤ ϕ 0,t (0) ≤ 1/2.
Indeed, we consider t 1 > 0 such that a t ≤ λ/4 for all t ≥ t 1 . Then we see that ϕ τt,t (0) ≤ ϕ 0,t (0) ≤ e Since λ = 0, we simply have ϕ s,t (x) = x + A t − A s , where A t = t 0 a s ds. For t ≥ 0 and y ∈ [0, A t ], β t (y) ∈ [0, t] is defined by A t − A βt(y) = y. And for t ≥ 0 and y ≥ A t , γ t (y) = y − A t . We thus know from Theorem 12 that g(t) has a density on [0, ∞) given by (19) g(t, y) = κ βt(y),t (0)1 {y<At} + κ 0,t (y − A t )g 0 (y − A t )1 {y≥At} .
Observe that g(t, A t −) = g(t, A t +) = κ 0,t (0). A little study, using our assumptions on g 0 and that the map t → a t is continuous and positive, shows that g(t, y) is continuous on [0, ∞) 2 , of class The second equality follows from an integration by parts, which is licit because for t fixed, g(t, .) is continuous, piece-wise C 1 and ∞ 0 |∂ y g(t, y)|dy < ∞. The boundary term disappears since g(t, 0) = 1.
We introduce now g(x) = exp(−p Using the regularity of g(t, y), it is not hard to deduce, see DiPerna-Lions [4] for similar considerations using much less regularity, that 
