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THREE COMBINATORIAL FORMULAS FOR
TYPE A QUIVER POLYNOMIALS AND K-POLYNOMIALS
RYAN KINSER, ALLEN KNUTSON, AND JENNA RAJCHGOT
Abstract. We provide combinatorial formulas for the multidegree and K-polynomial of
an arbitrarily oriented type A quiver locus. These formulas are generalizations of three
of Knutson-Miller-Shimozono’s formulas from the equioriented setting; in particular, we
prove the K-theoretic component formula conjectured by Buch and Rima´nyi.
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1. Introduction
1.1. Context. In this article, we study representation spaces of quivers. These come with
a natural action of a product of general linear groups; a quiver locus is, by definition, an
orbit closure for this action (see §2.1).
Quiver loci have been studied in representation theory of finite-dimensional algebras
since at least the early 1980s, with particular interest in orbit closure containment and
their singularities. See the surveys [Bon98, Zwa11, HZ14] for a detailed account. They
are also important in Lie theory, where they lie at the foundation of Lusztig’s geometric
realization of Ringel’s work on quantum groups [Lus90, Rin90]. From another viewpoint,
quiver loci generalize some classically studied varieties such as determinantal varieties and
varieties of complexes. This is because Bongartz’s work [Bon96] implies that Dynkin quiver
loci are defined, at least up to radical, by minors of certain block form matrices (see the
introduction and §3 of [KR15], or [RZ13]).
The line of approach most directly related to this paper was initiated by Buch and
Fulton [BF99]. They produced formulas for equivariant cohomology classes of quiver loci,
and interpreted them as universal formulas for degeneracy loci associated to representations
of the quiver in the category of vector bundles on an algebraic variety. More formulas for
equivariant cohomology and K-classes of quiver loci were subsequently produced in papers
such as [Buc02, FR02, BFR05, KMS06]. Rima´nyi [Rim] has recently shown that these
classes are natural structure constants for the Cohomological Hall Algebra of Kontsevich
and Soibelman associated to the quiver [KS11]. A more detailed account of the state of the
art can be found in recent works such as [Buc08, All14, Rim14].
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1
2 RYAN KINSER, ALLEN KNUTSON, AND JENNA RAJCHGOT
1.2. Summary of results and methods. Our formulas are first proven in the bipartite
(i.e. sink-source) orientation; this comprises the bulk of the paper. We then extend the
bipartite results to all orientations using the method of [KR15, §5]: if Q is a type A quiver
of arbitrary orientation, there is an associated bipartite type A quiver Q˜ and a bijection
between orbit closures for Q and a certain subset of orbit closures for Q˜. We show that our
formulas for the quiver loci of Q can be obtained by a simple substitution into the formulas
for the corresponding quiver loci of Q˜ (Proposition 5.7), followed by simplification to make
them intrinsic to Q (making minimal reference to the associated bipartite quiver Q˜).
The bipartite orientation is special because of the bipartite Zelevinsky map constructed
in [KR15]. It is an analogue of the map constructed by Zelevinsky for equioriented type
A quivers in [Zel85], which was further studied in [LM98, KMS06]. In both cases, the
maps give isomorphisms between quiver loci and intersections of Schubert varieties with an
opposite Schubert cell in a partial flag variety (Kazhdan-Lusztig varieties). The bipartite
Zelevinsky map allows us to draw on the large body of knowledge about Schubert varieties
to produce our formulas.
We now describe each formula and briefly indicate the proof technique. We only discuss
the K-theoretic formulas here, since the associated multidegree versions follow from the
standard relation between K-polynomials and multidegrees (see §2.8). The ratio formula
(Theorem 5.9) expresses each K-polynomial as a ratio of specialized double Grothendieck
polynomials. It is a relatively straightforward consequence of the existence and properties
of the bipartite Zelevinsky map. The pipe formula (Theorem 5.11) expresses each K-
polynomial as a sum over pipe dreams that have a certain shape related to the Zelevinsky
map. Given the ratio formula, its proof also follows in a rather straightforward way from
work of Woo and Yong on pipe formulas for Kazhdan-Lustzig varieties [WY12].
The component formula (Theorem 5.16) is our main theorem. It expresses each K-
polynomial as a sum of products of double Grothendieck polynomials, where the sum is
taken over K-theoretic lacing diagrams for the corresponding orbit closure. The proof of
the component formula is more involved. To prove the bipartite version, we degenerate
quiver loci to better understood varieties in a way that preserves K-polynomials. More
precisely, we produce a flat family of group schemes acting fiberwise on a flat family of
varieties such that over a general fiber, the orbit closures are isomorphic to quiver loci,
and over the special fiber, the orbit closures are unions of products of matrix Schubert
varieties. Proving the component formula then requires combinatorial methods to determine
the Mo¨bius function of the poset of varieties obtained by taking all possible intersections of
the irreducible components of the special fiber, decomposing each of those into irreducible
components, and repeating this process. An overview of this proof can be found in the
expository article [Kin18] based on the present paper.
Remark 1.1. Though we use the algebraic language of multidegrees and K-polynomials in
this paper, our formulas also hold in other settings as there are several other interpretations
of multidegrees and K-polynomials. These interpretations are in the languages of equivari-
ant cohomology and K-theory, [KMS06, §1.4], and the virtual, rational representations of
GL(d) [Buc08, §3]. When cited literature is written from one of these perspectives, we will
use theK-polynomial or multidegree version without explicit mention of the conversion. 
1.3. Relation to existing literature. Most of the formulas for quiver loci in the litera-
ture are for the equioriented type A case. Our formulas and proof techniques are modeled
on [KMS06]. There one already finds a K-theoretic ratio formula for the equioriented case;
we generalize this to arbitrary orientation. Our pipe formulas and component formulas
generalize theirs in two directions: by moving from a specific orientation to arbitrary orien-
tation, and also by moving from multidegrees to K-polynomials. Some intermediate results
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that helped us find these generalizations are the K-theoretic pipe formula [Mil05, Thm. 3]
and component formula [Buc05, Thm. 6.3] for the equioriented case, and the multidegree
component formula for arbitrary orientation [BR07, Thm. 1]. The K-theoretic component
formula that we prove is [BR07, Conj. 1].
Our proof of the component formulas uses the Gro¨bner degeneration ideas of [KMS06] (cf.
the later paper [Yon05] for a purely combinatorial approach). However, our approach is more
direct by taking advantage of [WY12] and geometric streamlining suggested by the referees
of this article. The proof in [KMS06] involves taking a certain limit as the dimension vector
grows, obtained by adding copies of the projective-injective indecomposable representation
of an equioriented type A quiver (the “longest lace”). Other orientations never have a
projective-injective representation, making it unclear to us what the analogous technique
would be. In particular, this is why we do not give an analogue of the tableau formula of
[KMS06], given in terms of Schur functions. Its proof depends on the stable component
formula in terms of Stanley symmetric functions. This formula is most closely related to
the conjectured positive formula for quiver loci of all Dynkin types in [Buc08, Conj. 1.1].
Finally, we note that our work gives a geometric interpretation of the “double” quiver
polynomials studied in [Buc02, KMS06] and other works cited above: these come from the
natural action of a larger torus on lifts of equioriented orbit closures to larger representation
spaces of an associated bipartite quiver.
Acknowledgements. We thank Alex Yong for directing us to his work [WY12] with Alex
Woo, and Christian Stump for his pipe dream LATEX macros. We also thank Anders Buch
and Alex Yong for their comments on the first draft of this paper. We are especially grateful
to the anonymous referees for numerous helpful suggestions during the review process.
2. Background and preliminary results
We work over a fixed field K throughout the paper, which is often omitted from our
notation. To simplify the exposition below, we will assume that K is algebraically closed.
However, since all schemes appearing in this paper are defined over Z, there is no difficulty
generalizing results to arbitrary K.
2.1. Type A quiver loci. Fix a quiver Q with vertex set Q0 and arrow set Q1. Given a
dimension vector d : Q0 → Z≥0, we have the representation space
(2.1) repQ(d) :=
∏
a∈Q1
Mat(d(ta),d(ha)),
where Mat(m,n) denotes the algebraic variety of matrices with m rows, n columns, and en-
tries in K, and ta and ha denote the tail and head of an arrow ta
a
−→ ha. Each V = (Va)a∈Q1
in repQ(d) is a representation of Q; each matrix Va maps row vectors in K
d(ta) to row vec-
tors in Kd(ha) by right multiplication. We denote the total dimension of the dimension
vector d by d =
∑
z∈Q0
d(z). There is a base change group GL(d) :=
∏
z∈Q0
GLd(z), which
acts on repQ(d). Here GLd(z) denotes the general linear group of invertible d(z) × d(z)
matrices with entries in K. Explicitly, if g = (gz)z∈Q0 is an element of GL(d), and
V = (Va)a∈Q1 is an element of repQ(d), then the (right) action of GL(d) on repQ(d)
is given by V · g = (g−1ta Vagha)a∈Q1 . The closure of a GL(d)-orbit in repQ(d) is called a
quiver locus. An introduction to the theory of quiver representations can be found in the
textbooks [ASS06, Sch14].
In this paper, we only work with quivers of Dynkin type A. We arbitrarily designate one
endpoint “left” and the other “right” so that we can speak of arrows pointing left or right.
The bipartite orientation, where every vertex is either a sink or source, is the fundamental
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orientation in type A: understanding the geometry of quiver loci in all other orientations
essentially reduces to this one (see [KR15, §5]). We use the following running example
throughout the paper.
(2.2) Q =
y3
x3
y2
x2
y1
x1
y0
β3 α3 β2 α2 β1 α1
We assume that all of our bipartite type A quivers start and end with a source vertex; other
cases follow by setting d(z) = 0 for choices of z on either end. As in (2.2), we label all sink
vertices by xj, 1 ≤ j ≤ n, all source vertices by yi, 0 ≤ i ≤ n, left-pointing arrows by αj ,
1 ≤ j ≤ n, and right-pointing arrows by βi, 1 ≤ i ≤ n. Subscripts increase from right to
left. Since the matrices in our quiver representations act on row vectors instead of column
vectors in this paper, this notation slightly differs from [KR15].
Until §5, we work with a fixed bipartite type A quiver Q and dimension vector d unless
explicitly stated otherwise; hence, these will be omitted from the notation. In particular,
we write rep instead of repQ(d), and GL instead of GL(d). Throughout the paper, we use
the notation Ω to denote a GL-orbit closure in rep, and Ω◦ the dense orbit of Ω. We also
assume that dim rep > 0 to avoid some trivial, degenerate cases.
2.2. Permutation and matrix conventions. We now fix our conventions regarding ma-
trices and permutations. A permutation v in the symmetric group Sm is a bijection
v : {1, . . . ,m} → {1, . . . ,m}. If v,w ∈ Sm, then vw ∈ Sm will denote the composition
of functions i 7→ v(w(i)). A simple transposition τi is a permutation that switches i and
i + 1, while fixing everything else, and the length ℓ(v) of a permutation v is the minimal
number of factors needed to express v as a product of simple transpositions.
To a permutation v ∈ Sm, one can associate an m×m permutation matrix, v
T , which has
a 1 in location (i, j) if v(i) = j, and zeroes elsewhere. With this convention, we have that
~eiv
T = ~ev(i), where ~ei is the 1 ×m row vector with a 1 in position i and zeroes elsewhere.
From here on, we will use v to denote both a permutation and its associated matrix. To
avoid confusion over what is meant by vw, we declare that vw always refers to the function
i 7→ v(w(i)) as above, and never multiplication of the corresponding permutation matrices;
such matrix multiplication does not appear in the paper. Define the length of a permutation
matrix to be the length of its associated permutation.
Given a matrix M with entries in a ring R, define Mp×q to be the matrix consisting of
the intersection of the top p rows and leftmost q columns of M . Similarly, let Mp×q be the
matrix consisting of the intersection of the bottom p rows and rightmost q columns of M .
Let minors(r,M) denote the ideal in R generated by all r × r minors of M .
A k×l matrix w is a partial permutation matrix if its entries are all either 1 or 0 and there
is at most one 1 in each row and column. Define the completion c(w) of w as the permutation
matrix which is of minimal possible dimensions such that w lies in the northwest corner
(i.e. c(w)k×l = w), and which has minimal length among such permutation matrices. If
c(w) is an m×m matrix, then we sometimes consider its associated permutation function
as an element of a larger symmetric group Sm′ , m
′ ≥ m, by setting c(w)(i) := i for each
m+ 1 ≤ i ≤ m′.
Let X be a space of matrices of fixed size with entries in K. The universal matrix over
X is the matrix of the same dimensions whose (i, j) entry is the coordinate function on X
which returns the (i, j) entry of M when evaluated at M ∈ X (which may be constant).
Let rot(M) denote the 180◦ rotation of a matrixM , and let the antidiagonal of an m×m
matrix be the set of matrix entries in positions (i,m+ 1− i) for 1 ≤ i ≤ m.
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y3 x3 y2 x2 y1 x1 y0 y3 x3 y2 x2 y1 x1 y0([
1 0
0 0
]
,
[
1 0
0 1
]
,
[
1 0 0
0 1 0
]
,
[
0 1 0
1 0 0
]
,
[
1 0
0 1
]
,
[
0 1
])
Figure 1. A minimal lacing diagram, its matrix form, and its extended diagram.
2.3. Lacing diagrams. Lacing diagrams were introduced in [ADF85] to visualize type A
quiver representations, and were interpreted as sequences of partial permutation matrices in
[KMS06]. In this section we recall the essentials of lacing diagrams in arbitrary orientation.
We use [BR07] as our main reference, noting that our conventions differ from theirs in order
to make the connection with pipe dreams in §4.4 more natural.
A lacing diagram of dimension vector d for a type A quiver Q of arbitrary orientation is a
sequence of columns of dots, together with arrows connecting dots in consecutive columns.
The columns are indexed by Q0, appearing in the same left to right order as in the quiver Q.
There are d(z) dots in the column associated to vertex z ∈ Q0. Each dot may be connected
to at most one dot in the column to the left of it, and to at most one dot in the column
to the right of it. Arrows between dots point in the same direction as the corresponding
arrow of Q. We vertically align dots as in [BR07, Rem. 1]: if two consecutive columns of
dots are connected by a left-pointing arrow, then the two columns of dots are aligned at
the bottom; if two columns of dots are connected by a right-pointing arrow, then the two
columns of dots are aligned at the top. A lacing diagram continuing the running example
is on the left side of Figure 1.
A lacing diagram can be interpreted as a sequence of partial permutation matrices w =
(wa)a∈Q1 , as also seen in Figure 1. For each arrow a, the partial permutation matrix wa
has a 1 in row i, column j exactly when there is an arrow from the ith dot from the top of
the source column to the jth dot from the top of the target column. Since the sequence of
partial permutation matrices w encodes exactly the same data as a lacing diagram, we will
simply refer to w as a lacing diagram as well.
A lacing diagram can be completed to an extended lacing diagram as follows: if w is
associated to a right-pointing arrow, replace w with its completion c(w), and if w is associ-
ated to a left-pointing arrow, replace w by rot(c(rot(w))). An extended lacing diagram can
be visualized by adding virtual red solid squares and dashed arrows to the original lacing
diagram as in the right of Figure 1. The length |w| of a lacing diagram w is defined as the
sum of the lengths of the permutations in the extended lacing diagram, or equivalently, the
total number of crossings of laces in the extended lacing diagram.
A lacing diagram w is naturally an element of repQ(d) by assigning to each a ∈ Q1 the
matrix wa. Two lacing diagrams lie in the same GL(d)-orbit if and only if they have the
same number of laces between each pair of columns. A minimal lacing diagram is one whose
length is minimal among those in its GL(d)-orbit, and we denote by W (Ω) the set of all
minimal lacing diagrams in the orbit Ω◦. For w ∈W (Ω) we have by [BR07, Cor. 2] that
(2.3) codimΩ = |w|,
where the codimension of Ω is taken in repQ(d) throughout the paper.
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By [BR07, Prop. 1], two minimal lacing diagrams lie in the same orbit if and only if their
extended diagrams are related by a series of transformations of the following form,
(2.4) ←→
where both middle dots and at least one dot in each of the outer columns is not virtual
(otherwise one of the permutations would not be a minimal length extension of the orig-
inal partial permutation). There are also K-theoretic transformations of extended lacing
diagrams
(2.5) ←→ ←→
with the same condition on the dots, and in addition the two middle dots should be con-
secutive in their column. A lacing diagram for an orbit is called K-theoretic if its extended
lacing diagram can be obtained by a sequence of K-theoretic transformations from the ex-
tended diagram of a minimal lacing diagram for the orbit. We let KW (Ω) denote the set
of K-theoretic lacing diagrams for the orbit Ω◦.
2.4. Matrix Schubert varieties. Matrix Schubert varieties [Ful92] are subvarieties of
X = Mat(k, l) obtained by imposing rank conditions on certain submatrices. Let w be
a partial permutation matrix in X. The northwest matrix Schubert variety Xw is the
subvariety Xw := {M ∈ X | ∀(p, q) rank Mp×q ≤ rank wp×q}, and the southeast matrix
Schubert variety Xw is the subvariety Xw := {M ∈ X | ∀(p, q) rank Mp×q ≤ rank wp×q}.
Let Z = (zij) be the universal matrix over X. The prime defining ideals of Xw and X
w
are Jw :=
∑
(p,q)minors(1+rankwp×q, Zp×q) and J
w :=
∑
(p,q)minors(1+rankw
p×q, Zp×q),
respectively.
Each variety Xw andX
w is an orbit closure for the action of a product of Borel subgroups:
let B+ and B− denote Borel subgroups of invertible upper and lower triangular matrices
respectively. Then we have that Xw = B−wB+ and X
w = B+wB−, where the closures are
taken inside of the space X, the Borel subgroups to the left of w are inside of GLk, and the
Borel subgroups to the right of w are inside of GLl.
2.5. The bipartite Zelevinsky map. Here we recall the relationship established in [KR15]
between quiver loci of bipartite type A quivers and Schubert varieties. Retaining the nota-
tion from §2.1, let dx =
∑n
j=1 d(xj) and dy =
∑n
i=0 d(yi), so that d = dx + dy. Writing 1r
for an r × r identity matrix, let Y v0◦ denote the space of d× d matrices of the form
(2.6)
[
∗ 1dy
1dx 0
]
where entries in the block labeled by the asterisk are arbitrary elements of the base field K.
Let Z = (zij) be the universal matrix over Y
v0
◦ . Given a d × d permutation matrix v,
define the ideal Iv :=
∑
(p,q)minors(1 + rank vp×q, Zp×q). The affine scheme defined by the
prime ideal Iv, which we denote by Yv ⊆ Y
v0
◦ , is called a Kazhdan-Lusztig variety and
is isomorphic to the intersection of an opposite Schubert cell and a Schubert variety (see
[WY08] for details). To be precise, let G := GLd and let P be the parabolic subgroup of
block lower triangular matrices where the diagonals have block sizes
(2.7) d(y0), . . . ,d(yn), d(xn), d(xn−1), . . . ,d(x1),
listed from northwest to southeast. Then Y v0◦ is isomorphic to the opposite Schubert cell
P\Pv0B−, where v0 is the permutation matrix obtained from (2.6) by setting all entries in
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ζ(V ) =
0 0 Vα1 1d(y0)
0 Vα2 Vβ1 1d(y1)
Vα3 Vβ2 0 1d(y2)
Vβ3 0 0 1d(y3)
1d(x3)
1d(x2)
1d(x1)


d(y0) d(y1) d(y2) d(y3)d(x1)d(x2)d(x3)
d(y0)
d(y1)
d(y2)
d(y3)
d(x3)
d(x2)
d(x1)
0
Figure 2. Image of the Zelevinsky map in Y v0◦ , labeled by block sizes
the block labeled by the asterisk to 0. The affine scheme Yv is isomorphic to the intersection
of the Schubert variety P\PvB+ with the opposite cell P\Pv0B− in P\G.
In [KR15] a closed immersion ζ : rep→ Y v0◦ was defined, called the bipartite Zelevinsky
map. The image of a representation (Va)a∈Q1 under this map is shown in Figure 2 in the
case of our running example. The definition of the bipartite Zelevinsky map for an arbitrary
bipartite type A quiver is extrapolated in the obvious way.
Theorem 2.8. [KR15, Thm 4.12] The bipartite Zelevinsky map ζ restricts to an isomor-
phism from each quiver locus Ω ⊆ rep to a Kazhdan-Lusztig variety Yv(Ω) ⊆ Y
v0
◦ .
The permutation v(Ω) in the statement of Theorem 2.8 is known as the Zelevinsky permu-
tation of Ω, and will be discussed in the next subsection. We define v∗ to be the Zelevinsky
permutation of the entire space rep, so that Yv∗ is exactly the image of ζ.
A dimension vector d determines a subdivision of any d × d matrix into blocks as fol-
lows (see Figure 2 for an example). Row blocks are indexed from top to bottom by
y0, . . . , yn, xn, xn−1, . . . , x1, with sizes determined by d (i.e., as in (2.7) above). Column
blocks are indexed from left to right by xn, xn−1, . . . , x1, y0, y1, . . . , yn, with sizes similarly
determined by d:
(2.9) d(xn), . . . ,d(x1), d(y0), d(y1), . . . ,d(yn).
Definition 2.10. For any d×dmatrix with block structure as above, the block corresponding
to βk (resp., αk) is the intersection of the block row indexed by yk (resp. yk−1) with the
block column indexed by xk (resp., xk). The snake region of the matrix is the set of locations
(i, j) which are in a block corresponding to some αk or βk. (For example, in Figure 2, the
snake region is the set of locations occupied by Vα1 through Vβ3 .) 
2.6. Zelevinsky permutations. In this section, we recall the bipartite Zelevinsky permu-
tation v(Ω) from [KR15, §4]. The definition we give here is more direct than the one in
[KR15, §4] to make this paper more self-contained. We give a characterization of v(Ω) in
terms of lacing diagrams in Theorem 2.13 below, which is an essential combinatorial ingre-
dient in our proof of the component formula. In our definition of Zelevinsky permutation
below, we assume that matrices have the block structure described immediately preceding
Definition 2.10, and we let Mblockp×q denote the matrix which consists of the intersection of
the top p row blocks and leftmost q column blocks of M .
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x3 x2 x1 y0 y1 y2 y3

y0 1 0
y1 1 0 0
0 1 0
y2 1 0
0 1
y3 1 0 0
0 1 0
x3 0 1 0 0
0 0 0 1
x2 0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
x1 1 0
0 1
Figure 3. The Zelevinsky permutation matrix for the quiver locus associ-
ated to the lacing diagram in Figure 1. The empty blocks in the matrix
contain only zeros.
Let Ω ⊆ rep(d) be a quiver locus. The Zelevinsky permutation v(Ω) is the unique
permutation in Sd which satisfies the following conditions, where V is any element of Ω
◦
[KR15, Prop. 4.8]:
(1) the number of 1s in block (p, q) of the d× d permutation matrix v(Ω) is equal to
(2.11) rank ζ(V )blockp×q + rank ζ(V )
block
p−1×q−1 − rank ζ(V )
block
p−1×q − rank ζ(V )
block
p×q−1
where a summand is taken to be 0 if p or q is outside of the range {1, . . . , 2n+ 1};
(2) the 1s in v(Ω) are arranged from northwest to southeast across each block row;
(3) the 1s in v(Ω) are arranged from northwest to southeast down each block column.
An important property of the Zelevinsky permutation is that
(2.12) codimΩ = ℓ(v(Ω))− ℓ(v∗)
(see, for example, the proof of [KR15, Cor. 4.13]). The next theorem characterizes the
Zelevinsky permutation of an orbit directly from any lacing diagram in the orbit, analogous
to [KMS06, Prop. 1.6]. See Figure 3 for an example.
Theorem 2.13. Let w ∈ Ω◦ be a lacing diagram. The Zelevinsky permutation v(Ω) is the
unique permutation matrix satisfying the following:
(Z1) for zi, zj ∈ Q0 with zi to the left of zj in Q (including the case zi = zj), the number of
1s in block (zi, zj) is the number of laces with left endpoint zi and right endpoint zj ;
(Z2) for zi, zj ∈ Q0 with zi exactly one vertex to the right of zj in Q, the number of 1s in
block (zi, zj) is the number of arrows between the columns of w indexed by zi and zj;
(Z3) the 1s are arranged from northwest to southeast in each block row and column.
Proof. First consider the case where w consists of a single lace, having left endpoint zi and
right endpoint zj , noting that in this situation all blocks of the matrix under consideration
have size one or zero. Then (Z1) puts a 1 only in row zi, and every row except zi gets single
1 from (Z2) because the vertices which are not the left endpoint of w are the right endpoint
of some arrow of w. Therefore, a matrix satisfying (Z1) and (Z2) has exactly one entry
equal to 1 in each row. A similar argument shows there is exactly one entry equal to 1 in
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each column, and thus there exists a unique permutation matrix satisfying (Z1) and (Z2)
when w has a single lace. In the case of many laces, the number of 1s in each block of a
matrix satisfying (Z1), (Z2) is clearly additive with respect to direct sum of representations
(disjoint union of laces). Given such a matrix, filling in the top block row with 1s and 0s
subject to (Z3), then proceeding down block rows filling each west to east using (Z3), we
see that there exists a unique permutation matrix M associated to any lacing diagram by
(Z1), (Z2), (Z3).
To prove M = v(Ω), it is enough to show that both have the same number of 1s in each
block, since (Z3) then determines the arrangement of 1s as described above. But the number
of 1s in each block of v(Ω) is also additive with respect to direct sum of representations:
firstly, this quanity is a linear function of the values rank ζ(w)blockp×q by (2.11). Then these
values are in turn additive with respect to direct sum of representations, because they are the
dimensions of certain Hom spaces in the category of representations of Q (up to constants
determined by d; see [KR15, Lem. A.3] and the proof of [KR15, Prop. 3.1]). Therefore, we
have reduced the theorem to showing that M and v(Ω) have the same number of 1s in each
block in the case w is a single lace. Since both M and v(Ω) are permutation matrices, it is
enough to show that whenever M has a 1 in a certain block, v(Ω) also does (then the rest
of that row and column are zero in both M and v(Ω).
The number of 1s in a block of v(Ω) is determined by (2.11). Since the blocks are of size
one, (2.11) equals 1 if and only if
rank ζ(w)p×q = rank ζ(w)p−1×q−1 + 1 = rank ζ(w)p−1×q + 1 = rank ζ(w)p×q−1 + 1.
We may simply verify that these equalities hold wheneverM has a 1 in position (p, q). Now
this is easy to do by inspection, with three cases depending on whether (p, q) corresponds
to row and column labels (yi, xi+1) (the northwest antidiagonal of 1s contributed by (Z2)),
(xi, yi) (the southeast antidiagonal of 1s contributed by (Z2)), or the unique 1 contributed
by (Z1) (whose row label is the left endpoint of w and column label is the right endpoint
of w). An example of both M and ζ(w) is shown below for Q as in (2.2), with w the lace
from y3 to y0.
(2.14)
M =
x3 x2 x1 y0 y1 y2 y3

y0 0 0 1 0 0 0 0
y1 0 1 0 0 0 0 0
y2 1 0 0 0 0 0 0
y3 0 0 0 1 0 0 0
x3 0 0 0 0 0 0 1
x2 0 0 0 0 0 1 0
x1 0 0 0 0 1 0 0
ζ(w) =
x3 x2 x1 y0 y1 y2 y3

y0 0 0 1 1 0 0 0
y1 0 1 1 0 1 0 0
y2 1 1 0 0 0 1 0
y3 1 0 0 0 0 0 1
x3 1 0 0 0 0 0 0
x2 0 1 0 0 0 0 0
x1 0 0 1 0 0 0 0

2.7. Multigradings. We briefly recall how a torus action on a variety induces a multi-
grading of its coordinate ring. Suppose we have an algebraic right action of an alge-
braic torus T = (K×)d on an affine K-variety X = SpecR, with the action of t ∈ T
on x ∈ X written as x · t. This induces a right action of T on the K-algebra R, given
by (f · t)(x) = f(x · t−1) for f ∈ R. For each e = (e1, . . . , ed) ∈ Z
d, we have a weight
space Re = {f ∈ R | f · (t1, . . . , td) = t
e1
1 · · · t
ed
d f}, and a decomposition of R as a K-vector
space R ≃
⊕
e∈Zd Re, which is a multigrading of R by Z
d. We say that elements of Re
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∗ ∗ ∗ 1d(y0)
∗ ∗ ∗ 1d(y1)
∗ ∗ ∗ 1d(y2)
∗ ∗ ∗ 1d(y3)
1d(x3)
1d(x2)
1d(x1)


t0 t1 t2 t3s1s2s3
t0
t1
t2
t3
s3
s2
s1
0
Figure 4. Alphabets assigned to each block in the multigrading of K[Y v0◦ ]
have Zd-degree e, or simply degree e when there is no chance of confusion. A closed sub-
variety Spec(R/I) ⊆ X is T -stable exactly when I is homogeneous with respect to this
multigrading.
Let Q be any quiver and let d be a dimension vector for Q. Let T be the maximal torus
of GL(d) consisting of matrices which are diagonal in each factor. The restriction of the
GL(d)-action on repQ(d) to T induces a multigrading on K[repQ(d)] as in the previous
paragraph, which makes the ideals of orbit closures homogeneous. Now we introduce nota-
tion to explicitly describe this for bipartite type A quivers, deferring the case of arbitrary
orientation until §5.
To explicitly describe the multigrading of K[rep] in the bipartite orientation, we as-
sociate an (ordered) alphabet sj = sj1, s
j
2, . . . , s
j
d(xj)
to the vertex xj , and an alphabet
ti = ti1, t
i
2, . . . , t
i
d(yi)
to the vertex yi. Let t be the sequence t
0, t1, . . . , tn and s be the
sequence sn, . . . , s2, s1 (the order in which the alphabets are concatenated is indicated, with
each individual alphabet still in its standard order). Identify Zdx with the free abelian
group on s and Zdy with the free abelian group on t, and Zd = Zdx ⊕ Zdy , where dx, dy, d
are as in §2.5. Then in the induced multigrading of the coordinate ring K[rep] by Zd, the
coordinate function which picks out the (i, j) entry of Vαk has degree t
k−1
i − s
k
j , and the
coordinate function picking out the (i, j) entry of Vβk has degree t
k
i − s
k
j .
Our multigrading of K[Y v0◦ ] by Z
d is induced by right multiplication of the torus of
diagonal matrices T ⊆ GLd on P\Pv0B−. To explicitly describe the multigrading, recall
the block structure for matrices in Y v0◦ introduced in §2.5. The coordinate function on Y
v0
◦
picking out the entry in the (i, j)-location of the block with block row index yk and block
column index xl has degree t
k
i − s
l
j. Figure 4 illustrates a labeling of row and column blocks
of Y v0◦ by the alphabets t, s: that is, the degree of a coordinate function picking out a matrix
entry is its row label minus its column label.
We use the following easy-to-check result implicitly throughout the paper. It lets us use
known formulas for K-polynomials and multidegrees of Kazhdan-Lusztig varieties to deduce
results on K-polynomials and multidegrees of bipartite type A quiver loci.
Lemma 2.15. Let ζ♯ : K[Y v0◦ ] → K[rep] be the map on coordinate rings induced by the
bipartite Zelevinsky map. If zij ∈ K[Y
v0
◦ ] is the coordinate function on Y
v0
◦ which picks out
an entry in the snake region of Definition 2.10, then zij and ζ
♯(zij) have the same degree,
with respect to the multigradings of K[rep] and K[Y v0◦ ] defined above.
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Let X = Mat(k, l) with its natural right action of GLk × GLl. A northwest matrix
Schubert variety Xw ⊆ X has an induced action of the diagonal torus T = (K
×)k ×
(K×)l ⊂ GLk × GLl. For an explicit description of the multigrading of K[Xw], assign
letters a = a1, . . . , ak to the rows, from top to bottom, and letters b = b1, . . . , bl to the
columns, from left to right. The coordinate function picking out the (i, j) entry of a matrix
in Xw has degree ai− bj. For southeast matrix Schubert varieties, the same torus acts, and
thus the coordinate function picking out the (i, j) entry of a matrix in Xw also has degree
ai − bj. We will use the following relationship between northwest and southeast matrix
Schubert varieties. Here, and throughout the rest of the paper, the symbol ˜ over a finite
alphabet denotes that the order of the alphabet is reversed, so that for c = c1, . . . , cn, we
have c˜ = c˜1, . . . , c˜n with c˜i = cn−i+1.
Lemma 2.16. The operation rot of §2.2 induces an isomorphism of varieties Xrot(w) → X
w
and thus an isomorphism of rings K[Xw]→ K[Xrot(w)]. The isomorphism of rings is degree
preserving after re-multigrading K[Xrot(w)] by replacing a with a˜ and b with b˜ so that the
coordinate function picking out the (i, j)-entry of M ∈ Xrot(w) has degree a˜i − b˜j.
2.8. K-polynomials and Grothendieck polynomials. We briefly introduceK-polynomials
here, following [MS05, Ch. 8]. Geometrically, these represent classes in equivariant K-
theory. Let S be a polynomial ring over K, multigraded by Zd. Assume the multigrading
is positive (which is the case for all multigradings which appear before §5 of this paper),
meaning that the only elements of degree 0 are the constants in the base field K. Let
a = a1, . . . , ad be an alphabet with d letters, and identify Z
d with the free abelian group
on a. For each e =
∑
eiai ∈ Z
d, where ei ∈ Z, we define the monomial a
e = ae11 · · · a
ed
d .
Note that e can be recovered from 1 − ae by substituting 1 − ai for each ai, substituting
the power series expansion (1− ai)
−1 =
∑
j≥0 a
j
i as necessary to get all positive exponents,
and then ei is the coefficient of ai. The expressions e and a
e are sometimes referred to as
“additive” versus “multiplicative” notation in the literature.
The Hilbert series of a finitely generated, multigraded S-module M =
⊕
e∈Zd Me is
the expression H(M ;a) =
∑
e∈Zd(dimK Me)a
e in the additive group
∏
e∈Zd Za
e. The K-
polynomial of M can be defined as
(2.17) KS(M ;a) =
H(M ;a)
H(S;a)
where S is considered as a module over itself on the right hand side. This ratio is actually
a Laurent polynomial, meaning an element of
⊕
e∈Zd Za
e. The K-polynomial can also be
computed from a multigraded free resolution of M . In this paper we are most interested in
modules M = S/I where I is a homogeneous ideal in S; in this case, we sometimes write
KX(Y ;a) for KS(S/I;a), where Y = Spec(S/I) ⊆ X = Spec(S).
The multidegree of M is obtained from KS(M ;a) by substituting 1− ai for each variable
ai, substituting (1−ai)
−1 =
∑
j≥0 a
j
i as necessary to get positive exponents, then taking the
terms of lowest total degree. It generalizes the classical notion of degree to the multigraded
setting, and when M = S/I, it can be geometrically interpreted as the class of Spec(S/I)
in the equivariant Chow ring A∗T (Spec(S)).
Our formulas forK-polynomials of quiver loci will be in terms of the double Grothendieck
polynomials of Lascoux and Schu¨tzenberger [LS82], which we briefly review now, following
the definitions in [KM05]. Let a = a1, a2, . . . , am and b = b1, b2, . . . , bm be alphabets and
w0 the longest element of the symmetric group Sm. First we define
Gw0(a;b) =
∏
i+j≤m
(
1−
ai
bj
)
.
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The Demazure operator ∂i acts on polynomials in a by
∂if(ai, ai+1) =
ai+1f(ai, ai+1)− aif(ai+1, ai)
ai+1 − ai
where f is written as a polynomial in only ai, ai+1 with the other variables considered as
coefficients. With this, we can inductively define the double Grothendieck polynomial of
a permutation vτi ∈ Sm as Gvτi(a;b) = ∂iGv(a;b) whenever ℓ(vτi) < ℓ(v). This differs
slightly from the definition in [FL94]; their Grothendieck polynomials Gv(a;b) are related
to ours by the substitution Gv(a;b) = Gv(a
−1;b−1), where a−1 = a−11 , a
−1
2 , . . . , a
−1
m and
similarly for b−1. The double Schubert polynomial Sv(a;b) of a permutation v is obtained
from Gv(a;b) by the same process that a multidegree is obtained from a K-polynomial.
Double Grothendieck polynomials giveK-polynomials of matrix Schubert varieties through
the following theorem. Note that this theorem was proven in the language of degeneracy loci
in [Buc02, Thm. 2.1]; the formulation below is [KM05, Thm. A]. The multidegree version
appeared in [Ful92].
Theorem 2.18. Let X = Mat(m,m) and v ∈ Sm. The K-polynomial of the northwest
matrix Schubert variety Xv ⊆ X is the double Grothendieck polynomial KX(Xv;a,b) =
Gv(a;b), and its multidegree is Sv(a;b).
If w is a k× l partial permutation matrix, then only the variables a1, . . . , ak and b1, . . . , bl
actually appear in Gc(w)(a;b), so we may define Gw(a1, . . . , ak; b1, . . . , bl) := Gc(w)(a;b).
SinceK-polynomials are invariant under extension of an ideal in a polynomial ring to a larger
polynomial ring, the relation between defining ideals Jc(w) = JwK[Mat(m,m)] implies
(2.19) KMat(k,l)(Mat(k, l)w; a1, . . . , ak, b1, . . . , bl) = Gw(a1, . . . , ak; b1, . . . , bl).
2.9. Pipe dreams. Our formulas use the language of pipe dreams, an introduction to which
can be found in [MS05, §16.1]. These are the same as the RC-graphs originally introduced by
Bergeron and Billey [BB93], which are based on the pseudo-line arrangements introduced by
Fomin and Kirillov to the study of Grothendieck and Schubert polynomials [FK94, FK96].
The papers [BR04, WY12] also give helpful treatments of the topic.
Consider a k× l grid of squares. We use standard matrix terminology to refer to positions
on the grid: horizontal strips of the squares are rows, vertical strips of squares are columns,
and the square in row i from the top and column j from the left is labeled (i, j). A pipe
dream on this grid is a subset P ⊆ {1, . . . , k}×{1, . . . , l}, visualized by tiling the grid using
two kinds of tiles. For each (i, j) in the grid, place the tile according to the rule below:
(cross) if (i, j) ∈ P, (elbow) if (i, j) 6∈ P.
We write |P | for the cardinality of the subset P (the number of cross tiles), and rot(P ) for
the pipe dream obtained by 180◦ rotation of P . Two examples of pipe dreams on a 7 × 7
grid are in Figure 5; we have |P1| = 27 and |P2| = 28. The row and column labels by t, s
come from identification of this grid with the northwest quadrant of Y v0◦ as in Figure 4. The
outline of the snake region and colors of the pipes are a visual aide for the combinatorics
relating lacing diagrams and pipe dreams developed in §4.4.
A pipe dream P determines a word in the Coxeter generators τ1, τ2, . . . of the symmetric
group on Z>0, as follows. Starting at the top right of the grid, reading first along a row from
right to left, then proceeding down to the next row, one writes the letter τi+j−1 whenever
(i, j) ∈ P . The word is written left to right. Evaluating this word using the relations
(2.20) τ2i = τi, τiτi+1τi = τi+1τiτi+1, τiτj = τjτi, for |i− j| ≥ 2
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P1 =
s31 s
3
2 s
2
1 s
2
2 s
2
3 s
1
1 s
1
2
t01
t11
t12
t21
t22
t31
t32
P2 =
s31 s
3
2 s
2
1 s
2
2 s
2
3 s
1
1 s
1
2
t01
t11
t12
t21
t22
t31
t32
Figure 5. Pipe dreams related to the running example
yields a permutation δ(P ) known as the Demazure product of P . Given a permutation v,
we say P is a pipe dream for v if δ(P ) = v. If |P | = ℓ(δ(P )), then P is reduced. Note that
δ is order-preserving in the sense that P ′ ⊆ P implies that δ(P ′) ≤ δ(P ) in the Bruhat
order, and that every P contains a reduced P ′ ⊆ P such that δ(P ′) = δ(P ). Both pipe
dreams in Figure 5 have Demazure product equal to the Zelevinsky permutation in Figure
3. The pipe dream on the left is reduced; the one on the right not, because |P2| = 28 while
ℓ(δ(P )) = 27. We also see two pipes crossing twice in the bottom square of P2, which does
not happen in reduced pipe dreams.
We define a k × l partial permutation matrix w(P ) associated to a reduced pipe dream
P on a k × l grid by following the pipes from the left boundary to the top boundary. That
is, w(P ) has a 1 in position (i, j) precisely when P has a pipe connecting row i of its left
boundary to column j of its upper boundary. The following lemma is straightforward and
its proof is omitted.
Lemma 2.21. Let P be a reduced pipe dream on a k × l grid and let w = w(P ). Then
δ(P ) = c(w) as permutation functions in Sk+l if and only if no pair of pipes passing through
the bottom of the grid cross, nor do any pair of pipes passing through the right of the grid.
In this paper we are primarily concerned with pipe dreams on a d× d grid for which all
cross tiles lie in the northwest dy × dx rectangle (e.g., Figure 5). We identify this dy × dx
rectangle with the northwest quadrant in Figure 4 and only draw this rectangle. For v ∈ Sd,
denote by P(v0, v) the set of pipe dreams P for v such that P is a subset of this northwest
quadrant, and define RP(v0, v) to consist of the reduced pipe dreams in P(v0, v).
Fix a k × l grid which will be tiled to produce a pipe dream. Let a and b be alphabets
indexing the rows and columns of the grid, respectively. For a pipe dream P , define
(1− a/b)P =
∏
(i,j)∈P
(1− ai/bj) and (a− b)
P =
∏
(i,j)∈P
(ai − bj).
The following formulas for K-polynomials of Kazhdan-Lusztig varieties are special cases of
those presented in [WY12, Thm. 4.5]. These formulas previously appeared in other forms
in [AJS94, Bil99, Gra02, Wil06].
Theorem 2.22. The K-polynomial of the Kazhdan-Lusztig variety Yv inside Y
v0
◦ is given
by each of the following two formulas:
(2.23) KY v0◦ (Yv; s, t) =
∑
P∈P(v0,v)
(−1)|P |−ℓ(v)(1− t/s)P
(2.24) KY v0◦ (Yv; s, t) = Gv(t, s; s, t).
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3. Bipartite ratio and pipe formulas
We introduce a shorthand for the K-polynomials studied in this section and the next,
where we continue to omit the fixed bipartite quiver Q of type A and dimension vector d
from the notation.
Definition 3.1. Let Ω be a quiver locus for a bipartite type A quiver Q. The K-theoretic
quiver polynomial KQΩ(t/s) (resp., quiver polynomial QΩ(t − s)) is the K-polynomial
(resp., multidegree) of Ω with respect to its inclusion in rep and multigrading of §2.7. 
3.1. Bipartite ratio formula. We include a proof of the ratio formula for completeness,
though it follows easily from our construction of the bipartite Zelevinsky map using the
same argument as the equioriented case [KMS06, Thm. 2.7].
Theorem 3.2 (Bipartite ratio formula). For any bipartite type A quiver locus Ω, we have
(3.3) KQΩ(t/s) =
Gv(Ω)(t, s; s, t)
Gv∗(t, s; s, t)
.
Proof. Omitting the variables s, t throughout the proof, we have the following equations
relating Hilbert series to K-polynomials from (2.17):
H(Ω) = Krep(Ω)H(rep), H(Ω) = KY v0◦ (ζ(Ω))H(Y
v0
◦ ), H(rep) = KY v0◦ (ζ(rep))H(Y
v0
◦ ).
Substituting the second two equations above into the first and rearranging yields
(3.4) KQΩ(t/s) = Krep(Ω) =
KY v0◦ (ζ(Ω))
KY v0◦ (ζ(rep))
.
Now ζ(Ω) = Yv(Ω) and ζ(rep) = Yv∗ by Theorem 2.8, so (2.24) implies the result. 
3.2. Bipartite pipe formula. Next, we provide a formula for KQΩ(t/s) in terms of pipe
dreams. To begin, we show that all pipe dreams in P(v0, v(Ω)) contain a particular pipe
dream as a subset: define P∗ to be the pipe dream on a d× d grid which only has cross tiles
in the northwest dy × dx rectangle, and within this rectangle there is a cross tile in location
(i, j) if and only if (i, j) lies outside the snake region (Definition 2.10).
Lemma 3.5. Each P ∈ P(v0, v(Ω)) contains P∗ as a subset. In particular, P(v0, v∗) = {P∗}
for the Zelevinsky permutation v∗ associated to the entire representation space rep.
Proof. The chain of closed subvarieties ζ(Ω) ⊆ ζ(rep) ⊆ Y v0◦ induces a chain of ideals
Iv∗ ⊆ Iv(Ω) ⊆ K[Y
v0
◦ ] ≃ K[zij ], where {zij} are the coordinate functions picking out matrix
entries which are non-constant on Y v0◦ . Consider the monomial order ≺ on K[Y
v0
◦ ] defined
by zij ≺ zkl when either j < l, or j = l and k < i. Then we have
(3.6) Iv∗ = 〈zij | (i, j) ∈ P∗〉 = in≺ Iv∗ ⊆ in≺Iv(Ω) =
⋂
P∈RP(v0,v(Ω))
〈zij | (i, j) ∈ P 〉
where the second equality is because Iv∗ is generated by linear monomials (thus equal to its
initial ideal with respect to any monomial order), and the last equality is [WY12, Thm 3.2].
This shows that every P ∈ RP(v0, v(Ω)) contains P∗. Since every (possibly nonreduced)
pipe dream contains a reduced pipe dream for the same permutation as a subset, we obtain
the first statement of the lemma. For the second statement, take Ω = rep on the right hand
side of (3.6). Since this is a minimal prime decomposition of Iv∗ , which is already prime,
we find that P∗ is the unique element of RP(v0, v∗). But every element of P(v0, v(Ω)) is a
union of elements of RP(v0, v(Ω)) by [Mil05, Lem. 2], so we see that P(v0, v∗) = {P∗}. 
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Theorem 3.7 (Bipartite pipe formula). For any bipartite type A quiver locus Ω, we have
(3.8) KQΩ(t/s) =
∑
P∈P(v0,v(Ω))
(−1)|P\P∗|−codimΩ(1− t/s)P\P∗ .
Proof. Express the numerator and denominator of (3.4) using (2.23), noting that the de-
nominator has only one term by Lemma 3.5:
(3.9) KQΩ(t/s) =
∑
P∈P(v0,v(Ω))
(−1)|P |−ℓ(v(Ω))(1− t/s)P
(1− t/s)P∗
.
By the same lemma, (1−t/s)P∗ divides each summand in the numerator. To obtain (3.8) it
remains to check that |P | − ℓ(v(Ω)) = |P \P∗| − codimΩ. This follows from (2.12) together
with the equality ℓ(v∗) = |P∗|. 
4. Degeneration and bipartite component formula
In this section we prove the bipartite K-theoretic component formula (Theorem 4.34).
We Gro¨bner degenerate a bipartite type A quiver locus to a reduced union of products
of matrix Schubert varieties (Theorem 4.27); this leaves the K-polynomial invariant, then
we show that the bipartite K-theoretic component formula computes the K-polynomial
of this degeneration. The degeneration is discussed in §§4.1 through 4.3 and §4.5, while
the K-polynomial computation appears in §4.6. The combinatorial results of §4.4 are key
ingredients in the proofs of Theorems 4.27 and 4.34.
4.1. General setup for degeneration. Given a variety X with a right action of K×, any
closed subvariety Y ⊆ X determines a family Y˜ ⊆ X × A1 as follows. We take
(4.1) Y˜ ◦ = {(y · t, t) | y ∈ Y, t ∈ K×}.
The family Y˜ is defined to be the closure of Y˜ ◦ in X × A1 (where we identify K× =
SpecK[t, t−1] ⊂ A1). By construction the projection Y˜ → A1 is K×-equivariant with
respect to the scaling action on A1. We denote the fiber over a point t ∈ A1 by Y˜ (t), which
by the K×-equivariance is equal to Y · t ≃ Y for t 6= 0.
Gro¨bner degenerations. Let S := K[x1, . . . , xm]. Consider the case X = SpecS with a right
K×-action, and Y = SpecS/I where I ⊆ S is a homogeneous ideal. Using the induced right
action of K× on S, the family Y˜ is seen to be SpecS[t]/I˜ , where I˜ is the contraction of the
ideal 〈f · t | f ∈ I〉 ⊆ S[t, t−1] to S[t]. In this subsection we show that the family Y˜ is flat
over A1 = SpecK[t] and that the special fiber Y˜ (0) can be computed by taking an initial
ideal of I. In this context, we say that Y Gro¨bner degenerates to Y˜ (0).
Let λ1, . . . , λm ∈ Z withK
× acting on points of X by (p1, . . . , pm)·t = (t
λ1p1, . . . , t
λmpm).
The action determines an integral weight function λ : Zm → Z defined by λ(a) :=
∑
i λiai
for a = (a1, . . . , am) ∈ Z
m. The induced right action of K× on the coordinate ring S acts
on a monomial xa := xa11 x
a2
2 · · · x
am
m by x
a · t = t−λ(a)xa. We define1 λ(xa) := λ(a), and say
that λ is an integral weight function for S and that the weight of xa is λ(a). The original
K×-action is easily recovered from λ, so the ideal I˜ ⊆ S[t], which defines the family Y˜ , can
be computed from λ. We refer to I˜ as the λ-homogenization of I.
The initial form inλ f of a polynomial f ∈ S is the sum of the terms of f of highest
λ-weight. The initial ideal inλ I of an ideal I ⊆ S is inλ I := 〈inλ f | f ∈ I〉. We also
use standard facts about monomial orders < on S and their initial ideals in< I := 〈in<f |
1This follows the sign convention of [Eis95, 15.8]. Since this torus action is used only for degeneration,
and not a multigrading, there is no potential conflict with the convention of §2.7.
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f ∈ I〉 (see [Eis95, Ch. 15]). For Y = SpecS/I and a monomial order < on S, we write
in< Y := Spec(S/ in< I).
Theorem 4.2. Let I ⊆ S := K[x1, . . . , xm] be a homogenous ideal with respect to the
standard grading. Let λ : Zm → Z be an integral weight function. The following hold:
(a) S[t]/I˜ is a free (and thus flat) K[t]-module;
(b) the fiber over t 6= 0 is isomorphic to S/I;
(c) the fiber over t = 0 is S/ inλ I.
Proof. This theorem is a variation of [Eis95, Thm. 15.17], which does not assume that I is
homogeneous, but whose proof assumes that the weight order induced by λ can be refined to
a monomial order. Let N be any integer so that λ(xi)+N > 0 for all 1 ≤ i ≤ m, and define a
second weight function µ : Zm → Z with µ(xi) = λ(xi)+N . Now let f ∈ S be homogeneous
with respect to the standard grading by degree. Then inλ f = inµ f , so inλ I = inµ I for
any ideal I which is homogeneous with respect to the standard grading. Furthermore, the
λ-homogenization and µ-homogenization of such an ideal are identical. Now since µ(xi) > 0
for all i, the weight order induced by µ can be refined to a monomial order by breaking ties
µ(xa) = µ(xb) with a lexicographical order on the variables. Applying [Eis95, Thm. 15.17]
to µ gives the statements of this theorem for λ. 
We record two easy but useful facts for reference later.
Lemma 4.3. Let S, I, λ be as in Theorem 4.2.
(a) If S is positively multigraded and I ⊆ S is homogeneous with respect to this multigrading,
then the K-polynomials of S/I and S/ inλ I are equal.
(b) If Spec(S/I) is equidimensional, then the dimension of any irreducible component of the
induced reduced subscheme of Spec(S/ inλ I) is equal to the dimension of Spec(S/I).
Proof. Part (a) is proven exactly as in [MS05, Thm. 8.36], except that in the sections
preceding the proof, we replace their use of [MS05, Prop. 8.26] (which is equivalent to
[Eis95, Thm. 15.17]) with Theorem 4.2 above.
In (b), each such irreducible component corresponds to a minimal prime of S/ inλ I =
S[t]/(I˜ + 〈t〉). Applying Krull’s principal ideal theorem to 〈t〉 ⊆ S[t]/I˜ , noting that t is not
a zero divisor on S[t]/I˜ by Theorem 4.2(a), we find that the dimension of every irreducible
component of Spec(S/ inλ I) is equal to dimS[t]/I˜ − 1 = dimS/I. 
A family of groups acting on a family of schemes. Our degeneration technique is an ap-
plication of the following general setup.2 Let G be an algebraic group, let H ⊂ G be a
closed subgroup, let X be a G-variety, and Y ⊆ X an H-stable closed subvariety. Let
µ : K× → G be a group homomorphism, and consider the conjugation action of K× on G
by g ·t = µ(t−1) g µ(t), and induced action of K× on X by x ·t = x ·µ(t). Then for t 6= 0, the
fiber H˜(t) is a subgroup acting on the fiber Y˜ (t) since the equation (x · t) · (g · t) = (x · g) · t
is readily verified. In our application, we will see that this action can be extended to the
special fiber t = 0.
4.2. The flat families G˜Ldiag and r˜ep. We apply the general setup of the previous
subsection to our situation. In that notation, X = rep, while Y = Ω, and G = GL2 :=∏
z∈Q0
(GLd(z) × GLd(z)). We write a typical element of GL
2 as ( (gLz , g
R
z ) )z∈Q0 , where
gLz , g
R
z ∈ GLd(z). There is a right action of GL
2 on rep given by
(4.4) (. . . , Vβi , Vαi , . . . ) · ( (g
L
z , g
R
z ) )z∈Q0 = (. . . , (g
R
yi
)−1Vβig
L
xi
, (gLyi−1)
−1Vαig
R
xi
, . . . ).
2We thank the referees for this observation, which greatly improves the conceptual clarity of our work.
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The superscripts L and R are used to emphasize that gLz (resp., g
R
z ) acts on the matrix
over the arrow to the left (resp., right) of vertex z. Our H is the diagonal subgroup
GLdiag := {( (g
L
z , g
R
z ) )z∈Q0 | g
L
z = g
R
z } inside GL
2. Note that the action of GLdiag ≃ GL on
rep is the standard one of §2.1, so each Ω is stable under this action.
We next describe the group homomorphism µ : K× → GL2. For t ∈ K×, let ρz(t) denote
the diagonal matrix of size d(z) × d(z) which has the sequence of entries t, t2, t3, . . . , td(z)
down the diagonal, starting in the upper left. The map µ is then defined to be
(4.5) µ : K× → GL2, t 7→ ( (ρz(t
−1), ρz(t)) )z∈Q0 .
Let G˜Ldiag and Ω˜ denote the families obtained from µ as in the previous subsection.
Proposition 4.6. The families G˜Ldiag and Ω˜ are flat, and G˜Ldiag acts fiberwise on Ω˜.
Proof. Let Mat2 :=
∏
z∈Q0
(Mat(d(z),d(z)) ×Mat(d(z),d(z))). There is a diagonal subva-
riety Matdiag ⊂ Mat
2 defined analogously to GLdiag ⊂ GL
2. Since GL2 acts on Mat2 by
conjugation, the K×-action that µ induces on GL2 extends to a K×-action on Mat2.
The coordinate rings K[Mat2] and K[rep] are polynomial rings where the variables are
coordinate functions picking out matrix entries. Observe that the defining ideal of a closed
subvariety of either Mat2 or of rep is homogeneous with respect to the standard grading if
and only if the subvariety is invariant under simultaneous scaling of all matrix entries. It
is clear that this holds for Matdiag ⊂ Mat
2. It also holds for Ω ⊆ rep since Ω is invariant
under GL and so in particular under simultaneous scaling of the matrix entries. Thus,
the families M˜atdiag and Ω˜ are flat by Theorem 4.2(a). Restricting to the open subscheme
G˜Ldiag ⊂ M˜atdiag preserves flatness and puts us in the general setup of “a family of groups
acting on a family of schemes” from §4.1, so there is a fiberwise action of G˜Ldiag on Ω˜ for
t 6= 0. For t = 0, the fiberwise action follows from [KMS06, Prop. 4.1]. 
We now examine the special fiber of the family G˜Ldiag. Define the subgroup B+ ×B− ⊆
GL2 as the set of elements ( (gLz , g
R
z ) )z∈Q0 where each g
L
z is upper-triangular and each g
R
z
is lower-triangular. Then we denote by B+ ×T B− the subgroup of B+ × B− consisting of
elements such that gLz and g
R
z have the same diagonal for each z. The proof of the next
lemma is as in [KMS06, Lem. 4.2] with minor changes in notation, and thus omitted.
Lemma 4.7. The special fiber G˜Ldiag(0) is equal to B+ ×T B−.
4.3. The special fiber Ω˜(0) is reduced. We will prove that Ω˜(0) is reduced using the
algebraic language of integral weight functions and initial ideals. Let ξ be the integral weight
function on K[rep] induced by the K×-action on rep obtained via the homomorphism
µ : K× → GL2 from (4.5). Thus,
(W1) the coordinate function picking out the (k, l) entry of a matrix over an α-type arrow
has weight k + l;
(W2) the coordinate function picking out the (k, l) entry of a matrix over a β-type arrow
has weight −k − l.
Throughout, we let Z denote the universal matrix over Y v0◦ , so Zdy×dx = (zij) is the
region of variable entries in the northwest part of Z, and K[Y v0◦ ] ≃ K[zij].
Z =
[
Zdy×dx 1dy
1dx 0
]
Recall that P∗ denotes the set of locations in Zdy×dx which are outside of the snake region.
Identifying K[rep] with the subring K[zij | (i, j) /∈ P∗] of K[zij ], we extend ξ to an integral
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weight function λ on K[zij ] defined by λ(zij) = ξ(zij) if (i, j) /∈ P∗, and λ(zij) = 0 if
zij ∈ P∗ (it will be clear from the proofs below that the particular extension does not
matter). Equivalently, we have extended the K×-action on rep above to a K×-action on
Y v0◦ by acting trivially on the matrix coordinates outside of the snake region.
We need two technical lemmas. Fix sequences of integers 1 ≤ i1 < i2 < · · · < ir ≤ dy
and 1 ≤ j1 < j2 < · · · < jr ≤ dx corresponding to r distinct rows and r distinct columns of
Zdy×dx , respectively, and let Z
′ be the r×r matrix obtained from Zdy×dx as the intersection
of these rows and columns. We refer to such Z ′ as a submatrix of Zdy×dx . Consider the
monomial z =
∏r
k=1 zik ,jk . For each permutation σ ∈ Sr set zσ =
∏r
k=1 zik,jσ(k), so that
det(Z ′) =
∑
σ∈Sr
(−1)ℓ(σ)zσ . We are particularly interested in zw0 , where w0 ∈ Sr is the
longest element, as usual.
Lemma 4.8. Any nonzero minor of Z equals ± det(Z ′) for some submatrix Z ′ of Zdy×dx.
Proof. This is a straightforward induction on the size of the minor. Each minor of Z is equal
to det(W ) for a submatrix W of Z. If W has no constant entries, then W is necessarily
a submatrix of Zdy×dx . So suppose that W has some constant entry (i.e. a 1 or 0). Then
either the entire row ofW or the entire column ofW containing that constant entry consists
of constant entries, since that is true for Z. Furthermore that row or column of constants
has at most one 1 and the rest are 0, for the same reason. So either the minor is 0, or it is
equal to a minor of a strictly smaller submatrix of W by cofactor expansion, in which case
the result follows by induction. 
Lemma 4.9. For any submatrix Z ′ of Zdy×dx , if zw0 6∈ Iv∗ then ±zw0 is a term of
inλ(detZ
′).
Proof. Recall that τe ∈ Sr denotes the simple transposition switching e and e+ 1. We will
prove below that for any σ ∈ Sr and τe such that ℓ(στe) < ℓ(σ), both of the following hold:
(i) zσ ∈ Iv∗ ⇒ zστe ∈ Iv∗
(ii) zστe 6∈ Iv∗ ⇒ λ(zστe) ≤ λ(zσ).
Assuming these, applying the contrapositive of (i) with downward induction on ℓ(σ) shows
that if any zσ /∈ Iv∗ then also zw0 /∈ Iv∗ . Furthermore, applying downward induction on
ℓ(σ) along with (ii) shows that whenever zw0 6∈ Iv∗ , the weight λ(zw0) is maximal among
weights of monomials in det(Z ′). Consequently, if det(Z ′) /∈ Iv∗ then ±zw0 is a term of
inλ(detZ
′).
To prove (i) and (ii), note that the assumption ℓ(στe) < ℓ(σ) is equivalent to σ(e+ 1) <
σ(e). Thus, the relative positions in Z ′ of the only variables differing between zστe and zσ
can be visualized as below (where there may be additional columns of Z ′ between the two
columns seen here):
(4.10)
[
zie,jσ(e+1) zie,jσ(e)
zie+1,jσ(e+1) zie+1,jσ(e)
]
=:
[
a b
c d
]
.
In this shorthand, bc appears as a factor in zσ, and zστe is obtained from zσ by replacing
the factor bc with ad.
To prove (i), zσ ∈ Iv∗ if and only if some factor zik ,jσ(k) ∈ Iv∗ , which is if and only if
some position (ik, jσ(k)) is outside the snake region. If k 6= e, e+ 1, then zik,jσ(k) is a factor
of zστe as well, so that zστe ∈ Iv∗ . If k = e and (ie, jσ(e)) is above the snake region, then so
is (ie, jσ(e+1)) since σ(e+1) < σ(e). So the factor a of zστe is in Iv∗ . If k = e and (ie, jσ(e))
is below the snake region, then so is (ie+1, jσ(e)) so the factor d of zστe is in Iv∗ . The two
cases where k = e+ 1 are seen similarly, proving (i).
To prove (ii), the assumption zστe 6∈ Iv∗ and (i) imply that all four matrix positions
illustrated in (4.10) are inside the snake region. By the sentence below (4.10), we have
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λ(zστ ) = λ(zσ)+ε where we define ε := −λ(b)−λ(c)+λ(a)+λ(d). There are three cases to
consider. The first is when a, b, c, d are in the same block of the snake region, in which case
ε = 0 by (W1) or (W2). In the other two cases, the variables in (4.10) are split between α
and β type blocks and (W1), (W2) give inequalities on the variables within each block:
(4.11)
[ ]
α a b
β c d ⇒ λ(a) ≤ λ(b), λ(c) ≥ λ(d);
α β[ ]
a b
c d
⇒ λ(a) ≤ λ(c), λ(b) ≥ λ(d).
In each case, it is immediate to verify that ε ≤ 0, so (ii) holds. 
Proposition 4.12. The initial scheme Ω˜(0) is reduced.
Proof. Since the integral weight function λ extends ξ, the Zelevinsky map ζ of Theorem
2.8 is K×-equivariant with respect to the associated K×-actions. Therefore, ζ induces an
isomorphism Ω˜ ≃ ζ˜(Ω) which restricts to an isomorphism of each fiber Ω˜(t) ≃ ζ˜(Ω)(t). In
particular, Ω˜(0) is reduced if and only if ζ˜(Ω)(0) is reduced, and the latter is equivalent
to showing that inλ Iv(Ω) is a radical ideal by Theorem 4.2(c). This is done by further
degenerating via the monomial order ≺ defined by zij ≺ zkl when either j < l, or j = l and
k < i. Specifically, we will prove the key equality
(4.13) in≺ inλ Iv(Ω) = in≺ Iv(Ω)
using the Gro¨bner basis
(4.14) G =
⋃
1≤p,q≤d
{minors of Zp×q of size 1 + rank v(Ω)p×q}
of Iv(Ω) from [WY12, Thm. 2.1]. Once we have this, it will follow that inλ Iv(Ω) is radical.
Indeed, the definition of a Gro¨bner basis says that the initial terms of the elements of G
generate the right hand side of (4.13). Since the initial term of any minor is squarefree,
in≺ Iv(Ω) is a squarefree monomial ideal and thus radical. Then from the key equality we
have in≺ inλ Iv(Ω) is radical, which implies the ideal inλ Iv(Ω) is also radical (for example, by
[HH11, Prop. 3.3.7]).
To prove the key equality, we first show that the right hand side is contained in the left.
Each nonzero element of G is equal to ± det(Z ′) for some submatrix Z ′ of Zdy×dx by Lemma
4.8. So using that G is a Gro¨bner basis of the right hand side, it is enough to show that the
monomial in≺(detZ
′) is in the left hand side of (4.13). By the definition of ≺, it is easy to
see that in≺ det(Z
′) = zw0 . Consider two cases of whether zw0 is in Iv∗ or not. If so, then
zw0 ∈ Iv∗ = in≺ inλ Iv∗ ⊆ in≺inλIv(Ω), where the first equality holds since Iv∗ is generated
by a subset of the variables, and the containment holds since Iv∗ ⊆ Iv(Ω). So in this case
zw0 is in the left hand side of (4.13). On the other hand, if zw0 6∈ Iv∗ , Lemma 4.9 implies
that ±zw0 is a term of inλ(detZ
′), so that ±zw0 = in≺ inλ(detZ
′) ∈ in≺inλIv(Ω) shows that
zw0 is in the left hand side of (4.13) in this case as well. Therefore, the right hand side of
(4.13) is contained in the left.
Now both ideals in (4.13) are initial ideals of Iv(Ω) ⊆ K[zij], so their associated quotient
rings both have the same Hilbert series as K[zij ]/Iv(Ω) (see [MS05, Prop. 8.28]). The
equality of Hilbert series together with the fact that one side of (4.13) is contained in the
other forces (4.13) to be an equality. 
4.4. Relating pipe dreams and lacing diagrams. In this section we establish some
combinatorial results which are necessary for our proof of the bipartite component formula.
We define symmetric groups associated to the arrows of Q by Sαk = Sd(yk−1)+d(xk) and
Sβk = Sd(yk)+d(xk). Consider the set Sd :=
∏n
k=1 Sβk × Sαk , noting that there is one factor
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for each arrow of Q. A typical element is denoted by v = (vn, v
n, . . . , v1, v
1) with vk ∈ Sαk
and vk ∈ Sβk , and we let |v| =
∑
k ℓ(v
k) + ℓ(vk).
Let P be a pipe dream on a dy × dx grid, such that P∗ ⊆ P . Let P
k be the mini pipe
dream on a d(yk−1)× d(xk) grid extracted from P by restricting to the block of the snake
region indexed by αk, and Pk be the mini pipe dream on a d(yk) × d(xk) grid extracted
from P by restricting to the block of the snake region indexed by βk. Define an operation
π(P ) = v ∈ Sd by v
k = δ(rot(P k)) and vk = δ(Pk), where δ(−) is Demazure product (see
§2.9).
Let Ld be the set of all lacing diagrams of dimension vector d. We consider Ld as a subset
of Sd by identifying a lacing diagram w = (wn, w
n, . . . , w1, w
1), where wk is associated to
βk and w
k associated to αk, with (c(wn), c(rot(w
n)), . . . , c(w1), c(rot(w
1))) ∈ Sd. Here, we
consider each c(wk) ∈ Sβk and c(rot(w
k)) ∈ Sαk . Let P be as above and furthermore assume
that all Pk, P
k are reduced pipe dreams. We define w(P ) = (wn, w
n, . . . , w1, w
1) ∈ Ld by
wk = w(Pk) and w
k = rot(w(rot(P k))), where w(−) is the “follow the pipes” operation
defined in §2.9.
For example, taking the pipe dreams of Figure 5, we have π(P2) = π(P1). Following the
pipes in each block of P1, which is reduced, yields that w(P1) is the lacing diagram of Figure
1. Notice that some pipe crossings are only visible in the extended diagram of w(P1).
Lemma 4.15. If P ∈ RP(v0, v(Ω)), then π(P ) = w(P ), under the identification of lacing
diagrams with elements of Sd described above.
Proof. Recall that the 1s in the permutation matrix v(Ω) appear northwest to southeast
along block rows and columns by (2.11). Therefore, any reduced pipe dream for v(Ω), when
extended by elbow tiles to the full d× d grid, has the property that two pipes do not cross
if those pipes enter the d × d grid on the left in the same block row or exit the d × d grid
on the top in the same block column. By considering the configuration of cross and elbow
tiles outside of the snake region, we see that two pipes that enter block βk on the bottom
or exit on the right do not cross. Similarly, two pipes that enter block αk from the left or
exit on the top do not cross. Thus Lemma 2.21 applied to each Pk and rot(P
k) yields the
result by direct substitution into the definitions of w(P ) and π(P ). 
The following is a bipartite analog of [KMS06, Thm. 5.10].
Proposition 4.16. If P ∈ RP(v0, v(Ω)), then w(P ) ∈W (Ω).
Proof. To show that w(P ) ∈ W (Ω), we need to show first that w ∈ Ω◦, and then that |w|
is minimal among lacing diagrams in Ω◦. For the first, we need to see that, for each pair of
vertices (zi, zj), the number of laces with left endpoint zi and right endpoint zj is the same
in w(P ) as in a lacing diagram in Ω◦.
For a lacing diagram in Ω◦, the number of laces with left endpoint zi and right endpoint
zj (where zi is weakly left of zj) is the number of 1s in block (zi, zj) of v(Ω) by Theorem
2.13. Since P is reduced and δ(P ) = v(Ω), the number of ones in this block is the number
of pipes in P (extended to the full d × d grid as usual) from block row zi to block column
zj . We claim this is the number of laces in w with left endpoint zi and right endpoint
zj . Using the correspondence between blocks of the snake region and arrows of Q, we get
an identification of the vertices of Q with certain walls of blocks of the snake region (see
examples in Figure 6): namely, the wall associated to a vertex is the wall separating the
blocks of the two arrows incident to that vertex (extending this pattern in the obvious way
for vertices y0, yn). Now by the definition of w(P ), each of its laces corresponds to a specific
pipe in P , and that lace passes through a given vertex if and only if the corresponding pipe
passes through the associated wall. The claim can then be verified by inspection. For
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y0
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y1
x2
y2
x3
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y0
x1
y1
x2
y2
x3
y3
Figure 6. Visual aid for proof of Prop. 4.16
example, a lace has left endpoint yk exactly when the corresponding pipe passes through
the wall labeled yk but not the wall labeled xk+1, and this happens exactly when that pipe
enters the snake region at left in block row xk+1, and thus enters the overall grid d× d grid
in block row xk+1 due to the shape of P∗. Similarly, the left endpoint is xk exactly when the
corresponding pipe travels through the wall labeled xk but not the wall labeled yk, which
happens exactly when that pipe enters the snake region at bottom in block column yk, and
thus enters the overall d × d grid in block row yk due to the shape of P∗ and extension by
elbows outside the original dy × dx grid of P . A visual aid is found in Figure 6: on the left
grid we see a pipe contributing a lace with left endpoint y2 and right endpoint y0, and on
the right grid we see a pipe contributing a lace whose left and right endpoints are both x2.
Now the fact that w is minimal follows from (2.3) and the computation:
(4.17) |w| =
∑
k
ℓ(wk)+ℓ(w
k) = |P\P∗| = |P |−|P∗| = ℓ(δ(P ))−ℓ(δ(P∗)) = ℓ(v(Ω))−ℓ(v∗)
where the second equality holds because P is reduced (so each extracted mini pipe dream
is reduced), the third by Lemma 3.5, the fourth because P,P∗ are reduced, and the last by
assumption. Now the right hand side equals codimΩ by (2.12). 
4.5. Irreducible components of Ω˜(0). In this section, we provide a complete description
of Ω˜(0) in terms of northwest and southeast matrix Schubert varieties (Theorem 4.27). We
begin with some technical lemmas. The proof of the first is as in [KMS06, Lem. 4.10], with
minor changes in notation.
Lemma 4.18. If a lacing diagram w is in the fiber Ω˜(1), then w ∈ Ω˜(t) for all t ∈ A1.
For a lacing diagram w = (wn, w
n, . . . , w1, w
1), we define a product of matrix Schubert
varieties (see §2.4) inside rep by
(4.19) Ow :=
n∏
k=1
Mat(d(yk),d(xk))wk ×
n∏
k=1
Mat(d(yk−1),d(xk))
wk .
Let B+ × B− ⊆ GL
2 be as in §4.2, with its right action on rep from (4.4).
Lemma 4.20. Let V ∈ rep. The closure, inside of rep, of the B+×B− orbit of V is equal
to Ow for some lacing diagram w.
Proof. The B+ × B−-orbit of V = (Vβn , Vαn , . . . , Vβ1 , Vα1) ∈ rep can be expressed as
(4.21) V · (B+ × B−) =
n∏
i=1
B−VβiB+ ×
n∏
i=1
B+VαiB−.
where each B+ (resp., B−) on the right hand side denotes a Borel subgroup of upper (resp.,
lower) triangular matrices of the appropriate size. Let wi (resp., w
i) denote the unique
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partial permutation matrix contained in B−VβiB+ (resp., B+VαiB−). Then,
(4.22) V · (B+ ×B−) =
n∏
i=1
B−wiB+ ×
n∏
i=1
B+w
iB−.
Taking closures on both sides shows that the B+ × B− orbit closure of V , inside of rep, is
equal to Ow for the lacing diagram w with matrix form (wn, w
n, . . . , w1, w
1). 
As in §4.3, let Z denote the universal matrix over Y v0◦ and write K[Y
v0
◦ ] = K[zij ]. For P
a pipe dream on a dy × dx grid, define IP := 〈zij | (i, j) ∈ P 〉 ⊆ K[zij ].
Lemma 4.23. The scheme in≺ ζ(Ow) is reduced, and each of its irreducible components is
of the form Spec(K[zij ]/IP ) where P is a pipe dream on a dy × dx grid which contains P∗
and satisfies w(P ) = w.
Proof. Let I(ζ(Ow)) denote the defining ideal of (the reduced scheme) ζ(Ow). We prove
the equivalent algebraic statement: in≺ I(ζ(Ow)) is a radical ideal, and each prime of K[zij ]
minimal over it is of the form IP with P as in the lemma statement.
For each a ∈ Q1, let Za denote the block of Z corresponding to a, and let K[Za] denote
the polynomial subring of K[zij] generated by the matrix entries of Za. Write z
a
ij ∈ K[Za]
for the (i, j) entry of Za. Taking w = (wn, w
n, . . . , w1, w
1) as usual, as defined in §2.4 let
Jk := Jwk ⊆ K[Zβk ] (resp., J
k := Jw
k
⊆ K[Zαk ]) be the ideal of the northwest (resp.,
southeast) matrix Schubert variety defined from wk (resp., w
k).
Let ≺ be the monomial order on K[Y v0◦ ] defined in the proof of Proposition 4.12, and
denote by the same symbol the restriction of this order to each K[Za]. We need to first
describe the minimal primes of the ideals in≺ Jk and in≺ J
k. For a pipe dream P on a
d(ta)× d(ha) grid, we define the corresponding ideal of K[Za] by IP = 〈z
a
ij | (i, j) ∈ P 〉.
Since the initial term of any minor of Z is its antidiagonal term, [KM05, Thm. B] tells
us that every prime of K[Zβk ] minimal over in≺ Jk is of the form IP for some reduced pipe
dream P on a d(yk)×d(xk) grid such that δ(P ) = c(wk) (see Theorems 16.18 and 16.28 of
[MS05] for the partial permutation version). To study in≺ J
k, consider the isomorphism of
coordinate rings rot : K[Zαk ]
∼
−→ K[Zαk ] induced by 180
◦ rotation of matrices, noting that
Jk = rot(Jrot(wk)) by Lemma 2.16. Although rot(in≺ g) 6= in≺ rot(g) in general, equality
does hold when g is a minor. Indeed, in this setting, in≺ g is the antidiagonal term of g,
and rot takes the antidiagonal term of any (square) submatrix to the antidiagonal term
of another submatrix. Since minors form a Gro¨bner basis here [KM05, Thm. B], we get
in≺ J
k = in≺ rot(Jrot(wk)) = rot(in≺ Jrot(wk)).
Since rot is an isomorphism, each prime of K[Zαk ] minimal over rot(in≺ Jrot(wk)) is of the
form rot(p) where p is a prime of K[Zαk ] minimal over in≺ Jrot(wk). Again using [KM05,
Thm. B], such p is equal to IP ′ for some reduced pipe dream P
′ on a d(yk−1)× d(xk) grid
such that δ(P ′) = c(rot(wk)). Thus we have shown that every prime of K[Zαk ] minimal
over in≺ J
k is of the form rot(IP ′) = Irot(P ′) for some P
′ as above.
Extending all ideals below to K[zij ], the defining ideal of ζ(Ow) ⊆ Y
v0
◦ is
(4.24) I(ζ(Ow)) =
n∑
k=1
Jk +
n∑
k=1
Jk + IP∗ .
Distinct summands on the right side of (4.24) have reduced Gro¨bner bases in disjoint sets
of variables, so the initial ideal of the sum on the right side of (4.24) is the sum of the initial
ideals:
(4.25) in≺I(ζ(Ow)) =
n∑
k=1
in≺ Jk +
n∑
k=1
in≺ J
k + IP∗.
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Since every summand on the right hand side of (4.25) is squarefree monomial ideal, in≺I(ζ(Ow))
is radical. Each of the irreducible components of in≺ζ(Ow) comes from a prime of K[zij ]
minimal over in≺ I(ζ(Ow)); fix such a prime. From above, it is of the form
(4.26)
n∑
k=1
IPk +
n∑
k=1
Irot(P k) + IP∗
for some collection of mini pipe dreams Pk, P
k as above. Identifying the grid of each Pk and
rot(P k) with its corresponding block in the snake, we can consider each Pk and rot(P
k) as a
pipe dream on a dy×dx grid which has cross tiles only in that block. We see that the prime in
(4.26) is equal to IP where P = P∗∪ (
⋃n
k=1 Pk)∪ (
⋃n
k=1 rot(P
k)). By construction, the mini
pipe dream of P extracted from block βk is Pk, and δ(Pk) = c(wk). Similarly, the mini pipe
dream of P extracted from block αk is rot(P
k), and δ(rot(rot(P k))) = δ(P k) = c(rot(wk)),
so we have by Lemma 2.21 that π(P ) = w(P ) = w. 
Theorem 4.27. A bipartite type A quiver locus Ω ⊆ rep degenerates to a reduced union of
products of northwest and southeast of matrix Schubert varieties. In particular:
(4.28) Ω˜(0) =
⋃
w∈W (Ω)
Ow.
Proof. We first show that the scheme Ω˜(0), which is reduced by Proposition 4.12, is a union
of some collection of Ow. By Proposition 4.6 and Lemma 4.7, Ω˜(0) is a union of B+×T B−
orbits. As the groups B+×B− and B+×T B− have the same orbits in rep (which is proven
just as in the equioriented case [KMS06, Prop. 3.4]), we see that Ω˜(0) is a union of B+×B−
orbits. Thus, each irreducible component is a B+×B− orbit closure, which by Lemma 4.20
is equal to some Ow. Let J denote the set of lacing diagrams which index the irreducible
components of Ω˜(0). We will show that J =W (Ω).
Let w ∈ W (Ω). Since w ∈ Ω = Ω˜(1), Lemma 4.18 implies that w ∈ Ω˜(0), so its
G˜L(0)-orbit closure Ow is contained in Ω˜(0). We know that codimrepOw = |w| for any
w by [MS05, Prop. 15.30]. On the other hand, (2.3) and Lemma 4.3(b) imply that this is
equal to the codimension in rep of any irreducible component of Ω˜(0). Therefore Ow is an
irreducible component of Ω˜(0), showing that W (Ω) ⊆ J .
Next suppose that w ∈ J . Since ζ(Ow) ⊆ ζ(Ω˜(0)), we have that
(4.29) in≺ ζ(Ow) ⊆ in≺ ζ(Ω˜(0)) = in≺ Yv(Ω),
where the equality is the geometric version of (4.13). Observe that the dimensions of both
sides of (4.29) are equal, since Ow is an irreducible component of Ω˜(0) and ζ is a closed
embedding, and families determined by monomial orders are flat [Eis95, Thm. 15.17]. Now
take an irreducible component of in≺ ζ(Ow) of maximal dimension, which by Lemma 4.23
is of the form Spec(K[zij ]/IP0) with P0 a pipe dream satisfying w(P0) = w. By the
dimension observation, this is also an irreducible component of in≺ Yv(Ω). On the other
hand, the geometric translation of [WY12, Thm. 3.2] tells us that all irreducible components
of in≺ Yv(Ω) are of the form Spec(K[zij ]/IP ) for some P ∈ RP(v0, v(Ω)). Since IP0 = IP
if and only if P0 = P , we find that P0 ∈ RP(v0, v(Ω)). Proposition 4.16 then implies that
w = w(P0) ∈W (Ω), completing the proof. 
We end by extracting a corollary of the above proof, which we need in the next subsection.
It is a bipartite analogue of [KMS06, Cor. 6.18].
Corollary 4.30. If w ∈W (Ω), then there exists P ∈ RP(v0, v(Ω)) such that w(P ) = w.
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Proof. Let w ∈W (Ω) be given. Then Ow is an irreducible component of Ω˜(0) by Theorem
4.27. The pipe dream P0 from the last paragraph of the proof of Theorem 4.27 therefore
satisfies P0 ∈ RP(v0, v(Ω)) and w(P0) = w as desired. 
4.6. Bipartite component formula. To each lacing diagram w = (wn, w
n, . . . , w1, w
1)
for a bipartite type A quiver, we assign the following product of double Grothendieck
polynomials as a shorthand:
(4.31) Gw(t; s) =
(
n∏
k=1
Gwk(t
k; sk)
)
·
(
n∏
k=1
Grot(wk)(t˜
k−1; s˜k)
)
.
By Lemma 2.16, and (2.19) this is equal to Krep(Ow; s, t).
Recall that the Mo¨bius function of a finite poset T is the (unique) function µ : T → Z
such that
∑
x≥y µT (x) = 1 for all y ∈ T . It is typically used in the following way: for x ∈ T ,
we define “open” and “closed” characteristic functions
(4.32) χ◦x(y) =
{
1 y = x
0 y 6= x,
χx(y) =
{
1 y ≤ x
0 y 6≤ x.
By inclusion-exclusion, we can write the constant function taking value 1 on T as
(4.33) 1T =
∑
x
χ◦x =
∑
x
µT (x)χx.
Theorem 4.34 (Bipartite component formula). For any bipartite type A quiver locus Ω,
we have
(4.35) KQΩ(t/s) =
∑
w∈KW (Ω)
(−1)|w|−codim(Ω)Gw(t; s).
Proof. By Lemma 4.3(a), we have KQΩ(t/s) = Krep(Ω˜(0); s, t). Define the subset of lacing
diagramsM := {w | Ow ⊆ Ω˜(0)}, and partially order it by w ≤ w
′ if and only if Ow ⊆ Ow′ .
So the maximal elements of M correspond to the irreducible components of Ω˜(0). The
collection of closed subvarieties {Ow ⊆ Ω˜(0)} has the intersect-decompose property of
[Knua] because the intersection of any collection of matrix Schubert varieties is a union of
matrix Schubert varieties. The hypotheses of [Knua, Thm. 1] are satisfied by this collection
because it can be simultaneously compatibly Frobenius split [Knub, §7.2], so we get
(4.36) Krep(Ω˜(0); s, t) =
∑
w∈M
µM(w)Krep(Ow; s, t).
To compute this Mo¨bius function, we pass to the pipe complex of [WY12, §3]. Let
∆ := ∆v0,v(Ω) be the set of pipe dreams on a dy × dx rectangle which contain a reduced
pipe dream for v(Ω). The partial order on ∆ is determined by reverse containment of
pipe dreams. Considering ∆ as a simplicial complex, its maximal faces are the elements
of RP(v0, v(Ω)). Since every element of ∆ contains a pipe dream for v(Ω), every element
contains P∗ by Lemma 3.5, and the operation π of §4.4 gives a map π : ∆ → Sd, which is
order preserving when we take reverse (strong) Bruhat order on each factor of the target.
Recall from §4.4 that we consider the set of lacing diagrams of dimension vector d as a
subset of Sd. This identification respects the partial orders, so M is naturally a subposet
of Sd. We now describe the image π(∆) =: SΩ ⊆ Sd. The maximal elements of ∆ are
P ∈ RP(v0, v(Ω)), and π(P ) = w(P ) is a minimal lacing diagram by Lemma 4.15 and
Proposition 4.16. On the other hand, every minimal lacing diagram for v(Ω) is in the image
of π by Corollary 4.30, so by Theorem 4.27 the maximal elements of SΩ are exactly the
maximal elements of M. Clearly ∆ has a unique minimal element P0 where the entire
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dy × dx grid is filled with cross tiles, and π(P0) is the lacing diagram consisting of partial
permutation matrices filled with 0s, the unique minimal element ofM. This shows that SΩ
is the intersection of the down-ideal of Sd generated by all minimal lacing diagrams with
the up-ideal generated by π(P0), and all of M is contained in SΩ.
It is straightforward to check that the containment of posets M ⊆ SΩ satisfies the
hypotheses of [Knua, Lem. 2] (keeping in mind that we use reverse Bruhat order), so this
implies that µSΩ(v) = µM(v) for v ∈ M and µSΩ(v) = 0 for v /∈ M. Taken together, the
reductions above yield the following equation, showing that it is enough to compute µSΩ .
(4.37) KQΩ(t/s) =
∑
w∈M
µSΩ(w)Gw(t; s)
The map π induces a map on rings of Z-valued functions π∗ : Z[SΩ]→ Z[∆]. By [WY12,
Prop. 3.3] via [KM04, Thm. 3.7], we see ∆ is homeomorphic to a ball (since there is a unique
pipe dream for v0), and its Mo¨bius function is
(4.38) µ∆(P ) =
{
(−1)codim∆ P if δ(P ) = v(Ω)
0 otherwise.
Applying (4.33) in Z[∆] then gives
(4.39) 1∆ =
∑
P∈∆
χ◦P =
∑
P∈P(v0,v(Ω))
(−1)codim∆ PχP .
Similarly, in Z[SΩ] we have the expression
(4.40) 1SΩ =
∑
v∈SΩ
χ◦v =
∑
v∈SΩ
µSΩ(v)χv
which gives another way of writing
(4.41) 1∆ = π
∗(1SΩ) =
∑
v∈SΩ
µSΩ(v)π
∗(χv).
To compare this with (4.39), we need to express π∗(χv) in the basis {χP }. Setting ∆(v) :=
{P ∈ ∆ | π(P ) ≤ v}, by the definitions then Mo¨bius inversion we have that
(4.42) π∗(χv) = 1∆(v) =
∑
P∈∆
π(P )≤v
χ◦P =
∑
P∈∆
π(P )≤v
µ∆(v)(P )χP .
To compute µ∆(v)(P ), write v = (vn, v
n, . . . , v1, v
1) as in §4.4 and notice ∆(v) is a product
of pipe complexes
(4.43) ∆(v) =
n∏
i=1
∆αi(v
i)×∆βi(vi)
where ∆αi(v
i) is the complex of pipe dreams on a d(yi−1)×d(xi) grid which contain a pipe
dream for vi, and similarly for ∆βi(vi). Thus, ∆(v) is also homeomorphic to a ball and its
Mo¨bius function can be computed in each factor as in (4.38). We get
(4.44) µ∆(v)(P ) =
{
(−1)codim∆(v) P π(P ) = v
0 π(P ) 6= v.
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Substituting (4.42) and (4.44) into (4.41) we get
(4.45)
1∆ =
∑
v∈SΩ
µSΩ(v)
 ∑
P∈∆
π(P )=v
(−1)codim∆(v) PχP
 = ∑
P∈∆
µSΩ(π(P ))(−1)
codim∆(pi(P )) PχP .
Comparing the coefficient of χP in (4.39) and (4.45) we find
(4.46) µSΩ(π(P )) =
{
(−1)codim∆ P−codim∆(pi(P )) P if P ∈ P(v0, v(Ω))
0 otherwise.
Since π(∆) = SΩ, this computes µSΩ(v) for all v ∈ SΩ. In particular, the sum (4.37)
simplifies to a sum over w such that there exist P ∈ P(v0, v(Ω)) with π(P ) = w under the
identification ofM with a subposet of SΩ. By results of Buch, Fehe´r, and Rima´nyi ([Buc05,
Lem. 6.2] and [BFR05, Thm. 3]), this is equivalent to summing over all K-theoretic lacing
diagrams for Ω◦.3
It remains to simplify the exponent of −1 in (4.46). We have codim∆ P = |P | − ℓ(v(Ω))
by definition, and applying the analogue of this to each factor of ∆(v) gives codim∆(v) P =
|P \ P∗| − |v| for v = π(P ). Therefore, we can simplify codim∆ P − codim∆(π(P )) P to
(4.47) (|P | − ℓ(v(Ω))) − (|P \ P∗| − |v|) = |v| + |P∗| − ℓ(v(Ω)) = |v| − codimΩ,
where the last equality uses |P∗| = ℓ(v∗) and (2.12). This completes the proof. 
5. Generalizing the formulas to arbitrary orientation
5.1. Reduction to the bipartite setting. In this section, we recall the connection be-
tween type A quiver loci in the arbitrarily oriented and bipartite settings. We use this
to prove the main formulas of the paper via straightforward substitutions into our bipar-
tite formulas. Since we work with more than one quiver and dimension vector, these are
reinstated to the notation.
Our notation for a type A quiver of arbitrary orientation Q will be Q0 = {1, . . . ,m} and
Q1 = {γ1, . . . , γm−1}, with the arrow γi connecting vertices i and i + 1. A vertex i is to
the left of a vertex j if i > j, and similarly with arrows. Given such a quiver, we obtain an
associated bipartite quiver Q˜ by inserting a “backwards” arrow in the middle of each path
of length 2. Rigorously, for each length two path in Q we double the vertex in the middle
and create a new arrow by defining sets of added vertices and arrows
Q′0 = {i
′ | hγi = tγi−1 or tγi = hγi−1} Q
′
1 = {γ
′
i | hγi = tγi−1 or tγi = hγi−1}.
We set Q˜0 = Q0
∐
Q′0 and Q˜1 = Q1
∐
Q′1. Added arrows will sometimes be called inverted
arrows, and anything indexed by them (e.g., blocks of the snake region) can be referred to
as inverted. The tail and head functions for Q˜ are illustrated by the diagrams:
i+ 1
γi
−→ i
γi−1
−−−→ i− 1 in Q yields i+ 1
i′
i
i− 1
γi γ
′
i γi−1 in Q˜
i+ 1
γi
←− i
γi−1
←−−− i− 1 in Q yields
i+ 1
i′
i
i− 1γi γ
′
i γi−1 in Q˜.
We define ν : Q˜0 → Q0 by ν(i
′) = ν(i) = i for i ∈ Q0 and i
′ ∈ Q′0.
3Their work is in the equioriented case but readily generalizes to arbitrary orientation.
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For example, a type A quiver Q and its associated bipartite quiver Q˜ are below.
(5.1) Q = 6
5
4
3
2
1
γ3 γ2
γ4 γ1γ5
(5.2) Q˜ =
6
5
4′
4
3
2′
2
1
γ5
γ4
γ′4
γ3
γ2
γ′2
γ1
Given a dimension vector d for Q, define a dimension vector d˜ for Q˜ as the natural lifting
d˜(z) := d(ν(z)) for z ∈ Q˜0, noting that d˜(ta) = d˜(ha) when a ∈ Q
′
1 is an added arrow.
Consider the closed embedding σ : repQ(d)→ repQ˜(d˜) defined by
(5.3) σ ((Vγk)1≤k≤m−1) = (Wa)a∈Q˜1 , where Wa =
{
Vγk a = γk ∈ Q1
1
d˜(ta)
a ∈ Q′1.
As usual, 1k denotes a k× k identity matrix. Note that σ is equivariant with respect to the
natural inclusion GL(d) →֒ GL(d˜) defined by
(5.4) (gi)i∈Q0 7→ (hz)z∈Q˜0 , hz = gν(z).
If Ω ⊆ repQ(d) is an orbit closure, let Ω˜ ⊆ repQ˜(d˜) be the orbit closure GL(d˜) · σ(Ω)
4. By
[KR15, Thm. 5.3], the ring map σ♯ : K[rep
Q˜
(d˜)] → K[repQ(d)] induces an isomorphism
of the coordinate rings K[Ω] ≃ K[Ω˜]/ker(σ♯), and codimΩ = codim Ω˜. Note that the
codimension on the left side (resp. right side) of the equality is in repQ(d) (resp. repQ˜(d˜)).
We now establish notation for the multigrading of K[repQ(d)] defined in §2.7. For i ∈ Q0,
define an alphabet ui = ui1, . . . , u
i
d(i), and denote the concatenation of these alphabets by
u = u1, . . . ,um. For left pointing k+1
γk←− k, the coordinate function picking out the (i, j)-
entry of the matrix Vγk is given degree u
k
i − u
k+1
j , and for right pointing k + 1
γk−→ k, the
coordinate function picking out the (i, j)-entry of the matrix Vγk is given degree u
k+1
i − u
k
j .
We fix an identification of Q˜ with a bipartite quiver whose vertices and arrows are labeled
as in the previous sections of the paper. Let d˜ be the total dimension of d˜ and d the total
dimension of d. As before, we can identify the group which grades K[rep
Q˜
(d˜)] with the
free abelian group on the concatenated alphabet s, t, and this group is isomorphic to Zd˜.
Similarly, the group which grades K[repQ(d)] is identified with the free abelian group on
u, and is isomorphic to Zd. Our identification of Q˜ with a bipartite quiver having vertices
labeled as in previous sections allows us to use the notation ν(xi) and ν(yi) to specify
vertices of Q, and define a quotient morphism of abelian groups sub : Zd˜ → Zd by
(5.5) sij 7→ u
ν(xi)
j , t
i
j 7→ u
ν(yi)
j .
The map sub defines a Zd-grading of K[rep
Q˜
(d˜)], which is a coarsening of our usual Zd˜-
grading. In Figure 7 we have labeled the block rows and columns of the image of ζ ◦ σ to
show how sub interacts with the Zelevinsky map.
4Throughout this section, Ω˜ denotes a single, lifted orbit in the single, lifted space r˜ep, not a family of
orbits in a family of spaces as in §4.
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ζ(σ(V )) =
0 0 0 Vγ1 1d(1)
0 0 Vγ2 1d(2) 1d(2)
0 1d(4) Vγ3 0 1d(4)
Vγ5 Vγ4 0 0 1d(5)
1d(6)
1d(4)
1d(3)
1d(2)


u1 u2 u4 u5u2u3u4u6
u1
u2
u4
u5
u6
u4
u3
u2
0
Figure 7. The image of ζ ◦ σ for the example (5.1).
The above definitions are made so that the map on coordinate rings
(5.6) σ# : K[rep
Q˜
(d˜)]→ K[repQ(d)]
is compatible with sub, that is, the degree of σ#(f) is sub of the degree of f for any
polynomial f which is homogeneous with respect to our Zd˜-grading of K[rep
Q˜
(d˜)]. This is
a consequence of the GL(d)-equivariance of the map σ (see (5.4)).
The map sub of abelian groups induces a map from the ring of Laurent polynomials in
the concatenated alphabet t, s to the ring of Laurent polynomials in the alphabet u.
Finally, we write KQΩ(u) (resp., QΩ(u)) for the K-polynomial (resp., multidegree) of Ω
with respect to its inclusion in rep and the multigrading described above.
Proposition 5.7. For any quiver locus Ω ⊆ repQ(d), we have KQΩ(u) = sub(KQΩ˜(t/s)).
Proof. Taking a Zd˜-graded free resolution of K[Ω˜] over K[rep
Q˜
(d˜)] and reducing modulo
ker(σ#) yields a Zd-graded free resolution of K[Ω] over K[repQ(d)]. The proof of this fact
is the same as the equioriented case [MS05, Prop. 17.31], essentially relying on the fact
that type A orbit closures are Cohen-Macaulay [BZ02, KR15]. Since the K-polynomial of
Ω can be computed as an alternating sum of the K-polynomials of the terms in a finite
multigraded free resolution [MS05, Def. 8.32], this reduces the proposition to the case of
free modules, which is exactly the statement that (5.6) is compatible with sub. 
Remark 5.8. The reader familiar with equivariant K-theory may observe that Proposition
5.7 is an algebraic way of stating that the equivariant K-class of Ω is obtained by pulling
back the equivariant K-class of Ω˜ along the GL(d)-equivariant map σ. 
5.2. Formulas in arbitrary orientation. We now generalize our formulas to arbitrary
orientation. We only prove the K-polynomial versions, the multidegree formulas following
from this as usual.
Theorem 5.9 (Ratio formula). Let Q be a type A quiver of arbitrary orientation, Ω ⊆
repQ(d) a quiver locus, and Ω˜ ⊆ repQ˜(d˜) the associated bipartite quiver locus. Then:
(5.10) KQΩ(u) =
sub(G
v(Ω˜)(t, s; s, t))
sub(Gv∗(t, s; s, t))
and QΩ(u) =
sub(S
v(Ω˜)(t, s; s, t))
sub(Sv∗(t, s; s, t))
.
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Proof. Applying Proposition 5.7 to (3.3) for Ω˜, the only thing we need to check is that
the denominator is nonzero. But sub(Gv∗(t, s; s, t)) = sub
(
(1− t/s)P∗
)
as in the proof
of Theorem 3.7, which could only be zero if P∗ has a cross tile in a position with row
label tij and column label s
k
l and sub(t
i
j) = sub(s
k
l ). By (5.5), the latter could occur only
when ν(xi) = ν(yi), which would require P∗ to have a cross tile in an inverted block, so in
particular a block in the snake region. But P∗ has no cross tiles in the snake region. 
Let d˜x =
∑
i d˜(xi) and d˜y =
∑
i d˜(yi). Identifying a d˜y × d˜x grid with the northwest
quadrant of the target of ζ ◦σ, we get a labeling of rows and columns of the grid by elements
of u as in Figure 7. To be precise, let urow = (urowi )1≤i≤dy (resp. u
col = (ucoli )1≤i≤dx) denote
the list obtained by applying sub to the entries of the alphabet t (resp. s). Label the rows
of the d˜y × d˜x grid by u
row and columns by ucol, so that each pipe dream P on this grid
determines a term (1 − urow/ucol)P as in §2.9, which is clearly equal to sub
(
(1− t/s)P
)
.
Define a partition P(v0, v(Ω˜)) = G∪B into “good” and “bad” pipe dreams where G consists
of pipe dreams P such that all (i, j) ∈ P \P∗ are in blocks of the snake region corresponding
to arrows of Q, and B consists of those with at least one cross tile in an inverted block.
Theorem 5.11 (Pipe formula). For a type A quiver Q of arbitrary orientation, the K-
polynomial of a quiver locus Ω ⊆ repQ(d) is given by
(5.12) KQΩ(u) =
∑
P∈G
(−1)|P\P∗|−codimΩ (1− urow/ucol)P\P∗ .
The formula for QΩ(u) is obtained by replacing (1−u
row/ucol) with (urow−ucol), with the
sum taken over reduced pipe dreams in G.
Proof. Applying Proposition 5.7 to (3.8) for Ω˜, we need to both simplify the exponent of
−1 in the formula, and also show that the sum of terms indexed by B is zero after applying
sub. The simplification of the exponent follows from the equality codim Ω˜ = codimΩ.
Fix consideration of a single inverted block, say corresponding to the arrow βr of Q˜ (the
case of αr is similar). Define an equivalence relation ∼ on B by declaring P1 ∼ P2 exactly
when P1 and P2 have the same elements (i, j) outside of the βr block. This gives a partition
B =
∐
k Bk, where each Bk is an equivalence class. Further partition each Bk into subsets
Bk(w) indexed by permutations w 6= id, such that P ∈ Bk(w) if and only if the Demazure
product of the restriction of P to the designated block is w. Then by [BR04, Thm. 2.1] the
sum of terms in (3.8) over P ∈ Bk(w) has the factor Gw(t
r; sr), where tr, sr are the subsets
of t, s as in §2.7. Applying sub to this and noting that ν(yr) = ν(xr) since βr is inverted
yields
(5.13) Gw(u
ν(yr);uν(xr)) =
{
1 if w = id,
0 if w 6= id.
by [BR04, Cor. 2.4]. Repeating over all inverted blocks completes the proof. 
Remark 5.14. The last statement of the theorem gives a simplification of existing formulas
in the literature for the equioriented case. Namely, the sums of [KMS06, “Pipe formula” p.
236] for multidegrees and [Mil05, Thm. 3] for K-polynomials can be taken over fewer pipe
dreams (those with no cross tile on the block antidiagonal, in the setup of those papers). 
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We finally arrive at the component formula. To each lacing diagram w = (wi)i for Q,
where wi is associated to γi ∈ Q1, we define
(5.15) Gw(u) =
∏
γi−→
Gwi(u
i+1;ui)

∏
γi←−
Grot(wi)(u˜
i; u˜i+1)

where the first product is taken over right pointing arrows and the second over left pointing
arrows.
Theorem 5.16 (Component formula). For a type A quiver Q of arbitrary orientation, the
K-polynomial of a quiver locus Ω ⊆ repQ(d) is given by
(5.17) KQΩ(u) =
∑
w∈KW (Ω)
(−1)|w|−codimΩGw(u).
The formula for QΩ(u) is obtained by replacing each G with S and KW (Ω) with W (Ω).
Proof. Applying Proposition 5.7 to (4.35) for Ω˜, we a priori have a sum over KW (Ω˜). Let
βr be an inverted arrow of Q˜ (the case of αr is similar) and let w˜ ∈ KW (Ω˜). Then the factor
of sub(Gw˜(t; s)) corresponding to βr is of the form Gw(u
ν(yr);uν(xr)) for some permutation
w. Since βr is an inverted arrow, ν(yr) = ν(xr), and Gw(u
ν(yr);uν(xr)) is 0 unless w = 1
as in (5.13). Applying this reasoning to all inverted arrows, we see that sub(Gw˜(t; s)) = 0
unless w˜ has no crossings over inverted arrows. The set of such w˜ is clearly in bijection with
KW (Ω) by contracting the lace edges over inverted arrows and identifying the vertices at
each end. Given such w˜, denote by w the contraction: then (5.13) along with the definition
(4.31) shows that sub(Gw˜(t; s)) = Gw(u). Furthermore, for such w˜ we have that w˜ is
minimal if and only if w is, so |w˜| = |w| implies that codim Ω˜ = codimΩ, completing the
proof. 
Figure 8. Minimal lacing diagram for Q from contracting inverted arrows
Continuing our running example, we take dimension vector d = (d(6), . . . ,d(1)) =
(0, 2, 2, 3, 2, 1) for the quiver Q in (5.1). Then, ignoring the vertex where d is 0, the associ-
ated bipartite quiver Q˜ is the same as in the running example from previous sections (2.2).
The bipartite Q˜-lacing diagram of Figure 1 has no crossings over inverted arrows, so we
may contract them. In Figure 8, we see the corresponding Q-lacing diagram for this orbit
and its extension.
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