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 Recent work with the spectrum-parted linked image test (SPLIT) uses polarization 
with Fourier-based peak detection to qualify pixels for attributed scattering center (ASC) 
extraction from synthetic aperture radar (SAR) phase history data. SPLIT is a two-stage, 
non-linear technique to extract ASCs. The first stage qualifies pixels for ASC attribution, 
but suffers from imaging sidelobe energy. Error in pixel qualification propagates to stage 
two: pixel attribution. In this work, a new ASC extraction method is proposed.  It is based 
on 2-D Prony method and motivated by SPLIT.  Position estimation performance of 
SPLITs local peak detection is compared to the 2-D Prony method. 2D-Prony achieves up 
to 70 percent accuracy at 20dB signal-to-noise while local peak detection achieves up to 
20 percent correct pixel qualification.  In addition, correct pixel attribution for primitive 
shapes is shown to achieve 80 percent using 2-D Prony method and up to 98 percent 
using local peak detection. Although seemingly contradictory results, physical reasoning 
may explain the lower correct qualification rate with a higher attribution rate.  Lastly, we 
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I.  INTRODUCTION 
1.1 Synthetic Aperture Radar Imagery 
 Synthetic aperture radar (SAR) is a tool used for a variety of applications.  SAR 
can be used for surveillance, ground penetrating radar, and interferometry to name a few.  
SAR has the advantage of all day and all weather use, making it perfect for instances 
where photography cannot be used. 
 As its name implies, SAR synthesizes a large aperture rather than a single antenna 
aperture.  In the case of airborne SAR, the radar is placed on an aircraft.  The antenna is 
pointed toward the scene center and the radar transmits a signal.  Once the radar wave is 
reflected from the scene and returns to the radar, changes in signal phase occur as the 
radar position changes.  This received signal is mixed with the transmitted signal to an 
intermediate frequency, recovering the phase change.  This change in phase is stored 
indirectly as complex voltage and is known as SAR phase history data.  The process is 
repeated a number of times at equal distances for circular SAR, creating the synthetic 
aperture [1].  SAR phase history can then be used to form the image.  An imaging 
operator is applied to the phase history data to form the image.  Then an analyst can view 
the resulting image to try to resolve objects that may be present. 
 
1.1.1 SAR Feature Extraction 




Figure 1: Normalized SAR image (in dB) of a Toyota Tacoma truck from the Air Force 




many situations.  As an example, interferometric SAR is a widely known technique using 
two sets of phase history measurements at different look angles to map the topography of 
a scene.  Another use of the synthetic aperture concept is in conjunction with ground 
penetrating radar (GPR).  GPR imaging has found application in geology, archeology, 
and buried explosives [2, 3].   Looking for characteristics, or features, of certain terrain 
types, or buried objects, in an image provides valuable information that may not be seen 
by the eye.  Hence, much work has been done with feature extraction using SAR phase 
history. 
 One approach way to extract features from SAR is to use polarimetric SAR [5, 6].  
The electromagnetic fields emitted by the radar are emitted by two antennas.  The 
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antennas are placed so that their electric fields are orthogonal to each other.  The different 
polarization channels are useful because the phase of the emitted wave changes when it 
bounces off of an object.  At the receiver, a reflected wave’s polarization will have 
changed based on the number of bounces in its path.  Using this behavior, polarimetric 
SAR phase history provides additional information about the imaged scene.  This 
information can play a critical role in feature extraction.  Polarimetric SAR often uses 
two antennas, where one antenna is rotated 90 degrees from the other about the radar 
line-of-sight to the scene center.  Using this configuration gives two co-polarization 
channels and two possible cross polarization channels.  Polarimetric SAR has been 
shown to enable the extraction of simple shape features from the scene.  This additional 
information can aid analysts or algorithms in possible target classification. 
 
1.2 SAR-Based Automatic Target Recognition 
 In SAR an activity of interest is the classification of targets.  More specifically, 
the classification of targets without the need of an analyst going over the image and 
applying their knowledge or giving their best guess of what a target actually is.  While 
this may be necessary in some cases, for an individual to pour over thousands of images 
is very time consuming, especially in circumstances where time is a crucial factor.  To 
help reduce this time to a minimum, an algorithm could be very useful for processing the 
SAR phase history data to help identify the target completely or aid in the analysts’ 
decision making.  One approach is the use of attributed scattering center (ASC) models 
for SAR feature extraction [4, 5]. 
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 Canonical shapes have distinct electromagnetic scattering behavior.  When used 
in classification, primitive scatterers are known as attributed scattering centers (ASC).  
ASC’s present a way to extract target shape features based on the ASC scattering 
response to frequency, polarization, aspect, and location [5-7].  ASC models are defined 
for both monostatic and bistatic radar cases [6].  As an example, the Spectrum Parted 
Linked Image Test (SPLIT) algorithm extracts these features from the polarimetric SAR 
phase history [8].  SPLIT extracts the canonical shapes listed in Table 1 from SAR phase 
history; which may help identify target features.  In [7], the number of these shapes 
extracted from the target is proposed as a feature for classifying commercial vehicles.  
Throughout this document, we will refer to the ASC models presented by Jackson, 
Rigling and Moses [5-7] as the JRM models. 
 
 
1.2.1 SPLIT Feature  Extraction 
 SPLIT operates on fully polarimetric radar data in an attempt to extract target 
features in a given scene.  An example of the image of a horizontal dihedral returned 
from SPLIT is shown in Figure 2.  As the SAR phase history data is being used to form 
the image, subimages are processed.  Pixels in each subimage that are local maxima are  
 
Table 1:  Canonical shapes and their ideal feature vectors. 
 
Canonical Shape 
Ideal Feature Vector 
[Frequency, Odd Bounce, Even Bounce] 
Trihedral [2,1,0] 
Vertical Dihedral [2,0,1] 
Vertical Cylinder [1,1,0] 
Top-Hat [1,0,1] 
Sphere/Plate [0,1,0] 
Horizontal dihedral [0,0,1], [-1,0,1], [-2,0,1] 
Horizontal cylinder [-1,1,0], [-2,1,0] 
Horizontal Edge/Wire [-2,0.5,0.5] 




Figure 2:  Attributed image from SPLIT.  Scene includes one dihedral with its boresight 
at zero degrees.  Phase history generated using the JRM models. 
 
selected as potential pixels of interest with the idea that a true pixel of interest will be 
present as a local maximum in each subimage [7].  SPLIT takes these pixels of interest 
and estimates their frequency and polarization parameters.  The frequency parameter is 
estimated using an iterative curve fitting method while the polarization parameters are 
estimated using Krogager decomposition.  The frequency and polarization parameters 
represent the frequency response and the odd and even bounces in the returned signal.  To 
estimate the polarization parameters, the two co-polarization channels are used and one 
cross polarization channel is needed.  The final values of these parameters are computed 
using a weighted average of all values from all subbands [5].  See Table 2 and 3 for 




Table 2:  SPLIT approach for pixel qualification 
SPLIT-Approach Select qualifying scattering centers 
Input Phase history data, {𝐒}𝜅 
{𝐒}𝜅 = 𝐬𝜅 = [𝑠𝜅(𝑘1), 𝑠𝜅(𝑘1),… , 𝑠𝜅(𝑘𝑁)]
𝑇 
Output Potential scattering center locations, {𝒅} 
{𝒅} = [(𝑑𝑥𝑖 , 𝑑𝑦𝑖), … , (𝑑𝑥𝐼 , 𝑑𝑦𝐼)]    for 𝑖 = 1, 2, … , 𝐼 scatterers 
Corresponding pixel intensities 
{𝒈} = {𝑔𝑖,𝑚} for 𝑖 = 1,2,… , 𝐼scatterers 
Start Construct 𝑚 overlapping half-band subdomains and form 𝑚 subimages 
For each Image 
 Apply filter 
 
 Locate regional maxima and set to one, zeroes elsewhere, creating 
matrices, 𝑫𝑚 
end  
 Multiply each 𝑫𝑚 element by element 
𝑫 = 𝑫1□𝑫2□…□𝑫𝑚 
  
Record locations of ones in resulting matrix 𝑫, which are the qualified 
pixels, {𝒅} 
 
Table 3: SPLIT approach for pixel attribution. 
SPLIT-Approach Estimate Parameters 
Input Pixel intensities, {𝒈𝑖} 
Scattering center locations, {𝒅} 
Output Primitive-location pairs 
For each Potential peak, 𝑖 
 Estimate frequency, 𝛼𝑖 using SPLIT iterative curve fit 
 
 Estimate polarization parameters 𝜅𝑖 = [𝜅𝑜, 𝜅𝑒] using polarization 
scattering basis  
 
 Classify scatterer as primitive type, 𝑝𝑖, using SPLIT feature space 
 Store primitive-range pairs, {𝑷} 








Figure 3:  Feature space used to attribute extracted scattering centers in SPLIT.  Legend 
subscripts denote orientation of the primitive. 
 
1.2.2 SPLIT Feature Vector for Pixel Attribution 
 To extract the ASCs from the image, SPLIT uses a feature vector [7], formed 
from three parameters.  The three parameter estimates: frequency, even, and odd bounce 
are compared against the feature space, shown in Figure 3.  The colored subspaces 
distinguish different canonical shapes.  Using only frequency or polarization parameters 
alone causes ambiguities in extraction.  Using frequency and polarization parameters 
together, the shapes can be discerned from one another leading to a more accurate 
description of the target.   Each shape has a particular response that differs from others.  
For example, the odd and even bounce parameters are calculated from the normalized 
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scattering intensities.  A dihedral will present with a stronger even bounce than an odd 
bounce component.   
The ideal feature vectors for the canonical shapes are listed in Table 1 [6].  As 
shown, a flat plate would ideally not have an even bounce component since there is only 
one reflection in the path of the radar wave.  It is invariant to frequency, like spheres, so 
its frequency response is zero.  The feature vector for the vertical dihedral shows the 
quadratic frequency response, a zero value in the odd bounce parameter, and a one for the 
even bounce parameter.  This shows the scattered wave from the dihedral is reflected 
twice before returning to the receiver. 
Comparing these extracted feature vectors against the feature space in Table 1 
allows SPLIT to make a decision on the type of scattering center present.  One problem 
that can occur is when a feature vector lies on or near a boundary in the feature space.  
Should this happen, SPLIT could make the decision on a particular shape that is 
incorrect.  As an example, if the primitive in the image is actually a horizontal edge but 
its odd and even bounce parameter estimations vary from the ideal feature vector then 
SPLIT could possibly make the decision that it is a horizontal cylinder.  Or, maybe the 
measurements are such that SPLIT decides the horizontal edge is a helical. 
 
1.3 ASC Extraction Challenges 
 In SPLIT, ASC extraction is a non-linear process.  Pixels are attributed based on 
the feature vector which is compared to the feature space.  The frequency and 
polarization responses are estimated from the pixels and are used to form the feature 
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vector.  But one must first estimate which pixels to attribute.  Hence, SPLIT uses a two 
stage approach:  
 1) qualify pixels for attribution;  
 2) estimate signal parameters from qualifying pixel energy.   
Clearly, pixel qualification affects parameter estimation and subsequent pixel attribution.  
In SPLIT, local peak persistence across subimages qualifies pixels. 
 The possibility exists that scatterers could be distributed across multiple pixels.  
Distributed scatterers could have their energy distributed across pixels leading to multiple 
pixels being attributed for the same scatterer or misattribution because of the distribution.  
Current local peak detection methods are limited to the imaging operator resolution.  The 
sub-pixel location of the scatterer could be closer to the boundary of a pixel rather than 
the center.  Thus, the pixel values should be interpolated to the location of the scatterer 
rather than taking a “boundary” scatterer and assigning it an intensity value that is greater 
or less than its true value.  Again, possibly creating another misattribution. 
 
1.4 Thesis Proposal 
 Here, we investigate the pixel qualification stage of SPLIT to determine if the 
method of pixel qualification has a significant effect on feature vector estimates and the 
subsequent scattering center attribution.  The current method of pixel qualification uses a 
3x3 window that slides across each subimage.  The highest pixel value in the window is 
assigned a one and the rest are given zeroes.  This window slides through each subimage 
resulting in matrices of ones and zeroes.  These matrices are then multiplied element by 
element, computing one final matrix representing the pixels of interest.  The idea is that if 
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a “one” persists in each windowed subimage then it is likely that a feature can be 
extracted from the pixel. 
 However, different methods exist qualifying pixels.  These methods, while more 
complex, operate only on a single image and are not limited by the imaging operator 
(resolution and sidelobes).  Such methods include CLEAN-based algorithms, 2-D Prony 
method, and the Matrix pencil method.  These methods could improve the ability of 
SPLIT to extract features from true pixels and ignore false pixels that arise in the current 
method.  We propose the 2-D Prony method will provide more accurate parameter 
estimates in SPLIT than the local peak detection method leading to increased robustness 
in the pixel attribution stage. 
 
1.5 Organization 
 The organization of this thesis is as follows.  Chapter II will provide a review and 
in-depth look at the current methods of peak detection in imaging as well as a brief 
survey of the models behind the different approaches.  The 2-D Prony method will be 
explained in detail.  Chapter III will detail the approach to compare different pixel 
qualification methods with emphasis on the 2-D Prony method and local peak detection.  
Chapter IV will present the analysis and results of SPLIT-based image attribution for 
different primitives in SPLIT.  Chapter V will offer recommendations for future research 
with emphasis on measurement-based experiments.
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II.  PEAK DETECTION METHODS 
The SPLIT algorithm uses a local maximum search method to qualify pixels for 
ASC-based extraction.  SPLIT takes a 3 x 3 window and compares the pixel values in 
that window.  The pixel with the highest value in that window is assigned a value of one 
while the other pixels are given zeroes.  This window slides to another location and 
repeats this process.  The window slides throughout the entire subimage and the result is 
a matrix of zeroes and ones.  Once all the subimages have gone through this windowing 
operation the resulting matrices are multiplied together.  This operation means that only 
corresponding local maximum in each subimage will be chosen as pixels of interest.  The 
idea being that this will reduce the amount of false pixel attribution [8]. 
 A main advantage of this method is its simplicity.  In [9] the author found the 
current method used in SPLIT is capable of quickly processing the image.  The author 
was able to extract ASC’s in approximately 50ms for an image with 256 x 256 pixels.  
However, there are downsides to this method.  First, the method is limited by its size.  
For example, a 7 x 7 window size will have less room to move slide around the image 
since it is larger.  Therefore, the number of possible peaks detected may be smaller.  At 
the extreme, a 255 x 255 window size can slide horizontally and vertically one time for a 
total of four positions.  Thus, a maximum of four peaks in the image.  In adjusting the 
size, the window reaches a limit of effective size.  Second, if two targets lie in the same 
window, only the target with the largest return will register as a pixel for attribution.  This 
method can constrain the resolution of closely spaced and contiguous targets. 
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Not only will targets that are closely spaced suffer from this peak detection method, but 
pixels may qualify for classification that are false positives.  As an example, two targets 
may be closely spaced.  If they are spaced close enough, the possibility exists that their 
sidelobes could add constructively resulting in a pixel value that is higher than the pixels 
that represent the true targets.  This can result in incorrect target locations and the true 
number of targets can be lost.  The pixel qualification stage in SPLIT can be defined as 






where 𝑑 are pairs of qualified pixels, 𝑥𝑞𝑖 and 𝑦𝑞𝑖 are the locations of the qualified pixels 
in 𝑥 and 𝑦 respectively, 𝑚𝑗 are the subimages, 𝑃 is the peak detection operator, we use Π 
to denote the Hadamard product, and 𝐿 is an operator which qualifies only the resulting 
pixels equal to one. 






















The pixels representing true pixels of interest are in bold.  After the peak detection 






































where □ also denotes the Hadamard product.  This final operation leaves us with one 
pixel of interest with a resulting location pair (2,3).  This example is a case of sidelobes 
adding constructively and masking the true pixels of interest.  Using the JRM models, we 
test this sidelobe case using four spheres.  We used 4 spheres located at (±0.05, ±0.05) 
meters, a sphere located at the corners of a square.  Each sphere is has a diameter of 0.1 
meters.  We use frequencies of 8 to 12 GHz and 512 frequency samples.  Three 
subimages were formed in the calculation and the system was noiseless.  Figures 4 and 5 
show the geometry and results of the Hadamard product of the results from the local peak 
detection method.  One false peak, at pixel location (21,66), is detected and could be 
discarded during parameter estimation.  The center peak, at pixel location (33,34), is 
located at the center of the image where the spheres should be.  In [8] and [9], this peak 
detection process is explained further.  The same downside is present in other methods 
that will be examined later. 
 Ideally a method that eliminates all of these downfalls is desired.  However, there 
are tradeoffs for any method.  While one method may excel in computational efficiency it 
may lack the ability to distinguish closely spaced targets, and vice versa.  In this section 
other methods of peak detection for the pixel qualification stage in SPLIT will be 
examined by their strengths and weaknesses. 
 
2.1 The CLEAN Family of Algorithms 
  The “gold standard” of iterative extraction algorithms is the CLEAN algorithm. 
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Figure 4:  Collection geometry of sidelobe test using the JRM models. 
 
Figure 5:  Qualified pixels using the current local peak detection method of SPLIT.  




The CLEAN algorithm was originally developed to increase resolution of pictures of 
stars by astronomers.  CLEAN takes the brightest peak in the image and subtracts it from 
the main image using the point spread function (PSF) of the imaging system.  The peak 
value and location in the image are stored.  Then the process is repeated to find the next 
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highest peak in the image.  This process is repeated until some threshold is reached.  
Once the threshold is reached the peaks are placed in a “clean” image [9].  There are 
many forms of the CLEAN algorithm that attempt to address issues with the method [10-
12]. 
 
2.1.1 Coherent CLEAN 
The Coherent CLEAN algorithm [9] is one improvement on the basic CLEAN 
algorithm.  The difference is that the Coherent CLEAN takes the highest value in the 
image, 𝑚𝑜, and subtracts a weighted PSF.  From [9,10], 
 𝑚1 = 𝑚𝑜 − 𝛼 𝑝 (2) 
where 𝑚1 is the “cleaned” image, 𝛼 is a weighting function, and 𝑝 is the complex point 
spread function.  This weighted PSF is subtracted from the location of the image’s 
highest pixel value.  The weighting function 𝛼 is a fraction of the peak amplitude, 𝛼 is 
smaller than one for stability [9].  This method adds some complexity to the CLEAN 
algorithm but maintains the original purpose of CLEAN: subtracting the peak from the 
image as well as the peak’s sidelobes.  Subtracting these sidelobes allows other targets 
with weaker returns to be visible [9].  This process, as before, is repeated until some 
threshold is reached.  Then, the cleaned up image is formed. 
 A main issue with the Coherent CLEAN method of peak detection is that it relies 
on the targets in the imaged scene to be independent and isolated [9].  Therefore, if the 
targets in the scene are closely spaced then the ability of Coherent CLEAN to correctly 
identify targets and their locations is lost.  The issue, like that of the windowing method 
discussed earlier, is that the sidelobes of the targets in the image could add constructively  
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Figure 6:  Example of the first iteration of Sequence CLEAN with 𝑁 = 3 [10].  Sequence 




and create a peak value that is not representative of one target but the sidelobes of two or 
more targets  This issue results in false peaks and false peak locations.  It should be noted 
that the sidelobes of closely space targets could also add deconstructively, avoiding this 
problem. 
 
2.1.2 Sequence CLEAN  
 To address the issues of the Coherent CLEAN algorithm, the Sequence CLEAN 
algorithm was developed in [10].  Sequence CLEAN works on the assumption that a peak 
in an image could be the result of the constructive interference of the sidelobes of 
multiple, closely spaced, scatterers.  Sequence CLEAN then takes each of 𝑚 surrounding 
peaks, along with the PSF, and attempts to subtract the PSF in the correct sequence so 
that the maximum energy is removed from the location.  This sequencing helps to 
eliminate the possibility of selecting false peaks that are the result of closely spaced true 
targets.  In finding the correct order of PSF subtraction, Sequence CLEAN becomes a 
tree search algorithm [10].  The tree search nature of Sequence CLEAN means that the 
𝑚𝑘  
𝑚1𝑘  𝑚2𝑘  𝑚3𝑘  
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number of branches increases exponentially increases computation time.  However, 
Sequence CLEAN allows for a larger weighting of the complex point spread function.  
This weighting aids in terminating branches, allowing the algorithm to calculate fewer 
branches [1, 11].  Sequence CLEAN continues until all targets have been subtracted or 
the noise power introduced by Sequence CLEAN exceeds a user defined threshold.  It 
should be noted that Coherent CLEAN is a special case of Sequence CLEAN where the 
number of chosen peaks is equal to one [11]. 
 The following are the steps in the Sequence CLEAN algorithm [11]. 
1) Choose the 𝑁 highest peaks in the image, {𝑚𝑘;   𝑘 = 1,2… ,𝑁} and calculate the 
target mass by 





where 𝑚𝑘 is the image, 𝑥 represents the pixel location, and 𝑇 is the target mass. 
2) For each peak, subtract the weighted PSF from 𝑚𝑘 using equation (2).  𝑁 peaks 
result in 𝑁 new images. 
3) Calculate the target mass, 𝑇𝑖(𝑘 + 1), for each new image. 
4) If 𝑇𝑖(𝑘 + 1) > 𝑇(𝑘), assume the subtraction cancelled a real peak in the image.  
Store the peak location and repeat steps 1 – 3. 
5) If 𝑇𝑖(𝑘 + 1) < 𝑇(𝑘), assume the subtraction cancelled a spurious peak in the 
image and end the sequencing process for that peak. 
6) Repeat steps 2 – 5 for each 𝑁 peaks. 
7) Choose the sequence resulting in the minimum target mass. 
8) Store the locations and amplitudes of the image peaks for the sequence. 




 In the case of Sequence CLEAN, noise will cause two effects [10].  The first is 
that noise will cause peak locations to shift.  With incorrect peak location the weighted 
PSF is subtracted from the wrong location resulting in error.  According to [11] if this 
error is larger than the range resolution, then Sequence CLEAN becomes unstable 
resulting in termination of the Sequence CLEAN algorithm and returning poor results.  
The second effect of noise in Sequence CLEAN is the possibility of false peaks in the 
sidelobes.  Adding to the list of disadvantages is the increased computation time, from the 
nature of the tree search algorithm. 
 A great advantage of this algorithm is its ability to correctly identify closely 
spaced scatterers using only part of the spectrum.  In [11], this was done on inverse 
synthetic aperture imaging (ISAR) images of model aircraft with very promising results.  
Using 30% of the bandwidth, an ISAR image of a Boeing 727 was taken.  The image 
quality was degraded from the factional bandwidth used.  However, Sequence CLEAN 
was able to resolve the shape of the aircraft and increase the dynamic range of the 
cleaned image.  Sequence CLEAN could improve SPLIT’s performance over the local 
peak detection based performance.  The local peak detection method works on several 
subimages that span different frequency ranges and SPLIT also has the ability to operate 
using a fraction of the bandwidth as well.  However, the added benefits of Sequence 
CLEAN make it a suitable replacement for the current local peak detection method. 
  
2.1.3 Lean CLEAN 
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 Continuing to improve the CLEAN algorithm, the Lean CLEAN method works 
with CLEAN by processing the post CLEAN algorithm image with a post-processing 
block [10]. This post-processing block consists of a clustering algorithm, and a height 
and location estimator.  First, the image undergoes the CLEAN algorithm and produces 
the cleaned image.  Starting the post-processing block, the clustering algorithm defines 
groups of peaks in the image.  If two peaks are within a set distance from each other then 
they are grouped in the same cluster.  This distance was set in [10] as some multiple of 
the range resolution.  After this process, the image has groups of peaks where eaceh 
cluster includes one true peak.  Carefully choosing the distance between two peaks 
guarantees that only one true peak resides in each cluster [10].  After this step has 
completed, the number of peaks in each cluster is compared with some defined minimum 
number of peaks.  If a cluster has fewer peaks than the minimum it is counted as a false 
peak and discarded.  After this clustering stage, the image then undergoes a location 
estimating and a height estimating stage.  In these stages, the true location and pixel 
values are estimated. 
 Advantages for Lean CLEAN are similar to the Sequence CLEAN in that it aids 
in removing the false peaks from the image.  Sequence CLEAN also has the ability to 
operate on the thinned spectrum rather than the entire spectrum.  Lean CLEAN can also 
be used with different types of CLEAN algorithms because Lean CLEAN is essentially a 
post-processor.  Any CLEAN algorithm can be used since the clustering, height, and 
location algorithms are independent of the type of CLEAN used.  Therefore, the CLEAN 
algorithm used in Lean CLEAN can be swapped out with Coherent, Sequence, and other 
CLEAN algorithms.  Doing this can decrease the error significantly, especially in low 
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signal-to-noise environments.  The disadvantage to this method however is post-
processing of the image.  In addition to the CLEAN algorithm the post-processing block 
increases computation time.  Also, environments with high noise will degrade the 
performance of this CLEAN algorithm as well. 
 
2.1.4 Active CLEAN 
 Another variation of the CLEAN algorithm is Active CLEAN.  The Active 
CLEAN algorithm works by using Coherent CLEAN and spectral thinning.  The method 
starts with a high range resolution (HRR) profile, see Figure 7.  The HRR profile’s 
spectrum is divided into 𝑁 subbands and out of these 𝑁 subbands only 𝑀 subbands are 
used for imaging.  This is the spectral thinning described previously in other variations of 
the CLEAN algorithm.  For each thinned spectrum the range profile is formed.  Next, 
Coherent CLEAN is executed on the range profile giving a set of location estimates.  This 
process is repeated for all subspectrum range profiles.  The location estimates that result 
in the minimum residual values are chosen as the estimates.  Last, the “clean” image is 
formed.  The reason for using the multiple thinned spectrum in determining the target 
locations is because the PSF will vary resulting in different sidelobes for the targets [12]. 
 Active CLEAN gives accurate results in determining peak locations even though 
Coherent CLEAN is used in its process.  The author of [12] found the average peak 
location error, with 40% spectral thinning, to be 0.033𝑅, where 𝑅 is the range resolution.  





Figure 7:  Top, HH frequency spectrum for a one meter diameter sphere placed at one 
meter from the scene center.  Bottom, HRR profile for the spectrum.  The Prony method 
estimate for target location is shown as well. 
 
 
peak and the resulting subtraction causes error in the image.  The false peaks in each 
subimage result in different maximum peak locations, meaning the false peaks may not  
be the largest in the subimage [12].  A variation on Active CLEAN is to use different 
locations from different spectrum to gain a more accurate location estimate.  The 
downside that presents itself with Active CLEAN is the computation time.  For higher 
degrees of spectral thinning the computational time increases.  On what one would 
consider a capable computer today, spectral thinning of fifty percent resulted in a 
computation of close to an hour [12].  However, if real-time or close to real-time imaging 
is not necessary and speed of the algorithm is not considered critical then Active CLEAN 






 There are more variations on the CLEAN algorithm than what is reported here.  
The different CLEAN algorithms presented here from [10-12] were chosen since they are  
relatively recent works.  The CLEAN algorithms all exhibit peak location error from 
noise and sidelobes like the current windowing method of SPLIT, but the different 
variations of the algorithms attempt to address the issues with the original CLEAN 
algorithm.  The only CLEAN algorithm that would seem to be an improvement is the 
Coherent CLEAN algorithm.  In terms of computational speed it appears that the 
Sequence and Active CLEAN would be the worst choices for SPLIT’s pixel qualification 
stage.  The ability of several of the CLEAN algorithms to operate on thinned spectral data 
with good results is a benefit.  It should be noted that the results obtained by the authors 
in [10-12] used pulse compression in obtaining their measurements. 
 
2.2 Prony Estimators 
 Aside from the various CLEAN algorithms, Prony Method provides an alternative 
technique for peak detection.  The Prony method is used to estimate the amplitude and 
phase of each sinusoid in a signal.  The Prony method works well in high signal to noise 
environments with its performance degrading as noise is increased [13, 14].  Prony 
method is able to estimate an accurate location of targets in HRR data independent of the 
range cells of the range profile.  Thus, Prony method is not limited by the imaging 




2.2.1 Prony Method 
 Prony method is used to estimate the amplitude and phase of each sinusoid in a 
signal.  Assuming the signal model of the form from [14], the received signal 𝑆(𝑘) is 





where 𝐴𝑖 is the amplitude of the 𝑖-th scatterer, 𝛾𝑖 is dependent on the frequency response 
of the  𝑖-th scatterer, 𝑟𝑖 is the distance of the scatterer to the scene center of the 𝑖-th 




𝑓𝑛   𝑛 = 0,1, … ,𝑁 − 1 (5) 
where 𝑐 is the speed of light and 𝑓𝑛 are frequency samples 
 𝑓𝑛 = 𝑓𝑜 + 𝑛∆𝑓   𝑛 = 0,1, … ,𝑁 − 1 (6) 
where 𝑓𝑜 is the starting frequency and ∆𝑓 is the frequency step size.  The Prony method is 
based on discrete and uniformly spaced samples of the form [13] 




  𝑘 = 0,1, … , 𝑁 − 1 (7) 
where 𝑎𝑖 and 𝑝𝑖 are the amplitudes and zeroes of the system respectively, 𝑑𝑘 are the 
measurements at the 𝑘-th frequency sample, and 𝑀 is the model order representing the 
number of sinusoids in the system.  Figure 7 shows a Prony estimate compared to the 
Fourier-based range profile.  Prony method is not limited by the imaging operator.  Prony 
method was compared against the Fourier Transform method in detecting the corners of a 
plate [14].  Prony method was able to determine each corner’s position in range while the 
Fourier method did not.  While it is not limited by the imaging operator, Prony method 
requires a priori knowledge of the number of sinusoids in a signal.  As an example, if 
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there are six sinusoids in a signal and Prony’s method is done estimating three sinusoids, 
then three sinusoidal parameters are estimated.  This results in a false number of 
sinusoids and can generate considerable error. 
 
2.2.2 Modified Prony Method 
 Improving on the Prony method, the Modified Prony method tries to determine 
the number of sinusoids in the signal.  To accomplish this, the Modified Prony method 
uses the eigenvalues from singular value decomposition to estimate the number.  From 























] ≈ 0 (8) 
or 
 𝑫?̂?𝑴 ≈ 𝟎 (9) 
where 𝑎𝑚 are coefficients of the polynomial 𝑨𝒎(𝑧) = 𝑧
𝑀 + 𝑎1𝑧
𝑀−1 + ⋯+ 𝑎𝑀, and 𝑀 is 
the user selected model order.  The ?̂?𝑀 vector is used in estimation of the zeroes of the 
system.  Using singular value decomposition 
 𝑫 = 𝑼𝑺𝑽𝐻 (10) 
where 𝑼 and 𝑽 are unitary and 𝑺 is a diagonal matrix of eigenvalues.  Looking closely at 
𝑺, we modify 𝑺 based on the eigenvalues. 




















where 𝜎𝑚 are the eigenvalues.  There are many methods to compare the eigenvalues, but 
simple methods can provide accurate results.  From [14], one method is choosing 𝑀 as 
the smallest number of 𝜎𝑀+1 < 𝑠𝜎1, where 𝑠 is a small parameter greater than zero.  All 
diagonal terms after 𝜎𝑚 are replaced with zeroes.  This modified 𝑺′ is substituted for 𝑺 
back into equation (10).  This modified equation is used to solve for the poles and zeroes 
of the system.  After this process, only the 𝑚 highest energy pole, zero pairs are selected 
as true targets in the system [13]. 
 This Modified Prony method does not need the a priori information of the number 
of sinusoids in the signal.  By examining the eigenvalues the Modified Prony method 
selects the model order on its own.  The only stipulation is that the user must select an 
upper limit on the model order.  For example, if the user selects a model order of five and 
the true model order of the signal is seven errors are introduced and the Modified Prony 
method will not report any more than five separate signals, meaning two scatterers will 
be lost.  Therefore, some knowledge of the system must be known in order to pick a 
model order upper bound large enough to account for all the scatterers in the scene. 
 
2.2.3 2-D Prony Method 
 The Prony method and the Modified Prony method operate on one-dimensional 
(1-D) data.  Not including elevation differences of targets in a scene, we know that our 
imaged scene exists in a two-dimensional (2-D) space.  Therefore, the 2-D Prony method 
is of interest.  While the 1-D Prony method returns the locations of scatterers in 1-D 
space, the 2-D Prony method returns the 𝑥 and 𝑦 locations of the scatterers.  Like the 1-D 
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Prony method, the 2-D Prony method estimates the 𝑥 and 𝑦 amplitudes and zeroes [15].  
Here, we follow a modified version of the 2-D Prony method algorithm from [15]. 
 The 2-D Prony model is similar to the 1-D shown in equation (7), but with an 
added amplitude and zero.  The 2-D model is 








where 𝑝𝑥𝑘 is the 𝑘th 𝑥-pole of the 𝑥-component, 𝑝𝑦𝑘,𝑙 is the 𝑘, 𝑙th 𝑦-pole of the 𝑦-
component, 𝑎𝑘,𝑙 is the 𝑘, 𝑙th amplitude coefficient, 𝐿𝑘 is the number of 𝑦-poles 
corresponding to the 𝑘th 𝑥-pole, and 𝑚 and 𝑛 are the 𝑥 and 𝑦 component of the data 
model [15]. 
 Following [15], the noisy data is represented by 𝑑′(𝑚, 𝑛).  Where 𝑑′(𝑚, 𝑛) is 
 𝑑′(𝑚, 𝑛) = 𝑑(𝑚, 𝑛) + 𝑛(𝑚, 𝑛) (13) 
where 𝑛(𝑚, 𝑛) represents noise.  Our data, 𝑑(𝑚, 𝑛) must uniformly spaced samples of 
the form 
 𝑑′(𝑚, 𝑛) =  [
𝑑′(0,0)
𝑑′(0,1)








𝑑′(0, 𝑁 − 1)
⋮




𝑑′(𝑀 − 1,𝑁 − 1)
] (14) 
SAR phase history is generally a polar collection, shown in Figure 8, of frequency and 
azimuth angle, 𝑆(𝑓, 𝜃), where 𝑓 is frequency in Hz, and 𝜃 is the azimuth angle in 
degrees. 






















Figure 8:  Left, collected polar data.  Right, interpolated polar data in a Cartesian grid. 
 
 
Since our phase history must be in the form of (14), we use an interpolation operator, 
similar to a polar formatting algorithm, to format our data to 𝑺(𝑘𝑥, 𝑘𝑦).  This satisfies the 
requirement to have uniformly spaced samples. 
 𝑺(𝑘𝑥, 𝑘𝑦) = ℐ{𝑺(𝑓, 𝜃)} (16) 


























where ℐ is the interpolation operator.  We can represent 𝑘𝑥 and 𝑘𝑦 as  
 
 𝑘𝑥𝑚 = 𝑘𝑥min + 𝑚Δ𝑘𝑥      𝑓𝑜𝑟 𝑚 = 0,1, … ,𝑀 
𝑘𝑦𝑛 = 𝑘𝑦min + 𝑛Δ𝑘𝑦       𝑓𝑜𝑟 𝑁 = 0,1, … ,𝑁 
(18) 
 
where 𝑘𝑥𝑚𝑖𝑛  and 𝑘𝑦𝑚𝑖𝑛  are the minimum projection of the wave vector, 𝑘, onto the 𝑥 and 
𝑦 axis respectively, and Δ𝑘𝑥 and Δ𝑘𝑦 correspond to the spacing in each dimension. 
 The interpolated noisy 2-D data is placed in a matrix 𝑫′(𝑛), where 





 𝑫′(𝑛) =  [
𝑑′(0, 𝑛)
𝑑′(1, 𝑛)






𝑑′(𝑄 + 1, 𝑛)
⋮
𝑑′(𝑀 − 𝑄 − 1)
⋮




𝑑′(𝑀 − 1, 𝑛)
] (19) 
𝑄 is the predicted model order of the x-poles, M is the number of 𝑥 samples in the 2-D 











] ≈ 𝟎 (20) 
where each 𝑏𝑄 comes from the polynomial 𝐵𝑄(𝑧) = 1 + 𝑏1𝑧
−1 + ⋯+ 𝑏𝑄𝑧
−𝑄.  The one 
stipulation is that the predicted model order 𝑄 must be greater than or equal to the true 
model order 𝐾.  Using equation (20), a total least squares approach is used to solve for 
the coefficients 𝑏𝑄 using singular value decomposition.  The 𝑥-poles are then found by 
calculating the roots of the polynomial 𝐵𝑄(𝑧). 
 ?̂?𝑥𝑞 = (𝑧𝑒𝑟𝑜𝑞 (?̂?𝑄(𝑧)))
−1
, 𝑞 = 1,2, … , 𝑄 (21) 
where 𝑧𝑒𝑟𝑜𝑞 represents the root calculation. The poles, ?̂?𝑥𝑞, are a complex exponential 
containing the phase information.  To estimate the location of the scatterers in the 𝑥 





where ∠?̂?𝑥𝑞 is the angle of the pole ?̂?𝑥𝑞, and ?̂?𝑞 is the estimated location of the 𝑞-th 
scatterer in the 𝑥 dimension. 








, 𝑞 = 1,2, … , 𝑄 (23) 















































] = 𝑫′𝑇 
or        𝑷𝑪 = 𝑫′𝑇  
(24) 
Note the first matrix, 𝑷, is a transposed Vandermonde matrix.  The third step is 


























] ≈ 𝟎 (25) 
here 𝑏𝑘 represent the coefficients of the polynomial 𝑩𝑅𝑘
𝑘 (𝑧), similar to equation (18), and 





, 𝑘 = 1,2, … , 𝐾 (26) 
From [16], equation (21) is calculated 𝐾 times to estimate the 𝑦 poles for each of the 𝑥 





Similar to solving for the 𝑥 amplitude coefficients, the 𝑦 amplitude coefficients are found 













































where 𝑎𝑘,𝑅𝑘 are the 𝑦 amplitude coefficients.  Again, the first matrix is a Vandermonde 
matrix.  If one has a priori knowledge of the number of scatterers in the scene, then the 
amplitudes can be used to select on the scatterers with the strongest response.  For more 
information on the algorithm and its testing see [15]. 
 As all Prony method variants are, the 2-D Prony method is limited by noise.  The 
authors of [15] ran 100 Monte Carlo simulations on their method for signal-to-noise 
ratio’s (SNR) from 0 to 50 dB in steps of one.  Their results indicated that SNR of 15 dB 
and lower do not provide reliable estimates.  Above 15 dB the results provided accurate 
results.  The Cramer-Rao lower bound (CRLB) was examined along with the results and 
were found to be within 4 dB of the CRLB.  They also found that the 𝑦 estimates were 
not as accurate as the 𝑥 estimates.  The 𝑥 estimates are calculated first in the step of the 
method meaning any errors in these estimates accumulate in the 𝑦 estimates because the 
𝑥 estimates are used to calculate the 𝑦 estimates [15]. 
 
2.2.4 Observations 
 The Prony method family are used in calculating the number of sinusoids in a 
signal.  From the measured, or simulated, signal the methods calculate the amplitude and 
zeroes of the sinusoids in the signal.  Using the zero estimates from the Prony method the 
target distance can be calculated.  While many methods use 1-D data, methods exist to 
calculate the 2-D case.  Each method discussed here relies on a SNR that is high enough 
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to give accurate results.  Without a high enough SNR the estimates returned by any Prony 
method are not reliable.  Thus, Prony methods are not suitable for low SNR systems. 
 
2.4 Matrix Pencil Methods 
 The matrix pencil method is an alternative to the Prony method when estimating 
the frequencies of complex sinusoids.  The method is generally chosen since it is less 
susceptible to noise.  The matrix pencil method uses similar signal models as the Prony 
method and similar steps, i.e. SVD, but uses different methods to arrive at the estimates 
of the amplitudes and poles.  Here, the 1-D and 2-D matrix pencil methods are briefly 
reviewed. 
 
2.4.1 1-D Matrix Pencil Method 
 The main difference in the matrix pencil method and the Prony method is the use 
of a “pencil”.  Given the generalized eigenvalue problem 
 𝑨𝒗 = 𝝀𝑩𝒗 (29) 
where 𝑨 and 𝑩 are n-by-n matrices, and 𝜆 are eigenvalues, the pencil [16] is defined as  
 𝑨 − 𝝀𝑩 (30) 
This pencil is used to estimate the frequencies of the complex sinusoid.  The pencil is 
created by using the samples of a complex sinusoid [17] similar to the signal model (4).  
The matrices used to form the pencil are  
 𝒀1 = [
𝑦0        𝑦1
𝑦1       𝑦2
⋯ 𝑦𝐿−1
⋯ 𝑦𝐿







 𝒀2 = [
𝑦1        𝑦2
𝑦2       𝑦3
⋯ 𝑦𝐿
⋯ 𝑦𝐿+1





Thus, the pencil is 
 𝒀2 − 𝒛𝒀1 (32) 
Where 𝒛 are the poles of the complex sinusoid [17].  The matrices used to form the pencil 
in (32) are used with SVD to form the classic eigenvalue problem [17] of the form  
 (𝑨 − 𝜆𝑰)𝒙 = 𝟎 (33) 
 This method also uses the SVD to reduce the problem.  However, the initial setup 
is the difference between the matrix pencil method and the Prony method.  The matrix 
pencil method is not as susceptible to noise as the Prony method and has a lower estimate 
variance than the estimates from the Prony method [18]. Hence, it is a popular choice to 
estimate the frequencies from complex sinusoids. 
 
2.4.2 2-D Matrix Pencil Method 
 The 2-D matrix pencil method uses a signal model [19] similar to the 2-D Prony 
method.  First a data matrix is constructed in a similar fashion to (19).  The enhanced 
matrix, 𝑿𝑒, is formed by  










where 𝑿𝑚 are formed from the 2-D sampled data 𝑥(𝑚, 𝑛).  From theses matrices the 
matrices 𝑼1 and 𝑼2 are constructed forming the pencil 𝑼2 − 𝝀𝑼1.  To estimate the 
second set of frequencies, another pencil is formed to calculate the frequencies in the 
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second dimension.  The second set forms the matrices 𝑼1𝑃 and 𝑼2𝑃.  These matrices are 
the result of shuffling the rows of matrices used in the intermediate steps from 𝑿𝑚 to the 
𝑼 matrices.  However, the estimates must undergo a matching step to pair the estimates 
with their corresponding counter parts [19]. 
 The method in [19] is a two part estimation step where the frequencies are 
estimated in the first step and the frequencies are paired in the second.  This method is 
not as susceptible to noise as the 2-D Prony method and general gives more accurate 
frequency estimates than the 2-D Prony method [15].  However, this method is not as 
computationally efficient as the 2-D Prony method. 
 
2.3.3 Observations 
 The matrix pencil family of frequency estimators are an alternative to the Prony 
family.  The estimates from the matrix pencil methods have a lower variance than the 
Prony method even though some of the same steps are used, i.e. SVD.  The matrix pencil 
method also is not as vulnerable to noise as the Prony family.  However, the 2-D method 
was found to be a more computationally intensive option to the 2-D Prony method and it 
required a matching step to pair the estimates of the 2-D frequencies. 
 
2.4 Summary 
 This chapter discussed the current method of peak detection in the SPLIT 
algorithm.  The current method of peak detection in SPLIT relies on the 2D FIR filter 
(sliding window) method described at the beginning of Chapter II.  That method is 
ultimately dependent on the Fourier based imaging operator.  Using this imaging method, 
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the pixel size limits the number of scatterers that can be attributed in the image.  Pixel’s 
are attributed to one primitive, therefore, if more than one target lies in a pixel the feature 
that presents the strongest return is the feature that is attributed to the pixel.  Thus, the 
rest of the feature information is not presented in the final output.  It is masked by the 
other feature.   
 Other methods presented were the CLEAN, matrix pencil, and Prony method 
family of algorithms.  The CLEAN algorithms operate on the final image of the scene, 
which is limited by the Fourier imaging method.  An issue with CLEAN is sidelobes of 
the peaks, determined by the complex PSF.  Various methods were examined that 
provided solutions to the sidelobe problem, at the expense of computational efficiency.  
The Prony family was shown to be able to estimate the number of sinusoids in the signal.  
The disadvantage to this family was the necessary a priori knowledge to achieve reliable 
estimates.  This problem was solved with the Modified Prony method, determining the 
number of sinusoids by SVD.  The Prony family was also extended into 2-D space with 
the 2-D Prony method.  Using the zero estimates the target locations can be calculated.  
Like the Prony family, the matrix pencil methods estimate the frequencies of 1-D and 2-
D sinusoids.  This family is not as susceptible to noise and is able to operate at lower 
SNR levels.  However, the 2-D case is not as computationally efficient as the 2-D Prony 
method. 
 While there are other methods of peak detection, this thesis will focus on the 2-D 
Prony method examined here.  By investigating the window method and the 2-D Prony 
method, peak detection in SPLIT may be improved.  Thus, these methods will be 
analyzed by their ability to work in noise and their ability to extract correct features.
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III.  PEAK DETECTION COMPARISON IN SPLIT 
 In this chapter, we outline a method for testing different pixel qualification 
methods and the effects on pixel attribution.  Based on the discussion in Chapter 2, we 
use the 2-D Prony method to find qualifying pixels in the SPLIT algorithm.  We use point 
targets to analyze the position error and variance for both the 2D Prony and local peak 
detection used in the original SPLIT.  In addition, we conduct Monte Carlo simulations 
using additive white Gaussian noise to assess the probabilities of correct qualification and 
missed qualification.  These quantities provide a baseline for assessing the effect of each 
pixel qualification method on the pixel attribution stage in SPLIT.  The chapter is 
organized as follows.  First, the modified SPLIT algorithm is described where the 
qualification stage is performed using 2D Prony method.  Next, we define measures of 
performance for assessing the qualification stage.  Specifically, the measures are position 
error and percentages of correct and missed qualification.  We present an example using 
isotropic point targets and show the location variance versus signal-to-noise and the 
distributions from the Monte-Carlo simulation.  In chapter IV, the same approach is used 
to test the pixel qualification for primitive targets. 
 
3.1 2-D Prony Implementation in SPLIT 
 To implement the 2-D Prony method in SPLIT we take the following steps.  First, 
we format the phase history data according to (16).  This step is accomplished using 2-D 
linear interpolation as is in the polar format algorithm for SAR image formation.  Next, 
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Table 4:  SPLIT pixel qualification stage using 2-D Prony method. 
 
 
we estimate the x and y locations using 2-D Prony Method.  To qualify the pixels, the last 
step is to identify the pixels that correspond to the position estimates and compute the 
pixel intensities using the back-projection image operator (same as in original SPLIT).  
We form three subimages from overlapping half bands of the spectrum.  We qualify the 
pixels of each the subimages by the location estimates from the 2-D Prony method.  We 
take the corresponding pixel intensities and estimate the frequency parameter.  This is 
done for each co-polarization channel.  Table 4 shows the pixel qualification stage for 
SPLIT with the 2-D Prony method. 
 
3.2 Point Target Testing 
 Here, we use point targets to analyze the location error and variance of the 2-D 
Prony estimates.  We estimate the position, position error, and variance using 5 point 
targets.  Point targets are spaced such only a single point scatterer resides in a resolution  
 
SPLIT-Approach Select qualifying scattering centers with 2-D Prony Method 
Input Phase history data, {𝐒}𝜅 
{𝐒}𝜅 = 𝐬𝜅 = [𝑠𝜅(𝑘1), 𝑠𝜅(𝑘1),… , 𝑠𝜅(𝑘𝑁)]
𝑇 
Output Potential scattering center locations, {𝒅} 
{𝒅} = [(𝑑𝑥𝑖 , 𝑑𝑦𝑖), … , (𝑑𝑥𝐼 , 𝑑𝑦𝐼)]    for 𝑖 = 1, 2, … , 𝐼 scatterers 
Corresponding pixel intensities 
{𝒈} = {𝑔𝑖,𝑚} for 𝑖 = 1,2,… , 𝐼scatterers 
Start Construct 𝑚 overlapping half-band subdomains and form 𝑚 subimages 
Interpolate polar phase history to uniformly spaced phase history samples 
For each Polarization Channel 
 Use full spectrum in 2-D Prony method to estimate 𝑥 and ?̂? location 
pairs (𝑑𝑥𝑖 , 𝑑𝑦𝑖) 
 
 Take corresponding pixel intensities from subimages 𝑔𝑖,𝑚 
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Table 5: Collection parameters for testing. 
Start Frequency 8 GHz Start Azimuth -5.0 deg 
Stop Frequency 12 GHz Stop Azimuth 5.0 deg 
Frequency Points 512 Azimuth Step Size 0.25 deg 
Polarizations HH, HV, VH, VV Elevation 0 deg 
SNR -30, -20,…,40, 50 dB Monte Carlo Trials 250 
Type of Noise White Gaussian Scatterers in Scene  5 
 
 
cell.  This set up accommodates comparison of 2-D Prony and local peak detection 
estimates.  This testing provides a baseline to determine position accuracy. 
 
3.2.1 Point Target Collection Parameters 
 To test, we use 250 Monte Carlo trials for different levels of additive white 
Gaussian noise.  The collection parameters are found in Table 5.  The location error and 
variance are tested using the root mean square error (RMSE). 































where 𝑁 is the number of estimated scatterers from the Monte Carlo trials, 𝑥𝑛 and 𝑦𝑛 are 
the true 𝑥  and 𝑦 locations, ?̂?𝑛  and ?̂?𝑛 are the estimated 𝑥 and 𝑦 locations, and ?̂?, ?̂?, and 
?̂? are the RMSE of the 𝑥, 𝑦, and total location error respectively. 
 In the RMSE calculation, a case may occur where the 2-D Prony method returns 4 
location estimates instead of 5.  A matching step is performed to match each estimate 
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with its closest true location.  After this step, the true location corresponding to the 
missing estimate is removed and does not contribute to location error and variance.  For 
example, if the 2-D Prony method estimates three scattering center locations and there are 
five scatterers in the scene then the RMSE is calculated for the 3 estimated locations 
only.  The two missed scattering center location are discarded.  This process is performed 
for each Monte Carlo trial and the mean RMSE and variance for the trials are recorded. 
 Percent correct qualification and percent correct attributed are used to analyze the 
accuracy of the 2-D Prony and local peak detection methods.  To determine the percent 
correct qualification we must first determine which sub-image pixels the true scattering 
centers reside in.  After these pixels have been determined, the estimated locations from 
the 2-D Prony method are used to determine which sub-image pixels qualify using the 2-
D Prony method.  The qualified pixels from the local peak detection and 2-D Prony 
method are then compared to true pixels.  The percent correct and percent missed 
qualification are found by 








where 𝑃𝑐 and 𝑃𝑎𝑡𝑡 are the percent correct qualification and percent correct attributed 
respectively, 𝑁𝑐𝑞 are the number of correct qualified scatterers in the scene, 𝑁𝑎𝑡𝑡 is the 
number of correctly attributed pixels from the set of 𝑁𝑐𝑞, and 𝑁𝑠 is the number of targets 
in the scene. 
 

















Figure 9:  RMSE mean and variance, in meters, of the 2-D Prony method.  Error bars 
represent variance of the RMSE. 
 
 
Figure 10:  Percent correct qualification, 𝑃𝑐 for location testing.  Error bars represent the 
















Figure 11:  Cramer-Rao Bound for the 𝑥 and 𝑦 poles. 
 
 














-30 0.5566 0.0195 0.5535 0.0190 0.7969 0.0195 
-20 0.5516 0.0195 0.5610 0.0205 0.7977 0.0226 
-10 0.2067 0.0496 0.1509 0.0184 0.2796 0.0553 
0 0.0922 0.0374 0.0411 0.0028 0.1095 0.0384 
10 0.0714 0.0378 0.0181 0.0012 0.0766 0.0386 
20 0.0110 0.0002 0.0137 0.0006 0.0196 0.0007 
30 0.0140 0.0004 0.0156 0.0009 0.0234 0.0012 
40 0.0126 0.0002 0.0171 0.0010 0.0237 0.0010 








Table 7:  Percent correct qualification.  LT, low threshold local peak detection (LP), MT, 


















-30 0 0 49.20 4.88 21.44 3.25 0 0 
-20 0.08 0.01 78.40 2.99 76.48 3.12 2.48 0.46 
-10 3.60 0.65 97.36 0.81 97.36 0.81 17.92 2.88 
0 31.44 8.24 99.28 0.23 99.28 0.23 46.40 5.66 
10 58.96 10.70 98.88 0.37 98.64 0.41 49.04 6.84 
20 72.00 7.03 98.16 0.52 98.08 0.54 49.60 6.84 
30 71.04 7.25 98.48 0.44 98.48 0.44 52.64 7.35 
40 68.40 8.01 98.80 0.32 98.72 0.33 48.25 7.10 
50 68.64 7.21 98.32 0.46 98.00 0.55 48.96 7.80 
 
 
 Figures 9 through 11 show the results from the point target testing.  Tables 6 and 
7 list the mean and variance for Figures 9 and 10 respectively.  In viewing the RMSE 
mean and variance of the location estimates from the 2-D Prony method we see that the 
total RMSE error reduces to less than ten centimeters when SNR increases above zero 
decibels.  The RMSE error is further reduced to approximately 2 cm at SNR levels 20 dB 
and above.  The variance is on the order of a few centimeters.  Therefore the limiting 
factor in the estimates of the 2-D Prony method is the signal-to-noise ratio. 
 It was reported in [15] that the error in the 𝑥 location estimates propagates 
through to the 𝑦 location estimates because the 𝑥 estimates are used to calculate the 𝑦 
estimates.  However, the error in the 𝑦 locations were not noticeably larger than the 𝑥 
location estimates.  In fact, from -30 to 10 dB the 𝑦 location error is less than the 𝑥 
location error except for -20 dB SNR.  Yet, they had a larger variance as shown by the 
Cramer Rao Bound [20].  The CRB shows that the method begins to break down around 
10 dB SNR.  The CRB figure was generated using 500 Monte Carlo trials and 4 point 
targets located at (±0.5, ±0.5), forming the corners of a box.  These were the only 
changes to Table 5.  The 𝑦 location error could be affected if the 2-D Prony method 
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estimates fewer than 𝑁𝑠 𝑥 location estimates and it is obviously affected when more than 
𝑁𝑠 𝑥 locations are estimated, possibly leading to an incorrect number of estimates.  If 
fewer than 𝑁𝑠 𝑥 locations are estimated, Prony’s method could estimate more than one 𝑦 
location for each 𝑥 location, still leading to the true number of scatterers in the scene.  
However, if too many 𝑥 locations are estimated Prony’s method will estimate at least one 
𝑦 location for each 𝑥 location, leading to a large number of false scattering locations.  In 
this case, amplitude estimates can be used to retain only the strongest estimates.  Yet, 
even this case can result in too many scattering center location estimates.  This was found 
to be the case in low noise environments, -30 and -20 dB. 
 The percent correct qualification tests shows the 2-D Prony method is more 
accurate in qualifying the correct pixels than the local peak detection method to qualify 
pixels.  At 20 dB SNR and above the 2-D Prony method qualifies the correct pixels 
approximately 70% of the time.  Potentially, this is a result of a scatterers true location 
residing near the edge of a pixel and error in the 2-D Prony estimates.  The medium and 
high tolerance methods qualify the correct pixels nearly 100% of the time and qualify the 
correct pixel approximately 80% of the time by -20 dB.  This case is a result of the high 
and medium tolerance level qualifying the majority of the pixels in the sub images.  
Therefore it is essentially qualifying the pixels by chance and not its ability to detect 
scatterers in low noise.  Looking at the region of SNR values in which the 2-D Prony 
method has RMSE below 10 cm, 10 dB and above, we see that the low tolerance local 
peak detection method is qualifies 20% fewer pixels than the 2-D Prony method. 
 
 
3.3 Proposed SPLIT Testing 
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 Observing the results from the previous section we see that in large enough SNR, 
10 dB and above, the 2-D Prony method provides estimated locations that are within a 
few centimeters of the correct locations.  The percent correct and missed qualified pixels 
showed that the 2-D Prony method more accurately estimates the correct qualified pixel 
than the local peak detection method for SNR values of 10 dB and above.  From this we 
form our testing parameters.  We propose the 2-D Prony method will provide more 
accurate parameter estimates in SPLIT than the local peak detection method leading to 
increased robustness in the pixel attribution stage. 
 
3.3.1 Testing Parameters and Geometry 
 To test our hypothesis, we will use the same approach the previous section used.  
We will use Monte Carlo trials of additive white Gaussian noise for the primitive types: 
sphere, trihedral, tophat, horizontal and vertical dihedral, and horizontal and vertical 
cylinders.  Their collection parameters and primitive geometry can be found in Table 5 
and Figures 12 through 14, respectively. 
 The deciding factor in the usefulness of the 2-D Prony method in SPLIT is how 
well SPLIT preforms when it is used to qualify pixels.  We will use the collection 
parameters listed in Table 5.  Using the JRM models we will simulate cases for each of 
the seven primitives show in Figures 9-11.  These Figures also show the orientation of 
each primitive object in relation to zero degrees azimuth.  In our convention, azimuth 
degrees start at the positive 𝑥 axis and move toward the positive 𝑦 axis.  We will place 5 
randomly distributed, non-overlapping primitives of the same type in the scene.  Each 


































 To compare the effects of the 2-D Prony method for SPLIT pixel qualification we 
will calculate the mean and variance of the SPLIT feature vector components, 𝛼, 𝜅𝑜 ,
and 𝜅𝑒.  We will do this for SPLIT with the 2-D Prony method to qualify pixels as well 
as SPLIT with the high tolerance, medium tolerance, and low tolerance local peak 
detection settings.  As another measure of performance we will measure the percent 
correct pixel attributions for each primitive, SNR, and pixel qualification method. 
 
3.4 Summary 
 The scattering center location error for the 2-D Prony method has been shown 
using Monte Carlo trials.  The accuracy of the 2-D Prony method and local peak 
detection method has also been shown using the point target test results.  The 2-D Prony 
method was found to have a 70.02% correct qualification and was approximately 20% 
more than the closest local peak detection.  In the next chapter we will observe the effect 
the pixel qualification method has on the parameter estimation in SPLIT for seven 
different primitive types, in varying amounts of  additive white Gaussian noise.  Similar 
results to the point target tests will be shown.
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IV.  SPLIT Pixel Attribution 
 As described in chapter II, SPLIT attributes pixels using a least squares 
classification method.  A local feature vector is formed using estimates of the signal 
model parameters.  For each qualifying pixel, the local feature vector is compared to the 
ideal set shown in Table 1 of chapter I.  This chapter shows the results of the SPLIT 
feature extraction tests and gives an analysis of the results.  Results similar to those in 
chapter III are presented for the frequency parameter, 𝛼, and bounce parameters, 𝜅𝑜 and 
𝜅𝑒, that are used in the pixel attribution stage of SPLIT.  Results and analysis for the 
sphere, vertical cylinder, and trihedral only are shown in this section, additional results 
and discussion are shown in Appendix A. 
 
4.1 Results 
 First, the results for the sphere are shown, followed by the vertical cylinder and 
trihedral.  These three primitives are examined according to their frequency and 
polarization responses using the signal model parameters 𝛼, 𝜅𝑜 , and 𝜅𝑒. 
  
4.1 Sphere Results 
 The results of the position estimates for the sphere testing are located in Figures 
15 and 16 and in Tables 8 and 9.  The results show that the total error for SNR values 0 
dB SNR and above is approximately 10 cm and below.  At 20 dB and above, the total 




Figure 15:  Sphere RMSE mean and variance, in meters, of the 2-D Prony method.  Error 
bars represent variance of the RMSE. 
 
 















-30 0.67 0.01 0.61 0.00 0.91 0.01 
-20 0.66 0.02 0.59 0.01 0.89 0.02 
-10 0.21 0.04 0.17 0.01 0.29 0.04 
0 0.08 0.04 0.03 0.00 0.10 0.04 
10 0.07 0.03 0.01 0.00 0.07 0.03 
20 0.00 0.00 0.00 0.00 0.00 0.00 
30 0.00 0.00 0.00 0.00 0.01 0.00 
40 0.00 0.00 0.00 0.00 0.01 0.00 






Figure 16:  Sphere percent correct pixel qualification.  Error bars represent variance of 
the RMSE.  High, medium, and low, represent SPLIT tolerance levels. 
 
 
Table 9:  Sphere percent correct pixel qualification.  LT, low threshold local peak 



















-30 0 0 46.48 4.31 19.12 3.38 0 0 
-20 0 0 79.60 3.16 78.72 3.38 3.84 0.68 
-10 4.48 0.92 99.76 0.04 99.76 0.04 22.56 2.27 
0 40.80 8.31 100.00 0 100.00 0 55.76 4.42 
10 68.48 10.94 100.00 0 100.00 0 62.00 4.47 
20 81.92 4.46 100.00 0 100.00 0 60.00 4.56 
30 79.12 4.98 100.00 0 100.00 0 61.68 4.03 
40 80.16 4.72 100.00 0 100.00 0 60.80 4.33 





Figure 17:  Sphere frequency parameter, 𝛼, mean and variance.  Error bars represent 
variance of the RMSE. 
 
 
Table 10:  Sphere frequency parameter, 𝛼, mean and variance.  LT, low threshold local 



















-30 -0.15 3.63 0.05 3.70 0.01 3.67 - - 
-20 0.08 4.21 0.05 3.70 -0.12 3.51 -0.08 2.77 
-10 -0.05 3.45 0.03 3.69 -0.56 2.36 -0.03 0.79 
0 -0.19 2.48 -0.09 3.67 -0.90 1.10 -0.11 0.11 
10 -0.29 0.97 -1.13 1.71 -0.95 0.95 -0.12 0.02 
20 -0.27 0.14 -1.12 1.72 -0.96 0.94 -0.13 0.01 
30 -0.27 0.14 -1.19 1.32 -0.96 0.93 -0.12 0.01 
40 -0.27 0.14 -1.21 1.28 -0.96 0.95 -0.13 0.01 





Figure 18:  Sphere odd bounce parameter, 𝜅𝑜, mean and variance.  Error bars represent 
variance of the RMSE. 
 
 
Table 11:  Sphere odd bounce parameter, 𝜅𝑜, mean and variance.  LT, low threshold local 



















-30 0.49 0.00 0.50 0.00 0.50 0.00 - - 
-20 0.51 0.00 0.50 0.00 0.56 0.01 0.78 0.00 
-10 0.55 0.01 0.51 0.00 0.87 0.00 0.91 0.00 
0 0.71 0.05 0.54 0.01 0.95 0.00 0.97 0.00 
10 0.90 0.03 0.94 0.00 0.98 0.00 0.99 0.00 
20 0.99 0.00 0.95 0.00 0.99 0.00 0.99 0.00 
30 0.99 0.00 0.98 0.00 0.99 0.00 0.99 0.00 
40 0.99 0.00 0.99 0.00 0.99 0.00 0.99 0.00 






Figure 19:  Sphere even bounce parameter, 𝜅𝑒, mean and variance.  Error bars represent 
variance of the RMSE. 
 
 
Table 12:  Sphere even bounce parameter, 𝜅𝑒, mean and variance.  LT, low threshold 



















-30 0.50 0.00 0.49 0.00 0.49 0.00 - - 
-20 0.48 0.00 0.49 0.00 0.43 0.01 0.21 0.00 
-10 0.44 0.01 0.48 0.00 0.12 0.00 0.08 0.00 
0 0.28 0.05 0.45 0.01 0.04 0.00 0.02 0.00 
10 0.09 0.03 0.05 0.00 0.01 0.00 0.00 0.00 
20 0.00 0.00 0.04 0.00 0.00 0.00 0.00 0.00 
30 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 
40 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 









Table 13:  Sphere percent correct pixel attribution mean and variance.  LT, low threshold 



















-30 0 0 21.36 8.57 11.46 8.02 0 0 
-20 0 0 14.78 3.45 14.26 3.20 5.00 4.66 
-10 7.60 6.84 32.14 4.19 32.14 4.19 35.20 19.57 
0 57.00 16.93 71.68 4.54 71.68 4.54 81.71 6.88 
10 72.26 11.35 85.52 2.34 85.52 2.34 98.24 1.17 
20 83.56 3.79 83.36 2.74 83.36 2.74 99.03 0.64 
30 81.65 4.51 82.32 3.07 82.32 3.07 98.45 1.03 
40 82.49 4.56 81.84 3.35 81.84 3.35 97.90 1.48 






this level of SNR, we see a similar behavior with point targets in the percentage of 
correctly qualified pixels.  The 2-D Prony method correctly qualifies pixels 
approximately 80% of the time, with the next closest local peak method, the low 
tolerance, qualifying the correct pixels approximately 60% of the time.  The high and 
medium tolerance local peak detection both qualify the correct pixel approximately 100% 
of the time.  However, those methods qualify the majority of pixels which qualifies the 
correct pixels by chance. 
 The results of the odd and even bounce parameters show that for 10 dB SNR and 
above the mean odd bounce parameter is 0.99 for all peak detection methods.  We also 
see that the even bounce parameter follows a similar behavior and essentially reduces to 
zero for these tests at 10 dB SNR.  The results show that the variance reduces to 0.01 and 
below for both the odd and even bounce parameters.  This type of behavior for the odd 
and even bounce parameters, is seen throughout each set of tests.  The parameters quickly 
converge to their ideal values and have a low variance.  This confirms the findings in [8]. 
 The results of the frequency parameter, 𝛼, are shown in Figure 17.  First we see 
that each of the pixel qualification methods have a variance that reduces as SNR 
increases.  At 10 dB and above, the 2-D Prony method has a mean value of -0.27 and the 
low tolerance local peak method has a mean value of -0.12.  Their variances, 0.14 and 
0.01 respectively, are less than the medium and high tolerance local peak methods.  The 
ideal frequency parameter for the sphere is zero. Aside from the low tolerance local peak 
and 2-D Prony, the next closest mean is the medium tolerance with a mean of -0.96.  The 
high tolerance mean is lower than the medium tolerance.  This confirms the findings in 
[8] that the quality of the frequency estimate is the deciding factor in pixel attribution. 
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 The frequency estimates from the medium and high tolerance should cause 
misattribution of the pixels.  This is confirmed in Figure 20, the percentage of correctly 
attributed pixels.  The low tolerance local peak method, at 10 dB SNR and above, 
correctly attributes more than 98% of the pixels.  The 2-D Prony method at this range of 
SNR values only attributes approximately 80% correctly, even though this method 
qualifies the correct pixel more often than any other method.  The medium and high 
tolerance settings never correctly attribute the pixels approximately as often as the 2-D 
Prony method of the time.   
 
4.1.2 Vertical Cylinder Results 
 The results for the vertical cylinder are similar to the results of the sphere.  The 
odd and even bounce parameter have the same mean and variance behavior as the sphere.  
We also see that the same SNR range, 10 dB and above, is where the bounce estimates 
converge to their ideal values.  This same type of behavior is found in the RMSE values 
from the location testing.  Here, the total error is less than 10 cm for 0 dB and above.  
The percentage of correctly qualified pixels also shows similar results as the sphere.  The 
2-D Prony method qualifies the correct pixel more than 80% of the time above 20 dB 
SNR, which is approximately 20% greater than the low tolerance pixel qualification 
method.  However, the 2-D Prony method did not have the highest percentage of 
correctly attributed pixels.  The low tolerance local peak method correctly attributed the 
pixels greater than 99% at 20 dB SNR while the 2-D Prony method was approximately 
80% correct over the same SNR range.  As seen with the sphere, the 2-D Prony method 





Figure 21:  Vertical cylinder RMSE mean and variance, in meters, of the 2-D Prony 
method.  Error bars represent variance of the RMSE. 
 
 
Table 14:  Vertical cylinder RMSE Mean and variance of the location estimates for the 2-














-30 0.67 0.01 0.61 0.01 0.92 0.02 
-20 0.67 0.01 0.60 0.01 0.91 0.01 
-10 0.19 0.03 0.17 0.01 0.28 0.04 
0 0.08 0.03 0.03 0.00 0.05 0.03 
10 0.05 0.02 0.01 0.00 0.05 0.02 
20 0.00 0.00 0.00 0.00 0.01 0.00 
30 0.00 0.00 0.00 0.00 0.01 0.00 
40 0.00 0.00 0.00 0.00 0.01 0.00 





Figure 22:  Vertical cylinder percent correct pixel qualification.  Error bars represent 
variance of the RMSE.  High, medium, and low, represent SPLIT tolerance levels. 
 
 
Table 15:  Vertical cylinder percent correct pixel qualification.  LT, low threshold local 



















-30 0 0 49.44 5.78 19.52 3.37 0 0 
-20 0 0 78.80 3.50 77.04 3.59 3.28 0.55 
-10 5.12 1.05 99.60 0.07 99.60 0.07 21.28 2.74 
0 39.36 7.77 100.00 0 100.00 0 55.12 4.59 
10 69.20 9.99 100.00 0 100.00 0 58.72 4.16 
20 82.64 4.15 100.00 0 100.00 0 59.84 4.11 
30 80.32 4.59 100.00 0 100.00 0 61.92 4.81 
40 82.40 4.27 100.00 0 100.00 0 62.16 4.11 





Figure 23:  Vertical cylinder frequency parameter, 𝛼, mean and variance.  Error bars 
represent variance of the RMSE. 
 
 
Table 16:  Vertical cylinder frequency parameter, 𝛼, mean and variance.  LT, low 
threshold local peak detection (LP), MT, medium threshold LP, HT, high threshold LP, 


















-30 0.02 3.98 0.06 3.70 0.03 3.63 - - 
-20 0.48 3.33 0.06 3.69 0.23 3.50 0.92 1.91 
-10 0.02 3.48 0.05 3.68 0.19 2.50 0.83 0.71 
0 0.22 2.40 0.10 3.65 0.04 1.21 0.87 0.12 
10 0.54 1.10 -0.46 2.30 0.02 1.00 0.87 0.02 
20 0.69 0.21 -0.44 2.30 0.02 0.96 0.87 0.01 
30 0.72 0.12 -0.51 2.02 0.01 1.00 0.85 0.01 
40 0.71 0.15 -0.49 1.91 0.02 0.96 0.87 0.01 






Figure 24:  Vertical cylinder odd bounce parameter, 𝜅𝑜, mean and variance.  Error bars 
represent variance of the RMSE. 
 
 
Table 17:  Vertical cylinder odd bounce parameter, 𝜅𝑜, mean and variance.  LT, low 
threshold local peak detection (LP), MT, medium threshold LP, HT, high threshold LP, 


















-30 0.50 0.00 0.50 0.00 0.50 0.00 - - 
-20 0.49 0.00 0.50 0.00 0.57 0.01 0.78 0.00 
-10 0.56 0.01 0.51 0.00 0.86 0.00 0.91 0.00 
0 0.72 0.05 0.55 0.01 0.95 0.00 0.97 0.00 
10 0.90 0.03 0.94 0.00 0.98 0.00 0.99 0.00 
20 0.99 0.00 0.95 0.00 0.99 0.00 0.99 0.00 
30 0.99 0.00 0.98 0.00 0.99 0.00 0.99 0.00 
40 0.99 0.00 0.99 0.00 0.99 0.00 0.99 0.00 






Figure 25:  Vertical cylinder even bounce parameter, 𝜅𝑒, mean and variance.  Error bars 
represent variance of the RMSE. 
 
 
Table 18:  Vertical cylinder even bounce parameter, 𝜅𝑒, mean and variance.  LT, low 
threshold local peak detection (LP), MT, medium threshold LP, HT, high threshold LP, 


















-30 0.50 0.00 0.49 0.00 0.49 0.00 - - 
-20 0.50 0.00 0.49 0.00 0.42 0.01 0.21 0.00 
-10 0.43 0.01 0.48 0.00 0.12 0.00 0.08 0.00 
0 0.27 0.05 0.44 0.01 0.04 0.00 0.02 0.00 
10 0.09 0.03 0.05 0.00 0.01 0.00 0.00 0.00 
20 0.00 0.00 0.04 0.00 0.00 0.00 0.00 0.00 
30 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 
40 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 










Table 19:  Vertical cylinder percent correct pixel attribution mean and variance.  LT, low 
threshold local peak detection (LP), MT, medium threshold LP, HT, high threshold LP, 


















-30 0 0 18.76 8.29 12.56 8.73 0 0 
-20 0 0 19.66 4.13 19.36 4.30 6.00 5.56 
-10 5.53 4.85 31.70 4.95 31.70 4.95 29.66 17.14 
0 57.56 16.60 72.48 3.79 72.48 3.79 84.02 5.90 
10 75.34 9.86 82.24 2.64 82.24 2.64 97.38 1.45 
20 81.62 4.19 82.56 3.05 82.56 3.05 98.60 1.01 
30 84.34 3.44 83.36 2.93 83.36 2.93 99.36 0.21 
40 83.22 4.63 83.04 3.02 83.04 3.02 99.02 0.36 






tolerance local peak method outperforms the 2-D Prony method in correctly attributing 
the pixel. 
 The frequency parameter exhibited different behavior than the sphere.  While the 
frequency parameter of the sphere was within 0.3 of the ideal value, 𝛼 = 0, the vertical 
cylinder started at mean values approximately equal to zero and increased over the SNR 
values.  At 20 dB and above the frequency parameter for the vertical cylinder is within 
approximately 0.3 of the ideal frequency parameter, 𝛼 = 1. Over the same SNR range the 
low tolerance qualification method is within 0.15 of the ideal.  The medium and high 
tolerance qualification methods average at approximately zero and -0.5 respectively.  
This shows the 2-D Prony and low tolerance method are the ideal methods to attribute 
pixels correctly.  Primitives with 𝛼 = 1 tend to exhibit this type of frequency behavior. 
 
4.1.2 Trihedral Results 
 Again, we see the trihedral results mirror the odd and even bounce parameters, in 
both mean and variance, of the sphere and vertical cylinder.  This similar behavior is 
found in the percentage of pixels correctly qualified, attributed, and the location estimate 
RMSE.  Consequently, the primitives not shown in this chapter, show the same behavior 
and approximately the same for these parameters with the exception of their respective 
even and odd bounce characteristics. 
 As with the vertical cylinder, the frequency parameter mean starts at zero for -30 
dB and slowly increases to approximately 1.7 for the 2-D Prony method, for SNR values 
of 20 dB and above.  Over this same SNR range, the low tolerance method for pixel 




Figure 27:  Trihedral RMSE mean and variance, in meters, of the 2-D Prony method.  
Error bars represent variance of the RMSE. 
 
 















-30 0.60 0.01 0.60 0.01 0.82 0.01 
-20 0.61 0.01 0.58 0.01 0.85 0.01 
-10 0.17 0.03 0.16 0.01 0.25 0.03 
0 0.05 0.02 0.02 0.00 0.07 0.02 
10 0.05 0.01 0.01 0.00 0.06 0.02 
20 0.00 0.00 0.00 0.00 0.00 0.00 
30 0.00 0.00 0.00 0.00 0.01 0.00 
40 0.00 0.00 0.00 0.00 0.01 0.00 






Figure 28:  Trihedral percent correct pixel qualification.  Error bars represent variance of 
the RMSE.  High, medium, and low, represent SPLIT tolerance levels. 
 
 
Table 21:  Trihedral percent correct pixel qualification.  LT, low threshold local peak 



















-30 0 0 48.32 4.70 21.76 2.66 0 0 
-20 0 0 74.40 3.82 72.72 3.94 3.76 0.64 
-10 6.24 1.31 97.36 0.52 97.36 0.52 22.00 3.09 
0 44.64 8.90 100.00 0 100.00 0 52.96 3.74 
10 71.52 11.61 100.00 0 100.00 0 58.88 4.99 
20 85.52 4.30 100.00 0 100.00 0 56.88 4.57 
30 82.80 4.69 100.00 0 100.00 0 58.32 3.65 
40 88.16 3.28 100.00 0 100.00 0 59.28 4.21 






Figure 29:  Trihedral frequency parameter, 𝛼, mean and variance.  Error bars represent 
variance of the RMSE. 
 
 
Table 22:  Trihedral frequency parameter, 𝛼, mean and variance.  LT, low threshold local 



















-30 -0.54 4.38 0.06 3.69 0.02 3.64 - - 
-20 -0.22 2.72 0.06 3.69 0.44 3.48 0.97 1.59 
-10 -0.16 3.73 0.07 3.71 0.97 2.38 1.79 0.64 
0 0.78 2.77 0.33 3.69 1.04 1.26 1.89 0.11 
10 1.41 1.14 0.26 2.94 1.01 1.05 1.86 0.02 
20 1.70 0.20 0.31 2.88 1.02 0.99 1.87 0.01 
30 1.68 0.30 0.30 2.62 1.02 0.99 1.87 0.01 
40 1.73 0.16 0.31 2.52 1.01 1.01 1.87 0.01 





Figure 30:  Trihedral odd bounce parameter, 𝜅𝑜, mean and variance.  Error bars represent 
variance of the RMSE. 
 
 
Table 23:  Trihedral odd bounce parameter, 𝜅𝑜, mean and variance.  LT, low threshold 



















-30 0.49 0.00 0.50 0.00 0.50 0.00 - - 
-20 0.51 0.00 0.50 0.00 0.58 0.01 0.79 0.00 
-10 0.57 0.02 0.51 0.00 0.87 0.00 0.92 0.00 
0 0.74 0.05 0.55 0.01 0.95 0.00 0.97 0.00 
10 0.92 0.02 0.95 0.00 0.98 0.00 0.99 0.00 
20 0.99 0.00 0.96 0.00 0.99 0.00 0.99 0.00 
30 0.99 0.00 0.98 0.00 0.99 0.00 0.99 0.00 
40 0.99 0.00 0.99 0.00 0.99 0.00 0.99 0.00 






Figure 31:  Trihedral even bounce parameter, 𝜅𝑒, mean and variance.  Error bars 
represent variance of the RMSE. 
 
 
Table 24:  Trihedral even bounce parameter, 𝜅𝑒, mean and variance.  LT, low threshold 



















-30 0.50 0.00 0.49 0.00 0.49 0.00 - - 
-20 0.48 0.00 0.49 0.00 0.41 0.01 0.20 0.00 
-10 0.42 0.02 0.48 0.00 0.12 0.00 0.07 0.00 
0 0.25 0.05 0.44 0.01 0.04 0.00 0.02 0.00 
10 0.07 0.02 0.04 0.00 0.01 0.00 0.00 0.00 
20 0.00 0.00 0.03 0.00 0.00 0.00 0.00 0.00 
30 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 
40 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 






Figure 32: Trihedral percent correct pixel attribution.  Error bars represent variance. 
 
 
Table 25:  Trihedral percent correct pixel attribution mean and variance.  LT, low 
threshold local peak detection (LP), MT, medium threshold LP, HT, high threshold LP, 


















-30 0 0 11.83 4.69 11.33 7.92 0 0 
-20 0 0 17.36 4.45 17.32 4.65 4.80 4.58 
-10 10.40 8.77 33.91 4.56 33.91 4.56 33.73 19.43 
0 61.89 15.33 72.72 3.69 72.72 3.69 84.24 6.01 
10 72.19 11.91 83.68 2.98 83.68 2.98 98.30 0.87 
20 84.22 3.82 83.60 2.80 83.60 2.80 99.40 0.44 
30 83.63 3.57 83.28 2.63 83.28 2.63 99.56 0.16 
40 84.99 3.47 84.64 2.67 84.64 2.67 98.90 0.86 







trihedral is 𝛼 = 2.  Again the low tolerance level has mean values closer to the ideal 
value than the 2-D Prony method does, and as seen previously, the 2-D Prony qualifies 
the correct pixels by more than 50% when compared to the other methods.  This 
frequency parameter range of -30 to 20 dB shows that when the data has a SNR below 20 
dB the frequency parameter has a larger variance and lower mean than ideal value.  This 
is confirmed with the results from the vertical dihedral.  Though the range of frequency 
values is less than the trihedral, the frequency estimates still vary enough to produce 
ambiguity. 
 
4.2 Toyota Tacoma 
 Here we observe the ability of the 2-D Prony method and local peak detection 
using a complex target.  Complex targets are representative of the types of real targets 
likely to be encountered.  Here we use the Toyota Tacoma, from Figure 1 in chapter I, to 
observe pixel qualification effects on complex targets.  Here the front of the truck is at 
positive 𝑥, also zero degrees azimuth, and we use an azimuth collection of zero to 30 
degrees.  The elevation angle was 30 degrees.  Figure 33 shows the results of the 
collection.  We see that the high tolerance local peak attributes many more pixels than 
any other method.  The Tacoma is not 5 meters wide so the extra attributions are likely 
due to the back projection imaging method.  The medium tolerance attributes pixels along 
the bumper of the vehicle.  The attributions are mostly horizontal and vertical dihedrals 
with some cylinders appearing.  This is likely due to the curvature of the bumper and the 
ground plane forming a dihedral with the truck.  The low tolerance method qualifies very 

















Figure 33:  SPLIT attributed images using different pixel qualification methods.  Top left, 
high tolerance, top right, medium tolerance, bottom left, low tolerance, bottom right, 2-D 
Prony. 
 
qualifies cylinders across the front bumper of the vehicle, probably due to the curvature 
of the bumper.  The back of the Tacoma attributes many dihedrals, most likely because of 
the tailgate and truck bed. 
 
4.2 Summary 
 The results from the SPLIT testing show that the estimated locations from the 2-D 
Prony method are, on average, within 10 cm for a SNR of 10 dB and above.  As the SNR 
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increases the location estimate error decreases further to only a few centimeters.  While 
[15] reported greater error in the 𝑦 estimates, the results did not show a large difference 
between 𝑥 and 𝑦 estimates.  In many cases, the 𝑦 estimates had a lower RMSE than their 
𝑥 estimates.  The total error at 20 dB and above is less than 1 cm.  At 4.0 GHz bandwidth 
and 10 degrees azimuth collection, the down range and cross range resolution is 3.75 cm 
and 8.5 cm respectively.  This results in an increase of location accuracy by a factor of 4 
at minimum.  When each method is compared by its ability to qualify the correct pixels 
the 2-D Prony method correctly qualifies 20% more pixels than the low tolerance 
method.  While the 2-D Prony method may qualify the correct pixels more often than the 
low tolerance method, the low tolerance method consistently attributes pixels with greater 
accuracy than the 2-D Prony does.  The low tolerance method correctly attributes pixels 
approximately 98%, for 20 dB and above SNR, compared to 2-D Prony’s 80%.  
 The feature vector parameters confirm results in [8].  The odd and even bounce 
parameters converge to their ideal values at approximately 20 dB for each method.  The 
variance is also very low, less than 0.01m.  These estimates provide accurate feature 
vector elements.  The frequency parameter shows much more variation.  The mean values 
start out at approximately zero and begin to converge toward their ideal values at 20 dB 
SNR.  The range of mean values for SNR below 20 dB is between zero and the ideal 𝛼.  
Therefore, for ideal frequency parameters of zero there is very little difference of this 
parameter.  For ideal frequency parameters of one there is the possibility of ambiguity 
between primitives with an ideal 𝛼 of zero and one.  For ideal frequency parameters of 
two there is the possibility of ambiguity between all primitives.  The 2-D Prony and local 
peak detection resulted in mean values approximately within 0.3 of the ideal values.  The 
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medium and high tolerance methods resulted in a values within one of their ideal values, 
and greater in some primitives and noise levels.  Finally, the results of the Toyota 
Tacoma were presented.  The high tolerance method attributed many more pixels than the 




V.  Future Work 
 In this chapter, we present recommended investigations into the pixel 
qualification method and its effects on parameter estimation in SPLIT.  Chapter IV 
presented results of the location error and parameter estimates of the 2-D Prony and local 
peak method of pixel qualification.  Here, we present additional methods of frequency 
parameter extraction and tests to study parameter estimates used to attribute pixels.  Tests 
using both simulated and real data, measured from the Wright State University Sensors 
and Signal Exploitation Laboratory, will be recommended. 
 
5.1 Amplitude Estimation and Interpolation 
 To estimate the frequency parameter, SPLIT uses the pixel intensity of qualified 
pixels.  These values can be viewed as the amplitude estimate for the center of the pixel.  
The 2-D Prony method can estimate sub-pixel locations of the scatterer.  Hence, a 
scatterer may lie closer to the boundary of a pixel rather than the center.  This means the 
pixel intensity may not represent the true amplitude value of the scatterer.  To account for 
this, one solution is to use the pixels surrounding the qualified pixel and interpolate the 
value of the amplitude at the location estimated by the 2-D Prony method.  This should 
give a more accurate value to estimate the frequency parameter.   
 For example, consider the “image” in Figure 34.  Let red squares have an intensity 
of two, yellow an intensity of one, and blue an intensity of zero.  Let the estimated 











Figure 34:  Image interpolation example.  Red square intensity, 2, yellow square 
intensity, 1, blue square intensity, 0. 
 
 
(0.48, -0.79).  Currently, SPLIT takes the pixel intensity as 2, the center value. The 
scatterer lies near a pixel boundary.  If we interpolate the pixel value using a linear 
interpolation then the intensity value becomes 1.52.  This value is likely closer to the true 
intensity of the scatterer.  Various methods are available to interpolate, i.e. linear, spline, 
and cubic.  Using different interpolation methods of the pixel intensity values may 
improve frequency parameter estimation. 
 The 2-D Prony method not only estimates the 2-D frequencies of a sinusoidal 
signal, but it also estimates the amplitudes of those signals as well.  These amplitudes are 
of interest due to the frequency parameter of the feature vector used to attribute the pixel. 
SPLIT uses the intensities of the qualified pixels in the subimages to estimate the 
frequency parameter.  The estimated amplitudes from the 2-D Prony method could be 
used to estimate the frequency parameter.  Using the 2-D Prony method, SPLIT is 
estimating the 2-D frequencies and amplitudes using the full spectrum.  The 2-D Prony 











method could estimate the 2-D frequencies and amplitudes using overlapping subbands.  
Then the corresponding estimated amplitudes from the subbands could be used to 
estimate the frequency parameter. 
 As an example, we take spheres and place them at (0, 0, 0), (0.5, 0.5, 0), 
 (-0.5, -0.5, 0), (-1, 1, 0), (1, -1, 0), where (𝑥𝑡𝑟𝑢𝑒 , 𝑦𝑡𝑟𝑢𝑒 , 𝑧𝑡𝑟𝑢𝑒).  The radius of each sphere 
is 0.1 meters.  Using the 2-D Prony on three overlapping subbands provided location 
estimates provided in Table 26.  Table 26 also shows the true locations and the 2-D Prony 
location estimates when using the full spectrum.  It can be observed from Table 26 that 
the location estimates have less error when the full bandwidth is used as opposed to the 
overlapping subbands.  Table 27 shows the frequency parameter estimates when the full 
bandwidth is used to estimate locations and then use corresponding subimage pixel 
intensities, the method used here in this thesis, and when the 2-D Prony amplitude  
 

















(1.1, -1) (1.10, -0.99) (1.06, -0.81) (1.06, -0.90) (1.05, -0.99) 
(-0.9, 1) (-0.90, 0.99) (-0.86, 0.81) (-0.86, 0.90) (-0.85, 0.99) 
(-0.4, -0.5) (-0.40, -0.5) (-0.23, -0.36) (-0.22, -0.46) (-0.22, -0.53) 
(0.6, 05) (0.60, 0.50) (0.43, 0.36) (0.42, 0.46) (0.42, 0.53) 
(0.1,0) (0.09, -0.00) (-0.23, 0.09) (-0.22,0.02) (-0.22, -0.02) 
  (0.43, -0.08) (0.42,-0.01) (0.42, 0.02) 
 
Table 27:  Frequency parameter estimates using subband estimated amplitudes and full 
spectrum location estimates with subimage pixel intensities. 









estimates from overlapping subbands are used.  This table again shows that the full 
spectrum provides estimates that are closer to the ideal frequency parameter, 𝛼 = 0.  The 
subband estimates also produced an extra location estimate as well.  More work can be 
done to determine the effectiveness of the estimated amplitudes to estimate 𝛼 and if the 
subbands produce more estimates than the true number of scatterers. 
 
5.2 Interpolation and Imaging Error 
 Another area of interest is the error associated with interpolation and imaging.  
The 2-D Prony method uses uniformly spaced samples to estimate frequencies and 
amplitudes.  However, SAR phase is generally collected by frequency and azimuth angle 
resulting in a polar data set that is not able to be processed by the 2-D Prony method.  To 
use this polar data set, we interpolate it to a Cartesian set in the same way we would use a 
polar formatting algorithm to form an image from the phase history.  This interpolation 
stage introduces error into the data, affecting the estimates returned from the 20D Prony 
method.  Currently, we use a linear interpolation stage for this.  However, other methods 
of interpolation could be used, possibly producing more accurate frequency and 
amplitude estimates. 
 Figure 8, in chapter II, presents a graphic representing this interpolation stage.  
One possibility is to generate the phase history data in a Cartesian grid rather generate the 
polar phase history.  To do this, we place point targets at (1, -1, 0) and (-1, 1, 0).  Both 
point targets have amplitudes equal to one.  Our parameters for the data collection are 
found in Table 28.  The results are found in Table 29.  We see that the results from the 
polar collected data seem to correspond well with the results in chapter IV. The polar data  
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Table 28:  Collection parameters for polar and Cartesian JRM phase history generation. 
Polar Collection Cartesian Collection 
Azimuth Angles 0 : 0.25 : 10 Deg Kx 210 : 0.17 : 221 
Frequency 8-12 GHz, 512 points Ky 20 : 0.34 : 41.5 
Elevation 0 Deg Elevation 0 Deg 
SNR Infinite SNR Infinite 
Polarization HH Polarization HH 
 
Table 29:  2-D Prony location estimates for point targets using interpolated polar and 
Cartesian collected phase history. 
True Location and Amplitude 
(𝑥𝑡𝑟𝑢𝑒 , 𝑦𝑡𝑟𝑢𝑒 , 𝐴𝑡𝑟𝑢𝑒) 
Polar Collection 
(?̂?, ?̂?, ?̂?) 
Cartesian Collection 
(?̂?, ?̂?, ?̂?) 
(-1, 1, 1) (-0.9883, 1.0026, 0.8780) (-1.0000, 1.0000, 1.0000) 
(1, 1, 1) (1.0116, 1.0020, 0.8780) (1.0000, 1.0000, 1.0000) 
 
 
was generated and then interpolated to a Cartesian collection using linear interpolation. 
The error in the location estimates, ?̂? and ?̂?, are within 2 cm of their true locations.  The 
amplitudes are within 0.122 of their true values, or approximately 10%.  The data that 
was generated in the Cartesian form is much closer to the true locations and amplitudes 
than the polar data collection.  This Cartesian data was generated in the Cartesian form 
and did not undergo an interpolation step.  The values shown in Table 29 shows four 
decimal places but the values are not equal to the true values.  The values are within 
10−14 of their true values.  This shows that the interpolation stage can be explored to 
determine the effects of interpolation on the location and parameter estimates. 
 Concerning the imaging error, SPLIT uses a tolerance level to qualify pixels.  As 
long as pixels are within the tolerance level, the pixels are qualified regardless of whether 
or not the pixels lie inside a scatterer or are the results of sidelobes.  Along with these 
issues, the error from the imaging operator is cause for concern.  The imaging operator 
introduces error by shifting the location of the scatterer slightly.  This means the 2-D 
Prony method could estimate locations and the scatterer could show up at another 
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location near the estimated location.  The 2-D Pony method then passes true location 
estimates to SPLIT and the error from the imaging operator could have shifted the 
scatterer enough that SPLIT takes the pixel intensities of pixels representing noise instead 
of those resulting from the scatterer.  This is where using the amplitude estimates from 
the 2-D Prony method to estimate the frequency parameter could be most useful. 
 As an example, we place 5 point targets at (0, 0, 0), (0.5, 0.5, 0), (-0.5, -0.5, 0),  
(-1, 1, 0), (1, -1, 0), where (𝑥𝑡𝑟𝑢𝑒 , 𝑦𝑡𝑟𝑢𝑒 , 𝑧𝑡𝑟𝑢𝑒).  All point target amplitudes are zero and 
the collection parameters are found in Table 30.  We use a Polar Format algorithm (PFA) 
and the Convolution Back Projection (CBP), that SPLIT uses to form images, to examine 
the effects of imaging error.  The results are shown in Figures 35 and 36 and Table 31.  
The farther away the point target is from the scene center, when the PFA is used in the 
pixel qualification stage, we see a larger location shift in the image.  In this case, the 
location estimates passed by the 2-D Prony method are less than a millimeter away from 
their true locations.  Here, estimated and true locations do not necessarily correspond to 
the scatterer location in the image.  SPLIT would operate on pixel intensity values not 
corresponding to scatterer sidelobes or noise.  When CBP is used to form the images we  
Table 30:  Collection parameters for imaging error tests. 
Azimuth Start 0 Deg Start Frequency 8 GHz 
Azimuth Stop 10 Deg Stop Frequency 12 GHz 
Azimuth Step 0.25 Deg Points 512 
Elevation 0.0 Deg Number of Point Targets 5 
SNR Infinite Polarizations HH 
 
Table 31.  True and estimated point target locations. 
True Locations (𝑥𝑡𝑟𝑢𝑒 , 𝑦𝑡𝑟𝑢𝑒) Estimated Locations (?̂?, ?̂?) 
(0, 0) (0, -0.0000) 
(0.5, 0.5) (0.5006, 0.5003) 
(-0.5, -0.5) (-0.5006, -0.5003) 
(-1, 1) (-1.0003, 0.9993) 




Figure 35:  Normalized PFA Image (in dB).  Black diamonds represent true locations 
listed in Table 32. 
 
 
Figure 36:  Normalized CBP Image (in dB).  Black diamonds represent true locations 





see that the true locations overlap the imaged locations.  Here, SPLIT would operate on 
the correct pixel intensity when forming the estimates.  In cases where noise is present, or 
the estimates are not as accurate we could observe the same issues here that the PFA 
presented. 
 
5.3 SSEL Measurements 
 The results presented here in this thesis have all been simulated results.  Measured 
results could confirm the results presented here and be compared with other measured 
data sets. The Wright State University Sensors and Signal Exploitation Laboratory 
(SSEL) can perform variations of the tests presented here in this thesis.  The 
instrumentation in the SSEL lab has been partially developed by the author of this thesis.  
The lab is equipped with an Agilent © N5224 4-port performance network analyzer 
(PNA) and a Newport ® ESP301 motion controller with a rotation stage.  Radar 
absorbing material (RAM) has been mounted on three moveable panels to suppress 
multiple bounces and lower the overall noise floor.  Along with two 10 dB, x-band, 
standard gain horns oriented for monostatic, polarimetric radar measurements, the SSEL 
lab is capable of producing inverse synthetic aperture radar (ISAR) measurements.  See 
Figure 37 and 38 for an example set up of the SSEL lab and capabilities [21]. 
 The SSEL lab designs modular scripts to be used for measurement collections, 
experiment scripts, and data analysis.  Figure 39 shows the approach to experiment 
design [21].  User inputs are first used to configure instrumentation and then passed to 
scripts to perform the experiment.  Finally, the collected data is passed to algorithms to 




Figure 37:  Example set up of the Wright State University Sensors and Signal 








experiment design is the high resolution range profile experiment script shown in Figure 
40.  Figure 41 displays the imaging and high-resolution range profile analysis from an 
SSEL experiment script. 
 The lab has every primitive, tested here, in precision machined aluminum except 




Figure 39:  SSEL experiment design template.  User inputs configure hardware, the 
experiment scripts conduct measurements, and analysis algorithms return and display 
measurement results [21]. 
 
 
measurements of the available primitives using the same collection parameters that were 
repeatedly used, see Table 5 for angle and frequency collection parameters.  This data 
could be used to test the 2-D Prony method location estimates and its ability to qualify 
the correct pixels against real targets in noise.  Secondly, the SSEL lab has the capability 
to perform ISAR measurements on more complicated targets.  Models of simple 
structures, such as boxes, and more complicated structures, such as air planes and 
vehicles, can be used to determine the effect of pixel qualification stages for simple and 
complex targets.  This particular testing could be of interest given the multi bounce and 




Figure 40:  High-resolution range profile experiment script. Measurement is collected 
using inverse synthetic aperture radar [21]. 
 
 
results as they assume no multiple bounces between targets and direct line of sight to 
every primitive.  Pixel qualification has been studied here for simulated, non-overlapping 
primitives and point targets.  The pixel qualification effect on feature extraction for 
complex structures is still to be determined and could be investigated through real 




Figure 41: Analysis display of a near field measurement from SSEL.  Left, ISAR image 
of a box (top 10 dB), top right, frequency spectrum and phase of measurement of current 




 We have presented different areas of future study for the pixel qualification stage 
in the SPLIT algorithm.  Pixel intensity interpolation and 2-D Prony amplitude estimates 
were examined.  The estimated amplitudes showed that some shapes could still be 
attributed correctly. However it is unclear at this time the percentage of pixels that could 
be correctly attributed using these amplitude estimates.  The interpolation and imaging 
error was briefly studied and found to be an area of possible improvement.  Phase history 
measured in a Cartesian grid, not requiring interpolation, produced estimates that were 
essentially the true values.  The imaging error showed imaging operators could have a 
large effect on feature extraction depending on how close the scatterers are to the scene 
center.  Finally, the capabilities of the SSEL lab was presented to show future work with 
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A.1 Vertical Dihedral 
 
Figure 42:  Vertical dihedral RMSE mean and variance, in meters, of the 2-D Prony 
method.  Error bars represent variance of the RMSE. 
 
Table 32:  Vertical dihedral RMSE Mean and variance of the location estimates for the 2-














-30 0.60 0.00 0.61 0.00 0.86 0.01 
-20 0.61 0.01 0.59 0.01 0.86 0.01 
-10 0.20 0.04 0.15 0.01 0.27 0.04 
0 0.05 0.02 0.02 0.00 0.06 0.02 
10 0.04 0.01 0.01 0.00 0.05 0.01 
20 0.00 0.00 0.00 0.00 0.00 0.00 
30 0.00 0.00 0.00 0.00 0.01 0.00 
40 0.00 0.00 0.00 0.00 0.01 0.00 




Figure 43:  Vertical dihedral percent correct pixel qualification.  Error bars represent 
variance of the RMSE.  High, medium, and low, represent SPLIT tolerance levels. 
 
 
Table 33:  Vertical dihedral percent correct pixel qualification.  LT, low threshold local 



















-30 0 0 48.16 20.48 20.48 3.37 0 0 
-20 0.08 0.01 72.08 70.56 70.56 4.32 2.16 0.41 
-10 5.20 1.06 96.56 96.56 96.56 0.66 22.56 2.69 
0 46.96 8.39 100.00 0 100.00 0 52.32 3.93 
10 72.16 10.62 100.00 0 100.00 0 57.92 4.90 
20 85.20 4.21 100.00 0 100.00 0 56.40 4.41 
30 83.12 4.70 100.00 0 100.00 0 57.84 3.79 
40 87.76 2.52 100.00 0 100.00 0 59.12 4.12 





Figure 44:  Vertical dihedral frequency parameter, 𝛼, mean and variance.  Error bars 
represent variance of the RMSE. 
 
 
Table 34:  Vertical dihedral frequency parameter, 𝛼, mean and variance.  LT, low 
threshold local peak detection (LP), MT, medium threshold LP, HT, high threshold LP, 


















-30 -0.14 3.97 0.06 3.69 0.02 3.66 - - 
-20 0.12 3.95 0.06 3.69 0.33 3.40 1.06 1.78 
-10 0.16 3.71 0.07 3.69 0.87 1.44 1.73 0.63 
0 0.61 3.00 0.30 3.68 1.00 1.04 1.86 0.04 
10 1.22 1.61 0.18 2.92 1.00 1.05 186 0.01 
20 1.68 0.244 0.25 2.79 1.02 1.00 1.87 0.01 
30 1.67 0.30 0.28 2.74 1.01 1.00 1.87 0.01 
40 1.72 0.18 0.29 2.68 1.01 1.01 1.87 0.01 





Figure 45:  Vertical dihedral odd bounce parameter, 𝜅𝑜, mean and variance.  Error bars 
represent variance of the RMSE. 
 
 
Table 35:  Vertical dihedral odd bounce parameter, 𝜅𝑜, mean and variance.  LT, low 
threshold local peak detection (LP), MT, medium threshold LP, HT, high threshold LP, 


















-30 0.49 0.00 0.49 0.00 0.49 0.00 - - 
-20 0.48 0.00 0.49 0.00 0.42 0.01 0.21 0.00 
-10 0.42 0.02 0.48 0.00 0.11 0.00 0.08 0.00 
0 0.28 0.04 0.44 0.01 0.04 0.00 0.02 0.00 
10 0.10 0.03 0.04 0.00 0.01 0.00 0.00 0.00 
20 0.00 0.00 0.04 0.00 0.00 0.00 0.00 0.00 
30 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 
40 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 






Figure 46:  Vertical dihedral even bounce parameter, 𝜅𝑒, mean and variance.  Error bars 
represent variance of the RMSE. 
 
 
Table 36:  Vertical dihedral even bounce parameter, 𝜅𝑒, mean and variance.  LT, low 
threshold local peak detection (LP), MT, medium threshold LP, HT, high threshold LP, 


















-30 0.49 0.00 0.49 0.00 0.49 0.00 - - 
-20 0.49 0.00 0.49 0.00 0.49 0.00 0.55 0.00 
-10 0.52 0.01 0.49 0.00 0.73 0.00 0.81 0.00 
0 0.66 0.04 0.52 0.01 0.89 0.00 0.93 0.00 
10 0.85 0.04 0.88 0.01 0.96 0.00 0.97 0.00 
20 0.99 0.00 0.89 0.01 0.98 0.00 0.99 0.00 
30 0.99 0.00 0.96 0.00 0.99 0.00 0.99 0.00 
40 0.99 0.00 0.98 0.00 0.99 0.00 0.99 0.00 










Table 37:  Vertical dihedral percent correct pixel attribution mean and variance.  LT, low 
threshold local peak detection (LP), MT, medium threshold LP, HT, high threshold LP, 


















-30 0 0 11.20 5.39 7.10 5.37 0 0 
-20 0 0 18.53 5.05 18.64 5.27 2.60 2.44 
-10 8.33 7.27 34.78 4.91 34.78 4.91 35.20 18.88 
0 58.05 15.46 69.04 4.97 69.04 4.97 79.89 8.16 
10 74.72 10.42 82.88 3.03 82.88 3.03 97.04 1.78 
20 82.72 4.11 82.80 2.73 82.80 2.73 99.28 0.48 
30 81.97 3.99 81.76 2.95 81.76 2.95 99.23 0.30 
40 84.15 3.53 84.08 2.70 84.08 2.70 99.62 0.97 




A.2 Horizontal Dihedral 
 
Figure 48:  Horizontal dihedral RMSE mean and variance, in meters, of the 2-D Prony 
method.  Error bars represent variance of the RMSE. 
 
 
Table 38:  Horizontal dihedral RMSE Mean and variance of the location estimates for the 














-30 0.60 0.01 0.59 0.01 0.85 0.01 
-20 0.61 0.01 0.59 0.01 0.86 0.01 
-10 0.20 0.04 0.15 0.01 0.27 0.04 
0 0.07 0.03 0.05 0.00 0.10 0.03 
10 0.06 0.02 0.02 0.00 0.07 0.02 
20 0.00 0.00 0.01 0.00 0.01 0.00 
30 0.00 0.00 0.01 0.00 0.01 0.00 
40 0.00 0.00 0.01 0.00 0.01 0.00 






Figure 49:  Horizontal dihedral percent correct pixel qualification.  Error bars represent 
variance of the RMSE.  High, medium, and low, represent SPLIT tolerance levels. 
 
 
Table 39:  Horizontal dihedral percent correct pixel qualification.  LT, low threshold 



















-30 0.08 0.01 49.92 5.18 23.44 3.55 0 0 
-20 0 0 81.60 3.18 81.12 3.16 1.60 0.29 
-10 6.56 1.36 100.00 0 100.00 0 26.88 2.64 
0 35.36 7.23 100.00 0 100.00 0 67.44 3.44 
10 66.24 11.07 100.00 0 100.00 0 74.80 3.37 
20 77.84 5.27 100.00 0 100.00 0 77.84 3.21 
30 77.36 5.27 100.00 0 100.00 0 75.68 3.50 
40 77.84 5.68 100.00 0 100.00 0 76.64 3.58 





Figure 50:  Horizontal dihedral frequency parameter, 𝛼, mean and variance.  Error bars 
represent variance of the RMSE. 
 
 
Table 40:  Horizontal dihedral frequency parameter, 𝛼, mean and variance.  LT, low 
threshold local peak detection (LP), MT, medium threshold LP, HT, high threshold LP, 


















-30 0.17 3.18 0.06 3.70 0.01 3.64 - - 
-20 0.50 3.05 0.05 3.67 0.08 2.98 0.16 2.91 
-10 0.13 3.20 0.07 3.57 0.30 0.64 0.22 0.54 
0 0.08 2.18 0.03 3.05 0.33 0.09 0.24 0.03 
10 0.14 0.86 -0.15 1.22 0.32 0.06 0.26 0.00 
20 0.21 0.07 -0.09 1.04 0.32 0.06 0.26 0.00 
30 0.20 0.09 -0.08 0.92 0.33 0.06 0.26 0.00 
40 0.21 0.04 -0.06 0.87 0.33 0.06 0.26 0.00 





Figure 51:  Horizontal dihedral odd bounce parameter, 𝜅𝑜, mean and variance.  Error bars 
represent variance of the RMSE. 
 
 
Table 41:  Horizontal dihedral odd bounce parameter, 𝜅𝑜, mean and variance.  LT, low 
threshold local peak detection (LP), MT, medium threshold LP, HT, high threshold LP, 


















-30 0.48 0.00 0.49 0.00 0.49 0.00 - - 
-20 0.48 0.00 0.48 0.00 0.33 0.02 0.20 0.00 
-10 0.38 0.02 0.47 0.00 0.10 0.00 0.07 0.00 
0 0.25 0.04 0.38 0.03 0.04 0.00 0.02 0.00 
10 0.10 0.03 0.04 0.00 0.01 0.00 0.00 0.00 
20 0.00 0.00 0.03 0.00 0.00 0.00 0.00 0.00 
30 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 
40 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 






Figure 52:  Horizontal dihedral even bounce parameter, 𝜅𝑒, mean and variance.  Error 
bars represent variance of the RMSE. 
 
 
Table 42:  Horizontal dihedral even bounce parameter, 𝜅𝑒, mean and variance.  LT, low 
threshold local peak detection (LP), MT, medium threshold LP, HT, high threshold LP, 


















-30 0.48 0.00 0.49 0.00 0.48 0.00 - - 
-20 0.48 0.00 0.49 0.00 0.49 0.01 0.56 0.00 
-10 0.55 0.01 0.50 0.00 0.75 0.00 0.82 0.00 
0 0.68 0.04 0.55 0.02 0.88 0.00 0.93 0.00 
10 0.85 0.04 0.84 0.01 0.93 0.00 0.97 0.00 
20 0.98 0.00 0.86 0.01 0.94 0.00 0.98 0.00 
30 0.98 0.00 0.91 0.00 0.95 0.00 0.98 0.00 
40 0.98 0.00 0.92 0.00 0.95 0.00 0.98 0.00 










Table 43:  Horizontal dihedral percent correct pixel attribution mean and variance.  LT, 
low threshold local peak detection (LP), MT, medium threshold LP, HT, high threshold 


















-30 0.40 0.40 23.23 9.32 18.36 12.16 0 0 
-20 0 0 15.80 3.78 15.87 3.82 2.40 2.35 
-10 10.80 9.27 38.08 4.04 38.08 4.04 41.06 19.68 
0 63.93 17.88 80.84 2.92 80.84 2.92 82.56 4.46 
10 84.21 12.09 97.84 0.38 97.84 0.38 97.99 0.55 
20 99.20 0.79 100.00 0 100.00 0 100.00 0 
30 98.80 1.19 100.00 0 100.00 0 100.00 0 
40 98.80 1.19 100.00 0 100.00 0 100.00 0 






A.3 Horizontal Cylinder 
 
Figure 54:  Horizontal cylinder RMSE mean and variance, in meters, of the 2-D Prony 
method.  Error bars represent variance of the RMSE. 
 
 
Table 44:  Horizontal cylinder RMSE Mean and variance of the location estimates for the 














-30 0.66 0.01 0.61 0.01 0.91 0.01 
-20 0.66 0.02 0.58 0.01 0.89 0.03 
-10 0.19 0.03 0.16 0.01 0.27 0.03 
0 0.07 0.03 0.05 0.00 0.10 0.03 
10 0.07 0.03 0.02 0.00 0.08 0.03 
20 0.00 0.00 0.01 0.00 0.01 0.00 
30 0.00 0.00 0.01 0.00 0.01 0.00 
40 0.00 0.00 0.01 0.00 0.01 0.00 






Figure 55:  Horizontal cylinder percent correct pixel qualification.  Error bars represent 
variance of the RMSE.  High, medium, and low, represent SPLIT tolerance levels. 
 
 
Table 45:  Horizontal cylinder percent correct pixel qualification.  LT, low threshold 



















-30 0 0 49.92 4.37 23.44 3.46 0 0 
-20 0.08 0.01 81.44 3.19 80.80 3.20 2.24 0.33 
-10 6.24 1.27 100.00 0 100.00 0 27.92 3.04 
0 36.96 6.52 100.00 0 100.00 0 72.48 3.83 
10 63.36 11.58 100.00 0 100.00 0 77.84 3.34 
20 76.00 5.26 100.00 0 100.00 0 78.08 3.91 
30 72.32 5.28 100.00 0 100.00 0 79.20 3.14 
40 73.84 5.70 100.00 0 100.00 0 79.52 3.24 





Figure 56:  Horizontal cylinder frequency parameter, 𝛼, mean and variance.  Error bars 
represent variance of the RMSE. 
 
 
Table 46:  Horizontal cylinder frequency parameter, 𝛼, mean and variance.  LT, low 
threshold local peak detection (LP), MT, medium threshold LP, HT, high threshold LP, 


















-30 -0.77 2.72 0.05 3.70 -0.00 3.65 - - 
-20 0.02 3.98 0.05 3.70 -0.22 3.59 -0.51 1.81 
-10 -0.09 3.29 0.02 3.66 -0.49 1.88 -0.63 0.59 
0 -0.35 2.13 -0.28 3.22 -0.64 0.33 -0.75 0.09 
10 -0.65 0.69 -0.94 0.98 -0.66 0.09 -0.73 0.01 
20 -0.78 0.04 -0.94 0.99 -0.66 0.06 -0.73 0.01 
30 -0.77 0.04 -0.90 0.63 -0.66 0.06 -0.73 0.00 
40 -0.77 0.03 -0.95 0.58 -0.66 0.06 -0.73 0.00 





Figure 57:  Horizontal cylinder odd bounce parameter, 𝜅𝑜, mean and variance.  Error bars 
represent variance of the RMSE. 
 
 
Table 47:  Horizontal cylinder odd bounce parameter, 𝜅𝑜, mean and variance.  LT, low 
threshold local peak detection (LP), MT, medium threshold LP, HT, high threshold LP, 


















-30 0.50 0.00 0.50 0.00 0.50 0.00 - - 
-20 052 0.00 0.50 0.00 0.65 0.01 0.79 0.00 
-10 0.59 0.02 0.51 0.00 0.88 0.00 0.92 0.00 
0 0.74 0.05 0.60 0.03 0.95 0.00 0.97 0.00 
10 0.91 0.03 0.95 0.00 0.98 0.00 0.99 0.00 
20 0.99 0.00 0.96 0.00 0.99 0.00 0.99 0.00 
30 0.99 0.00 0.98 0.00 0.99 0.00 0.99 0.00 
40 0.99 0.00 0.99 0.00 0.99 0.00 0.99 0.00 






Figure 58:  Horizontal cylinder even bounce parameter, 𝜅𝑒, mean and variance.  Error 
bars represent variance of the RMSE. 
 
 
Table 48:  Horizontal cylinder even bounce parameter, 𝜅𝑒, mean and variance.  LT, low 
threshold local peak detection (LP), MT, medium threshold LP, HT, high threshold LP, 


















-30 0.49 0.00 0.49 0.00 0.49 0.00 - - 
-20 0.47 0.00 0.49 0.00 0.34 0.01 0.20 0.00 
-10 0.40 0.02 0.48 0.00 0.11 0.00 0.07 0.00 
0 0.25 0.05 0.39 0.03 0.04 0.00 0.02 0.00 
10 0.08 0.03 0.04 0.00 0.01 0.00 0.00 0.00 
20 0.00 0.00 0.03 0.00 0.00 0.00 0.00 0.00 
30 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 
40 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 










Table 49:  Horizontal cylinder percent correct pixel attribution mean and variance.  LT, 
low threshold local peak detection (LP), MT, medium threshold LP, HT, high threshold 


















-30 0 0 13.80 5.12 10.66 6.79 0 0 
-20 0 0 16.54 3.77 16.48 3.74 3.60 3.48 
-10 11.73 9.90 36.80 4.65 36.80 4.65 37.16 18.60 
0 63.99 17.18 79.28 3.25 79.28 3.25 82.05 4.28 
10 84.14 12.92 99.20 0.15 99.20 0.15 99.48 0.18 
20 99.60 0.40 100.00 0 100.00 0 100.00 0 
30 100.00 0 100.00 0 100.00 0 100.00 0 
40 99.20 0.79 100.00 0 100.00 0 100.00 0 








Figure 60:  Tophat RMSE mean and variance, in meters, of the 2-D Prony method.  Error 
bars represent variance of the RMSE. 
 
 















-30 0.64 0.01 0.59 0.00 0.88 0.01 
-20 0.64 0.01 0.59 0.01 0.88 0.02 
-10 0.24 0.05 0.18 0.02 0.33 0.06 
0 0.06 0.02 0.03 0.00 0.07 0.02 
10 0.05 0.02 0.01 0.00 0.06 0.02 
20 0.00 0.00 0.00 0.00 0.00 0.00 
30 0.00 0.00 0.00 0.00 0.01 0.00 
40 0.00 0.00 0.00 0.00 0.01 0.00 






Figure 61:  Tophat percent correct pixel qualification.  Error bars represent variance of 
the RMSE.  High, medium, and low, represent SPLIT tolerance levels. 
 
 
Table 51:  Tophat percent correct pixel qualification.  LT, low threshold local peak 



















-30 0 0 49.20 4.59 20.0 3.14 0 0 
-20 0 0 77.36 3.57 75.76 3.69 2.72 0.50 
-10 4.48 0.95 99.68 0.06 99.68 0.06 21.84 3.00 
0 45.20 9.02 100.00 0 100.00 0 52.88 3.94 
10 71.20 11.33 100.00 0 100.00 0 61.12 4.83 
20 85.84 3.94 100.00 0 100.00 0 57.12 4.22 
30 85.36 4.22 100.00 0 100.00 0 73.12 3.90 
40 83.12 4.51 100.00 0 100.00 0 62.80 4.04 





Figure 62:  Tophat frequency parameter, 𝛼, mean and variance.  Error bars represent 
variance of the RMSE. 
 
 
Table 52:  Tophat frequency parameter, 𝛼, mean and variance.  LT, low threshold local 



















-30 -0.15 4.16 0.06 3.70 0.01 3.64 - - 
-20 0.01 3.84 0.05 3.69 0.18 3.43 0.67 2.11 
-10 0.04 3.49 0.06 3.64 0.18 1.19 0.83 0.69 
0 0.17 2.63 0.06 3.67 0.00 0.96 0.84 0.05 
10 0.44 1.27 -0.62 2.34 0.00 0.97 0.84 0.01 
20 0.65 0.27 -0.67 2.22 0.00 0.97 0.84 0.01 
30 0.67 0.26 -0.64 2.05 0.01 0.95 0.85 0.01 
40 0.71 0.15 -0.61 1.99 0.02 0.91 0.85 0.01 





Figure 63:  Tophat odd bounce parameter, 𝜅𝑜, mean and variance.  Error bars represent 
variance of the RMSE. 
 
 
Table 53:  Tophat odd bounce parameter, 𝜅𝑜, mean and variance.  LT, low threshold local 



















-30 0.49 0.00 0.49 0.00 0.49 0.00 - - 
-20 0.49 0.00 0.49 0.00 0.42 0.01 0.21 0.00 
-10 0.42 0.01 0.48 0.00 0.11 0.00 0.08 0.00 
0 0.30 0.04 0.44 0.00 0.04 0.00 0.02 0.00 
10 0.11 0.03 0.06 0.01 0.01 0.00 0.00 0.00 
20 0.00 0.00 0.04 0.00 0.00 0.00 0.00 0.00 
30 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 
40 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 






Figure 64:  Tophat even bounce parameter, 𝜅𝑒, mean and variance.  Error bars represent 
variance of the RMSE. 
 
 
Table 54:  Tophat even bounce parameter, 𝜅𝑒, mean and variance.  LT, low threshold 



















-30 0.48 0.00 0.49 0.00 0.49 0.00 - - 
-20 0.49 0.00 0.49 0.00 0.49 0.00 0.56 0.01 
-10 0.52 0.01 0.49 0.00 0.73 0.01 0.81 0.00 
0 0.65 0.04 0.52 0.01 0.89 0.00 0.93 0.00 
10 0.85 0.04 0.85 0.02 0.96 0.00 0.97 0.00 
20 0.98 0.00 0.90 0.01 0.98 0.00 0.99 0.00 
30 0.99 0.00 0.96 0.00 0.99 0.00 0.99 0.00 
40 0.99 0.00 0.98 0.00 0.99 0.00 0.99 0.00 






Figure 65: Tophat percent correct pixel attribution.  Error bars represent variance. 
 
 
Table 55:  Tophat percent correct pixel attribution mean and variance.  LT, low threshold 



















-30 0 0 17.17 7.50 8.60 6.02 0 0 
-20 0 0 16.37 3.46 16.48 3.64 4.20 3.93 
-10 8.20 7.25 33.00 4.13 33.00 4.13 29.40 16.52 
0 59.89 15.36 71.68 3.86 71.68 3.86 81.58 7.35 
10 71.92 10.95 82.16 2.92 82.16 2.92 96.02 2.05 
20 81.26 3.98 80.88 2.96 80.88 2.96 98.55 0.96 
30 82.53 3.52 82.72 2.62 82.72 2.62 99.10 0.35 
40 83.22 3.65 82.16 2.92 82.16 2.92 99.30 0.29 
50 84.53 2.75 84.40 2.26 84.40 2.26 98.54 0.97 
 
