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ABSTRACT 
Let K be a closed, pointed, full cone in R”. In their treatment of Perron-Frobenius 
theory for a linear map A preserving K by Wielandt’s approach, Barker and 
Schneider introduced four sets, namely, P, P,, 2, and Z,, the Collatz-Wielandt sets 
associated with A. We determine the greatest lower bound and the least upper bound 
of these sets. Some known results for a nonnegative matrix relating its spectral radius 
to its upper and lower Collatz-Wielandt numbers are extended to the setting of a 
cone-preserving map. Applications of our results to the nonnegativity of solutions of 
linear inequalities associated with a nonnegative matrix are also considered. 
1. INTRODUCTION 
We shall restrict our attention to finite-dimensional spaces. Let K be a 
proper (closed, pointed, full) cone in R”. Let a(K) be the set of all n x 12 
real matrices A such that AK c K. The classical Perron-Frobenius theorem 
for a nonnegative (square) matrix has been extended to the setting of a matrix 
A in n(K): the spectral radius p(A) of A is an eigenvalue, and there is a 
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corresponding eigenvector in K (which we call a Perron vector). In their 
treatment of this result by Wielandt’s approach, Barker and Schneider [2] 
introduced four sets 3, a,, Z, and Z,, which we refer to as the Collatz- 
Wielandt sets associated with A (see Section 2 for the definitions). When A 
is K-irreducible, they showed that sup Q = inf Z,, this common value is an 
eigenvalue of A (in fact, equal to the spectral radius of A), and there is a 
corresponding eigenvector in K. By a limiting argument, the Perron-Frobenius 
theorem for a general A E m(K) follows. In this paper we return to a study of 
the Collatz-Wielandt sets. We feel that such an attempt will be useful in 
further development of the Perron-Frobenius theory. This work will be 
continued by Tam [17]. 
In Section 2 we define the necessary cone-theoretic or graph-theoretic 
terms. We also give some known or partially known results on the local 
spectral radius, lower and upper Collatz-Wielandt numbers, and distin- 
guished eigenvalues of a cone-preserving map. 
In Section 3 we determine the values of sup a, sup Q2,, inf Z, and inf Z, 
for A E rr( K ). Some of our results are implicitly contained in the work of 
Fijrster and Nagy [6,7] and Friedland [8]. But where their proofs are analytic 
and depend sometimes on the use of the local resolvent function, our proofs 
are elementary and geometric and make use of the Perron-Frobenius theo- 
rem. We also correct a result of Marek and Varga [ 1 l] concerning the spectral 
radius of a cone-preserving map and the associated lower and upper Collatz- 
Wielandt numbers (see Theorem 3.6). 
By taking K to be the nonnegative orthant of R”, in Section 4 we find 
applications of our results to nonnegative matrices. Using a result of Victory, 
we first determine the values of inf Z and sup 3, for a nonnegative matrix P 
in terms of the spectral radii of submatrices of P corresponding to its classes. 
Then we reformulate some known results (see Schneider [16, Section 41) and 
give some new results (Theorems 4.3, 4.7 and Lemma 4.5) concerning 
nonnegative solutions to linear inequalities associated with a nonnegative 
matrix or a singular M-matrix. Some of our proofs make use of the tracedown 
method. 
Finally, in Section 5, we give necessary and sufficient conditions for the 
Collatz-Wielandt numbers rA( A’x) and RA( A%), i = 1,2,. . . , to converge to 
p(A), where A E r(K) is K-irreducible and x is a nonzero vector of K. This 
extends partly a result of Friedland and Schneider [9, Theorem 6.81 to the 
setting of a cone-preserving map. 
2. PRELIMINARIES 
Let V be a finite-dimensional real vector space. A nonempty subset K of 
V is called a convex cone if ax + /3 y E K for all x, y E K and LY, /3 > 0. The 
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coneKispointedifKn(-K)=(O); KisreproducingifK-K=V.IfK 
is closed (in the usual topology of V) and satisfies all the above properties, K 
is called a proper cone. Henceforth, we always use K to denote a proper cone 
in R”. 
A familiarity with elementary properties of convex cones is assumed. For 
references, the reader may consult Barker [l] or Berman and Plemmons [3]. 
To fix notation and terminology, we give some additional definitions. 
K induces a partial ordering on R” by x > K y (also written as yK< x) if 
and only if x - y E K. Sometimes we also write x z+ K y and x > K y for 
x-y E int K (the topological interior of K) and for x-y E K, x # y, 
respectively. But when there is no danger of confusion, we simply use the 
notation > , >, and > instead. 
A subcone F of K is a face of K if 0 < y < x and x E F imply y E F. A 
one-dimensional face of K is called an extreme ray. K is said to be polyhedral 
if it has finitely many extreme rays. For any r E K, we denote by a’(x) the 
face of K generated by x, that is, the intersection of all faces of K containing 
x.Then@(x)={y~K:clly~xforsomecu>0}. 
We shall use the words “matrix” and “linear operator” interchangeably. 
Let a(K) be the set of all n X n real matrices which map K into itself. A 
matrix in m(K) is said to be K-irreducible if the only faces of K that it leaves 
invariant are (0) and K itself. Let RF denote the nonnegative orthunt, the 
set of all vectors with nonnegative entries in R”. Then r( R: ) is the set of all 
n x n (entrywise) nonnegative matrices. By the dual cone of K, denoted 
by K*, we mean the proper cone {z E R”: (z, x) > 0 for all x E K}, where 
( , ) denotes the usual inner product of R”. It is known that for any 
A E Rnx”, A E r(K) (and is K-irreducible) if and only if AT E a(K*) 
(respectively, and is K*-irreducible), where AT denotes the transpose of A. 
Let A E 7r( K). The following sets were introduced by Barker and 
Schneider [2] in their treatment of Perron-Frobenius theory for a cone-pre- 
serving map by Wielandt’s approach. We call them the Collutz-Wielundt sets 
associated with A: 
Q(A)= {o>0:3~>~0, Ax~~wx}, 
C(A)= {u>O:~X>~O, AxK<ax}, 
Z,(A)= {a~0:3x~~O, Ax~,<ox}. 
When there is no danger of confusion, we write simply 9, Pi, Z, and Z,. 
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Closely related to the Collatz-Wielandt sets are the lower and upper 
Collatz-Wielandt numbers, defined as follows. (See also Mint [12, Chapter 1, 
Section 31 for the CoZZutz-WieZundt j&n&on of a nonnegative matrix.) 
Let Agn(K) and let x E K. The lower and upper Collutz-Wiekzndt 
numbers of x with respect to A are defined by 
r,(x)=sup{w>O:Ax>wr}, 
R,(x)=inf{a>,O:Ax<ax}, 
where we write R,(x) = cc if no u exists such that Ax < ux. 
REMARK 2.1. It is easy to prove the following: 
supQ= supr,(x), supQ2,= sup r*(x), 
X>O X z+ 0 
inf Z = ,‘P!R.4( X) inf Z,= XigfOR,(r). 
We also need the concept of local spectral radius, which is defined for a 
bounded linear operator on a Banach space, usually in terms of its local 
spectrum. Here we give an equivalent definition for a complex matrix. For 
reference, see Istratescu [lo, Chapter 2, Section 161. 
Let AE@“~“. For any XEC”, the local spectral radius of A at x, 
denoted by p,.. A), is given by 
p,(A) = limsup]]Akx](‘/k, where 11.11 is any norm of C”. 
kAcc 
The following result is probably known. A proof is included for completeness. 
THEOREM 2.2. Let A E Cnxn, and let x be a nonzero vector in C”. 
(i) Denote by W, the linear subspace span{ x, Ax, A2x,. . . }. Then p,(A) 
= p( A], ), where Al, denotes the restriction of A to the invariant subspace 
w,. r 
I 
(ii) Let the distinct eigenvalues of A be A,,..., X,. Let x = x1 + . . . + x, 
be the unique representation of x in terms of the generalized eigenvec- 
tars of A, that is, xi E !R[(Tx,Z- A)“] for i = l,..., s. Then p,.(A)= 
max{ (X,1: xi + 0). 
We need the following lemma in the proof of Theorem 2.2. 
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LEMMA 2.3. Let AE Cnx”. For any vectors x1, x2 E C”, we have 
P .,+,JA) 4 ma{p,l(A), pX2(A)& 
Proof. Let x =x1 +x2. By choosing a suitable subsequence of the 
sequence of natural numbers, we may assume that 
p,(A) = limj+, I(Akjx(I1/kt, 
and for each j, ((Akjr,(l >, ((Akjx2(I; hence, 
)IAkj(x, + x2) ))l’kJ <21/kjJJAk,x1JJ1/kj~ 
Letting j -+ CO, we obtain 
p,,+*,(A) < limsup21’kjllAkjx1111’ki 
i -+ 03 
< limsup21/kl/Akxlll’/k 
k+m 
Proof of Theorem 2.2. (i): First note that 
P,(A) = Pr,,,x,,(A) = hm&stP (4.v~) 
II kiGll”k 
Let y E W, be an eigenvector of A corresponding to an eigenvalue with 
modulus p(A(,=). Then p,(A) = p(Al&. Furthermore, y can be expressed 
as lE&pjA”~x for some nonnegative integers ni and some nonzero numbers 
aj, 1~ j < p. By Lemma 2.3, we have 
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where the last inequality follows from pAix(A) < p,(A) for each nonnegative 
integer i. We have proved that p,(A) = p(A]wz). 
(ii): Without loss of generality, we may assume that xi Z 0 if and only if 
1 G i G t. Then clearly the A-invariant subspace W, is contained in 
@~=I%[(XiZ - A)“]. Furthermore, W, n YZ[(h,Z - A)“] z (0) for each i, 
1 G i G t. It follows that a( A]& the spectrum of A],, is equal to 
{A i....,A,}.Th f ere ore, &A(w,) = max{ IX,]: 1~ i <t}. n 
Let A E +rr( K). We call a (nonnegative) eigenvalue of A a distinguished 
eigenvalue of A for K if there is a corresponding eigenvector in K. We have 
the following known result which relates the local spectral radius to the 
Collatz-Wielandt numbers and to the distinguished eigenvalues. (See Fiirster 
and Nagy [6, Theorem 12; 7, Propositions 1, 21.) A different, elementary 
proof of the result will also be given. 
THEOREM 2.4. Let A E V$ K). Then: 
(i) For any x > 0, rA( x) < p,(A) < RA( x). 
(ii) A real number X is a distinguished eigenvalue of A for K if and only 
if X = p,(A) for some x > 0. 
Proof. (i): By definition, rA(x)r < Ax. Since A E r(K), by induction we 
obtain [ rA( x)]% < Akx. Choose any norm ]I. I( of R” which is monotonic with 
respect to K (see Berman and Plemmons [3, p. 61). Then ~,(x)(]x()“~ < 
(lAkxl(l/k. By taking limsup of both sides, we obtain r*(x) < p,(A). Similarly, 
we can also prove p,.(A) < R*(X). 
(The above proof is essentially the same as that given by Fijrster and 
Nagy [7, Proposition 21. We include it here for convenience.) 
(ii): If X is a distinguished eigenvalue of A, then there exists x > 0 such 
that Ax = Xx. Hence 
p,(A) = limsup]]Akr]]“k = limsup(]Xkx]]l’k = (A] = A. 
k+m k+cc 
Conversely, suppose that X = p,(A) for some x > 0. Denote by W, the 
linearsubspacespan{r,Ax,...}.Then AIW,~r(K I-I W,)andspan(K n W,) 
= W,. By the Perron-Frobenius theorem there exists a nonzero vector y in 
K n W, such that Ay = p(A], )y. But by Theorem 2.2(i), p(A]w*) = p,(A). 
Hence h [ = p,(A)] is a distingmshed eigenvalue of A. n 
We now review some graph-theoretic properties of a matrix that are 
related to its class structure. Our definitions and notation essentially follow 
those of Schneider [16]. 
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Denote by (n) the set {1,2,..., n}. Let A E Rnx”. As usual, we define 
the directed graph of A to be the graph G(A) with vertex set (n) where 
(i, j) is an arc if and only if aij # 0. The vertex sets of the strongly connected 
components of G(A) are simply called classes of A, and are denoted by 
Greek letters a, @, etc. For any two classes CY and /?, we say a has access to p 
or~husaccessfioma,andwewritea~~or/3~co,ifa=~orthereisa 
path in G(A) from a vertex in a to some vertex in 8. We also write a >- p or 
p -K a if a >= j3 and a # /I. A class a is said to be initial (Foal) if there is 
no class j3 such that /I > a (a F p). By the reduced graph of A, denoted 
by R(A), we mean the directed graph with classes of A as vertices, where 
(a,/3) is an arc if and only if a f j3 and A,, # 0, where A, denotes the 
submatrix of A with row indices from a and column indices from /I. 
Let X =([i,..., <,)r E R”. By the support of x we mean the set supp(x) 
= {i~(n):&#O}. F or any class a of A, we denote by x, E RI”1 the 
corresponding subvector of x. A class a is said to be in supp(x) if x, # 0; a is 
said to have access to supp(x) if it has access to some class in supp(x). 
Now let P be an n X n nonnegative matrix. A class a of P is said to be 
basic if p( P,,) = p(P); otherwise, a is called nonbasic. A class a is called 
distinguished if p(P,,) > p(PBB) for any class j3 t- a. In [18, Proposition l] 
Victory proved the following: 
A real number X is a distinguished eigenvalue of P (for El”, ) if and only 
if X = p( P,,) for some distinguished class a of P. 
A real square matrix A is called a singular M-matrix if A = p(P)Z - P for 
some nonnegative matrix P. Note that then A and P have the same classes. 
We shall call a class a of a singular M-matrix basic (nonbasic, distinguished) if 
and only if a is a basic (nonbasic, distinguished) class of an associated 
nonnegative matrix. 
3. BOUNDS FOR COLLATZ-WIELANDT SETS 
We will determine the values of sup 6l, sup a,, inf Z, and inf 2,. Barker 
and Schneider [2] have proved the following: 
Let A E s(K). Then sup Q < inf 2,. Zf, in addition, A is K-irreducible, 
then 0 = a,, 2 = X,, and sup P = inf Z, = p(A). 
To complete their result, we have the following: 
THEOREM 3.1. Z_&AEs(K). Then supQ=infZ,=p(A). 
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Proof. Let E > 0 be given. Then {[p(A)+ &]I - A}-’ equals 
Cr+A’/[p(A)+ &lk+’ and hence belongs to V( K ). Choose any vector 
yEintK,andlet r={[p(A)+&]Z-A}-ly.Thenx~intK;otherwise,we 
have {[p(A)+ &]I - A}-lK c cP(x)z aZZ (the boundary of K), contradict- 
ing the nonsingularity of {[p(A) + E]Z - A} - ‘. Thus we have x >> 0 and 
y={[p(A)+~lZ-AA) x>O.Thisshowsthat p(A)+~~Z~forevery~>O, 
and hence inf I: 1 < p(A). But by the Perron-Frobenius theorem, we always 
have p(A) E !& so p(A) < sup Q. Therefore, by the abovementioned result of 
Barker and Schneider, our result follows. n 
Note that by the Perron-Frobenius theorem, we always have sup&! 
[ = p(A)] E 5l. But in general, inf Z, @ Z, (see Theorem 4.2). We now 
determine the value of inf Z. 
THEOREM 3.2. Let A E r(K). Then inf Z belongs to Z and is equal to 
the least distinguished eigenvalue of A for K. 
Proof. It is clear that every distinguished eigenvalue of A for K belongs 
to Z. The proof is complete if we can show that for any u E Z, u >, X for 
some distinguished eigenvalue X of A for K. Let CJ E Z. Then Ax < ux for 
some nonzero vector x E K. It follows that A leaves invariant the cone Q(X), 
and hence AISpanQ(X) E n(@(x)). So by Theorem 3.1, we have u >, 
inf Z,(Al Spana(xJ = P(AI~~~& where P(AI,,,~& is easily seen to be a 
distinguished eigenvalue of A for K by applying the Perron-Frobenius 
theorem to AjspanQ(xj. The proof is complete. n 
To determine the value of supQ2,, we need the following theorem of 
alternatives (see, for instance, Berman and Plemmons [3, Chapter 1, Exercise 
3.71). 
Let K, and K, be proper cones in R” and R” respectively, and let 
A E R” ‘“. Consider the following systems: 
(1) Ax E int K,, x E int K,, 
(2) ATy E K:, 0 f y E - K,*. 
Then exactly one of the systems (1) and (2) is consistent. 
THEOREM 3.3. LetA~~(K).l%ensup~2,(A)=infZ(AT),andhenceis 
equal to the least distinguished eigenvalue of AT for K*. 
Proof. Let w E Q2,( A), and let h be a distinguished eigenvalue of AT for 
K*. Then Ax > K wx for some vector x E int K, and ATz = hz for some 
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nonzero vector z E K*. Hence Xz*x = z*Ax > oz*x. As z*x > 0, this implies 
that h > w. In view of Theorem 3.2, this proves that sup ai < inf Z(A*). 
Now let (Y = inf Z( A*). The proof is complete if we can prove that for any 
E > 0, there is a vector x E int K such that [A - (a - .s)Z]r E int K. Assume 
that this is not true for some &a > 0. Then by the above theorem of 
alternatives there is a nonzero vector y E K* such that [A - (a - ~)l]*y 
E -K*. Thus ATyK’<(a- .sa)y and so (Y - s0 E Z(A*), in contradiction 
with the definition of (Y. n 
Note that in general, sup 52,4 L?i; however, when K is polyhedral, we 
always have sup Q2, E G2, (see Theorem 4.1(n) and Tam [17, Corollary 4.21). 
REMARK 3.4. The equality sup Q = p(A) in Theorem 3.1 and that in 
Theorem 3.2 have appeared in an equivalent form, by Remark 2.1, for the 
special case when K is the nonnegative orthant R: in Fijrster and Nagy [7], 
where they are proved by use of Theorem 2.4. 
REMARK 3.5. Let A E s(K). Marek and Varga [ll, Lemma 31 proved 
that for any x > K 0, 
(Ax, z) (Ax, z) 
%(x)=;;~o (x,z) and ‘“(“)=,j;;*o (x,z) * 
When x >> K 0, we can also prove 
In view of these facts, we note that Theorem 3.1 also follows by modifying 
the argument given by Friedhmd [8, Theorem I]. However, we believe the 
result of Theorem 3.3 is new. 
Let A E r(K). Let E$‘) be the projection of C ” onto m[ { A - p( A)Z }“I 
along the direct sum of generalized eigenspaces of A corresponding to 
eigenvalues other than p(A). Let E, ck) be the components of A defined by 
Ejk’=[A-p(A)Z]kE$o), k=O,..., Y - 1, where v is the index of p(A) as an 
eigenvalue of A. It is known that Er- ‘) is nonzero and belongs to a(K) (see, 
for instance, Schneider [15, Theorem 5.21). The following theorem first 
appeared in Marek and Varga [ll, Theorem 2.11 in the setting of a positive 
linear operator on a Banach space. However, the statement of the result and 
the proof as given there contain errors. Fijrster and Nagy [7, Theorem 51 have 
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given a correct proof of the result in the special case when K is the 
nonnegative orthant R: . 
THEOREM 3.6. Let A E n(K). Then 
p(A)=inf(R,(r):xEK, EF-?x#O}. 
If, in addition, K is polyhedral, we also have 
Proof. By Theorem 24(i), for any nonzero vector x E K we have 
r*(x) < p,(A) < RJx). If x E K satisfies Ej”-?x + 0, then Ej”k # 0 and by 
Theorem 2.2(ii), p,(A) = p(A). So clearly, we have 
p(A) ginf( R,(r):rE K, Ez-‘)x+0). 
On the other hand, int K 2 { r E K : E(“-% # 0}, as EC’- ‘) is nonzero and 
belongs to n( K ). Thus by Theorem 3.1 and Remark 2.1, we also have 
p(A) =inf 2, 
= xi$foRA(x) 
ainf(R,(x):xEK, E$‘-%+o). 
Together with the above inequality, this implies that the first identity in our 
theorem holds. 
We now prove the second identity, assuming that the cone K is polyhe- 
dral. Obviously, we have 
p(A)~sup{r,(r):x~K, Ef’-“r#O}. 
As K is polyhedral, there exists y > 0 such that [A - p( A)Z]‘y > 0 for 
i= ,...) 1 v - 1, and [A - p(A)l]‘y = 0 (see Tam [17, Theorem 7.51). Then 
clearly, we have E$‘-‘j y z 0 and [A - p( A)Z] y > 0; hence rA( y) = p(A). 
This proves our second identity. w 
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The example below shows that the polyhedra@ assumption in the 
second part of the above theorem is irredundant. 
EXAMPLE 3.7. Let a be a given real number with 0 < (r < 1. Let C be 
the closed convex set in R2 with extreme points (k, ok-‘)‘, k = 1,2,. . . , 
and with recession cone O+C = { h(l,O)r: X > O}. Let K be the cone in B3 
given by 
K= x; io ER3:xEC, x20 > U{X(l,O,O)r:X~0}. 
Then K is a proper cone in R3 (see Rockafellar [13, Theorem 8.21). 
Let 
1 0 1 
A=0 (Y 0. 
i 1 0 0 1 
Then for each k = 1 2 , >*.*, we have A(k, ak-l, 1)r = (k + 1, ak, l)? Also 
A(l, 0,O)r = (l,O, 0)r. Hence A sends the set of extreme vectors of K into 
itself, and so A belongs to a(K). Obviously A has exactly two eigenvalues, 
namely (Y and 1, and p(A) = 1. We contend that there is no vector x E K 
such that Er-?x # 0 and rA(x) > (Y. Assume the contrary, that x = 
(ti, {s, E3)T is such a vector. Then from Ax > (YX we obtain 
0 < (A - d)x = (&(I - a>+ t3,0, 630 - a))T, 
which implies that c3(1 - a) = 0, and hence t3 = 0. It follows that x = 
(619 &,O)T. 
But 
I 
0 0 1 
E(‘--‘)= P 0 0   0 1 ’ 
and so EC”-% = 0, which is a contradiction. P 
4. NONNEGATIVE SOLUTIONS OF LINEAR INEQUALITIES 
For a nonnegative matrix P, we can obtain additional information on 
inf Z(P) and sup fJl( P) in terms of the spectral radii of submatrices of P 
associated with its classes. 
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THEOREM 4.1. Let P be a nonnegative matrix. Then 
(i) inf 2 = min{ p( P,,) : a is an initial class }. 
(ii) sup Q2, bekmgs to Q2, and equals min{ p(P,,): a is a j&ml cZu.ss}. 
Proof. (i): It is clear that 
Further, for each distinguished 
initial class p. Hence 
every initial class is a distinguished class. 
class (Y, we have p(P,,) >, p(Ppp) for some 
min { p( P,,) : a is an initial class} 
= min { p( P,,) : a is a distinguished class} 
= the least distinguished eigenvalue of P 
= inf Z, 
where the last but one equality holds by Victory [18, Proposition 11, and the 
last equality holds by Theorem 3.2. 
(ii): The equality sup 52, = min{ p( PJ: a is a final class} follows from 
part (i) and the fact that the final classes of P are exactly the initial classes of 
PT. Denote sup 52, by w. To show that w E Q2,, we are going to construct a 
vector x > 0 satisfying Px > WT. We define the subvector x, inductively, 
starting with final classes OL first and tracing down the reduced graph of P. 
For each class CX, if p( P,,) > o, we always choose x, to be the Perron vector 
of the irreducible nonnegative matrix P,,. Then x,, z+ 0 and we have 
If OL is a class with p( P,,) < w, and xB z+ 0 has been defined for each 
class P-C (Y, we choose x, to be the vector (wZ - Pm,)-‘(Z,,_,P,,x,). 
Then since (WI - Pm,)-’ B 0, xB >> 0 for each class j? --c LX, and at least one 
Paa is different from zero, we have x, B 0. Furthermore, from the definition 
of x, we readily obtain (Px), = wx,. Thus we have constructed a vector 
x B 0 satisfying Px > wx. n 
The following result can be found in Schneider [16, Theorem 4.11: 
Let A be a singular M-matrix. Then there exists an x z+ 0 such that 
Ax 2 0 if and only if every basic class of A is final. 
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Formulated in terms of a nonnegative matrix the result becomes: 
THEOREM 4.2. Let P be a nonnegative matrix. Then p(P) E 22, if and 
only if every basic class of P is final. 
Using Theorem 4.l(ii), we can readily deduce the following new result, 
which is dual to the above result of Schneider. 
THEOREM 4.3. Let A be a singular M-matrix. Then there exists x >> 0 
such that Ax < 0 if and only if every final class of A is basic. 
The above result can also be reformulated in terms of a nonnegative 
matrix as follows: 
Let P be a nonnegative matrix. Then p(P) E !J2, if and only if every final 
class of P is basic. 
In [4] Carlson proved the following fundamental result: 
Let A be an M-matrix, and bt b be a nonnegative vector. Then the 
equution Ax = b, x > 0 is solvable if and only if no class a in supp( b) is 
accessed by a basic class. When the equation is solvable, there is a unique 
vector x = x0 satisfying the equation such that for any class a, xz >> 0 if a 
has access to supp(b) and equuls zero otherwise. 
Our next theorem combines several known results together: 
THEOREM 4.4. Let P be a nonnegative matrix. Then the following are 
equivalent: 
(a) Every initial class of P is basic. 
(b) x > 0 and Px < p(P)x imply Px = p(P)x. 
(c) p(P) is the only distinguished eigenvalue of P. 
(d) PT has a (strictly) positive generalized eigenvector corresponding to 
its spectral radius. 
Proof. The equivalence of (a) and (b) was first stated in Schneider [16, 
Corollary 4.81 in terms of an M-matrix. It follows readily from the above 
result of Carlson. By Theorems 3.2 and 4.1(i), the least distinguished eigen- 
value of P is equal to min{ p( P,,) : a is an initial class}, and hence follows the 
equivalence of (a) and (c). Finally, the equivalence of (a) and (d) follows from 
Rothblum [ 14, Corollary 3.21. n 
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To obtain an equivalent condition for “x > 0 and Px > p(P)x imply 
Px = p( P)x ” in terms of the classes of P, we need the following counterpart 
of Carlson’s result. 
LEMMA 4.5. Let A be a singular M-matrix, and let b be a rwnpositive 
vector. If there is a nonnegative vector x such that Ax = b, then for each 
class (Y in supp(b), (Y > j3 for some basic class j3. 
Proof. Write A = p( P)Z - P, where P is a nonnegative matrix. It suf- 
fices to prove that if (Y is a class final in supp( b), then (Y F p for some basic 
class p. From (Ax),, = b, we obtain 
First, note that the term C arS@aP~P on the right side of the above equation 
is nonzero. Otherwise, the equation becomes p( P)x, - b, = P,,x, and we 
have 
which, by the irreducibility of P,,, implies that p( PJx, = P,,xa, contradict- 
ing the assumption that b, # 0. The fact that C, ,_BPorsxB # 0 implies, in 
particular, that (Y is not a final class. 
Assume the contrary, that all classes having access from OL, but not equal 
to (Y, are nonbasic. We will obtain a contradiction by showing that xB = 0 for 
all /I --< LY (for then C (I S,r Pafirs = 0). This we prove inductively by the 
tracedown method. Consider first a final class j3, j3 + (Y. Clearly, b, = 0, as 
a: is final in supp(b). From ( Ax)~ = b, we readily obtain [ p( P)Z - Pfi,J xB = 0, 
and hence xB = 0, since the matrix p( P)Z - Pssxs = 0, and hence xB = 0, 
since the matrix p( P)Z - Pss is nonsingular. Let /3 -X (Y, and suppose we 
have shown that xv = 0 for all v --< p. Then from (AX), = b,, we obtain 
[ p( P)Z - Pss] xS = b, + C, ~ y PByx ,, = 0. So again, we have xB = 0. The proof 
is complete. n 
In passing, we give below a counterexample to the converse of Lemma 
4.5. 
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EXAMPLE 4.6. Let A be the 6X6 singular M-matrix given by 
A= 
1 -1 0 0 0 0 
-1 1 -1 0 -1 0 
0 0 l-l 0 0 
0 0 -1 1 -1 0 
0 0 0 0 l-l 
0 0 0 o-1 1 
Then A has three classes, namely {1,2}, {3,4}, and {5,6}, all of which are 
basic, and the following accessibility relations are satisfied: { 1,2} >- 
{3,4},{5,6}, and {3,4} =- {5,6}. Now choose b to be the nonpositive 
vector (0, - 1, - 1, - l,O,O)r. Then as can be readily verified, for each class 
a in supp(b), we have a! F j3 for some basic class B. However, the equation 
Ax = b admits no nonnegative solutions, since its general solution is of the 
form (5, E, - I,O,2,2Y. 
The solvability of the equation Ax = b, x > 0 (with A a singular M- 
matrix and b nonpositive), in fact, is not determined by the sign pattern of b 
and the graph of A. Indeed, if we take the same A as above but replace the 
vector b by (0, - 3, - 1, - l,O,O)r (keeping the same sign pattern), then the 
equation Ax = b admits a nonnegative solution, namely, x = (O,O, 1,2,2,2)r. 
THEOREM 4.7. Let P be a rwnmgative matrix. Then the following are 
equivalent: 
(a) x 2 0 and Px > p( P)x imply Px = p( P)x. 
(b) Every basic cluss of P is initial. 
Proof. (b) * (a): Suppose that x > 0 and Px z p(P)x. Let A = 
p(P)Z - P, and let b = Ax. Then A is a singular M-matrix and b < 0. By 
Lemma 4.5, supp(b) =0 and so b = 0. In other words, Px = p(P)x. 
(a) 3 (b): Suppose that there is a basic class (Y which is not initial. We are 
going to construct a nonnegative vector x satisfying Px > p(P)r and Px + 
p(P)x. Let xu = 0 for every class Y having no access to (Y. Choose x, to be 
the Perron vector of the irreducible matrix P,,. If p =t a! but there is no class 
v such that P+v>LY, choose xS to be the vector {[p(P)+l]Z- 
Pss } -lPBOIxn. Then it can be readily shown that xB B 0 and ( Px)~ = Pssxs + 
PBnxcr = [p(P) + l]xs 2 p(P)xg. Proceeding inductively, suppose that 
we have already constructed x, > 0 for all classes v, w * v >= (Y. 
Choose x, to be the vector {[p(P)+ 111 - P,W}-‘(c,~yPoyxy) = 
UP(P) + 111 - pw> -‘G o,_v,_aPovxv). Then again we have x, x+ 0 
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and (Px), = [p(P)+l]x,. In this way we can construct a nonnegative vector 
x with the required properties. w 
5. CONVERGENT SEQUENCES OF 
COLLATZ-WIELANDT NUMBERS 
Let A be K-irreducible, and let x > 0. It is easily shown that the sequence 
rA(Aix), i = O,l,..., is an increasing sequence. Furthermore, by Theorem 2.4, 
for each i, r+( A%) < pAix( A) = p(A), where the last equality follows from 
Theorem 2.4(ii), as p(A) is the only distinguished eigenvalue of A for K. So 
the above sequence of lower Collatz-Wielandt numbers is bounded above by 
p(A). Similarly, the sequence RA( A’x), i = 0, 1, . . . , is a decreasing sequence 
bounded below also by p(A). 
A natural question to ask is: Given A E a(K) and x > 0, when do we 
have limi,,rA(Aiz)=P(A)=limi,, R,(A”x)? An answer to this question 
is known in the nonnegative-matrix case. Friedland and Schneider have given 
several equivalent conditions in [9, Theorem 6.81, and their results have been 
extended by Fijrster and Nagy [7, Theorem 61 with p,(A) in place of p(A). 
In this section, we answer the above question for the special case when A is 
K-irreducible by extending Lemma 6.4 in [9]. We need a lemma first. 
LEMMA 5.1. Let A be an n x n complex matrix. Suppose that every 
eigenvalue of A is of modulus one, but 1 is not an eigenvalue of A. Then for 
any rumzero vector x E C n, there exists a positive number 6 such that 
(]Ak”x-Ak~I(>S fork=1,2,..., where IJ.11 isanyrwnnof C”. 
Proof. Since any two norms of C n are equivalent, it suffices to prove our 
assertion for just one norm. For that matter, we may assume that 1). )I is the 
I-norm of C n and that A is the n x n elementary Jordan block correspond- 
ing to the eigenvalue X, where (A] = 1, X # 1. Let j = max{ i: Ei # 0}, where 
x =(&..., t,)r. Then ]](Ak” - Ak)xI]i > ][j] ]Xk+’ - Xk( = ]Ej] IX - 11 > 0. SO 
we may take 6 = ]Ej] (X - I]. n 
THEOREM 5.2. Let A E V(K) be K-irreducible. Let u E K and v E K* be 
the Perron vectors of A and AT respectively, with vTu = 1. For any nonzero 
vector x E K, the following conditions are equivalent: 
(a) limk + m [A/p(A)lkx = (vTx)u. 
(b) limk,, [A/p(A)lkx exists. 
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(c) x belongs to the direct sum of the generalized eigenspaces of A 
corresponding to eigenvalues equul to p(A) or with modulus less than p(A). 
(4 (x> Y> = 0 f or any eigenvector y of AT corresponding to an eigenvalue 
with modulus p(A), but diffknt from p(A). 
(e) l&-rm RA( Akx) = lim, 4 m r$Akx) = P(A). 
(f) Either lim, _m RA(Akx)=p(A) or limkdoorA(Akx)=p(A). 
Proof. We may assume that p(A) = 1. First, take note of the following 
result, which is easy to prove: 
Zf C n = CB := IWi, where each Wi is an A-invariant subspace, then for any 
vector x=x,+ ..a + x, in C” with xi E Wi, we have that limk.+m Akx 
exists if and only if lim, _ m Akxi exists, for i = 1,. . . , s. 
Now C” is a direct sum of the generalized eigenspaces of A, each of 
which is an A-invariant subspace. For any eigenvalue X of A with modulus 
less than one, we always have lim,, m AkEf)x = 0, where E$? denotes the 
projection of C” onto the generalized eigenspace of A corresponding to X 
and along the direct sum of the remaining generalized eigenspaces of A. As 
A is K-irreducible, the generalized eigenspace of A corresponding to one is 
l-dimensional; hence hmk _ m AkE{‘)x also always exists. On the other hand, 
by Lemma 5.1, for any eigenvalue A of A with modulus one, but different 
from one, lim, _ m AkEp)x cannot exist unless Ei’)x = 0. It is now clear that 
(b) and (c) are equivalent. 
The implication (a) * (b) is obvious. By considering the Jordan form of 
A, we also readily obtain (c) * (a). 
For any eigenvalue h of A, we have 
%[(A*-XI)“] * =%[(A-AZ)“], rangespaceof (A-XI)” 
where a( A) is the spectrum of A. It follows that the direct sum of 
generalized eigenspaces of A corresponding to eigenvalues equal to one or 
with modulus less than one is equal to the intersection of the orthogonal 
complements of generalized eigenspaces of AT corresponding to eigenvalues 
with modulus one but not equal to one. The latter subspace in turn is equal to 
the intersection of the orthogonal complements of the corresponding 
eigenspaces of A’, since each eigenvalue of AT with modulus one is simple, as 
AT is K*-irreducible. The equivalence of (c) and (d) is now clear. 
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(a) * (e): Replacing x by a suitable positive multiple, we may assume 
that lim,,, Akr = U. Given E > 0. For k sufficiently large, we have - EU < 
Akx - u < EU; that is, (1 - E)U < Akx < (1 + E)U. Since A E rr(K), it follows 
that we have 
l--E 
-Akr < Ak”iX < 
l+& 
l+& ’ 
-A%, 
’ l--E 
which implies 
1-E 
rA( Akx) > - 
l+& 
l+E and &&4kr)<1--. 
E 
It is now clear that (e) follows. 
The implication (e) =j (f) is obvious. 
(f) j (c): Write x as au + x1 + x2, where x1 belongs to the direct sum of 
the generalized eigenspaces of A corresponding to eigenvalues with modulus 
less than one and x2 belongs to the direct sum of eigenspaces of A 
corresponding to unimodular eigenvalues other than one. Assume that (c) 
does not hold. Then the vector x2 is nonzero. By Lemma 5.1, there exists a 
positive number 6 such that (IAk”‘xz- Akxzll > 26 for k = 1,2,..., where 
1). 1) is any norm of C “. Note that the direct sum of the eigenspaces of A 
corresponding to unimodular eigenvalues other than one meets K only at the 
zero vector. Denote by d the positive distance (induced by the norm) from K 
to the closed set consisting of vectors in this subspace with norm not less than 
6. Since p(A) = 1 and every unimodular eigenvalue of A is simple, the matrix 
A is power-bounded. Thus we can find a positive number E such that 
)JE(YuII -C d/2 and lleAkxzJ < 6 for k = 1,2,. . . . 
Now suppose that lim k _ m RA( Akx) = 1. Then corresponding to the above 
E there exists a positive integer k, such that for every integer k > k, we have 
l<R,(Akr)<l+~, and hence (1+ E)A”x - Ak”r E K. 
Straightforward calculation shows that 
Since lim k _ tc, Akxl = 0, we can find an integer p > k, such that !I[(1 + e)AP 
- Ap+‘]xlll < d/2. But then I~E(YU + [(l + .s)AP - AP+‘]xlJI < d, and 
ll[(l+ .c)AP - AP+‘]x211 >, II(Ap - AP+‘)x21( - I(EA~x,JI > 6. This contradicts 
our definition of d. So lim, _ m RA( Akx ) # 1. Similarly, we can prove 
lim k-.&(Akr) # I. n 
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