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Re´sume´. La de´cision dans l’incertain est un the`me de recherche particulie`rement actif a`
l’heure actuelle, en raison notamment de ses nombreuses applications dans diffe´rents domaines
de l’inge´nie´rie (te´le´communications, transports,. . .), de la gestion et de la finance, etc. La formu-
lation de ces proble`mes en termes de proble`mes d’optimisation sous contraintes est une approche
classique. Cependant, dans un contexte ale´atoire (ou stochastique), la nature des contraintes
prises en compte requiert une attention particulie`re :
– les contraintes a` satisfaire “presque suˆrement” sont ge´ne´ralement irre´alistes ou anti-
e´conomiques (on ne dimensionne pas les re´seaux pour e´couler le trafic des heures de pointe
de l’anne´e), en dehors bien suˆr des relations mathe´matiques qui repre´sentent les lois de la
Physique ;
– les contraintes a` satisfaire “en espe´rance”, quoique mathe´matiquement agre´ables, n’ont
pas de signification pratique tre`s utile dans la mesure ou` le respect d’une ine´galite´ sur
l’espe´rance ne garantit rien sur la fre´quence des de´passements de cette ine´galite´ ;
– les contraintes a` satisfaire avec une certaine probabilite´ sont ge´ne´ralement celles qui ont
le plus de signification pratique, mais elles sont difficiles a` traiter mathe´matiquement ;
– d’autres mesures de risque ont e´te´ re´cemment propose´es (CVaR, ordres stochastiques, . . .),
notamment dans le domaine de la finance, pour aller dans le sens d’un traitement
mathe´matique plus facile (pre´servation de la convexite´ par exemple), mais avec une cer-
taine perte de l’interpre´tation intuitive qu’on peut leur donner.
Sur le plan the´orique, l’une des difficulte´s fondamentales que soule`ve le traitement des
contraintes en probabilite´ est que ces contraintes s’expriment essentiellement comme l’espe´rance
d’une fonction indicatrice d’ensemble, fonction a` la fois non convexe et discontinue : le traitement
de telles quantite´s par des me´thodes d’approximation stochastique est donc tre`s difficile.
Dans cette the`se, trois voies sont explore´es pour contourner ces difficulte´s :
– le recours a` d’autres formulations du risque qui ame`nent a` des proble`mes mathe´matiques
plus simples ;
– des me´thodes d’inte´gration par parties ou de changement de variables dans le calcul de
l’espe´rance permettent, sous certaine condition, de remplacer la fonction indicatrice par
sa primitive, e´videmment plus re´gulie`re, et donc plus facile a` traiter du point de vue de
l’approximation stochastique : on obtient ainsi des estimateurs non biaise´s mais pre´sentant
une certaine variance ;
– des me´thodes de “lissage” remplac¸ant la fonction indicatrice par une approximation “adou-
cie”, ce qui introduit un certain biais dans l’estimation, biais que l’on cherche ensuite a`
faire tendre asymptotiquement vers ze´ro.
Ces me´thodes sont e´value´es et compare´es a` la fois sur les plans the´orique et nume´rique, en
utilisant pour cela deux exemples issus l’un d’un proble`me de parcours optimal avec risque et
l’autre d’un proble`me d’investissement en finance.
Introduction ge´ne´rale
L’optimisation, une aide a` la de´cision
L’optimisation est une technique qui permet de “quantifier” les compromis entre des crite`res
parfois non commensurables, i.e. peu susceptibles de s’e´valuer dans les meˆmes unite´s 1. En effet,
si tout se ramenait a` des euros, il suffirait d’additionner tous les effets d’une de´cision pour la
comparer a` une autre. Mais que vaut la vie humaine ? Penser par exemple a` une politique de
se´curite´ routie`re qui couˆte des investissements en euros et qui rapporte des e´conomies ... de
morts.
En fait, la the´orie de l’optimisation fournit des outils permettant de re´pondre a` des questions
du type “si on accepte de perdre x sur un crite`re, combien pourra-t-on gagner au mieux sur un
autre crite`re ? ” au moins de fac¸on marginale (i.e. lorsque x est petit). Voila` d’ou` vient “le prix
de la vie humaine” : dans un contexte (et avec des contraintes) bien pre´cis, x euros de plus de tel
investissement en matie`re de se´curite´ permettront (statistiquement) d’e´conomiser y morts, d’ou`
le prix marginal du mort. Mais ce prix marginal pourra eˆtre tre`s diffe´rent dans un autre cadre
de´cisionnel, avec d’autres niveaux de contraintes par exemple ... ce qui doit donner a` re´fle´chir.
Finalement, l’optimisation ne se substitue pas a` la responsabilite´ du de´cideur ; elle rend les
conse´quences de certains choix a priori (fixation d’un budget, d’un niveau de se´curite´) plus
explicites en ayant fait le mieux possible a` l’inte´rieur du contexte cre´e´ par ces choix.
Nomenclature de l’optimisation
L’ide´e d’optimisation e´tant tre`s ge´ne´rale, nous allons entrer un peu plus dans la description
de sous-cate´gories qui correspondent a` des outils mathe´matiques et des niveaux de difficulte´s
assez variables :
• optimisation continue et optimisation discre`te : la premie`re distinction a` faire concerne
la nature des “espaces” dans lesquels les variables de de´cision prennent leurs valeurs,
c’est la dichotomie “discret-continu”, bien marque´ en mathe´matiques et qui conditionne
beaucoup les possibilite´s de recourir a` certains outils. On se situera dans le cas continu,
ce qui permet de conside´rer des variations infinite´simales et l’usage de la notion de
de´rive´e des fonctions implique´es (les fonctions pourront ne pas eˆtre parfaitement “lisses”
et seulement “sous-diffe´rentiables”, toujours est-il que l’on disposera d’une possibilite´ de
parler de petites variations) ;
1Le de´but de cette introduction est inspire´ du cours Convexite´ et Optimisation enseigne´ par G. Cohen a` l’E´cole
des Ponts en 1999-2000.
• optimisation de´terministe et optimisation dans l’incertain : dans le cas de´terministe,
tous les facteurs intervenant dans le proble`me, en dehors des variables de de´cision
a` notre disposition, sont suppose´s connus avec pre´cision. Mais bien souvent, dans la
plupart des situations concre`tes, le de´cideur doit faire face a` un certain nombre de
facteurs inconnus, ou plus pre´cise´ment connus statistiquement par exemple. Une approche
possible de la de´cision dans l’incertain consiste alors a` utiliser un cadre probabiliste pour
de´crire mathe´matiquement l’incertain (on parle dans ce cas d’optimisation stochastique
et on cherche en ge´ne´ral a` minimiser l’espe´rance de la fonction couˆt, ce qui suppose
implicitement qu’on accepte un comportement “optimal en moyenne”) ;
• optimisation statique et optimisation dynamique : le mot “dynamique” est le plus souvent
utilise´ lorsque le temps intervient, i.e. qu’un syste`me e´volue, qu’il faut prendre des de´cisions
a` diverses e´tapes de cette e´volution, et que ces de´cisions auront une influence sur tout
le futur. On parle alors de commande optimale qui peut eˆtre a` nouveau de´terministe ou
stochastique. Pour eˆtre plus pre´cis, dans une formulation de´terministe, le mot “dynamique”
implique que l’on manipule des “trajectoires” : les “commandes”, comme les variables de
de´cision, les e´tats du syste`me, . . . , sont des objets indexe´s par le temps. A` l’inverse, si
on se place dans des situations dynamiques et en pre´sence d’incertain, on entre le plus
souvent dans le monde de la commande en boucle ferme´e ou en feedback, ou` l’on a inte´reˆt
a` prendre les de´cisions a` chaque instant au vu des observations disponibles jusqu’a` cet
instant.
Ge´ne´ralite´s sur l’optimisation stochastique sous contrainte
Il existe diverses notions mathe´matiques permettant de formuler des contraintes en optimi-
sation stochastique :
• les contraintes presque suˆres : elles sont trop exigeantes d’un point de vue e´conomique
et re´serve´es par conse´quent aux e´quations de´crivant un mode`le physique. En effet, si
l’on conside`re par exemple l’optimisation du dimensionnement d’un syste`me collectif
(une autoroute, un re´seau e´lectrique), vouloir a` tout prix satisfaire la demande quelle
que soit celle-ci, ou quel que soit l’e´tat de panne de certains e´le´ments, conduit a` un
surdimensionnement du syste`me e´conomiquement inacceptable. On arrive donc a` tole´rer
la violation des contraintes (de´faillance de fourniture de la demande par exemple) dans
un “certain nombre de cas pas trop grand” ;
• les contraintes en espe´rance : quoique mathe´matiquement agre´ables, elles n’ont pas de
signification pratique tre`s utile, dans la mesure ou` le respect d’une ine´galite´ sur l’espe´rance
ne garantit rien sur la fre´quence des de´passements de cette ine´galite´ ;
• les contraintes en probabilite´ : ces contraintes sont une formulation assez naturelle du
risque, mais elles sont difficiles a` manipuler mathe´matiquement.
A` ce stade de l’introduction, il nous semble indispensable de distinguer deux types de
“de´faillance”, qui sont pratiquement de signification et mathe´matiquement de difficulte´s tre`s
diffe´rentes :
• la de´faillance quantitative : lorsque l’on ne satisfait pas a` une demande d’e´lectricite´
par exemple, il n’est pas indiffe´rent de savoir combien de consommateurs ont e´te´ prive´s
d’e´lectricite´ et pendant combien de temps ; il est naturel que le “couˆt de de´faillance”
soit au moins proportionnel a` la demande non servie ; on est mathe´matiquement dans
l’optique de “couˆts convexes”, i.e. de couˆts marginaux croissants ;
• la de´faillance qualitative : il est des situations ou` le fait de violer une contrainte entraˆıne une
issue fatale quel que soit le de´passement constate´ du niveau de la contrainte souhaite´ ; par
exemple, si la contrainte correspond a` la de´finition d’une cible a` atteindre pour re´cupe´rer
l’e´quipage d’un ae´ronef en cas d’incident, et si le fait de ne pas pouvoir atteindre la cible
doit eˆtre conside´re´ comme fatal a` la survie de l’e´quipage, il importe peu de savoir si on a
de “beaucoup” ou “de peu” manque´ la cible : le processus est “en tout ou rien”, on est
mort ou on a surve´cu (couˆt marginal non monotone, ce qui correspond a` une situation
non convexe).
La formulation des contraintes en probabilite´ e´tant particulie`rement bien adapte´e a` cette
deuxie`me cate´gorie de de´faillance, et s’agissant d’une formulation naturelle du risque, c’est
pre´cise´ment a` ce type de contraintes que nous allons nous inte´resser dans ce travail.
Aspects algorithmiques : gradient stochastique
Afin de mettre en e´vidence les difficulte´s rencontre´es lors du traitement mathe´matique de
la contrainte en probabilite´, nous allons de´crire succinctement la strate´gie de re´solution que
nous envisageons, strate´gie base´e sur un algorithme de type gradient stochastique (dans [13],
G. Cohen et J.-C. Culioli ont e´tendu la me´thode du gradient stochastique et le traitement des
contraintes par dualite´ aux contraintes formule´es en espe´rance).
1. On commence par e´crire la contrainte comme une contrainte en espe´rance. Si la contrainte
en probabilite´ s’e´crit
P
{
g(u, ξ) ≤ α} ≥ p ,
ou`
• u de´signe la variable de de´cision,
• ξ de´signe la variable ale´atoire,
• P de´signe la probabilite´ d’un e´ve`nement,
• p ∈ [ 0, 1] de´signe le niveau de probabilite´ requis pour la satisfaction de la contrainte,
• α de´signe le niveau de la contrainte,
et si IR+ de´signe la fonction indicatrice de la demi-droite re´elle positive, i.e.,
IR+(x) =
{
1 si x ≥ 0,
0 sinon,
alors on peut e´crire
P
{
g(u, ξ) ≤ α} = E[IR+(α− g(u, ξ))] .
2. On utilise ensuite la dualite´ pour faire entrer, a` l’aide d’un multiplicateur λ, la contrainte
comme une partie de la fonction couˆt : soit E[j(u, ξ)] la fonction couˆt initiale a` minimi-
ser en u sous la contrainte en probabilite´ ; le Lagrangien ainsi obtenu s’e´crit comme une
espe´rance
L(u, λ) = E
[
j(u, ξ) − λ
(
p− IR+
(
α− g(u, ξ)))] .
En supposant l’existence d’un point selle de L, il s’agit de mini-maximiser cette espe´rance
par rapport aux variables primales et duales selon l’ide´e du gradient stochastique (algo-
rithme de Arrow-Hurwicz stochastique e´tudie´ dans ce contexte de contrainte en espe´rance
dans [13]). Concre`tement, on doit donc re´soudre un proble`me d’optimisation formule´ a`
l’aide d’une espe´rance mathe´matique. Notons bien que l’on se place “en boucle ouverte”,
i.e. une situation ou` les de´cisions doivent eˆtre prises une fois pour toutes sur la base d’in-
formations a priori (statistiques, ... ). C’est le cas par exemple pour la de´termination des
investissements a` faire une fois pour toutes pour faire face a` des ale´as (pannes, consomma-
tions, ... ) qui ne sont connus a` l’avance que par leurs statistiques. Le calcul des espe´rances
est le plus souvent difficile, voire impossible. La me´thode du gradient stochastique apporte
une re´ponse a` cette difficulte´ en “optimisant tout en calculant l’espe´rance”. Il s’agit en fait
d’une combinaison de l’ide´e de la me´thode de Monte-Carlo (tirages pseudo-ale´atoires per-
mettant l’e´valuation nume´rique des espe´rances) avec la proce´dure ite´rative des me´thodes
de gradient en optimisation.
Deux types de difficulte´s apparaissent alors. On sait en effet (il s’agit d’un the´ore`me) que si
l’on conside`re J(u) = E
[
h(u)
]
, et si l’on suppose que h est Lipschitz p.s., alors J ′(u) = E
[
h′(u)
]
.
La premie`re difficulte´, fondamentale, tient donc au fait que la fonction IR+ est non seulement non
diffe´rentiable mais non continue. Il n’est pas impossible que l’expression E
[
IR+
(
α−g(u, ξ))] soit
une fonction continue voire diffe´rentiable de u par le fait que la discontinuite´ de IR+ “se de´place”
avec chaque ξ et que l’on fait une ope´ration de moyenne par E. Mais le gradient stochastique
ope`re malheureusement ξ par ξ, ce qui signifie que l’ope´ration re´gularisante de moyenne n’a pas
lieu et le gradient, voire meˆme un sous-gradient, de u 7→ IR+
(
α − g(u, ξ)) n’existe pas. Pour
contourner cette difficulte´ trois approches sont envisage´es :
– chercher d’autres formulations du risque qui ame`neraient a` des proble`mes mathe´matiques
plus simples (partie II du me´moire) ;
– traiter directement le proble`me de discontinuite´ en utilisant des ide´es d’inte´gration par par-
ties ou de re´gularisation obtenue par convolution avec des suites de fonctions re´gularisantes
(partie III du me´moire, chapitre 5) ;
– reformuler la contrainte en probabilite´ comme une contrainte sur un quantile inde´pendant
de la variable de de´cision (partie III du me´moire, chapitre 5).
La deuxie`me difficulte´ est lie´e a` la strate´gie de re´solution elle-meˆme. En effet, l’existence d’un
point selle du Lagrangien n’e´tant pas du tout garantie, il est pre´fe´rable de recourir a` l’ide´e du
Lagrangien augmente´ pour augmenter les chances que ce point selle existe. Or le me´lange de
l’espe´rance (traite´e comme dans le gradient stochastique) et des non line´arite´s du Lagrangien
augmente´ pose certains proble`mes (partie III du me´moire, chapitre 6).
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Premie`re partie
Compte-rendu de la litte´rature
Chapitre 1
Notations et re´sultats connus
On souhaite re´soudre des proble`mes d’optimisation stochastique par un algorithme de
type gradient stochastique. On rappelle donc ici quelques re´sultats d’optimisation convexe et
de the´orie des probabilite´s, ainsi qu’un certain nombres d’hypothe`ses qui seront faites assez
syste´matiquement par la suite. Enfin, on pre´sente un algorithme de´rive´ de la me´thode dite du
“gradient stochastique”, introduit par Robbins et Monro, et qui sera notre strate´gie de re´solution
tout au long de ce me´moire.
1.1 Optimisation convexe
Pour cette synthe`se, nous nous sommes inspire´s de Aubin ([2], [3]), Faurre ([19]), Schwartz
([30], [31]) et Ce´a ([8]).
On se place dans un espace de Hilbert U , de dimension quelconque, identifie´ a` son dual U ′.
De´finition 1.1. Soit C un sous-ensemble de C. On dit que C est un coˆne de sommet 0 si
∀ q ∈ C, ∀ t ∈ R+, tq ∈ C .
Par de´finition, −C = {q ∈ C | −q ∈ C}. Dans la suite, on suppose C convexe, ferme´
d’inte´rieur non vide et tel que C ∩ (−C) = {0} (coˆne saillant). On de´finit alors la relation
d’ordre ≤, compatible avec la structure d’espace vectoriel :
∀ p, q ∈ C, p ≤ q ⇔ p− q ∈ −C .
On conside`re des proble`mes d’optimisation convexe sous contraintes : on minimise la fonction-
nelle convexe J sur le ferme´ U ad de U . On introduit un autre espace de Hilbert, C, dit “espace
des contraintes”, lui aussi identifie´ a` son dual C ′. On de´finit une contrainte par la donne´e d’un
ope´rateur Θ(·) de U ad dans C et d’un coˆne convexe ferme´ C de C. Ainsi pose´, le proble`me s’e´crit
min
u∈Uad
{
J(u) | Θ(u) ∈ −C
}
. (1.1)
Remarque 1.2. Les contraintes d’e´galite´ correspondent au cas C =
{
0
}
.
Dans notre cas, J est l’espe´rance d’une fonctionnelle j(u, ξ) de´finie de U × Ξ dans R, ξ e´tant
une variable ale´atoire sur Ω :
J(u)
de´f
=
∫
Ω
j(u, ξ)P (dξ) . (1.2)
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1.1.1 Optimisation libre
De´finition 1.3. Une fonctionnelle J de´finie sur U est dite convexe si
∀ t ∈ [0, 1] , ∀ (u, v) ∈ U 2 , J(tu+ (1− t)v) ≤ tJ(u) + (1− t)J(v) .
De´finition 1.4. Une fonctionnelle J de´finie sur U est dite strictement convexe si
∀ t ∈ ]0, 1[ , ∀ (u, v) ∈ U 2 , u 6= v , J(tu+ (1− t)v) < tJ(u) + (1− t)J(v) .
De´finition 1.5. On appelle e´pigraphe et domaine de J respectivement les ensembles :
epi J =
{
(v, y) ∈ U × R | y ≥ J(v)
}
,
et
dom J =
{
v ∈ U | J(v) < +∞
}
.
J est dite propre si son domaine est non vide et si elle n’est pas identique a` −∞.
De´finition 1.6. J est dite semi-continue infe´rieurement (ou s.c.i.) si
∀u ∈ U , J(u) ≤ lim inf
v→u
J(v) .
Re´sultat 1.7. On a :
(i) une fonction est convexe si et seulement si son e´pigraphe est convexe ;
(ii) le domaine d’une fonction convexe est convexe ;
(iii) une fonction est s.c.i. si et seulement si son e´pigraphe est ferme´ ;
(iv) toute fonction convexe, s.c.i. et propre est minore´e par une fonctionnelle affine.
Remarque 1.8. Le point (iv) est une application du the´ore`me de se´paration de Hahn-Banach
applique´ a` epi J .
De´finition 1.9. Une fonctionnelle J est dite coercive sur U ad si Uad est borne´ ou si
lim
u∈Uad, ‖u‖→+∞
J(u) = +∞ .
Re´sultat 1.10. Soit U un espace de Hilbert, J : U → R une fonctionnelle convexe s.c.i. propre,
et Uad ⊂ U un convexe ferme´. Si J est coercive sur U ad, alors J admet au moins un minimum
sur Uad. Si J est strictement convexe, alors ce minimum est unique.
De´monstration. Soit (uk)k∈N une suite contenue dans U
ad, et telle que J(uk) tend vers
infu∈Uad J(u). Une telle suite, dite suite minimisante, est borne´e, donc faiblement compacte,
car J est coercive sur U ad. Elle admet donc une sous-suite uφ(k) faiblement convergente vers
un point u∗ ∈ Uad (car Uad est convexe ferme´, donc faiblement ferme´). De plus, J e´tant s.c.i.
pour la topologie faible (car convexe), J(u∗) ≤ lim inf J(uφ(k)) = infu∈Uad J(u). L’unicite´ est
imme´diate.
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De´finition 1.11. J est dite fortement convexe de module a, ou a-convexe, si
∀ t ∈ [0, 1] , ∀ (u, v) ∈ U 2, J(t u+ (1− t) v) ≤ t J(u) + (1− t) J(v) − a
2
t (1− t) ‖u− v‖2 .
De´finition 1.12. Une fonctionnelle J est diffe´rentiable au point u ∈ U s’il existe une forme
line´aire continue note´e J ′(u) : U → R telle que
∀ v ∈ U , lim
h→0+
J(u+ h v) − J(u)
h
= 〈J ′(u), v〉 .
J est dite diffe´rentiable sur U si elle l’est pour tout u ∈ U .
De´finition 1.13. On appelle sous-diffe´rentiel de J au point u ∈ dom J , l’ensemble
∂J(u) =
{
r ∈ U ′ | ∀ v ∈ U , J(v)− J(u) ≥ 〈r, v − u〉
}
.
r ∈ ∂J(u) est un sous-gradient de J au point u. Si ∂J(u) 6= ∅, J est dite sous-diffe´rentiable
en u.
De´finition 1.14. Soit f : U → R ∪ {+∞} une fonction non identiquement e´gale a` +∞. La
conjugue´e ou transforme´e de Fenchel de f est la fonction f ∗ : U → R ∪ {+∞} de´finie par
∀y ∈ U , f ∗(y) := sup
x∈U
(
〈y, x〉 − f(x)
)
.
L’application f 7→ f ∗ est appele´e conjugaison ou transformation de Legendre-Fenchel. Par
construction, f ∗ est convexe et semi-continue infe´rieurement (i.e. son e´pigraphe est ferme´).
Comme conse´quence de cette de´finition, nous avons l’ine´galite´ suivante :
Proprie´te´ 1.15.
f(x) + f ∗(y) ≥ 〈y, x〉 ∀ (y, x) ∈ U 2 .
Le calcul sous-diffe´rentiel et la transformation de Legendre-Fenchel sont tre`s e´troitement lie´s.
En effet,
Proprie´te´ 1.16. (
y ∈ ∂f(x)
)
⇔
(
f(x)− f ∗(y)− 〈y, x〉 = 0
)
.
Re´sultat 1.17. On a :
(i) si J est diffe´rentiable, l’a-convexite´ e´quivaut a`
∀ (u, v) ∈ (dom J)2, J(v) − J(u)− 〈J ′(u), v − u〉 ≥ a
2
‖u− v‖2 ,
ou
∀ (u, v) ∈ (domJ)2, 〈J ′(v)− J ′(u), v − u〉 ≥ a ‖u− v‖2 ;
(ii) une fonctionnelle J a-convexe est strictement convexe et coercive ;
(iii) si J est sous-diffe´rentiable, (i) reste vraie en remplac¸ant J ′(u) par tout r ∈ ∂ J(u) ; on dit
que le sous-diffe´rentiel est fortement monotone de module a ou encore a-monotone.
De´finition 1.18. (i) Une fonctionnelle J est dite lipschitzienne de constante L sur U si
∀ (u, v) ∈ (dom J)2, | J(u)− J(v) |≤ L ‖u− v‖ ;
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(ii) J est a` sous-gradient line´airement borne´ (de parame`tres c1 et c2) si
∀u ∈ dom J, ∀r ∈ ∂ J(u), ‖r‖ ≤ c1 ‖u‖+ c2 ,
on re´sumera cette dernie`re de´finition par J est SGLB(c1, c2) ;
(iii) J est dite a` de´rive´e lipschitzienne de constante B si
∀ (u, v) ∈ (dom J)2, ‖J ′(u)− J ′(v)‖ ≤ B ‖u− v‖ .
Re´sultat 1.19. Si la fonctionnelle J : U → R est a` de´rive´e lipschitzienne de constante B, alors
∀ (u, v) ∈ (dom J)2, J(v)− J(u) ≤ 〈J ′(u), v − u〉+ B
2
‖v − u‖2 .
1.1.2 Dualite´
On rappelle que C, dit “espace des contraintes”, est un espace de Hilbert, identifie´ a` son dual
C′ ; et que l’on de´finit une contrainte par la donne´e d’un ope´rateur Θ(·) de U ad dans C et d’un
coˆne C de C. On conside`re toujours le proble`me
min
u∈Uad
{
J(u) | Θ(u) ∈ −C
}
. (1.3)
On note U∗ l’ensemble des solutions du proble`me (1.3).
De´finition 1.20. On appelle coˆne conjugue´ de C, l’ensemble C ′ de´fini par
C ′ =
{
q′ ∈ C′ | 〈q′, q〉 ≥ 0, ∀ q ∈ C
}
.
De´finition 1.21. Θ : U → C est dite C-convexe si
∀ (u, v) ∈ U2,∀ t ∈ [0, 1], Θ(t u+ (1− t) v)− tΘ(u)− (1− t)Θ(v) ∈ −C .
Θ est dite C-sous-diffe´rentiable en u si l’ensemble
∂Θ(u) =
{
τ ∈ L(U , C) | ∀ v ∈ U , τ (v − u)− (Θ(v)−Θ(u)) ∈ −C}
est non vide. Cet ensemble est appele´ sous-diffe´rentiel de Θ. Si Θ est C-convexe, la fonction-
nelle convexe fp(·) = 〈p,Θ(·)〉 est convexe si p ∈ C ′ ; et dans ce cas, elle est dite re´gulie`rement
sous-diffe´rentiable si ∂ fp(u) se re´duit aux e´le´ments de la forme τ
> p avec τ ∈ ∂Θ(u), le
signe > de´signant l’ope´rateur adjoint.
De´finition 1.22. Le Lagrangien associe´ au proble`me (1.3), de´fini sur U ad × C ′, est
L(u, λ) = J(u) + 〈λ,Θ(u)〉 .
On appelle “condition de Slater” la condition
0 ∈ int
(
Θ(Uad) + C
)
,
int de´signant l’inte´rieur d’un ensemble.
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Re´sultat 1.23 (The´ore`me du point selle). On suppose J convexe, s.c.i. et coercive sur U ad ;
• si la condition de Slater est satisfaite, alors u∗ ∈ Uad solution de (1.3)
⇔ ∃λ∗ ∈ C ′ ,∀ (u, λ) ∈ U ad × C ′ , L(u∗, λ) ≤ L(u∗, λ∗) ≤ L(u, λ∗)
⇔
[
∀u ∈ Uad, J(u∗) ≤ J(u) + 〈λ∗,Θ(u)〉, 〈λ∗,Θ(u∗)〉 = 0, Θ(u∗) ∈ −C, et λ∗ ∈ C ′
]
;
• si J est sous-diffe´rentiable et Θ est re´gulie`rement C-sous diffe´rentiable, alors u∗ ∈ Uad est
solution de (1.3) si et seulement si ∃λ∗ ∈ C ′ tel que
∃ r∗ ∈ ∂J(u∗) , ∃ τ∗ ∈ ∂Θ(u∗) , 〈r∗ + (τ∗)> λ∗ , u− u∗〉 ≥ 0 ∀u ∈ U ad ,
〈λ∗,Θ(u∗)〉 = 0 , et Θ(u∗) ∈ −C .
Les conditions ci-dessus sont les conditions de Kuhn et Tucker pour le proble`me (1.3). On
est parfois amene´ a` introduire le proble`me dual de (1.3), ainsi que les ensembles Uˆ(λ) et Pˆ (u)
pour u ∈ U ad et λ ∈ C ′.
De´finition 1.24. On note P ∗ l’ensemble des solutions du proble`me dual suivant
max
λ∈C′
G(λ) ,
avec
G(λ) =
{
minu∈Uad L(u, λ) si λ ∈ C ′
−∞ sinon .
G(·) est dite fonction duale de J .
On note
Uˆ(λ) = arg min
u∈Uad
L(u, λ), et Pˆ (u) = arg max
λ∈C′
L(u, λ) .
Proposition 1.25. Sous les hypothe`ses du Re´sultat 1.23, G est concave et
∀ (λ∗, u∗) ∈ P ∗ × U∗, U∗ ⊂ Uˆ(λ∗) et P ∗ ⊂ Pˆ (u∗) .
On dit que le Lagrangien est stable en u si
∀λ∗ ∈ P ∗, Uˆ(λ∗) = U∗ .
Re´sultat 1.26. Solutions primales et duales de (1.3) et proprie´te´s de Uˆ :
• l’ensemble des points selles de L sur U ad × C ′ est e´gal a` U∗ × P ∗ ;
• si Uˆ(λ) existe, alors G est sous-diffe´rentiable et ∂ G(λ) est l’enveloppe convexe ferme´e des
Θ(u) pour u ∈ Uˆ(λ) ;
• si Uˆ(λ) est un singleton, G est diffe´rentiable (il suffit en fait que Θ(Uˆ(λ)) soit re´duit a` un
singleton) ;
• si J est strictement convexe en u, alors L est stable en u.
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1.1.3 Principe du proble`me auxiliaire
Base´ sur une me´thode de point fixe, le principe du proble`me auxiliaire consiste a` remplacer
le proble`me
min
u∈Uad
J(u) , (1.4)
avec Uad convexe ferme´ d’un espace de Hilbert U et J fonctionnelle a` valeurs re´elles, sous
diffe´rentiable et convexe, par la se´quence de proble`mes auxiliaires suivante :
min
u∈Uad
K(u) + 〈ε rk −K ′(uk), u〉 → uk+1 , (1.5)
K e´tant une fonctionnelle fortement convexe choisie par le concepteur de l’algorithme,
rk ∈ ∂J(uk) et ε > 0.
Avec des hypothe`ses ade´quates, la suite (uk)k∈N ainsi engendre´e converge faiblement vers la
solution u∗ du proble`me (1.4).
The´ore`me 1.27. On suppose :
• J convexe, propre, s.c.i., et coercive sur U ad,
• K : U → R fortement convexe et diffe´rentiable.
Alors la solution de (1.5) existe et est unique. Si de plus,
• J est SGLB(c1, c2) et (εk)k∈N est une σ-suite (i.e
∑
k∈N ε
k = +∞ et ∑k∈N (εk)2 < +∞),
• ou si εk = ρk/‖rk‖, avec ρk une σ-suite
alors
lim
k→+∞
J(uk) = J(u∗) ,
la suite (uk)k∈N est borne´e et tout point d’accumulation appartient a` U ∗. Enfin, si J est fortement
convexe, alors :
U∗ = {u∗} et lim
k→+∞
‖uk − u∗‖ = 0 .
La de´monstration se trouve dans [11].
Donnons une interpre´tation de l’algorithme associe´ a` ce principe du proble`me auxiliaire. On
conside`re le proble`me
min
u∈Uad
{
J(u) | Θ(u) ∈ −C
}
.
On suppose les hypothe`ses ne´cessaires pour pouvoir garantir l’existence d’un point selle du
Lagrangien L. On choisit
K˜(u, λ) =
1
2
‖u‖2 − 1
2α
‖λ‖2 ,
avec α > 0 et λ le multiplicateur associe´ a` la contrainte. Il s’agit d’une fonction auxiliaire,
fortement convexe-fortement concave et diffe´rentiable. Soit (v, q) ∈ U ad × C′, r ∈ ∂uL(v, q),
s ∈ ∂λL(v, q), et ε > 0. Avec ces e´le´ments, cherchons un point selle de
K˜(u, λ) + 〈ε r − K˜ ′u(v, q), u〉 + 〈ε s− K˜ ′λ(v, q), λ〉
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sur U∗×P ∗, ce qui revient a` re´soudre, pour (u∗, λ∗) ∈ U∗×P ∗ la paire d’ine´quations variation-
nelles
∀u ∈ Uad, 〈K˜ ′u(u∗, λ∗) + ε r − K˜ ′u(v, q), u − u∗〉 ≥ 0 ,
∀λ ∈ P ∗, 〈K˜ ′λ(u∗, λ∗) + ε s− K˜ ′λ(v, q), λ − λ∗〉 ≤ 0 .
On remarque facilement que si (v, q) est une solution de ce syste`me, c’est aussi un point selle
de L sur les meˆmes sous-ensembles admissibles. L’obtention de l’algorithme repose alors sur les
observations suivantes :
– le proble`me du point selle est remplace´, lors du de´roulement de l’algorithme, par une
alternance de remises a` jour des variables primales et duales : ces deux types de variables
sont donc traite´s dans un sche´ma se´quentiel ;
– la remise a` jour des variables duales se fait par un algorithme de type gradient.
On obtient ainsi l’algorithme d’Arrow-Hurwicz qui revient a` une alternance de pas de gradient
projete´ dans l’espace primal et dans l’espace dual selon le sche´ma :
uk+1 = ΠUad
(
uk − ε∇uL(uk, λk)
)
,
λk+1 = ΠC′
(
λk + α ε∇λL(uk+1, λk)
)
.
1.1.4 Lagrangien augmente´
Pour une e´tude comple`te du Lagrangien augmente´, le lecteur pourra se reporter a` [14].
De´finition 1.28. On conside`re le proble`me{
min
u∈Uad
J(u) | Θ(u) ∈ −C
}
.
On de´finit le Lagrangien augmente´ comme suit :
Lc(u, λ) = min
χ∈−C
J(u) + 〈λ,Θ(u) − χ〉+ c
2
‖Θ(u)− χ‖2 .
Remarque 1.29. Si C = {0}, alors Lc(u, λ) = J(u) + 〈λ,Θ(u)〉 + c2 ‖Θ(u)‖2.
Cette de´finition n’e´tant pas tre`s ope´ratoire, les re´sultats suivants, extraits de [14], donnent
plus d’informations sur les manipulations de Lagrangiens augmente´s.
Re´sultat 1.30. Lc peut se re´e´crire
Lc(u, λ) = J(u) + φ
(
Θ(u), λ
)
avec
φ : C × C′ → R, φ(θ, λ) = min
χ∈−C
〈θ − χ〉+ c
2
‖θ − χ‖2
ou encore φ(θ, λ) = max
q∈C′
〈q, θ〉 − 1
2 c
‖q − λ‖2 .
φ a les proprie´te´s suivantes :
• φ est convexe en θ, concave en λ et diffe´rentiable en θ et λ, et on a
φ′θ(θ, λ) = ΠC′(λ+ c θ), φ
′
λ(θ, λ) =
1
c
[
ΠC′(λ+ c θ)− λ
]
;
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• φ admet l’expression explicite
φ(θ, λ) =
1
2 c
[
‖ΠC′(λ+ c θ)‖2 − ‖λ‖2
]
;
• enfin, on a les majorations suivantes
∀λ ∈ C′, ∀θ ∈ −C, φ(θ, λ) ≤ 0 et ∀θ ∈ C ,∀λ ∈ C ′ , φ(θ, λ) ≥ 〈λ, θ〉 .
Remarque 1.31. On a e´galement
φ(θ, λ) = 〈φ′θ(θ, λ), θ〉 −
c
2
‖φ′λ(θ, λ)‖2 .
Tout l’inte´reˆt de l’introduction du Lagrangien augmente´ provient du re´sultat suivant :
Re´sultat 1.32. Sous la condition de Slater, le Lagrangien augmente´ a un point selle sur U ad×C′.
Plus pre´cise´ment, les Lagrangiens L et Lc ont le meˆme ensemble de points selles U ∗ × P ∗,
respectivement sur les ensembles admissibles U ad ×C ′ et Uad × C′. De plus, Lc est stable en u :
en notant Uˆc(λ∗) l’ensemble des solutions de minu∈Uad Lc(u, λ∗), on a
∀λ∗ ∈ P ∗, u ∈ Uˆc(λ∗) ⇒ u ∈ U∗ .
1.2 Mode`le probabiliste
Introduisons le mode`le probabiliste permettant de de´crire un algorithme de type gradient
stochastique (pour plus de de´tails, on peut par exemple consulter [20]).
De´finition 1.33. On appelle base stochastique un quadruplet
(
Ω, (F k)k∈N, F,P
)
, dans lequel
Ω est un ensemble dont on note ω˜ un e´le´ment, F est une σ-alge`bre de Ω, P est une loi de
probabilite´ sur
(
Ω, F
)
et F k une suite croissante (au sens de l’inclusion des ensembles) de sous-
σ-alge`bres de F . On supposera en ge´ne´ral que F est la σ-alge`bre engendre´e par la re´union des
F k.
De´finition 1.34. Soit
(
Y,B) un espace mesurable. Un processus stochastique sur l’espace
de probabilite´
(
Ω, F,P
)
d’espace d’e´tat
(
Y,B) est une application X de N×Ω dans Y mesurable.
Les applications X(., ω˜) : k → X(k, ω˜), ω˜ ∈ Ω sont appele´es trajectoires du processus.
De´finition 1.35. Soit
(
Ω, (F k)k∈N, F,P
)
une base stochastique et X un processus stochas-
tique sur
(
Ω, F,P
)
, d’espace d’e´tat
(
Y,B). On dit que X est adapte´ a` la filtration F (ou
non-anticipatif) si pour tout k ∈ N, l’application ω˜ → X(k, ω˜) est F k-mesurable.
De´finition 1.36 (Convergence d’une suite de variables ale´atoires). Soit (X k)k∈N une
suite de variables ale´atoires a` valeurs dans un espace de Hilbert U , l’espace probabilise´ associe´
e´tant
(
Ω, F,P
)
. On dit que la suite converge vers 0
• en moyenne quadratique si limk→+∞ E
[
‖Xk‖2
]
= 0 ;
• en probabilite´ si ∀ε > 0, limk→+∞ P
{
‖Xk‖ > ε
}
= 0 ;
• presque suˆrement si, pour presque tout ω ∈ Ω, Xk(ω) → 0.
Remarque 1.37. La convergence en moyenne quadratique implique la convergence en proba-
bilite´ ; la convergence presque suˆre implique e´galement la convergence en probabilite´.
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De´finition 1.38 (Martingale). Soit (Xk)k∈N un processus ale´atoire adapte´ a` une filtration
F . On dit que (Xk)k∈N est une martingale si
∀k ∈ N , E[|Xk|] < +∞ et Ek[Xk+1] = Xk ,
ou` Ek est l’espe´rance conditionnelle sachant F k.
De´finition 1.39 (Proprie´te´ caracte´ristique - De´finition des quasi-martingales). Un
processus stochastique (Xk) adapte´ a` la filtration F , tel que :
inf
k∈N
E
[
Xk
]
> −∞
et tel que, ∑
k∈N
E
[
IGk (Xk+1 −Xk)
]
< +∞
avec
Gk =
{
ξ˜ ∈ Ω | Ek[Xk+1 −Xk] > 0
}
est appele´ une (F,P)-quasi-martingale.
Re´sultat 1.40 (Convergence p.s. des quasi-martingales). Soit (X k)k∈N une (F,P)-quasi-
martingale. Alors (Xk)k∈N converge p.s. vers une variable ale´atoire mesurable X
∞ telle que
E
[|X∞|] ≤ lim
k
inf E
[|X∞|] < +∞ .
Nous rappelons ci-dessous deux lemmes techniques, souvent utiles dans les preuves de conver-
gence des algorithmes que nous utilisons.
Lemme 1.41. Soit (zk)k∈N et (α
k)k∈N deux suites de re´els positifs telles que α
k soit le terme
d’une se´rie convergente et
zk+1 ≤ sup
l≤k+1
αl zl + µk
les µk e´tant borne´s. Alors (zk)k∈N est une suite borne´e.
La de´monstration de ce lemme se trouve dans Cohen [[11], p.146].
Lemme 1.42. Soit J , fonctionnelle lipschitzienne sur tout borne´ de Hilbert U . Soient (uk)k∈N
et (εk)k∈N deux suites a` valeurs dans U et R+ respectivement, telles que
∃ δ > 0,∀k ∈ N, ‖uk+1 − uk‖ < δ εk
avec ∑
k∈N
εk = +∞ et ∃µ ,
∑
k∈N
εk‖J(uk)− µ‖ < +∞
alors
lim
k→+∞
J(uk) = µ .
La de´monstration de ce lemme se trouve dans Cohen [[11], p.144].
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1.3 Me´thode de l’ODE
La me´thode de l’ODE (ODE pour Ordinary Differential Equation), dont on peut trouver une
pre´sentation de´taille´e dans [23], permet d’analyser la convergence en moyenne d’un algorithme
ite´ratif de la forme
uk+1 = uk + εk h(uk) + εk βk + εk ξk , (1.6)
ou` u∗ ∈ Rn est un vecteur que l’on souhaite estimer de fac¸on re´cursive. On supposera vraies les
quatre hypothe`ses suivantes :
(H1) εk > 0 ∀ k ∈ N , limk→+∞ εk = 0 et
∑
k∈N ε
k = +∞ ,
(H2) h : Rn → Rn continue ,
(H3) limk→+∞ β
k = 0 presque suˆrement ,
(H4)
lim
k→+∞
P
{
sup
m≥k
∥∥∥ m∑
l=k
εl ξl
∥∥∥ > ε} = 0 , ∀ ε > 0 .
Ces hypothe`ses permettent d’associer a` un algorithme de la forme (1.6) son e´quation
diffe´rentielle moyenne de´finie par
du
dτ
= u˙ = h
(
u(τ)
)
. (1.7)
L’algorithme (1.6) est approximativement une discre´tisation de cette e´quation diffe´rentielle
de´terministe avec l’e´quivalence temps continu/temps discret tk ↔
∑k
l=0 ε
l. Son obtention re-
pose sur l’utilisation
– du fait que uk varie lentement par rapport a` βk et ξk (εk << 1) et que h est re´gulie`re ;
– de la loi forte des grands nombres.
L’ODE caracte´rise le comportement statistique moyen d’un algorithme et son e´tude permet de
traiter le proble`me de la convergence locale graˆce au re´sultat suivant :
The´ore`me 1.43. Supposons que (uk)k∈N de´finie par (1.6) ve´rifiant les hypothe`ses (H1) a` (H4)
soit borne´e presque suˆrement. Alors il existe Ω˜0 ne´gligeable tel que si
1. u∗ ∈ Rn est une solution localement asymptotiquement stable de l’ODE u˙ = h(u) ayant
pour domaine d’attraction DA(u∗) ;
2. pour ω˜ 6∈ Ω˜0 uk(ω˜) ∈ A ⊂ DA(u∗) infiniment souvent ;
alors
lim
k→+∞
uk(ω˜) = u∗ .
Corollaire 1.44. Si u(t) = u∗ est la seule trajectoire borne´e de l’ODE, alors uk → u∗ presque
suˆrement.
1.4 Me´thode du gradient stochastique
1.4.1 Approches intuitive et probabiliste
Les deux approches que nous donnons ici sont extraites de [16]. On s’inte´resse au proble`me
suivant
min
u∈Uad
J(u) = E
[
j(u, ξ)
]
.
1.4 Me´thode du gradient stochastique 29
Le mode`le probabiliste introduit pre´ce´demment permet de tenir compte du fait qu’a` chaque
expe´rience, on ne dispose que de l’information j(u, ξ) et non de l’information J(u). A fortiori,
on ne disposera dans les bons cas que de ∇u j(u, ξ), et le plus souvent, seul un sous-gradient de
j(u, ξ) sera disponible. D’ou` l’algorithme suivant :
• on choisit un u0 dans Uad ;
• a` chaque e´tape k, on effectue un tirage ale´atoire ξk+1 suivant la loi P, inde´pendamment
des tirages pre´ce´dents ;
• on proce`de a` la mise a` jour suivante :
uk+1 = uk − εk rk, rk ∈ ∂u j(uk, ξk+1) , (1.8)
la suite (εk)k∈N e´tant une σ-suite.
En voici une premie`re approche intuitive, motivant l’hypothe`se de σ-suite. D’une part, on
peut e´crire uK = u0 −∑Kk=0 εk rk . En divisant les deux membres par σk = ∑Kk=0 εk, on obtient
alors
uK − u0
σk
= −
∑K
k=0 ε
k rk
σk
.
Si uk converge vers u¯ (avec u¯ tel que ∇J(u¯) = 0) et (εk)k∈N est une suite a` se´rie divergente,
alors la suite de Cesaro
vk =
∑K
k=0 ε
k rk
σk
converge vers 0, et n’est pas e´loigne´e de la ve´ritable moyenne E[r] = ∇J(u¯). La se´rie divergente
permet donc d’assurer la condition d’optimalite´ en moyenne de Cesaro. D’autre part, en suppo-
sant les sous-gradients borne´s et en adaptant la preuve du cas de´terministe, on de´montrerait que
la proprie´te´
∑
k(ε
k)2 < +∞ permet de prouver la bornitude (presque suˆre) de la suite (uk)k∈N.
Conside´rons maintenant une motivation plus probabiliste d’un algorithme de gradient sto-
chastique. Supposons qu’a` la suite d’expe´riences re´pe´te´es, on obtienne des mesures y i, a` des
instants successifs i = 1, 2, . . ., et que l’on doive de´cider d’une action qui de´pend de la moyenne
estime´e de ces nombres. Il est alors judicieux, aux instants k, k+1, . . ., d’effectuer des moyennes
partielles avec les donne´es de´ja` disponibles. Posons uk = 1k
∑k
i=1 y
i. On note que ces moyennes
(conditionnelles) peuvent se calculer de manie`re re´cursive de la fac¸on suivante
uk+1 = uk − 1
k + 1
(uk − yk+1) . (1.9)
On reconnaˆıt (1.8) avec rk = uk−yk+1 et εk = 1k+1 . En effet, yk+1 n’est autre qu’une re´alisation
de y, variable ale´atoire, dont chaque uk constitue une espe´rance conditionnelle. Le proble`me
re´solu re´cursivement par (1.9) est en fait
min
u
1
2
E
[
(u− y)2
]
, (1.10)
et il est classique en probabilite´s que la moyenne soit le nombre “autour duquel” la variable
ale´atoire admet la dispersion minimale : (1.10) admet pour solution u∗ = E[y] et le crite`re
optimal J(u∗) vaut
J(u∗) =
1
2
E
[(
E[y]− y)2] = 1
2
var(y) .
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1.4.2 Convergence
Dans [15], J.-C. Culioli s’inte´resse au proble`me
min
u∈Uad
∫
Ω
j(u, ξ)P(dξ) = J(u) s.c. Θ(u) ∈ −C . (1.11)
On appelle U∗ l’ensemble des solutions de ce proble`me. On suppose qu’il existe un point selle
(u∗, λ∗) pour le Lagrangien de ce proble`me.
Lorsque J est strictement convexe, J.-C. Culioli propose l’algorithme suivant, base´ sur le
principe du proble`me auxiliaire de´crit en (1.1.3) :
• soit u0 ∈ Uad et λ0 ∈ C′
• connaissant uk et λk, on tire ξk+1 suivant la loi P et inde´pendamment des tirages
pre´ce´dents ; puis on calcule
- uk+1 par
min
u∈Uad
K(u) + 〈εk rk −K ′(uk), u〉+ εk〈λk,Θ(u)〉 (1.12)
avec rk ∈ ∂u j(uk, ξk+1)
- et λk+1 par
λk+1 = Π
(
λk + εk Θ(uk+1)
)
Π e´tant la projection sur C ′, coˆne conjugue´ de C.
Cet algorithme permet de trouver une suite (uk)k∈N qui converge faiblement p.s. vers u
∗ et de
prouver que la suite (λk)k∈N associe´e est borne´e p.s..
The´ore`me 1.45. En plus de l’existence d’un point selle au proble`me (1.11), on suppose :
• j(·, ξ) convexe, propre, s.c.i. pour tout ξ ∈ Ω ; j(u, .) mesurable sur Ω pour tout u ∈ U ad ;
• J(·) strictement convexe ;
• Θ(·) lipschitzienne de constante L ;
• K fonctionnelle fortement convexe de module b > 0, diffe´rentiable.
Alors, la solution de (1.12) existe et est unique. Si de plus, pour tout ξ, j(·, ξ) est a` sous-gradient
line´airement borne´ de parame`tres c1 et c2 et si (ε
k)k∈N est une σ-suite, alors les suites (u
k)k∈N
et (λk)k∈N sont borne´es p.s. et (u
k)k∈N converge faiblement P p.s. vers u
∗ (d’apre`s la stricte
convexite´ de J , U∗ = {u∗}). Enfin, si J est fortement convexe, la convergence vers u∗ est forte.
Lorsque J est seulement convexe, on utilise le Lagrangien augmente´ et l’algorithme est alors
le suivant :
• soit u0 ∈ Uad et λ0 ∈ C′,
• connaissant uk et λk, on tire ξk+1 suivant la loi P et inde´pendamment des tirages
pre´ce´dents ; puis on calcule
- uk+1 par
min
u∈Uad
K(u) + 〈εk rk −K ′(uk), u〉+ εk〈qk,Θ(u)〉
avec qk = φ′θ
(
Θ(uk), λk
)
et rk ∈ ∂uj(uk, ξk+1),
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- et λk+1 par
λk+1 = λk + εk φ′λ
(
Θ(uk+1), λk
)
.
Le Lagrangien augmente´ permet alors d’exhiber une suite double (uk, λk)k∈N dont les points
d’accumulation faibles p.s. (u¯, λ¯) sont tels que u¯ ∈ U ∗ et λ¯ ∈ P ∗, ∀u∗ ∈ U∗.
The´ore`me 1.46. On fait les meˆmes hypothe`ses sur J , j, K et Θ que pour le the´ore`me pre´ce´dent,
excepte´ la stricte convexite´ de J . Alors la suite (uk)k∈N est borne´e p.s. et tous ses points d’ac-
cumulation appartiennent a` U ∗. La suite (λk)k∈N est borne´e p.s.. Tout point d’accumulation λ¯
est tel que λ¯ ∈ Pˆ (u∗),∀u ∈ U∗.
1.4.3 Vitesse de convergence
Nous pre´sentons ici les principaux re´sultats de [17]. L’ide´e originale de cet article est, selon
nous, d’avoir cherche´, sur un exemple particulier, a` caracte´riser sur un algorithme de gradient
stochastique la borne de Cramer-Rao.
(
Ω, F,P
)
est un espace probabilise´, et U ad un convexe de Rd. On suppose que
j ∈ L1
(
Ω, F,P
)
, est convexe, continue en upour tout ξ (1.13)
et ve´rifie sup
{|g|, g ∈ ∂uj(u, ξ), u ∈ U ad, ξ ∈ Ω} ≤ q . (1.14)
Notons
J∗ = min
u∈Uad
J(u), M = arg min
u
J(u), et l(u) = distance de u a` M .
On suppose que J est a-convexe, avec a = 2c ; on a donc
J(u)− J∗ ≥ c (l(u))2 ∀u ∈ Uad . (1.15)
Si g(u, ξ) ∈ ∂u j(u, ξ) de´signe une se´lection mesurable du sous-diffe´rentiel de u 7→ j(u, ξ) et
(εk)k∈N une suite ve´rifiant :
εk ↓ 0 et
+∞∑
k=1
εk = +∞ , (1.16)
on peut de´finir la suite de variables ale´atoires
uk+1 = ΠUad
(
uk − εk gk), u0 donne´ , (1.17)
ou` gk = g(uk, ξk). On note yk = E
[
l
(
uk
)2]
. On a alors
The´ore`me 1.47 (Convergence en moyenne quadratique et vitesse de convergence).
Sous les hypothe`ses (1.13) a` (1.16), la suite uk ve´rifie limk y
k = 0. De plus, pour une suite εk
de la forme
εk =
1
ck + q2/y0c
, ∀k ,
on obtient la vitesse de convergence : yk ≤ 1(c2 k)/q2+1/y0 , ∀k.
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Dans [17], J.-C. Dodu et al. ont cherche´ a` caracte´riser, sur un algorithme de gradient stochas-
tique, la borne de Cramer-Rao dans le cas ou` la loi est atomique. Pour cela, ils se sont inte´resse´s
a` la minoration de la distance a` l’optimum en fonction de la taille de l’e´chantillon.
On conside`re la structure statique
(
Ω, F, µ ∈ S), S e´tant le simplexe de Rm, i.e. que l’on est
dans la situation ou` la probabilite´ µ ∈ S est discre`te, de support constitue´ de m atomes. E´tant
donne´ u ∈ Rd, la fonction couˆt est une application j : Rd × Ω → R+ fortement convexe en u et
deux fois diffe´rentiable en u. On veut re´soudre
min
u
(
E
[
j(u, ξ)
]
= J(u)
)
.
Soit
(
Ω, F, µ ∈ S)⊗n un e´chantillon de taille n, et r une parame´trisation du simplexe, par exemple
r = (µ1, . . . , µm−1) et µm = 1 −
∑m−1
i=1 ri. On conside`re alors u
∗ comme une fonction de r, et
on peut ainsi prendre le gradient de u∗ par rapport a` r, qui est note´ ∇ru∗ . Une minoration au
sens des matrices de´finies positives de E
[
(uˆ− u∗)⊗2], uˆ e´tant une statistique sur l’e´chantillon et
u∗ l’optimum recherche´, est donne´e par la formule de Cramer-Rao :
E
[
(uˆ− u∗)⊗2] ≥ 1
n
∇ru∗I−1∇ru∗, ∀ uˆ tel que Eµ[uˆ] = u∗ ,
ou` I de´signe la matrice d’information
I = E
[(∇r log µ(r))⊗2] .
La minoration cherche´e est donne´e par le the´ore`me suivant.
The´ore`me 1.48. Si j est fortement convexe en u et deux fois diffe´rentiable en u, on a
E
[
(uˆ− u∗)⊗2] ≥ 1
n
∇2J−1(u∗)Q∇2J−1(u∗)
∀ uˆ estimateur sans biais de´fini sur (Ω, F, µ ∈ S)⊗2 et Q = E[∇u j(u∗, ξ)⊗2].
Le the´ore`me suivant montre que la solution de
min
u
( 1
n
n∑
i=1
j(u, ξi) = J(u)
)
ou` ξ1, . . . , ξn est une suite de tirages inde´pendants selon la loi µ, conduit a` une solution optimale
atteignant la borne du the´ore`me pre´ce´dent. On note
uˆn = arg min
u
1
n
n∑
i=1
j(u, ξi) .
Lorsque j est fortement convexe en u et deux fois diffe´rentiable en u, uˆn est unique.
The´ore`me 1.49. Lorsque j est fortement convexe en u, deux fois diffe´rentiable en u et que
u 7→ j(u, ξ) a sa de´rive´e troisie`me borne´e, on a, lorsque n→∞,
√
n
(
uˆn − u∗
)
L→ N
(
0,∇2J−1(u∗)Q∇2J−1(u∗)
)
avec Q = E
[(∇u j(u∗, ξ))⊗2] .
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Enfin, toujours dans [17], J.-C. Dodu et al. pre´sentent une me´thode du second ordre, et
montrent que, dans le cas quadratique, l’algorithme de gradient stochastique atteint la vitesse
de convergence optimale. On appelle me´thode du second ordre une me´thode du type
uk+1 = uk −Ak∇u j(uk, ξk)
ou` Ak est une suite de matrices, ceci par analogie avec la me´thode de Newton dans le cas
de´terministe
uk+1 = uk −∇uu j(uk)−1∇u j(uk) .
Ils montrent alors que la vitesse asymptotique optimale du The´ore`me 1.48 est atteinte par une
me´thode du second ordre au moins dans le cas ou` la fonction a` minimiser est quadratique
j(u, ξ) =
1
2
u>Bu− bu+ ξu
ou` ξ est une variable ale´atoire centre´e, de loi µ, et admettant un moment d’ordre 2.
The´ore`me 1.50. L’algorithme
uk+1 = uk −Ak∇u j(uk, ξk)
ou` Ak =
(
(k + 1)B + QB−1 E
[
(u0 − u∗)⊗2])−1 atteint la vitesse de convergence optimale
B−1QB−1/n au moins dans le cas quadratique :
j(u, ξ) =
1
2
u>Bu− bu+ ξu, E[ξ] = 0, E[ξ⊗2] = Q .
On observe que la vitesse de convergence optimale est obtenue avec la me´thode du second
ordre, mais que le gain par rapport a` la me´thode avec pas scalaire est faible. Ceci vient du fait
que, bien re´gle´, un algorithme de gradient stochastique permet d’atteindre la plus petite valeur
propre de la borne de Cramer-Rao.
1.4.4 Ame´lioration asymptotique de l’algorithme de gradient stochastique
Dans [27], B.T. Poljak et A. Juditsky proposent une me´thode permettant d’ame´liorer asymp-
totiquement un algorithme de gradient stochastique. L’ide´e consiste a` laisser les trajectoires
explorer un domaine plus large en ralentissant la de´croissance vers 0 du pas, mais de re´duire
la variance en moyennant les trajectoires. Ils donnent pour ce nouvel algorithme un re´sultat de
convergence en probabilite´, et montrent que ce type d’algorithme permet d’atteindre le meilleur
taux de convergence possible. L’avantage de l’algorithme de gradient stochastique moyenne´ est
qu’il permet d’atteindre la borne de Cramer-Rao avec des pas scalaires. De plus, la robustesse
sur le choix du pas est bien meilleure qu’avec le re´sultat de [17], ou` le re´glage doit eˆtre tre`s
pointu pour atteindre la plus petite valeur propre de la borne de Cramer-Rao.
On suppose que l’on cherche a` minimiser une fonction J(u), u ∈ Rn, suppose´e diffe´rentiable.
On note u∗ ce minimum. Pour re´soudre ce proble`me, on utilise un algorithme de gradient sto-
chastique moyenne´ de la forme :
ut = ut−1 − γt ϕ(yt) , yt = ∇J(ut−1) + ξt ou` ξt est un bruit ale´atoire ,
u¯t =
1
t
t−1∑
i=0
ui , u0 ∈ Rn .
On suppose
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(H1) J est deux fois continuˆment diffe´rentiable, et lI ≤ ∇2J(u) ≤ LI pour tout u, avec
l > 0, L > 0 et I la matrice identite´ ;
(H2) (ξt)t≥1 est une suite de variables ale´atoires inde´pendantes et identiquement distribue´es,
E[ξ1] = 0 ;
(H3) on a |ϕ(u)| ≤ K1(1 + |u|) ;
(H4) la fonction ψ(u) = E[ϕ(u + ξ1)] est de´finie et admet une de´rive´e en 0, ψ(0) = 0 et
u>ψ(u) > 0 pour tout u 6= 0 ; de plus, il existe ε, K2 > 0 et 0 < β ≤ 1, telles que
|ψ′(0)u− ψ(u)| ≤ K2|u|1+β , pour |u| < ε ;
(H5) la fonction χ(u) = E[ϕ(u+ ξ1)ϕ(u+ ξ1)>] est de´finie et continue en ze´ro ;
(H6) la matrice −G = −ψ′(0)∇2J(u∗) est Hurwitz, i.e. Re λi(G) > 0 , i = 1, · · · , n ;
(H7) on a (γt − γt+1)/γt = o(γt) , γt > 0 ∀ t ;
+∞∑
t=1
(γt)(1+β)/2 t−1/2 < +∞ .
On a alors
The´ore`me 1.51. On suppose que (H1)− (H7) sont ve´rifie´es. Alors u¯t → u∗ presque suˆrement
et
√
t (u¯t − u∗) → N(0, V ), i.e., la distribution de l’erreur normalise´e √t (u¯t − u∗) est asympto-
tiquement une loi normale, de moyenne ze´ro et de matrice de covariance
V = G−1 χ(0)(G−1)> .
Supposons que ξ1 posse`de une densite´ qξ continuˆment diffe´rentiable et qu’il existe une matrice
d’information de Fischer finie
f(qξ) =
∫
(∇qξ∇>qξ) q−1ξ dy .
Si l’on choisit la fonction ϕ selon la densite´ qξ
ϕ(u) = −f−1(qξ)∇ ln qξ(u) ,
on obtient alors
V = ∇2J(u∗)−1 f(qξ)−1∇2J(u∗)−1 .
Comparons l’algorithme de gradient stochastique moyenne´ a` l’algorithme d’optimisation sto-
chastique asymptotiquement optimal
ut = ut−1 − t−1Bϕ(yt) ,
ou`
B = ∇2J(u∗)−1 et ϕ(y) = −f−1(qξ)∇ ln qξ(y) .
Dans cet algorithme, on utilise la valeur de la matrice ∇2J(u∗). Il existe des versions
imple´mentables de cet algorithme, dans lesquelles un estimateur de la matrice est utilise´ a` la
place de la vraie valeur. On montre que l’algorithme de gradient stochastique moyenne´ atteint
le meˆme taux de convergence que l’algorithme optimal non imple´mentable.
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1.4.5 Analyse qualitative d’un algorithme de gradient stochastique
On souhaite re´soudre le proble`me
min
u∈Rn
J(u) .
On suppose que ce proble`me admet une solution unique u∗. On s’inte´resse a` la situation pour
laquelle la valeur exacte du gradient est difficile a` e´valuer, et ou` l’on ne dispose donc que
d’un estimateur du gradient, obtenu par exemple par simulation. La qualite´ de l’estimateur
(biais, variance,...) peut de´pendre de la valeur de u en lequel il est e´value´, mais elle peut aussi
de´pendre du temps de calcul que l’on est preˆt a` accepter pour faire la simulation. Nous pre´sentons
brie`vement ici une analyse qualitative de cet estimateur, mene´e par P. L’E´cuyer et G. Yin
dans [24]. Lors de la re´solution nume´rique de ce proble`me par un algorithme de type gradient
stochastique, cette analyse va permettre d’e´tablir un compromis entre le biais et la variance de
l’estimateur.
On conside`re l’algorithme
uk+1 = uk + εk ψk ,
ou` ψk est un estimateur du gradient e´value´ en uk et (εk)k∈N. On de´finit le biais conditionnel et
la variance de l’estimateur du gradient a` l’ite´ration k par
bk = E
k[ψk]− J ′(uk)
et
Vk = E
[
‖ψk − Ek[ψk]‖2
]
respectivement, ou` ‖ · ‖ de´signe la norme euclidienne. Contrairement a` Vk, bk est une va-
riable ale´atoire. Remarquons e´galement que Vk est la trace de la matrice de covariance
E
[
(ψk − Ek[ψk])(ψk − Ek[ψk])>
]
.
Pour simplifier les notations, nous allons supposer que u∗ = 0. Les hypothe`ses suivantes
permettent d’e´tablir la convergence presque suˆre de (uk)k∈N.
(H1) εk = k−γ ou` 1/2 < γ ≤ 1 ; donc E[‖u1‖2] < +∞ ;
(H2) il existe des constantes β > 0 et Kβ ≥ 0 telles que γ + β > 1 et pour tout k,
‖bk‖ ≤ Kβ k−β p.s. et E
[‖bk‖2] ≤ K2β k−2β ;
(H3) il existe des constantes δ ∈ R et Kδ ≥ 0 telles que 2γ + δ > 1 et pour tout k
Vk = E
[∥∥ψk − Ek[ψk]∥∥2] ≤ Kδ k−δ ;
(H4) J ′ est continue ;
(H5) l’ODE u˙ = −J ′(u) a une solution unique pour chaque condition initiale et J ′(u) = 0 a
une racine unique, u∗ ;
(H6) il existe une constante finie K > 0 telle que ‖J ′(u)‖ ≤ K(1 + ‖u‖) et il existe  > 0 et
une matrice H telle que J ′(u) = Hu + O(‖u‖2) pour ‖u‖ ≤  ; toutes les valeurs propres
de H ont des parties re´elles positives ; notons λmin > 0 le minimum de ces parties re´elles.
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La condition (H1) donne une forme explicite pour εk. (H2) force le biais a` de´croˆıtre en O(k−β).
Dans (H3), δ peut eˆtre positif, nul ou ne´gatif, ce qui correspond a` une variance qui (asympto-
tiquement) de´croˆıt, reste borne´e ou augmente avec k respectivement. La condition 2γ + δ > 1
impose a` la variance de ne pas augmenter trop vite. Enfin, (H6) requiert que la fonction J doit
eˆtre quadratique pre`s de l’optimum. En dimension 1, ceci signifie que la de´rive´e seconde doit
eˆtre borne´e au voisinage de 0 ; ceci signifie e´galement que J ′ doit croˆıtre au plus line´airement.
Proposition 1.52. Sous les hypothe`ses (H1)–(H6), uk → u∗ p.s. lorsque n→ +∞.
De´monstration. Ce re´sultat s’obtient graˆce a` la me´thode de l’ODE de´veloppe´e dans Kushner et
Clark [23].
Le the´ore`me suivant montre comment re´gler un algorithme de gradient stochastique de
fac¸on optimale afin d’assurer un compromis entre le biais et la variance de l’estimateur. Plus
pre´cise´ment, P. L’E´cuyer et G. Yin montrent que si ‖bk‖ = O(k−β) p.s., Vk = O(k−δ) et εk = k−γ ,
pour des constantes re´elles β, δ, et 1/2 < γ ≤ 1, et si certaines conditions techniques sur J sont
satisfaites alors
E
[
‖uk‖2
]
= O(k−κ)
ou` κ = min
(
2β, γ + δ
)
.
The´ore`me 1.53. Sous les hypothe`ses (H1)–(H6), avec γ < 1, il existe k0 tel que pour tout
k ≥ k0,
E
[‖uk+1‖2] ≤ K2β
λ2min
k−2β +
3K2δ
2λ2min
k−γ−δ + O
(
k−2β−1 + k−γ−δ−1
)
= O
(
k−min(2β,γ+δ)
)
= O
(
k−κ
)
.
Cette estimation reste valable pour γ = 1, a` condition que
λmin > max
(
β, (1 + δ)/2
)
.
Toujours pour des raisons de simplifications, nous allons e´galement supposer que γ = 1
(comme κ est une fonction croissante de γ, on prend le plus grand γ possible, i.e. γ = 1).
Lorsque 1 + δ < 2β, on observe que le biais diminue plus vite et devient asymptotiquement
ne´gligeable compare´ a` la variance. Le cas 2β < 1 + δ correspond a` une situation pour laquelle
le biais est le facteur dominant. Enfin, si 2β = 1 + δ, le biais et le bruit contribuent chacun a` la
distribution asymptotique.
1.5 Optimisation sous contrainte en espe´rance
E´tant donne´
(
Ω,A,P) un espace de probabilite´, U ad un sous-ensemble convexe ferme´ d’un
espace de Hilbert U et C un coˆne convexe ferme´ d’un espace de Hilbert C. Dans ([13]), G. Cohen
et J.-C. Culioli proposent un algorithme pour re´soudre le proble`me :
min
u∈Uad
J(u) = E
[
j(u, ξ)
]
s.c. Θ(u) = E
[
θ(u, ξ)
] ∈ −C .
On suppose que j et θ sont localement lipschitziennes sur U ad pour tout ξ, j(u, ·) et θ(u, ·)
sont mesurables pour tout u ∈ U ad, J est strictement convexe sur U ad, Θ est C-convexe et le
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Lagrangien associe´ a` ce proble`me, L(u, λ) = J(u) + 〈λ,Θ(u)〉 admet un point selle (u∗, λ∗). Cet
algorithme, de type Arrow-Hurwicz stochastique, tient explicitement compte de la forme de la
contrainte, en ne faisant intervenir a` chaque ite´ration, qu’une re´alisation d’un sous-gradient de
θ au point (uk, ξk+1) pour la remise a` jour des variables primales :
• soit u0 ∈ Uad et λ0 ∈ C′, ainsi que deux σ-suites (εk)k∈N et (ρk)k∈N ;
• connaissant uk et λk, on tire ξk+1 suivant la loi P, on calcule rk ∈ ∂u j(uk, ξk+1),
ϑk ∈ ∂u θ(uk, ξk+1) et on remet a` jour uk+1 et λk+1 par
uk+1 = ΠUad
[
uk − εk (rk + (ϑk)> λk)] ,
λk+1 = ΠC′
[
λk + ρk θ(uk+1, ξk+1)
]
,
ou` ΠUad et ΠC′ sont respectivement les projections orthogonales sur U
ad et C ′, coˆne
conjugue´ de C.
Les auteurs de´montrent ensuite la convergence de l’algorithme dans le sens ou` les variables pri-
males (uk)k∈N et duales (λ
k)k∈N engendre´es sont borne´es et la suite (u
k)k∈N converge faiblement
vers u∗.
The´ore`me 1.54. En plus des hypothe`ses de mesurabilite´ ci-dessus, on suppose que le Lagrangien
L admet un point selle, note´ (u∗, λ∗), et que
i) J est strictement convexe sur U ad ;
ii) pour tout ξ, j(·, ξ) est localement lipschitzienne sur U ad ;
iii) pour tout ξ, θ(·, ξ) est localement lipschitzienne sur U ad, re´gulie`rement sous-
diffe´rentiable, de sous-gradient par rapport a` u borne´ par % (uniforme´ment en ξ), et sous-
lipschitzienne de constantes uniformes ν > 0 et µ > 0 :
∀ ξ ∈ Ω, ∀u, v ∈ U ad, ‖θ(u, ξ)− θ(v, ξ)‖ ≤ ν ‖u− v‖+ µ ;
iv) Θ est C-convexe et lipschitzienne de constante τ ;
v) il existe des constantes positives α et β telles que
∀ ξ ∈ Ω, ∀u ∈ U ad, ∀ r ∈ ∂u j(u, ξ), ‖r‖ ≤ α ‖u− u∗‖+ β ;
vi) (εk)k∈N et (ρ
k)k∈N sont des σ-suites et la suite (ε
k/ρk)k∈N est monotone au sens large ;
vii) il existe des constantes positives γ et δ positives telles que
∀u ∈ Uad, E
[
θ(u, ξ)−Θ(u)
]2
< γ ‖u− u∗‖2 + δ .
Alors, presque suˆrement, la suite (uk, λk) engendre´e est borne´e, et (uk)k∈N converge faiblement
vers u∗. Si J est fortement convexe, alors (uk)k∈N converge fortement vers u
∗.
Ce re´sultat a tre`s largement motive´ notre strate´gie de re´solution nume´rique, puisque l’on peut
toujours re´e´crire une contrainte en probabilite´ sous la forme d’une contrainte en espe´rance.
Remarque 1.55. Concernant les proble`mes convexes d’optimisation stochastique sous
contrainte en espe´rance convexe, on peut e´galement consulter [25].
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1.6 En re´sume´
Tout au long de ce chapitre de rappels, on observe que les techniques de gradient stochastique,
sur lesquelles repose notre strate´gie nume´rique, sont en fait une combinaison de l’ide´e de la
me´thode de Monte-Carlo avec la proce´dure ite´rative des me´thodes du gradient en optimisation.
La me´thode de Monte-Carlo nous permet “d’optimiser tout en calculant l’espe´rance”, et d’e´viter
ainsi des calculs d’espe´rances, qui correspondent souvent en pratique a` des calculs d’inte´grales
multiples, difficiles a` effectuer. Graˆce a` la the´orie de la dualite´, nous transformons, quand cela
est possible, un proble`me de minimisation en un proble`me de point selle du Lagrangien (ou du
Lagrangien augmente´). Ce proble`me de point selle est alors remplace´, lors du de´roulement de
l’algorithme, par une alternance de remises a` jour des variables primales et duales. On obtient
ainsi un algorithme de type Arrow-Hurwicz stochastique, qui revient a` une alternance de pas de
gradient projete´ dans l’espace primal et dans l’espace dual.
Chapitre 2
L’e´tat de l’art sur les contraintes en
probabilite´
Depuis le milieu des anne´es 1990, diffe´rents axes de recherche ont e´te´ de´veloppe´s autour des
proble`mes d’optimisation sous contrainte en probabilite´. En 1995, S. Uryasev s’est inte´resse´ au
calcul du gradient d’une fonction probabilite´. Dans [32], il donne une repre´sentation possible
de la de´rive´e de la fonction probabilite´ en proposant une formule ge´ne´rale du gradient d’une
inte´grale pour laquelle l’ensemble d’inte´gration est de´fini par des ine´galite´s. Un an plus toˆt, P.
Kall et S.W. Wallace se sont inte´resse´s a` la proprie´te´ de convexite´ de l’ensemble admissible
d’un proble`me d’optimisation sous contrainte en probabilite´ (l’hypothe`se centrale sur laquelle
repose cette proprie´te´ est la quasi-concavite´ de la loi de probabilite´). Mais pour R. Henrion et W.
Ro¨misch, la non convexite´ des ensembles admissibles associe´s a` une contrainte en probabilite´ n’est
rien, compare´e aux difficulte´s engendre´es par l’absence de connexite´ de ces meˆmes ensembles ; ils
se sont donc penche´s sur les questions de structure et de stabilite´ des proble`mes d’optimisation
sous contraintes en probabilite´. En 2000, R. Henrion donne, par exemple, un re´sultat de connexite´
pour une contrainte en probabilite´. Enfin, dans le domaine de la finance, certaines mesures de
risque (conditional value-at-risk ... ) apparaissent comme un moyen possible pour traiter les
contraintes en probabilite´, ces dernie`res s’e´crivant plutoˆt dans ce contexte comme les quantiles
d’une fonction de re´partition.
2.1 De´rive´e d’une fonction probabilite´
La de´rive´e d’une fonction probabilite´ a plusieurs repre´sentations e´quivalentes : elle peut eˆtre
repre´sente´e comme une inte´grale sur une surface, une inte´grale sur un volume, ou une somme
d’inte´grales sur un volume et sur une surface ; elle peut aussi eˆtre calcule´e en utilisant des de´rive´es
faibles sur les mesures de probabilite´ ou bien encore des espe´rances conditionnelles. Dans [32],
S. Uryasev s’inte´resse a` la premie`re de ces trois repre´sentations.
On conside`re une fonction g(u, ξ) ∈ Rk, par exemple des pertes associe´es a` la de´cision
u ∈ U ⊂ Rn et un vecteur ale´atoire ξ ∈ Rm. En finance, le vecteur u peut repre´senter un
portefeuille, U e´tant l’ensemble des portefeuilles disponibles (soumis a` diffe´rentes contraintes).
Le vecteur ξ repre´sente les incertitudes, par exemple les parame`tres du marche´, qui peuvent
affecter l’objectif. Pour chaque u, la fonction objectif g(u, ξ) est une variable ale´atoire ayant une
distribution dans R induite par celle de ξ. La distribution de probabilite´ sous-jacente de ξ sera
suppose´e avoir une densite´, que l’on notera q(u, ξ).
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Soit la fonction
F (u) =
∫
g(u,ξ)≤0
q(u, ξ) dξ (2.1)
de´finie sur Rn, ou` g : Rn × Rm → Rk et q : Rn × Rm → R.
F (u) = P
{
g(u, ξ) ≤ 0} ,
une fonction de probabilite´ ou` ξ ∈ Rm a une densite´ de probabilite´ q(u, ξ) qui de´pend d’un
parame`tre u ∈ Rn.
On divise l’ensemble des contraintes K
de´f
= {1, . . . , k} en deux sous-ensembles K1 et K2. Sans
perte de ge´ne´ralite´, on suppose que
K1 = {1, . . . , l} et K2 = {l + 1, . . . , k} .
Remarque 2.1. Le choix des sous-ensembles K1 et K2 est, a priori, arbitraire. Par la suite, nous
verrons en fait que la repre´sentation du gradient de (2.1) obtenue par cette me´thode de´pend
de ce choix. En pratique, on choisira donc K1 et K2 de sorte que la repre´sentation du gradient
soit la plus simple possible ; ce choix se re´ve´lera d’autant plus de´licat que le nombre d’ine´galite´s
de´finissant l’ensemble d’inte´gration est important.
On note
µ(u) =
{
ξ ∈ Rm : g(u, ξ) ≤ 0
}
de´f
=
{
ξ ∈ Rm : gl(u, ξ) ≤ 0, 1 ≤ l ≤ k
}
,
et ∂ µ(u) la frontie`re de µ(u). On de´signera donc par ∂i µ(u) une partie de la surface qui corres-
pond a` gi(u, ξ), i.e. :
∂i µ(u) = µ(u) ∩
{
ξ ∈ Rm : gi(u, ξ) = 0
}
.
On utilise e´galement les notations
g1l(u, ξ) =


g1(u, ξ)
...
gl(u, ξ)

 , g(u, ξ) = g1k(u, ξ) et ∇ξg(u, ξ) =


∂ g1(u,ξ)
∂ ξ1
. . . ∂ gk(u,ξ)∂ ξ1
...
∂ g1(u,ξ)
∂ ξm
. . . ∂ gk(u,ξ)∂ ξm

 .
Enfin, on rappelle que la divergence pour la matrice H, n ×m, compose´e des e´le´ments hji est
de´finie par
divξH =


∑m
i=i
∂ h1i
∂ ξi
...∑m
i=i
∂ hni
∂ ξi

 .
S. Uryasev propose alors de repre´senter la de´rive´e de l’inte´grale (2.1) comme la somme d’une
inte´grale sur le volume µ(u) et d’inte´grales sur les surfaces ∂iµ(u) :
∇uF (u) =
∫
µ(u)
∇uq(u, ξ) + divξ
(
q(u, ξ)Hl(u, ξ)
)
dξ
−
k∑
i=l+1
∫
∂i µ(u)
q(u, ξ)
‖∇ξgi(u, ξ)‖
[
∇ugi(u, ξ) +Hl(u, ξ)∇ξ gi(u, ξ)
]
dξ , (2.2)
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ou` la fonction Hl : R
n × Rm → Rn×m ve´rifie l’e´quation
Hl(u, ξ)∇ξ g1l(u, ξ) +∇u g1l(u, ξ) = 0 . (2.3)
L’e´quation (2.3) peut avoir plusieurs solutions et on en choisit alors une arbitrairement,
diffe´rentiable par rapport a` la variable ξ.
Remarque 2.2. Rappelons que le choix de K1 et de K2 est arbitraire. Lorsque l’ensemble K1
est vide, la matrice Hl n’apparaˆıt pas dans la formule ge´ne´rale du gradient ; cette dernie`re se
re´duit alors a` l’inte´grale sur la surface. Lorsque l’ensemble K2 est vide, on obtient une inte´grale
sur le volume. Il y a donc plusieurs repre´sentations e´quivalentes du gradient correspondant a`
diffe´rents ensembles K1 et K2 et solutions de (2.3). Du point de vue nume´rique, un inconve´nient
potentiel de cette formulation de la de´rive´e est que, dans la mesure ou` les choix de K1, K2, et
des solutions de (2.3) sont arbitraires, il semble difficile d’e´valuer, a priori, la difficulte´ lie´e aux
calculs de ces deux inte´grales.
L’e´quation (2.3) peut eˆtre re´solue explicitement. En ge´ne´ral, cette e´quation a plusieurs so-
lutions. La matrice
−∇u g1l(u, ξ)
(
∇Tξ g1l(u, ξ) ×∇ξg1l(u, ξ)
)−1∇Tξ g1l(u, ξ)
est solution de (2.3). Tre`s souvent, l’e´quation (2.3) peut eˆtre re´solue a` l’aide d’un changement
de variables. Supposons qu’il existe un changement de variables
ξ = γ(u, z)
qui e´limine le vecteur u de la fonction g(u, ξ) de´finissant l’ensemble d’inte´gration ; autrement
dit, la fonction g
(
u, γ(u, z)
)
ne de´pend plus de la variable u. Notons γ−1(u, ξ) la fonction inverse
de´finie par l’e´quation
γ−1
(
u, γ(u, z)
)
= z .
Alors la matrice
H(u, ξ) = ∇u γ(u, z) |z=γ−1(u,ξ)
est solution de (2.3). En effet, le gradient de la fonction γ
(
u, ξ(u, z)
)
par rapport a` u vaut 0 ;
par conse´quent
0 = ∇u g1l
(
u, γ(u, z)
)
= ∇u γ(u, z)∇ξ g1l(u, ξ) |ξ=γ(u,z) +∇u g1l(u, ξ) |ξ=γ(u,z)
et la fonction ∇u γ(u, z) |z=γ−1(u,ξ) est une solution de (2.3).
Illustrons cette approche sur un exemple, toujours extrait de [32]. On souhaite calculer le
gradient de
F (u) =
∫
b(ξ)≤u
ξi≥θ ,i=1,··· ,m
q(ξ) dξ , (2.4)
ou` u ∈ R, ξ ∈ Rm, q : Rm → R, θ > 0, b(ξ) = ∑mi=1 ξαi . En reprenant les notations pre´ce´dentes,
on a
g(u, ξ) =


b(ξ)− u
θ − ξ1
...
θ − ξm

 , et F (u) =
∫
g(u,ξ)≤0
q(ξ) dξ =
∫
µ(u)
q(ξ) dξ .
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On commence par diviser l’ensemble des contraintes en deux sous-ensembles K1 et K2. On
conside`re par exemple le cas ou` l = 1, i.e., K1 = {1} et K2 = {2, · · · ,m + 1}. En reprenant la
formule ge´ne´rale (2.2), le gradient ∇uF (u) s’e´crit
∇uF (u) =
∫
µ(u)
[
∇uq(ξ) + divξ
(
q(ξ)H1(u, ξ)
)]
dξ
−
m+1∑
i=2
∫
∂i µ(u)
q(ξ)
‖∇ξgi(u, ξ)‖
[
∇ugi(u, ξ) +H1(u, ξ)∇ξ gi(u, ξ)
]
dξ ,
ou` la matrice H1(u, ξ) ve´rifie l’e´quation (2.3). De´terminons donc une solution de l’e´quation (2.3).
Comme
∇ξg1(u, ξ) = α


ξα−11
...
ξα−1m

 , et ∇ug1(u, ξ) = −1 ,
une solution H∗1 (u, ξ) de (2.3) est
H∗1 (u, ξ) = h(ξ)
de´f
=
(
h1(ξ1), · · · , hm(ξm)
)
=
1
αm
(
ξ1−α1 , · · · , ξ1−αm
)
.
Notons
(θi | ξ) =
(
ξ1, · · · , ξi−1, θ, ξi+1, · · · , ξm
)
,
ξ−i =
(
ξ1, · · · , ξi−1, ξi+1, · · · , ξm
)
, et b(θi | ξ) = θα +
m∑
j=1,j 6=i
ξαj .
De´signons par ξ−i ≥ θ l’ensemble des ine´galite´s ξj ≥ θ , j = 1, · · · , i − 1, i + 1, · · · ,m. Les
ensembles ∂iµ(u), i = 2, · · · ,m+ 1 s’e´crivent alors
∂iµ(u) = µ(u) ∩
{
ξ ∈ Rm : ξi = θ
}
=
{
ξ−i ∈ Rm−1 : b(θi | ξ) ≤ u , ξ−i ≥ θ
}
.
Pour i = 2, · · · ,m+ 1, on a(
∇ξgi(ξ)
)
j
= 0 , j = 1 · · · m, j 6= i− 1 ,
(
∇ξgi(ξ)
)
i−1
= −1 , et ‖∇ξgi(ξ)‖ = 1 .
La fonction q(ξ) et les fonctions gi(ξ), i = 2, · · · ,m+ 1 ne de´pendent pas de u, par conse´quent,
∇uq(ξ) = 0 , et ∇ugi(ξ) = 0 , i = 2, · · · ,m+ 1 ;
et on peut ainsi simplifier l’e´criture de ∇uF (u) :
∇uF (u) =
∫
µ(u)
divξ
(
q(ξ)h(ξ)
)
dξ −
m+1∑
i=2
∫
∂i µ(u)
q(ξ)
‖∇ξgi(ξ)‖h(ξ)∇ξ gi(ξ) dξ
=
∫
µ(u)
divξ
(
q(ξ)h(ξ)
)
dξ −
m+1∑
i=2
hi−1(θ)
∫
∂i µ(u)
q(ξ) dξ
=
∫
b(ξ)≤u
ξi≥θ ,i=1,··· ,m
divξ
(
q(ξ)h(ξ)
)
dξ +
m∑
i=1
θ1−α
αm
∫
b(ξ|ξ)≤u
ξ−i≥θ
q
(
θi | ξ
)
dξ−i .
Puisque
divξ
(
q(ξ)h(ξ)
)
= h(ξ)∇ξq(ξ) + q(ξ) divξ
(
h(ξ)
)
=
1
αm
m∑
i=1
∂q(ξ)
∂ξi
ξ1−αi + q(ξ)
1− α
αm
m∑
i=1
ξ−αi ,
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on obtient finalement la repre´sentation du gradient de (2.4) suivante :
∇uF (u) =
∫
b(ξ)≤u
ξi≥θ ,i=1,··· ,m
m∑
i=1
ξ−αi
αm
[
ξi
∂q(ξ)
∂ξi
+ (1− α)q(ξ)
]
dξ +
θ1−α
αm
m∑
i=1
∫
b(ξ|ξ)≤u
ξ−i≥θ
q
(
θi | ξ
)
dξ−i .
Cette formule est valable pour n’importe quelle fonction q(ξ) suffisamment re´gulie`re.
La de´marche que nous venons de pre´senter ne nous semble pas tre`s intuitive, et conduit a`
une formulation de la de´rive´e relativement complexe. De plus, comme nous l’avons de´ja` fait
remarquer, la repre´sentation du gradient que l’on obtient de´pend des choix faits pour K1 et
K2 : il faut donc choisir ces deux sous-ensembles de sorte que la repre´sentation du gradient soit
la plus simple possible. Or, de`s que le nombre d’ine´galite´s de´finissant l’ensemble d’inte´gration
augmente, ce choix devient de plus en plus de´licat ; et l’on risque alors de devoir manipuler
des repre´sentations plus ou moins complique´es du gradient. D’un point de vue nume´rique, cette
approche ne semble donc effectivement applicable que si l’ensemble d’inte´gration n’est de´fini que
par un nombre limite´ d’ine´galite´s.
2.2 Convexite´ de l’ensemble admissible
Dans [22], P. Kall et S.W. Wallace conside`rent des contraintes de la forme
P
{
g(u, ξ) ≤ 0} ≥ p .
L’ensemble admissible associe´ est B(p) =
{
u | P{g(u, ξ) ≤ 0} ≥ p}. En ge´ne´ral, B(p) n’est pas
convexe meˆme si
{
u | g(u, ξ) ≤ 0} est convexe ∀ ξ.
On rappelle les de´finitions suivantes :
De´finition 2.3. Une mesure de probabilite´ P est dite quasi-concave si pour tout ensemble
convexe Si ∈ F, i = 1, 2 , ∀λ ∈ [0, 1],
P
{
λS1 + (1− λ)S2
} ≥ min (P{S1},P{S2}) .
De´finition 2.4. Une mesure de probabilite´ P est dite log-concave si pour tout ensemble convexe
Si ∈ F, i = 1, 2 , ∀λ ∈ [0, 1],
P
{
λS1 + (1− λ)S2
} ≥ Pλ{S1}+ P1−λ{S2} .
Sous certaines hypothe`ses, on peut assurer la convexite´ et la fermeture de B(p) :
Proposition 2.5. Si g(·, ·) est conjointement convexe en (u, ξ) et si la mesure de probabilite´ P
est quasi-concave alors B(p) est convexe ∀ p ∈ [0, 1].
Proposition 2.6. Si g : Rn × Ω → Rm est continue alors B(p) est ferme´.
Proposition 2.7. Conside´rons le proble`me
min
u∈Uad
Eξ˜[c
>(ξ˜)u]
s.c. P
{
T (ξ)u ≥ h(ξ)} ≥ p .
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Supposons que ξ˜ ait une distribution discre`te finie telle que P{ξ = ξj} = pj pour j = 1, · · · , r
et avec pj > 0 ∀j. Alors pour p > 1−minj∈{1,··· ,r} pj, l’ensemble admissible
B(p) =
{
u | P{T (ξ)u ≥ h(ξ)} ≥ p}
est convexe.
Les de´monstrations de ces trois propositions sont donne´es dans [22].
Dans le cas d’une mesure de probabilite´ de´finie sur Rk, et admettant une densite´ q, les auteurs
rappellent e´galement les relations suivantes :
q log-concave ⇔ P log-concave ⇒ P quasi-concave ⇒ q−1/k convexe .
Remarque 2.8. q est log-concave si le logarithme de q est une fonction concave.
Supposons par exemple que la contrainte s’e´crive
P
{
T (ξ)u ≥ h(ξ)
}
≥ p .
Dans le cas de distributions continues, supposons que T (ξ) = T (constante) ; deux situations
favorables peuvent alors se pre´senter :
– si h est la fonction identite´ et si la fonction de re´partition de ξ est quasi-concave alors
l’ensemble admissible est convexe ferme´ (notons que si ξ ∈ R, la fonction de re´partition
e´tant monotone est quasi-concave) ;
– si ξ ∈ R, et si l’inverse de la fonction de re´partition, ψ−1, peut se calculer facilement, alors,
dans ce cas particulier, toute contrainte en probabilite´ se rame`ne a` une contrainte line´aire.
En effet
P
{
T u ≥ h(ξ)
}
= ψ(T u) ≥ p⇔ T u ≥ ψ−1(p) , ou` ψ−1(p) = min
{
η ∈ R | ψ(η) ≥ p
}
.
Les principales hypothe`ses faites par P. Kall et S.W. Wallace, nous semblent, en pratique, eˆtre
des hypothe`ses assez fortes, notamment la proprie´te´ de convexite´ conjointe de g en (u, ξ). En
effet, il existe en pratique de nombreux cas ou` u et ξ se multiplient, comme dans le proble`me
de finance que nous pre´sentons au chapitre 5, ou, dans un tout autre domaine, lorsque l’on
mode´lise la panne d’un actionneur (l’action de l’ale´a vient alors tuer le controˆle) ; et dans toutes
ces situations, la proprie´te´ de convexite´ conjointe de g en (u, ξ) n’est pas re´aliste. De plus, une
autre technique efficace pour pallier la non convexite´ d’un proble`me d’optimisation est le recours
au Lagrangien augmente´, et ce, afin d’augmenter les chances que le point selle du proble`me existe.
Mais dans notre cas, on sait aussi que le me´lange de l’espe´rance (traite´ comme dans le gradient
stochastique) et des non line´arite´s du Lagrangien augmente´ pose des proble`mes ; ce sera l’objet
du chapitre 6 de la partie (III) de ce me´moire.
2.3 Connexite´ de l’ensemble admissible
A` la fois pour les applications nume´riques et pour les investigations the´oriques (stabilite´), les
proprie´te´s de convexite´ de l’ensemble admissible d’un proble`me d’optimisation sont des re´sultats
de base. En se limitant aux solutions stationnaires d’un proble`me, la convexite´ des ensembles
admissibles n’est pas un pre´requis indispensable a` l’application de me´thodes d’optimisation
non line´aire, comme par exemple la programmation quadratique se´quentielle. Des ensembles
admissibles non connexes engendrent en revanche de se´rieuses difficulte´s compare´es a` la simple
violation de la convexite´. Les re´sultats de cette section sont extraits de [21].
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On conside`re T ⊂ R un sous-ensemble arbitraire et on note C(T ) l’ensemble des fonctions
de´finies de T dans R continues.
De´finition 2.9. Une fonction g : U × C(T1) → C(T2) de´finie pour des ensembles arbitraires U
et T1, T2 ⊂ R est min stable par rapport a` U si pour tous u1, u2 ∈ U , il existe u∗ ∈ U tels que
g(u∗, y)(t) ≤ min
(
g(u1, y)(t), g(u2, y)(t)
)
∀y ∈ C(T1), ∀t ∈ T2 .
Conside´rons l’ensemble
M =
{
u ∈ U | P{g(u, Y (ξ, ·)) ≤ 0} ≥ p} , (2.5)
ou` U est un espace de Banach, g : U × C(T1) → C(T2), Y : Ω × T1 → R est un processus
stochastique de´fini sur un espace de probabilite´
(
Ω,A,P) et p ∈ [0, 1] un niveau de probabilite´.
Le premier signe d’ine´galite´ dans (2.5) doit eˆtre compris dans le sens de l’ordre partiel sur C(T2)
de´fini point par point. On suppose que Y (ξ, ·) ∈ C(T1) pour tout ξ ∈ Ω et que la fonction
ξ 7→ g(u, Y (ξ, ·))(t) est mesurable par rapport a` A et par rapport aux sous-ensembles de Borel
de R pour tout u ∈ U et pour tout t ∈ T2 (cette seconde hypothe`se est toujours ve´rifie´e dans le
cas se´parable g(u, y) = h(u) − y).
The´ore`me 2.10. Si g(·, y)(t) est quasi-convexe pour tout y ∈ C(T1) et pour tout t ∈ T2 et si g
est min stable par rapport a` U alors M est connexe.
Un crite`re plus simple est meˆme donne´ dans le cas d’une contrainte en probabilite´ line´aire :
Corollaire 2.11. On conside`re la contrainte en probabilite´ line´aire
M =
{
u ∈ Rn | P{Au ≥ ξ(ω)} ≥ p} ,
avec A une matrice s × n et ξ un vecteur ale´atoire de dimension s. Si les lignes de A sont
line´airement inde´pendantes positivement alors M est connexe.
Notons bien qu’aucune hypothe`se sur la distribution de ξ n’a e´te´ faite.
Illustrons ce re´sultat sur un exemple, toujours extrait de [21]. On conside`re le niveau d’eau
d’un barrage dont les apports sont ale´atoires et sur lequel on peut agir en turbinant pour produire
de l’e´lectricite´. On fait les hypothe`ses suivantes :
(H1) Y : Ω × [0, T ] → R est un processus stochastique de´crivant le niveau cumule´
d’apports (ale´atoires) dans le barrage durant l’intervalle [0, T ] ; on suppose que
Y (ξ, ·) ∈ C([0, T ]) ∀ ξ ∈ Ω ;
(H2) u ∈ U = L∞[0, T ] est la vitesse (controˆle´e) a` laquelle on turbine ;
(H3) l¯ est le niveau maximum d’eau dans le barrage que l’on est autorise´ a` atteindre sur l’en-
semble de l’intervalle [0, T ] avec un niveau de probabilite´ p ∈ [0, 1].
En notant l(t, ξ, u) le niveau d’eau dans le barrage a` l’instant t, e´tant donne´es ξ et u, on a
l(t, ξ, u) = l0 + Y (ξ, t)−
∫ t
0
u(τ) dτ ,
ou` l0 de´signe le niveau d’eau initial (en t = 0) dans le barrage. La contrainte en probabilite´
s’e´crit alors
P
{
l(t, ξ, u) ≤ l¯
}
≥ p .
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Comme pre´ce´demment, on note M le sous-ensemble des u ∈ U ve´rifiant la contrainte en proba-
bilite´ ; on a
T1 = T2 = [0, T ] , g(u, y)(t) := l0 − l¯ + y(t)−
∫ t
0
u(τ) dτ .
Notons que h est se´parable par rapport a` u et y ; par conse´quent l’hypothe`se de mesurabilite´ est
satisfaite. On ve´rifie que h(·, y)(t) est quasi-convexe pour tout y ∈ C([0, T ]) et tout t ∈ [0, T ].
Ainsi, pour appliquer le The´ore`me 2.10, il suffit de ve´rifier que h est min stable par rapport a`
U . Pour cela, on se donne u1 et u2 ∈ U . Alors, en posant
u∗(t) := max
(
u1(t), u2(t)
)
, t ∈ [0, T ] ,
on a u∗ ∈ U et ∫ t
0
u∗(τ) dτ ≥ max
(∫ t
0
u1(τ) dτ,
∫ t
0
u2(τ) dτ
)
,
ce qui de´montre la proprie´te´ cherche´e par de´finition de h. On peut donc en de´duire la connexite´
de l’ensemble des controˆles admissibles.
2.4 L’aspect mesure de risque
Depuis quelques anne´es en e´conomie, et plus particulie`rement en finance, une litte´rature
abondante s’est de´veloppe´e autour des mesures de risque. En finance, la mesure la plus connue,
et la plus utilise´e dans les e´tablissements financiers est la value-at-risk (VaR) : la VaR de la
perte g(u, ξ) associe´e a` la de´cision u, note´e qu(p), est la plus petite quantite´ q telle que, avec une
probabilite´ au moins e´gale a` p, la perte n’exce`de pas q. Autrement dit,
qu(p) = min
{
q |P{g(u, ξ) ≤ q} ≥ p} = ψ−1u (p) ,
ou` ψ−1u est l’inverse de la fonction de re´partition associe´e a` g(u, ξ). Mais son calcul est difficile
et ne´cessite en pratique des hypothe`ses relativement fortes et parfois conteste´es par les faits,
comme l’hypothe`se de normalite´ des prix. Ces limites ont amene´ certains chercheurs, comme S.
Uryasev, a` proposer d’autres mesures de risque alternatives a` la value-at-risk, ayant de “bonnes
proprie´te´s mathe´matiques” (conditional value-at-risk, ...).
D’apre`s la de´finition meˆme de la VaR, un proble`me d’optimisation sous contrainte de VaR
n’est donc rien d’autre qu’un proble`me d’optimisation sous contrainte en probabilite´ : on re´e´crit
la contrainte en probabilite´ comme une contrainte sur un quantile d’une fonction de re´partition.
Dans la mesure ou` il existe des mesures de risque alternatives a` la VaR, et posse´dant de
meilleures proprie´te´s mathe´matiques, une question naturelle s’est alors pose´e a` nous : au lieu de
re´soudre directement un proble`me d’optimisation sous contrainte en probabilite´, ne pourrait-on
pas re´soudre un proble`me auxiliaire formule´ avec une autre mesure de risque plus re´gulie`re sur
le plan mathe´matique ; et obtenir au final la solution du proble`me initial ? C’est l’objet de la
premie`re partie de ce me´moire.
2.5 En re´sume´
Les proble`mes d’optimisation sous contraintes en probabilite´ font l’objet d’un certain nombre
de recherches depuis quelques anne´es. Mais la plupart des re´sultats que l’on trouve dans la
litte´rature ne concernent que certains aspects du sujet, plutoˆt the´oriques, comme le calcul du
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gradient de la fonction probabilite´, les proprie´te´s de convexite´, de connexite´, ... L’objectif prin-
cipal de ce me´moire est de proposer une me´thode ge´ne´rale permettant de re´soudre ce type de
proble`mes, base´e sur un algorithme de type gradient stochastique, en donnant des re´sultats aussi
bien the´oriques que nume´riques.
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Deuxie`me partie
Contraintes en probabilite´ et
mesures de risque
Chapitre 3
Mesures de risque et de se´curite´
La contrainte en probabilite´ e´tant une formulation assez naturelle de la notion de risque, une
approche possible pour traiter ce type de contraintes consiste a` chercher d’autres formulations
du risque qui ame`neraient a` des proble`mes mathe´matiques plus simples. Dans ce chapitre, nous
rappelons quelques mesures de risque et de se´curite´ usuelles base´es sur les quantiles et les ca-
racte´ristiques de la queue de la distribution d’une variable ale´atoire X ; puis nous montrons que
presque toutes ces mesures peuvent eˆtre reformule´es simplement a` partir de l’espe´rance de X,
note´e µX , du quantile, qX(p), de la fonction de re´partition ψX , d’une espe´rance conditionnelle,
et de l’une de ces mesures de se´curite´.
3.1 Les notions d’ordre stochastique
Soit X une variable ale´atoire re´elle repre´sentant des pertes que l’on cherche a` minimiser.
Dans la suite de ce chapitre, nous notons ψX sa fonction de re´partition, qui est croissante et
continue a` droite :
ψX : R → [0, 1]
η → P{X ≤ η} .
Les re´sultats de cette section reposent essentiellement sur les de´finitions et proprie´te´s suivantes.
Proprie´te´ 3.1. Voici quelques proprie´te´s utiles sur l’inte´grale et l’inverse d’une fonction :
– l’inte´grale d’une fonction positive est croissante inte´grable ;
– l’inte´grale d’une fonction croissante est convexe ;
– soit f une fonction nume´rique continue et strictement monotone sur un intervalle I. Alors
la fonction re´ciproque f−1 est continue et strictement monotone, de meˆme sens que f .
Bien que tre`s populaire, le crite`re “moyenne-variance” ne suffit pas toujours a` comparer deux
variables ale´atoires, et peut meˆme conduire a` des aberrations, comme le montrent P. Bernhard et
G. Cohen dans [10]. En effet, supposons que l’on souhaite minimiser un couˆt J pour les de´cisions
u et v, et pour les “e´tats de la nature” ξ1 et ξ2 de probabilite´s e´gales :
u v
ξ1 0 21
ξ2 20 21
52 Mesures de risque et de se´curite´
On a E[J(u, ξ)] = 10 et E[J(v, ξ)] = 21. On prend comme mesure de l’incertitude l’e´cart-type :
σ
(
J(u, ξ)
)
= 10 et σ
(
J(v, ξ)
)
= 0. Alors, si on choisit de minimiser E[J ] + ασ
(
J
)
, avec α > 0,
la strate´gie v devient pre´fe´rable a` la strate´gie u de`s que α > 1.1. Cependant, ce re´sultat est
absurde car la strate´gie u est optimale, puisqu’elle a une probabilite´ 1 d’eˆtre optimale (elle est
la meilleure pour tout ξ).
Une approche syste´matique pour assurer cette comparaison consiste a` utiliser la notion d’ordre
stochastique. Un ordre stochastique peut eˆtre vu comme un ordre partiel sur un ensemble de fonc-
tions de re´partition cumule´es. Il existe plusieurs types d’ordres stochastiques : nous commenc¸ons
tout d’abord par pre´senter la dominance stochastique, largement utilise´e en e´conomie et en fi-
nance pour comparer des variables ale´atoires re´elles repre´sentant des gains ou des pertes ; puis
nous de´finissons d’autres ordres stochastiques pour des variables ale´atoires n-dimensionnelles.
3.1.1 La dominance stochastique a` l’ordre 1
Soient X et Y des variables ale´atoires re´elles, repre´sentant par exemple des pertes.
De´finition 3.2. La dominance stochastique a` l’ordre 1 (DS1) est de´finie par :
X DS1 Y ⇔ E
[
f(X)
] ≥ E[f(Y )] , ∀ f : R → R+croissante continue .
La dominance stochastique a` l’ordre 1 peut e´galement eˆtre caracte´rise´e a` l’aide des fonctions
de re´partition :
Proprie´te´ 3.3.
X DS1 Y ⇔ ψX(η) ≤ ψY (η) , ∀η ∈ R .
1
η
ψX
ψY
Fig. 3.1 – X DS1 Y
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3.1.2 La dominance stochastique a` l’ordre 2
X et Y sont toujours des variables ale´atoires re´elles, repre´sentant par exemple des pertes.
De´finition 3.4. La dominance stochastique a` l’ordre 2 (DS2) est de´finie par :
X DS2 Y ⇔ E
[
f(X)
] ≥ E[f(Y )] , ∀ f fonction croissante convexe .
Introduisons la fonction ψ2X qui est la primitive de la fonction de re´partition :
De´finition 3.5. On de´finit
ψ2X : R → R+
η 7→
∫ η
−∞
ψX(ξ)dξ ,
continue, convexe, positive et croissante.
Proprie´te´ 3.6. Il existe deux formulations pour ψ2X :
ψ2X(η) = E
[
(η −X)+
]
= ψX(η)
(
η − E[X|X ≤ η]) .
De´monstration.
ψ2X(η) =
∫ η
−∞
P
{
X ≤ ξ}dξ = ∫ ∞
−∞
I{ξ≤η} E
[
I{X≤ξ}
]
dξ = E
[ ∫ ∞
−∞
I{X≤ξ≤η} dξ
]
= E
[
(η −X)+] ,
ou` I{B} est la fonction indicatrice de l’ensemble B. Et, en se rappelant que, si A est un e´ve`nement,
E[X|A] = E[X IA]
P{A} si P{A} 6= 0 ,
on a
E
[
(η −X)+
]
= E
[
(η −X) I{X≤η}
]
= η E
[
I{X≤η}
]− E[X I{X≤η}] = ψX(η)(η − E[X|X ≤ η]) .
On peut alors utiliser ψ2X pour caracte´riser la dominance stochastique a` l’ordre 2 :
Proprie´te´ 3.7. Soient X et Y deux variables ale´atoires re´elles inte´grables. Alors
X DS2 Y ⇔ ψ2X(η) ≤ ψ2Y (η) , ∀η ∈ R
⇔ E
[
(η −X)+
]
≤ E
[
(η − Y )+
]
, ∀η ∈ R .
Remarque 3.8. On a DS1 ⇒ DS2.
3.1.3 Le cas des variables ale´atoires n-dimensionnelles
Les re´sultats suivants sont extraits de [4].
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D(Rn) de´signe l’ensemble des probabilite´s sur Rn et L un sous-ensemble des applications de
R
n dans R mesurables.
De´finition 3.9. La relation ≤L sur D(Rn) est de´finie par
F ≤L G si
∫
Rn
f(x)F (dx) ≤
∫
Rn
f(x)G(dx) ,
∀f ∈ L telle que les inte´grales soient bien de´finies.
De´finition 3.10. Soient X et Y deux vecteurs ale´atoires de Rn. X ≤L Y si leur distribu-
tion de probabilite´ sont telles que FX ≤L FY . En utilisant la notation X = (X1, . . . , Xn) et
Y = (Y1, . . . , Yn), ceci est e´quivalent a`
E
[
f(X1, . . . , Xn)
]
≤ E
[
f(Y1, . . . , Yn)
]
,
∀f : Rn → R ∈ L.
Diffe´rents exemples d’ensembles L vont eˆtre conside´re´s dans la suite :
• {i} = {f : Rn → R ; f croissante} ge´ne`re l’ordre inte´gral croissant sur D(Rn) ;
• {cx} = {f : Rn → R ; f convexe} ge´ne`re l’ordre inte´gral convexe sur D(Rn) ;
• {icx} = {i}⋂{cx}, ge´ne`re l’ordre convexe croissant sur D(Rn) ;
• {cxs} = {f : Rn → R ; f convexe paire} ge´ne`re l’ordre convexe syme´trique ;
• {ip} = {f : Rn → R+; f = ∏ni=1 fi(xi), fi : R → R+ ∈ {i}} ge´ne`re l’ordre partiel produit
croissant.
Remarque 3.11. L’ordre inte´gral croissant correspond en fait a` la dominance stochastique
d’ordre 1 et l’ordre convexe croissant a` la dominance stochastique d’ordre 2.
On a e´videmment les relations suivantes :
≤i ⇒ ≤icx, ≤i ⇒ ≤ip et ≤cx ⇒ ≤icx .
Un re´sultat utile a` retenir est le suivant : pour des variables ale´atoires positives, chacune des
ine´galite´s X ≤i Y , X ≤cx Y , X ≤icx Y et X ≤ip Y implique l’ine´galite´ correspondante entre les
moments (de n’importe quel ordre) des coordonne´es de X et Y .
Enfin, en conside´rant e´galement les ordres convexe de´croissant (≤dcx) et concave de´croissant
(≤dcv) on a les e´quivalences suivantes :
X ≤icx Y ⇔ −X ≤dcx −Y
m m
Y ≤dcv X ⇔ −Y ≤icv −X .
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The´ore`me 3.12 (The´ore`me de Strassen pour ≤i). Pour F et G dans D(Rn), F ≤i G si et
seulement s’il existe deux variables ale´atoires dans Rn, X et Y , de´finies sur le meˆme espace de
probabilite´ avec les distributions de probabilite´ F et G respectivement, et telles que X ≤ Y p.s..
The´ore`me 3.13 (The´ore`me de Strassen pour ≤cx). Soient F et G deux distributions
inte´grables dans D(Rn) ; F ≤cx G (resp. F ≤icx G) si et seulement s’il existe deux variables
ale´atoires dans Rn, X et Y , de´finies sur le meˆme espace de probabilite´ avec les distributions de
probabilite´ F et G respectivement, et telles que E
[
Y | X] = X (resp. E[Y | X] ≥ X) p.s..
Dans la suite, X et Y de´signent a` nouveau des variables ale´atoires re´elles repre´sentant des
pertes.
3.1.4 Caracte´risation en terme de quantile
Dans [26], W. Ogryczak et A. Ruszczynski ont introduit des formulations duales de domi-
nance stochastique et ont exploite´ la dualite´ de Fenchel pour caracte´riser la dominance stochas-
tique en termes de quantiles. Les re´sultats suivants sont extraits de [26].
De´finition 3.14. Soit p ∈ [0, 1], qX(p) ∈ R est un p-quantile de la variable ale´atoire X si
P
{
X < qX(p)
} ≤ p ≤ P{X ≤ qX(p)} .
De´finition 3.15. On de´finit
ψ−1X : ]0, 1] → R
p 7→ inf {η : ψX(η) ≥ p} ,
l’inverse de ψX ; alors ψ
−1
X est croissante et continue a` gauche.
Remarque 3.16. Lorsque l’on manipule des fonctions monotones, mais pas strictement, et/ou
discontinues (continue a` droite ou a` gauche), la the´orie de la re´siduation permet de de´finir une
fonction inverse monotone. Ceci est valable non seulement pour des fonctions nume´riques , mais
e´galement pour des fonctions ordonne´es sur des ensembles ge´ne´raux. La re´fe´rence historique
pour cette the´orie est [9] ; mais pour une pre´sentation plus synthe´tique, on peut aussi consulter
[5]. Dans notre cas, ψX : R → R e´tant une fonction monotone et continue a` droite, elle est s.c.s
et dualement re´siduable. La fonction ψ−1X : R → R n’est autre que la re´sidue´e duale de ψX ; et on
sait alors qu’elle est monotone et continue a` gauche de R dans R donc s.c.i. (ψ−1X est elle-meˆme
re´siduable et sa re´sidue´e est ψX).
Remarque 3.17. Pour tout p ∈ ]0, 1[ , l’ensemble des p-quantiles est un intervalle ferme´ ; ψ−1X (p)
repre´sente le plus petit p-quantile de cet intervalle :
p ≤ ψX(η) ⇔ ψ−1X (p) ≤ η .
De´finition 3.18. De´finissons
ψ−2X : R → R
p 7→
∫ p
0
ψ−1X (α)dα , ∀p ∈ ]0, 1] ,
convexe par construction.
En fait, ψ−2X n’est rien d’autre que la transforme´e de Fenchel de ψ
2
X et inversement :
The´ore`me 3.19. Pour tout X tel que E
[ |X| ] < +∞, on a
(i) ψ−2X = [ψ
2
X ]
∗
(ii) ψ2X = [ψ
−2
X ]
∗.
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Les The´ore`mes 3.20 et 3.21 donnent d’autres caracte´risations pour DS1 et DS2.
The´ore`me 3.20.
X DS1 Y ⇔ ψ−1X (p) ≥ ψ−1Y (p) , ∀p ∈ ]0, 1[ .
The´ore`me 3.21.
X DS2 Y ⇔ ψ−2X (p) ≥ ψ−2Y (p) , ∀p ∈ [0, 1] .
The´ore`me 3.22 (Caracte´risation d’un quantile). Les assertions suivantes sont
e´quivalentes :
(i) η est un p-quantile de X ;
(ii) supξ
(
ξ p− ψ2X(ξ)
)
est atteint en η , ou encore η ∈ ∂ ψ−2X (p) ;
(iii) supα
(
η α− ψ−2X (α)
)
est atteint en p , ou encore p ∈ ∂ ψ2X(η) ;
(iv) ψ−2X (p) + ψ
2
X(η) = p η .
Remarque 3.23. Ce the´ore`me repose sur la Proprie´te´ 1.16, qui est rappelons-le(
y ∈ ∂f(x)
)
⇔
(
f(x)− f ∗(y)− 〈y, x〉 = 0
)
.
3.2 Les mesures de risque et de se´curite´ usuelles
Le lecteur inte´resse´ par les de´monstrations des re´sultats concernant la value-at-risk et la
conditional value-at-risk, ou par une pre´sentation plus de´taille´e de ces notions, pourra consulter
[29].
Conside´rons g(u, ξ) une variable ale´atoire re´elle repre´sentant des pertes, ou` u est la variable
de de´cision et ξ un ale´a. Soit p un niveau de probabilite´ donne´. On suppose g(u, ξ) continue en
u, mesurable en ξ et
E
[
|g(u, ξ)|
]
< +∞ , ∀u ∈ U ⊂ Rn .
3.2.1 Value-at-risk qu(p)
De´finition 3.24. La p-VaR de la perte g(u, ξ) associe´e a` la de´cision u, note´e qu(p), est la plus
petite quantite´ q telle que, avec une probabilite´ au moins e´gale a` p, la perte n’exce`de pas q.
Autrement dit,
qu(p) = min
{
q |P{g(u, ξ) ≤ q} ≥ p} = ψ−1u (p) ,
ou` ψ−1u est l’inverse de la fonction de re´partition associe´e a` g(u, ξ).
Ce minimum est atteint car ψu(q) = P
{
g(u, ξ) ≤ q} est croissante et continue a` droite.
Lorsque ψu(·) est continue et strictement croissante, qu(p) est l’unique solution de l’e´quation
ψu(q) = p , ce qui correspond au niveau de probabilite´ p1 sur la Figure 3.2. Autrement, cette
e´quation peut n’avoir aucune solution (lorsqu’il existe une masse atomique de probabilite´, comme
pour p3), ou au contraire avoir plusieurs solutions (lorsque la densite´ de probabilite´ est nulle
pour une plage de valeurs, comme pour p2).
3.2 Les mesures de risque et de se´curite´ usuelles 57
1
p
1
p
2
p
q
3
Fig. 3.2 – Fonction de re´partition ψ(u, q)
Remarque 3.25. La p-VaR de la perte associe´e a` la de´cision u n’est rien d’autre que le plus
petit p-quantile de la variable ale´atoire g(u, ξ).
Remarque 3.26. Sur le plan mathe´matique, l’absence de convexite´ et de sous-additivite´ sont
les inconve´nients majeurs de la VaR. En effet, en raison de l’absence de sous-additivite´, on peut
par exemple rencontrer des cas ou` la VaR d’un portefeuille compose´ de deux actifs est plus
grande que la somme des VaR de chacun de ces deux actifs.
3.2.2 Conditional value-at-risk φp(u)
De´finition 3.27. La p-CVaR de la perte associe´e a` la de´cision u est la valeur
φp(u) = moyenne de la p-queue de distribution de g(u, ξ) ,
ou` la distribution en question est celle qui a pour fonction de re´partition ψp(u, .), avec
ψp(u, q) =
{
0 si q < qu(p)
ψu(q)−p
1−p sinon ,
ψu(q) e´tant la fonction de re´partition associe´e a` la variable ale´atoire g(u, ξ).
Dans le cas ou` ψu(·) a une probabilite´ atome en qu(p), cette de´finition comporte une subtilite´.
En effet, introduisons les notions de CVaR+ et CVaR− :
De´finition 3.28. La p-CVaR+ de la perte associe´e a` la de´cision u est la valeur
φ+p (u) = E
[
g(u, ξ) | g(u, ξ) > qu(p)
]
,
alors que la p-CVaR− de la perte est la valeur
φ−p (u) = E
[
g(u, ξ) | g(u, ξ) ≥ qu(p)
]
.
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La proposition ci-dessous permet alors de de´finir la p-CVaR plus simplement. Dans le cas
de distributions continues, elle correspond a` l’espe´rance des pertes de´passant la VaR ; et dans le
cas de distributions quelconques, elle est de´finie comme une moyenne ponde´re´e entre la VaR et
la p-CVaR+ (les poids de´pendent alors de la de´cision u).
Proposition 3.29. Soit λp(u) la probabilite´ assigne´e a` la perte qu(p) par la fonction de
re´partition
λp(u) = [ψu(qu(p))− p]/[1 − p] ∈ [0, 1] .
1. Si ψu(qu(p)) < 1, i.e. si la perte peut eˆtre plus grande que qu(p), alors
φp(u) = λp(u)qu(p) +
(
1− λp(u)
)
φ+p (u) ,
avec λp(u) < 1.
2. Si ψu(qu(p)) = 1, i.e. qu(p) est la perte la plus importante qui puisse apparaˆıtre,
φp(u) = qu(p) .
De´monstration. Ces relations de´coulent de la De´finition 3.27 et du fait que l’on a toujours
p ≤ ψ(u, qu(p)), et ce, d’apre`s la De´finition 3.24.
On de´finit la fonction
Fp(u, ν)
de´f
= ν +
1
1− pE
[
[u− ν]+
]
, ou` [t]+
de´f
= max(0, t) .
Fp est une fonction conjointement convexe de (u, ν) (comme enveloppe supe´rieure de deux fonc-
tions affines en (u, ν)), et croissante en u.
Le the´ore`me ci-dessous est un re´sultat fondamental puisque, contrairement a` ce que peut
laisser penser la de´finition, il re´ve`le que la p-CVaR peut eˆtre calcule´e sans avoir auparavant
calcule´ la p-VaR.
The´ore`me 3.30 (Formule fondamentale de minimisation). On a
φp(u) = min
ν
Fp
(
g(u, ξ), ν
)
.
En particulier, on a toujours
qu(p) ∈ arg min
ν
Fp
(
g(u, ξ), ν
)
et φp(u) = Fp
(
g(u, ξ), qu(p)
)
.
Remarque 3.31. La CVaR est monotone par rapport a` DS1.
L’une des proprie´te´s utiles de la CVaR est la proprie´te´ de convexite´.
Proposition 3.32. Si g(u, ξ) est convexe en u, alors Fp
(
g(u, ξ), ν
)
est conjointement convexe
en (u, ν) et φp(u) est convexe en u.
Cette mesure de risque est tre`s utilise´e dans le domaine des assurances. Lorsque l’on conside`re
des de´faillances quantitatives, elle permet de reme´dier aux limites de la VaR (notamment son
incapacite´ a` rendre compte de la concentration des risques) en prenant en compte la totalite´ de
la queue de la distribution et non plus un point pre´cis de celle-ci.
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3.2.3 Une mesure de se´curite´ alternative Sp(u)
En nous appuyant sur la de´finition et les proprie´te´s de la CVaR, nous avons de´fini une
nouvelle mesure de se´curite´, Sp(u).
On de´finit
S−p (u) = E
[
g(u, ξ) | g(u, ξ) ≤ qu(p)
]
.
Les e´ve´nements
{
g(u, ξ) ≤ qu(p)
}
et
{
g(u, ξ) > qu(p)
}
sont comple´mentaires. Dans le cas de
distributions continues, ils sont de probabilite´ p et 1 − p respectivement. En se rappelant que
pour des distributions continues, φp(u) = φ
+
p (u), on a donc
pS−p (u) + (1− p)φp(u) = E
[
g(u, ξ)
]
.
Dans le cas de distributions discontinues, ces e´ve´nements sont de probabilite´ ψu(qu(p)) et
1 − ψu(qu(p)) respectivement. Comme on a
ψu(qu(p))S−p (u) +
(
1− ψu
(
qu(p)
))
φ+p (u) = E
[
g(u, ξ)
]
,
l’ide´e est de de´finir la mesure de se´curite´ Sp(u) de sorte que
pSp(u) + (1− p)φp(u) = E
[
g(u, ξ)
]
.
De´finition 3.33. Dans le cas de distributions continues, la mesure de se´curite´ Sp(u) est de´finie
par
Sp(u) = E
[
g(u, ξ) | g(u, ξ) ≤ qu(p)
]
.
Dans le cas de distributions discontinues, elle est de´finie par
Sp(u) = λsp(u) E
[
g(u, ξ) | g(u, ξ) ≤ qu(p)
]
+
(
1−λsp(u)
)
qu(p) , avec λ
s
p(u)
de´f
=
ψu(qu(p))
p
∈ [0, 1] .
On de´finit la fonction
Gp(u, ν)
de´f
= ν +
1
p
E
[
min(u− ν, 0)] .
Gp est une fonction conjointement concave de (u, ν) (comme enveloppe infe´rieure de deux fonc-
tions affines en (u, ν)), et croissante en u. On a
pGp
(
g(u, ξ), ν
)
+ (1− p)Fp
(
g(u, ξ), ν
)
= E
[
g(u, ξ)
]
;
ainsi, lorsque g(u, ξ) est convexe en u pour tout ξ, comme Fp(u, ν) est convexe en u, Gp(u, ν)
est une fonction d.c. (i.e. “diffe´rence de fonctions convexes”).
Remarque 3.34. Comme
pGp
(
g(u, ξ), ν
)
+ (1− p)Fp
(
g(u, ξ), ν
)
= E
[
g(u, ξ)
]
,
en se rappelant que ψ2u(ν) = E
[
[ν − g(u, ξ)]+], Gp(g(u, ξ), ν) peut aussi s’e´crire
Gp
(
g(u, ξ), ν
)
= ν − 1
p
E
[
[ν − g(u, ξ)]+] = ν − 1
p
ψ2u(ν) .
On a ainsi
pGp
(
g(u, ξ), ν
)
= p ν − ψ2u(ν) ,
et on en de´duit
p max
ν
Gp
(
g(u, ξ), ν
)
= max
ν
(
p ν − ψ2u(ν)
)
= ψ−2u (p) ,
car ψ−2u est la transforme´e de Fenchel de ψ
2
u (The´ore`me 3.19).
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The´ore`me 3.35 (Formule fondamentale de maximisation). On a
Sp(u) = max
ν
Gp
(
g(u, ξ), ν
)
,
et en particulier,
qu(p) ∈ arg max
ν
Gp
(
g(u, ξ), ν
)
et Sp(u) = Gp
(
g(u, ξ), qu(p)
)
.
Les mesures qui suivent, dites mesures de risque duales, sont base´es sur la notion de dominance
stochastique. Pour une pre´sentation plus de´taille´e de ces mesures, et en particulier pour les
de´monstrations des re´sultats, le lecteur pourra se re´fe´rer a` [26].
X de´signe de´sormais un gain ale´atoire. On note µX son espe´rance.
3.2.4 Weighted mean deviation from a quantile hX(p)
Cette mesure de risque est obtenue graˆce a` une interpre´tation graphique de ψ−2X , illustre´e sur
la Figure 3.3.
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Fig. 3.3 – Graphe de ψ−2X (p)
Pour tout rendement ale´atoire X, ψ−2X est continue, convexe, et relie les points (0,0) et (1, µx),
ou` µx est le rendement espe´re´ de X ; a` l’inverse, un rendement certain avec la meˆme valeur
espe´re´e correspond a` la corde reliant ces points. La quantite´ hX(p) correspond alors au diame`tre
vertical de l’espace entre la courbe
(
p, ψ−2X (p)
)
, 0 ≤ p ≤ 1, et sa corde, appele´ espace de
dispersion dual. Ainsi,
hX(p) = µXp− ψ−2X (p) . (3.1)
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Lemme 3.36. Pour tout p ∈ ]0, 1[,
hX(p) = min
ξ∈R
E
[
max
(
p(X − ξ), (1− p)(ξ −X))] ,
et ce minimum est atteint pour tout p-quantile.
Cette mesure est croissante et continue. Pour p ∈ [0, 1], X → hX(p) est convexe et positive-
ment homoge`ne sur L1.
3.2.5 Tail value-at-risk TVaRX(p)
De´finition 3.37.
TVaRX(p)
de´f
=
ψ−2X (p)
p
.
Il s’agit d’une mesure de se´curite´. La fonction ψ−2X e´tant convexe, TVaRX : ]0, 1] → R est
croissante, continue, et TVaRX(1) = µX . En partant de la de´finition de la TVaRX , et en
utilisant le Lemme 3.36, il vient
TVaRX(p) =
ψ−2X (p)
p
= µX − hX(p)
p
= E[X]−min
ξ∈R
E
[
max
(
X − ξ, 1− p
p
(ξ −X))]
= E[X]−min
ξ∈R
E
[
(X − ξ) + [1
p
(ξ −X)]+]
= E[X]− E[X]−min
ξ∈R
(
− ξ + 1
p
E
[
[ξ −X]+])
= max
ξ∈R
(
ξ − 1
p
E
[
[ξ −X]+])
= max
ξ∈R
(
ξ − 1
p
ψ2X(ξ)
)
.
D’apre`s le The´ore`me 3.22, on sait que ce maximum est atteint pour tout p-quantile qX(p), donc
finalement,
TVaRX(p) = qX(p)− 1
p
E
[
[qX(p)−X]+
]
. (3.2)
Remarque 3.38. Cette expression rappelle fortement celle de la CVaR obtenue graˆce a` la
formule fondamentale de minimisation (The´ore`me 3.30). La tail-VaR est en fait une mesure
duale de la CVaR : on utilise la tail-VaR pour e´viter les petits gains alors que la CVaR permet
d’e´viter les pertes importantes.
3.2.6 Tail Gini’s mean difference GiX(p)
Cette mesure de risque est base´e sur les caracte´ristiques de l’aire de l’espace de dispersion
dual.
De´finition 3.39.
GiX(p)
de´f
=
2
p2
∫ p
0
hX(α)dα .
Proposition 3.40. Pour p ∈ ] 0, 1], X → GiX(p) est convexe et positivement homoge`ne sur L1.
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3.2.7 D’autres mesures de risque
Expected shortfall
La perte moyenne pour un niveau souhaite´ η est de´finie par
rX(η) = E
[
[η −X]+] .
Cette mesure de risque est en fait une autre formulation pour ψ2X . En effet, d’apre`s la Pro-
prie´te´ 3.6, on a
ψ2X(η) = E
[
[η −X]+] .
Absolute semideviation et standard semideviation
Ces deux quantite´s sont base´es sur l’analyse des semi-moments centre´s qui mesurent
l’e´talement moyen de la variable ale´atoire en dessous de son espe´rance. La premie`re mesure
de risque est de´finie comme suit :
δ¯X =
∫ µX
−∞
(µX − ξ)PX(dξ) .
Lemme 3.41.
max
p∈[0,1]
hX(p) = δ¯X ,
et le maximum est atteint en tout point pX pour lequel
P{X < µX} ≤ pX ≤ P{X ≤ µX} .
En d’autres termes, δ¯X repre´sente le diame`tre vertical maximal de l’espace de dispersion
dual pour la variable ale´atoire X.
Remarque 3.42. Si E
[ |X| ] < +∞, alors ψ2X(µX) = δ¯X .
L’autre mesure de risque, tre`s proche de la pre´ce´dente, vaut :
σ¯X =
(∫ µX
−∞
(µX − ξ)2PX(dξ)
)1/2
.
Proposition 3.43. Si E[X2] < +∞, alors σ¯X ≥ δ¯X et cette ine´galite´ est stricte sauf dans le
cas ou` σ¯X = δ¯X = 0.
Gini’s mean (absolute) difference
Cette mesure correspond au double de l’aire de l’espace de dispersion dual :
ΓX = 2
∫ 1
0
(
µX p− ψ−2X (p)
)
dp =
1
2
∫ ∫
|η − ξ|PX(dξ)PX (dη) . (3.3)
Elle peut e´galement eˆtre formule´e comme l’inte´grale de ψ2X par rapport a` la mesure de probabi-
lite´ PX :
ΓX =
∫ ∫
ξ≤η
(η − ξ)PX(dξ)PX (dη) =
∫
E
[
[η −X]+]PX(dη) .
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Worst conditional expectation
Cette mesure a e´te´ introduite dans [1] pour pallier le manque de sous-additivite´ de la VaR.
WCEp(X) = − inf
{
E[X|A] | P{A} > p
}
,
ou` X de´signe une variable ale´atoire repre´sentant des pertes. Elle est tre`s peu utilise´e en pratique
car son calcul n’est possible que dans des situations tre`s particulie`res.
3.3 Reformulation de ces mesures
Apre`s avoir re´pertorie´ ces diffe´rentes mesures, nous allons montrer finalement qu’elles peuvent
presque toutes se re´e´crire dans un “alphabet minimal” compose´ de cinq e´le´ments : l’espe´rance de
la variable ale´atoire g(u, ξ) repre´sentant des pertes, le quantile qp(u), la fonction de re´partition
ψu, la quantite´ S−p et la mesure de se´curite´ Sp.
3.3.1 Tail value-at-risk
En e´crivant la formule fondamentale de maximisation (The´ore`me 3.35), on a
Sp(u) = Gp
(
g(u, ξ), qu(p)
)
= qu(p) +
1
p
E
[
min
(
g(u, ξ) − qu(p), 0
)]
= qu(p) +
1
p
E
[
−max (qu(p)− g(u, ξ), 0)]
= qu(p)− 1
p
E
[[
qu(p)− g(u, ξ)
]+]
= TVaRu(p)
d’apre`s l’e´quation (3.2). La mesure de se´curite´ que nous avons de´finie n’est donc qu’une formu-
lation diffe´rente de la tail-VaR.
Remarque 3.44. On a e´tabli que
pGp
(
g(u, ξ), ν
)
+ (1− p)Fp
(
g(u, ξ), ν
)
= E
[
g(u, ξ)
]
,
et
pGp
(
g(u, ξ), ν
)
= p ν − ψ2u(ν) ;
on obtient ainsi
pGp
(
g(u, ξ), ν
)
= E
[
g(u, ξ)
] − (1− p)Fp(g(u, ξ), ν) = p ν − ψ2u(ν) ,
puis, comme p maxν Gp
(
g(u, ξ), ν
)
= ψ−2u (p),
max
ν
(
E
[
g(u, ξ)
] − (1− p)Fp(g(u, ξ), ν)) = E[g(u, ξ)]− (1− p)min
ν
Fp
(
g(u, ξ), ν
)
= ψ−2u (p) ,
et comme φp(u) = minν Fp
(
g(u, ξ), ν
)
, on a
E
[
g(u, ξ)
] − (1− p)φp(u) = ψ−2u (p) .
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3.3.2 Weighted mean deviation from a quantile
En factorisant p dans la de´finition de hu(p) (De´finition 3.1), on obtient
hu(p) = E
[
g(u, ξ)
]
p− ψ−2u (p)
= p
(
E
[
g(u, ξ)
] − ψ−2u (p)
p
)
= p
(
E
[
g(u, ξ)
] − TVaRu(p))
= p
(
E
[
g(u, ξ)
] − Sp(u)) .
3.3.3 Tail Gini’s mean difference
En re´e´crivant la de´finition de Giu a` l’aide de la reformulation de hu, on a
Giu(p) =
2
p2
∫ p
0
hu(α)dα
=
2
p2
∫ p
0
[
α
(
E[g(u, ξ)] − Sα(u)
)]
dα
= E
[
g(u, ξ)
] − 2
p2
∫ p
0
αSα(u) dα .
3.3.4 CVaR
En e´crivant la formule fondamentale de minimisation (The´ore`me 3.30), on a
φp(u) = Fp
(
g(u, ξ), qu(p)
)
= qu(p) +
1
1− pE
[
[g(u, ξ) − qu(p)]+
]
= qu(p)− 1
1− pE[
[
qu(p)− g(u, ξ)]−
]
= qu(p)− 1
1− pE
[(
qu(p)− g(u, ξ)
)
I{qu(p)<g(u,ξ)}
]
= qu(p)− 1
1− p P
{
qu(p) < g(u, ξ)
}[
qu(p)− E
[
g(u, ξ) | qu(p) < g(u, ξ)
]]
= qu(p)− 1
1− p
(
1− ψu(qu(p))
) [
qu(p)− E
[
g(u, ξ) | qu(p) < g(u, ξ)
]]
=
1
1− p
[
qu(p)
(
ψu(qu(p))− p
)
+
1− ψu(qu(p))
1− p
[
E
[
g(u, ξ)
] − pE[g(u, ξ) | g(u, ξ) ≤ qu(p)]]]
=
p2
(1− p)2
[
qu(p)
ψu(qu(p))
p2
− qu(p) ψu(qu(p))
p
− qu(p)
p
+ qu(p) +
1− ψu(qu(p))
p2
E[g(u, ξ)]
−1
p
E
[
g(u, ξ) | g(u, ξ) ≤ qu(p)
]
+
ψu(qu(p))
p
E
[
g(u, ξ) | g(u, ξ) ≤ qu(p)
]]
=
1
(1− p)2
[
p2Sp(u) + qu(p)
(
ψu(qu(p))− p
)
− pS−p (u) +
(
1− ψu(qu(p))
)
E
[
g(u, ξ)
]]
.
et ce, d’apre`s la de´finition de Sp(u) (De´finition 3.33).
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Remarquons que, dans le cas de distributions continues, on a
Sp(u) = E
[
g(u, ξ) | g(u, ξ) ≤ qu(p)
]
et ψu
(
qu(p)
)
= p ,
et donc on retrouve bien que
φu(p) =
1
1− p
[
E
[
g(u, ξ)
] − pSp(u)] .
3.3.5 Les autres mesures de risque
Expected shortfall
Soit η un niveau de perte souhaite´. En utilisant le The´ore`me de Fubini et le The´ore`me
3.22 caracte´risant la dominance stochastique en terme de quantile, et a` condition que η soit le
quantile de la variable ale´atoire g(u, ξ) associe´ au niveau de probabilite´ p, on peut donner la
formule suivante :
ru(η) = E
[
[η − g(u, ξ)]+] = ψ2u(η) = p η − ψ−2u (p) = p(η − ψ−2u (p)p
)
= p
(
η − Sp(u)
)
.
Absolute semideviation
Cette mesure n’est rien d’autre que l’expected shortfall lorsque le niveau de perte souhaite´
vaut E
[
g(u, ξ)
]
. Ainsi,
δ¯u = p
(
E
[
g(u, ξ)
]− Sp(u)) = hu(p) .
Gini’s mean (absolute) difference
D’apre`s (3.3.2), en remplac¸ant dans (3.3) hu par sa nouvelle formulation, on obtient
Γu = 2
∫ 1
0
p
(
E
[
g(u, ξ)
] − Sp(u)) dp .
3.4 En re´sume´
La contrainte en probabilite´ est une formulation naturelle du risque mais difficile a` manipuler
sur le plan mathe´matique. Nous avons donc dans ce chapitre recense´ les mesures de risque et
de se´curite´ les plus usuelles en e´conomie et en finance. La litte´rature sur ce sujet e´tant tre`s
abondante, nous avons alors de´cide´ d’essayer de relier toutes ces mesures entre elles, en les
reformulant dans un alphabet minimal : en notantX = g(u, ξ) une variable ale´atoire repre´sentant
des pertes et µX son espe´rance, on a
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De´finition Reformulation
TVaRX(p) =
ψ−2X (p)
p TVaRX(p) = Sp(u)
hX(p) = µXp− ψ−2X (p) hX(p) = p
(
µX − Sp(u)
)
GiX(p) =
2
p2
∫ p
0 hX(α)dα GiX(p) = µX − 2p2
∫ p
0 αSα(u)du
φp(u) = minν Fp
(
g(u, ξ), ν
)
φp(u) =
1
(1−p)2
[
p2Sp(u) + qX(p)
(
ψX
(
qX(p)
)− p)
−pS−p (u) +
(
1− ψX
(
qX(p)
))
µX
]
rX(η) = E
[
[η −X]+] rX(η) = p (η − Sp(u))
δ¯X = E
[
[µX −X]+
]
δ¯X = hX(p)
ΓX = 2
∫ 1
0
(
µX p− ψ−2X (p)
)
dp ΓX = 2
∫ 1
0 p
(
µX − Sp(u)
)
dp
Parmi toutes ces mesures, on s’aperc¸oit que la contrainte en probabilite´ peut s’e´crire, de
fac¸on e´quivalente comme une contrainte de VaR. La CVaR ayant e´te´ propose´e comme une
mesure alternative a` la VaR, et posse´dant des proprie´te´s mathe´matiques inte´ressantes, nous
allons tenter, dans le prochain chapitre, d’exploiter cette autre mesure de risque dans la re´solution
des proble`mes d’optimisation sous contrainte en probabilite´.
Chapitre 4
Les mesures de risque en
optimisation
Dans ce chapitre, nous nous inte´ressons a` l’application des mesures de risque dans les
proble`mes d’optimisation. Plus pre´cise´ment, nous proposons des conditions et hypothe`ses sous
lesquelles il est possible de remplacer un proble`me d’optimisation sous contrainte en probabilite´
par le meˆme proble`me d’optimisation formule´ sous une contrainte de risque plus re´gulie`re sur
le plan mathe´matique, tout en re´cupe´rant la solution du proble`me initial sous contrainte en
probabilite´.
4.1 Application des mesures de risque en optimisation
Notre strate´gie de re´solution e´tant base´e sur la notion de gradient stochastique, la CVaR,
formule´e en termes d’espe´rance et posse´dant de “bonnes” proprie´te´s mathe´matiques, apparaˆıt
eˆtre la mesure de risque la plus adapte´e a` notre approche.
On rappelle que g(u, ξ) est une variable ale´atoire re´elle (repre´sentant des pertes par exemple),
ou` u est la variable de de´cision et ξ un ale´a. Les deux the´ore`mes suivants, de´montre´s dans
[29], re´ve`lent l’un des avantages majeurs de la CVaR sur les autres mesures de risque dans les
proble`mes d’optimisation stochastique.
The´ore`me 4.1. On a
min
u∈U
φp(u) = min
(u,ν)∈U×R
Fp
(
g(u, ξ), ν
)
,
ou` de plus,
(u∗, ν∗) ∈ arg min
(u,ν)∈U×R
Fp
(
g(u, ξ), ν
) ⇔ u∗ ∈ arg min
u∈U
φp(u), ν
∗ ∈ arg min
ν∈R
Fp
(
g(u, ξ), ν
)
.
The´ore`me 4.2. Pour toute se´lection de seuils de probabilite´ pi et de tole´rance de perte
γi , i = 1, · · · , l, le proble`me
min
u∈U
J(u)
s.c. φpi(u) ≤ γi , i = 1, · · · , l ,
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est e´quivalent au proble`me
min
(u,ν1,··· ,νl)∈U×R×···×R
J(u)
s.c. Fpi
(
g(u, ξ), νi
) ≤ γi , i = 1, · · · , l .
En effet, (u∗, ν∗1 , · · · , ν∗l ) est solution du second proble`me si et seulement si u∗ est solution du pre-
mier proble`me et l’ine´galite´ Fpi
(
g(u∗, ξ), ν∗i
) ≤ γi est vraie pour i = 1, · · · , l. De plus, on a alors
φpi(u
∗) ≤ γi pour chaque i, et meˆme φpi(u∗) = γi pour chaque i tel que Fpi
(
g(u∗, ξ), ν∗i
)
= γi,
i.e. tel que la contrainte de CVaR associe´e est active.
De´monstration. Ce re´sultat provient de la formule de minimisation (3.30) : comme
φpi(u) = min
νi∈R
Fpi
(
g(u, ξ), νi
)
,
on a φpi(u) ≤ γi si et seulement s’il existe νi tel que Fpi
(
g(u, ξ), νi
) ≤ γi.
Enfin, on peut passer d’une contrainte CVaR a` une contrainte de tail-VaR de la fac¸on suivante.
The´ore`me 4.3. Pour tout niveau de probabilite´ p et de contrainte γ, le proble`me
min
(u,ν)∈U×R
J(u)
s.c. Fp
(
g(u, ξ), ν
) ≤ γ ,
est e´quivalent au proble`me
min
(u,ν)∈U×R
J(u)
s.c. Gp
(
g(u, ξ), ν
) ≥ γ′(u) ,
avec
γ′(u) =
E
[
g(u, ξ)
] − γ (1− p)
p
.
De´monstration. Cette e´quivalence est simplement base´e sur le fait que
pGp
(
g(u, ξ), ν
)
+ (1− p)Fp
(
g(u, ξ), ν
)
= E
[
g(u, ξ)
]
.
Remarque 4.4. Il est important de noter que si la CVaR pre´serve la convexite´ en u, ce n’est
pas a priori le cas pour la tail-VaR.
4.2 E´change de la contrainte en probabilite´ avec une mesure de
risque plus re´gulie`re
The´ore`me 4.5. Conside´rons deux proble`mes d’optimisation
min
u
J(u)
s.c. f(u) ≤ a
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et
min
u
J(u)
s.c. g(u) ≤ b¯
avec b¯ = sup
u∈Ufa
g(u) = g(u¯) , Ufa et Ugb¯ de´signant les ensembles admissibles. On suppose que
∀u, u′ , g(u) ≤ g(u′) ⇒ f(u) ≤ f(u′) ,
alors toute solution du second proble`me est aussi une solution du premier proble`me.
De´monstration. Remarquons tout d’abord que l’on a U fa ⊂ Ugb¯ , i.e toute solution admissible du
premier proble`me est admissible pour le second proble`me. En effet, si u˜ ∈ U fa , alors g(u˜) ≤ b¯
puisque b¯ = sup
u∈Ufa
g(u), et donc u˜ ∈ U g
b¯
.
Si
∀u, u′ , g(u) ≤ g(u′) ⇒ f(u) ≤ f(u′) ,
on a en particulier pour u∗ solution du second proble`me,
g(u∗) ≤ g(u¯) ⇒ f(u∗) ≤ f(u¯) .
De plus, comme u¯ ∈ U fa , on a f(u¯) ≤ a et donc f(u∗) ≤ a : autrement dit, u∗ est aussi
admissible pour le premier proble`me. Les crite`res e´tant identiques dans les deux proble`mes, et
comme Ufa ⊂ Ugb¯ , u∗ est donc solution du premier proble`me.
Si ce the´ore`me est inte´ressant du point de vue the´orique, ses hypothe`ses restent, en pratique,
difficiles a` ve´rifier. En effet, conside´rons le cas ou` le premier proble`me correspond a` un proble`me
d’optimisation sous contrainte en probabilite´, et le second proble`me correspond a` un proble`me
d’optimisation sous contrainte de CVaR. Il y a tre`s peu de chance que l’hypothe`se sur la mono-
tonie des contraintes soit satisfaite, du fait que la CVaR se situe, en quelque sorte, a` un degre´
d’inte´gration supe´rieur. De plus, pour de´terminer le niveau b¯, on doit re´soudre un proble`me
d’optimisation sous contrainte en probabilite´, or c’est justement ce type de proble`me que l’on
cherche a` e´viter !
Ne´anmoins, si l’on conside`re une situation ou` l’hypothe`se sur la monotonie des contraintes
est ve´rifie´e, on peut tre`s bien imaginer de trouver b¯ par taˆtonnement, et non en re´solvant le
proble`me d’optimisation sous-jacent.
En effet, dans le the´ore`me pre´ce´dent, le choix strict de b¯ et l’hypothe`se de monotonie des
contraintes servent d’une part a` garantir l’admissibilite´ de u∗ pour le premier proble`me, et
d’autre part, l’inclusion des ensembles admissibles. Cette dernie`re inclusion est assure´e de`s que
b est “assez grand”, i.e. plus grand que b¯. Quant a` l’admissibilite´ de u∗, elle peut eˆtre teste´e
directement. On propose donc la strate´gie suivante :
– choisir un b assez grand,
– re´soudre le proble`me avec une contrainte de CVaR,
– tester l’admissibilite´ de u∗ : si u∗ est admissible on s’arreˆte, sinon on recommence en
choisissant un b plus petit.
4.3 Exemple
Afin d’illustrer que les hypothe`ses du The´ore`me 4.5 sont, en pratique, difficiles a` ve´rifier,
nous allons donner un contre-exemple, dans lequel une solution d’un proble`me avec contrainte
CVaR n’est pas une solution du meˆme proble`me avec contrainte en probabilite´.
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4.3.1 Pre´sentation du proble`me
On doit minimiser un temps de parcours en voiture, f(u, ξ), ou` u ∈ U de´signe la variable de
pilotage et ξ un incident, a` savoir les freins qui laˆchent. On note v la vitesse au-dela` de laquelle
tout incident devient mortel. Si on de´signe par g(u, ξ) la vitesse, ceci nous ame`ne a` introduire
une contrainte en probabilite´ puisqu’il s’agit d’ajuster la vitesse de parcours pour assurer une
probabilite´ minimale de rester en vie. Ce proble`me s’e´crit donc
min
u
E
[
f(u, ξ)
]
s.c. P
{
g(u, ξ) ≤ v} ≥ p .
Enfin, en notant vu(p) le quantile de la fonction de re´partition associe´e a` g(u, ξ), on peut
conside´rer la contrainte
vu(p) ≤ v .
4.3.2 Application de la CVaR
La notion de CVaR conduit a` re´e´crire le proble`me de la fac¸on suivante
min
u,ν
E
[
f(u, ξ)
]
s.c. Fp
(
g(u, ξ), ν
) ≤ γ ,
avec
Fp
(
g(u, ξ), ν
)
= ν +
1
1− pE
[
[g(u, ξ) − ν]+] .
On sait que
min
ν
Fp
(
g(u, ξ), ν
)
= φp(u) .
Soit (u∗, ν∗) la solution de ce proble`me. On a
φp(u
∗) ≤ γ et arg min
ν
Fp
(
g(u, ξ), ν
)
= vu(p) .
Ainsi ν∗ = vu∗(p), et il suffit de comparer vu∗(p) a` v pour ve´rifier si la contrainte du proble`me
initial est ve´rifie´e.
Comme nous l’avons de´ja` fait remarquer, l’avantage de cette reformulation du proble`me est la
possibilite´ de mettre en œuvre un algorithme de gradient stochastique pour obtenir la solution.
4.3.3 Relation a` l’optimum entre les deux proble`mes
Conside´rons le proble`me initial. La variable est u et les parame`tres sont v et p. Notons
Uad(p, v) ⊂ U l’ensemble admissible de ce proble`me.
Les variables du proble`me avec contrainte CVaR sont u et ν ; les parame`tres sont p et γ.
Notons Cad(p, γ) ⊂ U ×R son ensemble admissible. Rappelons que
γ ≥ Fp
(
g(u, ξ), ν
) ≥ min
ν
Fp
(
g(u, ξ), ν
)
= φp(u) ≥ vu(p) .
Notons u∗ une solution du proble`me avec contrainte CVaR. Pour que u∗ soit solution du
proble`me initial, il suffit, d’apre`s le The´ore`me 4.5, que :
Uad(p, v) ⊂ Proj(Cad(p, γ)) = {u ∈ Cad(p, γ)} et que φp(u∗) ≤ φp(u) ⇒ vu∗(p) ≤ vu(p) .
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4.3.4 La non interchangeabilite´ des mesures de risque
On s’inte´resse ici a` un exemple nume´rique simple dans lequel la solution du proble`me initial
ne peut eˆtre obtenue comme la solution du proble`me avec contrainte de CVaR.
Posons
g(u, ξ) = 0.9u + ξ(1− u) ,
ou` ξ suit une loi uniforme sur [0, 1] et u ∈ U ad = [0, 1]. On conside`re le cas ou` u 6= 1 (pour rester
dans un cadre stochastique). On a
ψu(q) = P
{
g(u, ξ) ≤ q} = P{ξ ≤ q − 0.9u
1− u
}
= min
(
1,max
(
0,
q − 0.9u
1− u
))
.
On a vu(p) = min
{
q |ψu(q) ≥ p
}
, donc
vu(p) = (0.9 − p)u+ p .
Pour p ∈ [ 0, 0.9 ], vu est croissante en u ; pour p > 0.9, vu est de´croissante en u.
Comme ξ suit une loi uniforme, sa fonction de re´partition est continue, et on a donc
φp(u) = E
[
g(u, ξ)|g(u, ξ) ≥ vu(p)
]
.
Calculons φp(u). On a
g(u, ξ) ≥ vu(p) ⇔ 0.9u+ ξ(1− u) ≥ p+ u(0.9 − p) ⇔ ξ ≥ p ,
et donc
φp(u) =
1
1− p
∫ 1
p
[
0.9u + ξ(1− u)
]
dξ = 0.9u +
1− u
1− p
(1
2
− p
2
2
)
=
(
0.4− p
2
)
u+
1 + p
2
.
Pour p ∈ [0 , 0.8], φp est croissante en u ; pour p > 0.8, φp est de´croissante en u.
Pour p ∈ ]0.8 , 0.9[, on est donc dans la situation ou`, lorsque u∗ est une solution du proble`me
avec contrainte CVaR, on a
φp(u
∗) ≤ γ = φp(u¯) = max
vu(p)≤v
φp(u) et vu∗(p) > v ≥ vu¯(p) .
Posons par exemple p = 0.85 et v = 0.88 . Dans ce cas, u ∈ [ 0 , 35 ], φ0.85(u) = −0.025u+0.925
et γ = 0.925.
Sur cet exemple, on ne peut pas trouver de valeur de γ qui permette d’obtenir la solution
du proble`me original graˆce a` la re´solution du proble`me avec une contrainte CVaR < γ.
4.4 En re´sume´
Dans ce chapitre, nous avons donne´ des conditions sous lesquelles il est possible de remplacer
la re´solution d’un proble`me d’optimisation sous contrainte en probabilite´ par la re´solution d’un
proble`me auxiliaire, formule´ avec une mesure de risque plus re´gulie`re, tout en re´cupe´rant, bien
entendu, la solution du proble`me initial.
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Troisie`me partie
Me´thodes mathe´matiques pour les
contraintes en probabilite´
Chapitre 5
Optimisation sous contrainte en
probabilite´ : le cas convexe
Nous pre´sentons dans ce chapitre trois me´thodes ayant pour objectif la mise en œuvre d’un al-
gorithme de type gradient stochastique pour re´soudre un proble`me d’optimisation sous contrainte
en probabilite´. Les deux premie`res me´thodes, l’inte´gration par parties et l’approximation par
convolution, permettent de surmonter la discontinuite´ de la fonction indicatrice qui apparaˆıt
lorsque l’on e´crit la contrainte en probabilite´ sous la forme d’une contrainte en espe´rance. L’ob-
jectif de ces deux me´thodes est de donner un estimateur du gradient de la contrainte en probabi-
lite´. La troisie`me me´thode, l’approche par le quantile, consiste, lorsque c’est possible, a` re´e´crire
la contrainte en probabilite´ comme une contrainte sur un quantile inde´pendant des variables de
de´cision. L’une de ces me´thodes, l’inte´gration par parties, conduit, dans un cadre ge´ne´ral, a` des
formules assez complexes. Aussi, afin de rendre ce me´moire aussi clair que possible, nous allons
commencer par introduire deux exemples volontairement simples, mais qui posent de re´elles dif-
ficulte´s mathe´matiques. Puis nous pre´senterons quelques difficulte´s structurelles relatives a` un
proble`me d’optimisation sous contrainte en probabilite´. Enfin, nous montrerons, sur chacun de
ces exemples, ce qu’il est possible de faire (ou de ne pas faire) avec ces trois me´thodes.
5.1 Exemples
5.1.1 Le proble`me du mobile
Un mobile doit traverser le segment [0, 1] en minimisant le temps pour atteindre x = 1, en
tenant compte de plus d’un crite`re d’e´nergie : u(t) de´signant la vitesse a` l’instant t (c’est le
controˆle), on minimise le crite`re
tf +
∫ tf
0
u2(t) dt .
Le temps final tf est tel que x(tf ) = 1, la condition initiale est x(0) = 0 et la dynamique du
mode`le est donne´e par
dx
dt
(t) = u(t) .
On introduit enfin une contrainte en probabilite´ qui est due au fait qu’une bombe peut tomber
sur le parcours en une position ξ et un temps τ tous les deux ale´atoires. On suppose que ces
deux variables ale´atoires sont inde´pendantes et distribue´es selon des densite´s q(ξ) et q¯(τ). Un
impact en ξ cause la destruction du mobile s’il tombe a` une distance infe´rieure ou e´gale a` D de
la position qu’occupe ce dernier a` l’instant τ . On suppose enfin que le mobile est a` l’abri aux
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extre´mite´s du segment [0, 1], c’est-a`-dire avant t = 0 et apre`s t = tf (nous ne conside´rerons donc
que le cas ou` τ < tf ). La contrainte a` respecter s’e´crit
P
{
x(·)} = ∫ tf
0
∫ x(τ)+D
x(τ)−D
q(ξ) q¯(τ) dξ dτ ≤ 1− p , (5.1)
autrement dit, on souhaite que la probabilite´ de re´cupe´rer le mobile soit d’au moins p.
Afin de servir de re´fe´rence a` une re´solution par une approche de type “gradient stochastique”,
on va chercher une solution du proble`me dans un cas particulier en utilisant une formulation
de´terministe. Pour cela, on introduit la variable z(t) de´finie par
z(t) =
∫ t
0
∫ x(τ)+D
x(τ)−D
q(ξ) q¯(τ) dξ dτ
=
∫ t
0
(
ψ(x(τ) +D)− ψ(x(τ) −D))q¯(τ) dτ
en utilisant la fonction de re´partition ψ de la densite´ q. On a z(0) = 0 et
dz
dt
(t) =
(
ψ(x(τ) +D)− ψ(x(τ) −D))q¯(τ)
On veut donc respecter la contrainte z(tf ) ≤ 1− p.
L’Hamiltonien du proble`me s’e´crit
H(x, t, u, λ, µ) = u2 + λu+ µ(ψ(x(τ) +D)− ψ(x(τ) −D))q¯ .
Les e´quations adjointes sont
λ˙ = −H′x = −µ
(
q(x+D)− q(x−D))q¯ , λ(tf ) = λ1 ,
µ˙ = −H′z = 0 , µ(tf ) = λ2 ,
ou` λ1 est le multiplicateur de la contrainte sur x(tf ) et λ2 celui sur z(tf ). Pour comple´ter les
conditions d’optimalite´, il faut e´crire que H′u = 0, soit
u(·) = −λ(.)/2 ,
et la condition d’optimalite´ sur tf qui s’e´crit
1 + u2(tf ) + λ1u(tf ) + λ2
(
ψ
(
x(tf ) +D
)− ψ(x(tf )−D))q¯(tf ) = 0 .
On observe que
• µ est constant et e´gal a` λ2 ; on remplacera partout µ par λ2 ;
• avec la supposition que le support de q¯ est inclus dans un intervalle [0, ti] ⊂ [0, tf ], alors
q¯(t) = 0 pour ti < t ≤ tf ; on en de´duit que z, λ, et donc aussi u sont constants au dela` de
l’instant ti ; λ vaut alors λ1 et z vaut 1−p (dans l’hypothe`se ou` la contrainte en probabilite´
est sature´e) ;
• la condition de transversalite´ sur tf s’e´crit simplement
0 = 1 + u2(tf ) + λ1u(tf )
= 1 + λ21/4− λ21/2
puisque u = −λ/2 et λ(tf ) = λ1. On en de´duit que λ21 = 4, donc λ1 = ± 2, mais il faut
privile´gier la valeur −2 puisque u(tf ) = −λ1/2 ; le parcours au dela` de ti se fait donc a` la
vitesse 1. Les valeurs de λ et z dans cet intervalle (et en particulier a` ti) sont respectivement
de −2 et 1− p. Enfin, la valeur de x(ti) est 1− (tf − ti) puisque x(tf ) = 1 et que u = 1 au
dela` de ti.
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Malgre´ ces observations, le proble`me n’est pas tre`s facile a` re´soudre sans se placer dans des
cas plus particuliers. On va conside´rer le cas d’une densite´ q(·) line´airement croissante et d’une
densite´ q¯ uniforme sur [0, 0,5] (donc q¯(τ) = 2 sur ce support).
On pose D = 0,2 et
q(ξ) =
{
0.2 + ξ pour −0,2 ≤ ξ ≤ 1, 21421,
0 sinon .
La borne supe´rieure de l’intervalle ci-dessus a e´te´ calcule´e pour que q soit une densite´ de proba-
bilite´ d’inte´grale e´gale a` 1. Notons que cet intervalle englobe le segment [−D, 1 +D].
On a alors
ψ(ξ) =


0 pour ξ ≤ −0.2,
0.5 ξ2 + 0.2,ξ + 0.02 pour −0,2 ≤ ξ ≤ 1, 21421,
1 sinon .
De plus q(x+D)−q(x−D) = 0,4 et ψ(x+D)−ψ(x−D) = 0,4x+0,08 dans la zone inte´ressante.
De´terminons d’abord le niveau de probabilite´ p∗ “naturel”, celui atteint par la commande
optimale du proble`me sans contrainte (u(·) = 1 donc x(t) = t). On a
1− p∗ =
∫ 0.5
0
2
(
ψ(t+ 0.2) − ψ(t− 0.2)) dt d’ou` p∗ = 0.82 .
Sachant que u optimale est e´gale a` −λ/2, on inte`gre les e´quations en x˙, λ˙, z˙, en partant de
x(0) = 0, λ(0) = λ0 (parame`tre inconnu) et z(0) = 0. Avec Mathematica, on obtient, pour
0 ≤ t ≤ 0,5,
x(t) = 0.2λ2t
2 − 0.5λ0t ,
λ(t) = λ0 − 0,8λ2t ,
z(t) = (4/75)λ2t
3 − 0,2λ0t2 + 0,16 t .
Pour de´terminer les inconnues λ0 et λ2, il faut re´soudre le syste`me
λ(0.5) = −2 , z(0.5) = 1− p ,
ce qui conduit a`
λ2 = 75 p− 123/2, λ0 = 30 p− 133/5 .
Avec ces valeurs de λ0 et λ2, on obtient en particulier
u(t) = −λ(t)/2 = (30 p− 123/5)t + 13.3 − 15 p .
• On observe que u(·) est une fonction line´aire dans l’intervalle [0, 0,5] (rejoignant la valeur
1 et s’y maintenant, comme de´ja` dit, apre`s l’instant 0,5).
• Mais u(0) devient ne´gative au dela` de la valeur critique p◦ = 13,3/15 = 0,88666 . . . : a`
partir de ce niveau de probabilite´, la strate´gie consiste donc a` s’enfuir vers le coˆte´ ne´gatif
de l’axe des x, avant de revenir vers x = 1. Ceci est duˆ au fait que l’on n’a pas mode´lise´ le
fait que l’on est sous abri si l’on reste immobile en x = 0 apre`s l’instant 0. Il faut imaginer
que l’abri est retire´ de`s que le jeu commence a` t = 0.
• En dec¸a` de la valeur critique p◦ du niveau de probabilite´ exige´ pour rester en vie, la
strate´gie consiste a` courir toujours dans le sens positif, mais a` une vitesse infe´rieure a` 1
(en rejoignant la vitesse de croisie`re 1 apre`s que l’on soit suˆr que la bombe est tombe´e,
c’est-a`-dire apre`s t = 0,5).
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Pour terminer, e´valuons le couˆt optimal. Puisque l’on court a` la vitesse 1 a` partir de l’ins-
tant 0,5 et que l’on a atteint la distance x(0,5) avant cet instant, on a
tf = 1− x(0.5) + 0.5 = (15/4) p − 83/40 .
Le couˆt optimal J∗ vaut alors
J∗ = tf +
∫ 0.5
0
u2(t)dt+
∫ tf
0.5
1dt .
Tous calculs faits, on obtient
J∗ = (75/2) p2 − (123/2) p + 5443/200 ,
donc une fonction convexe de p. On peut ve´rifier, comme c’est normal, que J ∗ vaut 2 et est
minimum en p∗ = 0,82 : en effet 2 est la valeur optimale sans contrainte, correspondant a` une
valeur “naturelle” de p e´gale a` 0,82, et le multiplicateur λ2 est la de´rive´e de J
∗ conside´re´ comme
fonction de p (et il est nul pour p = 0,82). Bien suˆr, l’expression ci-dessus de J ∗ n’est valable
que pour p ≥ 0,82, car en dec¸a` de cette valeur, J ∗ reste e´gal a` 2.
La Figure 5.1 re´sume un certain nombre de ces re´sultats.
5.1.2 Le proble`me de finance
On emprunte un capital x0 que l’on doit rembourser en fin de pe´riode avec un taux d’inte´reˆt l.
Ce capital peut servir a`
– faire un placement au taux fixe b ;
– faire un placement au taux risque´ ξ ;
– ou enfin consommer le restant disponible, ce qui apporte une “satisfaction” mesure´e par
une fonction concave f (satisfaction marginale de´croissante).
On cherche a` maximiser la somme de cette satisfaction et de l’espe´rance du capital final (auquel
il faudrait retrancher le remboursement, mais celui-ci est une quantite´ connue d’avance). Soit
– u la fraction du capital place´e au taux fixe ;
– v la fraction du capital place´e au taux risque´.
Les variables de de´cisions u et v sont soumises aux conditions :
u ≥ 0 , v ≥ 0 et u+ v ≤ 1 . (5.2)
On doit re´soudre sous ces contraintes le proble`me suivant :
max
u,v
E
[
f
(
x0 (1− u− v)
)
+ x0
(
(1 + b)u+ (1 + ξ) v
)]
. (5.3)
On veut e´galement eˆtre en mesure de rembourser le capital et les inte´reˆts (soit x0 (1 + l)) en
fin de pe´riode, et ce avec une probabilite´ d’au moins p. On veut donc respecter la contrainte
que la probabilite´ que le capital disponible en fin de pe´riode, i.e. x0
(
(1 + b)u + (1 + ξ) v
)
, soit
supe´rieur ou e´gal a` la somme due, ce qui s’e´crit, en supposant v 6= 0 (le cas ou` v = 0 sera traite´
a` part) :
P
{
(1 + b)u+ (1 + ξ) v ≥ 1 + l} ≥ p ;
ceci est e´quivalent a`
P
{
ξ ≥ 1 + l
v
− (1 + b)u
v
− 1
}
≥ p . (5.4)
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Fig. 5.1 – Quelques re´sultats concernant le proble`me du mobile
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Remarque 5.1. Sous les hypothe`ses ξ¯ ≥ l > b, la solution optimale du proble`me de maximiser
(5.3) sous les contraintes (5.2) − (5.4) est telle que u = 0. Dans la suite, nous ferons donc les
hypothe`ses :
ξ¯ > b > l , (5.5)
dans l’espoir d’obtenir, au moins pour certains niveaux p de la contrainte en probabilite´, des
solutions avec u > 0.
On utilise les donne´es suivantes :
x0 = 1, l = 0.15, b = 0.2,
f(x) = −x2/2 + 2x ,
ψ(ξ) =


0 si ξ < ξ¯ − σ
1
16
[
3
( ξ−ξ¯
σ
)5 − 10 ( ξ−ξ¯σ )3 + 15 ( ξ−ξ¯σ ) + 8] si ξ < ξ¯ + σ
1 sinon ,
ou` ψ est la fonction de re´partition, les parame`tres ξ¯ et σ permettant de faire varier respectivement
la moyenne (ξ¯) et la variance de ξ e´gale a` σ2/7. Les expe´riences nume´riques sont re´alise´es dans
le cas ou` ξ¯ = 0.4 et σ = 3.
Pour re´soudre nume´riquement ce proble`me d’optimisation, nous allons plutoˆt nous inte´resser
au proble`me de minimisation e´quivalent. Notons
j(u, v, ξ) = −f(x0 (1− u− v))− x0 ((1 + b)u+ (1 + ξ) v) ,
Θ1(u, v) = u+ v − 1 ,
Θ2(u, v) = p− P
{
ξ ≥ 1 + l
v
− (1 + b)u
v
− 1
}
.
Les contraintes de positivite´ sur u et v seront traite´es par projection, et nous de´signerons
respectivement par λ1 et λ2 les multiplicateurs associe´s aux contraintes Θ1 ≤ 0 et Θ2 < 0.
Pour simuler une variable ale´atoire ayant comme fonction de re´partition ψ, nous pouvons soit
utiliser la technique classique qui consiste a` inverser la fonction de re´partition, soit utiliser la
me´thode du rejet. La premie`re me´thode, dite “me´thode de la fonction de re´partition”, ne nous
a pas semble´ eˆtre tre`s pertinente sur cet exemple : il faudrait inverser un polynoˆme de degre´ 5,
ce qui ralentirait l’algorithme programme´ en Scilab. La me´thode du rejet est particulie`rement
inte´ressante lorsque la variable ale´atoire posse`de une densite´ qui est d’expression complique´e,
ou qui n’est pas connue analytiquement (mais qui est approche´e par un histogramme). Nous
choisissons donc d’utiliser cette me´thode, dont le principe est le suivant : soit a` simuler une
variable ale´atoire ξ de densite´ q. Supposons que l’on ait pu trouver une densite´ de probabilite´ g
telle que
– une variable de densite´ g soit aise´e a` simuler ;
– il existe une constante k telle que q ≤ k g.
Alors la proce´dure suivante permet de simuler une variable ale´atoire ξ de densite´ q :
1) on simule une variable U de densite´ g et une variable W inde´pendante uniforme´ment
distribue´e sur [0, 1], puis on pose V = kW g(U) ;
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2) si V < q(U), on pose ξ = U ; sinon on retourne en 1).
Sur cet exemple, nous choisirons g comme e´tant la densite´ d’une loi uniforme sur [ ξ¯−σ, ξ¯+σ],
et k = 2. En effet, q est maximale en ξ¯ et q(ξ¯) = 15/(16σ) ; on aura alors bien
q(ξ) ≤ q(ξ¯) ≤ 2 g(ξ) .
La Figure 5.2 repre´sente le couˆt optimal associe´ a` ce proble`me d’optimisation.
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Fig. 5.2 – Couˆt optimal
On observe que le couˆt optimal comme fonction du niveau de probabilite´ p n’est pas convexe.
En fait, ce couˆt est convexe pour des niveaux de probabilite´ infe´rieurs a` 0.57. Pour des niveaux
de probabilite´ proches de 0.57, le risque de ne pas pouvoir rembourser le capital et les inte´reˆts
en fin de pe´riode est grand ; la variable de de´cision associe´e au placement risque´, v, de´croˆıt vers
0, alors que simultane´ment, celle associe´e au placement sans risque, u, de´colle de la valeur 0.
Le couˆt optimal, qui e´tait jusqu’alors une fonction convexe du niveau de probabilite´ p requis,
devient concave sur un transitoire assez rapide, la plage de valeurs des niveaux de probabilite´
allant de 0.58 a` 0.65. Au-dela` de 0.65, v passe a` 0, u = (1+l)/(1+b) = 0.95833, et le couˆt optimal
devient donc constant. Pour rester dans le cadre classique de la convexite´, nous ne conside´rerons
dans ce chapitre que des niveaux de probabilite´ infe´rieurs a` 0.57, le cas non convexe sera traite´
au chapitre suivant.
Remarque 5.2. Afin de servir de re´fe´rence a` une re´solution par une approche de type “gra-
dient stochastique”, nous avons conside´re´ des exemples nume´riques qui ont pu paralle`lement
eˆtre re´solus graˆce a` un programme FORTRAN utilisant le solveur NAG. Il faut signaler que
l’initialisation de l’algorithme s’est ave´re´e de´licate, probablement en raison de la non convexite´
du proble`me. Il a fallu, pour chaque valeur de p, choisir assez soigneusement cette initialisation.
La contrainte en probabilite´ a e´te´ code´e sous la forme d’une contrainte e´crite a` l’aide de la
fonction de re´partition de la variable ale´atoire ξ, avec une borne infe´rieure sur v de l’ordre de
10−2. Lorsque cette borne e´tait atteinte, on conside´rait que la “vraie” solution correspondait a`
v = 0, et il e´tait alors facile, d’apre`s ce qui a e´te´ explique´ plus haut, de calculer u.
Remarque 5.3. Sur le plan nume´rique, pour le proble`me du mobile comme pour le proble`me
de finance, nous nous inte´resserons toujours aux erreurs sur les variables primales et duales
en fonction du nombre d’ite´rations : uk − u∗ en fonction de k lorsque la variable est scalaire
ou ‖uk − u∗‖∞ lorsqu’il s’agit de vecteurs, u∗ e´tant la solution obtenue par la formulation
de´terministe.
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5.2 Quelques difficulte´s structurelles
L’objectif de ce paragraphe est de mettre en e´vidence quelques difficulte´s structurelles rela-
tives aux proble`mes d’optimisation sous contrainte en probabilite´.
5.2.1 La non convexite´ du proble`me
On conside`re le proble`me
min
u∈R
1
2
(u− 1)2
s.c. P{u ≤ ξ} ≥ p ,
avec ξ ∼ N (m,σ). La contrainte s’e´crit aussi
ψ(u) ≤ 1− p ,
ou` ψ est la fonction de re´partition de ξ. Le Lagrangien associe´ a` ce proble`me est
L(u, λ) =
1
2
(u− 1)2 + λ
(
ψ(u)− 1 + p
)
.
En fixant p = 0.7, m = −2 et σ = 0.1, la solution de Kuhn-Tucker est
u∗ = −2.05244 et λ∗ = 0.877913 ,
le couˆt optimal vaut alors 4.6587.
La Figure 5.3 repre´sente le graphe de la fonction Lagrangien et la position de la solution
primale-duale. Pour la section λ = 0, on reconnaˆıt la forme de la fonction couˆt seule. Lorsque λ
augmente, la forme de la fonction de re´partition se superpose avec un poids de plus en plus grand
a` celle du couˆt, ce qui cre´e deux bassins d’attraction pour un algorithme de type Arrow-Hurwicz
dont l’e´quation diffe´rentielle associe´e est
u˙ = −L′u(u, λ) = −u+ 1− λ
10e−50(u+2)
2
√
2pi
,
λ˙ = L′λ(u, λ) =
1
2
(
1 + erf
(
10(u + 2)√
2
)
− 0.3
)
.
Ceci est mieux illustre´ par le champs de vecteurs correspondant, repre´sente´ sur la Figure 5.4.
Le double cercle repre´sente la solution qui n’est qu’un point selle local. La zone blanche
correspond grossie`rement au bassin d’attraction de ce point. La zone grise conduit a` s’e´loigner
plus ou moins inde´finiment (en λ) dans une valle´e situe´e a` u = 1 (le minimum sans contrainte).
En effet, pour cette valeur de u, le gradient de la fonction couˆt est nul et le reste de la de´rive´e en
u du Lagrangien est e´gal a` λ fois la densite´ de la variable ale´atoire gaussienne (de moyenne −2 et
d’e´cart-type 0.1) au point 1, a` savoir −1.47× 10−195λ ! Autant dire 0 meˆme pour λ tre`s grand !
Alors que la composante en λ˙ de ce champs de vecteurs est e´gale a` la valeur de la contrainte
pour u = 1, donc quelque chose de positif (si le minimum sans contrainte ne satisfait pas la
contrainte). Ce qui signifie effectivement que, une fois atteinte la valeur u = 1, on se de´place
verticalement pratiquement jusqu’a` l’infini.
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Fig. 5.3 – Lagrangien et solution
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Fig. 5.4 – Champs de vecteurs pour l’algorithme d’Arrow-Hurwicz
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On conside`re maintenant le proble`me de finance re´duit a` la variable v (on fixe u = 0) et
a` la contrainte en probabilite´ (la contrainte u + v ≤ 1 se re´duit a` v ≤ 1 et peut eˆtre traite´e
par projection ; seule la contrainte en probabilite´ est traite´e par dualite´ et on de´signe par λ le
multiplicateur correspondant). Autrement dit, le proble`me s’e´crit
min
0≤v≤1
(
1
2
(1− v)2 − 2(1 − v)− (1 + ξ)v
)
s.c. ψ
(
1 + `
v
− 1
)
≤ 1− p ,
avec ξ = 0.4 et ` = 0.15.
La solution du proble`me sans contrainte est v∗ = 0.4, le couˆt optimal vaut alors −1.28,
correspondant a` une probabilite´ 0.107959 de rembourser la dette en fin de pe´riode.
Plac¸ons-nous dans le cas ou` p = 0.24. On a alors v∗ = 0.504075, λ∗ = 0.0881451, et le couˆt
optimal vaut −1.57458. La surface du Lagrangien est repre´sente´e sur la Figure 5.5.
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Fig. 5.5 – Lagrangien et solution — Cas p = 0.24
La Figure 5.6 repre´sente le champs de vecteurs de l’algorithme d’Arrow-Hurwicz. Le
phe´nome`ne de superposition entre la forme convexe de la fonction couˆt et la forme non convexe
de la fonction de re´partition (ponde´re´e par λ) peut encore s’observer, sauf que la fonction de
re´partition est maintenant compose´e avec la fonction de´croissante en v de la contrainte. Au final,
on voit que le champs de vecteurs comporte un vortex autour de la solution, mais aussi une zone,
pour v petit, dans laquelle l’algorithme tend a` e´loigner les ite´re´es vers des valeurs grandes de λ
un peu comme dans le cas du proble`me e´le´mentaire pre´ce´dent. Ce phe´nome`ne sera plus prononce´
avec le cas ou` p = 0.57 par exemple. Pour ce niveau de probabilte´, v∗ = 0.978591, λ∗ = 1.55926,
et le couˆt optimal vaut −1.41262. La surface du Lagrangien est repre´sente´e sur la Figure 5.7.
Le champs de vecteurs de l’algorithme d’Arrow-Hurwicz est repre´sente´ sur la Figure 5.8.
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Fig. 5.6 – Champs de vecteurs pour l’algorithme d’Arrow-Hurwicz — Cas p = 0.24
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Fig. 5.7 – Lagrangien et solution — Cas p = 0.57
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Fig. 5.8 – Champs de vecteurs pour l’algorithme d’Arrow-Hurwicz — Cas p = 0.57
5.2.2 La de´ge´ne´rescence du multiplicateur
On conside`re le proble`me
min
u∈R
1
2
(u− 1)2
s.c. P{u ξ ≤ α} ≥ p ,
ou` ξ est une variable ale´atoire de densite´ de probabilite´ uniforme entre 1−ε et 1+ε. La contrainte
peut encore une fois se re´e´crire sous la forme
ψ(u, α) ≥ p ,
ou` la fonction de re´partition de la variable ale´atoire uξ est donne´e par :
ψ(u, α) =


0 si α < u (1 − ε) ,(
α− u (1− ε))/(2u ε) si u (1 − ε) ≤ α ≤ u (1 + ε) ,
1 sinon .
La solution de ce proble`me, en conside´rant le Lagrangien L(u, λ, α, p) = J(u)+λ
(
ψ(u, α)−p),
avec λ ≤ 0, est donne´e par
u∗ =
α
1 + ε (2 p− 1) , λ
∗ = −2α ε
(
1− α+ ε (2 p− 1))(
1 + ε (2 p− 1))3 ,
si u∗ ≤ 1, i.e. si α ≤ 1 + ε (2 p− 1) ; sinon, la solution optimale est u∗ = 1 et λ∗ = 0, c’est le cas
ou` la contrainte n’est pas sature´e.
Le couˆt optimal vaut donc
ϕ(α, p) =


1
2
(
α−1+ε (1−2 p)
1+ε (2 p−1)
)2
si α ≤ 1 + ε (2 p − 1) ,
0 sinon .
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On a aussi
∂ ϕ
∂ α
(α, p) =


α−1+ε (1−2 p)(
1+ε (2 p−1)
)2 si α ≤ 1 + ε (2 p− 1) ,
0 sinon .
et
∂ ϕ
∂ p
(α, p) =


−2α ε α−1+ε (1−2 p)(
1+ε (2 p−1)
)3 si α ≤ 1 + ε (2 p− 1) ,
0 sinon .
On observe que λ∗ = −∂ϕ/∂p comme il se doit. Cependant, limε→0 λ∗ = 0 alors que la contrainte
reste pourtant active (du moins lorsque α ≤ 1 + ε (2 p− 1) → 1). Ceci s’explique par le fait que
la de´rive´e en u de la contrainte a` l’optimum tend vers l’infini lorsque ε tend vers 0. En effet,
∂ψ(u, α)
∂u

u=u∗
= − α
2 ε u2

u= α
1+ε (2 p−1)
= −
(
1 + ε (2 p− 1))2
2α ε
.
Par contre, ∂ϕ/∂α→ α− 1 qui est non nul sauf si α→ 1, auquel cas la contrainte devient en
fait inactive (en effet, u∗ → α lorsque ε → 0 et 1 est la solution du proble`me sans contrainte).
Autrement dit, alors que la contrainte reste active si α < 1 et p > 0 lorsque ε tend vers 0, la
sensibilite´ du couˆt optimal ϕ par rapport a` p (ou le multiplicateur λ∗) devient nulle alors que la
sensibilite´ du couˆt optimal ϕ par rapport a` α garde une valeur non nulle.
Pour comprendre ce phe´nome`ne, on peut aussi e´tudier la relation ge´ne´rale qui existe entre ces
deux sensibilite´s. On a
ϕ(α, p) = min
u
max
λ≤0
L(u, λ, α, p) ,
et, dans l’hypothe`se ou` ces de´rive´es existent, on a
∂ ϕ
∂α
(α, p) =
∂L
∂α
(u∗, λ∗, α∗, p∗) = λ∗
∂ψ
∂α
(u∗ , α) = λ∗ d(u∗, α) ,
d(u∗, α) de´signant la densite´ de la variable ale´atoire u∗ ξ au point α, et
∂ ϕ
∂p
(α, p) =
∂L
∂p
(u∗, λ∗, α∗, p∗) = −λ∗ .
On en de´duit la relation, que l’on peut ve´rifier sur l’exemple,
∂ ϕ
∂α
(α, p) = −∂ ϕ
∂p
(α, p) d(u∗, α) .
Dans le cas qui nous inte´resse, lorsque ε tend vers 0, la densite´, e´value´e pour u∗ qui tend vers α,
tend vers l’infini, λ∗ tend vers 0, mais ∂ ϕ/∂ α tend vers une valeur finie et non nulle, a` savoir
α− 1.
L’explication de ces phe´nome`nes est la suivante. On sait que la contrainte s’e´crit en ge´ne´ral
(avec dans notre exemple particulier g(u, ξ) = u ξ) :
P
{
g(u, ξ) ≤ α
}
= E
[
IR+
(
α− g(u, ξ))] ≥ p .
Lorsque la variable g(u, ξ) est vraiment ale´atoire, la fonction IR+ a priori discontinue (donc de
de´rive´e infinie au point crucial) est lisse´e par l’ale´a. On ne be´ne´ficie plus de ce lissage lorsque la
variable tend a` devenir de´terministe (ici lorsque ε → 0, dans le proble`me de finance lorsque v∗
se trouve eˆtre nul). La me´thode de l’approximation par convolution, qui s’attaque directement
a` la discontinuite´ de I en la lissant, apporte une certaine forme de reme`de a` ce proble`me. Ce
n’est pas le cas avec la me´thode d’inte´gration par parties, qui est elle une me´thode exacte.
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5.2.3 Illustration sur le proble`me de finance
Les conside´rations qui pre´ce`dent ont montre´ que la non convexite´ typique d’un proble`me avec
contrainte en probabilite´ provient de l’apparition de la fonction de re´partition dans l’expression
du Lagrangien. La forme typique d’une fonction de re´partition (pour le cas le plus simple d’une
densite´ de probabilite´ “a` une seule bosse”) est d’eˆtre plate pour les valeurs extreˆmes (grandes
et petites) de son argument (donc de gradient pratiquement nul dans ces plages de valeurs), et
d’eˆtre pentue (donc de gradient “grand”) pour les valeurs interme´diaires, c’est-a`-dire la` ou` la
densite´ de probabilite´ est condense´e.
Ce phe´nome`ne de non convexite´ sera d’autant plus brutal que la densite´ sera concentre´e
dans un petit intervalle. Ceci peut se produire lorsque la variance des bruits est “petite” (cas du
proble`me au paragraphe pre´ce´dent) ou bien, et c’est ce qui se passe dans le proble`me de finance,
lorsque pour certaines valeurs des de´cisions, le bruit est “tue´”. Pour illustrer ce phe´nome`ne, la
Figure 5.9 montre la forme de la fonction “contrainte” des deux variables de de´cision u et v du
proble`me de finance (a` savoir, ψ
(
(1+`)/v−(1+b)u/v−1), ou` ψ est la fonction de re´partition du
taux ale´atoire), sachant que le phe´nome`ne de “killing” du bruit se produit lorsque v passe a` 0 :
la discontinuite´ se produit alors selon que u < (1 + `)/(1 + b) = 0.9583333 (contrainte satisfaite
avec la probabilite´ 0) ou plus grand que cette valeur (contrainte satisfaite avec la probabilite´
1). On rappelle qu’en raison de cette discontinuite´, le multiplicateur associe´ a` la contrainte en
probabilite´ peut passer a` 0 (pour compenser un gradient infini de la contrainte) meˆme si la
contrainte est active.
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Fig. 5.9 – Discontinuite´ de la fonction contrainte pour le proble`me de finance
Nous pre´sentons dans la suite de ce chapitre trois me´thodes permettant de re´soudre un
proble`me d’optimisation sous contrainte en probabilite´ par un algorithme de type gradient sto-
chastique.
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5.3 Premie`re me´thode : l’inte´gration par parties
5.3.1 Cas d’une seule fonction indicatrice
Lemme 5.4. Soit J(u) = E
[
IR+
(
ξ − g(u))], ou`
– ξ est une variable ale´atoire re´elle dont la loi de probabilite´ admet une densite´ q par rapport
a` la mesure de Lebesgue, q est suppose´e C1(R) ;
– u est une variable de de´cision ;
– g est a` valeurs dans R et C1.
Alors
J ′(u) = E
[
IR+
(
ξ − g(u)) g′(u) q′(ξ)
q(ξ)
]
.
De´monstration. Notons Y(x) une primitive de IR+(x). On a
J(u) = E
[
IR+
(
ξ − g(u))]
=
∫ ∞
−∞
IR+
(
ξ − g(u)) q(ξ) dξ
=
∫ ∞
−∞
Y
′
(
ξ − g(u)) q(ξ) dξ
= −
∫ ∞
−∞
Y
(
ξ − g(u)) q′(ξ) dξ .
Alors
J ′(u) = −
∫ ∞
−∞
∂
∂u
(
Y
(
ξ − g(u)) q′(ξ)) dξ
=
∫ ∞
−∞
IR+
(
ξ − g(u)) g′(u) q′(ξ)
q(ξ)
q(ξ) dξ
= E
[
IR+
(
ξ − g(u)) g′(u) q′(ξ)
q(ξ)
]
.
Cette me´thode peut facilement se ge´ne´raliser au cas ou` ξ est une variable ale´atoire multidi-
mensionnelle, ξ = (ξ1, . . . , ξn) : l’inte´gration par parties se fait alors uniquement par rapport a`
l’une des variables ale´atoires ξi :
The´ore`me 5.5. Soit ψ(u) = E
[
IR+
(
g(u, ξ)
)]
, ou` ξ ∈ Rp est un vecteur ale´atoire de densite´ q, g
est a` valeurs dans R et C1. On suppose que ∀ξ , q(ξ) 6= 0. Notons YR+(·) la primitive de IR+(·).
Alors, par inte´gration par parties, on a
ψ(u) = E
[
YR+
(
g(u, ξ)
)
Mi(u, ξ)
]
,
avec
Mi(u, ξ) =
1
g′ξi(u, ξ)
∂ log
(
g′ξi(u, ξ)/q(ξ)
)
∂ξi
.
On en de´duit alors que
ψ′(u) = E
[
IR+
(
g(u, ξ)
)
g′u(u, ξ)Mi(u, ξ) + YR+
(
g(u, ξ)
)
(Mi)
′
u(u, ξ)
]
,
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avec
(Mi)
′
u(u, ξ) =
q′ξi(ξ)
q(ξ)
g′′ξiu(u, ξ)(
g′ξi(u, ξ)
)2 + g
′′′
ξ2i u
(u, ξ)(
g′ξi(u, ξ)
)2 − 2g
′′
ξ2i
(u, ξ)g′′ξiu(u, ξ)(
g′ξi(u, ξ)
)3 .
Application au proble`me de finance
Nous pouvons de´sormais calculer facilement le gradient du Lagrangien associe´ au proble`me
de finance. Ce Lagrangien s’e´crit
L(u, v, λ1, λ2) = E
[
j(u, v, ξ) + λ1 (u+ v − 1) + λ2
(
p− IR+
(
ξ − g(u, v)))] ,
avec
g(u, v) =
1 + l
v
− (1 + b)u
v
− 1 .
Graˆce au Lemme 5.4, on a alors
∂L
∂u
(u, v, λ1, λ2) = E
[
j′u(u, v, ξ) + λ1 − λ2
[
IR+
(
ξ − g(u, v)
)
(g′)u(u, v)
q′(ξ)
q(ξ)
]]
,
∂L
∂v
(u, v, λ1, λ2) = E
[
j′v(u, v, ξ) + λ1 − λ2
[
IR+
(
ξ − g(u, v)
)
(g′)v(u, v)
q′(ξ)
q(ξ)
]]
,
∂L
∂λ1
(u, v, λ1, λ2) = u+ v − 1
∂L
∂λ2
(u, v, λ1, λ2) = p− E
[
IR+
(
ξ − g(u, v))] ,
avec
(j′)u(u, v, ξ) = u+ v − b ,
(j′)v(u, v, ξ) = u+ v − ξ ,
(g′)u(u, v) = −1 + b
v
,
(g′)v(u, v) =
(1 + b)u− 1− l
v2
q′(ξ)
q(ξ)
= 4
(ξ − ξ¯)
(ξ − ξ¯)2 − σ2 I[ξ¯−σ, ξ¯+σ](ξ) .
Notons ` la fonction sous l’espe´rance , i.e.,
L(u, v, λ1, λ2) = E[`(u, v, λ1, λ2, ξ)] .
L’algorithme ge´ne´ral est donc le suivant :
– on se donne (u0, v0, λ01, λ
0
2) ∈
(
R
+
)4
, et 2 σ-suites (εk)k∈N et (ρ
k)k∈N ;
– a` l’e´tape k de l’algorithme, uk, vk, λk1 et λ
k
2 e´tant donne´s, on tire (ou on observe) ξ
k+1 selon
sa loi de probabilite´, puis on remet a` jour les variables primales par
uk+1 = max
(
0, uk − εk (`′)u(uk, vk, λk1 , λk2 , ξk+1)
)
,
vk+1 = max
(
0, vk − εk (`′)v(uk, vk, λk1 , λk2 , ξk+1)
)
,
et les variables duales par
λk+11 = max
(
0, λk1 + ρ
k (`′)λ1(u
k+1, vk+1, λk1 , λ
k
2 , ξ
k+1)
)
,
λk+12 = max
(
0, λk2 + ρ
k (`′)λ2(u
k+1, vk+1, λk1 , λ
k
2 , ξ
k+1)
)
.
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Nous avons programme´ cet algorithme. Nous avons fixe´ le niveau de probabilite´ a` 0.24, on a
alors u∗ = 0 et v∗ = 0.50407, λ∗1 = 0 et λ
∗
2 = 0.106. Les courbes de la Figure 5.10 repre´sentent,
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Fig. 5.10 – I.P., p = 0.24, version se´quentielle
rappelons-le, les erreurs sur les variables primales et duales en fonction du nombre d’ite´rations
(uk−u∗ en fonction de k par exemple). Sur cet essai, les variables primales ainsi que le multipli-
cateur λ1 associe´ a` la contrainte u + v ≤ 1 convergent. Par contre, le multiplicateur λ2 associe´
a` la contrainte en probabilite´ ne converge pas, mais a` tendance a` s’e´loigner au contraire de la
solution. Ceci illustre l’une des difficulte´s structurelles relatives a` un proble`me d’optimisation
sous contrainte en probabilite´, que l’on a de´crite au paragraphe 5.2.1.
Afin de limiter ces instabilite´s nume´riques, nous avons programme´ la version paralle`le de
l’algorithme :
– on se donne (u0, v0, λ01, λ
0
2) ∈
(
R
+
)4
, et 2 σ-suites (εk)k∈N et (ρ
k)k∈N ;
– a` l’e´tape k de l’algorithme, uk, vk, λk1 et λ
k
2 e´tant donne´s, on tire (ou on observe) ξ
k+1 selon
sa loi de probabilite´, puis on remet a` jour les variables primales par
uk+1 = max
(
0, uk − εk (`′)u(uk, vk, λk1 , λk2 , ξk+1)
)
,
vk+1 = max
(
0, vk − εk (`′)v(uk, vk, λk1 , λk2 , ξk+1)
)
,
et les variables duales par
λk+11 = max
(
0, λk1 + ρ
k (`′)λ1(u
k, vk, λk1 , λ
k
2 , ξ
k+1)
)
,
λk+12 = max
(
0, λk2 + ρ
k (`′)λ2(u
k, vk, λk1 , λ
k
2 , ξ
k+1)
)
.
Toujours pour p = 0.24, nous avons obtenu les re´sultats pre´sente´s sur la Figure 5.11.
On constate que la version paralle`le de l’algorithme, lorsque l’initialisation des variables
duales est “raisonnable”, re´duit fortement les instabilite´s observe´es pre´ce´demment avec la version
se´quentielle.
Remarque 5.6. : Une initialisation “raisonnable” des variables duales signifie que ces variables
ont e´te´ initialie´es a` des valeurs infe´rieures a` 10.
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Fig. 5.11 – I.P., p = 0.24, version paralle`le
Application au proble`me du mobile
On e´crit la contrainte (5.1) sous la forme d’une contrainte en espe´rance :
E
[
IR+(tf − τ) I[−D,D](x(τ)− ξ)
]
≤ 1− p . (5.6)
Si nous supposons que le support de la loi de τ est inclus dans [0, tf ], on a I[0,tf ](τ) = 1 (comme
tf de´pend des commandes utilise´es, cette hypothe`se doit eˆtre ve´rifie´e pour toute commande que
l’on peut eˆtre amene´ a` utiliser raisonnablement dans le proble`me). La contrainte (5.6) s’e´crit
alors
E
[
I[−D,D](x(τ) − ξ)
]
≤ 1− p .
Sur cet exemple, les calculs des gradients sont plus complique´s et nous n’allons pas directement
appliquer le re´sultat du Lemme 5.4, mais certains calculs qui ont e´te´ faits dans la de´monstration.
Notons Y (x) une primitive de I[−D,D](x). En faisant une inte´gration par parties sur ξ, on montre
que
E
[
I[−D,D](x(τ) − ξ)
]
= E
[
Y (x(τ)− ξ) q
′(ξ)
q(ξ)
]
. (5.7)
Nous pouvons de´sormais calculer le gradient du Lagrangien associe´ au proble`me du mobile.
En utilisant cette nouvelle expression de la contrainte, ce Lagrangien s’e´crit
L(u, tf , λ1, λ2) =
∫
R
∫
R
[
tf +
∫ tf
0
u2(t) dt+ λ1 (x(tf )− 1)
+ λ2
(
Y (x(τ)− ξ) q
′(ξ)
q(ξ)
− 1 + p
)]
q(ξ) q¯(τ) dξ dτ .
Notons ` la fonction sous l’espe´rance, i.e.,
L(u, tf , λ1, λ2) = E
[
`(u, tf , λ1, λ2, ξ, τ)
]
.
En utilisant la technique de l’e´tat adjoint pre´sente´e dans l’annexe A, la variation de ` s’e´crit
δ`(u, tf , λ1, λ2, ξ, τ) = 〈2u+ λ, δu〉 + 〈λ1 u(tf ) + 1 + u2(tf ), δtf 〉 .
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Notons H = u2 + λu l’Hamiltonien. A l’optimum, l’adjoint est de´fini par :
λ˙ = −H′x = 0 , (5.8)
λ(tf ) = λ1 , (5.9)
λ2 I[−D,D](x(τ)− ξ)
q′(ξ)
q(ξ)
+ λ+(τ)− λ−(τ) = 0 . (5.10)
L’e´quation (5.8) montre que λ est constante par morceaux, e´gale a` λ1 apre`s l’instant τ , et a`
λ− = λ2 I[−D,D](x(τ)− ξ) q
′(ξ)
q(ξ) + λ1 avant τ d’apre`s (5.10).
On a
`′u(u, tf , λ1, λ2, ξ, τ) = 2u+ λ ,
`′tf (u, tf , λ1, λ2, ξ, τ) = 1 + u
2(tf ) + λ1 u(tf ) ,
`′λ1(u, tf , λ1, λ2, ξ, τ) = x(tf )− 1 ,
`′λ2(u, tf , λ1, λ2, ξ, τ) = Y (x(τ)− ξ)
q′(ξ)
q(ξ)
− 1 + p ;
et l’algorithme est le suivant :
– on se donne t0f , λ
0
1, λ
0
2, 2 σ-suites (ε
k)k∈N et (ρ
k)k∈N et on tire τ
0 et ξ0 selon leur loi de
probabilite´ ; on discre´tise l’intervalle [0, t0f ] en 100 pas ; on se donne u
0 ; on calcule l’e´tat
x0 (dans ce calcul, la commande u0 a` l’instant t est obtenue par interpolation line´aire),
puis l’e´tat adjoint λ0 ;
– a` l’e´tape k de l’algorithme, uk, tkf , λ
k
1 et λ
k
2 e´tant donne´s, on tire (ou on observe) ξ
k+1 et
τk+1 selon leur loi de probabilite´, puis on remet a` jour les variables primales sur [0, tkf ] par
uk+1 = uk − εk (`′)u(uk, tkf , λk1 , λk2 , ξk+1, τk+1) ,
tk+1f = max
(
0.5, tkf − εk (`′)tf (uk, tkf , λk1 , λk2 , ξk+1, τk+1)
)
,
on remet a` jour la discre´tisation de [0, tf ] car t
k+1
f a pu bouger ; puis, sur ce nouvel
intervalle, on recalcule uk+1 (par interpolation line´aire), on re´e´chantillone u∗ sur [0, tk+1f ],
et on recalcule xk+1 a` partir de uk+1 sur [0, tk+1f ] ainsi que l’e´tat adjoint ; enfin, on remet
a` jour les variables duales par
λk+11 = λ
k
1 + ρ
k (`′)λ1(u
k+1, tk+1f , λ
k
1 , λ
k
2 , ξ
k+1, τk+1) ,
λk+12 = max
(
0, λk2 + ρ
k (`′)λ2(u
k+1, tk+1f , λ
k
1 , λ
k
2 , ξ
k+1)
)
.
Remarque 5.7. Comme on a suppose´ que la densite´ q¯ de τ est uniforme sur [0, 0.5], la projection
dans la remise a` jour de tk+1f permet d’exclure les cas ou` le mobile termine le parcours avant
que la bombe ne soit tombe´e.
Les re´sultats sont pre´sente´s sur la Figure 5.12. L’algorithme a converge´ sur la plupart des essais
que nous avons faits ; mais on a rencontre´ quelques essais sur lesquels l’algorithme n’a pas
converge´, comme le montre la Figure 5.13. Sur cet essai, le multiplicateur associe´ a` la contrainte
en probabilite´ n’a pas converge´.
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Fig. 5.12 – I.P., p = 0.88
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Fig. 5.13 – I.P., p = 0.88, cas de non convergence
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Nous avons souhaite´ ame´liorer la convergence asymptotique de l’algorithme de´crit ci-dessus
en utilisant l’algorithme de Poljak. Rappelons que l’ide´e de cet algorithme consiste a` laisser
les trajectoires explorer un domaine plus large en ralentissant la de´croissance vers 0 du pas,
mais de re´duire la variance en moyennant les trajectoires ; cette me´thode permet d’ame´liorer
asymptotiquement un algorithme de gradient stochastique. Pour cela, nous avons repris l’essai
pre´sente´ sur la Figure 5.12, sur lequel l’algorithme converge. Les re´sultats sont pre´sente´s sur la
Figure 5.14. On observe que les courbes d’erreur sont plus lisses.
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Fig. 5.14 – I.P., p = 0.88, algorithme de Poljak
Une difficulte´ apparaˆıt en revanche lorsque l’on doit traiter un produit de fonctions indica-
trices : comment e´crire une primitive de ce produit de fonctions sans faire apparaˆıtre la fonction
indicatrice ? Si l’ale´a est de dimension 2 une solution envisageable consiste alors a` faire pre´ce´der
l’inte´gration par parties d’un changement de variables.
5.3.2 Cas du produit de deux fonctions indicatrices
Nous conside´rons le cas ou` l’on doit traiter le produit de deux fonctions indicatrices. Ce
produit survient lorsque l’e´ve´nement critique a` la probabilite´ duquel on s’inte´resse est de´fini par
le “et” logique de deux conditions. Par exemple, dans le proble`me du mobile, pour que le mobile
soit de´truit il faut que la bombe tombe avant l’arrive´e du mobile a` l’extre´mite´ du segment a`
parcourir, i.e. τ < tf , et que le point d’impact soit a` une distance de moins deD de la position du
mobile au moment de l’impact. On peut tre`s bien e´galement concevoir des exemples pour lesquels
il faut deux conditions, bien que l’ale´a soit de dimension 1. Avec la me´thode de l’inte´gration par
parties, il ne nous semble a priori pas possible de traiter de tels cas : on ne sait pas e´crire une
primitive du produit des deux fonctions indicatrices sans faire apparaˆıtre la fonction indicatrice.
Par contre, ces cas pourront facilement eˆtre traite´s avec la me´thode de l’approximation par
convolution, pre´sente´e a` la section suivante. Lorsque l’ale´a est de dimension 2, ce qui est le cas
pour le proble`me du mobile, l’inte´gration par parties est pre´ce´de´e d’un changement de variables
(on va faire en fait deux inte´grations par parties successives).
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Cas ge´ne´ral
Les calculs e´tant assez complique´s, on ne fait qu’esquisser la de´marche qu’il est pre´fe´rable
de chercher a` reproduire sur chaque exemple particulier plutoˆt que de chercher a` appliquer des
formules ge´ne´rales beaucoup plus touffues.
On cherche a` transformer l’expression suivante
J(u) = P
{(
g1(u, ξ) ≤ α1
) ∩ (g2(u, ξ) ≤ α2)}
= E
[
IR+
(
α1 − g1(u, ξ)
)
IR+
(
α2 − g2(u, ξ)
)]
(5.11)
ou`
– ξ est une variable ale´atoire dans Rn dont la loi de probabilite´ admet une densite´ q par
rapport a` la mesure de Lebesgue ;
– u est une variable de de´cision dans un espace T ;
– g1 et g2 sont des applications de T × Rn dans R ;
– α1 et α2 sont des scalaires.
Rappelons que l’objectif est d’e´crire (5.11) sous la forme d’une autre espe´rance ou` IR+ disparaˆıt
au profit de Y, une primitive de IR+ avec Y(x) = x si x ≥ 0, Y(x) = 0 sinon. La motivation est
de pouvoir ensuite calculer un “gradient stochastique” de l’expression (5.11) par rapport a` u.
Le point de de´part de la de´marche est qu’il est facile de trouver une “double” primitive de la
fonction (z1, z2) 7→ IR+(z1)IR+(z2), en ce sens que
IR+(z1)IR+(z2) =
∂2Y(z1)Y(z2)
∂z1 ∂z2
,
alors qu’il serait plus difficile de partir d’une strate´gie analogue si on voulait travailler avec un
sous-vecteur (ξ1, ξ2) de ξ. On suppose ici que n ≥ 2.
L’ide´e est donc celle d’un “changement de variables” qui introduit, dans le calcul de (5.11),
les variables (z1, z2) =
(
g1(u, ξ), g2(u, ξ)
)
a` la place de deux variables scalaires (ξ1, ξ2) du vec-
teur ξ ∈ Rn. On a ici un choix (il ne s’agit pas force´ment des deux premie`res coordonne´es de ξ)
sous re´serve que le changement de variables — qui de´pend parame´triquement de u et des autres
coordonne´es de ξ — soit bien de´fini, c’est-a`-dire que
∆(u, ξ) = det
∣∣∣∣∂g1(u, ξ)/∂ξ1 ∂g1(u, ξ)/∂ξ2∂g2(u, ξ)/∂ξ1 ∂g2(u, ξ)/∂ξ2
∣∣∣∣ (5.12)
soit presque partout non nul.
On va noter ξ−2 le vecteur de R
n−2 obtenu en enlevant au vecteur ξ les coor-
donne´es ξ1 et ξ2 implique´es dans le changement de variables (donc ξ = (ξ1, ξ2, ξ−2)), et(
h1(u, ξ−2, z1, z2), h2(u, ξ−2, z1, z2)
)
le changement de variables inverse, c’est-a`-dire que
(
z1 = g1(u, ξ)
z2 = g2(u, ξ)
)
⇔
(
ξ1 = h1(u, ξ−2, z1, z2)
ξ2 = h2(u, ξ−2, z1, z2)
)
. (5.13)
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Notons que
det
∣∣∣∣ ∂h1(u, ξ−2, z1, z2)/∂z1 ∂h1(u, ξ−2, , z1, z2)/∂z2∂h2(u, ξ−2, z1, z2)/∂z1 ∂h2(u, ξ−2, z1, z2)/∂z2
∣∣∣∣ =
1/∆
(
u,
(
h1(u, ξ−2, z1, z2), h2(u, ξ−2, z1, z2), ξ−2
))
, (5.14)
ou` ∆ a e´te´ de´fini par (5.12). Alors
J(u) = E
[
IR+
(
α1 − g1(u, ξ)
)
IR+
(
α2 − g2(u, ξ)
)]
=
∫ ∫
IR+
(
α1 − g1(u, ξ)
)
IR+
(
α2 − g2(u, ξ)
)
q(ξ) dξ1 dξ2 . . . dξn
=
∫ ∫
IR+(α1 − z1)IR+(α2 − z2)
q
(
h1(u, ξ−2, z1, z2), h2(u, ξ−2, z1, z2), ξ−2
)∣∣∣∆(u, (h1(u, ξ−2, z1, z2), h2(u, ξ−2, z1, z2), ξ−2))∣∣∣ dξ−2 dz1 dz2
=
∫ ∫
IR+(α1 − z1)IR+(α2 − z2)`(u, ξ−2, z1, z2) dξ−2 dz1 dz2 , (5.15)
en ayant pose´
`(u, ξ−2, z1, z2) =
q
(
h1(u, ξ−2, z1, z2), h2(u, ξ−2, z1, z2), ξ−2
)∣∣∣∆(u, (h1(u, ξ−2, z1, z2), h2(u, ξ−2, z1, z2), ξ−2))∣∣∣ . (5.16)
On accomplit les e´tapes suivantes :
– on observe d’abord que IR+(α1 − z1) = −∂Y(α1 − z1)/∂z1 (et de meˆme pour l’indice 2) ;
– l’inte´gration par parties en z1 fait alors apparaˆıtre Y(α1 − z1) au prix du remplacement
de ` par sa de´rive´e ∂`/∂z1 ;
– l’ope´ration analogue sur la variable z2 fait apparaˆıtre Y(α2− z2) au prix du remplacement
de ∂`/∂z1 par sa de´rive´e ∂
2`/∂z2∂z1 ;
– il est clair que la conduite des calculs en commenc¸ant plutoˆt par l’inte´gration par parties
en z2 suivie de celle en z1 aurait conduit au meˆme re´sultat qui s’e´nonce finalement
J(u) =
∫ ∫
Y(α1 − z1)Y(α2 − z2)∂
2`(u, ξ−2, z1, z2)
∂z1∂z2
dξ−2 dz1 dz2
=
∫ ∫
Y
(
α1 − g1(u, ξ)
)
Y
(
α2 − g2(u, ξ)
) ∂2`(u, ξ−2, z1, z2)
∂z1∂z2
∣∣∣∣ z1=g1(u,ξ)
z2=g2(u,ξ)
|∆(u, ξ)| dξ
en ayant proce´de´ au changement de variables inverse
= E
[
Y
(
α1 − g1(u, ξ)
)
Y
(
α2 − g2(u, ξ)
) ∂2`(u, ξ−2, z1, z2)
∂z1∂z2
∣∣∣∣ z1=g1(u,ξ)
z2=g2(u,ξ)
|∆(u, ξ)|
q(ξ)
]
.
On voit a` quel point cette expression serait complique´e une fois de´veloppe´e, et cette complexite´
augmente encore si l’on veut calculer la diffe´rentielle en u. Cette diffe´rentielle ferait apparaˆıtre
a priori des termes en Y comme des termes en IR+ = Y
′ ; de nouvelles ope´rations d’inte´gration
par parties pourraient avoir pour objectif soit de faire disparaˆıtre les termes en Y, soit de faire
disparaˆıtre les termes en IR+ .
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Application au proble`me du mobile
On conside`re dans ce proble`me la quantite´
E
[
IR+(tf − τ) I[−D,D](x(τ)− ξ)
]
, (5.17)
les variables ale´atoires e´tant ici ξ et τ , de densite´s respectives q(·) et q¯(·). On note Y (x) une
primitive de I[−D,D](x).
En vertu de la de´marche ge´ne´rale pre´ce´dente, on introduit le changement de variables
z1 = x(τ)− ξ , z2 = tf − τ ,
et ∆(·, ·) de (5.12) se trouve ici eˆtre identiquement e´gal a` 1. Le changement de variables inverse
s’e´crit
ξ = x(tf − z2)− z1 , τ = tf − τ .
On a alors
E
[
I[−D,D]
(
x(τ)− ξ)IR+(tf − τ)] =
∫ ∫
I[−D,D](x(τ)− ξ)IR+(tf − τ)q(ξ)q¯(τ) dξ dτ
=
∫ ∫
I[−D,D](z1)IR+(z2)q
(
x(tf − z2)− z1
)
q¯(tf − z2) dz1 dz2
par changement de variables,
=
∫ ∫
Y (z1)IR+(z2)q
′
(
x(tf − z2)− z1
)
q¯(tf − z2) dz1 dz2
par inte´gration par parties en z1,
=
∫ ∫
Y (z1)Y(z2)
(
q′′
(
x(tf − z2)− z1
)
x˙(tf − z2)q¯(tf − z2)
+ q′
(
x(tf − z2)− z1
)
q¯′(tf − z2)
)
dz1 dz2
par inte´gration par parties en z2,
=
∫ ∫
Y
(
x(τ)− ξ)Y(tf − τ)(q′′(ξ)u(τ)q¯(τ) (5.18)
+ q′(ξ)q¯′(τ)
)
dξ dτ
par changement de variables inverse (et avec x˙ = u),
= E
[
Y
(
x(τ)− ξ)Y(tf − τ)(q′′(ξ)
q(ξ)
u(τ) +
q′(ξ)
q(ξ)
q¯′(τ)
q¯(τ)
)]
.
(5.19)
Dans la section pre´ce´dente, on a suppose´ que le support de q¯(·) est toujours contenu dans
l’intervalle [0, tf ] et, sous cette hypothe`se, on a trouve´ l’expression suivante :
E
[
Y (x(τ) − ξ) q
′(ξ)
q(ξ)
]
(5.20)
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Le lien entre (5.19) et (5.20) ne saute pas aux yeux mais est bien re´el sous l’hypothe`se retenue.
En effet, dans ce cas, Y(tf − τ) = tf − τ . Alors (5.19) prend la forme∫ ∫
Y
(
x(τ)− ξ)(tf − τ)(q′′(ξ)q¯(τ)x˙(τ) + q′(ξ)q¯′(τ)) dξ dτ .
Dans le premier terme de la somme ci-dessus, on ope`re une inte´gration par parties en ξ pour
transformer q′′ en q′. Dans le second terme de cette somme, on ope`re une inte´gration par parties
en τ pour transformer q¯′ en q¯. Ceci donne∫ ∫
I[−D,D]
(
x(τ)− ξ)(tf − τ)q′(ξ)q¯(τ)x˙(τ) dξ dτ
+
∫ ∫ (
Y
(
x(τ)− ξ)− I[−D,D](x(τ)− ξ)(tf − τ)x˙(τ)q′(ξ)q¯(τ) dξ dτ . (5.21)
Apre`s simplification, le re´sultat se re´e´crit bien sous la forme (5.20).
Inte´ressons-nous maintenant au gradient du Lagrangien associe´ a` ce proble`me. On a
L(u, tf , λ1, λ2) =∫
R
∫
R
[
tf +
∫ tf
0
u2(t) dt+ λ1 (x(tf )− 1) + λ2
(
Y (x(τ)− ξ) Y(tf − τ)
[
(log q¯(τ))′ (log q(ξ))′
+
q′′(ξ)
q(ξ)
u(τ)
]
− 1 + p
)]
q(ξ) q¯(τ) dξ dτ .
Pour une variation δu(·) de la commande autour d’une trajectoire nominale, on obtient une
variation δx(·) de la trajectoire de x et une variation δtf de l’instant final. Ainsi,
δ `(u, tf , λ1, λ2, ξ, τ) =
δtf + u
2(tf ) δtf +
∫ tf
0
2u(s) δu(s) ds + λ1(u(tf ) δtf + δx(tf ))
+ λ2 I[−D,D](x(τ) − ξ) Y(tf − τ)
[
(log q¯(τ))′ (log q(ξ))′ +
q′′(ξ)
q(ξ)
u(τ)
]
δx(τ)
+ λ2 Y (x(τ) − ξ) IR+(tf − τ)
[
(log q¯(τ))′ (log q(ξ))′ +
q′′(ξ)
q(ξ)
u(τ)
]
δtf
+ λ2 Y (x(τ) − ξ) Y(tf − τ)
[q′′(ξ)
q(ξ)
]
δu(τ) .
Le terme δu(τ) pose deux difficulte´s :
– comme u ∈ L2(0, 1) , la quantite´ u˙ n’est pas bien de´finie ;
– le terme δu(τ) revient en fait a` introduire un Dirac en τ sur la variation δu(·) de la
trajectoire, ce qui est difficile a` ge´rer d’un point de vue informatique.
Ainsi, meˆme lorsqu’elle est facilement envisageable, la technique d’inte´gration par parties
suppose un degre´ suffisant de re´gularite´ des controˆles (autrement, cette technique ne fait que
de´placer le proble`me de re´gularite´). On pourrait par exemple envisager que l’espace des controˆles
soit l’espace de Sobolev
H1
(
]0, 1[
)
=
{
u ∈ L2(0, 1), u˙ ∈ L2(0, 1)
}
,
autrement dit, H1
(
]0, 1[
)
est l’ensemble des fonctions de L2(0, 1) dont les de´rive´es (au sens des
distributions) a` l’ordre 1 sont dans L2(0, 1).
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5.4 Deuxie`me me´thode : l’approximation par convolution
5.4.1 Rappels
Cette me´thode peut eˆtre de´crite comme l’approximation d’une fonction f : R → R par
sa convolution avec une fonction approximant le Dirac lorsqu’un parame`tre r tend vers 0. On
conside`re pour cela une fonction h : R → R a` valeurs non ne´gatives, d’inte´grale e´gale a` 1, paire
et maximale en 0, et on baˆtit l’approximation
fr(x) =
1
r
∫ ∞
−∞
f(y)h
(x− y
r
)
dy = f ∗ hr ,
ou`
hr(x) =
1
r
h
(x
r
)
,
en observant que ∫ ∞
−∞
h(x) dx =
1
r
∫ ∞
−∞
h
(x
r
)
dx = 1 .
Comme on a suppose´ h paire, une autre e´criture possible de fr est
fr(x) =
1
r
∫ ∞
−∞
f(y)h
(y − x
r
)
dy ,
ce qui s’interpre`te comme l’espe´rance de f pour une variable ale´atoire y et de distribution
h(·/r)/r centre´e autour de x, donc de distribution de plus en plus concentre´e autour de x
lorsque r → 0. L’approximation fr est diffe´rentiable, et la the´orie des distributions donne
(fr)
′(x) = f ∗ (hr)′(x) = f ′ ∗ hr(x) = δ0 ∗ hr(x) = hr(x) . (5.22)
On peut conside´rer diverses expressions pour h. En notant H(x) =
∫ x
−∞ h(y)dy l’approxima-
tion de la fonction de Heaviside H(·) = (1+sign(·))/2, et I1 la fonction indicatrice de l’intervalle
[−1, 1[, on a par exemple
h(x) H(x)
1 I1(x)/2 (x+ 1) I1(x)/2 + IR+(x− 1)
2
(
1− |x|) I1(x) (1/2 + x− x |x|/2) I1(x) + IR+(x− 1)
3 pi cos(pix/2) I1(x)/4
(
1 + sin(pix/2)
)
I1(x)/2 + IR+(x− 1)
4 3(1− x2) I1(x)/4 (−x3 + 3x+ 2) I1(x)/4 + IR+(x− 1)
5 15 (1 − x2)2 I1(x)/16 (3x5 − 10x3 + 15x+ 8) I1(x)/16 + IR+(x− 1)
6 35 (1 − x2)3 I1(x)/32 (−5x7 + 21x5 − 35x3 + 35x+ 16) I1(x)/32 + IR+(x− 1)
7 e−x/
(
1 + e−x
)2
1/
(
1 + e−x
)
8 e−x
2/2/
√
2pi
(
1 + sign(x) erf(|x|/√2))/2
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E´tudions le biais et la variance de l’estimateur obtenu par cette me´thode, lorsque h est a`
support borne´ (fonctions 1 a` 6 du tableau ci-dessus) ; cette e´tude nous permettra, lorsque l’on
appliquera cette me´thode au proble`me de finance, de choisir le parame`tre r de fac¸on a` minimiser
l’erreur quadratique moyenne. La quantite´ qui nous inte´resse est la de´rive´e d’une quantite´ du
type
J(u) = P
{
g(u, ξ) ≤ α} ,
ou` u est une variable de controˆle, et ξ est une variable ale´atoire. Remarquons que l’on peut aussi
e´crire, a` l’aide de la fonction de Heaviside introduite ci-dessus,
J(u) = E
[
1−H(g(u, ξ) − α)] . (5.23)
Lorsque g(u, ·) est strictement croissante, on peut e´crire
J ′(u) =
∂
∂u
P
{
ξ ≤ g−1u (α)
}
=
∂
∂u
ψ
(
g−1u (α)
)
=
( ∂
∂u
g−1u (α)
)
q
(
g−1u (α)
)
, (5.24)
ou` ψ et q de´signent respectivement la fonction de re´partition et la densite´ de ξ, et g−1u de´signe la
solution en ξ de l’e´quation (parame´tre´e par u) g(u, ξ) = α. Dans la suite, nous noterons plutoˆt
cette solution sous la forme z(u, α), qui est donc de´finie par l’identite´
∀y , g(u, z(u, y)) = y ,
d’ou` l’on de´duit que
∂g
∂ξ
(
u, z(u, y)
) ∂z
∂y
(u, y) = 1 ⇒ ∂z
∂y
(u, y) =
(∂g
∂ξ
(
u, z(u, y)
))−1
,
∂g
∂u
(
u, z(u, y)
)
+
∂g
∂ξ
(
u, z(u, y)
) ∂z
∂u
(u, y) = 0 ⇒ ∂z
∂u
(u, y) = −
(∂g
∂ξ
(
u, z(u, y)
))−1 ∂g
∂u
(
u, z(u, y)
)
.
La formule (5.24) se re´e´crit maintenant :
J ′(u) = −
(∂g
∂ξ
(
u, z(u, α)
))−1 ∂g
∂u
(
u, z(u, α)
)
q
(
z(u, α)
)
. (5.25)
E´tude du biais de l’estimateur
On rappelle que le principe de l’approximation stochastique utilise´ est de partir de l’approxi-
mation de (5.23) ou` l’on a remplace´ H par Hr, de de´river en u, puis de remplacer l’espe´rance
par un tirage inde´pendant de ξ, ce qui donne la formule
er(u, ξ) = −1
r
h
(g(u, ξ) − α
r
)∂g
∂u
(u, ξ) . (5.26)
On veut donc estimer la diffe´rence | J ′(u)− E[er(u, ·)] | en fonction de r. On a
E[er(u, ·)] = −
∫ ∞
−∞
1
r
h
(g(u, ξ) − α
r
)∂g
∂u
(u, ξ) q(ξ) dξ .
On commence par effectuer le changement de variables
y = g(u, ξ) ⇔ ξ = l(u, y) ⇒ dξ = ∂l
∂y
(u, y) dy =
(∂g
∂ξ
(
u, l(u, y)
))−1
dy , (5.27)
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d’ou`
E[er(u, ·)] = −
∫ ∞
−∞
1
r
h
(y − α
r
)∂g
∂u
(
u, l(u, y)
)
q
(
l(u, y)
) (∂g
∂ξ
(
u, l(u, y)
))−1
dy .
Pour alle´ger les notations, on va poser provisoirement
F (y) =
∂g
∂u
(
u, l(u, y)
)
q
(
l(u, y)
) (∂g
∂ξ
(
u, l(u, y)
))−1
, (5.28)
d’ou`
E[er(u, ·)] = −
∫ ∞
−∞
1
r
h
(y − α
r
)
F (y) dy .
On effectue maintenant le changement de variables
x =
y − α
r
⇔ y = α+ rx⇒ dy = r dx , (5.29)
d’ou`
E[er(u, ·)] = −
∫ ∞
−∞
h(x)F (α + rx) dx .
Comme on a suppose´ dans cette e´tude que h est a` support borne´, on peut effectuer un
de´veloppement limite´ en r sous l’inte´grale — ceci est possible car la variable rx reste bien
un infiniment petit dans l’inte´grale —. Le de´veloppement donne
E[er(u, ·)] = −
∫ ∞
−∞
h(x)
(
F (α) + rxF ′(α) +
1
2
r2x2F ′′(α) +
1
6
r3x3F ′′′(α) + O(r4)
)
dx .
Comme h est une fonction paire, les moments d’ordre impair sont nuls — on notera σ2 le moment
d’ordre 2 e´gal a`
∫
x2h(x) dx—, et par ailleurs h est d’inte´grale 1 ; alors
E[er(u, ·)] = −F (α) − 1
2
r2σ2F ′′(α) + O(r4) . (5.30)
En revenant sur le changement de notation (5.28), on observe d’abord que le terme d’ordre 0
(la limite quand r tend vers 0) est bien e´gal a` la formule exacte (5.25). Ensuite, on voit que le
biais est d’ordre r2.
E´tude de la variance de l’estimateur
On repart de l’estimateur (5.26) et on s’inte´resse maintenant a`
E
[
er(u, ·)
]2
= 1r2
∫∞
−∞ h
2
(
g(u,ξ)−α
r
)(
∂g
∂u(u, ξ)
)2
q(ξ) dξ
= 1
r2
∫∞
−∞ h
2
(
y−α
r
)(
∂g
∂u
(
u, l(u, y)
))2
q
(
l(u, y)
)(∂g
∂ξ
(
u, l(u, y)
))−1
dy
(
par (5.27)
)
= 1r
∫∞
−∞ h
2(x)
(
∂g
∂u
(
u, l(u, α+ rx)
))2
q
(
l(u, α + rx)
)(∂g
∂ξ
(
u, l(u, α + rx)
))−1
dx(
par (5.29)
)
.
Comme h2 est paire, puisque h est paire, on peut dire que ce moment d’ordre 2 est en O(r). Par
ailleurs, la soustraction du carre´ de la moyenne a` cette espe´rance apporte un terme en O(r0) a`
l’erreur (le carre´ de la vraie moyenne puis un terme en O(r2), ce dernier domine´ par le O(r) que
l’on vient de trouver). En conclusion, la variance est en 1/r + O(r0).
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L’avantage principal de cette me´thode est qu’elle s’applique individuellement a` chaque oc-
curence d’une fonction indicatrice. Mais, contrairement a` la me´thode d’inte´gration par parties,
cette me´thode est biaise´e, et le parame`tre r va permettre d’assurer un compromis entre le biais
et la variance de l’estimateur du gradient de la fonction probabilite´.
5.4.2 Applications
Application au proble`me du mobile
Nous supposons toujours que tf est supe´rieur au support de la loi de τ . Les contraintes que
l’on dualise, sont, rappelons-le,
E
[
IR+(D − |x(τ)− ξ|)
]
≤ 1− p et x(tf ) = 1 .
Il s’agit d’approximer la fonction f(x) = IR+(x) ; pour cela, nous allons choisir par exemple
h(x) =
e−x
(1 + e−x)2
.
L’approximation fr(x) est alors donne´e par
fr(x) = f ∗ hr(x) ;
et finalement, on approximera donc
E
[
IR+
(
D − |x(τ)− ξ|)] par E[ 1
1 + e−
1
r
(D−|x(τ)−ξ|)
]
.
Le Lagrangien associe´ au proble`me s’e´crit
L(u, tf , λ1, λ2) = E
[
tf +
∫ tf
0
u2(t) dt+ λ1 (x(tf )− 1) + λ2
( 1
1 + e−
1
r
(D−|x(τ)−ξ|)
− 1 + p
)]
.
Nous noterons encore ` la fonction sous l’espe´rance. Toujours d’apre`s la technique de l’e´tat
adjoint pre´sente´e dans l’annexe A, l’adjoint est de´fini a` l’optimum par
λ˙ = −H′x = 0 , (5.31)
λ(tf ) = λ1 , (5.32)
− λ2. e
− 1
r
(D−x(τ)+ξ)
r (1 + e−
1
r
(D−x(τ)+ξ))2
+ λ+(τ)− λ−(τ) = 0 six(τ) ≥ ξ , (5.33)
λ2.
e−
1
r
(D+x(τ)−ξ)
r (1 + e−
1
r
(D+x(τ)−ξ))2
+ λ+(τ)− λ−(τ) = 0 sinon . (5.34)
L’algorithme est quasiment analogue a` celui de´crit pour la me´thode de l’inte´gration par parties,
si ce n’est la remise a` jour de λ, qui s’obtient a` partir de (5.33) et (5.34). Dans nos essais
nume´riques, nous avons pose´ rk = 1/(k1/3), k faisant re´fe´rence a` la kie`me ite´ration de l’algorithme.
Les re´sultats sont pre´sente´s sur la Figure 5.15. L’algorithme converge sur cet essai, et sur tous
les autres essais que nous avons faits.
Remarque 5.8. Lorsque nous avons fait ces essais, nous ne savions pas encore quelle e´tait
la re`gle asymtotiquement la meilleure pour choisir le parame`tre r. Cet essai montre donc une
certaine robustesse de la me´thode de l’approximation par convolution, puisqu’elle donne de bons
re´sultats meˆme lorsque le parame`tre r n’est pas choisi de fac¸on optimale.
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Fig. 5.15 – A.C., p = 0.88
Application au proble`me de finance
Re´e´crivons (5.4) sous la forme d’une contrainte en espe´rance :
E
[
IR+
(
ξ − g(u, v))] ≥ p .
Il s’agit d’approximer la fonction f(x) = IR+(x) ; pour cela, nous allons choisir par exemple
h(x) =
3 (1− x2) I1(x)
4
,
ou` I1(x) est la fonction indicatrice de l’intervalle [−1, 1[. On rappelle que l’approximation fr(x)
est alors donne´e par
fr(x) = f ∗ hr(x) ,
et d’apre`s (5.22), on a
(fr)
′(x) =
1
r
3
4
(
1−
(x
r
)2)
I1
(x
r
)
.
Finalement, on approximera donc
E
[
IR+
(
ξ − g(u, v))] par E[fr(ξ − g(u, v))] .
En utilisant cette autre expression de la contrainte en probabilite´, le Lagrangien s’e´crit
L(u, v, λ1, λ2) = E
[
j(u, v, ξ) + λ1(u+ v − 1) + λ2
(
p− fr(ξ − g(u, v))
)]
.
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L’algorithme est identique a` celui de´crit dans la section pre´ce´dente, avec maintenant
(l′)u(u, v, λ1, λ2) = j
′
u(u, v, ξ) + λ1 −
3λ2
4 r
(
1−
(ξ − g(u, v)
r
)2)(
− g′u(u, v)
)
I1
(x
r
)
,
(l′)v(u, v, λ1, λ2) = j
′
v(u, v, ξ) + λ1 −
3λ2
4 r
(
1−
(ξ − g(u, v)
r
)2)(− g′v(u, v))I1(xr
)
,
(l′)λ1(u, v, λ1, λ2) = u+ v − 1 ,
(l′)λ2(u, v, λ1, λ2) = p− fr(ξ − g(u, v)) .
Nous l’avons de´ja` dit, l’estimateur du gradient de la fonction probabilite´ obtenu est un es-
timateur biaise´ (bien qu’il soit asymptotiquement sans biais). Contrairement au proble`me du
mobile, cet exemple est de petite taille (on travaille en dimension 4 puisqu’il y a deux variables
primales re´elles et deux variables duales) ; nous allons donc essayer d’aller plus loin dans notre
e´tude en choisissant le parame`tre r de fac¸on a` minimiser l’erreur quadratique moyenne asymp-
totiquement, autrement dit, la somme des erreurs quadratiques sur toutes les composantes du
gradient.
L’approximation par convolution nous a amene´ a` approximer
Θ2(u, v) = E
[
θ2(u, v, ξ)
]
= E
[
IR+
(
ξ − g(u, v))]
par
E[fr(ξ − g(u, v))] ,
ou`
fr(x) =
1
4
[
−
(x
r
)3
+ 3
(x
r
)
+ 2
]
I1(x) + IR+(x− 1) .
On va donc s’inte´resser aux estimateurs des gradients (Θ′2)u et (Θ
′
2)v, ainsi qu’a` l’estimateur de
la fonction probabilite´ elle-meˆme. Dans toute cette analyse, nous conside´rerons que les gradients
sont e´value´s pour les valeurs des arguments prises a` leur valeur optimale (celle de la solution
que nous connaissons). D’un point de vue nume´rique, nous avons fixe´ le niveau de probabilite´ a`
0.55, on a alors
u∗ = 0 et v∗ = 0.92765 .
Notons (θ′2)
r l’estimateur du gradient de la fonction probabilite´ base´ sur un seul tirage. Il
s’agit d’un estimateur biaise´. On construit l’estimateur base´ sur N tirages inde´pendants
(θ′2)
r
N =
1
N
N∑
i=1
(θ′2)
r
i .
En faisant des de´veloppements limite´s par rapport a` r (voir 5.30), on a trouve´
E[(θ′2)
r
N ]−Θ′2 ∼ a r2 ,
et
var
(
(θ′2)
r
N
)
∼ b
Nr
.
L’erreur quadratique de (θ′2)
r
N par rapport a` Θ
′
2, qui est rappelons-le, la somme de la variance
de (θ′2)
r
N et du carre´ du biais s’e´crit donc :
EQ
(
(θ′2)
r
N ,Θ
′
2
)
∼ b
Nr
+ a2 r4 .
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En effet, d’apre`s l’e´tude de la variance pre´sente´e dans (5.4.1), on sait que
EQ
(
(θ′2)
r
N ,Θ
′
2
)
∼ b
Nr
+ a2 r4 +
cste
N
,
ou` cste est meˆme e´gale au carre´ de la moyenne. Dans cette expression, le premier terme est
de´croissant en r, le deuxie`me terme est croissant en r, et le dernier terme ne de´pend pas de r
(tant que r et N ne sont pas lie´s). La minimisation de cette erreur quadratique en r a` N fixe´
donne r = (b/(4a2N))1/5. Les deux termes retenus sont alors d’ordre N−4/5, ce qui justifie a
posteriori de ne´gliger le terme cste/N domine´ par les deux autres.
On va donc e´valuer a et b nume´riquement. Pour cela, nous avons conside´re´ des estimateurs
base´s sur 100 tirages (N = 100), pour lesquels nous avons e´value´ le biais et la variance en
re´pe´tant 1 000 000 fois cette expe´rience. En prenant r = 1
1001/5
on a trouve´ les constantes au,
av, bu et bv, qui sont celles de la the´orie ge´ne´rale explique´e ci-dessus pour les composantes de la
de´rive´e partielle en u puis en v de la fonction probabilite´ :
au ∼ 1, 74.10−2 , av ∼ 1, 80.10−2
bu ∼ 0, 247 et bv ∼ 0, 263 .
Finalement,
EQ
(
((θ2)
′
u)
r
100, (Θ2)
′
u
)
∼ 0, 0026 ,
EQ
(
((θ2)
′
v)
r
100, (Θ2)
′
v
)
∼ 0, 0028 .
Notons enfin fr,N l’estimateur de la fonction probabilite´ base´ sur N tirages inde´pendants.
En refaisant un raisonnement analogue a` celui qui vient d’eˆtre fait, on montre que l’erreur
quadratique de fr,N par rapport a` Θ2 est
EQ(fr,N ,Θ2) ∼ j
N r
+ e2 r4 ,
avec
e = −1, 95 et j = 3, 90 .
Finalement, l’erreur quadratique moyenne vaut
EQ =
bu
N r
+ a2u r
4 +
bv
N r
+ a2v r
4 +
j
N r
+ e2 r4 ,
et elle est minimale pour
r =
( bu + bv + j
4N (a2u + a
2
v + e
2)
)1/5
.
Pour un niveau de probabilite´ fixe´ a` 0.24, nous avons obtenu les re´sultats pre´sente´s sur la
Figure 5.16. L’algorithme converge sur cet essai, et sur tous les autres essais que nous avons
faits.
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Fig. 5.16 – A.C., p = 0.24
5.5 Analyse qualitative des me´thodes
5.5.1 L’analyse
Les me´thodes de gradient stochastique utilisant une estimation non biaise´e du gradient ont
une erreur quadratique moyenne asymptotiquement en 1/N (voir par exemple [24]). Notre es-
timation de cette erreur asymptotique avec la me´thode biaise´e base´e sur l’approximation par
convolution est en 1/(N 4/5), donc moins bonne. Mais dans la pratique, lorsque l’on met en
œuvre un algorithme de type gradient stochastique, on ne travaille que sur quelques milliers
d’ite´rations. L’objet de cette sous-section est donc de pre´senter une analyse qualitative de ces
deux me´thodes, sans se placer du point de vue asymptotique. Pour simplifier cette analyse, et ne
pas pre´senter au lecteur des formules trop complique´es, nous avons fait cette analyse directement
sur le proble`me de finance.
On rappelle que Θ2(u, v) = E
[
θ2(u, v, ξ)
]
= E
[
IR+
(
ξ − g(u, v))].
Dans la section pre´ce´dente, nous avons montre´ qu’avec la me´thode de l’approximation par
convolution, on obtient
EQ
(
((θ2)
′
u)
r
100, (Θ2)
′
u
)
∼ 0, 0026 ,
EQ
(
((θ2)
′
v)
r
100, (Θ2)
′
v
)
∼ 0, 0028 .
Inte´ressons-nous maintenant a` la me´thode de l’inte´gration par parties. Rappelons qu’il s’agit
d’une me´thode dite non biaise´e, dans le sens ou` le biais de l’estimateur est nul, mais qui a une
certaine variance. Ainsi, en notant (θ ′2)
ip
N l’estimateur obtenu sur N tirages inde´pendants, on a :
E[(θ′2)
ip
N ]−Θ′2 = 0 et var
(
(θ′2)
ip
N
)
=
c
N
.
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En faisant des calculs analogues a` ceux faits dans la section pre´ce´dente pour l’approximation
par convolution, on trouve
E[((θ2)
′
u)
ip
100]− (Θ2)′u = 1, 50.10−5 ,
E[((θ2)
′
v)
ip
100]− (Θ2)′v = 1, 55.10−5 ,
cu = 0, 766 et cv = 0, 818 .
Finalement, pour la me´thode d’inte´gration par parties, on a
EQ
(
((θ2)
′
u)
ip
100, (Θ2)
′
u
)
= 0, 0076 ,
EQ
(
((θ2)
′
v)
ip
100, (Θ2)
′
v
)
= 0, 00818 .
5.5.2 Ide´e nouvelle : combiner les deux me´thodes
Dans un algorithme de gradient stochastique, on s’attend ge´ne´ralement a` effectuer autour
de 4 000 ite´rations. Une nouvelle me´thode est alors envisageable, dans laquelle l’estimateur du
gradient est en fait une combinaison line´aire des deux estimateurs obtenus d’une part par la
technique d’inte´gration par parties, et d’autre part par l’approximation par convolution :
(θ′2)N = α (θ
′
2)
ip
N + (1− α) (θ′2)rN , avec α ∈ R .
L’inte´reˆt de cette nouvelle me´thode est de donner, en fonction du nombre d’ite´rations, un poids
plus important a` la meilleure des deux me´thodes.
Calculons l’erreur quadratique.
EQ
(
(θ′2)N ,Θ
′
2
)
= E
[
((θ′2)N −Θ′2)2
]
= E
[
((θ′2)N − E[(θ′2)N ] + E[(θ′2)N ]−Θ′2)2
]
= α2 EQ
(
(θ′2)
ip
N ,Θ
′
2
)
+ (1− α)2 EQ
(
(θ′2)
r
N ,Θ
′
2
)
+ 2α (1− α) cov
(
(θ′2)
ip
N , (θ
′
2)
r
N
)
.
On a
cov
(
(θ′2)
ip
N , (θ
′
2)
r
N
)
∼ d
N
,
ou` d est une constante a` e´valuer nume´riquement. Pour cela, nous avons a` nouveau conside´re´
des estimateurs base´s sur 100 tirages, pour lesquels nous avons e´value´ la covariance en re´pe´tant
1 000 000 fois cette expe´rience ; les re´sultats sont les suivants :
du = −0, 112 et dv = −0, 118 .
Ainsi, il vient
EQ
(
(θ′2)N ,Θ
′
2
)
= α2
c
N
+ (1− α)2
( b
N r
+ a2 r4
)
+ 2α (1− α) d
N
.
Cette erreur quadratique est minimale pour
r =
( b
4N a2
)1/5
.
On peut de´sormais substituer a` r sa valeur optimale dans l’expression de l’erreur quadratique,
et minimiser cette erreur par rapport a` α ; elle est minimale pour
α =
4 d− 5 22/5 a2/5 b4/5N1/5
8 d− 4 c− 5 22/5 a2/5 b4/5N1/5 .
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On remarque que α tend vers 1 lorsque N tend vers l’infini — ce qui est logique puisque
l’estimateur obtenu par inte´gration par parties est asymptotiquement meilleur —, et que la
correction par rapport a` 1 est d’ordre 1/(N 1/5). On peut ainsi donner l’expression de l’erreur
quadratique obtenue pour les valeurs optimales de r et de α :
EQ
(
(θ′2)N ,Θ
′
2
)
=
1
N
(
c+ β N−1/5 + O(N−2/5)
)
,
avec
β = −2
8/5(c− d)2
5 a2/5 b4/5
.
On observe que le gain par rapport a` c/N , qui est l’erreur quadratique de l’estimateur obtenu
par inte´gration par parties, est d’autant plus grand que d est ne´gatif et grand en valeur absolue,
i.e. que les deux estimateurs sont fortement corre´le´s ne´gativement.
L’algorithme associe´ a` cette me´thode est le suivant :
– on se donne (u0, v0, λ01, λ
0
2) ∈
(
R
+
)4
, et 2 σ-suites (εk)k∈N et (ρ
k)k∈N ;
– a` l’e´tape k de l’algorithme, uk, vk, λk1 et λ
k
2 e´tant donne´s, on tire (ou on observe) ξ
k+1 selon
sa loi de probabilite´, puis on remet a` jour les variables primales par
uk+1 = max
(
0, uk − εk (j′u(uk, vk, ξk+1) + λk1 − λk2 l˜′u(uk, vk, λk1 , λk2 , αk, ξk+1)) ,
vk+1 = max
(
0, vk − εk (j′v(uk, vk, ξk+1) + λk1 − λk2 l˜v(uk, vk, λk1 , λk2 , αk, ξk+1))) ,
et les variables duales par
λk+11 = max
(
0, λk1 + ρ
k (`′)λ1(u
k, vk, λk1 , λ
k
2 , ξ
k+1)
)
,
λk+12 = max
(
0, λk2 + ρ
k (`′)λ2(u
k, vk, λk1 , λ
k
2 , ξ
k+1)
)
,
avec
˜`′
u(u, v, λ1, λ2, α) = α IR+
(
ξ − g(u, v)
)
(g′)u(u, v)
q′(ξ)
q(ξ)
+(1− α) 3
4 r
(
1−
(ξ − g(u, v)
r
)2)(
− g′u(u, v)
)
I1
(ξ − g(u, v)
r
)
,
˜`′
v(u, v, λ1, λ2, α) = α IR+
(
ξ − g(u, v)
)
(g′)v(u, v)
q′(ξ)
q(ξ)
+(1− α) 3
4 r
(
1−
(ξ − g(u, v)
r
)2)(
− g′v(u, v)
)
I1
(ξ − g(u, v)
r
)
,
(`′)λ1(u, v, λ1, λ2) = u+ v − 1 ,
(`′)λ2(u, v, λ1, λ2) = p− fr(ξ − g(u, v)) ,
αk =
4 (du + dv)− 5 22/5 (au + av + e)2/5 (bu + bv + j)4/5 k1/5
8 (du + dv)− 4 (cu + cv)− 5 22/5 (au + av + e)2/5 (bu + bv + j)4/5 k1/5 ,
rk =
( bu + bv + j
4 k (au + av + j)2
)1/5
.
Remarque 5.9. Les essais sont faits en utilisant des e´valuations des constantes a, b, c, d, e et
j, dont on ne dispose pas normalement. Ceci est simplement destine´ a` illustrer le potentiel de la
me´thode dans un cas ide´al. Dans la pratique, il faut utiliser une loi de variation de α qui s’inspire
des re´sultats the´oriques ci-dessus : α ∼ 1−mN−1/5 pour un m a` ajuster heuristiquement.
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Encore une fois, nous avons fixe´ le niveau de probabilite´ a` 0,24. Les re´sultats nume´riques
montrent une ame´lioration significative concernant les variables primales et la variable duale
associe´e a` la contrainte Θ1(u, v) ≤ 1. Malheureusement, sur cet exemple particulier, le fait
de combiner les estimateurs re´introduit le comportement pathologique lie´ au champs de vec-
teurs : lorsque l’on fait 4 000 ite´rations, α vaut 0.95, l’inte´gration par parties a donc un poids
conside´rable par rapport a` l’approximation par convolution. On rencontre ainsi des situations
ou` cette me´thode ame´liore les re´sultats pour u, v, et λ1, mais pas pour le multiplicateur associe´
a` la contrainte en probabilite´, comme le montre la Figure 5.17.
0 400 800 1200 1600 2000 2400 2800 3200 3600 4000
0
0.02
0.04
0.06
0.08
0.10
0.12
erreur contrôle u
0 400 800 1200 1600 2000 2400 2800 3200 3600 4000
−0.5
−0.3
−0.1
0.1
0.3
0.5
0.7
0.9
1.1
1.3
1.5
erreur contrôle v
0 400 800 1200 1600 2000 2400 2800 3200 3600 4000
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
erreur multiplicateur λ1
0 400 800 1200 1600 2000 2400 2800 3200 3600 4000
−0.2
−0.1
0
0.1
0.2
0.3
0.4
0.5
0.6
erreur multiplicateur λ2
Fig. 5.17 – Combinaison des deux estimateurs
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Afin d’e´viter les difficulte´s engendre´es par la nature tre`s particulie`re du champs de vecteurs
gradient, nous allons essayer de re´soudre, lorsque la variable ale´atoire est scalaire, un proble`me
d’optimisation, e´quivalent, formule´ a` l’aide d’un quantile inde´pendant des variables de de´cision.
On souhaite re´soudre le proble`me
min
u
E
[
j(u, ξ)
]
s.c. P{g(u) ≤ ξ} ≥ p .
On a,
P
{
g(u) ≤ ξ} ≥ p ⇔ ψ(g(u)) ≤ 1− p , ψ e´tant la fonction de re´partition
⇔ g(u) ≤ Q1−p , Q1−p e´tant le quantile d’ordre 1− p .
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Nous allons donc de´sormais re´soudre le proble`me
min
u
E
[
j(u, ξ)
]
s.c. g(u) ≤ Q1−p .
Avec cette nouvelle formulation de la contrainte en probabilite´, il apparaˆıt clairement que si g
est convexe en u, l’ensemble admissible de´fini par la contrainte en probabilite´ est convexe. Par
ailleurs, du point de vue algorithmique, les conse´quences de cette formulation seront discute´es
a` la Remarque 5.10.
Pour e´valuer le quantile, nous proce´dons de la fac¸on suivante. Soient ξ1, · · · , ξn n tirages
inde´pendants d’une loi donne´e. On peut les re´ordonner en ordre croissant Y1, · · · , Yn et estimer
le quantile d’ordre 1− p par Yj avec
j/n ≤ 1− p ≤ (j + 1)/n .
Cela revient a` calculer le quantile d’ordre 1− p de la fonction de re´partition empirique
ψn(x) =
1
n
n∑
i
I{Yk≤x} .
L’algorithme ge´ne´ral est donc le suivant :
– on se donne (u0, v0, λ01, λ
0
2) ∈
(
R
+
)4
, et 2 σ-suites (εk)k∈N et (ρ
k)k∈N ;
– a` l’e´tape k de l’algorithme, uk, vk, λk1 et λ
k
2 e´tant donne´s, on tire (ou on observe) ξ
k+1 selon
sa loi de probabilite´, on remet a` jour les variables primales par
uk+1 = max
(
0, uk − εk
(
uk + vk − b+ λk1 − λk2
(1 + b
vk
)))
,
vk+1 = max
(
0, vk − εk
(
uk + vk − ξk+1 + λk1 + λk2
((1 + b)uk − 1− l
(vk)2
)))
,
puis on calcule Qk+11−p, le quantile d’ordre 1− p estime´ sur k+ 1 tirages, et enfin, on remet
a` jour les variables duales par
λk+11 = max
(
0, λk1 + ρ
k
(
uk+1 + vk+1 − 1)) ,
λk+12 = max
(
0, λk2 + ρ
k
(1 + l
vk+1
− (1 + b)u
k+1
vk+1
− 1−Qk+11−p
))
.
Nous avons fixe´ le niveau de probabilite´ a` 0.24. On a obtenu des re´sultats pre´sente´s sur la
Figure 5.18. A titre indicatif, nous avons e´galement trace´ l’estimation du quantile en fonction
du nombre d’ite´rations (Figure 5.19).
Cette approche par le quantile donne donc de meilleurs re´sultats que l’inte´gration par parties
ou l’approximation par convolution : d’une part elle permet d’e´viter les instabilite´s nume´riques
lie´es au phe´nome`me de superposition entre la forme convexe de la fonction couˆt et la forme non
convexe de la fonction de re´partition dans l’e´criture du Lagrangien ; et d’autre part, elle donne
des courbes d’erreur beaucoup plus lisses.
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Fig. 5.18 – Formulation avec le quantile, p = 0.24
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Fig. 5.19 – Estimation du quantile
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Remarque 5.10. Dans un algorithme de gradient stochastique, les espe´rances sont remplace´es
par une estimation base´e sur une seule re´alisation a` chaque ite´ration, et donc cette estimation
n’est jamais asymptotiquement exacte. Les re´alisations successives du bruit intervenant dans
le gradient “sautent” brutalement ; on utilise alors des “petits pas” pour moyenner ces sauts.
L’accumulation de l’information apporte´e par tous les tirages est donc faite par les ite´re´es des
variables elles-meˆmes graˆce aux “petits pas” et a` la formule line´aire du gradient (pre´sentation
heuristique du gradient stochastique).
Dans la formulation que nous proposons ici, le quantile n’est pas calculable exactement, et
n’est pas exprimable, a` notre connaissance, comme une espe´rance. Le principe a donc e´te´ de
remplacer ce quantile par une approximation asymptotiquement exacte car utilisant toutes les
re´alisations passe´es du bruit. Autrement dit, l’estimation du quantile ne “saute” pas, mais au
contraire bouge de moins en moins au cours de l’algorithme. Heuristiquement, on pourrait donc
tre`s bien imaginer, dans la remise a` jour des variables duales, choisir des “grands pas” (i.e. le
contraire de pas tendant vers 0).
5.7 En re´sume´
Nous avons tout d’abord montre´ dans ce chapitre que les contraintes en probabilite´ en-
gendrent tre`s souvent des difficulte´s structurelles dans la mise en œuvre d’algorithmes de type
primal-dual (difficulte´s structurelles en termes de champs de vecteurs et de multiplicateurs no-
tamment). Nous avons ensuite pre´sente´ trois me´thodes permettant de re´soudre un proble`me
d’optimisation sous contrainte en probabilite´ par un algorithme de type gradient stochastique :
l’inte´gration par parties, l’approximation par convolution et l’approche par le quantile.
L’inte´gration par parties est plus ou moins adapte´e selon les situations auxquelles on est
confronte´. Lorsque l’on doit traiter une seule fonction indicatrice, quelle que soit la dimension
de l’ale´a, la technique d’inte´gration par parties ne pose pas de difficulte´, du moins tant que
la densite´ de probabilite´ de la variable ale´atoire reste non nulle (car cette densite´ apparaˆıt au
de´nominateur des estimateurs obtenus). Lorsque l’on a un produit de deux fonctions indicatrices,
et que l’ale´a est de dimension 2, l’inte´gration par parties est envisageable si elle est pre´ce´de´e
d’un changement de variables ; mais elle suppose alors un degre´ suffisant de re´gularite´ sur les
controˆles (autrement, elle ne fait que de´placer le proble`me de re´gularite´). Enfin, il ne nous semble
pas possible de ge´rer le cas de deux fonctions indicatrices, si l’on ne conside`re qu’un seul ale´a.
Par ailleurs, cette technique ne´cessite de connaˆıtre l’expression analytique de la densite´ de la
variable ale´atoire, ce qui n’est pas toujours le cas en pratique. Les avantages de l’approximation
par convolution sont, d’une part qu’elle s’applique individuellement a` chaque occurence d’une
fonction indicatrice, et d’autre part, qu’elle ne ne´cessite pas de connaˆıtre l’expression de la
densite´ de la variable ale´atoire. Enfin, cette me´thode semble, sur le plan nume´rique, moins
sensible que l’inte´gration par parties aux diffe´rentes difficulte´s structurelles que nous avons mises
en e´vidence au de´but de ce chapitre. Cette relative robustesse de la me´thode peut s’expliquer
par le fait que l’approximation par convolution revient pratiquement a` l’introduction d’un bruit
auxiliaire supple´mentaire qui contribue a` lisser le proble`me, surtout lorsque le bruit original
tend a` disparaˆıtre comme on l’a vu sur l’application en finance. Ce bruit artificiel se paie par
l’introduction d’un biais qu’il faut faire disparaˆıtre asymptotiquement, mais qui aide beaucoup
dans les transitoires de l’algorithme. Lorsque l’ale´a est scalaire, et que la variable de de´cision et
l’ale´a sont se´pare´s (i.e. P{g(u) ≤ ξ} ≥ p ) l’approche par le quantile permet d’e´viter les difficulte´s
structurelles lie´es a` la superposition, dans l’e´criture du Lagrangien, entre la forme convexe de
la fonction couˆt et la forme non convexe de la fonction de re´partition ; de plus, si la fonction g
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est convexe, alors on ve´rifie facilement que l’ensemble admissible de´fini par cette contrainte est
convexe.
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Chapitre 6
Optimisation sous contrainte en
probabilite´ : le cas non convexe
La me´thode primale-duale que nous avons applique´e au chapitre pre´ce´dent repose sur l’exis-
tence d’un point selle du Lagrangien du proble`me d’optimisation. Or, dans le cadre non convexe,
les sauts de dualite´ rendent l’utilisation de ce type de me´thode impossible. La technique du La-
grangien augmente´ a e´te´ introduite pour surmonter ces sauts de dualite´ : elle permet de retrouver
un point selle “local”, local au sens d’une limitation des variables primales a` un voisinage de la
solution (pour les cas non convexes, on peut consulter [33] et [7]). Ce chapitre est divise´ en deux
sections. Dans la premie`re section, nous reprenons le proble`me de finance pre´sente´ au chapitre
pre´ce´dent, mais nous e´tudions cette fois le cas non convexe, lorsque la contrainte en probabilite´
est reformule´e comme une contrainte sur un quantile inde´pendant des variables de de´cision. Dans
la seconde section, nous donnons un algorithme ge´ne´ral permettant de minimiser une fonction
non line´aire de l’espe´rance.
6.1 Exemple : le proble`me de finance
Nous ne redonnons pas ici l’interpre´tation e´conomique de ce proble`me de finance (elle
est donne´e a` la section 5.1.2), nous re´e´crivons simplement la formulation mathe´matique du
proble`me :
min
u,v
E
[
j(u, v, ξ)
]
s.c. u+ v − 1 ≤ 0
g(u, v) −Q1−p ≤ 0
ou`,
j(u, v, ξ) = −f(1− u− v)− (1 + b)u− (1 + ξ) v , avec f(x) = −x2/2 + 2x ,
g(u, v) =
1 + l
v
− (1 + b)u
v
− 1 ,
Q1−p est le quantile d’ordre 1− p.
Nous avons vu que pour des niveaux de probabilite´ supe´rieurs a` 0.57, le couˆt optimal, comme
fonction du niveau de probabilite´, n’est pas convexe (voir Figure 5.2).
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Le Lagrangien augmente´ associe´ a` ce proble`me est
Lc(u, v, λ1, λ2) = E
[
j(u, v, ξ)
]
+
1
2 c
[(
max
(
0, λ1 + c (u+ v − 1)
))2
− λ21 +
(
max
(
0, λ2 + c (g(u, v) −Q1−p)
))2 − λ22] ,
avec c > 0.
L’algorithme de Arrow-Hurwicz s’e´crit alors :
u
k+1 = max
“
0, uk−εk
“
j
′
u(u
k
, v
k
, ξ
k+1)+max
`
0, λk1+c (u
k+vk−1)
´
+max
`
0, λk2+c (g(u
k
, v
k)−Qk+11−p)
´
g
′
u(u
k
, v
k)
””
,
v
k+1 = max
“
0, vk−εk
“
j
′
v(u
k
, v
k
, ξ
k+1)+max
`
0, λk1+c (u
k+vk−1)
´
+max
`
0, λk2+c (g(u
k
, v
k)−Qk+11−p)
´
g
′
v(u
k
, v
k)
””
,
λ
k+1
1 = λ
k
1 + ρ
k 1
c
ˆ
max
“
0, λk1 + c (u
k+1 + vk+1 − 1)
´
− λk1
˜
,
λ
k+1
2 = λ
k
2 + ρ
k 1
c
ˆ
max
“
0, λk2 + c (g(u
k+1
, v
k+1)−Qk+11−p)
´
− λk2
˜
,
ou` Qk+11−p est le quantile d’ordre 1 − p de la fonction de re´partition empirique estime´ sur k + 1
tirages.
Nous avons pose´ p = 0.68, c = 3. Sur 4 000 ite´rations, nous avons obtenu les re´sultats pre´sente´s
sur la Figure 6.1. Sur la Figure 6.2, nous avons e´galement trace´ l’estimation du quantile en
fonction du nombre d’ite´rations.
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Fig. 6.1 – Formulation avec le quantile, p = 0.68
Les variables primales ainsi que le multiplicateur associe´ a` la contrainte sur le quantile
convergent ; par contre, le multiplicateur associe´ a` la contrainte u + v − 1 ≤ 0 n’a pas encore
converge´. Nous avons donc relance´ l’expe´rience sur 100 000 ite´rations (Figure 6.3).
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Fig. 6.2 – Estimation du quantile
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Fig. 6.3 – Formulation avec le quantile, p = 0.68, 100 000 ite´rations
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Comme l’un des multiplicateurs converge extreˆmement lentement, nous reprenons l’ide´e de la
Remarque 5.10, et nous renouvelons l’expe´rience en modifiant le choix du pas dans la remise a`
jour des variables duales : au lieu de choisir une σ-suite, nous allons poser ρk = c (car d’apre`s
[12], pour assurer la convergence de l’algorithme dans le cas de contraintes de type ine´galite´, on
doit choisir 0 < ρ ≤ c). Voici par exemple deux se´ries de re´sultats que nous avons obtenues :
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Avec ce choix de pas pour les variables duales, l’algorithme a converge´ sur tous les essais que
nous avons faits.
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6.2 Minimisation d’une fonction non line´aire de l’espe´rance
6.2.1 Motivation
Conside´rons le proble`me
min
u∈Uad
J(u) = E
[
j(u, ξ)
]
s.c. Θ(u) = E
[
θ(u, ξ)
]
= 0 ,
avec j : U × Ω → R , θ : U × Ω → C (fonctions mesurables en ξ), U et C e´tant des espaces de
Hilbert, U ad un sous-ensemble convexe ferme´ de U , et (Ω,A, P ) un espace de probabilite´.
Dans le chapitre pre´ce´dent, notre approche pour re´soudre ce proble`me a` consister a` dualiser
la contrainte en espe´rance (avec un multiplicateur de´terministe λ), puis a` utiliser un algorithme
de type Arrow-Hurwicz base´ sur un gradient stochastique : le gradient en u et λ du Lagrangien
ordinaire L(u, λ) = J(u) + 〈λ,Θ(u)〉 est e´value´, a` chaque ite´ration k, sur un seul tirage ξk+1
inde´pendant de la variable ale´atoire ξ suivant la loi P . Essentiellement, ceci est possible parce
que le Lagrangien s’e´crit comme une espe´rance :
L(u, λ) = E
[
j(u, ξ) + 〈λ, θ(u, ξ)〉] .
Supposons que l’on souhaite utiliser le Lagrangien augmente´ :
Lc(u, λ) = J(u) + 〈λ,Θ(u)〉+ c
2
‖Θ(u)‖2 , (6.1)
ou` c est une constante positive. Alors Lc ne peut plus s’e´crire comme une espe´rance (il apparaˆıt
le carre´ d’une espe´rance) et l’ide´e du gradient stochastique est plus difficile a` utiliser pour
cette raison. D’une manie`re plus ge´ne´rale, toute fonction couˆt faisant intervenir une fonction
non line´aire d’une espe´rance posera la meˆme difficulte´ vis-a`-vis de l’utilisation du gradient
stochastique. Nous proposons dans la section suivante deux approches possibles pour e´crire un
algorithme ge´ne´ral permettant de re´soudre ce type de proble`me.
6.2.2 Algorithme ge´ne´ral
La premie`re approche part de l’algorithme de Arrow Hurwicz stochastique pour le Lagrangien
augmente´ et construit en paralle`le une estimation de l’espe´rance sous le carre´ pour l’utiliser dans
les autres formules de gradient. Concre`tement, l’algorithme est le suivant :
uk+1 = ΠUad
(
uk − εk (j′u(uk, ξk+1)> + θ′u(uk, ξk+1)>(λk + c yk)) ,
yk+1 = (1− c εk) yk + c εk θ(uk+1, ξk+1) ,
λk+1 = λk + ρk yk+1 ,
εk et ρk e´tant deux σ-suites.
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La deuxie`me approche est base´e sur une interpre´tation du Lagrangien augmente´. D’apre`s le
Re´sultat 1.30, on peut remplacer l’expression (6.1) par l’expression e´quivalente suivante :
Lc(u, λ) = max
q∈C∗
(
J(u) + 〈λ,Θ(u)〉 − 1
2c
‖q − λ‖2
)
. (6.2)
Alors le proble`me consistant a` calculer minu∈Uad maxλ∈C∗ Lc(u, λ) s’e´crit, en tenant compte de
(6.2),
min
u∈Uad
max
λ∈C∗
max
q∈C∗
“
J(u) + 〈λ, Θ(u)〉 −
1
2c
‖q − λ‖2
”
= min
u∈Uad
max
λ∈C∗
max
q∈C∗
“
E
ˆ
j(u, ξ) + 〈q, θ(u, ξ)〉
˜
−
1
2c
‖q − λ‖2
”
,
et donc, en supposant que le min max est un point selle, on est revenu a` la situation ou` il s’agit
de calculer le point selle d’une espe´rance de fonction, par exemple avec un algorithme de type
Arrow-Hurwicz stochastique :
uk+1 = ΠUad
(
uk − εk (j′u(uk, ξk+1)> + (θ′u(uk, ξk+1))> qk)) , (6.3)
qk+1 = qk + ρk
(
θ(uk+1, ξk+1)− q
k − λk
c
)
, (6.4)
λk+1 = λk + τk
(qk − λk
c
)
, (6.5)
εk, ρk et τk e´tant des σ-suites.
En fait, on peut envisager de nombreuses variantes de cet algorithme qui a e´te´ e´crit dans
l’optique maxq,λ minu. A priori, on se rapproche plus de l’origine du proble`me maxλ minu Lc en
cherchant a` re´soudre maxλ minu maxq Lc qui conduit a` :
– utiliser d’abord (6.4) avec uk a` la place de uk+1 ,
– puis utiliser (6.3) avec qk+1 ,
– puis utiliser (6.5) avec qk+1.
Une autre variante consisterait (dans l’ide´e que q est la variable “qui doit converger plus vite
que les autres” pour approcher le Lagrangien augmente´) a` re´pe´ter deux fois la remise a` jour de
q dans une ite´ration, ce qui signifie
– que l’on passe d’abord de qk a` qk+1/2 sachant uk ,
– puis de uk a` uk+1 en utilisant ce qk+1/2 ,
– puis de qk+1/2 a` qk+1 en utilisant uk+1 ,
– puis de λk a` λk+1 en utilisant qk+1.
Remarque 6.1. Si la premie`re me´thode nous semble parfaitement concevable, la seconde
me´thode l’est peut-eˆtre un peu moins. En effet, d’apre`s l’interpre´tation du Lagrangien aug-
mente´, le sche´ma minu maxλ a des chances de commuter (existence d’un point selle) a` condition
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d’avoir fait le calcul exact du maxq. Or dans toutes les variantes que l’on a de´crites, le maxq
est fait en meˆme temps que les autres min max, et non pas comple`tement a` chaque ite´ration ...
Mais la comparaison des formules obtenues par ces deux me´thodes nous a semble´ inte´ressante
en soi.
6.3 En re´sume´
Dans ce chapitre, nous avons e´tudie´ les proble`mes d’optimisation sous contrainte en probabi-
lite´ dans le cas non convexe. Du point de vue the´orique, l’outil essentiel que nous avons utilise´ est
le Lagrangien augmente´. Lorsque l’existence meˆme du point selle est remise en cause, il permet de
retrouver un point selle “local”, ce qui constitue un progre`s de´cisif pour appliquer une me´thode
duale a` un proble`me d’optimisation sous contrainte non convexe. L’inte´reˆt de l’utilisation du La-
grangien augmente´ a e´te´ confirme´ dans ce chapitre par les re´sultats nume´riques que nous avons
obtenus pour un proble`me d’optimisation sous contrainte en probabilite´ non convexe, lorsque
l’on reformule la contrainte en probabilite´ comme une contrainte sur un quantile inde´pendant des
variables de de´cision. Plus ge´ne´ralement, l’utilisation du Lagrangien augmente´ nous a e´galement
permis de donner un algorithme ge´ne´ral permettant de minimiser une fonction non line´aire de
l’espe´rance par un algorithme de type gradient stochastique.
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Conclusions et nouveaux axes de
recherche
A` travers ce me´moire, notre objectif principal a e´te´ de proposer une me´thode ge´ne´rale per-
mettant de re´soudre un proble`me d’optimisation stochastique sous contrainte en probabilite´ en
boucle ouverte :
– transformation de la contrainte en probabilite´ en une contrainte en espe´rance,
– recours a` la dualite´,
– recours a` un algorithme d’Arrow-Hurwicz stochastique.
Cette me´thode pre´sente deux avantages majeurs : d’une part, elle permet de re´soudre simul-
tane´ment le proble`me d’optimisation et celui de l’e´valuation des espe´rances par Monte-Carlo ;
d’autre part, c’est une me´thode qui a de´ja` e´te´ utilise´e pour la gestion des proble`mes d’optimi-
sation sous contrainte en espe´rance, et donc pour laquelle on dispose d’un certain nombre de
re´sultats the´oriques et nume´riques. Mais sur le plan mathe´matique, cette me´thode soule`ve une
difficulte´ importante : on re´e´crit la contrainte en probabilite´ comme une contrainte en espe´rance
a` l’aide de la fonction indicatrice, mais cette fonction indicatrice introduit un proble`me de dis-
continuite´, proble`me fondamental pour calculer ensuite le gradient de la contrainte. Pour lever
cette difficulte´, nous avons propose´ trois me´thodes :
– lorsque c’est possible, remplacer la re´solution du proble`me d’optimisation sous contrainte
en probabilite´ par la re´solution d’un proble`me auxiliaire e´crit avec une contrainte de risque
plus re´gulie`re sur le plan mathe´matique ;
– utiliser les techniques d’inte´gration par parties ou d’approximation par convolution pour
obtenir un estimateur du gradient de la contrainte en espe´rance, et si c’est possible, com-
biner ces deux techniques pour re´duire l’erreur quadratique de l’estimateur ;
– lorsque c’est possible, reformuler la contrainte en probabilite´ comme une contrainte sur un
quantile inde´pendant des variables de de´cision.
A ce stade de nos re´flexions, deux nouveaux axes de recherche nous semblent particulie`rement
inte´ressants : d’une part l’e´tude de la combinaison des ide´es du gradient stochastique avec
les techniques de de´composition-coordination pour re´soudre des proble`mes d’optimisation sous
contrainte en probabilite´ de grande taille ; et d’autre part, l’e´tude de proble`mes d’optimisation
sous contrainte en probabilite´ en boucle ferme´e.
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Annexe A
Calcul du gradient du couˆt pour un
proble`me de commande optimale
On conside`re ici un proble`me relativement ge´ne´ral (d’un degre´ de ge´ne´ralite´ suffisant pour
notre utilisation) et on donne le calcul du gradient du couˆt par rapport a` la commande. De cela,
on de´duit la forme des conditions d’optimalite´ a` la Pontriaguine.
Soit
x˙ = f(x, u, t) , x(t0) = x0 donne´, (A.1)
et il s’agit de minimiser le couˆt
J = K
(
x(tf ), tf
)
+M
(
x(ti), ti
)
+
∫ tf
t0
L
(
x(s), u(s), s
)
ds , (A.2)
ou` l’instant ti, suppose´ infe´rieur a` tf , est le premier instant interme´diaire ou`
ϕi
(
x(ti), ti
)
= 0 , (A.3)
et tf est le premier instant final ou`
ϕf
(
x(tf ), tf
)
= 0 . (A.4)
A` noter qu’au temps interme´diaire ti est associe´ le paiement d’un couˆt instantane´ M .
Pour une variation δu(·) de la commande autour d’une trajectoire nominale, on obtient une
variation δx(·) de la trajectoire de x et une variation δti et δtf des instants interme´diaire et final.
Par de´finition de ti et tf a` travers (A.3) et (A.4), ces variations sont lie´es par les e´quations (on
re´sume tous les arguments des fonctions par la seule indication de l’instant ou` il faut e´valuer les
arguments — x, t, u — de ces fonctions)
(ϕi)
′
x(ti)
(
δx(ti) + x˙(ti)δti
)
+ (ϕi)
′
t(ti)δti = 0 , (A.5a)
(ϕf )
′
x(tf )
(
δx(tf ) + x˙(tf )δtf
)
+ (ϕf )
′
t(tf )δtf = 0 . (A.5b)
Par ailleurs,
δx˙ = f ′x(. . . )δx+ f
′
u(. . . )δu , δx(t0) = 0 . (A.6)
Alors,
δJ = K ′x(tf )
(
δx(tf ) + x˙(tf )δtf
)
+K ′t(tf )δtf +M
′
x(ti)
(
δx(ti) + x˙(ti)δti
)
+M ′t(ti)δti
+
∫ tf
t0
(
L′x(s)δx(s) + L
′
u(s)δu(s)
)
ds+ L(tf )δtf .
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On introduit l’e´tat adjoint dont l’e´quation diffe´rentielle est
λ˙ = −(f ′x(. . . ))>λ− (L′x(. . . ))> , (A.7)
et l’on pre´cisera les conditions en ti et tf plus loin. De cette e´quation diffe´rentielle, on tire
L′x(. . . ) que l’on reporte dans l’expression de δJ , ce qui donne
δJ = K ′x(tf )
(
δx(tf ) + x˙(tf )δtf
)
+K ′t(tf )δtf +M
′
x(ti)
(
δx(ti) + x˙(ti)δti
)
+M ′t(ti)δti
+
∫ tf
t0
((− λ˙>(s)− λT (s)f ′x(s))δx(s) + L′u(s)δu(s)) ds+ L(tf )δtf .
Dans cette expression, on peut e´liminer f ′xδx a` l’aide de (A.6), ce qui donne
δJ = K ′x(tf )
(
δx(tf ) + x˙(tf )δtf
)
+K ′t(tf )δtf +M
′
x(ti)
(
δx(ti) + x˙(ti)δti
)
+M ′t(ti)δti
+
∫ tf
t0
((− λ˙>(s)δx(s) − λT (s)δx˙(s)) + (λ>(s)f ′u(s) + L′u(s))δu(s)) ds+ L(tf )δtf .
On voit donc apparaˆıtre la de´rive´e de −λ>δx par rapport au temps, mais comme λ subit une
discontinuite´ en ti (nous allons l’imposer !), il faut scinder l’inte´grale de t0 a` tf en deux morceaux
avant de prendre la primitive (on notera λ− et λ+ les parties continues avant et apre`s ti). Alors,
δJ = K ′x(tf )
(
δx(tf ) + x˙(tf )δtf
)
+K ′t(tf )δtf +M
′
x(ti)
(
δx(ti) + x˙(ti)δti
)
+M ′t(ti)δti
+
[− λ>−δx]tit0 + [− λ>+δx]tfti +
∫ tf
t0
H′u(s)δu(s) ds + L(tf )δtf
ou` nous avons fait apparaˆıtre la de´rive´e partielle en u de l’Hamiltonien H = λ>f + L,
=
(
K ′x(tf )− λ>+(tf )
)
δx(tf ) +
(
K ′x(tf )f(tf ) +K
′
t(tf ) + L(tf )
)
δtf
+
(
M ′x(ti) + λ
>
+(ti)− λ>−(ti)
)
δx(ti) +
(
M ′x(ti)f(ti) +M
′
t(ti)
)
δti
+
∫ tf
t0
H′u(s)δu(s) ds .
L’ide´e est maintenant de faire en sorte que tous les termes ci-dessus, en dehors du terme inte´gral,
soient nuls de`s que les variations δx(ti), δti, δx(tf ) et δx(tf ) sont lie´es par les relations (A.5).
D’apre`s le lemme de Farkas, ceci est vrai si, et seulement si, il existe des coefficients de propor-
tionnalite´ entre les coefficients de ces variations, c’est-a`-dire qu’il existe des vecteurs α i et αf
(de la taille respective de (A.3) et (A.4)) tels que
K ′x(tf )− λ>+(tf ) + α>f (ϕf )′x(tf ) = 0 , (A.8)
K ′x(tf )f(tf ) +K
′
t(tf ) + L(tf ) + α
>
f
(
(ϕf )
′
x(tf )f(tf ) + (ϕf )
′
t(tf )
)
= 0 , (A.9)
M ′x(ti) + λ
>
+(ti)− λ>−(ti) + α>i (ϕi)′x(ti) = 0 , (A.10)
M ′x(ti)f(ti) +M
′
t(ti) + α
>
i
(
(ϕi)
′
x(ti)f(ti) + (ϕi)
′
t(ti)
)
= 0 . (A.11)
La condition (A.8) impose la valeur finale de λ. En se servant de cette valeur finale, on peut
re´e´crire la condition (A.9) sous la forme
H(tf ) +K ′t(tf ) + α>f (ϕf )′t(tf ) = 0 . (A.12)
De meˆme, la condition (A.10) impose la condition de saut de l’adjoint. Ensuite, (A.11) se re´e´crit
H((ti)−)−H((ti)+) +M ′t(ti) + α>i (ϕi)′t(ti) = 0 . (A.13)
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Dans cette expression, on a tenu compte du fait de L est continue au point ti.
On en de´duit qu’a` l’optimum, l’adjoint e´tant de´fini par les conditions (A.7)–(A.8)–(A.10),
on doit avoir que H′u(·) = 0 (si la commande ne supporte aucune autre contrainte), les condi-
tions de transversalite´ (A.12)–(A.13) doivent eˆtre satisfaites ainsi bien suˆr que les contraintes
(A.1)–(A.3)–(A.4). E´videmment, αi et αf s’interpre`tent comme les multiplicateurs associe´s aux
contraintes (A.3)–(A.4).
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