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Abstract
We present a non-iterative solver based on the Schur complement method for
sparse linear systems of special form which appear in Quantum Monte-Carlo
(QMC) simulations of strongly interacting fermions on the lattice. While the
number of floating-point operations for this solver scales as the cube of the
number of lattice sites, for practically relevant lattice sizes it is still signifi-
cantly faster than iterative solvers such as the Conjugate Gradient method in
the regime of strong inter-fermion interactions, for example, in the vicinity of
quantum phase transitions. The speed-up is even more dramatic for the solution
of multiple linear systems with different right-hand sides. We present bench-
mark results for QMC simulations of the tight-binding models on the hexagonal
graphene lattice with on-site (Hubbard) and non-local (Coulomb) interactions,
and demonstrate the potential for further speed-up using GPU.
Keywords: interacting fermions, quantum Monte-Carlo, Schur complement
method
1. Introduction
Quantum Monte Carlo (QMC) is one of the most powerful numerical tech-
niques for studying strongly-correlated many-body quantum systems. QMC is
widely used both in high-energy physics, with lattice Quantum Chromodynam-
ics (QCD) being probably the most important application, and in condensed
matter physics, where we will refer mostly to determinantal QMC.
For models with fermionic degrees of freedom, such as lattice QCD or tight-
binding models which describe electronic band structure in solids, the so-called
fermionic determinant det (M) appears in the path integral representation of
quantum expectation values. This determinant involves a large sparse matrix M
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of some special structure, and its treatment is usually the most computationally
intensive and algorithmically complex part of QMC algorithms.
A popular QMC algorithm is the Hybrid Monte-Carlo (HMC) algorithm,
which is routinely used for lattice QCD simulations [1, 2]. Recently HMC has
also proven to be efficient for QMC simulations of condensed matter systems
with non-local inter-electron interactions [3, 4, 5, 6], for which the standard
Blankenbecler-Scalapino-Sugar (BSS) QMC scheme [7] requires a large number
of auxiliary fields which grows with the number of non-zero potentials at differ-
ent distances. Furthermore, sometimes local updates of auxiliary fields in the
BSS QMC scheme become inefficient in the vicinity of phase transitions [6].
The HMC algorithm is most efficient for models with two “flavours” of
fermionic fields, such as lattice QCD with Nf = 2 flavours of light quarks,
or tight-binding models with spin-1/2 fermions on bipartite lattices at half fill-
ing. In such cases the fermionic determinant appears only in the combination
det (M) det
(
M†
)
= det
(
MM†
)
, which can be represented in terms of the Gaus-
sian integral over auxiliary “pseudo-fermion” fields Y :
detM†M =
∫
dY¯ dY e−Y¯ (M
†M)−1Y . (1)
This representation of the fermionic determinant within the HMC algorithm
requires the multiplication of the source vector Y by the inverse of the fermionic
operator M−1, which is equivalent to solving the linear system of equations
MX = Y. (2)
In practice, the solution of this linear system takes the largest fraction of CPU
time (up to 99%) in HMC simulations.
Yet another situation in which one needs to solve system (2) a large number
of times is the stochastic estimation of fermionic observables. For example,
the calculation of the trace of a fermionic propagator in determinantal QMC
includes a Gaussian stochastic estimator which is the average of the inverse
fermionic operator over the set of Gaussian random vectors Y :
Tr
(
M−1
)
= 〈Y¯ M−1 Y 〉Y . (3)
Thus the development of efficient solvers for the linear system (2) is an im-
portant task relevant for different fields of computational physics. At present
HMC codes mostly use iterative solvers, such as various versions of precondi-
tioned Conjugate Gradient, GMRes and BiCGStab algorithms. While iterative
solvers are very efficient for well-conditioned sparse matrices, in the vicinity of
phase transitions the fermionic matrix M in (2) typically tends to become badly
conditioned, which results in the significant growth of the number of iterations
and slows down the simulations.
Here we propose an efficient non-iterative solver for the system (2) which
is based on the Schur complement method [8, 9, 10]. In essence, this solver is
a tailored implementation of LU decomposition which takes into account the
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special band structure of the fermionic matrix, which is typical for interacting
tight-binding models in condensed matter physics [7] as well as for staggered
[11] and Wilson-Dirac operators used in lattice QCD [12]. Despite the fact that
the number of floating point operations for our solver scales as the cube of the
number of lattice sites, we find that in the regime of strong correlations (e.g.
in the vicinity of a phase transition) it still performs substantially faster than
iterative solvers even for rather large lattices. The reason is that the number
of operations for our non-iterative solver does not depend on the condition
number of the matrix, at least if the numerical round-off errors do not cause
any problems in the LU decomposition in the final stage of the algorithm (see
below). Thus the method becomes advantageous when the number of iterations
in the preconditioned Conjugate Gradient method is significantly increased.
Furthermore, being based on the LU decomposition, this solver benefits from
the possibility of re-using the results of all matrix-matrix operations, which can
lead to strong performance gains in comparison to the CG method if we need to
solve the system (2) for a large number of right-hand side vectors Y and a fixed
matrix M , for example, in calculations which involve stochastic estimators as
in (3). In this case the number of floating-point operations scales only linearly
with the number of lattice sites.
We should also stress that the proposed non-iterative solver, fully analo-
gously to the LU decomposition, is exact if the calculations are performed in
infinite precision. Therefore the round-off errors are the only source of inaccu-
racy and the residual is typically much smaller than the one in solutions obtained
from iterative solvers. Thus we practically remove one of the sources of errors
from our simulations, which can lead, for instance, to more accurate calculation
of the fermionic force during HMC updates of the field configurations.
The paper is organized as follows. In Section 2 we describe the special band
structure of the fermionic matrix M for tight-binding models of interacting
fermions, which we will use to describe the practical implementation of the Schur
solver. In Section 3 we describe the solver and give a rough estimate of how the
complexity of the calculations scales with the lattice size. The solver is described
as a general algorithm applicable for any model of lattice fermions, which can be
rewritten in the form introduced in Section 2. In Section 4 we present the results
of numerical tests comparing the Schur solver with preconditioned CG for two
particular cases of QMC simulations of interacting fermions on the graphene
hexagonal lattice, both with local on-site interactions and non-local (Coulomb)
interaction potentials of different strength. In the concluding Section 5 we
discuss further applications of the developed non-iterative solver.
2. The structure of the fermionic matrix for tight-binding models of
interacting fermions
We start with a brief description of the general structure of the fermionic
matrix M , considering a general form of the tight-binding model of interacting
fermions which is typical in many-body physics.
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QMC algorithms usually deal with the path integral representation of the
partition function
Z = Tr exp
(
−βHˆ
)
, (4)
and the corresponding thermodynamic averages of observables
〈Oˆ〉 = 1ZTr (Oˆe
−βHˆ). (5)
Here Hˆ and Oˆ are the Hamiltonian and some observable respectively and β is
the inverse temperature. We consider a generic fermionic Hamiltonian Hˆ with
interactions between local fermion charges:
Hˆ = Hˆ(2) + Hˆ(4) =
∑
ij
hij cˆ
†
i cˆj +
∑
ij
Uij nˆinˆj , (6)
where indices i, j = 1...Ns are general indices which define lattice sites, spin
components, orbitals, etc., and nˆi = cˆ
†
i cˆi. The first part in (6) contains only bi-
linear fermionic terms and is defined by the matrix of one-particle Hamiltonian
hij . The second part contains four-fermion terms describing inter-fermion in-
teractions. The most prominent example of such a Hamiltonian is the Hubbard
model which includes only local on-site interaction of fermions with different
spins.
The path integral representation of the partition function (4) starts from the
Suzuki-Trotter decomposition of the partition function
Tr e−βHˆ ≈ Tr
(
e−∆τ Hˆ(2)e−∆τ Hˆ(4)e−∆τ Hˆ(2)e−∆τ Hˆ(4) ...
)
(7)
into a product of 2Nt exponentials, each associated with a small interval of
Euclidean time τ ∈ [0, β] of size ∆τ = β/Nt. The next step is the Hubbard-
Stratonovich decomposition of the exponents e−∆τ Hˆ(4) which contain the inter-
action term:
e−
∆τ
2
∑
ij Uij nˆinˆj ∼=
∫
Dφx e
− 12∆τ
∑
ij φiU
−1
ij φj ei
∑
i φinˆi , (8)
e
∆τ
2
∑
ij Uij nˆinˆj ∼=
∫
Dφx e
− 12∆τ
∑
ij φjU
−1
ij φj e
∑
i φinˆi , (9)
where we have to use the transformation (8) for repulsive interactions (op-
posite charges repel) and (9) for attractive interactions. Upon the Hubbard-
Stratonovich transformation all the exponents in the Suzuki-Trotter decompo-
sition (7) contain only the operators which are quadratic in the fermionic fields
(fermionic bilinears), at the expense of introducing an additional path integral
over the fields φi.
Exponents of the fermionic bilinear operators can be further transformed
into the matrix exponents of operators on the much smaller one-particle Hilbert
space by using, for example, the formalism of the Grassmann coherent states
4
|ξ〉 with cˆi |ξ〉 = ξi |ξ〉, where the anti-commuting Grassmann variables ξ¯i, ξi
are in one-to-one correspondence with the fermionic creation and annihilation
operators cˆ†i , cˆi [2]. We insert the identity decomposition I =
∫
dξ¯dξ e−ξ¯ξ |ξ〉 〈ξ|
between all the exponentials in (7) and use the relation
〈ξ|e−∆τ
∑
ij hij cˆ
†
i cˆj |ξ′〉 = e(
∑
ij ξi(e
−∆τ h)ijξ′j). (10)
After integrating out the Grassmann variables∫
Dξ¯ξe(
∑
ij ξ¯iMijξj) = detM (11)
we arrive at the following form of the fermionic matrix M :
M =

I D1
I D2
I D3
. . .
. . .
I D2Nt−1
D2Nt I

, (12)
where the blocks Di are Ns ×Ns matrices, similarly to the one-particle Hamil-
tonian hij . As follows from the Suzuki-Trotter decomposition (7), the matrix
M contains 2Nt × 2Nt such blocks. Even blocks are diagonal matrices which
contain exponents with auxiliary Hubbard-Stratonovich fields
D2k = ±
e
iφk1
. . .
eiφ
k
Ns
 , (13)
where we take plus sign for the last block with k = Nt and minus sign otherwise.
For odd blocks which correspond to the exponents of the fermionic bilinear
term in the Hamiltonian (6) one can use two different forms. First, one can use
the matrix exponent of a one-particle hamiltonian h, as suggested by (10):
D2k−1 = −e−∆τ h. (14)
This form can be advantageous for preserving some symmetries of the original
Hamiltonian (6) at the level of the discretized path integral [13]. However, since
the Trotter decomposition anyway introduces a discretization error of order
O
(
∆τ2
)
in the partition function (4) and observables (5), one can also expand
the exponential in (14) to the leading order in ∆τ :
D2k−1 = −1 + ∆τ h. (15)
The advantage of this form is that the blocks D2k−1 are sparse matrices, which
allows to significantly speed-up matrix-matrix and matrix-vector operations.
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In practice, we have found that also many elements of the non-sparse matrix
(14) are numerically very small, of order 10−5 and smaller, and can be set
to zero without introducing any noticeable error in the results of Monte-Carlo
simulations. This allows to use sparse linear algebra to speed up the algorithm
even for the exponential representation (14).
However, the algorithm which we describe in this work does not depend on
the particular form of the blocks Di, thus in what follows we will work with a
general form of the blocks Di which is valid both for (14) and (15).
Here we took as an example the Gaussian Hubbard-Stratonovich transfor-
mation with only one Hubbard field. In principle, more general decompositions
of the interaction term H(4) are also useful [14], but they do not lead to sig-
nificant changes in the structure of the matrix (12) and all further derivations
still remain valid. A detailed discussion of the structure of the fermionic matrix
(12) can be found in [3, 4] for the Hubbard-Coulomb model on the hexagonal
lattice, and in [5, 6] for more general cases.
The band form of the fermionic matrix (12) is not unique to the interacting
tight-binding models in condensed matter physics. Fermionic matrices (Dirac
operators) which are commonly used for lattice QCD simulations can be also
represented in the band form (12), which is especially useful for lattice QCD
simulations based on the canonical partition functions at fixed particle number
[15, 16, 17]. The transformation to the band form (12) is particularly simple
for staggered fermions [11], and requires additional matrix transformations on
the blocks Di for Wilson-Dirac fermions [12] due to nontrivial dependence on
time-like link variables.
3. Description of the Schur complement solver
The main idea of the Schur complement solver is the iterative contraction of
the number of Euclidean time steps. At each iteration we effectively decrease Nt
by a factor of two. In the end we arrive at the matrix of size
(
Ns dNt/2lmaxe
)×(
Ns dNt/2lmaxe
)
, where lmax is the number of iterations and dxe is the ceiling
function. For this much smaller matrix we can already use LU decomposition
of sparse matrices in order to solve the remaining linear system.
Similarly to the matrix M we divide the vectors X and Y in (2) into the
blocks of the size Ns.
X ≡ X(1) =

X
(1)
1
X
(1)
2
...
X
(1)
K1−1
X
(1)
K1
 , Y ≡ Y
(1) =

Y
(1)
1
Y
(1)
2
...
Y
(1)
K1−1
Y
(1)
K1
 . (16)
In here, the upper index denotes the Schur iteration. At lth iteration the number
of blocks Kl decreases as Kl+1 = dKl/2e, where K1 = 2Nt corresponds to the
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Algorithm 1 Iterative Schur complement solver for arbitrary Nt
1: function X(l) =SchurComplementSolve(Y (l), N
(l)
t , D
(l)
k )
2: // Computes the solution to M (l)X(l) = Y (l),
3: // where M (l) has the form (12) with off-diagonal blocks D
(l)
k
4: N
(l+1)
t := dN (l)t /2e
5: if mod (N
(l)
t , 2) = 0 then
6: D
(l+1)
k := −D(l)2kD(l)2k+1, k = 1 . . . N (l+1)t − 1
7: D
(l+1)
N
(l+1)
t
:= −D(l)
N
(l)
t
D
(l)
1
8: Y
(l+1)
k := Y
(l)
2k −D(l)2kY (l)2k+1, k = 1 . . . N (l+1)t − 1
9: Y
(l+1)
N
(l+1)
t
:= Y
(l)
N
(l)
t
−D(l)
N
(l)
t
Y
(l)
1
10: else if mod (N
(l)
t , 2) = 1 then
11: D
(l+1)
k := −D(l)2k−1D(l)2k , k = 1 . . . N (l+1)t − 1
12: D
(l+1)
N
(l+1)
t
:= D
(l)
N
(l)
t
13: Y
(l+1)
k := Y
(l)
2k−1 −D(l)2k−1Y (l)2k , k = 1 . . . N (l+1)t − 1
14: Y
(l+1)
N
(l+1)
t
:= Y
(l)
N
(l)
t
15: end if
16: if l < lmax then
17: X(l+1) =SchurComplementSolve(Y (l+1), N
(l+1)
t , D
(l+1)
k )
18: else if l = lmax then
19: Solve M (l+1)X(l+1) = Y (l+1) using LU decomposition
20: end if
21: if mod (N
(l)
t , 2) = 0 then
22: X
(l)
2k−1 := Y
(l)
2k−1 −D(l)2k−1X(l+1)k , k = 1 . . . N (l+1)t
23: X
(l)
2k := X
(l+1)
k , k = 1 . . . N
(l+1)
t
24: else if mod (N
(l)
t , 2) = 1 then
25: X
(l)
2k := Y
(l)
2k −D(l)2kX(l+1)k+1 , k = 1 . . . N (l+1)t − 1
26: X
(l)
2k−1 := X
(l+1)
k , k = 1 . . . N
(l+1)
t
27: end if
28: return X(l)
29: end function
original system (2), which is now written as
M (1)X(1) = Y (1), (17)
where M (1) is the equivalent of the initial matrix (12) in which the blocks D
(1)
k
also acquire the upper index according to the number of Schur iteration being
performed.
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We start with the iteration l = 1, for which
mod (Kl, 2) = mod (2Nt, 2) = 0
and the matrix M in (2) has the form (12). At the beginning of each iteration,
we first perform a permutation of blocks of size Ns inside the vector X:
PKl

X1
X2
...
XKl−1
XKl
 =

X1
XKl/2+1
X2
XKl/2+2
...
XKl/2
XKl

. (18)
We also apply this permutation both to all entities (matrix, vectors) in (17):
P †KlM
(l)PKl P
†
Kl
X(l) = P †KlY
(l). (19)
The inverse permutation P †Kl looks like:
P †Kl

X1
X2
...
XK−1
XKl
 =

X1
X3
...
XKl−1
X2
X4
...
XKl

. (20)
After the permutation of columns and rows is applied to the matrix M (l), it
takes the following form:
P †KlM
(l)PKl ≡ M¯ (l) =
=

I D
(l)
1
I D
(l)
3
. . .
. . .
I D
(l)
Kl−1
0 D
(l)
2 I
. . . D
(l)
4 I
. . .
. . .
. . .
D
(l)
Kl
0 I

. (21)
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Thus, M¯ (l) can be then divided into four large blocks of the same size:
M¯ (l) =
(
I R(l)
Q(l) J (l)
)
, (22)
where J (l) = I,
R(l) =

D
(l)
1
D
(l)
3
. . .
D
(l)
Kl−1
 , (23)
and
Q(l) =

0 D
(l)
2
. . .
. . .
. . . D
(l)
Kl−2
D
(l)
Kl
0
 . (24)
After similar division of permuted vectors into upper and lower components
X¯(l) ≡ P †KlX(l) =
(
UX
(l)
LX
(l)
)
, Y¯ (l) ≡ P †KlY (l) =
(
UY
(l)
LY
(l)
)
, (25)
where each component contains Kl/2 blocks of size Ns, the system (19) takes
the form {
U
(l)
X +R
(l)L
(l)
X = U
(l)
Y ,
Q(l)U
(l)
X + J
(l)L
(l)
X = L
(l)
Y .
(26)
Expressing U
(l)
X from the first equation in (26) as
U
(l)
X = U
(l)
Y −R(l)L(l)X (27)
we can rewrite the second equation in (26) as(
J (l) −Q(l)R(l)
)
L
(l)
X = L
(l)
Y −Q(l)U (l)Y . (28)
Once we solve equation (28) and find LX
(l), the upper part U
(l)
X of the vector
X¯(l) can be immediately found using the first equation in (26). Thus we have
effectively reduced the size of the linear system (19) by a factor of two.
An important observation is that the Schur complement of M¯ (l), i.e., the
matrix
(
J (l) −Q(l)R(l)), which appears in the equation (28) has exactly the
same form as the original matrix M ≡M (1) in (12):
(
J (l) −Q(l)R(l)
)
=

I D
(l+1)
1
I D
(l+1)
2
. . .
. . .
I D
(l+1)
Kl+1−1
D
(l+1)
Kl+1
I

(29)
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with
D
(l+1)
k := −D(l)2kD(l)2k+1, k = 1 . . .Kl+1 − 1,
D
(l+1)
Kl+1
:= −D(l)KlD
(l)
1 . (30)
Now we can repeat the same steps (19) - (28) with the following substitution:
M (l+1) := J (l) −Q(l)R(l),
X(l+1) := LX
(l),
Y (l+1) := LY
(l) −Q(l)UY (l). (31)
The case mod (Kl, 2) = 1 is treated as follows. We first artificially increase
the size of the system M (l)X(l) = Y (l) by the blocksize Ns and thus consider
M ′(l)X ′(l) = Y ′(l) (32)
which is now a system of blocksize K ′l ×K ′l , K ′l = Kl + 1 with
M ′(l) =
(
I 0
0 M (l)
)
and Y ′(l) =
(
0
Y (l)
)
. (33)
We then proceed by applying the steps (19) - (28) to the modified system (32).
The permutation of M ′(l) leads to
P †K′lM
′(l)PK′l ≡ M¯ ′(l) =
(
I R′(l)
Q′(l) J ′(l)
)
, (34)
where again I, J ′(l), R′(l) and Q′(l) are of the same blocksize K ′l/2×K ′l/2 with
J ′(l) =
 I . . .
D
(l)
Kl
I
 , R′(l) =

0
D
(l)
2
D
(l)
4
. . .
D
(l)
Kl−1
 , (35)
and
Q′(l) =

0 D
(l)
1
. . .
. . .
. . . D
(l)
Kl−2
0
 . (36)
The Schur complement
(
J ′(l) −Q′(l)R′(l)) has again the same structure as in
(29) with
D
(l+1)
k := −D(l)2k−1D(l)2k , k = 1 . . .Kl+1 − 1,
D
(l+1)
Kl+1
:= D
(l)
Kl
. (37)
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Thus we can proceed with iterations switching between eq. (30) and (37) if
necessary.
If the number of Euclidean time slices Nt is some power of two, i.e., Nt = 2
m,
the matrix M (m+1) takes the form
M (m+1) =
(
I (−1)m∏Ntk=1D(1)k
(−1)m∏Ntk=1D(1)k+Nt I
)
. (38)
The final linear system (the second equation in the system (28)) which we need
to solve involves the matrix:
I −Q(m+1)R(m+1) = I −
2Nt∏
k=1
D
(1)
k . (39)
In contrast to the original system of linear equations (2) with (NsNt)× (NsNt)
matrix M , the system (39) involves only much smaller Ns×Ns matrices and thus
can be solved using non-iterative (exact) methods such as the LU decomposition.
The solution X(lmax) is finally obtained in the last iteration, after the LU
decomposition of the M (lmax) matrix. Subsequently, we can revert all iterations
using the following relations:
X(l−1) = Pl−1
(
UY
(l−1) −R(l−1)X(l)
X(l)
)
. (40)
In the case of odd blocksize mod (Kl−1, 2) = 1, this step yields X ′
(l−1)
because
of the artificial enlargement of the linear system described by equation (32).
Thus in order to obtain X(l−1) we have to omit the first block of size Ns from
X ′(l−1). In the end we restore the initial vector X ≡ X(1).
Algorithm 1 summarizes the above description of the iterative Schur com-
plement solver in terms of pseudocode, where all permutations Pl and P
†
l are
made explicit.
In practice the condition number of the matrices D
(l)
k grows exponentially
with l. As a result, we found a hard limit of lmax = 6− 8 Schur iterations using
double precision due to the fact that the matrices D
(l)
k with l > lmax cannot be
calculated and expressed in this floating-point format. lmax can be increased by
a small number of iterative refinement steps [18] as described in the Algorithm 2.
For l ≤ lmax, the iterative refinement can be used for suppression of round-off
error in the bare Schur complement solver.
Note that, if we work with initially sparse above-diagonal blocks D
(1)
k of the
form (15), the blocks D
(l)
k become less and less sparse as the number of Schur
iterations l increases. As a result, sparse matrix multiplications become less and
less efficient.
Clearly, one needs to store the matrix blocks D
(l)
k in memory in order to per-
form backward iterations which reconstruct X(l−1) from X(l). Thus the method
is rather memory consuming. On the other hand, once all matrix blocks D
(l)
k
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Algorithm 2 Iterative Refinement
1: function X =IterativeRefinement(M,Y )
2: // Computes the solution to MX = Y
3: X := 0, R := Y
4: while Solution X too inaccurate do
5: Solve MU = R via Schur complement solver
6: Add the correction to the solution X := X + U
7: Calculate new residual R := Y −MX
8: end while
9: end function
are calculated and the final LU decomposition of the final matrix M (lmax) is per-
formed, all further solutions of the linear system (2) with different right-hand
sides Y become very cheap, since only a limited number of matrix-vector oper-
ations is needed in order to perform full reconstruction of the solution X using
equation (40). The complexity of these matrix-vector operations is comparable
to the single application of the original fermionic matrix M to a vector. In par-
ticular, this allows to efficiently implement the iterative refinement algorithm
[18] (see Algorithm 2), since matrix-matrix operations are performed only dur-
ing the first iteration. Furthermore, one can use the Schur complement solver
for the fast inversion of the matrix M , which amounts to solving system (2)
with multiple right-hand-side vectors Y which have only a single unit element.
This sparseness of Y allows one to further speed-up the inversion algorithm.
We can also re-use the results of matrix-matrix multiplications performed
when solving the system (2) in order to solve the system of the form
M†X = Y. (41)
This possibility is very important in practice, because the system
M†MX = Y (42)
naturally appears in HMC calculations of spin-1/2 systems, and requires con-
secutive solution of the systems (2) and (41). For the system (41) the forward
iterations take the following form:
X(l+1) := LX
(l),
Y (l+1) := LY
(l) − (R(l))†UY (l), (43)
where vectors UX
(l), LX
(l) and UY
(l), LY
(l) are defined according to (25). In
the final iteration we obtain the matrix (M (lmax))†, thus the LU decomposition
can be re-used too. Correspondingly, backward iterations are changed as
X(l−1) = Pl−1
(
UY
(l−1) − (Q(l−1))†X(l)
X(l)
)
. (44)
12
The matrices Q(l) and R(l) are taken from the previous run of the algorithm for
the linear system (2) with matrix M .
The number of floating-point operations for the Schur complement solver
with initially sparse blocks D
(1)
2k−1 of the form (15) in (12) can be estimated as
Nop =
lmax∑
l=1
N2l Ns
Nt
2l
+NLU , (45)
where lmax is the total number of Schur iterations which is limited either by
log2 (Nt) or due to the accumulation of numerical round-off errors, as discussed
above. We have also assumed that Nt = 2
m with some positive integer m. Nl
is the number of non-zero elements in each column (row) of the blocks D
(l)
k at
l-th Schur iteration, which typically grows with l as
Nl =
{
A ld, A ld < Ns,
Ns, A l
d > Ns,
(46)
where d is the number of spatial lattice dimensions and A is some numerical pre-
factor which depends on the number of fermion components, number of nearest
neighbors on the lattice of a given type, and so on. For dense matrices, Nl = Ns
for all l. NLU is the number of floating-point operations required for the LU
decomposition, which in general scales with Ns and Nt as
NLU ∼
(
Ns
Nt
2lmax
)3
. (47)
While this scaling can be made milder by using sparse linear algebra, it still
dominates the CPU time for sufficiently large Ns or Nt.
For practical simulations we have implemented three different versions of the
Schur complement solver:
• A CPU version with sparse linear algebra (intended for use with sparse
initial blocks D2k−1 of the form (15))
• A CPU version with dense linear algebra (intended for use with dense
initial blocks D2k−1 of the form (14))
• A GPU version with dense linear algebra.
The usage of sparse linear algebra is still advantageous even taking into account
the fact that initially sparse blocks Dlk become denser and denser after repeating
Schur iterations. We can make the following estimate: in the case of sparse
initial blocks D2k−1 on 2D hexagonal lattice with spatial dimensions 12 × 12,
blocks Dlk still have half of their elements equal to zero even after l = 6 Schur
iterations. Thus the sparse matrix-matrix operations give some speedup even
during the last iteration. In addition, if log2 (Nt) > lmax, or if Nt is not a power
of two, the final matrix M (lmax) contains several zero Ns×Ns blocks away from
the diagonal, and (obviously sparse) identity matrices on the diagonal.
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However, if the lattice is small enough, the blocks Dlk become dense too fast,
even if they were sparse initially. In this situation the dense linear algebra is
advantageous in any case.
For the CPU version of our solver, the final LU decomposition of the matrix
M (lmax) is made using the SuperLU library [19], which offers very efficient im-
plementations of LU decomposition both for dense and sparse matrices. In the
GPU version, we currently work only with dense matrices and use the cuSOLVER
library for the final LU decomposition and cuBLAS for the linear algebra oper-
ations. Efficient GPU implementation of LU decomposition for sparse matrices
have became available only recently [20], thus we were not yet able to test it.
4. Numerical tests
As a practical benchmark test for our algorithm, we consider the HMC
simulations of the interacting tight-binding model (6) on the hexagonal graphene
lattice. The one-particle Hamiltonian in (6) is spin-independent, and its matrix
elements hx,y are equal to −κ if x and y are neighboring lattice sites, and zero
otherwise.
We consider two physically different options for the inter-fermion interaction
potential in (6). The first is the on-site interaction potential Uxy = Uδxy, which
corresponds to the Hubbard model on the hexagonal lattice. At the critical
value Uc = 3.8κ, this model undergoes a quantum phase transition towards an
insulating, strongly correlated anti-ferromagnetic state [21, 13].
The second option is the realistic inter-electron interaction potential for sus-
pended graphene [22], which was used in HMC simulations in [3, 23]. We refer
to the latter choice as the Hubbard-Coulomb model. If one uniformly scales
this potential as Uxy → cUxy, this model also undergoes a phase transition
towards an insulating state at c ≈ 1.43 ≈ (0.7)−1 [3, 23]. To make a meaningful
comparison between the Hubbard and the Hubbard-Coulomb models, we thus
use the value U/Uc = 0.7 to define the weak-coupling regime.
To this end we select ten configurations of the Hubbard fields φkx generated
by a well-thermalized HMC simulation and use them inside the even blocks D2k
as defined in (13) in order to construct the matrix (12). To make a meaningful
comparison with the CG algorithm, which is efficient only for sparse matrices,
we use the originally sparse form (15) of the matrix blocks D2k−1 ≡ D(1)2k−1.
A first set of tests addresses the accuracy of the proposed Schur complement
solver. Recall that all matrices D
(l)
k , l ≤ lmax + 1 are used in the Schur comple-
ment solver with lmax steps. For the left plot of Fig. 1 we first calculated the
matrices D
(lmax+1)
1 in quadruple (D
(lmax+1)
1,quad ) and double precision (D
(lmax+1)
1,double )
for one of our test configurations in the strong-coupling phase of the Hubbard
model. As already stated in the Section 3, the condition number of the matrices
D
(l)
k grows exponentially in l as depicted by plot of the condition number of
Dlmax+11,quad . Due to this fact, the exactness of the matrices D
(l)
k calculated in dou-
ble precision decreases exponentially in comparison to the matrices calculated
in quadruple precision which is shown in the plot of ||D(lmax+1)1,quad −D(lmax+1)1,double ||2.
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Therefore, the accuracy of a single Schur complement solution in double pre-
cision also decreases exponentially as can be seen in the right plot of Fig. 1.
Nevertheless, a relative residual up to machine precision could be obtained via
iterative refinement, see Algorithm 2. For lmax ≤ 7 the solution was obtained
with 2 steps of iterative refinement whereas 5 steps were needed in the case
lmax = 8. For lmax > 8 the method completely failed. The ratio TIterRef/TSchur
of CPU-time furthermore indicates that the main effort of the Schur method
lies in the preparation phase.
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Figure 1: Left: Condition number of the matrices Dlmax+11 in quadruple and double precision
as well as the difference of the two variants measured in the two-norm. Right: Comparison
of the accuracy and CPU-time of the standalone Schur complement method versus the Schur
complement method plus iterative refinement. Here we use one of the test configurations in
the strong-coupling phase of the Hubbard model with Ns = 288 and Nt = 256.
In the next set of tests we compare the timing of the Schur complement
solver with that of the Conjugate Gradient iterative algorithm. In both cases
(CG and Schur solver) we solve the system (42). For the Schur solver this means
that all matrix-matrix operations and LU decomposition are made once, but
matrix-vector operations (which are very cheap) are made twice, first for M† and
subsequently for M operator, as discussed in the Section 3. We then calculate
the ratio TCG/TSchur of CPU times required to solve the linear system (2) with
both methods. While for the Schur complement solver this time depends only
on the lattice size, for the Conjugate Gradient method the condition number of
the matrix strongly affects the number of iterations required to find the solution
with a given precision. We use the global relative error
E =
||M†MX − Y ||2
||Y ||2
(48)
as a measure of uncertainty during the solution of the system. CG iterations
stops when E < 10−9. This precision is usually enough in HMC calculations.
On the other hand, typical uncertainty observed after the application of the
Schur solver is much smaller and lies in the region E = 10−12...10−11. It reflects
the “exact” nature of the non-iterative solver: the only source of inaccuracy is
the round-off errors.
The results of comparison are shown on Fig. 2. As expected, the largest
speedup is achieved for smaller lattices. In this case the usage of dense linear
15
T
C
G
 / 
T
Sc
hu
r
Ns
Strong interaction
Sparse Linear Algebra
Dense Linear Algebra
 1
 10
 100
 100  1000
T
C
G
 / 
T
Sc
hu
r
Ns
Weak interaction
Sparse Linear Algebra
Dense Linear Algebra
 0.1
 1
 10
 100
 100  1000
T
C
G
 / 
T
Sc
hu
r
Ns
Hubbard-Coulomb model
Sparse Linear Algebra
 0.1
 1
 10
 500  1000  1500  2000  2500  3000
T
C
G
 / 
T
Sc
hu
r
Nt
Sparse Linear Algebra
Hubbard model, U/Uc = 0.87
Hubbard model, U/Uc = 1.07
 1
 10
 100
 50  100  200  300  400
Figure 2: Comparison of timings TCG and TSchur of Conjugate Gradient and Schur comple-
ment solver for a single system of equations (42) for the tight-binding models on the hexagonal
lattice. On the top: for the Hubbard model in the strong-coupling regime with U/Uc = 1.07
(left plot) and in the weak-coupling regime with U/Uc = 0.87 (right plot) at fixed Nt = 128
and different Ns. Bottom left: for the Hubbard-Coulomb model in the weak coupling regime
away from the phase transition (U/Uc = 0.7) at fixed Nt = 80 and different Ns. Bottom
right: for the Hubbard model at fixed Ns = 392 and physical temperature βκ = 21.6 and
different Nt. In most cases we show two curves where either only dense or only sparse linear
algebra was used for all matrix-matrix multiplications in (30). The filled area demonstrates
the ±σ interval for the distribution of TCG at given parameters: the number of CG iterations
can vary from one configuration φkx to another.
algebra is advantageous even for sparse initial blocksD2k−1 because they become
dense too early in the process of Schur iterations. The most important result
is that in the strong-coupling phase of the Hubbard model the Schur solver is
faster than Conjugate Gradient iterations even for lattices with Ns = 1000 sites.
Moreover, when the linear algebra routines for sparse matrices are used, the
speed-up is by at least a factor of ten, and depends rather weakly on the lattice
size. A rough extrapolation of this result suggests that in the strong-coupling
phase of the Hubbard model the Schur complement solver will outperform CG
iterations for all practically relevant lattice sizes up to at least Ns ∼ 104.
In the weak-coupling phase of the Hubbard model the speed-up is also sig-
nificant for moderately large lattice sizes, however, the difference with CG is
not so large. Again, a rough extrapolation suggests that in this regime the
Conjugate Gradient method might become more efficient than the Schur solver
at Ns ∼ 103 . . . 104. Likewise, for the Hubbard-Coulomb model in the weak-
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Figure 3: Comparison of timings TCG and T
′
Schur of Conjugate Gradient and Schur comple-
ment solver for a single right-hand side in the equations (42) excluding the time for matrix-
matrix operations within the Schur solver (which can be re-used for multiple right-hand sides).
On the top: for the Hubbard model in the strong-coupling regime with U/Uc = 1.07 (left plot)
and in the weak-coupling regime with U/Uc = 0.87 (right plot) at fixed Nt = 128 and different
Ns. Bottom left: for the Hubbard-Coulomb model in the weak coupling regime away from
the phase transition (U/Uc = 0.7) at fixed Nt = 80 and different Ns. Bottom right: for the
Hubbard model at fixed Ns = 392 and physical temperature βκ = 21.6 and different Nt.
Similar to the figure 2 we show results for both cases where we use sparse and dense linear
algebra, filled areas demonstrate the dispersion of the distribution of TCG.
coupling phase the Schur complement solver outperforms CG iterations only up
to Ns ∼ 103.
These trends become even more favourable for the Schur solver if we consider
the timing T ′Schur for multiple solutions of the system (2) with different right-
hand sides Y . For CG, we still consider the conventional iterations without any
speed-up for multiple right-hand sides, while for the Schur solver only matrix-
vector operations are involved. These results are illustrated on Fig. 3, which
has the same layout as Fig. 2. We see that in this case the gained speed-up
is by a factor of at least 102. Most importantly, the speed-up increases with
lattice size Ns, thus the Schur solver becomes more and more advantageous for
the calculation of observables (3) with increasing lattice size.
Again, the gain in performance is more profound in the strongly-correlated
regime behind the phase transition. In this case the speedup over CG can reach
levels well above 103 for large enough lattices.
In the next tests we compare the efficiency of the GPU-parallelization of
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Figure 4: Speedup with parallelization of both solvers on GPU. The comparison is made for
the case of the Hubbard model in strongly-correlated regime (U/Uc = 1.07), Nt = 128. For
the case of Schur solver, dense linear algebra routines were used in both (CPU and GPU)
cases. The following hardware was used for the tests: Intel Xeon E5645 vs NVIDIA Tesla
M2075.
iterative and non-iterative solvers. Timings of single-core CPU and single-GPU
implementations of the Schur complement solver are compared. On Fig. 4 we
show the ratios TCPU/TGPU of the computer times required for one solution
of system (2) on CPU and on GPU, using either the Schur or the Conjugate
Gradient methods. We find that in general CG can be parallelized slightly
more efficiently: The GPU version demonstrates larger performance gains for
smaller lattices and the saturation seems to appear at larger Ns and at higher
levels of speedup. Nevertheless, the existing GPU version of the Schur solver
still demonstrates rather efficient parallelization being ∼ 30 times faster then
single-core CPU version, at least for large lattices.
Finally, we perform several tests of the new solver in full HMC calculations.
First of all, we compare timings of two HMC simulations: the first is made us-
ing preconditioned Conjugate Gradient and the second uses Schur complement
solver to invert the fermion operator. The following setup was used: the Hub-
bard model on 6× 6× 128 hexagonal lattice, U = Uc and inverse temperature β
is equal to 20. We used sparse form of the blocks Dk (15) for both calculations.
In HMC with pseudofermions, we use the representation of the fermionic
determinant (1) and add artificial moment for each continuous bosonic field. As
a result, we arrive at the following representation of the partition function:
Z =
∫
DφDpdY¯ dY e−Heff. ,
Heff. =
∑
i
p2i
2
+
∑
i,j φiU
−1
ij φj
2∆τ
+ Y¯ (M†M)−1Y (49)
Generally, any single update of the field configuration in HMC consists of two
stages:
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Figure 5: Dependence of acceptance rate in HMC on the number of iterations in Schur solver.
Tests were made for Hubbard model on 6 × 6 × 1024 hexagonal lattice, U = Uc. Metropolis
accept-reject step is always made with lmax = 5 to guarantee the stability of final distribution.
1. Molecular dynamics according to the Hamiltonian Heff. in (49). Since
we need to compute derivatives of the last term in the Hamiltonian with
respect to the fields φi, eq. (2) should be solved at each step of a trajectory.
2. Metropolis accept-reject step according to the probability distribution
e−Heff. . At this point the inversion of the fermion operator should be
made with higher precision which means reduced lmax for Schur solver. It
ensures that the probability distribution is still correct even if dynamics
on the previous step was not exact.
The second step in HMC update guarantees the independence of the results on
the accuracy of the fermionic force calculation during the trajectory (of course, if
the acceptance rate still remains nonzero). Nevertheless, we checked that some
important fermionic observables, e.g. the squared spin, are the same within
error bars for both runs. As expected, the run with Schur solver demonstrates
substantial speedup: it is 29.3 times faster than HMC run with CG.
In the second test, we checked the effect of increased number of iterations
in Schur solver on the HMC performance. Results are shown on Fig. 5. We
used the same lattice as in the first HMC test, the only difference is enlarged
Euclidean time extent: Nt = 1024 instead of Nt = 128. The exponential growth
of errors with increased number of iterations (see Fig. 1) reveals itself in the
sharp drop of acceptance rate for lmax ≥ 8. The limiting value can vary of
course for different lattice models, but the observed drop in the acceptance rate
can be easily used to set up the value of lmax in practical calculations.
5. Conclusions and Summary
To conclude, our numerical tests for the strong-coupling regime of the in-
teracting tight-binding models (6) on the hexagonal graphene lattice indicate
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that the non-iterative Schur complement solver clearly outperforms the Con-
jugate Gradient method for lattice sizes used in typical numerical simulations,
at least for two-dimensional condensed matter systems. Iterative solution is
only advantageous in the weak-coupling regime, where the condition number of
the fermionic matrix is sufficiently small. An even more dramatic speedup is
achieved for multiple right-hand sides of the linear system (2), in which case
the Schur complement solver is advantageous both in the strong- and weak-
coupling regimes. We have also used the Schur complement solver in several
Hybrid Monte-Carlo studies [24, 25, 13] which would have taken a much larger
time with a Conjugate Gradient solver.
While we have not tested the Schur complement solver in the context of
lattice QCD simulations, from eq. (45) we can readily estimate the number
of floating-point operations for some typical lattice parameters. For example,
for staggered fermions on a 103 × 64 lattice in the background of SU (3) gauge
fields, the number of floating-point operations in the Schur solver is comparable
to approximately 5000 iterations of the Conjugate Gradient algorithm, which
is a rather large number for a typical HMC simulation. The situation tends
to become worse for larger lattices due to slowing down of LU decomposition.
For a 323 × 64 lattice the Schur solver is equivalent to 3 × 106 CG iterations.
However, the situation changes if we need to solve many right-hand sides of the
equation (2) simultaneously. After the construction of all matrix blocks D
(l)
k and
the final LU decomposition are made, each new solution costs only N2s +ANsNt
floating-point operations, which is much cheaper than a new solution using CG.
This number of operations is equivalent to only about 4 or 5 CG iterations for
the 103 × 64 lattice and about 100 CG iterations for 323 × 64. Thus the Schur
solver can be useful in the calculation of observables.
Another advantage of the Schur complement solver is that it is insensitive to
the positive-definiteness or hermiticity properties of the fermionic matrix. While
the Conjugate Gradient method explicitly relies on these properties, iterative
methods for non-Hermitian matrices such as GMRes or BiCGStab are also often
unstable for matrices which strongly deviate from hermiticity. In this situation,
the Schur complement solver might be useful for simulations of finite-density
QCD with non-Hermitian (or non-γ5-Hermitian) Dirac operators, which are at
present limited to rather small lattices. In this context, an important advantage
for simulations which use reweighting to deal with the fermionic sign problem is
that our solver gives direct access to the phase and the modulus of the fermionic
determinant in the process of solving the linear system (this is again a conse-
quence of the fact that the Schur complement solver is a special version of LU
decomposition). In contrast to the methods based on the full reduction of the
matrix M in (2) to the size Ns×Ns, as in [11, 12], the Schur complement solver
offers better control over the condition number of the reduced matrix and the
effect of round-off errors.
Furthermore, the Schur complement solver might be advantageous for sim-
ulations of finite-density QCD based on Lefshetz thimble decomposition [26] or
approximations thereof [27], where one can use stochastic estimators to calcu-
20
late the derivative of the fermionic determinant over gauge fields, as required
for the complexified gradient flow.
Finally, Schur complement solver is particularly suitable for working with
fermionic matrices with non-sparse spatial blocks Di in (12) - for example, for
overlap fermions in the Hamiltonian/canonical formulation [28], or for super-
symmetric matrix quantum mechanics [29].
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