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ABSTRACT
We propose a novel iterative algorithm for estimating a de-
terministic but unknown parameter vector in the presence of
model uncertainties. This iterative algorithm is based on a
system model where an overall noise term describes both, the
measurement noise and the noise resulting from the model
uncertainties. This overall noise term is a function of the true
parameter vector, allowing for an iterative algorithm. The
proposed algorithm can be applied on structured as well as
unstructured models and it outperforms prior art algorithms
for a broad range of applications.
Index Terms— Robust Estimation, Model Uncertainties,
iterative BLUE
1. INTRODUCTION
The linear model
y = Hx+ n (1)
is frequently used in many areas of signal processing. Here,
y ∈ RNy×1 is the vector of measurements, x ∈ RNx×1 is a
deterministic but unknown parameter vector, H ∈ RNy×Nx
is the measurement matrix with Ny > Nx and full rank, and
n ∈ RNy×1 is zero mean measurement noise with known co-
variance matrixCnn. The probability density function (PDF)
of n is otherwise arbitrary. Linear classical estimators such as
the least squares (LS) estimator or the best linear unbiased es-
timator (BLUE) [1,2] assume that the measurement matrixH
is perfectly known. In practice, this assumption often does not
hold. A prominent case is where H is a convolution matrix
that is itself estimated from an imperfectly measured system
output. The error inH is often neglected since it is unknown.
There exist several ways to account for the errors in H.
Two prominent algorithms that are related to the approach in
this work can be found in [3]. These algorithms were de-
rived for the task of image restoration, where the point-spread
function that distorts the image is considered to be the sum
of a known mean and an unknown zero-mean random part.
It also provides an algorithm in the Bayesian context. In this
work, however, classical estimation is considered. Hence, no
prior distribution about x is assumed.
In contrast to the LS estimator and the BLUE, total least
squares (TLS) estimation techniques incorporate model er-
rors. E.g., for independent and identically distributed (i.i.d.)
model errors with Gaussian PDF, the maximum likelihood
(ML) solution of the TLS problem was analyzed in [4]. How-
ever, in many practical applicationsH has some sort of struc-
ture as it is the case for Toeplitz or Hankel matrices. Then, the
model errors are clearly not i.i.d. any more. Structured total
least squares (STLS) techniques have been developed to deal
with these kind of problems [5–7]. An overview of different
TLS and STLS methods can be found in [8–10].
In this work we compare our novel approach with two it-
erative algorithms, which serve as performance reference in
the remainder of this paper. The first one, introduced in [4], is
an approach for solving the maximum likelihood (ML) prob-
lem based on classical expectation-maximization (EM) [11].
This algorithm, referred to as ML-EM algorithm, treats the
model errors as random and allows for an incorporation of
the model error variance. By doing so, a uniform variance
for every element in H was assumed. The second one repre-
sents an algorithm from the class of STLS approaches and is
introduced in [12]. This iterative algorithm is called the struc-
tured total least norm (STLN) algorithm and it is capable of
dealing with structured measurement matrices. This approach
treats the model errors as deterministic but unknown. Hence,
it prevents the usage of model error variances.
In this paper, we propose a novel iterative algorithm that
incorporate information about the model error variances.
Moreover, this algorithm can be employed on structured as
well as unstructured problems. In contrast to the ML-EM
algorithm, the algorithm is capable of incorporating different
variances for every element of H. A difference to the STLN
algorithm is that the proposed algorithm treats the model er-
rors as random variables, allowing to incorporate the model
error variances. All three algorithms require solving an in-
verse linear problem at each iteration. Simulation examples
are presented which show that the proposed algorithm is able
to outperform both competing algorithms in a mean square
error (MSE) sense for a broad range of model error and noise
variances.
The proposed iterative algorithm is based on a system
model where an overall noise term describes both, the mea-
surement noise and the noise resulting from the model uncer-
tainties. The covariance matrix of this overall noise term is
evaluated for different cases. Considering the model errors
as random with known second order statistics (but other-
wise arbitrary PDF) is motivated by practical examples such
as multiple-input multiple-output (MIMO) communication
channels or beamforming [13–16].
The remainder of this paper is organized as follows: In
Sec. 2, the underlying system model is introduced. Here we
distinguish between unstructured and structuredmeasurement
matrices. For the structured case, we considered convolution
matrices in this work. However, extensions to other kind of
structured matrices are easily possible. The proposed iterative
algorithm is discussed in Sec. 3. Simulation results demon-
strating its performance are given in Sec. 4.
Notation:
Lower-case bold face variables (a, b,...) indicate vectors, and
upper-case bold face variables (A, B,...) indicate matrices.
We further use R and C to denote the set of real and complex
numbers, respectively, (·)T to denote transposition, In×n to
denote the identity matrix of size n× n, and 0m×n to denote
the all-zero matrix of size m× n. If the dimensions are clear
from the context we simply write I and 0, respectively. E[·]
denotes the expectation operator, [·]i the i
th element of a vec-
tor and [·]i,j the element of a matrix at the i
th row and the j th
column.
2. SYSTEM MODEL
This section describes the underlying model used in the re-
mainder of this paper. In a first step, the measurement ma-
trix is assumed to be unstructured and the model uncertainties
are assumed to be independent. Afterwards,H is assumed to
be a structured convolution matrix built from an estimated or
measured impulse response. Hence, H is a special form of a
Toeplitz matrix and, as it will be shown, results in correlated
model uncertainties.
2.1. Unstructured Measurement Matrices
We denote Hˆ as the measured or estimated measurement ma-
trix and assume it comes along with error variances for ev-
ery entry. The error variances assembled in a matrix of the
same size as Hˆ is denoted as V ∈ RNy×Nx . Furthermore,
the errors are assumed to be independent zero mean random
variables. The measurements are modeled as
y = Hx+ n = (Hˆ+B)x+ n, (2)
whereH = Hˆ+B, with Hˆ being the estimated measurement
matrix and B being a zero mean random matrix. In (2), H
andB are unknownwhile Hˆ is known. We further rewrite (2)
according to
y = Hˆx+Bx+ n︸ ︷︷ ︸
w
(3)
= Hˆx+w, (4)
with the new overall noise vector w. This noise vector com-
bines the measurement noise with the noise from the model
uncertainties. Let bTi be the i
th row ofB, then the ith element
ofw is given by
[w]i = b
T
i x+ [n]i (5)
Since [w]i is evaluated as the scalar product of a vector with
zero mean random elements with an unknown but determin-
istic vector plus [n]i, [w]i has zero mean and its variance in
dependence of the unknown parameter vector x can be de-
rived as
σ2i =[V]i,1|[x]1|
2 + [V]i,2|[x]2|
2 + · · ·+ [V]i,Nx |[x]Nx |
2
+ [Cnn]i,i. (6)
All variances assembled in a covariance matrix are combined
in
Cww = diag(V|x|
2) +Cnn, (7)
where the term |x|2 represents a column vector of the
element-wise absolute squares of the vector x.
2.2. Convolution Matrices
We will now assume that H is a linear convolution matrix
constructed from the impulse response h ∈ RNh×1 of a linear
system such thatHx describes the convolution of the underly-
ing sequences h[n] and x[n]. An extension to other structured
measurement matrices is easily possible. Let H = Hˆ + B
have the dimensionNy×Nx whereNy = Nx+Nh−1. The
ith column of the convolution matrix is defined as
[H]:,i =

 0
(i−1)×1
h
0(Nx−i)×1

 , [Hˆ]:,i =

 0
(i−1)×1
hˆ
0(Nx−i)×1

 ,
[B]:,i =

 0
(i−1)×1
e
0(Nx−i)×1

 ∀i = 1, . . . , Nx (8)
where hˆ is the estimated impulse response and e is the
unknown error of hˆ with known error covariance matrix
Cee ∈ R
Nh×Nh . In this case, the model uncertainties of Hˆ
are clearly not independent anymore, leading to a different
calculation ofCww.
Let b′i = [B]:,i denote the i
th column of B. The subse-
quent column b′i+1 can be derived by shifting down the ele-
ments of b′i by one position:
b′i+1 =
[
01×(Ny−1) 0
I(Ny−1)×(Ny−1) 0(Ny−1)×1
]
b′i = Db
′
i. (9)
With that, the productBx in (3) follows to
Bx =b′1[x]1 + b
′
2[x]2 + . . .+ b
′
Nx
[x]Nx (10)
=
(
[x]1I+ [x]2D+ . . .+ [x]NxD
Nx−1
)
b′1 (11)
=P(x)b′1. (12)
With this result, w can be written as w = P(x)b′1 + n with
the covariance matrix
Cww =E
[
(P(x)b′1) (P(x)b
′
1)
H
]
+Cnn (13)
=P(x)Cb′
1
b′
1
P(x)H +Cnn. (14)
The covariance matrix Cb′
1
b′
1
follows from (8) and the co-
variance matrix of the estimation error e according to
Cb′
1
b′
1
=
[
Cee 0
Nh×(Nx−1)
0(Nx−1)×Nh 0(Nx−1)×(Nx−1)
]
∈ RNy×Ny .
(15)
Note that this formulation allows for two sources of cor-
relations. The first source comes from the structure in H.
The second source of correlation comes from Cee, which
describes the errors in hˆ. Hence, the iterative algorithm intro-
duced in the next section is capable of dealing with both kind
of correlations.
3. ITERATIVE ALGORITHM
An ideal but theoretical estimator is the BLUE applied on the
linear model in (2) using the true H according to
xˆ =
(
HHC−1nnH
)−1
HHC−1nny. (16)
This theoretical estimator is referred to as BLUE with perfect
model knowledge. Similarly, the BLUE applied on the linear
model in (4), incorporating the estimated measurementmatrix
Hˆ but the true covariance matrixCww follows as
xˆ = (HˆHC−1wwHˆ)
−1HˆHC−1wwy (17)
and is referred to as BLUE with perfect knowledge of Cww
[17]. The determination of the true Cww according to (7) or
(14), however, requires the knowledge of the true parameter
vector. To overcome this problem, we propose the iterative
algorithm described below. Its basic idea is to make an initial
guess of the parameter vector termed xˆ0 (the index denotes
the algorithm’s iteration number). This first guess could, e.g.,
origin from an LS estimation which does not incorporate any
noise statistics. xˆ0 is then used to estimate Cˆww,0 in (7) or
(14). This estimated covariance matrix is then incorporated
by the BLUE in order to yield a better estimate xˆ1 and so on.
This procedure is summarized as shown in Algorithm 1.
The proposed algorithm is of similar complexity as the
ML-EM and STLN algorithms. It performs a weighting of
the measurements according to Cˆww,k, which incorporates
the model error variances as well as the measurement noise
Initialization: LS estimation
xˆ0 =
(
HˆT Hˆ
)
−1
HˆTy;
for k ← 0 to Niter do
estimate Cww,k according to (7) or (14) using xˆk
instead of x ;
xˆk+1 =
(
HˆT Cˆ−1ww,kHˆ
)
−1
HˆT Cˆ−1ww,ky ;
end
Algorithm 1: proposed algorithm
variances. In the case of H being a convolution matrix, even
the covariances of the estimated impulse response are consid-
ered in order to improve the estimation.
Note that for both cases Cˆww,k is almost surely invertible
sinceCnn serves as a regularization term in (7) and (14).
Although convergence cannot be ensured, simulations
showed that divergence is a rare exception for reasonable
values ofV.
A stopping criteria can be implemented in several ways.
One possibility is to stop the iterations when xˆ does not sig-
nificantly change from one iteration to the next. Simulations
showed that the major performance gain is usually achieved
after the first iteration. Hence, a predefined number of itera-
tions may be utilized instead of a stopping criteria.
Naturally, there exists at least one case where the itera-
tions yield no performance gain. If Cˆww,k is a scaled identity
matrix, the proposed algorithm reduces to the ordinary LS
estimator, preventing any performance increase. This is, e.g.,
the case when the following two conditions hold: a) The mea-
surement matrix is unstructured andV has the same variance
at every element. b) the noise covariance matrix Cnn is a
scaled identity matrix.
We note that a similar iterative application of the BLUE
was applied in [17–19] for channel impulse response estima-
tion in wireless communication applications. Compared to
them, the proposed algorithm is applicable to various appli-
cations with structured or unstructured model uncertainties.
In [20] investigations of a similar procedure as the presented
algorithm can be found but only for a very simplified model
compared to the investigations in this work. As a result of
that, the algorithms presented in [17–20] are not considered
in the following simulations. Here, we rather compare the
proposed algorithm with the STLS algorithm [12], the ML-
EM algorithm [4] as well as the estimators in (16) and (17).
4. SIMULATION RESULTS
In this example, H ∈ R7×3 is a convolution matrix and
describes the discrete convolution of the impulse response
h[n] with signal x[n]. The vector notations of h[n] and x[n]
are given by h ∈ R5×1 and x ∈ R3×1, respectively. For
the simulations, the impulse responses is randomly gener-
ated from a Gaussian distribution with mean E[h] = 05×1
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Fig. 1. Average MSEs of different iterative algorithms plot-
ted over the noise variance σ2n.
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Fig. 2. Average MSE values plotted over the number of itera-
tions.
and covariance matrix Chh = I
5×5. The input signal is
chosen to be x =
[
1 0.5 0.25
]T
. For the first analy-
sis, the noise covariance matrix is a scaled identity matrix
Cnn = σ
2
nI
7×7, where the scaling factor σ2n is varied be-
tween 10−8 and 10−3. The impulse response estimation step
is assumed to yield zero mean errors with error covariance
matrix Cee = diag
([
10−4 10−5 10−6 10−6 10−6
])
.
For this model, the proposed algorithm in Sec. 3 is compared
with the BLUE with perfect model knowledge in (16), the
BLUE with perfect knowledge of Cww in (17), the ML-EM
algorithm, and the STLN algorithm. For the latter one the l2
norm minimization, a tolerance ǫ = 10−10 and D = I5×5
is chosen. Furthermore, X ( (2.1) in [12]) is identified to be
the first Nh columns of P(x) in (12). For more details on
these parameters we refer to [12]. For the ML-EM algorithm
σ2h is set to the mean value of V [4]. While the STLN al-
gorithm comes with its own termination criterium for which
we choose ǫ = 10−10 [12], the proposed algorithm and the
ML-EM algorithm were executed for Niter = 10 iterations.
However, as we discuss below,Niter could be reduced signifi-
cantly. The resulting MSE values averaged over the elements
of the MSE vector are presented in Fig. 1. This figure shows
that the proposed algorithm attains the performance bound
given by the BLUE with perfect knowledge of Cww and
outperforms the competing algorithms especially for low σ2n.
The performance gain is more than one order of magnitude
in MSE for small noise variances. For large noise variances
all investigated algorithms perform approximately equal. The
reason for this is that the model uncertainties vanish compared
to the large measurement noise samples in that case. For the
same reason, the gap between all considered algorithms and
the BLUE with perfect model knowledge decreases with
increasing noise variance. Simulations showed that, if one
would have chosen Cee to be a scaled identity matrix, the
STLN algorithm would have similar performance as the pro-
posed algorithm for very low noise variances. Furthermore,
simulations showed that the performance gain approximately
stays the same for other values of x. Fig. 2 shows the con-
vergence behavior of the algorithms for σ2n = 10
−6. First
of all, one recognizes that the ML-EM algorithm is not able
to significantly improve the estimation accuracy compared
to the initial LS estimation in this example. Furthermore, it
shows that the STLN algorithm as well as the proposed algo-
rithm achieve most of their performance gain during the first
iteration. This extremely fast convergence allows to reduce
the number of iterations to one without any significant loss in
performance.
5. CONCLUSIONS
In this work, a novel iterative algorithm for estimating an un-
known but deterministic parameter vector in the presence of
model errors and measurement noise is presented. This algo-
rithm iteratively estimates the covariance matrix of an overall
noise term, which describes the effects of the measurement
noise as well as the noise resulting from the model uncer-
tainty. This overall noise term was analyzed for unstructured
model errors and for the case where the measurement matrix
is a convolution matrix. For the latter case, simulation results
are presented demonstrating the performance gain compared
to competing algorithms. Convergence curves demonstrate
the extremely fast convergence of the proposed algorithm,
which achieves almost its optimum estimation accuracy after
a single iteration.
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