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Abstract: This paper provides a new method to solve analytic interpolation problems with rationality and derivative con-
straints, occurring in many applications to system and control. It is based on the covariance extension equation previously
proposed by Byrnes and Lindquist in a different context. A complete solution for the scalar problem is provided, and a ho-
motopy continuation method is presented and applied to some problems in modeling and robust control. Some numerical
examples illustrate robustness and efficiency of the proposed procedure.
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1 Introduction
Many important questions in systems and control can be for-
mulated as an analytic interpolation problem, which in its
most general (scalar) form can be formulated in the following
way. Given m + 1 distinct complex numbers z0, z1, . . . , zm
in the complement DC := {z | |z| > 1} of the closed unit
disc (possibly including z = ∞), find a strictly positive real
function f , i.e., a function f that is analytic in DC and sat-
isfies Re{f(z)} > 0 there, which satisfies the interpolation
conditions
f (k)(zj)
k!
= vjk, j = 0, 1, · · · ,m, (1)
k = 0, · · ·nj − 1
(with f (k) the k:th derivative), and which is rational of degree
at most
n :=
m∑
j=0
nj − 1. (2)
To simplify calculations, we shall normalized the prob-
lem by setting z0 = ∞ and f(∞) = 12 , which can be
achieved through a simple Mo¨bius transformation. More-
over, we assume that f is a real function. This implies that
f (k)(z¯j)/k! = v¯jk is an interpolation condition whenever
f (k(zj)/k! = vjk is.
With m = 0 and n0 = n + 1, this reduces to the rational
covariance extension problem introduces by Kalman [1] and
completely solved in steps in [2–6]. In fact, this problem,
which amounts to finding a rational positive real functions
of prescribed maximal degree given a partial covariance se-
quence, is a basic problem in signal processing and speech
processing [7] and system identification [8, 9].
If n0 = n1 = · · · = nm = 1, i.e., the interpolation points
are simple and distinct, we have the regular Nevanlinna-Pick
interpolation problem with degree constraint [10–12] occur-
ring in robust control, high-resolution spectral estimation, si-
multaneous stabilization and many other problems in systems
and control. In fact, the Nevanlinna-Pick interpolation prob-
lem to find a positive real function that interpolates the given
data was early used in systems and control [13, 14] and show
obvious advantages in spectral estimation [15].
The general Nevanlinna-Pick interpolation problem with de-
gree constraint allowing derivative constraints, described
above, was studied in detail in [16]. This study was moti-
vated by H∞ control problems with multiple unstable poles
and/or zeros in the plant, problems that could not be handled
by a classical interpolation approach [17, p. 18].
The proof in the early work on the rational covariance exten-
sion problem [2, 3] and the complete smooth parameteriza-
tion of all solutions [4] were nonconstructive, using topolog-
ical degree theory. A first attempt to provide an algorithm
was presented by Byrnes and Lindquist [5], where a new
nonstandard Riccati-type equation called the Covariance Ex-
tension Equation (CEE) was introduced. This approach was
completely superseded by a convex optimization approach
[6, 11], and thus abandoned. However, in a brief paper [18],
Lindquist indicated that the regular Nevanlinna-Pick interpo-
lation problem with degree constraint could also be solved
by the Covariance Extension Equation, and thus he showed
that CEE is universal in the sense that it can be used to solve
more general analytic interpolation problems by only chang-
ing certain parameters.
In this paper we take such an approach to the general
Nevanlinna-Pick interpolation problem with both degree and
derivative constraints, and we shall provide a homotopy con-
tinuation method to solve the corresponding CEE. It turns
out this procedure is quite efficient and numerically robust. It
also has the advantage of easily detecting when model reduc-
tion is possible without reducing accuracy.
The paper is organized as follows. In Section 2 we review
useful facts about the Covariance Extension Equation and the
context in which it was first presented. Section 3 presents a
derivation of the CEE in the context of our new general inter-
polation problem. Section 4 presents the fundamental main
theorems on existence and uniqueness of solutions and the
basic diffeomorphism results needed for homotopy continu-
ation, used in Section 5 to develop our computational pro-
cedure. In Section 6, finally, we apply our method to some
problems in identification and robust control.
2 The Covariance Extension Equation
Since f is analytic in DC and f(∞) = 12 , there is an expan-
sion
f(z) =
1
2
+ c1z
−1 + c2z
−2 + c3z
−3 + · · · , (3)
and, since f is positive real,
Φ(z) := f(z) + f(z−1) =
∞∑
k=−∞
ckz
−k > 0 z ∈ T, (4)
where T is the unit circle {z = eiθ | 0 ≤ θ < 2π}. Hence Φ
is a power spectral density, and therefore there is a minimum-
phase spectral factor w(z) such that
w(z)w(z−1) = Φ(z). (5)
Clearly f has a representation
f(z) =
1
2
b(z)
a(z)
(6)
where
a(z) = zn + a1z
n−1 + · · ·+ an (7a)
b(z) = zn + b1z
n−1 + · · ·+ bn (7b)
are Schur polynomials, i.e., polynomials with all roots in the
open unit disc D. Consequently
w(z)w(z−1) =
1
2
[
b(z)
a(z)
+
b(z−1)
a(z−1)
]
, (8)
and therefore
w(z) = ρ
σ(z)
a(z)
, (9)
where ρ > 0 and
σ(z) = zn + σ1z
n−1 + · · ·+ σn (10)
is a Schur polynomial. It follows from (8) and (9) that
a(z)b(z−1) + b(z)a(z−1) = 2ρ2σ(z)σ(z−1). (11)
We shall represent the monic polynomials a(z), b(z) and
σ(z) by the n-vectors


a1
a2
...
an

 ,


b1
b2
...
bn

 and


σ1
σ2
...
σn

 . (12)
Following [18] we note that (6) has an observable realization
f(z) =
1
2
+ h′(zI − F )−1g (13)
where
F = J − ah′, g = 1
2
(b− a), (14a)
h =


1
0
...
0

 , J =


0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1
0 0 0 · · · 0


. (14b)
From stochastic realization theory [8, Chapter 6] it follows
that the minimum-phase spectral factor (9) has a realization
w(z) = ρ+ h′(zI − F )−1k (15)
where
ρ =
√
1− h′Ph, k = ρ−1(g − FPh) (16)
with P being the minimum solution of the algebraic Riccati
equation
P = FPF ′ + (g − FPh)(1− h′Ph)−1(g − FPh)′. (17)
Following the calculations in [5, 18] we now see that
g = ΓPh+ σ − a, k = ρ(σ − a) (18)
and that (17) can be reformulated as
P = Γ(P − Phh′P )Γ′ + gg′ (19)
where Γ is given by
Γ = J − σh′. (20)
The rational covariance extension problem, i.e., the special
case m = 0 and v0k = ck for k = 0, 1, . . . , n in the general
problem (1), amounts to finding (a, b) given a partial covari-
ance sequence c := (c0, c1, . . . , cn) and a particular Schur
polynomial σ(z). In [5] it was shown that the Covariance
Extension Equation (CEE)
P = Γ(P − Phh′P )Γ′ + g(P )g(P )′ (21a)
(where ′ denotes transposition) with
g(P ) = u+ Uσ + UΓPh, (21b)
where u := (u1, u2, . . . , un)
′ and the matrix U are deter-
mined from the expansion
zn
zn + c1zn−1 + · · ·+ cn = 1− u1z
−1 − u2z−2 − . . . ,
has a unique symmeric solution P ≥ 0 such that h′Ph < 1.
Moreover, for each σ there is a unique solution of the rational
covariance extension problem, and it is given by
a = (I − U)(ΓPh+ σ)− u (22a)
b = (I + U)(ΓPh+ σ) + u (22b)
ρ =
√
1− h′Ph, (22c)
and the degree of f(z) equals the rank of P . This rank con-
dition is very useful in modeling, since small singular values
of the solution P indicates that reasonable model reduction is
possible.
One of the main results of this paper is to show that CEE can
also be used to solve the general Nevanlinna-Pick interpola-
tion problemwith degree and derivative constraints presented
above by merely changing the matrix (u, U).
3 The general interpolation problem
To simplify the problem we reformulate the problem by con-
sidering instead of f
ϕ(z) := f(z−1) =
1
2
b∗(z)
a∗(z)
, (23)
where a∗(z) := z
na(z−1) is the reversed polynomial. Since
f is positive real, ϕ is a Carathe´odory function mapping the
unit disc D to the right half-plane. The new interpolation
points (z0, z1, . . . , zm) are now obtained via the transforma-
tion z−1j → zj , and in particular z0 = 0. Then the interpola-
tion conditions (1) becomes
ϕ(k)(zj)
k!
= wjk, j = 0, 1, · · · ,m, (24)
k = 0, · · ·nj − 1
where the values wjk are given by
w0k = v0k, k = 0, 1, · · · , n0 − 1 (25a)
wj0 = vj0, j = 1, 2, · · · ,m (25b)
wjk =
k∑
ℓ=1
ℓ!(k − ℓ+ 1)!
k!
sℓkvj,k−ℓ+1(−1)k+2(zj)2k−ℓ+1
(25c)
j = 1, · · · ,m, k = 1, · · · , nj − 1,
and where
s1k = s
k
k = 1, k = 1, · · · , nj − 1,
sℓk+1 =
2k − ℓ+ 2
ℓ
sℓ−1k + s
ℓ
k, ℓ = 2, · · · , k.
(26)
(Cf. [16].) Then, given (25), we form
W :=


W0
. . .
Wm

 , (27)
where, for j = 0, 1, . . . ,m,
Wj =


wj0
wj1 wj0
...
. . .
. . .
wjnj−1 · · · wj1 wj0

 (28)
Next define the n+ 1-dimensional column vector
e := [en01 , e
n1
1 , · · · , enm1 ]′, (29)
where e
nj
1 = [1, 0, · · · , 0] ∈ Rnj for each j = 0, 1, . . . ,m.
Moreover, set
Z :=


Z0
. . .
Zm

 , Zj =


zj
1 zj
. . .
. . .
1 zj

 (30)
Since λ(Z) < 1, the Lyapunov equation
E = ZEZ∗ + ee∗ (31)
has a unique solution E. Here Z∗ is the the Hermitian con-
jugate (transposition + conjugation). We refer to [11, 16, 20]
for the following result.
Proposition 1. There exists a (strict) Carathe´odory function
ϕ satisfying (24), or equivalently a strictly positive real func-
tion f satisying (1), if and only if
Σ =WE + EW ∗ (32)
is positive definite.
The matrix Σ is called the generalized Pick matrix.
Since
ϕ(Z) =
1
2
I + c1Z + c2Z
2 + c3Z
3 · · · = W (33)
[21] and b∗(Z) = 2ϕ(Z)a∗(Z),
b∗(Z)e = 2Wa∗(Z)e (34)
and consequently
V
[
1
b
]
= 2WV
[
1
a
]
where
V := [e, Ze, Z2e, · · · , Zne]
Therefore, since V is invertible,[
1
b
]
= 2V −1WV
[
1
a
]
(35)
From (14a) we have g = 12 (b− a), which implies that[
0
g
]
= T
[
1
a
]
, (36)
where
T =
1
2
(2V −1WV − I), (37)
or equivalently
(I + T )
[
0
g
]
= T
[
1
a+ g
]
. (38)
Now,
I + T = V −1WV +
1
2
I = V −1(W +
1
2
I)V
is nonsingular, and therefore (38) and (18) yield
[
0
g
]
= (I + T )−1T
[
1
ΓPh+ σ
]
(39)
Define
[
u U
]
: =
[
0 In
]
(I + T )−1T
=
[
0 In
]
V −1DV, (40)
where
D := (W +
1
2
I)−1(W − 1
2
I) (41)
and where In denotes the n×n identity matrix to distinguish
it from the (n + 1) × (n + 1) identity matrix I . Then (39)
yields
g = u+ Uσ + UΓPh (42)
where u is an n vector and U an n× n matrix. Inserting (42)
into (19), we have
P =Γ(P − Phh′P )Γ′
+ (u+ Uσ + UΓPh)(u+ Uσ + UΓPh)′,
(43)
which is precisely the Covariance Extension Equation (CEE)
(21), but now with (u, U) exchanged for (40). Moreover, by
(18) and (14a),
a = (I − U)(ΓPh+ σ)− u
b = (I + U)(ΓPh+ σ) + u
(44)
in harmony with (22). Let the first column in (28) be denoted
(wj0, w
′
j)
′ and form the n-vector
w = (w′0, w10, w
′
1, w20, w
′
2, . . . , wm0, w
′
m)
′,
where w00 =
1
2 has been removed since it is a constant and
not a variable.
Proposition 2. There is map u = ω(w) sending w to u,
which is a diffeomorphism. Moreover, there is a linear map
L such that U = Lu.
Proof. Partition the matrixWj +
1
2I as
Wj +
1
2
I =
[
wj0 +
1
2 0
wj Cj
]
and use the inversion formula[
A 0
C D
]−1
=
[
A−1 0
−D−1CA−1 D−1
]
to obtain
Dj :=(Wj +
1
2
I)−1(Wj − 1
2
I)
=
[
(wj0 +
1
2 )
−1(wj0 − 12 ) 0
C−1j wj(wj0 +
1
2 )
−1 C−1j (Cj − I)
]
,
Setting [
dj0
dj
]
=
[
(wj0 +
1
2 )
−1(wj0 − 12 )
C−1j wj(wj0 +
1
2 )
−1
]
from which we have wj = Cj(wj0 +
1
2 )dj , wj0 =
1
2 (1 +
dj0)(1 + dj0)
−1 and
Sj := C
−1
j (Cj − I) =


dj0
...
. . .
djnj−2 · · · dj0

 . (45)
Consequently,
wj = (I − Sj)−1(1 − dj0)−1dj
dj = (wj0 +
1
2 )
−1C−1j wj
(46)
Moreover
Dj =


dj0
dj1 dj0
...
. . .
. . .
djnj−1 · · · dj1 dj0

 (47a)
and
D = diag (D0, . . . , Dm) = (W +
1
2I)
−1(W − 12I). (47b)
Therefore (40) yields
u = Md, (48)
where d is the n-vector satisfying
d =
[
d′0 d
′
10 d
′
1 · · · d′m0 d′m
]′
,
andM is the n× n matrix obtained by deleting the first row
and the first column in V −1. Since w and u have the same
dimensionn, the smooth maps (46) together with (48) defines
a diffeomorphicmap from w to u. Moreover, in view of (47),
there is a linear map N such that D = N(d) = N(M−1u),
and hence there is a linear map L such that U = Lu.
4 Main theorems
Let Sn be the space of Schur polynomial of the form (10), and
let Pn be the 2n-dimensional space of pairs (a, b) ∈ Sn ×
Sn such that f = b/a is positive real. Moreover, for each
σ ∈ Sn, let Pn(σ) be the submanifold of Pn for which (11)
holds. (Note that ρ2 is the appropriate normalizing scalar
factor once (a, b) has been chosen.) It was shown in [22]
that {Pn(σ) | σ ∈ Sn} is a foliation of Pn, i.e., a family of
smooth nonintersecting submanifolds, called leaves, which
together cover Pn. Finally, letW+ be the space of all w such
that Σ in (32) is positive definite.
Theorem 1. Let σ ∈ Sn. Then for each w ∈ W+ there is a
unique (a, b) ∈ Pn(σ) such that (23) satisfies the interpola-
tion conditions (24) and the positivity condition (11). In fact,
the map sending (a, b) ∈ Pn(σ) to w ∈ W+ is a diffeomor-
phism.
Proof. The Carathe´odory function (23) can be written
ϕ(z) =
∫ π
−π
eiθ + z
eiθ − z Re{ϕ(e
iθ)} dθ
2π
,
where (eiθ + z)(eiθ − z)−1 is a Herglotz kernel. Moreover,
differentiating we obtain
ϕ(k)(z) =
∫ π
−π
2eiθ
(eiθ − z)k+1 Re{ϕ(e
iθ)} dθ
2π
.
Therfore the interpolation problem can be formulated as the
generalized moment problem to find the Carathe´odory func-
tion (23) satisfying the moment conditions
∫ π
−π
αjk(e
iθ)Re{ϕ(eiθ)} dθ
2π
= wjk, (49)
where
αj0(z) =
z + zj
z − zj j = 0, 1, . . . ,m
αjk(z) =
2z
(z − zj)k+1 j = 0, . . . ,m, k = 1, . . . , nj−1
(see, e.g., [12]). Then the statement of the theorem follows
from [23, Theorem 3.4].
Next let Π be the space of n × n symmetric, positive semi-
definite matrices P such that h′Ph < 1. Moreover, for any
fixed σ ∈ Sn, define the rational map
Ψ(w,P ) := P − Γ(P − PhhP )Γ′ − g(P )g(P )′
onW+ ×Π. Then the zero locus
Z := Ψ−1(0) ⊂ W+ ×Π
is the solution set of (43). Following [19] we define the pro-
jection
πW+(w,P ) = w
restricted to Z . Then there exists a solution to CEE if and
only if πW+ is surjective, and this solution is unique if and
only if πW+ is injective. Then we have the following coun-
terpart of Theorem 1 in [19].
Theorem 2. The zero locus Z of the CEE (43) is a smooth
semialgebraic manifold of dimension n. Morerover, πW+ is a
diffeomorphism between Z andW+. In particular, the CEE
(43) has a unique solution P for each (σ,w) ∈ Sn × W+.
Finally, the unique solution of the interpolation problem of
Theorem 1 is given by (44), and
rankP = degϕ = deg f. (50)
Proof. First note that any solution P of (43) is completely
determined by the n-vector p := Ph, so the dimension of the
space Π is n. It was shown in [5] that (43) can be reformu-
lated as
P − JPJ ′ = −1
2
(ab′ + ba′) + ρ2σσ, (51)
where a and b are given by (22). Note that this is indepen-
dent of the fact that our new problem has different (u, U).
Since J is a stability matrix, there is a unique solution P
for each (a, b) ∈ Pn(σ). The normalization factor ρ2 is a
smooth function of (a, b) ∈ Pn(σ) via (11). Therefore, by
Theorem 1, the right member of (51) is a smooth function of
w ∈ W+, and, by elementary theory for the Lyapunov equa-
tion, so is P . Consequently, π−1
W+
is smooth, and since πW+
is also smooth, it is a diffeomorphism. Moreover, since Z is
the graph inW+ × Π of a smooth map defined onW+, it is
a smooth manifold of the same dimension asW+, namely n.
Finally, (50) was established in [5].
5 Solving CEE by homotopy continuation
The problem at hand is to solve the Covariance Extension
Equation (CEE) (43) for the case that u = ω(w) is a diffeo-
morphic function of the data w and U = Lu, where L is a
linear map (Proposition 2). If u = 0, CEE takes the form
P = Γ(P − Phh′P )Γ′, (52)
which has the unique solution P = 0. We would like to make
a continuous deformation of u to go between the solutions of
(43) and (52). To this end, we choose
u(λ) = λu, λ ∈ [0, 1]. (53)
Proposition 3. Let ω be the diffeomorphism in Proposition 2.
Then w(λ) := ω−1(λu) ∈ W+ for all λ ∈ [0, 1].
Proof. It follows from (47b) thatW = (I −D)−1− 12I , and
therefore the corresponding deformation is
W (λ) = (I − λD)−1 − 1
2
I.
Wewant to show thatW (λ) satisfiesΣ > 0 in (32) for all λ ∈
[0, 1]. To this end, we note that a straightforward calculation
yields
Σ(λ) := W (λ)E + EW (λ)∗
= (I − λD)−1(E − λ2DED∗)(I − λD∗)−1.
However,E−λ2DED∗ ≥ E−DED∗ > 0 for all λ ∈ [0, 1],
and consequently Σ(λ) > 0 as claimed.
Consequently the equation
Hˆ(P, λ) := P − Γ(P − Phh′P )Γ′ − g(P, λ)g(P, λ)′ = 0
with
g(P, λ) = u(λ) + U(λ)σ + U(λ)ΓPh
has a unique symmetric, positive semidefinite solution P (λ)
with the property h′P (λ)h < 1. The function Hˆ sending
(P, λ) to Rn×n is a homotopy between (43) and (52). By
Theorem 2, the trajectory {P (λ) | λ ∈ [0, 1]} is continuously
differentiable and has no turning points and bifurcations [24].
This allows us to use homotopy continuation to construct a
computational procedure.
However, once p := Ph is known, CEE reduces to a Lya-
punov equation of the type P = ΓPΓ′ + Q(p), which has a
unique solution since Γ is a stability matrix. Therefore (21)
can be reduced from an algebraic equation with 12n(n + 1)
variables to one with n. In fact, multiplying (51) by zj−i and
summing over all i, j = 1, 2, . . . , n we recover (11), which
in matrix form can be written
S(a)
[
1
b
]
= 2(1− h′p)
[
s
σn
]
, (54)
where
S(a) =


1 · · · an−1 an
a1 · · · an
... . .
.
an

+


1 a1 · · · an
1 · · · an−1
. . .
...
1


and
s =


1 + σ21 + σ
2
2 + · · ·+ σ2n
σ1 + σ1σ2 + · · ·+ σn−1σn
...
σn−1 + σ1σn

 .
However the last of the n+1 equations (54) is redundant [19]
and can be removed. Then we are left with n equations
[
In 0
]
S(a)
[
1
b
]
= 2(1− h′p)s (55)
in n variables p1, p2, . . . , pn.
Therefore we shall instead use the homotopy
H(p, λ) :=
[
In 0
]
S(a(p, λ))
[
1
b(p, λ)
]
− 2(1− h′p)s = 0
(56)
where
a(p, λ) = (I − λU)(Γp+ σ)− λu (57a)
b(p, λ) = (I + λU)(Γp+ σ) + λu, (57b)
which also has a unique solution p(λ) for all λ ∈ [0, 1].
From the implicit function theorem we obtain the differential
equation
dp
dλ
=
[
∂H(p, λ)
∂p
]−1
∂H(p, λ)
∂λ
, p(0) = 0, (58)
where
∂H(p, λ)
∂λ
=
[
In 0
]
(S(a(p, λ)) − S(b(p, λ)))
[
0
g(p, 1)
]
∂H(p, λ)
∂p
=
[
In 0
]
(S(a(p, λ)) + S(b(p, λ)))
[
0
Γ
]
+ 2hs′
+
[
In 0
]
(S(a(p, λ))− S(b(p, λ)))
[
0
λUΓ
]
and
g(p, λ) = u(λ) + U(λ)σ + U(λ)Γp. (59)
The differential equation (58) has a unique solution p(λ) on
the interval λ ∈ [0, 1], and the unique solution of the Lya-
punov equation
P − ΓPΓ′ = −Γp(1)p(1)′Γ′+
(u + Uσ + UΓp(1))(u+ Uσ + UΓp(1))′
(60)
is the unique solution of (43). To solve the differential equa-
tion (58) we use predictor-corrector steps [25]. We leave the
details of this to another paper.
A numerical example
To illustrate our numerical procedure and demonstrate its ro-
bustness and efficiency we consider a problem where the sys-
tem have poles close to the unit circle, a situation for which
methods based on convex optimization has had problems.
Given the eight pairs of interpolation data [27]
{z0, · · · , zn} ={∞, 0.8709 − 0.8967i, 0.8709 + 0.8967i,
0.3344 − 1.2044i, 0.3344 + 1.2044i, 1.1,
− 0.6474 + 0.8893i,−0.6474 − 0.8893i}
{w0, · · · , wn} ={0.5, 0.7973 + 0.2568i, 0.7973 − 0.2568i,
0.5451 + 0.3645i, 0.5451 − 0.3645i, 0.7693,
0.7693 + 0.7693i, 0.7693 − 0.7693i},
for which (32) is positive definite, and the spectral ze-
ros {0.95e±1.22i, 0.95e±2.3i,±0.99i,−0.99}, defining σ, we
obtain the unique solution f(z) = b(z)/2a(z) of degree 7
with
b(z) =z7 − 1.364z6 + 1.112z5 − 0.3812z4
− 0.4479z3 + 1.119z2 − 1.412z + 0.8781
a(z) =z7 − 1.771z6 + 1.815z5 − 1.205z4
1.28z3 − 1.814z2 + 1.773z − 0.8775
Fig. 1 shows how the trajectories of the poles, i.e., the zeros
of a(p(λ)), move as λ varies from 0 to 1. The poles for λ = 0
are marked with circles and the ones for λ = 1 by×. Several
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Figure 1: The trajectories of the poles
of the zeros of a(p(1)), i.e., the poles of the final solution,
are seen to be situated very close to the unit circle. This is a
situation that is hard to solve numerically by the usual convex
optimization methods.
6 Some applications to systems and control
6.1 Spectral estimation with model reduction
Generate an observed time series y0, y1, y2, · · · , yN by pass-
ing normalized white noise through a filter with the transfer
functionw(z) = σ(z)/a(z) and then in turn passing this time
series through the bank of filters
white noise
Gj(z) = z(zI − Zj)−1enj , j = 0, 1, · · · ,m. (61)
where Zj is given by (30). The covariance matrix Σ :=
E{u(t)u∗(t)} can be estimated from the observed output of
the bank of filters, and then the matrixW in (27) can be esti-
mated from the Lyapunov equation
WE + EW ∗ = Σ.
Cf. (32), where Σ is a state covariance [20]. Af-
ter estimating W from data, we then apply our al-
gorithm to solve the corresponding problem (1). We
choose a transfer function w(z) of degree six with the
zeros at 0.92e±1.5i, 0.49e±1.4i, 0.95e±2.5i and poles at
0.8e±2.1i, 0.83e±1.34i, 0.76e±0.8i. DeterminingW from the
bank of filters, our method produces the power spectral den-
sity shown in Fig. 2, which is almost identical to the true one
(also depicted). From the left picture in Fig. 3 we see that
there is no close zero-pole cancellation. However, the singu-
lar values of P are
2.0170, 0.4184, 0.02585, 0.01858, 0.005741, 0.002466,
where the last two are vey small, so the positive degree is
close to four. Therefore, using the dominant spectral zeros at
0.92e±1.5i, 0.95e±2.5i only, the singular values becomes
1.2205, 0.2913, 0.01605, 0.02563.
The estimated spectral density of the reduced order system of
degree four is depicted in Fig. 2 and shows little difference
from the one of degree six. However, the location of zeros
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Figure 2: Estimated spectral densities and the true one
and poles for the reduced-order system, shown to the right in
Fig. 3, are quite different from those of the 6-order system.
6.2 Robust control
Consider the feedback configuration
( )C s ( )P s
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Figure 3: Zeros (◦) and poles (×) of original estimated sys-
tem (left) and the reduced-order one (right).
where r is the reference input and d is the disturbance on the
output y. Given an unstable plant
P (s) =
−8s2 + 62s+ 200
10s4 + 8s3 + 7s2 + 0.5s
,
design a strictly proper controllerC(z) such that the feedback
system satisfies the design specifications: (i) The system is
internally stable. For a step reference r, (ii) the settling time
is about 8 seconds, (iii) the overshoot is at most 10%, and
(iv) the control signal u(t) has magnitude at most 0.5. This
design problem is similar to the one considered in [29] using
the classical central solution and in [16] using a homotopy
method to solve the convex optimization problem. Here we
show how to shape the frequency response of the sensitivity
function S(s) := (1 + P (s)C(s))−1 by just changing the
spectral zeros.
The plant has one unstable pole at s = 0, and two unsta-
ble zeros at s = ∞ and s = 10.2008 with multiplicity two
and one respectively. Therefore the sensitivity function must
satisfy the interpolation conditions
S(0) = 0, S(∞) = 1, S′(∞) = 0, S(10.2008) = 1.
Moreover, to ensure that C is strictly proper we must have
S′′(∞) = 0.
See, e.g., [29]. From the design specifications (ii) and (iii) we
can obtain an approximately ideal sensitivity function
Sidel(s) =
s(s+ 0.9)
s2 + 0.9s+ 0.752
(62)
of second order. However, (62) cannot be used since it does
not satisfy all the interpolation conditions. For disturbance
attenuation we also need a condition
‖S‖∞ < γ.
Using the Mo¨bius transformation z = 109 (1 + s)(1 − s)−1,
which maps the points in the right half plane into the exterior
of the unit disc, the problem is reduced to finding a function
f(z) = (γ + S(z))(γ − S(z))−1 that is positive real and
satisfies
f(109 ) = 1, f(−1.3526) =
γ + 1
γ − 1
f(− 109 ) =
γ + 1
γ − 1 , f
′(− 109 ) = 0, f ′′(− 109 ) = 0
Since there are five interpolation conditions, we can construct
an interpolant of degree four by choosing four spectral zeros.
We choose γ = 1.8 and spectral zeros at ±0.9i, 5,∞. (More
details on how to choose these parameters can be found in
[28]). Our computational procedure lead to the controller
C(s) =
6.986s3 + 5.589s2 + 4.89s+ 0.3493
s4 + 21.43s3 + 144.9s2 + 336.2s+ 233
.
The settling time is 6.55 s, the overshoot is 8.86%, and the
largest magnitude of u is 0.13, which all satisfy the design
specifications. Fig. 4 shows the frequency response of Sideal
and Scomputed, which show little difference.
6.3 Comparing our approach to other methods
Our new method shares the advantage of the convex opti-
mization methods initiated in [6, 11] in that the solutions can
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Figure 4: Frequency responses of Sideal and Scomputed
be smoothly tuned by choice of spectral zeros. The classi-
cal method [29] produces a controller of degree 8 for our ro-
bust control example in Section 6.2, whereas ours is degree 4
and the design specifications are satisfied with largermargins.
However, solving the convex optimization problem by New-
ton’s method when the system has poles close to the unit cir-
cle (a common situation) is problematic. This disadvantage
was overcome in [26, 27] by solving the optimization prob-
lem using homotopy from an initial solution. Our method has
the additional advantage that there is no need to determine an
initial solution. Moreover, as illustrated in Section 6.1, in
our method one can directly detect the possibility of model
reduction by simply checking the (approximate) rank of the
solution P of the Riccati-type equation (43).
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