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Abstract
We look at a restricted model of a communicating P system, called RCPS, whose environment does
not contain any object initially. The system can expel objects into the environment but only expelled
objects can be retrieved from the environment. Such a system is initially given an input ai11 . . . ainn(with each ij representing the multiplicity of distinguished object ai , 1 in) and is used as an
acceptor. We show that RCPSs are equivalent to two-way multihead ﬁnite automata over bounded
languages (i.e., subsets of a∗1 . . . a∗n , for some distinct symbols a1, . . . , an). We then show that there
is an inﬁnite hierarchy of RCPS’s in terms of the number of membranes: For every r , there is an
s > r and a unary language L accepted by an RCPS with s membranes that cannot be accepted by an
RCPS with r membranes. This provides an answer to an open problem in (Membrane Computing:
An Introduction, Springer, Berlin, 2002) which asks whether there is a nonuniversal model of a
membrane computing system which induces an inﬁnite hierarchy on the number of membranes. We
also consider variants/generalizations of RCPSs, e.g, acceptors of languages; models that allow a
“polynomial bounded” supply of objects in the environment initially; models with tentacles, etc. We
show that they also form an inﬁnite hierarchy with respect to the number of membranes (or tentacles).
The proof techniques can be used to obtain similar results for other restricted models of P systems,
like symport/antiport systems.
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1. Introduction
Membrane computing is a branch of molecular computing that aims to develop mod-
els and paradigms that are biologically motivated [11,12,16]. There has been a ﬂurry of
research activities in this area in recent years. Membrane computing [11,12,16] identi-
ﬁes an unconventional computing model (namely a P system) from natural phenomena
of cell evolutions and chemical reactions [1]. Because of the built-in nature of maximal
parallelism inherent on the models, P systems have a great potential for implementing
massively concurrent systems in an efﬁcient way that would allow us to solve currently in-
tractable problems (in much the same way as the promise of quantum and DNA computing)
once future bio-technology (or silicon-technology) gives way to practical bio-realization
(or chip-realization).
A P system G consists of a ﬁnite number of membranes, each of which contains a
multiset of objects (symbols). The membranes are organized as a Venn diagram or a tree
structure where one membrane may contain 0 or many membranes. The dynamics of G
is governed by a set of rules associated with each membrane. Each rule speciﬁes how ob-
jects evolve and move into neighboring membranes. The rule set can also be associated
with priority: a lower priority rule does not apply if one with a higher priority is appli-
cable. A precise deﬁnition can be found in [11]. Various models of P systems have been
investigated and have been shown to be universal, i.e., Turing machine complete, even
with a very small number of membranes (e.g., 1 or 2 membranes). Not much work has
been done on investigating P systems that are nonuniversal, although there are a few such
results in the literature. We mention two recent papers: [7,8]. The ﬁrst paper gives char-
acterizations of various restricted classes of catalytic systems in terms of semilinear sets
and vector addition systems. The second investigates the computational complexity (space
and time) of membrane computing systems focusing on communicating P systems, cat-
alytic systems, symport/antiport systems. In particular, the following results are shown
in [7]:
1. The deterministic communicating P system simulating a deterministic counter machine
in [17,18] can be constructed to have a ﬁxed number ofmembranes, answering positively
an open question in [17,18].
2. The reachability of extended conﬁgurations of a symport/antiport system [14], com-
municating P system, and other systems can be decided in nondeterministic log n space
and, hence, in deterministic log2 n space or in polynomial time. This improves the main
result in [15].
3. The space and time complexity of various membrane computing systems, including
hierarchy theorems based on the maximum number of objects present in the system
during the computation as a function of the length of the input string.
In this paper, we provide an answer to an interesting and important open question
that was raised by Gheorghe Paun [12] about whether one can exhibit a nonuniversal
(i.e., non-Turing-complete) model of a membrane system for which the number of mem-
branes induces an inﬁnite hierarchy on the computations that can be performed by such
systems.
The basic model we investigate in this paper is a restricted model of a communi-
cating P system (CPS), called an RCPS. The environment of an RCPS does not
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contain any object initially. The system can expel objects into the environment but only
expelled objects can be retrieved from the environment. Such a system is initially given
an input ai11 . . . a
in
n (with each ij representing the multiplicity of distinguished object
ai , 1 in) and is used as an acceptor. An RCPS is equivalent to a two-way multi-
head ﬁnite automaton operating on bounded languages (i.e., the inputs, with left and
right end markers c/ and $, come from a∗1 . . . a∗n for some distinct symbols
a1, . . . , an).
We show that there is an inﬁnite hierarchy of RCPSs in terms of the number of mem-
branes: For every r , there is an s>r and a unary language L accepted by an RCPS with s
membranes that cannot be accepted by an RCPS with r membranes. Partial solutions to the
membrane hierarchy problem were previously given in [3,9] which, however, were based
on deﬁnitions that were considered too restrictive (hence not “completely innocent"), so
[12] considered the hierarchy problem still open. The solution presented in this paper (the
RCPS model and the hierarchy proof) is considered as convincingly answering the open
problem.
We also look at some variants/generalizations of RCPSs that also form an inﬁnite hi-
erarchy with respect to the number of membranes. In particular, we propose a model
of a CPS that can be used as an acceptor of languages (sets of strings), called CPSA.
A CPSA can have abundant (i.e., inﬁnite) supply of some objects in the environment.
CPSA’s accept precisely the recursively enumerable languages. We give a characteriza-
tion of a special case when the CPSA is restricted to use only a polynomial (on the
length n of the input string) amount of objects from the environment. We show that for
any positive integers k and r , there is an s>r and a language L that can be accepted
by an nk-CPSA with s membranes that cannot be accepted by any nk-CPSA with r
membranes.
We also study a model of a communicating P system with “tentacles", called CPST. The
notion of systems with tentacles was ﬁrst suggested by Gheorghe Paun in [13]. We give
characterizations of some variants of CPST and prove a hierarchy theorem with respect
to the number of tentacles. A restricted model of a CPST characterizes the smallest class
of languages containing the regular sets that is closed under homomorphism, intersection,
and the shufﬂe operation. The Parikh maps of the languages in the class are precisely the
semilinear sets.
Finally, we note that our proof techniques can be used to obtain similar
results for other similarly restricted models of P systems, like symport/antiport
systems [14].
The paper has six sections in addition to this section. Section 2 deﬁnes the model of
RCPS and relates it to a restricted model of counter machine, called RCM. Section 3
proves the main result (hierarchy) by relating RCMs to two-way multihead ﬁnite au-
tomata and using the fact that these automata form an inﬁnite hierarchy with respect
to the number of heads. Sections 4 and 5 consider variants/generalizations of RCPS’s,
e.g., acceptors of languages (CPSA) and models with tentacles (CPST). Putting appro-
priate restrictions on these models also induces an inﬁnite hierarchy with respect to the
number of membranes (or tentacles). Section 6 gives a characterization of a simple
class of CPST in terms of semilinear languages. Section 7 is a brief
conclusion.
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2. Restricted communicating P systems
As deﬁned in [17,18], a communicating P system (CPS)G consists of membranes orga-
nized in a tree-like structure. The closed space (area) delimited by amembrane is called a re-
gion. One region is associated with eachmembrane. The outermost membrane is sometimes
called the skin membrane. The area outside the skin membrane is called the environment,
and for convenience, we shall also refer to it as a region. Thus, counting the environment,
an n-membrane system has n + 1 regions. Each membrane has a (possibly empty) set of
rules associated with it. The evolution rules are of the following forms, where V is the set
of all objects that can appear in the system
1. a → a,
2. ab → a1b2 ,
3. ab → a1b2ccome,
where a, b, c∈V and , 1, 2 ∈ ({here, out} ∪ {inj | 1jn}). The meaning of the sub-
script out (respectively, inj ) on an object is to transport the object from the membrane
containing it into the membrane immediately outside it (respectively, into membrane la-
beled j , provided j is adjacent to the object). The subscript here on an object means that
the object remains in the same membrane after the transition. A rule of the form (3) can
occur only within the region enclosed by the skin membrane. When such a rule is ap-
plied, then c is imported through the skin membrane from the outer space (environment)
and will become an element of this region. In one step, all rules are applied in a maxi-
mally parallel manner. There is an abundant (i.e., inﬁnite) supply of some objects outside
the skin membrane, i.e., the environment. Some objects are not available initially in the
environment but may enter the environment during the computation. Thus, the number
of each such object in the whole system (including the environment) remains the same.
The system starts from some ﬁxed initial conﬁguration with objects distributed among the
membranes. Somemembranes can be designated input (respectively, output) membranes, to
contain the initial input (respectively, ﬁnal output) objects.We refer the reader to [17,18] for
the details.
We will study a restricted model of a CPS G where the environment does not contain
any object initially. The system can expel objects into the environment but only expelled
objects can be retrieved from the environment. Hence, at any time during the computation,
the objects in the system (including in the environment) are always the same. We call such
a system an RCPS.
Let ={o}, where o is a distinguished object in V . We will viewG as an acceptor of n-
tuples of nonnegative integers in the following way. Assume thatG hasmn membranes,
with nmembranes distinguished as input membranes. Let u= (i1, . . . , in)∈Nn.We say that
G accepts u if G when started with (oi1 , . . . , oin) in the input membranes initially (with
no o’s in the other membranes), eventually halts. Note that objects in V −  have ﬁxed
numbers and their distributions in the different membranes are ﬁxed initially, independent
of u. LetQ(G) be the set of tuples accepted byG, i.e.,Q(G)={u |G accepts u}. We wish
to characterizeQ(G).
It turns out that an RCPS can be characterized in terms of a restricted counter
machine. A counter machine, or CM, for short, is a machine with no input tape
but with a ﬁnite number of counters. The machine has special counters called
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input counters. During the computation, the machine can test each counter against zero,
increment/decrement it by 1, or leave it unchanged. The counters can only assume nonneg-
ative values. The computation of the machine is guided by a ﬁnite-state control.
Now deﬁne a restricted counter machine (RCM) M as a CM with m counters which is
restricted in its operation. The ﬁrst nm counters are distinguished, called input counters.
At the beginning of the computation, the input counters are set to some nonnegative integer
values, and all other counters are set to zero. A move of the machine consists of executing
an instruction of the following form:
h : If C = 0 then [decrement C by 1, increment D by 1,
and go to (r1 or · · · or rk)]
else go to (s1 or · · · or sl),
where C,D represent counters (which need not be distinct) and h, r1, . . . , rk, s1, . . . , sl
represent instruction labels or states (which need not be distinct). The use of “or" makes
the instruction nondeterministic. It becomes deterministic if r1= · · ·= rk and s1= · · ·= sl .
Note that by setting C=D, one can simulate an unconditional “go to" instruction (thus the
machine can change states without altering any counter). We say that counters C and D
are connected. An RCM is speciﬁed by a ﬁnite set of labeled instructions of the form given
above.
Let u= (i1, . . . , in)∈Nn. We say that M accepts u if M when started with the input
counters set to u and the other counters zero, eventually halts. Denote by Q(M) the set of
tuples accepted byM . Clearly, in an RCM, the sum of the values of all the counters at any
time during the computation is always equal to the sum of the initial values of the input
counters.
Theorem 2.1. LetQ⊆Nn. ThenQ is accepted by an RCPS if and only if it is accepted by
an RCM.
Proof. Suppose Q is accepted by an RCPS G with m membranes. Then, including the
environment, G has m + 1 regions. We construct an RCM M from G accepting Q. M
has ﬁnitely many counters. We associate a counter Ar for every region r , including the
environment. Without loss of generality (by relabeling), letA1, . . . , An be the counters that
correspond to the input membranes. Since the other objects in V −  are ﬁxed, the ﬁnite
control ofM keeps track of them and the regions where they reside during the computation.
There are other auxiliary counters that are used as “temporary counters" to facilitate the
movements of input object o among the regions during the computation. Thus,M may need
m+ 1 auxiliary counters for each region. Hence,M will have at most (m+ 1)+ (m+ 1)2
counters.
At the start of the computation, A1, . . . , An are set to the n-tuple (i1, . . . , in). M sim-
ulates the computation of G faithfully (in a maximally parallel manner). It is during
the simulation that M uses the auxiliary counters to facilitate the movements of the o’s
among the regions. Speciﬁcally, before each parallel step, M pre-processes each region.
For example, if in region i, there are o’s to be moved to various regions (as speciﬁed by
the rules in region i), M stores in auxiliary counter j (1jm + 1) of region i the
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number of o’s to be moved from region i to region j . After M has pre-processed all
the regions, it uses the contents of the auxiliary counters to carry out the parallel step
(i.e., movements of the o’s among the regions). M halts if and only if G halts. Note
that M need only use instructions of the form described above (for RCM). Clearly, M
acceptsQ.
For the converse, suppose Q is accepted by an RCM M . Then M operates using in-
structions of the form above. We will construct an RCPS G fromM acceptingQ. First we
transformM to a normal CMM ′ by converting each instruction of the form
h: If C = 0 then [decrement C by 1, increment D by 1,
and go to (r1 or · · · or rk)]
else go to (s1 or · · · or sl)
to two instructions:
h: If C = 0 then decrement C by 1 and go to p else go to (s1 or · · · or sl)
p: Increment D by 1 and go to (r1 or · · · or rk),
where p is a new label that is unique to the instruction being converted. Clearly,M ′ accepts
Q. We can then construct from CM M ′ an RCPS G accepting Q. The construction of G
fromM ′ follows the construction of the CPS G in [17,18]. The construction there was for
a deterministic CM, but it is easily modiﬁed to work for a nondeterministic CM. Because
of the wayM ′ operates, G will be an RCPS. 
In an RCPS, there is only one object o that is used in representing the n tuples. We
can deﬁne a variant of the system. Let ={a1, . . . , an} be a subset of V , called the input
alphabet. Associatewith each ai a ﬁxedmembrane. (Note that amembrane can be associated
with more than one ai . In fact, all the ai’s can be associated to only one membrane.) Such
membranes are called input membranes. Let u= (i1, . . . , in)∈Nn. We say that G accepts
u if G when started with aiji in the membrane associated with ai (1 in), with the other
non-input membranes containing no a1, . . . , an eventually halts. Again, note that objects
in V −  have ﬁxed numbers and their distributions are ﬁxed independent of u. LetQ(G)
be the set of tuples accepted by G. We call this system SCPS. It turns out that this system
is equivalent to an RCPS.
Corollary 2.1. LetQ⊆Nn. Then the following are equivalent:
1. Q is accepted by an SCPS.
2. Q is accepted by an RCM.
3. Q is accepted by an RCPS.
Proof. Suppose Q is accepted by an SCPS G with m regions. We construct an RCM M
fromG acceptingQ.M has ﬁnitely many counters. For each input symbol ai ∈ (1 in)
and region r of G, we associate a counter A(ai , r). Since the other objects in V −  are
ﬁxed, the ﬁnite control ofM keeps track of them and the regions where they reside during
the computation. Again, there are other auxiliary counters that are used to facilitate the
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movements of the input objects a1, . . . , an among the regions during the computation.
Thus, in each region,M may need an auxiliary counter B(ai , r) for each object ai and region
r . Hence, M may need n(m + 1)2 temporary counters, and therefore, a total of at most
n(m+ 1+ (m+ 1)2) counters.
The input counters of M are A(a1, r1), . . . , A(an, rn), where ri is the counter associated
with input symbol ai .M simulates the computation of G faithfully as in Theorem 2.1.
To complete the proof, we need to show that an RCM can be simulated by an SCPS.
This is shown in the next section (Corollary 3.2). 
Consider an RCM with a set of counters C. Let the input counters in C be I1, . . . , In.
Suppose that C can be partitioned into C1, . . . , Cn such that for each 1 in,
1. Ii is in Ci , and
2. counters in Ci can only be connected with counters in Ci .
We call such an RCM an SCM. Thus, in an SCM, the sum of the values of the counters in
Ci remains the same during the computation, and it is equal to the initial value of Ii .
Corollary 2.2. LetQ⊆Nn. ThenQ is accepted by an SCPS if and only if it is accepted by
an SCM.
Proof. Clearly, the counters in the machine constructed in the proof of Corollary 2.1 can
be partitioned into groups, where counters A(ai , r) and auxiliary counters B(ai , r) belong to
partition Cai , 1 in. The machine is then an SCM.
For the converse, let M be an SCM accepting Q. Then M has n input counters. We
construct from M a CPS G with input alphabet ={a1, . . . , an}. The construction of G
follows exactly the construction of the CPS G in [17,18] with the modiﬁcation that in the
rules of the form (see the construction in [17,18]):
cdj → cinIj dj ocome and djo → djoout in R1
the object o is replaced by ai if dj is associated with an instruction involving a counter in
partition Ci . Similarly, in the rules of the form
djo → djoinEa in R1 and djo → dj ;outoout in REa
the object o is replaced by ai , if the counter represented by the membrane Ea belongs to
partition Ci . Clearly, the resulting CPS is an SCPS. 
3. Hierarchy with respect to the number of membranes
In this section, we show that RCPSs (or SCPSs) form an inﬁnite hierarchy with respect
to the number of membranes.
A subset Q⊆Nn can also be thought of as a bounded language LQ={ai11 . . . ainn |
(i1, . . . , in)∈Q}. For convenience, we shall not distinguish between Q and LQ. So, e.g.,
an RCPS (or RCM) acceptingQ can also be thought of as accepting LQ.
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We will show that for every r , there is an s>r such that some unary language L can be
accepted by an RCPS with s membranes but not by any RCPS with r membranes. First, we
show a connection between RCPS’s and two-way multihead ﬁnite automata.
A k-head ﬁnite automaton (k-FA) is a ﬁnite automaton with k two-way read-only heads
operating on an input (with left and right end markers) [10]. A multihead FA is a k-FA for
some k. In this section, we only consider multihead FA over bounded languages, i.e., there
is some ﬁxed n and distinct symbols a1, . . . , an such that the input to the machine is of the
form ai11 . . . a
in
n for some nonnegative integers i1, . . . , in (exclusive of the end markers).
Consider the case when n= 1, i.e., the input to the k-FA is unary. Then we have:
Lemma 3.1. 1. If L⊆ a∗ is accepted by an RCM (or SCM) with k counters, then L can be
accepted by a k-FA.
2. If L⊆ a∗ is accepted by a k-FA, then L can be accepted by an RCM (or an SCM) with
2k + 1 counters.
Proof. The ﬁrst part is obvious. For the second part, letM be a k-FA accepting L. We con-
struct an RCM M ′ with 2k + 1 counters: C0, C1, . . . , C2k . Let C0 be the input counter,
which initially contains a nonnegative integer n, and all other counters zero. M ′ ﬁrst
stores n/k (short for n/k) in each of C1, . . . , Ck and the remainder r in C0. M ′ also
remembers the remainder r in the ﬁnite-state control. Thus, at end of this process, C0
has value r , and the sum of the values of C0, C1, . . . , C2k is exactly n. From this point
on, M ′ ignores C0. M ′ creates ﬁnite-state variables r1, . . . , rk in the ﬁnite control. Ini-
tially, all the ri’s are set to the remainder r . M ′ uses the pair of counters (Ci, Ck+i )
and ri to simulate the movements of head i of M . At any time during the simulation,
Ci + Ck+i = n/k, and whenever one is incremented by 1, the other is decremented
by 1.
First consider the case when the remainder r = 0. Since the counters can only count up
to n/k,M ′ uses a unary buffer Bi of size k (for each i) in the ﬁnite control, so thatM ′ only
increments one of the pair of counters by 1 (and decrements the other by 1) modulo k, i.e.,
when the buffer is “full". When the remainder r is not zero, thenM ′ has to “use up" the ri
before working on Ci, Ci+k and Bi . Note thatM ′ is, in fact, an SCM, since we can put all
the counters into one partition. 
Generalizing the above lemma, we have:
Corollary 3.1. 1. If L⊆ a∗1 . . . a∗n is accepted by an RCM (or SCM) with k counters, then
L can be accepted by a k-FA.
2. If L⊆ a∗1 . . . a∗n is accepted by a k-FA, then L can be accepted by an RCM (or SCM)
with (2k + 1)n counters.
Proof. Again part 1 is obvious. The second part follows from the proof of the second
part of Lemma 3.1, noting that for each 1 in, the counter machine needs a distinct
set of 2k + 1 counters to simulate the actions of the k heads on input segment aiji .
Thus, the number of counters needed is (2k + 1)n. Notice that the counter machine
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is an SCM, since the counters can be partitioned into n groups corresponding to the
symbols a1, . . . , an. 
From Corollaries 2.2 and 3.1, we have:
Corollary 3.2. The following models are equivalent: RCM, SCM, RCPS, SCPS, and mul-
tihead FA.
We will need the following result from [10]:
Theorem 3.1. For every k, there is a unary language L that can be accepted by a (k +
1)-FA but not by any k-FA. The result holds for both deterministic and nondeterministic
machines.
Lemma 3.2. For every k, there is a k′>k and a unary language L that can be accepted by
an RCM with k′ counters but not by any RCM with k counters.
Proof. Suppose that there is a k such that any unary language accepted by every RCM can
be accepted by an RCM with k counters.
Let L be a unary language accepted by a (k + 1)-FA but not by any k-FA. Such a
language exists by Theorem 3.1. Then from Lemma 3.1, part 2, L can be accepted by an
RCM with 2(k + 1) + 1 counters. Hence, by hypothesis, L is also accepted by an RCM
with k counters. But then from Lemma 3.1, part 1, L can be accepted by a k-FA. This is a
contradiction. 
Theorem 3.2. For every r , there is an s>r and a unary language L that can be accepted
by an RCPS with s membranes but not by any RCPS with r membranes.
Proof. Suppose there is an r such that any unary language accepted by every RCPS can be
accepted by an RCPS with r membranes.
Let k= (r+1)+(r+1)2. From Lemma 3.2, we know that for every k, there is a k′>k and
a unary language L that can be accepted by an RCM with k′ counters but not by any RCM
with k counters. From Theorem 2.1, this L can be accepted by an RCPS. By hypothesis,
L can also be accepted by an RCPS with r membranes. From the construction in the ﬁrst
part of the proof of Theorem 2.1, we can construct from this RCPS, an RCM with at most
(r + 1) + (r + 1)2 counters. Hence, L can be accepted by an RCM with k counters, a
contradiction. 
The question arises as to whether there is a model of a CPS that is not universal but
which allows the system to import objects which occur abundantly (i.e., have inﬁnite sup-
ply) in the environment. Consider a CPS G with input alphabet ={a1, . . . , ak}. Let 
be a new symbol not in . We assume that only  and the symbols in  occur abundantly
in the environment. Let =∪ {}. Thus, the CPS can import an unbounded number
of symbols in  from the environment. Note that there may be other symbols in the
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initial conﬁguration ofG that are not in ; the numbers of these symbols remain the same
during the computation. We assume (without loss of generality) that  does not appear
in the initial conﬁguration. It is known that for k1, every recursively enumerable set
of tuples Q⊆Nk can be accepted by such a system [17,18]. (Actually, this result holds
even if we assume that only a1, . . . , ak are abundant in the environment, i.e., we do not
really need the new symbol  [17,18].) Now consider the following restriction: On an in-
put (i1, . . . , ik) with n= i1 + · · · + ik , the number of symbols in  in the system less
the environment at any time during the computation is at most S(n). A poly-CPS is an
S(n)-CPS, where S(n)= np for some p. Clearly, an RCPS is a special case of a poly-CPS,
i.e., S(n)= n.
Theorem 3.3. 1. The following models are equivalent: poly-CPS’s,multihead FA’s, RCPS.
2. Let p be a positive integer. For every r , there is an s>r and a unary language L
accepted by an np-CPS (in fact, by an RCPS) with s membranes that cannot be accepted
by any np-CPS with r membranes.
Proof. Suppose G is an np-CPS with m regions and input alphabet ={a1, . . . , ak}.
Then, as in the proof of Corollary 2.1, G can be simulated by an np-RCM M with
(k + 1)(m + 1 + (m + 1)2) counters. (The “1" in the “k + 1" is for .) We can con-
struct from M a multihead FA M ′. Now the counters in M can count up to np on in-
puts of length n, but the heads of M ′ only work on space n. Hence, M ′ needs p heads
to simulate each counter of M . Thus, M ′ needs (k + 1)p(m + 1 + (m + 1)2) heads
to simulate M . It follows that a poly-CPS can be simulated by a multihead FA. That
a multihead FA can be simulated by an RCPS was already established earlier
(Corollary 3.2).
For the second part, suppose there is an m such that any unary language accepted by
every RCPS (which is a special case of an np-CPS) with any number of membranes can
be accepted by an np-CPS with m membranes. Then since any multihead automaton can
be simulated by an RCPS, every unary language can be accepted by a multihead FA with
2p(m + 1 + (m + 1)2) heads (as shown above noting that k= 1). This contradicts the
fact there is an inﬁnite hierarchy of multihead FA with respect to the number of heads
(Theorem 3.1). 
4. Communicating P systems accepting languages
Here we look at communicating P systems that are language acceptors. Our approach is
similar to the study of P automata in [2,4].
We can view a CPS G as a language acceptor, which we call a CPSA. Let  and 
be as deﬁned above. G accepts a string x ∈∗ if it constitutes all the symbols over  im-
ported from the environment during the computation, in the order given in x, when the
system halts. We assume that no symbol in  occurs in the initial conﬁguration. Thus,
x is built up as follows. At the start of the computation, x=  (the null string). Sym-
bols from  are appended to x as they are imported into the skin membrane during the
computation.
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Note that in general, because of “maximal parallelism", an unbounded number of sym-
bols from  can enter the skin membrane in one step since several rules of type (3)
in the deﬁnition of G may be applicable to an unbounded number of ab pairs in the
skin membrane. If the input symbols (i.e., from ) that enter the membrane in the step
are 1, . . . ,k (note that k is not ﬁxed), then i1 . . .ik is the string appended to x,
where i1, . . . , ik is some nondeterministically chosen permutation of 1, . . . , k. Actually,
it can be shown [7] that, in fact, we can assume without loss of generality that k1
(i.e., at most one symbol enters the membrane in each step). A string x=1 . . .n ∈∗
is accepted if G has a halting computation after importing symbols 1, . . . ,n from
the environment.
We can characterize a CPSA in terms of a counter machine acceptor (CMA). Such a
machine has a one-way input tape. An atomic move consists of one of the following labeled
instructions:
1. Read “” and go to (s1 or . . . or sl).
2. Increment counter C by 1 and go to (r1 or . . . or rk).
3. If counter C = 0 then decrement C by 1 and go to (r1 or . . . or rk) else go to (s1 or . . .
or sl).
4. HALT
Instruction (1) means that the CMA reads the next input symbol. If the input is “”,
the machine goes to one of s1 or . . . or sl ; else it goes into an inﬁnite loop. Note that
an unconditional goto instruction “go to (r1 or . . . or rk)" can be simulated by an in-
struction of type 2 followed by an instruction of type 3. A string x is accepted by M
if M , when started in its initial state with all counters zero, halts after
reading x. It is clear that a CMA can accept any recursively enumerable
language.
Theorem 4.1. L is accepted by a CPSA if and only if it can be accepted by a CMA (and,
hence, if and only if it is recursively enumerable).
Proof. Suppose L is accepted by a CPSA G with m membranes. We construct a CMA
M from G accepting L. Like in Corollary 2.1, part 1, M has ﬁnitely many counters.
For each object a ∈ and region r of G (including the environment), we associate a
counter A(a, r). Again, there are other auxiliary counters that are used to facilitate the
movements of the objects among the regions during the computation. Thus, in each re-
gion, M may need an auxiliary counter B(a, r) for each object a and region r . Hence,
M will have at most (k + 1)(m + 1 + (m + 1)2) counters, where k is the cardinality
of .
Since no symbol in  appears in the initial conﬁguration, all counters are initially zero.
The symbols that appear in the initial conﬁguration and their distributions are remembered
in the ﬁnite-state control of M . Whenever, in a step, G imports symbols in  from the
environment,M reads these symbols from the input tape (If G imports ,M does not read
on the tape.) It follows thatM accepts L.
For the converse, we show that given a CMAM accepting a languageL, we can construct
a CPSA G accepting L. The construction of G from M is a simple modiﬁcation of the
construction in [17,18]. 
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An S(n)-CPSA is deﬁned in the obvious way: on any input of length n, the
total number of symbols in  in the system less the environment at any time during
the computation is at most S(n). A poly-CPSA is an S(n)-CPSA, where S(n)= nk
for some k. If S(n)= cn for some constant c, the system is called an
exponential-CPSA.
In the previous section, we characterized RCPSs in terms of two-way multihead FA
over bounded languages, i.e., the input is restricted to be strings from a∗1 . . . a∗n for some
distinct symbols a1, . . . , an. Clearly, without the bounded language restriction, a two-way
multihead FA can accept more languages. Consider now a special case of two-way mul-
tihead FA (over nonbounded languages). A special multihead FA is a two-way multihead
FA where one head is one-way; the other heads are two-way, but (unlike the one-way
head) their operations do not depend on the actual contents of the input tape. Thus, the
two-way heads can only detect whether they are on the left end marker, on an input
symbol, or on the right end marker. Only the one-way head can distinguish the input
symbols. It is easy to show that a special multihead FA is equivalent to a log n space-
bounded nondeterministic Turing machine with a one-way (read-only)
input tape.
Theorem 4.2. 1. L can be accepted by an exponential CPSA if and only if it is a context-
sensitive language.
2. L can be accepted by a poly-CPSA if and only if it can be accepted by a special
multihead FA (which is equivalent to a log n space-bounded nondeterministic TM with a
one-way input tape).
3. Let p be a positive integer. For every r , there is an s>r and a unary language L
accepted by an np-CPSA with s membranes that cannot be accepted by any np-CPSA with
r membranes.
Proof. It is well-known that a language is context-sensitive (or, equivalently, accepted
by a nondeterministic linear space-bounded TM) if and only if it can be accepted by
a CMA (i.e., a counter machine with a one-way read-only input tape) whose counters
is exponential-bounded (i.e., each counter can count up to cn, for inputs of length n,
for some constant c) [6]. Part 1 then follows from the construction in the proof
Theorem 4.1.
Similarly, part 2 follows from the fact that a language is accepted by a special multihead
FA (or, equivalently, a nondeterministic TMwith a one-way read-only input tape and a log n
space-bounded worktape) if and only if it can be accepted by a CMA whose counters are
polynomial-bounded.
Part 3 reduces to Theorem 3.3, part 2. 
5. Communicating P systems with tentacles
Here we look at CPS’s with “tentacles". The idea of augmenting a system with
tentacles was suggested by Gheorghe Paun in a list of problems circulated before
the Brainstorming Week in Membrane Computing held in Tarragona, Spain, on
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February 5–11, 2003. Actually, Gheorghe proposed a symport/antiport system with tenta-
cles, but the idea applies to other systems, in particular, to a CPS.
Consider a simple model of a CPS with tentacles, called CPST. Let  be an input alpha-
bet, and c/, $ be distinguished symbols (the end markers). A CPST G has an environment
consisting only of a two-way input tape with end markers on which an input string from
∗ is written. The input is never altered. G has r tentacles t1, . . . , tr . The tentacles are
initially positioned on the left end marker. Each tentacle can read a tape cell and move left
or right from the cell, with the natural restriction that it cannot fall off the tape. We assume
that initially, no symbol in ∪ {c/, $} appears in any membrane. Let V =∪ {c/, $} plus
all symbols occurring in the initial conﬁguration. As before, objects that are in the initial
conﬁguration (i.e., symbols in V −  − {c/, $}) can be expelled into the environment and
retrieved from the environment.
More precisely, the rules of G are of the form
1. a → a,
2. ab → a1b2 ,
3. ab → a1b2come, i, d ,
where a, b∈V − (∪ {c/, $}), ∈ (∪ {c/, $}), , 1, 2 ∈ ({here, out} ∪ {inj | 1jn}),
1 ir (r is the number of tentacles), and d ={+1,−1}. Again, a rule of form (3) can
occur only within the region enclosed by the skin membrane. When such a rule is applied,
the symbol currently under tentacle i is imported through the skin membrane from the
outer space (environment) if that symbol is , and the tentacle is moved right or left on
the input tape, depending on whether d is +1 or −1. The symbol  remains in the region
(i.e., skin membrane) and is not exported to any region. If  is not the symbol under the
tentacle, the rule is not applicable. As before, all rules (including form (3)) are applied in
a maximally parallel manner at each step. If there is more than one rule that is applicable
to tentacle i, the rule to apply is chosen nondeterministically. The input string is accepted
if G halts.
Theorem 5.1. 1. A language L is accepted by a CPST with r tentacles if and only if it is
accepted by a two-way FA with r heads.
2. For every r , there is a unary language L accepted by a CPST with r + 1 tentacles but
cannot be accepted by a CPST with r tentacles.
Proof. For the ﬁrst part, it is clear that a CPST with r tentacles can be simulated by a
two-way FA with r heads. The converse can be easily shown by a simple modiﬁcation of
the construction in [17,18].
The second part follows from the fact that for every r , there is a unary language that can
be accepted by a two-way FA with r + 1 heads that cannot be accepted by one with r heads
[10] (see Theorem 3.1). 
6. Simple one-way CPSTs and semilinear languages
As deﬁned, a CPST has a two-way input tape. A CPST is one-way if d is always
+1 in rules of type (3) in the deﬁnition of CPST. Consider the one-way CPST with
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r tentacles. Suppose that except for the ﬁrst tentacle, the other tentacles cannot distin-
guish symbols in , but can only distinguish whether a symbol is in , the left end
marker, or the right end marker. It is straightforward to make this restriction precise
in the deﬁnition of the rules of the system. We call this model a simple
one-way CPST.
A set Q⊆Nn is a linear set if there exist vectors v0, v1, . . . , vt in Nn such that Q=
{v | v= v0 + a1v1+ · · · + atvt , ai ∈N}. The vectors v0 (referred to as the constant vector)
and v1, v2, . . . , vt (referred to as the periods) are called the generators of the linear setQ.
A setQ⊆Nn is semilinear if it is a ﬁnite union of linear sets.
Let ={a1, a2, . . . , an} be an alphabet. For each string w in ∗, deﬁne the Parikh map
of w to be (w)= (#a1(w), . . . , #an(w)), where #ai (x) is the number of occurrences of ai
in w. For a language L⊆∗, the Parikh map of L is (L)={(w) |w ∈L}.
We say that a class L of languages is a complete semilinear class of languages if (a)
for every language L in L, (L) is a semilinear set, and (b) for every semilinear set Q,
the language LQ={ai11 . . . ainn | (i1, . . . , in)∈Q} is in L. Note that there are classes of
languages (e.g., the context-free languages) that satisfy condition (a), but not rich enough
to satisfy condition (b). These classes are semilinear, but not complete
semilinear.
The shufﬂe u v of two strings u, v ∈∗ is a ﬁnite set consisting of the strings u1v1 . . .
ukvk , where u= u1u2 . . . uk and v= v1v2 . . . vk for some ui, vi ∈∗. If L1 and L2 are two
languages, their shufﬂe is the language
L1  L2= ⋃
u∈L1,v∈L2
u v.
Theorem 6.1. Let L be the class of languages accepted by simple one-way CPST’s. Then:
1. L is a complete semilinear class of languages.
2. L is the smallest class containing the regular sets that is closed under homomorphism,
intersection, and the shufﬂe operation.
Proof. Let C be the class of languages accepted by CMAs (counter machines with a one-
way input tape) whose counters make at most one reversal, i.e., when a counter decre-
ments, it can no longer increment. Note that allowing the counters to make at most r
reversals for any ﬁxed r does not increase the power of the machines, since a counter
making r reversals can be simulated by (r + 1)/2 counters, each making at most one
reversal. It is known that C satisﬁes (1) and (2) of the theorem (see [5]). Clearly, a sim-
ple one-way CPST can be simulated by a CMA with 1-reversal counters. Now L con-
tains the regular sets, and it is easy to show that it is closed under homomorphism, in-
tersection, and the shufﬂe operation. It follows that L= C, and the theorem
follows. 
7. Conclusion
We introduced a natural model of a nonuniversal P system called RCPS and showed that
with respect to computing power, there is an inﬁnite hierarchy of RCPSs in terms of the
O.H. Ibarra / Theoretical Computer Science 334 (2005) 115–129 129
number of membranes, answering an open question posed in [12]. We also studied some
variants/generalizations of RCPS’s (e.g., language acceptors, models with tentacles, etc.)
and gave characterizations of these models as well as hierarchy results, in terms of the
number of membranes or number of tentacles.
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