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Abstract 
Using quantitative data from past projects for software 
project estimation requires context knowledge that char-
acterizes its origin and indicates its applicability for fu-
ture use. This article sketches the SPRINT I technique for 
project planning and controlling. The underlying predic-
tion mechanism is based on the identification of similar 
past projects and the building of so-called clusters with 
typical data curves. The article focuses on how to charac-
terize these clusters with context knowledge and how to 
use context information from actual projects for predic-
tion. The SPRINT approach is tool-supported and first 
evaluations have been conducted. 
1. Introduction 
An essential task during software project planning is 
the identification of target values for key factors (such as 
effort, cost, schedule). This offers opportunities for react-
ing early and preventing plan deviations. The fundamental 
project planning activity for getting such target values is 
estimation. Precise estimates are essential for better pro-
ject planning and control, and can lead to successful pro-
ject delivery. Getting accurate estimation models for soft-
ware development projects is a difficult task. The 
underlying processes are not unique and have to be 
adapted to project constraints and organizational con-
straints. Thus, estimation models need to be adaptable to 
specific project and organizational contexts (such as tool 
environment, application domain). Practical experience 
has shown that in many software-developing organiza-
tions, data from past projects is available, which could be 
used for predictions. This article proposes a technique 
called SPRINT I [3], which uses such data from past pro-
jects for estimations. The technique is based on cluster 
analysis introduced by Li and Zelkowitz in 1993 [1]. Clus-
ter analysis is a means for finding groups in data that rep-
resent the same information model (e.g., similar effort 
distributions). A subsequent analysis of the corresponding 
context characteristics of the projects in one group sup-
ports the assignment of actual projects to similar past pro-
jects and helps to predict the future behavior more accu-
rately. SPRINT I was developed in the context of a 
software project control center (SPCC) [2], a means for 
systematic quality assurance and management support. 
2. Software Project Estimation 
SPRINT I can be applied to several attributes of inter-
est (e.g., effort or defect distribution). For clarity, in the 
following description only one attribute is considered. The 
technique can be sketched as follows: Measurement data 
from former projects are analyzed in order to build up 
characteristic curves (one for each project), which are 
comparable to each other. Afterwards, clusters of projects 
are identified. Based on the context of the project to be 
planned, the technique selects a suitable cluster and uses 
its cluster curve (mean of all characteristic curves within a 
cluster) for prediction. During the enactment of the pro-
ject, the prediction is adapted with respect to actual pro-
ject data. This leads to an empirical-based prediction and 
to flexibility for project and context changes. 
The first step is to compute a characteristic curve for 
each of the previous projects in the database. These curves 
are used to make the projects comparable to each other. 
For instance, we compute the project’s effort in percent-
age out of absolute person hour values. All characteristic 
curves need the same granularity; that is, we have to 
smooth values of the original series, or interpolate values. 
The second step is to create clusters of similar charac-
teristic curves. We use, for instance, the Euclidian dis-
tance to identify these curves and compute the mean of all 
curves within a certain cluster afterwards. This curve is 
called cluster curve. A problem is to determine the context 
of a single cluster (i.e., the scope of validity of the cluster 
curve), for the context knowledge of all included charac-
teristic curves has to be considered. So, which context 
values are typical for a certain attribute of the cluster, like 
the “complexity” of the resulting system. Very difficult to 
handle are nominal scale values, because it is not possible 
to compute a mean. In this case, we compute the fre-
quency of meeting a value in the characteristic curves of 
the cluster and in the database of all curves. In Figure 1, 
we have four possible values for “complexity”. Three of 
them, namely “C”, “D”, and “E” are part of the context 
knowledge of the curves included in the cluster. Next, we 
have to compute a weight for each of the included values, 
determining the value’s significance. Therefore we com-
pute the relation of both frequencies and divide the result 
by a norm of all possible values to make the resulting 
weights comparable to each other. Next, we have to 
choose a threshold that determines whether a value of a 
certain weight is typical for the cluster. In Figure 1, we 
chose all positive values; that is, in case of “complexity” 
value “D” of weight “0.27” and “E” of weight “0.95. 
The third step is to assign a project to one of the com-
puted clusters estimating a certain project attribute (like 
effort or costs). Because the project itself has yet no dis-
tribution for this attribute, we use the context knowledge 
to find a suitable cluster. Therefore we compute the 
“goodness of fitting” to a certain cluster by simply adding 
the computed weights for each context value that appears 
in the cluster as well as in the context of the project itself. 
For example, if a project has domain “B” and complexity 
“D” in its context, the goodness of fitting to the cluster of 
Figure 1 is “0.97 + 0.27 = 1.24”. We assign the project to 
the cluster of the highest goodness of fitting value and use 
the cluster curve to estimate the attribute’s distribution. 
The fourth step takes place during project execution. 
Actual values of an attribute are compared to estimated 
values. If the distance between the two is above (or be-
low) a most tolerable threshold, project management has 
to be informed in order to initiate replanning steps. In our 
case, this means to dynamically find a new cluster in order 
to predict the project’s behavior in a better way. The de-
viation cause can be manifold. For instance, the project’s 
initial context could possibly be wrong or was changed 
because of internal problems. The first assignment of the 
project to a certain cluster was just based on context 
knowledge. Now, we additionally consider the attribute’s 
actual distribution; that is, we use both information to find 
a suitable cluster: On the one hand, we use the Euclidian 
distance to compute the similarity between the actual pro-
ject curve and a cluster curves. On the other hand, we use 
the context knowledge to identify a suitable cluster. Sev-
eral strategies exist to choose a new estimation cluster, for 
instance, minimal Euclidian distance, maximal goodness 
of fitting, or a combination of both, like Euclidian dis-
tance less a certain threshold and maximal goodness of 
fitting at the same time. 
3. Evaluation 
The core technique has been implemented in an SPCC 
prototype tool at the University of Kaiserslautern and has 
been applied to a set of sample projects. Currently, the 
user has to choose manually what kind of strategy he or 
she wants to use to assign a project to a cluster. We basi-
cally provide three kinds of strategies: Euclidian distance, 
goodness of fitting, and hybrid. In the latter case, we try to 
find an optimal combination between the first two strate-
gies. First results show small average deviations between 
predicted and actual values. 
4. Related Work and Conclusion 
Clustering techniques can be roughly classified as fol-
lows: a) Hierarchical techniques: The clusters themselves 
are classified into groups, the process being repeated at 
different stages to form a tree. b) Optimization-
partitioning techniques: Clusters are formed by optimiza-
tion of a so-called “clustering criterion”. The clusters are 
pair-wise exclusive, as a result forming a partition of the 
set of entities. c) Density or mode-seeking techniques: 
Here, clusters are formed by looking for regions that con-
tain a relatively dense concentration of entities. This tech-
nique tends to include entities into existing clusters rather 
than to initiate new clusters. d) Clumping techniques: 
Here, the clusters or clumps can overlap. These tech-
niques can be used in some cases (e.g., language studies), 
where an overlap between classes is allowed (e.g., words 
tend to have several meanings). In SPRINT I the predic-
tion and control of project progression is directly based on 
the experience in past projects, the accuracy of planned 
curves is increased by data- and context-driven selection 
of cluster curves, the approach is directly applicable with-
out a number of reference applications, and the adaptation 
of planned curves takes place dynamically. 
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SAMPLE TO COMPUTE THE 
WEIGHT OF VALUE “A”
Figure 1. Determining context knowledge. 
