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This paper extends to Continuous-Time Jump Markov Decision Processes (CTJMDP) the classic result for
Markov Decision Processes stating that, for a given initial state distribution, for every policy there is a
(randomized) Markov policy, which can be defined in a natural way, such that at each time instance the
marginal distributions of state-action pairs for these two policies coincide. It is shown in this paper that this
equality takes place for a CTJMDP if the corresponding Markov policy defines a nonexplosive jump Markov
process. If this Markov process is explosive, then at each time instance the marginal probability, that a
state-action pair belongs to a measurable set of state-action pairs, is not greater for the described Markov
policy than the same probability for the original policy. These results are used in this paper to prove that
for expected discounted total costs and for average costs per unit time, for a given initial state distribution,
for each policy for a CTJMDP the described a Markov policy has the same or better performance.
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1. Introduction. One of the fundamental facts in the theory of discrete-time Markov decision
processes (MDPs) states that, if an initial state distribution is fixed, then for an arbitrary policy
there exists a Markov policy such that for each time epoch the marginal distributions of state-action
pairs for these policies coincide. This fact was established by Derman and Strauch [4] and Strauch
[25]. The corresponding Markov policy chooses actions at a state x at an epoch t with the same
probability distribution as the original policy does at epoch t under the condition that the process
visits the state x at epoch t. Since most of the major performance criteria, including expected
total discounted costs and average costs per unit time, depend only on marginal distributions of
state-action pairs, this theorem implies that for a given initial state distribution the optimal values
of major performance criteria for the classes of all and Markov policies are equal. This fact means
that, if an initial distribution is fixed, the decision maker may use only (possibly randomized)
Markov policies.
This paper establishes the similar fact for continuous-time jump Markov decision processes
(CTJMDPs). We show that the described equality of state-action marginal distributions holds if
the jump Markov process defined by the corresponding Markov policy is nonexplosive, that is, the
number of jumps on each finite interval of time is finite with probability 1. Of course, the notion
of explosiveness is applicable only to continuous-time processes because stochastic sequences are
always nonexplosive. In general, when the corresponding Markov policy may define an explosive
Markov process, the results of this paper imply an inequality rather than the equality. According to
this inequality, at each time instance the probability of the event, that a state-action pair belongs
to a measurable set of state-action pairs for the described Markov policy, is not greater than the
probability of the same event for the original policy. The question, whether the equality always
holds, remains open.
1
2We recall that for discrete time the equivalence of arbitrary and Markov policies is proved by
induction in the time parameter in [4, 25] and in other places. Of course, induction in the time
parameter is not applicable to continuous time problems. Our proofs are based on the fact that for
CTJMDPs transition probabilities for marginal distributions of states satisfy an analogue to Kol-
mogorov’s forward equation. This fact was established by Kitaev [18] for problems with bounded
intensities, strengthened by Guo and Song [13] and by Piunovskiy and Zhang [24] to certain non-
explosive CTJMDPs, and further strengthened in this paper to possibly explosive CTJMDPs.
Studies of Kolmogorov’s equations for jump Markov processes were pioneered by Feller [11], who
investigated processes with possibly unbounded transition rates continuous in the time parameter.
In particular, reference [11] includes the results stating that transition probabilities of jump Markov
processes are solutions of Kolmogorov’s forward equation. Feller clarified later in the erratum
to [11] that these results were obtained in [11] only for nonexplosive processes. The question
whether transition probabilities for explosive jump Markov processes are minimal solutions of
Kolmogorov’s forward equation remained open for a long time. This question and the similar
question for Kolmogorov’s backward equation were answered positively in Feinberg et al. [8], where
jump Markov process with measurable transition rates were considered; see also additional results
in [9]. This fact for forward equation plays the central role in the proofs in this paper.
Section 2 of this paper describes the model. Section 3 presents the main results whose proofs
are provided in Section 5. Section 4 applies the results on Kolmogorov’s forward equations from
[8, 9] to Markov processes defined by Markov policies for CTJMDPs. In Section 6 we show that
Markov policies are not worse than arbitrary ones for the total expected discounted costs and for
average-cost per unit time.
We remark that for discrete-time MDPs, a general policy makes decisions based on the his-
tory that includes the current state, time, and previous states and actions. The decisions may be
randomized. Defining past-dependent and randomized policies for CTJMDPs is a more delicate
matter than for discrete-time MDPs. Early publications on CTJMDPs [12, 16, 20, 21] dealt only
with Markov policies. For Markov policies the corresponding Markov processes are defined via
Kolmogorov’s forward equation; see Guo and Herna´ndez-Lerma [12] for details, where the theory
of countable-state CTJMDPs is described. In particular, the results of Section 6 imply that many
currently available results on the existence of optimal and nearly optimal policies within the class
of randomized Markov policies hold in the stronger sense because the corresponding policies are
also optimal or nearly optimal within the broader class of history-dependent policies.
Yushkevich [27, 28] defined history dependent policies for CTJMDPs with bounded jump rates.
For such policies, decisions can be chosen at any time and they depend on the finite sequence
x0, t1, x1, . . . , tn, xn, t of the previous states and jump epochs, the current state, and the current time,
where 0< t1 < t2 < t3 <, . . . and tn< t. The arguments relevant to the Ionescu Tulcea theorem [22,
Proposition V.1.1] were used in [27, 28] to construct stochastic processes defined by policies and
initial state distributions. These arguments can be extended to CTJMDPs with unbounded jump
rates. Yushkevich [29] also used this approach to reduce CTJMDPs with expected total costs to
discrete-time MDPs with actions being the functions of the time parameters with values in the
action space. Feinberg [5] described the relations between the expected times, during which actions
are used between jumps, and actions chosen at the jump epochs. Feinberg [6, 7] used this relation
to reduce discounted CTJMDPs to MDPs with the same action sets as in the CTJMDP.
Kitaev [18] used Jacod’s [14] results on multivariate point processes and their compensators to
provide an equivalent and more elegant construction of stochastic processes for possibly history
dependent policies for CTJMDPs. It was observed by Kitaev [18] that, for a properly defined
sample space (Ω,F) with a filtration, each policy explicitly defines a predictable random measure.
This random measure and an initial state distribution define a jump stochastic process such that
the compensator of the random measure for the multivariate point process generated by jumps of
3this stochastic process is the predictable random measure defined by the policy. Thus, a policy and
an initial state distribution define the appropriate jump stochastic process.
In conclusion, we remark that the notions of randomized policies have different meanings for
MDPs and CTJMDPs. For MDPs, a randomized policy may choose actions randomly at each
time instance. For continuous time such policies may not define measurable stochastic processes;
Kallianpur [17, Example 1.2.5]. For CTJMDPs, randomized policies are defined as regular policies
for the problem with action sets replaced with the sets of probability measures on action sets. For
example, this means that randomized policies may use transition rates being convex combinations
of transition rates in the original models. For this reason, randomized policies for CTJMDPs are
often called relaxed, which is a more precise term. In this paper we mostly consider only relaxed
policies, and the terms “randomized” and “relaxed” are used only at the end of Section 6.
2. Model description. In this section we introduce basic notations, define CTJMDPs, and
provide the construction of jump stochastic processes defined by policies and initial state dis-
tributions. Recall that a measurable space (S,S) is called a standard Borel space, if there is a
measurable one-to-one correspondence f of this space onto a Polish (complete, separable, metric)
space endowed with its Borel σ-algebra such that the correspondence f−1 is also measurable. We
usually write (S,B(S)) instead of (S,S) for a standard Borel space. If S′ ∈B(S), then we consider
the σ-algebra B(S′) = {S˜ ∩S′ : S˜ ∈B(S)} on the set S′. The measurable space (S′,B(S′)) is also
a standard Borel space. If we add an isolated point s′ /∈ S to a standard Borel space S, then we
consider the σ-algebra B(S∪{s′}) = σ({B(S),{s′}}), where σ(E) denotes the σ-algebra generated
on a set by the set E of its subsets. Of course, (S ∪ {s′},B(S ∪ {s′}) is also a standard Borel
space. We denote by P(S) the set of all probability measures on (S,B(S)). For two standard Borel
spaces (S,B(S)) and (S˜,B(S˜)), a transition probability pi(·|·) from (S,B(S)) to (S˜,B(S˜)) is a
mapping from (S,B(S)) to P(S˜) such that for each E ∈B(S˜) the function pi(E|s) : (S,B(S)) 7→
([0,1],B([0,1])) is measurable. A Dirac measure concentrated at a point s is denoted by δs. Let
R :=]−∞,+∞[, R¯= [−∞,+∞], R+ :=]0,+∞[, R¯+ :=]0,+∞], and R
0
+ := [0,+∞[.
The probability structure of a CTJMDP is specified by the four objects {X,A,A(·), q˜}, where
(i) (X,B(X)) is a standard Borel space (the state space);
(ii) (A,B(A)) is a standard Borel space (the action space);
(iii) A(x) is a non-empty subset of A for each state x∈X (the set of actions available at x). It
is assumed that the set of feasible state-action pairs
Gr(A) := {(x,a) : x∈X,a∈A(x)}
is a measurable subset of (X ×A) containing the graph of a measurable mapping of X to A.
(iv) q˜(x,a, ·) is a signed measure on (X,B(X)) for each (x,a)∈Gr(A) (the transition rate), such
that q˜(x,a,X) = 0, 0≤ q˜(x,a,Z \ {x})<∞, and q˜(x,a,Z) is a measurable function on Gr(A) for
each Z ∈B(X).
Let q˜(x,a) := q˜(x,a,X \ {x}) for all (x,a) ∈Gr(A) and let q¯(x) := supa∈A(x) q˜(x,a) for all x ∈X.
If an action a ∈A(x) is selected at state x ∈X and is fixed until the next jump, then the sojourn
time has an exponential distribution with the intensity q˜(x,a) and the process jumps to the set
Z \{x}, where Z ∈B(X), with probability q˜(x,a,Z \{x})/q˜(x,a) if q˜(x,a)> 0. If q˜(x,a) = 0, then
the state x is absorbing. However, the model allows changing actions between jumps. In this paper
we make the following standard assumption, which implies that there are no instantaneous jumps.
Assumption 2.1. q¯(x)<∞ for each x∈X.
To define a sample space, which includes trajectories that have a finite number of jumps over
R+ and that have an infinite number of jumps over a finite interval of time, we add an additional
point x∞ /∈X to X. Let X¯ :=X ∪{x∞}. For a set H of real-valued functions defined on a common
set, let σ(H) = σ({f−1(B(R)) : f ∈H}) denote the sigma field generated by all functions from H.
4Let X × (R¯+ × X¯)
∞ be the set of all sequences (x0, t1, x1, t2, x2, . . .) with x0 ∈X, tn ∈ R¯+, and
xn ∈ X¯ for n= 1,2, . . . . This set is endowed with the σ-algebra B(X× (R¯+× X¯)
∞) defined by the
products of the Borel σ-algebras B(X), B(R¯+), and B(X¯). Since a countable product of standard
Borel spaces is a standard Borel space, the measurable space (X× (R¯+× X¯)
∞,B(X× (R¯+× X¯)
∞))
is a standard Borel space.
The set Ω of trajectories with a finite or countable numbers of jumps is defined as the subset
of all sequences (x0, t1, x1, t2, x2, . . .) from X × (R¯+× X¯)
∞ such that, for n= 1,2, . . . , the following
two properties hold: (i) if tn <∞, then xn ∈X and tn+1 > tn, and (ii) if tn =+∞, then xn = x∞
and tn+1 = +∞. The definition of Ω implies that Ω ∈ B(X × (R¯+ × X¯)
∞). Let us denote F =
B(Ω) = {Ω ∩B : B ∈B(X × (R¯+ × X¯)
∞)}, where the second equality is the definition of B(Ω).
The standard Borel space (Ω,F ) is called the sample space.
Define the random variables t0(ω) := 0, x0(ω) := x0, tn(ω) := tn, and xn(ω) := xn, for n=1,2, . . . ,
on the measurable space (Ω,F ) denoting, respectively, the initial time epoch, the initial state, the
time of the nth jump, and the state to which the process jumps at the nth jump. Let t∞(ω) :=
limn→∞ tn(ω). The jump process of interest, {ξt(ω) : t∈R
0
+, ω ∈Ω} with values in X¯, is
ξt(ω) = xn(ω), for tn(ω)≤ t < tn+1(ω), n=0,1, . . . , and ξt(ω) = x∞ for t≥ t∞(ω). (1)
Let us consider the natural filtration Ft = σ({ξs(ω) : 0 ≤ s ≤ t}), t ∈ R
0
+, and σ-algebras F∞ =
σ({Ft : t≥ 0}) and Ftn = {B ∈F :B ∩{tn ≤ t} ∈Ft, t≥ 0}. The definition of (Ω,F ) implies that
Ftn = σ({tm, xm : 0≤m≤ n}); see e.g., [19, Theorem 4.13].
A policy pi is a mapping (Ω × R+) 7→ P(A) such that (i) the stochastic process pi(B|ω, t) is
predictable for all B ∈B(A), and (ii) pi(A(ξt−(ω))|ω, t) = 1 for all (ω, t)∈ (Ω×R+) with t < t∞(ω).
Since it is possible that t∞(ω)<+∞ for some ω, in order to define a policy for all t∈R+, including
t≥ t∞(ω), we add an additional point a∞ /∈A to A and set A(x∞) = {a∞}. Let A¯ :=A∪{a∞}. The
definition and the structure of predictable processes described in Jacod [14, p. 241] implies that pi
is a policy if and only if there is a sequence of transition probabilities pin : ((X ×R+)
n+1,B((X ×
R+)
n+1)) 7→ (A,B(A)) such that, at each t∈R+, the policy pi selects the probability measure
pi( · |ω, t) :=
∑
n≥0
pin( · |x0, t1, x1, . . . , tn, xn, t− tn)I{tn < t≤ tn+1}+ δa∞(·)I{t≥ t∞}, ω ∈Ω, (2)
where we omit ω in the right-hand side of (2) and δa∞(·) is a Dirac measure on (A¯,B(A¯)) concen-
trated at a∞.
A policy pi is calledMarkov if there exists a transition probability p˜i from ((X×R+),B((X×R+)))
to (A,B(A)) such that pi(·|ω, t) = p˜i(·|ξt−(ω), t) for all (ω, t)∈ (Ω×R+) with t < t∞(ω). For a Markov
policy pi, formula (2) implies that pin(B|x0, t1, x1, . . . , tn, xn, t− tn) = p˜i(B|xn, t), when tn < t≤ tn+1
and for all B ∈B(X) and n= 0,1,2, . . . . With a slight abuse of notations, we shall write pi instead
of p˜i.
For a measurable function f on X ×A, define
f(z, p) :=
∫
A(z)
f(z, a)p(da), z ∈X, p∈P(A), (3)
whenever the integral is defined. In particular, (3) for f(z, a) = q˜(z, a,Z) is
q˜(z, p,Z) =
∫
A(z)
q˜(z, a,Z)p(da), z ∈X, p∈P(A), Z ∈B(X), (4)
and, (3) for f(z, a) = q˜(z, a) is
q˜(z, p) =
∫
A(z)
q˜(z, a)p(da), z ∈X, p∈P(A), (5)
5where we set q˜(z, a) := 0 for (z, a) ∈ (X ×A) \Gr(A); in particular q˜(z, a,Z) = 0 if (z, a) ∈ (X ×
A) \Gr(A) and Z ∈B(X). Due to Assumption 2.1, the integrals in (4) and (5) are defined, and
q˜(z, p)≤
∫
A(z)
(
sup
a∈A(z)
q˜(z, a)
)
p(da)≤ q¯(z)<+∞, z ∈X, p∈P(A). (6)
In addition, the properties of the transition rate q˜(z, a,Z) imply that q˜(z, p,Z) is a signed measure
on (X,B(X)) with q˜(z, p,X) = 0, the function q˜(z, p,Z \{z}) is a finite measure on (X,B(X)). For
a policy pi, let pit(ω) denote the probability measure with values pi( · |ω, t). Then, q(ξt−(ω), pit(ω),Z \
{ξt−(ω)}) defined by (4), with z = ξt−(ω), p(·) = pit(ω), and Z =Z \{ξt−(ω)}, is the jump intensity
at time t from the state ξt−(ω) to the set Z \ {ξt−(ω)}.
Recall that a multivariate point process is a sequence (tn(ω), xn(ω))n≥1 of random variables on
(Ω,F ) with values in (R¯+× X¯) and such that, for n=1,2, . . . , the following properties hold: (i) if
tn <+∞, then xn ∈X and tn+1 > tn, and if tn=+∞, then xn = x∞ and tn+1 =+∞, (ii) tn(ω) is a
stopping time, and (iii) xn(ω) is Ftn−measurable. A multivariate point process (tn(ω), xn(ω))n≥1
is characterized by the random measure µ on (R0+×X) defined by
µ(ω; [0, t],Z) :=
∑
n≥1
I{tn(ω)∈ [0, t]}I{xn(ω)∈Z}, ω ∈Ω, t∈R
0
+, Z ∈B(X). (7)
A random measure ν on R+×X is called predictable if for every Z ∈B(X) the stochastic process
{ν(ω; [0, t],Z)} is Ft−-measurable. According to Jacod [14, Theorem 2.1] or Kitaev and Rykov [19,
Theorem 4.20], for a given probability space (Ω,F ,P) with a right-continuous filtration {Ft}t≥0,
there exists a predictable random measure ν : (Ω×B(R0+ ×X))→ R
0
+ called the compensator of
µ such that (i) for each Z ∈B(X), the process {ν(ω; [0, t],Z)}t∈R0
+
is predictable; and (ii) for any
stopping time T with values in R+ and Z ∈B(X),
E(µ(ω; [0, T ],Z)) =E(ν(ω; [0, T ],Z)), (8)
where E denotes the expectation with respect to the probability measure P.
Define the random measure νpi on (R0+×X) by
νpi(ω; [0, t],Z) :=
∫ t
0
q˜(ξs(ω), pis(ω),Z \ {ξs(ω)})I{ξs(ω)∈X}ds, ω ∈Ω, t∈R
0
+, Z ∈B(X). (9)
This random measure is predictable. Indeed, in view of (1) and (2), for each Z ∈B(X), the stochas-
tic process {νpi(ω; [0, t],Z)} is Ft-measurable. In addition, it has continuous paths. Therefore, these
processes are Ft− measurable or, in other words, predictable; see, e.g., Jacod and Shiryaev [15,
Proposition 2.6] or Kitaev and Rykov [19, Theorem 4.16].
Furthermore, νpi(ω; [t∞,+∞[,X) = 0 since ξt(ω) = x∞ for all t ≥ t∞ and ν
pi(ω;{t} × X) = 0
since the function νpi(ω; [0, t],X) is continuous in t ∈R+. In view of Jacod [14, Theorem 3.6], the
predictable random measure νpi and a probability measure γ on X define a unique probability
measure Ppiγ on (Ω,F ) for which P
pi
γ(dx0) = γ(dx0) and ν
pi is a compensator of the random measure
µ.We remark that [14, Theorem 3.6] has two assumptions, namely, [14, assumptions (4) and (A.2)].
Assumption (4) from [14] is verified in the first sentence of this paragraph. Assumption (A.2)
follows from the construction of the sample space (Ω,F ).
If γ({x}) = 1 for some x∈X, we shall write Ppix instead of P
pi
γ . Let E
pi
γ and E
pi
x denote expectations
with respect to the measures Ppiγ and P
pi
x accordingly. For a policy pi and an initial distribution γ,
we say that the jump process is nonexplosive if Ppiγ(ξt(ω)∈X) = 1 for all t∈R+.
Yushkevich [27, 28] constructed explicitly the probability measure Ppiγ for a given initial distribu-
tion γ and a nonrandomized policy pi by using the Ionescu Tulcea theorem. The policies we consider
6in this paper can be viewed as nonrandomized if actions are substituted with probability measures
on the feasible sets of actions. Therefore, in view of the Ionescu Tulcea theorem the function Ppix(C)
is measurable in x for every C ∈F .
Observe that, for all t∈R+,
P
pi
γ(ξt(ω) 6= ξt−(ω)) =E
pi
γµ(ω;{t},X) =E
pi
γν
pi(ω;{t},X) = 0, (10)
where the first equality follows from the definition of a random measure of a multivariate point
process, the second equality follows from (8), and the last one is follows from νpi(ω;{t},X) = 0.
We now define in (12) marginal distributions of the states and of the state-action pairs. Consider
the process of actions {Ut(ω) : t∈R+, ω ∈Ω} with values in A¯, where the probability of Ut(ω)∈B is
pi(B|ω, t) for t < t∞(ω) and Ut(ω) = a∞ for t≥ t∞(ω). For the given ω ∈Ω and t > 0, the probability
of the event {ξt−(ω)∈Z,Ut(ω)∈B}, where Z ∈B(X¯) and B ∈B(A¯), is I{ξt−(ω)∈Z}pi(B|ω, t).
For an initial distribution γ and a policy pi, consider the marginal probabilities
P piγ (t,Z) := P
pi
γ(ξt(ω)∈Z) = P
pi
γ(ξt−(ω)∈Z), (11)
P piγ (t,Z,B) := P
pi
γ(ξt−(ω)∈Z,Ut(ω)∈B) = P
pi
γ(ξt(ω)∈Z,Ut(ω)∈B). (12)
where t∈R+, Z ∈B(X¯), and B ∈B(A¯). The second equalities in (11) and (12) are correct in view
of (10).
Observe that, in view of (10)–(12), for t∈R+, Z ∈B(X¯), and B ∈B(A¯),
P piγ (t,Z) = P
pi
γ (t,Z, A¯), (13)
P piγ (t,Z,B) = E
pi
γ(I{ξt−(ω)∈Z}pi(B|ω, t)) =E
pi
γ [I{ξt(ω)∈Z}pi(B|ω, t)], (14)
and the function P piγ (·, ·, ·) is a transition probability from (R+,B(R+)) to (X¯ × A¯,B(X¯ × A¯)). To
see that P piγ (·, ·, ·) is a transition probability from (R+,B(R+)) to (X¯× A¯,B(X¯× A¯)), observe that
by its definition P piγ (t, ·, ·) is a probability measure on (X¯ × A¯) for all t ∈ R+. Since the processes
ξt(ω) and pi(Ut(ω)∈B|ω, t) are measurable and predictable, respectively, the processes I{ξt(ω)∈Z}
and pi(Ut(ω) ∈ B|ω, t) are measurable. Since (14) holds and the functions under the expectation
in (14) are measurable in (ω, t), the function P piγ (t,Z,B) is measurable in t. In addition, for any
nonnegative measurable function f on Gr(A),
E
pi
γf(ξt(ω), pit(ω))I{ξt(ω)∈Z}=E
pi
γI{ξt(ω)∈Z}
∫
A
(
f(ξt(ω), a)I{a∈A(ξt(ω))}
)
pi(da | ω, t)
=
∫
Z
∫
A
f(z, a)δa(A(z))P
pi
γ (t, dz, da) =
∫
Z
∫
A(z)
f(z, a)P piγ (t, dz, da), (15)
where the first equality follows from (3), the second equality follows from (14), and the last one is
straightforward. Similar to Ppix, we shall write P
pi
x instead of P
pi
γ if γ({x}) = 1 for some x ∈X. In
the rest of this paper, we omit ω whenever there is no confusion.
3. Main results. In this section we formulate the main result of this paper. Let us fix an
arbitrary B ∈B(A¯) and consider the measures P piγ (t, ·,B) and P
pi
γ (t, ·) on (X¯,B(X¯)), where t∈R+.
Then, (13) implies P piγ (t,Z,B)≤ P
pi
γ (t,Z) for all Z ∈B(X¯). Thus P
pi
γ (t, ·,B)≪ P
pi
γ (t, ·). Therefore,
in view of the Radon-Nikodym theorem, there is a derivative
dPpiγ (t,·,B)
dPpiγ (t,·)
. The following lemma and
its corollary state that this derivative can be written as a Markov policy.
Lemma 1. For an initial distribution γ on X and a policy pi, there exists a Markov policy ϕ
such that, for all t∈R+,
P piγ (t,Z,B) =
∫
Z
ϕ(B|z, t)P piγ (t, dz), Z ∈B(X), B ∈B(A). (16)
7Proof. As explained after formula (14), the function P piγ (·, ·, ·) is a transition probability from
(R+,B(R+)) to (X¯×A¯,B(X¯×A¯)). Therefore, in view of (13), there exists a transition probability ϕ˜
from (X¯×R+,B(X¯×R+)) to (A¯,B(A¯)) such that formula (16) holds with ϕ= ϕ˜; see e.g., Bertsekas
and Shreve [2, Corollary 7.27.1]. In addition, since the action chosen by the policy pi at time t is
concentrated on A(ξt−), the probability measure P
pi
γ (t, ·, ·) is concentrated on {Gr(A)∪ (x∞, a∞)}.
Thus, for all t∈R+,
ϕ˜(A(z)|z, t) = 1, z ∈X (P piγ (t, ·)-a.s.). (17)
Suppose that φ is a measurable mapping from X¯ to A¯ with φ(x) ∈ A(x) for all x ∈ X¯. The
existence of such a mapping is guaranteed by assumption (iii) in Section 2 stating that the set
of feasible state action pairs Gr(A) contains the graph of a measurable mapping φ from X to A.
Then, the function ϕ(B|z, t), where B ∈B(A), z ∈X, and t∈R+, defined by
ϕ(B|z, t) :=
{
ϕ˜(B|z, t), if ϕ˜(A(z)|z, t) = 1,
δφ(z)(B), otherwise,
(18)
is a measure on (A,B(A)) with ϕ(A(z)|z, t) = 1 for each z ∈X and t ∈R+. In addition, for every
B ∈B(A), the function ϕ(B | z, t) is measurable in (z, t). To see this, observe that
ϕ˜(A(z)|z, t) =
∫
A
δa(A(z))ϕ˜(da|z, t), z ∈X, t∈R+.
Since the set Gr(A)∈B(X ×A), the function δa(A(z)) is measurable on X ×A. The measurable
property of integrals with respect to a transition probability imply that the function ϕ˜(A(z)|z, t)
is measurable in (z, t); see e.g., [2, Proposition 2.9]. Then, the set {(z, t) : ϕ˜(A(z) | z, t) = 1} is
measurable. This fact implies that the function ϕ(B | z, t) is measurable in (z, t) for every B ∈B(A).
Hence, the function ϕ defined by (18) is a Markov policy. Therefore, in view of (17), it follows from
(16) with ϕ= ϕ˜ that (16) holds for the Markov policy ϕ defined by (18). 
Remark 1. Strictly speaking, a Markov policy ϕ satisfying (16) depends on the initial dis-
tribution γ and on the policy pi, that is, ϕ = ϕγ,pi. To simplify notations, we write ϕ instead of
ϕγ,pi.
Corollary 1. For an initial state distribution γ on X and for a policy pi, a Markov policy ϕ,
whose existence is stated in Lemma 1, satisfies (16) if and only if, for all t∈R+ and B ∈B(A),
ϕ(B|z, t) =
P piγ (t, dz,B)
P piγ (t, dz)
, z ∈X (P piγ (t, ·)−a.s.). (19)
Proof. The corollary follows from the definition of the Radon-Nikodym derivative. 
The following theorem is the main result of this paper.
Theorem 1. For an initial distribution γ on X and a policy pi, let ϕ be a Markov policy
satisfying (16). Then
P ϕγ (t,Z,B)≤ P
pi
γ (t,Z,B), t∈R+,Z ∈B(X),B ∈B(A). (20)
In addition, if P ϕγ (s,X) = 1 for some s ∈ R+, then (20) holds for all t ∈]0, s] with an equality. In
particular, if P ϕγ (t,X) = 1 for all t∈R+, then (20) holds with an equality.
Corollary 2. Let the transition rates q(z, a) be bounded in (z, a) ∈Gr(A). Then, for every
policy pi and initial distribution γ, P piγ (t,X) = 1 for all t∈R+. In addition, formula (20) holds with
an equality for every Markov policy ϕ satisfying (16).
8Proof. Let λ be a non-negative integer, such that q(z, a)<λ for all (z, a) ∈Gr(A), and N(t) be
a Poisson process with the rate λ. Then, P piγ (t∞<∞)≤ P(N(t) =∞ for some t∈R+) = 0. In view
of this fact, (11), and {t < t∞}= {ξt ∈X},
P piγ (t,X) = P
pi
γ(ξt ∈X) = P
pi
γ(t < t∞) = 1, t∈R+. (21)
The second statement in the corollary follows from Theorem 1 and (21) applied to the Markov
policy satisfying (16). 
Corollary 3. For an initial distribution γ on X and a policy pi, let ϕ1 and ϕ2 be two Markov
policies satisfying (16). Then Pϕ1γ = P
ϕ2
γ and
P ϕ1γ (t,Z,B) =P
ϕ2
γ (t,Z,B), t∈R+,Z ∈B(X),B ∈B(A). (22)
Proof. Theorem 1 implies that P ϕiγ (t, ·)≪ P
pi
γ (t, ·) for all t∈R+ and for i=1,2. Therefore, in view
of (19), ϕ1(B|x, t) =ϕ2(B|x, t) P
ϕ1
γ (t, ·)–a.s. and P
ϕ2
γ (t, ·)–a.s., z ∈X, for all t∈R+ and B ∈B(A).
In view of Theorem 1 applied to ϕ = ϕ1 and pi = ϕ2, the inequality P
ϕ1
γ (t,Z,B) ≤ P
ϕ2
γ (t,Z,B)
holds for all t ∈ R+, Z ∈B(X), and B ∈B(A). The same arguments imply that P
ϕ2
γ (t,Z,B) ≤
P ϕ1γ (t,Z,B). Thus, (22) is proved. In particular, P
ϕ1
γ (t, ·) = P
ϕ2
γ (t, ·) for all t ∈ R+. Thus, two
jump Markov processes have the same marginal distributions. This implies that their distributions
coincide. 
The proof of Theorem 1 is given in Section 5. Theorems 4 and 5 from Section 6, which follow
from Theorem 1, establish the sufficiency of Markov policies for particular criteria. In Section 4 we
present auxiliary facts that follow from the results in Feinberg et al. [9].
4. Kolmogorov’s forward equation corresponding to a Markov policy. In this section
we verify that (i) the jump process corresponding to a Markov policy is a jump Markov process,
and (ii) its transition probability is the minimal solution of Kolmogorov’s forward equation. These
facts follow from Feinberg et al. [9, Theorem 1 and Corollary 7]. For readers’ convenience, we
present these two results here. Note that, action sets are not considered in [9], jump intensities
are defined there by Q-functions, whose definition is given below, and jump Markov processes are
defined in [9] on a finite or infinite interval [T0, T1[∈ R+. We present here the results for the case
T0 = 0 and T1 =∞ needed in this paper.
Recall that, a function q(z, t,Z), where z ∈X, t∈R+, and Z ∈B(X), is called a Q-function if:
(a) for fixed z and t, the function q(z, t,Z) is a signed measure on (X,B(X)) with q(z, t,X) = 0
and q(z, t,Z \ {z}) is a finite measure on (X,B(X));
(b) for a fixed Z the function q(z, t,Z) is measurable in (z, t).
Let us consider a Q-function q satisfying the condition∫ t
0
q(z, s)ds<∞, t∈R+, z ∈X. (23)
Then the Q function q defines the predictable random measure ν on (R0+×X) such that
ν(ω; [0, t],Z) :=
∫ t
0
q(ξs(ω), s,Z \ {ξs(ω)})I{ξs(ω)∈X}ds, ω ∈Ω, t∈R
0
+, Z ∈B(X), (24)
where the function ξs(ω) is defined in (1). An initial state distribution γ on X and a compensator
ν of the random measure for the multivariate point process (tn(ω), xn(ω))n≥1 uniquely define a
probability distribution Pγ on (Ω,F) such that Pγ(x0 ∈Z) = γ(Z) for all Z ∈ B(X).
9Let q(x, t) := q(x, t,X \ {x}) for x∈X and t∈R+. Following Feller [11, Theorem 2], for u∈R
0
+,
x∈X, t∈]u,T1[, and Z ∈B(X), define
P¯ (0)(u,x; t,Z) = δx(Z)e
−
∫ t
u q(x,s)ds, (25)
and, for n= 1,2, . . . ,
P¯ (n)(u,x; t,Z) =
∫ t
u
∫
X
e−
∫w
u q(x,θ)dθq(x,w,dy \ {x})P¯ (n−1)(w,y; t,Z)dw. (26)
Set
P¯ (u,x; t,Z) =
∞∑
n=0
P¯ (n)(u,x; t,Z). (27)
Theorem 2. ([9, Theorem 1]). For a Q-function q satisfying condition (23) and for an arbi-
trary initial state distribution γ ∈ P(X), the jump process {ξt : t ∈ R
0
+} defined by (1) on the
probability space (Ω,F ,F ,{Ft}t≥0,Pγ) is a jump Markov process with the transition function P¯ .
For simplicity, we write P¯ (t,Z) instead of P¯ (0, x, t,Z) when the initial state x is fixed. Let E be
a set and A be a set of functions f :E 7→ R¯. We say that f is a minimal element of A if f ∈A and
f(e)≤ g(e) for all e∈E and for all g ∈A.
Observe that, if
sup
t∈R+
q(z, t)<+∞, z ∈X, (28)
then (23) holds. For a given Q-function q, define the set of measurable subsets of X
Y = {Z ∈B(X) : sup
z∈Z,t∈R+
q(z, t)<+∞}. (29)
The sets from Y are called q-bounded; [9].
Theorem 3. ([9, Lemma 1(a) and Corollary 7 ]). Fix an arbitrary x∈X. If (28) holds, then
(a) there exists Borel subsets Xn, n = 1,2, . . . , of X such that Xn ∈ Y for all n = 1,2, . . . and
Xn ↑X as n→∞,
(b) for all t∈R+ and Z ∈Y, the function P¯ (t,Z) satisfies Kolmogorov’s forward equation,
P (t,Z) = δx(Z)+
∫ t
0
∫
X
q(z, s,Z \ {z})P (s, dz)ds−
∫ t
0
∫
Z
q(z, s)P (s, dz)ds. (30)
(c) the function P¯ (t,Z), where t ∈R+ and Z ∈B(X), is the minimal function such that: (i) it
is a measure on (X,B(X)) for a fixed t, (ii) it is measurable in t for a fixed Z, and (iii) statement
(b) holds. If P¯ (s,X) = 1 for some s ∈ R+, then P (t,Z) = P¯ (t,Z), where t ∈]0, s] and Z ∈B(X),
for every function P :R+×B(X)→ [0,1] satisfying conditions (i)–(iii). In addition, if P¯ (t,X) = 1
for all t ∈ R+, then P¯ (t,Z) is the unique function with values in [0,1] and satisfying conditions
(i)–(iii).
Definition 1. For given x∈X andQ-function q, a function P :R+×X 7→R is called a solution
of Kolmogorov’s forward equation (30), if P satisfies properties (i)–(ii) stated in Theorem 3(c) and
(30) holds for all t∈R+ and Z ∈Y.
Theorem 3 states that P¯ (·, ·) is the minimal solution of Kolmogorov’s forward equation (30).
Let φ be a Markov policy for a CTJMDP. Consider the function q(z, t,Z) := q˜(z,φt,Z) defined
by (4) with p(·) = φ(·|z, t). Observe that the function q˜(z,φt,Z) is a Q-function, and, in view
of Assumption 2.1, condition (28) holds with q(z, t) = q˜(z,φt). In addition, the right-hand sides
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of formulae (9) and (24) coincide. Therefore, νφ = ν. Therefore, Pφγ = Pγ for every initial state
distribution γ ∈P(X).
Let P φ(u,x; t,Z), where u ∈ R0+, x ∈X, t ∈]u,+∞[, and Z ∈B(X), be the transition function
obtained from (25)-(27) with q(z, t,Z) = q˜(z,φt,Z). The following corollary from Theorem 3 states
that the jump process corresponding to the Markov policy φ is a jump Markov process with the
transition function P φ.
Corollary 4. For an initial distribution γ on X and a Markov policy φ, the jump process
{ξt : t∈R
0
+} defined on the probability space (Ω,F ,F ,{Ft}t≥0,P
φ
γ) is a jump Markov process with
the transition function P φ.
Proof. Recall that (28) holds with q(z, t) = q˜(z,φt). Therefore, inequality (23) holds with q(z, s) =
q˜(z,φs), and the corollary follows from Theorem 2 with q(z, t,Z) = q˜(z,φt,Z), P¯ (t,Z) = P
φ(t,Z),
and Pγ = P
φ
γ . 
Corollary 4 implies that, for the given Markov policy φ, initial state x ∈X, time epoch t ∈ R,
and set Z ∈B(X),
P φx (t,Z) = P
φ
x(ξt ∈Z) =P
φ(0, x; t,Z), (31)
where the first equality follows from the definition of P φx (t,Z) in (11) and the second equality holds
because P φ is the transition function of the jump Markov process ξt.
Consider Kolmogorov’s forward equation (30) with q(z, t,Z) = q˜(z,φt,Z),
P (t,Z) = δx(Z)+
∫ t
0
∫
X
q˜(z,φs,Z \ {z})P (s, dz)ds−
∫ t
0
∫
Z
q˜(z,φs)P (s, dz)ds. (32)
Let Yφ :=Y, where Y is defined by (29) for q(z, t) = q˜(z,φt),
Yφ = {Z ∈B(X) : sup
z∈Z,t∈R+
q˜(z,φt)<+∞}. (33)
The following corollary from Theorem 3 states that P φ(·, ·) is the minimal solution of Kol-
mogorov’s forward equation (32).
Corollary 5. For fixed initial state x∈X and Markov policy φ, the function P φx (t,Z), defined
for t ∈ R+ and Z ∈ B(X), is the minimal solution of Kolmogorov’s forward equation (32). If
P φx (s,X) = 1 for some s∈R+, then P (t,Z)= P
φ
x (t,Z), where t∈]0, s] and Z ∈B(X), for every solu-
tion P (·, ·) of Kolmogorov’s forward equation (32) with values in [0,1]. In particular, if P φx (t,X) = 1
for all t ∈ R+, then P
φ
x (t,Z) is the unique solution of Kolmogorov’s forward equation (32) with
values in [0,1].
Proof. The corollary follows from Theorem 3 with q(z, t,Z) = q˜(z,φt,Z), for all z ∈X, t ∈ R+,
and Z ∈B(X), since P¯ (t,Z) = P¯ (0, x, t,Z) = P φ(0, x, t,Z) = P φx (t,Z) for the Q-function q, where
the last equality follows from (31). 
Corollary 6. Let the transition rates q(z, a) be bounded in (z, a)∈Gr(A). Then, for an initial
state x ∈ X and a Markov policy φ, the function P φx (t,Z), where t ∈ R+ and Z ∈ B(X), is the
unique solution of Kolmogorov’s forward equation (32).
Proof. In view of (21), P φx (t,X) = 1 for all t ∈ R+ as the transition rates q(z, a) are bounded.
Thus, the corollary follows from the last conclusion of Corollary 5. 
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5. Proof of Theorem 1. The proof of Theorem 1 is provided in two steps. First, we prove
Lemma 5 stating that Theorem 1 holds when the initial distribution γ on X is concentrated at a
point x ∈X. Second, using this fact, we prove that the theorem holds for all initial distributions
γ on X. The proof of Lemma 5 is based on the following lemma stating that, for an initial state
x and for policies pi and ϕ described in the statement of Theorem 1, the marginal distributions
P pix (t,Z) and P
ϕ
x (t,Z) are solutions to Kolmogorov’s forward equation (32) for the Markov policy
φ= ϕ.
Lemma 2. For an initial state x ∈X and for a policy pi, let ϕ be a Markov policy satisfying
(16) with γ({x}) = 1. Then, the following statements hold:
(i) the functions P pix (t,Z) and P
ϕ
x (t,Z) are solutions of Kolmogorov’s forward equation (32) with
φ= ϕ;
(ii) for all t∈R+ and Z ∈B(X),
P ϕx (t,Z)≤ P
pi
x (t,Z); (34)
(iii) if P ϕx (s,X) = 1 for some s ∈R+, then (34) holds for t∈]0, s] with an equality. In addition,
if P ϕx (t,X) = 1 for all t∈R+, then inequality (34) holds with an equality for all t∈R+.
The proof of Lemma 2 is provided after presenting auxiliary Lemmas 3 and 4. Lemma 3 was
introduced in Kitaev [18, Proof of Lemma 4] and explicitly stated in Kitaev and Rykov [19, Lemma
4.28]. We provide the formulation of Lemma 3 here for completeness.
Lemma 3. (Kitaev and Rykov [19, Lemma 4.28]). For an initial state x∈X and for a policy pi,
consider the probability space (Ω,F ,{Ft}t≥0,P
pi
x), whose elements are defined in Section 2. Then
the random measure
ν˜pi([0, t],Z) :=
∫ t
0
q˜(ξs, pis)I{ξs ∈Z}ds, t∈R
0
+, Z ∈B(X), (35)
is a compensator of the random measure
µ˜([0, t],Z) :=
∑
n≥1
I{tn ∈ [0, t]}I{xn−1 ∈Z}, t∈R
0
+, Z ∈B(X). (36)
We remark that µ˜([0, t],Z) is the number of jumps out of the set Z and ν˜pi([0, t],Z) is the cumulative
intensity of jumping out of the set Z during the time interval ]0, t]. We recall that the random
measures µ([0, t],Z) and νpi([0, t],Z) described in (7) and (9) deal with the numbers of jumps to
sets Z ∈B(X).
Definition 2. For an initial state x ∈ X and a policy pi, a set Z ∈ B(X) is called (x,pi)-
bounded if supt∈R+ E
pi
x q˜(ξt, pit)I{ξt ∈Z}<+∞.
The following lemma implies that, for an initial state x∈X and a policy pi, the marginal distri-
bution P pix (t,Z) satisfies, for all t∈R+ and (x,pi)-bounded sets Z ∈B(X), the equation
P pix (t,Z) = δx(Z)+E
pi
x
∫ t
0
q˜(ξs, pis,Z \ {ξs})I{ξs ∈X}ds−E
pi
x
∫ t
0
q˜(ξs, pis)I{ξs ∈Z}ds. (37)
For bounded transition rates, Kitaev [18, Lemma 4] showed that (37) holds for all Z ∈B(X). For
unbounded transition rates, the integrals in (37) need not be finite, and hence their difference may
not be defined. However, if supz∈Z q¯(z)<+∞ for Z ∈B(X), then
E
pi
x q˜(ξs, pis)I{ξs ∈Z} ≤E
pi
x q¯(ξs)I{ξs ∈Z} ≤ sup
z∈Z
q¯(z)<+∞, t∈R+, (38)
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where the first inequality follows from (6) with p(·) = pis(·), and the other inequalities are straight-
forward. Therefore, the second integral in (37) is finite for sets Z ∈B(X) with supz∈Z q¯(z)<+∞.
Using this fact, Guo and Song [13, Theorem 3.1(c)] and Piunovskiy and Zhang [24, Theorem 1(b)]
showed that (37) holds for sets Z ∈B(X) such that supz∈Z q¯(z)<+∞ when the transition rates are
unbounded and the associated jump process is nonexplosive. The condition for nonexplosiveness
considered in [24, Condition 1] is more general than the condition considered in [13, Assumption A].
In the following lemma, we show that formula (37) holds for possibly explosive jump processes and
for (x,pi)-bounded sets, which is a larger class of sets than the sets considered in [24]. Therefore,
Lemma 4 generalizes [24, Theorem 1(b)]; see Corollary 7.
Lemma 4. For an initial state x ∈X and a policy pi, formula (37) holds for all t ∈ R+ if the
set Z ∈B(X) is (x,pi)-bounded.
Proof. For all m=0,1, . . ., t∈R+, and Z ∈B(X), the number of jumps in the interval [0, t∧ tm]
is bounded by m. Then, as the random measures µ([0, t ∧ tm],Z) and µ˜([0, t ∧ tm],Z) defined in
(7) and (36), respectively, give the numbers of jumps into and out of the set Z during the interval
]0, t∧ tm],
I{ξt∧tm ∈Z}= δx(Z)+µ([0, t∧ tm],Z)− µ˜([0, t∧ tm],Z). (39)
Taking expectation in the both sides of (39) implies that, for allm= 0,1, . . ., t∈R+, and Z ∈B(X),
P
pi
x(ξt∧tm ∈Z) = δx(Z)+E
pi
x(µ([0, t∧ tm],Z))−E
pi
x(µ˜([0, t∧ tm],Z)). (40)
To prove (37) for (x,pi)-bounded sets Z ∈B(X), we take m→∞ in formula (40). For all t∈R+
and Z ∈B(X),
lim
m→∞
E
pi
x(µ([0, t∧ tm],Z)) =E
pi
x(µ([0, t∧ t∞],Z)) =E
pi
x(µ([0, t],Z)) =E
pi
x(ν
pi([0, t],Z)), (41)
where the first equality follows from the monotone convergence theorem since µ([0, t ∧ tm],Z) ↑
µ([0, t ∧ t∞],Z) as m→∞, the second equality is correct because {tn ∈ [0, t]} = {tn ∈ [0, t ∧ t∞]}
for all n= 1,2, . . ., and the last one follows from (8) with E= Epix, ν = ν
pi, and T = t since νpi is a
compensator of the random measure µ. Similarly, since µ˜([0, t∧ tm],Z) ↑ µ˜([0, t∧ t∞],Z) as m→∞
and, in view of Lemma 3, ν˜pi is a compensator of the random measure µ˜,
lim
m→∞
E
pi
x(µ˜([0, t∧ tm],Z)) =E
pi
x(µ˜([0, t∧ t∞],Z)) =E
pi
x(µ˜([0, t],Z)) =E
pi
x(ν˜
pi([0, t],Z)). (42)
Let us fix an arbitrary t∈R+, a policy pi, and an (x,pi)-bounded set Z ∈B(X). Observe that
E
pi
x(ν˜
pi([0, t],Z)) =
∫ t
0
E
pi
x q˜(ξs, pis)I{ξs ∈Z}ds≤ t
(
sup
s∈R+
E
pi
x q˜(ξs, pis)I{ξs ∈Z}
)
<+∞, (43)
where the first equality follows from (35) and from interchanging the expectation and integration
operators, the first inequality is straightforward, and the last one holds since Z is an (x,pi)-bounded
set. Then
lim
m→∞
(Epix(µ([0, t∧ tm],Z))−E
pi
x(µ˜([0, t∧ tm],Z)))
=Epix(ν
pi([0, t]×Z))−Epix(ν˜
pi([0, t]×Z))
=Epix
∫ t
0
q˜(ξs, pis,Z \ {ξs})I{ξs ∈X}ds−E
pi
x
∫ t
0
q˜(ξs, pis)I{ξs ∈Z}ds,
(44)
where, in view of (43), the first equality follows from (41) and (42), and the last one follows from
(9) and (35).
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In addition,
lim
m→∞
P
pi
x(ξt∧tm ∈Z) = lim
m→∞
(Ppix(ξt ∈Z, t < tm)+P
pi
x(ξtm ∈Z, t≥ tm))
= Ppix(ξt ∈Z, t < t∞) = P
pi
x(ξt ∈Z) = P
pi
x (t,Z),
(45)
where the first equality is straightforward, the third equality holds because {ξt ∈X}= {t < t∞},
the last one is correct due to (11), and the second equality holds in view of the continuity of
probability because {ξt ∈ Z, t < tm} ↓ {ξt ∈ Z, t < t∞} as m→∞ and, as shown in the rest of this
proof,
lim
m→∞
P
pi
x(ξtm ∈Z, t≥ tm) = 0 (46)
for an (x,pi)-bounded set Z. To complete the proof of (45), we need to verify (46).
Let limsupm→∞ P
pi
x(ξtm ∈ Z, t ≥ tm) = p > 0. Then there exists a subsequence {mk, k = 1,2, . . .}
such that Ppix(ξtmk ∈Z, t≥ tmk)>
p
2
for all k= 1,2, . . . . This fact and (7) imply that
E
pi
x(µ([0, t],Z)) =
∑
m≥1
P
pi
x(tm ∈ [0, t], xm ∈Z)≥
∑
k≥1
P
pi
x(tmk ∈ [0, t], xmk ∈Z) =+∞. (47)
Since the set Z is (x,pi)-bounded,
E
pi
x(µ([0, t],Z])) = lim
m→∞
E
pi
x(µ([0, t∧ tm],Z))≤ lim
m→∞
E
pi
x(µ˜([0, t∧ tm],Z))+ 1<+∞, (48)
where the first equality follows from the first and second equalities in (41), the first inequality follows
from (40), and the last inequality follows from (42) and (43). Since inequality (48) contradicts (47),
formula (46) holds, and (45) is proved.
Let m→∞ in (40). In view of (45), the left-hand side of (40) tends to P pix (Z). In view of (44),
the right-hand side of (40) tends to the right-hand side of (37). So, (37) is proved. 
The following corollary generalizes Piunovskiy and Zhang [24, Theorem 1(b)] since it holds for
possibly explosive jump processes.
Corollary 7. (cp. Piunovskiy and Zhang [24, Theorem 1(b)]) For an initial state x∈X and
a policy pi, formula (37) holds for all t∈R+ and for all Z ∈B(X) with supz∈Z q¯(z)<+∞.
Proof. As follows from (38), every set Z ∈B(X) with supz∈Z q¯(z)<+∞ is (x,pi)-bounded. Thus,
the corollary follows from Lemma 4. 
Proof of Lemma 2. Consider the set of measurable sets Yϕ defined by (33). In view of Corollary 5,
statements (ii) and (iii) of the lemma hold if statement (i) holds. The rest of the proof verifies
statement (i) of the lemma.
Corollary 5 with φ=ϕ implies that the function P ϕx (t,Z) is the minimal solution of Kolmogorov’s
forward equation (32). It remains to show that the function P pix (t,Z) is also a solution of (32).
Observe that, for any non-negative measurable function f , for all Z ∈B(X) and s∈R+,
E
pi
xf(ξs, pis)I{ξs ∈Z}=
∫
Z
∫
A(z)
f(z, a)P pix (s, dz, da)
=
∫
Z
∫
A(z)
f(z, a)ϕ(da|z, s)P pix (s, dz) =
∫
Z
f(z,ϕs)P
pi
x (s, dz),
(49)
where the first equality follows from (15), the second equality follows from (16), and the last one
follows from (3). Then, for any non-negative measurable function f , for all t∈R+ and Z ∈B(X),
E
pi
x
(∫ t
0
f(ξs, pis)I{ξs ∈Z}ds
)
=
∫ t
0
E
pi
xf(ξs, pis)I{ξs ∈Z}ds=
∫ t
0
∫
Z
f(z,ϕs)P
pi
x (s, dz)ds, (50)
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where the first equality follows from interchanging integration and expectation, and the second one
follows from (49). Therefore, it follows from Lemma 4, formula (50) with Z =X and f(ξs, pis) =
q˜(ξs, pis,Z \ {ξs}), and the same formula with f(ξs, pis) = q˜(ξs, pis) imply that the function P
pi
x (t,Z)
satisfies Kolmogorov’s forward equation (32) with φ = ϕ for all t ∈ R+ if the set Z ∈ B(X) is
(x,pi)-bounded.
To conclude the proof of the lemma, observe that every set Z ∈Yϕ is (x,pi)-bounded, where Yϕ
is defined in (33) for φ=ϕ. This is true because, for Z ∈Yϕ,
sup
s∈R+
E
pi
x q˜(ξs, pis)I{ξs ∈ Z} = sup
s∈R+
∫
Z
q˜(z,ϕs)P
pi
x (s, dz) ≤
(
sup
z∈Z,s∈R+
q˜(z,ϕs)
)
P pix (s,Z) < +∞,
where the first equality follows from (49) with f(ξs, pis) = q˜(ξs, pis), the first inequality is straight-
forward, and the last one is true since Z ∈ Yϕ and P pix (s,Z)≤ 1. Therefore, the function P
pi
x (t,Z)
is a solution of Kolmogorov’s forward equation (32), and statement (i) of the lemma holds. 
The following lemma is Theorem 1 with the initial distribution γ concentrated at a point x∈X.
Lemma 5. Theorem 1 holds if the initial distribution γ ∈P(X) is concentrated at a singleton,
that is, γ({x}) = 1 for some x∈X.
Proof. For all t∈R+, Z ∈B(X), and B ∈B(A),
P ϕx (t,Z,B) =E
ϕ
x [I{ξt− ∈Z}ϕt(B)] =
∫
Z
ϕ(B|z, t)P ϕx (t, dz)
≤
∫
Z
ϕ(B|z, t)P pix (t, dz) = P
pi
x (t,Z,B),
(51)
where the first equality is (14) with pi = ϕ, the second equality follows from (11), (10), and the
property ϕ( · |ω, t) = ϕ( · |ξt−, t) for the Markov policy ϕ, the inequality is correct since (34) holds
as follows from Lemma 2(ii), and the last equality is (16). Therefore, (20) holds.
Observe that (51) holds with an equality if P ϕx (t,Z) = P
pi
x (t,Z) for all Z ∈B(X). Therefore, in
view of Lemma 2(iii), formula (20) holds with an equality for t ∈]0, s], if P ϕx (s,X) = 1 for some
s∈R+, and for t∈R+ if P
ϕ
x (t,X) = 1 for all t∈R+. 
Definition 3. A sub-model of a CTJMDP {X ′,A′,A′(·), q′} is a CTJMDP {X,A,A(·), q˜} with
X ⊆X ′, A⊆A′, A(z)⊆A′(z) for all z ∈X, and q˜(z, a,Z) = q′(z, a,Z) for all z ∈X, a∈A(z), and
Z ∈B(X).
Theorem 1 is proved in Lemma 5 for the initial distribution concentrated at one point. The
extension to an arbitrary initial distribution is based on the following arguments explained in detail
in the proof of Theorem 1. We introduce an extended CTJMDP, for which our original CTJMDP
is a sub-model, by adding a state x′ to X and actions a′, a′′ to A. Then, for an arbitrary policy σ
for the original CTJMDP and for an arbitrary fixed u∈R+, we construct in a natural way a policy
σ˜ for the extended CTJMDP such that the marginal distributions satisfy
P σ˜x′(t+u,Z,B) = (1− e
−u)P σγ (t,Z,B), t∈R+,Z ∈B(X),B ∈B(A). (52)
For an arbitrary policy pi and the correspondingMarkov policy ϕ satisfying (16), we shall consider
policies p˜i and ϕ˜ in the extended CTJMDP such that formula (52) holds for (σ, σ˜) = (pi, p˜i), and
for (σ, σ˜) = (ϕ, ϕ˜). We shall also show that for the extended CTJMDP formula (16) holds being
applied to the policy p˜i, Markov policy ϕ˜, and initial distribution concentrated at the state x′.
Then, as follows from Lemma 5 applied to the extended CTJMDP,
P ϕ˜
x′
(t,Z,B)≤P p˜ix′(t,Z,B), t∈R+,Z ∈B(X),B ∈B(A). (53)
In view of this fact, formula (52), applied to the pairs of policies (σ, σ˜) = (pi, p˜i) and (σ, σ˜) = (ϕ, ϕ˜),
implies the correctness of Theorem 1; see the diagram in Figure 1.
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P ϕ˜x (t+u,Z,B) ≤ P
p˜i
x (t+u,Z,B)
= =
(1− e−u)P ϕγ (t,Z,B) (1− e
−u)P piγ (t,Z,B)
=⇒ P ϕγ (t,Z,B)≤P
pi
γ (t,Z,B)
Figure 1. Major steps of the proof of Theorem 1.
Proof of Theorem 1. Let us fix an arbitrary u∈R+. For x
′ /∈X and a′, a′′ /∈A, let X ′ :=X∪{x′},
A′ :=A∪{a′, a′′}, A′(x) :=A(x)∪{a′′} for all x∈X, and A′(x′) := {a′, a′′}. For all x∈X ′, a∈A′(x),
and Z ∈B(X ′), define the new transition rate q′ by
q′(x,a,Z) :=


q˜(x,a,Z \ {x′}), if x∈X,a∈A(x),
γ(Z \ {x′})− δx′(Z) if x= x
′, a= a′,
0, if x∈X ′, a= a′′.
(54)
This means that an additional state x′ is added to the state space X. The set of feasible actions at
this state consists of two actions a′ and a′′. If the action a′ is chosen at the state x′, then the process
jumps to every set Z ∈B(X) with the intensity γ(Z). In addition, the action a′′ is also added to
the action sets A(x) for all x∈X. Under this action, every set x∈X ′ =X ∪{x′} is absorbing.
Consider the extended CTJMDP {X ′,A′,A′(x), q′}. For this extended CTJMDP, we shall respec-
tively denote by x′n, t
′
n, ω
′, Ω′, ξ′t, and U
′
t the objects xn, tn, Ω, ξt, and Ut defined in Section 2,
where n=0,1, . . . . In particular, consider the set of trajectories Ω′(u) defined by
Ω′(u) = {(x′, t′1, x0, t1+u,x1, t2+u, . . .) : t
′
1 ∈]0, u], (x0, t1, x1, t2, . . .)∈Ω}.
For ω′ = (x′0, t
′
1x
′
1, t
′
2, . . .) ∈ Ω
′(u), let us define ω′−u := (x
′
1, (t
′
2 − u), x
′
2, (t
′
3 − u), . . .), which is the
sample path starting from time u and shifted back by time u. Note that ξt(ω) = ξ
′
t+u(ω
′) for all
t∈R+, ω ∈Ω, and ω
′ ∈Ω′(u). The definition of Ω′(u) implies that it is a measurable subset of Ω′.
For a policy σ in the original CTJMDP, let σ˜ be a policy for the extended CTJMDP such that,
for all ω′ ∈Ω′, t∈R+, and B ∈B(A
′),
σ˜(B | ω′, t) =


δa′(B)I{ξ
′
t− = x
′}+ δa′′(B)I{ξ
′
t− ∈X}, if t∈]0, u],
δa′′(B)I{ξ
′
t− = x
′}, if t∈]u,+∞[,
σ(B \ {a′, a′′} |ω′−u, t−u)I{ω
′ ∈Ω′(u)}, if t∈]u,+∞[.
(55)
For the initial state x′0 = x
′, the policy σ˜ chooses the action a′ at the state x′ during the time
interval ]0;u]. If the jump does not occur during the time interval ]0;u], the policy σ˜ always chooses
the action a′′ at the state x′ during the time interval ]u,+∞[. Of course, in this case the state x′
becomes absorbing at the time instance u. If the first jump occurs during the time interval ]0;u],
then the process jumps to a state x′1 ∈X. Observe that, in view of (54),
P
σ˜
x′(x
′
1 ∈Z | t
′
1 ≤ u) = γ(Z) and P
σ˜
x′(t
′
1 ≤ t) = 1− e
−t (56)
for Z ∈B(X) and for t ∈ [0, u]. After this jump the process stays at the state x′1 ∈X until the
time epoch u, and during the time interval ]u,+∞) the policy σ˜ selects actions at time instances
t ∈]u,+∞] in the same way as the policy σ does at time instances t− u using the observations
starting from the initial state x0 = x
′
1 and initial time 0 until the time epoch t−u. Thus, P
σ˜
x′(ξ
′
t+u ∈
Z | t′1 ≤ u) = P
σ
x′
1
(ξt ∈Z) P
σ˜
x′–a.s. for t∈R+ and for Z ∈B(X). For Z ∈B(X),
P
σ˜
x′(x
′
1 ∈Z) = P
σ˜
x′(t
′
1≤ u, x
′
1 ∈Z) = (1− e
−u)γ(Z), (57)
where the first equality holds because {t′1 ≤ u}= {x
′
1 ∈X} up to null set of probability P
σ˜
x′ , and
the second one follows from (56).
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For t∈R+, Z ∈B(X), and B ∈B(A),
P σ˜x′(t+u,Z,B) =E
σ˜
x′ [I{x
′
1 ∈X}I{ξ
′
t+u ∈Z}σ˜(B | ω
′, t+u)]
=Eσ˜x′ [I{x
′
1 ∈X}E
σ˜
x′ [I{ξ
′
t+u ∈Z}σ˜(B | ω
′, t+u)|x′1]]
=Eσ˜x′ [I{x
′
1 ∈X}E
σ
x′
1
[I{ξt ∈Z}σ(B | ω, t)]]
=Eσ˜x′ [I{x
′
1 ∈X}P
σ
x′
1
(t,Z,B)] =
∫
X
P σx′
1
(t,Z,B)Pσ˜x′(dx
′
1) = (1− e
−u)P σγ (t,Z,B),
(58)
where the first equality follows from (14) and from {x′1 ∈X} = {ξ
′
t+u ∈X} ⊃ {ξ
′
t+u ∈ Z} for Z ∈
B(X) and the equality of sets holds up to null sets of measure Pσ˜x′ . The second equality in (58)
follows from the properties of conditional expectations because the function I{x′1 ∈X} is σ(x
′
1)-
measurable, the third equality follows from the definition of the policy σ˜ in (55), the fourth equality
follows from (14), the fifth equation follows from the definitions of expectations and indicators,
and the last one follows from (57).
In view of (58), for t∈R+, Z ∈B(X), and B ∈B(A),
P σγ (t,Z,B) = (1− e
−u)−1P σ˜x′(t+u,Z,B). (59)
Thus, P σγ (t, ·) and P
σ˜
x′(t+u, ·) are equivalent measures on (X,B(X)) for all t∈R+.
Let us fix an arbitrary policy pi for the original CTJMDP. Let ϕ be a Markov policy satisfying
equality (16), and let us consider policies p˜i and ϕ˜ for the extended CTJMDP satisfying (55) with
σ= pi and σ =ϕ respectively. As follows from (55) applied to σ= ϕ, the Markov policy ϕ˜ is defined
uniquely and, for B ∈B(A′), z ∈X ′, and t∈R+,
ϕ˜(B | z, t) =δa′(B)I{z = x
′, t≤ u}+ δa′′(B)I{{z ∈X, t≤ u}∪ {z = x
′, t > u}}
+ϕ(B \ {a′, a′′}|z, t−u)I{z ∈X, t > u}.
In view of (19) and (59) with σ= pi, for B ∈B(A), z ∈X, and t∈R+,
ϕ˜(B|z, t+u) = ϕ(B|z, t) =
P piγ (t, dz,B)
P piγ (t, dz)
=
P p˜ix′(t+u,dz,B)
P p˜i
x′
(t+u,dz)
, (P p˜ix′(t+u, ·)-a.s.),
which implies that formula (19) folds for the policies ϕ˜, p˜i and the initial state distribution concen-
trated at the state x′ when z ∈X and t > u. Formula (19) also holds for ϕ˜, p˜i, for the initial state
distribution concentrated at the state x′, and for state-time pairs (z, t) ∈X ×R+ \ {z ∈X, t > u}
because at these state-time pairs the policy p˜i is Markov. Since (19) is equivalent to (16), for t∈R+,
Z ∈B(X), and B ∈B(A),
P ϕγ (t,Z,B) = (1− e
−u)−1P ϕ˜
x′
(t+u,Z,B)≤ (1− e−u)−1P p˜ix′(t+u,Z,B) = P
pi
γ (t,Z,B), (60)
where the inequality follows from Lemma 5 and the equalities follow from (59) applied to σ = ϕ
and σ= pi respectively. Inequality (20) is proved.
To complete the proof of the theorem, assume that P ϕγ (s,X) = 1 for some s ∈ R+. We fix an
arbitrary t∈]0, s]. Then P ϕγ (t,X) = 1.
Let P ϕγ (t,Z,B) < P
pi
γ (t,Z,B) for some Z ∈ B(X) and B ∈ B(A). Then, in view of (60),
P ϕγ (t,Z,A \B)≤P
pi
γ (t,Z,A \B) and P
ϕ
γ (t,X \Z,A)≤P
pi
γ (t,X \Z,A). Therefore
1 = P ϕγ (t,X) =P
ϕ
γ (t,Z,B)+P
ϕ
γ (t,Z,A \B)+P
ϕ
γ (t,X \Z,A)
<P piγ (t,Z,B)+P
pi
γ (t,Z,A \B)+P
pi
γ (t,X \Z,A) = P
pi
γ (t,X),
which is impossible since P piγ (t,X)≤ 1. Thus, P
ϕ
γ (t,Z,B) = P
pi
γ (t,Z,B) for all Z ∈B(X) and for all
B ∈B(A). 
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6. Sufficiency of Markov policies for particular objective criteria. This section
describes applications of the results of Section 3 to CTJMDPs with finite and infinite horizons.
For finite-horizon CTJMDPs we consider expected total discounted costs. For infinite-horizon
CTJMDPs we consider expected total discounted costs and average costs per unit of time. For each
of these problems we show that for a fixed arbitrary initial distribution γ the objective criterion for
a Markov policy ϕ, described in Theorem 1 for a policy pi, is smaller than or equal to the objective
criterion for the policy pi if the cost functions are nonnegative. If the jump Markov process, defined
by the policy ϕ and by the initial state distribution γ, is nonexplosive, then the corresponding
values of objective functions for polices pi and ϕ coincide without the assumption that the cost
functions are nonnegative. These facts hold for problems with multiple criteria.
If the transition rates q(z, a) are bounded on Gr(A), as this takes place in many applications
to queueing control, it is well-known that the jump process under every policy is nonexplosive.
However, jump processes under all policies may be nonexplosive even for problems with unbounded
jump rates. For example, jumps occur at arrival and departure epochs in many controlled queues.
If the rate of the arrival process, which may be Poisson or Markov-modulated, is bounded, then the
total number of arrivals and departures over every finite deterministic interval of time is finite with
probability 1, and the corresponding Markov processes are nonexplosive even if their transition
rates are unbounded. For example, transition rates can be unbounded because the number of
servers is unbounded [1, 10] or because customers are impatient and can abandon the queue [3], but
the corresponding jump Markov processes are nonexplosive. In general, if the transition rates are
unbounded, the corresponding jump process may be explosive. Piunovskiy and Zhang [24, Theorem
1] provided a general sufficient condition for the nonexplosiveness of jumps processes defined by
all policies.
6.1. Finite-horizon CTJMDPs. For an initial state distribution γ and a policy pi, the
finite-horizon expected total discounted cost with the discount rate α ∈R up to time T ∈R+ is
V Tα (γ,pi) :=E
pi
γ
[∫ T∧t∞
0
e−αsc(ξs, pis)ds+
∞∑
i=1
e−αuiGi(ξui , piui)
]
, (61)
where the first summand is the total discounted cost collected up to the time T with the cost rate
c(·, ·) and the second summand is the total discounted costs Gi incurred at certain time epochs
(ui ∈ [0, T ])i=1,2,.... The functions c : X¯ × A¯ 7→ R¯ and Gi : X¯ × A¯ 7→ R¯ are assumed to be measurable
with c(x∞, ·) = c(·, a∞) = Gi(x∞, ·) = Gi(·, a∞) = 0 for all i = 1,2, . . . . To avoid undefined sums,
integrals, and expectations in (61), we start with nonnegative functions c and Gi, i= 1,2, . . . . We
recall that, according to (3), f(ξt, pit) :=
∫
A(ξt)
f(ξt, a)pit(da). The second summand in (61) models
the situation when at some time instances u1, u2, . . . the decision maker has to make payments. In
particular, if u1 = T and Gi ≡ 0 for i = 2,3, . . . , then we have a problem with the terminal cost
G1(ξT , piT ).
Theorem 4. Let the functions c and Gi, i=1,2, . . . , take nonnegative values, and let T ∈R+.
For an initial distribution γ on X and a policy pi, let ϕ be a Markov policy satisfying (16). Then
for all α∈R
V Tα (γ,ϕ)≤ V
T
α (γ,pi). (62)
If, in addition, P ϕγ (T,X) = 1, then V
T
α (γ,ϕ) = V
T
α (γ,pi).
Proof. Observe that
V Tα (γ,pi) =
∫ T
0
e−αsEpiγc(ξs, pis)ds+
∞∑
i=1
e−αuiEpiγGi(ξui , piui)
=
∫ T
0
e−αs
(∫
X
∫
A(z)
c(z, a)P piγ (s, dz, da)
)
ds+
∞∑
i=1
e−αui
∫
X
∫
A(z)
Gi(z, a)P
pi
γ (ui, dz, da), (63)
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where the first equality follows from (61) since ξs = x∞ for s ≥ t∞ and c(x∞, ·) = 0; the second
equality follows from (15) with f(ξt, pit) = c(ξt, pit), f(ξt, pit) =Gi(ξt, pit), and Z =X. Then
V Tα (γ,ϕ) =
∫ T
0
e−αs
∫
X
∫
A(z)
c(z, a)P ϕγ (s, dz, da)ds+
∞∑
i=1
e−αui
∫
X
∫
A(z)
Gi(z, a)P
ϕ
γ (ui, dz, da)
≤
∫ T
0
e−αs
∫
X
∫
A(z)
c(z, a)P piγ (s, dz, da)ds+
∞∑
i=1
e−αui
∫
X
∫
A(z)
Gi(z, a)P
pi
γ (ui, dz, da) = V
T
α (γ,pi),
(64)
where the first and last equalities follow from (63) applied to the policies ϕ and pi respectively, and
the inequality follows from Theorem 1. Thus (62) is proved.
Now let P ϕγ (T,X) = 1. Then Theorem 1 implies that the inequality in (64) is an equality. 
Let Π and ΠM be respectively the classes of all history-dependent and Markov policies. The
following corollary follows from Theorem 4.
Corollary 8. Let the functions c and Gi, i= 1,2, . . . , take nonnegative values, and let T ∈R+.
For an initial distribution γ and discount rate α∈R
inf
ϕ∈ΠM
V Tα (γ,ϕ) = inf
pi∈Π
V Tα (γ,pi). (65)
If, in addition, P ϕγ (T,X) = 1 for every Markov policy ϕ, then
sup
ϕ∈ΠM
V Tα (γ,ϕ) = sup
pi∈Π
V Tα (γ,pi). (66)
Proof. The inclusion ΠM ⊂Π implies infϕ∈ΠM V
T
α (γ,ϕ)≥ infpi∈Π V
T
α (γ,pi). The opposite inequal-
ity follows from Theorem 4. Equality (66) follows from the last statement of Theorem 4. 
Now let us consider cost functions c : X¯ × A¯ 7→ R¯ and Gi : X¯ × A¯ 7→ R¯ without the assumption
that they take nonnegative values. For an arbitrary r ∈ R¯, let r+ :=max{r,0} and r− := min{r,0}
be positive and negative parts of r. Let V T,⊕α (γ,pi) and V
T,⊖
α (γ,pi) be the expected total costs
defined in (61) with the cost functions c and Gi substituted with the functions c
+, G+i and c
−,
G−i respectively, i = 1,2, . . . . These definitions imply V
T,⊕
α (γ,pi) ≥ 0 and V
T,⊖
α (γ,pi) ≤ 0. If either
V T,⊕α (γ,pi)<+∞ or V
T,⊖
α (γ,pi)>−∞, then we say that the value V
T
α (γ,pi) is defined and set
V Tα (γ,pi) := V
T,⊕
α (γ,pi)+V
T,⊖
α (γ,pi). (67)
For example, the values V Tα (γ,pi) are defined for all initial state distributions γ, all policies pi, and
all discount rates α ∈R if T <+∞, all the functions c, Gi are bounded either from below or from
above simultaneously, and for some natural number k the functions Gi are identically equal to 0
for i > k. Of course, in this case (67) holds.
The following two corollaries imply that, if the values V Tα (γ,pi) are defined, then under the
assumption P ϕγ (T,X) = 1 the corresponding conclusions of Theorem 4 and Corollary 8 hold without
the assumptions that the functions c(x,a) and Gi(x,a) take nonnegative values.
Corollary 9. Let T ∈R+. For an initial distribution γ on X and a policy pi, let ϕ be a Markov
policy satisfying (16). If the value V Tα (γ,pi) is defined and P
ϕ
γ (T,X) = 1, then V
T
α (γ,ϕ) = V
T
α (γ,pi).
Proof. The last claim of Theorem 4 applied to the functions c+, G+i and −c
−, −G−i , i=1,2, . . . ,
implies respectively that V T,⊕α (γ,ϕ) = V
T,⊕
α (γ,pi) and V
T,⊖
α (γ,ϕ) = V
T,⊖
α (γ,pi). Thus, the corollary
follows from (67). 
Corollary 10. Let T ∈R+. For an initial distribution γ on X, if the value V
T
α (γ,pi) is defined
for every policy pi and P ϕγ (T,X) = 1 for every Markov policy ϕ, then equalities (65) and (66) hold.
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Proof. This corollary follows from Corollary 9. 
Theorem 4 can be also applied to problems with multiple criteria and constraints. Let, for a
fixed initial state distribution γ, the performance of policy pi is evaluated by a finite or infinite
number g(γ,pi) ∈ R¯. In addition, for some nonempty set B there are a collection of functions {gβ :
P(X)×Π 7→ R¯, β ∈B} and a collection of real numbers {Mβ : β ∈B}. The constrained optimization
problem is
minimizepi∈Π g(γ,pi)
subject to gβ(γ,pi)≤Mβ, β ∈B.
(68)
Let us consider the finite time horizon T ∈ R+, discount rate α ∈ R, measurable cost functions
c : X¯ × A¯ 7→ R¯ and Gi : X¯ × A¯ 7→ R¯, and time instances ui ∈ [0, T ], i = 1,2, . . . , satisfying the
properties assumed in the first paragraph of this subsection. For each β ∈ B, let us consider the
similar objects indexed by β and satisfying the same properties. In particular, we consider the finite
time horizons Tβ ∈]0,+∞[, discount rates αβ ∈ R, measurable cost functions cβ : X¯ × A¯ 7→ R¯ and
Gi,β : X¯× A¯ 7→ R¯, and time instances ui,β ∈ [0, Tβ], i= 1,2, . . . . Let V
Tβ
αβ ,β
(γ,pi) denotes the expected
total discounted costs defined in (61) for α := αβ, c= cβ, Gi :=Gi,β, and ui := ui,β, where β ∈ B,
i= 1,2, . . . . Let us consider the following assumption.
Assumption 6.1. Let the following conditions hold for a given initial distribution γ on X :
(i) either the functions c,Gi, i= 1,2, . . . , take nonnegative values or the following two conditions
hold: P ϕγ (T,X) = 1 for all Markov policies ϕ, and V
T
α (γ,pi) is defined for all policies pi ∈Π;
(ii) for each β ∈ B either the functions cβ,Gi,β, i = 1,2, . . . , take nonnegative values or the
following two conditions hold: P ϕγ (Tβ,X) = 1 for all Markov policies ϕ, and V
Tβ
αβ (γ,pi) is
defined for all policies pi ∈Π.
We remark that condition (ii) in Assumption 6.1 is condition (i) applied to a finite-horizon
CTJMDP with c, Gi, α, and T replaced with cβ, Gi,β, αβ , and Tβ respectively.
Corollary 11. For an initial state distribution γ on X, let us consider problem (68) with
g(γ,pi) = V Tα (γ,pi) and gβ(γ,pi) = V
Tβ
αβ ,β
(γ,pi) for all pi ∈Π and β ∈ B. If Assumption 6.1 holds for
the initial distribution γ, then for every feasible policy pi inequality (62) holds for a Markov policy
ϕ satisfying (16), and the policy ϕ is feasible.
Proof. Let us consider problem (68) with g(γ,pi) = V Tα (γ,pi) and gβ(γ,pi) = V
Tβ
αβ ,β
(γ,pi). For an
arbitrary feasible policy pi, let us consider a Markov policy ϕ satisfying (16). Theorem 1 and
Corollary 9 imply that V Tα (γ,ϕ)≤ V
T
α (γ,pi) and V
Tβ
αβ ,β
(γ,ϕ)≤ V
Tβ
αβ ,β
(γ,pi)≤Mβ for all β ∈B. 
Thus, for every feasible policy, that is, a policy satisfying constraints in (68), there is a feasible
Markov policy with the same or smaller objective function. The same is true if the objective function
and the functions in constraints are sums of finite numbers of the expected discounted costs with
possibly different discount rates and horizons and if Assumption 6.1 is satisfied for all the expected
discounted total costs in the sums. The latter means that the summands in the objective function
satisfy Assumption 6.1(i) and the summands in constraints satisfy Assumption 6.1(ii).
6.2. Infinite horizon CTJMDPs. For infinite-horizon problems, in addition to cost rates
c and instant costs Gi, we shall also consider costs C(ξtn−1, ξtn) incurred at jump epochs tn,
n= 1,2, . . . . The cost structure of an infinite-horizon CTJMDP is defined by the following three
nonnegative cost functions:
(i) the cost rate function c(z, a) representing the cost per unit time when an action a is chosen
at state z;
(ii) the instant cost function Gi(z) representing the costs collected at time epochs ui, where
ui ∈R
0
+, if z = ξui , i= 1,2, . . . ;
(iii) the instantaneous cost function C(z, y) representing the cost incurred at the jump epoch
when the process transitions from state z to state y.
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The functions c : X¯× A¯ 7→ R¯, Gi : X¯× A¯ 7→ R¯, and C : X¯× X¯ 7→ R¯ are assumed to be measurable
with c(x∞, ·) = c(·, a∞) =Gi(x∞, ·) =Gi(·, a∞) =C(x∞, ·) =C(·, x∞) = 0 for all i= 1,2, . . . . If all the
cost functions c, Gi, i= 1,2, . . . , and C take either always nonnegative values or always nonpositive
values, for an initial state distribution γ, a policy p¯i, and a discount rate α∈R0+, the infinite-horizon
expected total discounted cost is
Vα(γ, p¯i) :=E
p¯i
γ
[∫ t∞
0
e−αsc(ξs, pis)ds+
∞∑
n=1
e−αtnC(ξtn−1, ξtn)+
∞∑
i=1
e−αuiGi(ξui , p¯iui)
]
. (69)
Theorem 5. Let the functions c, C, and Gi, i= 1,2, . . . , take nonnegative values. For an initial
distribution γ on X and a policy pi, let ϕ be a Markov policy satisfying (16). Then for all α ∈R0+
Vα(γ,ϕ)≤ Vα(γ,pi). (70)
If, in addition, P ϕγ (t,X) = 1 for all t > 0, then Vα(γ,ϕ) = Vα(γ,pi).
Proof. First, we prove the theorem for problems without instantaneous costs at jump epochs,
that is C ≡ 0. In this case, let us denote by V¯α(γ, p¯i), where p¯i is an arbitrary policy, the expected
total infinite-horizon cost defined in (69) with the omitted second summand in the right-hand side.
The finite-horizon version of these costs up to the epoch T ∈R+ is
V¯ Tα (γ, p¯i) :=E
p¯i
γ
[∫ T∧t∞
0
e−αsc(ξs, p¯is)ds+
∞∑
i=1
e−αui1{ui ≤ T}Gi(ξui , p¯iui)
]
. (71)
The monotone convergence theorem implies that V¯ Tα (γ, p¯i) ↑ V¯α(γ, p¯i) as T →+∞. Therefore,
V¯α(γ,ϕ) = lim
T→∞
V¯ Tα (γ,ϕ)≤ lim
T→∞
V¯ Tα (γ,pi) = V¯α(γ,pi), (72)
where the inequality follows from Theorem 4. In addition, as follows from Theorem 4, if P ϕγ (T,X) =
1 for all T > 0, then the inequality in (72) holds in the form of an equality. The theorem is proved
for C ≡ 0. To complete the proof of the theorem, it is sufficient to show that
E
ϕ
γ
∞∑
n=1
e−αtnC(ξtn−1, ξtn)≤E
pi
γ
∞∑
n=1
e−αtnC(ξtn−1, ξtn) (73)
and, if P ϕγ (T,X) = 1 for all T > 0, then the inequality in (73) holds in the form of an equality.
To prove (73), we set C˜(x∞, δa∞) := 0 and consider the function C˜ :X ×P(A) 7→ [0,+∞],
C˜(z, p) :=
∫
X\{z}
C(z, y)q˜(z, p, dy), (74)
where the measures q˜(z, p, dy) and q˜(z, p) are defined in (4) and (5) respectively. Let us fix n =
1,2, . . . and consider the nonnegative random variable sn := tn − tn−1, if tn−1 <+∞, which is the
sojourn time. We also set sn := +∞ if tn−1 =+∞. As follows from (1), (2), and (9), for t∈ R¯
0
+,
P
p¯i
γ{sn ≤ t|Ftn−1}= 1− exp(−
∫ t
0
q˜(ξtn−1 , p¯i
n−1(x0, t1, x1, . . . , tn−1, xn−1, s))ds), (75)
where the function q˜ :X ×P(A) 7→ [0,+∞] is defined in (5) and q˜(x∞, δa∞) := 0. Since the state
x∞ is always absorbing, we also set q˜(x∞, δa∞ ,B) := 0 for B ∈B(X¯). As follows from (1), (2), (9),
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and (75), for B ∈B(X), we have that Pp¯iγ{sn <+∞, q˜(ξtn−1 , p¯itn−1+sn) = 0|Ftn−1}= 0 and, following
everywhere the convention 0
0
:= 0,
P
p¯i
γ{ξtn ∈B|Ftn−1}=E
p¯i
γ
[
q˜(ξtn−1, p¯itn−1+sn ,B \ {ξtn−1})
q˜(ξtn−1 , p¯itn−1+sn)
∣∣Ftn−1
]
. (76)
Then
E
p¯i
γ [e
−αtnC(ξtn−1 , ξtn)|Ftn−1 ] = e
−αtn−1E
p¯i
γ
[
e−αsn
C˜(ξtn−1 , p¯itn−1+sn)
q˜(ξtn−1 , p¯itn−1+sn)
∣∣Ftn−1
]
= e−αtn−1
∫ ∞
0
e−αs
C˜(ξtn−1, p¯itn−1+s)
q˜(ξtn−1, p¯itn−1+s)
dPp¯ix{sn ≤ s|Ftn−1}
= e−αtn−1
∫ ∞
0
e−αsC˜(ξtn−1, p¯itn−1+s)P
p¯i
x{sn > s|Ftn−1}dt,
(77)
where the first equality in (77) follows from (76) and because the random variable tn−1 is Ftn−1 -
measurable, the second equality holds because conditional expectation can be written as an integral
with respect to the conditional distribution, and the last equality follows from (75) and from the
explicit differentiation in s the function Pp¯ix{sn ≤ s|Ftn−1} displayed in (75) with s= t.
Let us consider the nonnegative function f(s) = e−αsC˜(ξtn−1 , p¯itn−1+s). According to [5, p. 263],
E
p¯i
γ [
∫ sn
0
f(s)ds|Ftn−1] =
∫∞
0
f(s)Pp¯ix{sn > s|Ftn−1}ds. This formula and (77) imply
E
p¯i
γ [e
−αtnC(ξtn−1, ξtn)|Ftn−1 ] =E
p¯i
γ [
∫ sn
0
e−α(tn−1+s)C˜(ξtn−1, p¯itn−1+s)ds|Ftn−1]. (78)
By changing the variable s to t := tn−1+ s in (78) and taking expectations in (78), we have
E
p¯i
γe
−αtnC(ξtn−1, ξtn) =E
p¯i
γ
∫ tn
tn−1
e−αtC˜(ξtn−1, p¯it)dt, n=1,2, . . . , p¯i ∈Π, (79)
which implies
E
p¯i
γ
∞∑
n=1
e−αtnC(ξtn−1 , ξtn) =E
p¯i
γ
∫ t∞
0
e−αtC˜(ξt, p¯it)dt, p¯i ∈Π.
Thus, the expected discounted sum of instant costs C(z, y) at jump epoch is equal to the expected
total discounted cost with the cost rate C˜(z, a) =
∫
X\{z}
C(z, y)q˜(z, a, dy). Since the theorem is
proved in (72) for problems without instant costs at jump epochs, equality (79) implies inequality
(73). In addition, as follows from Theorem 4, if P ϕγ (T,X) = 1 for all T > 0, then the inequality in
(73) holds in the form of an equality. 
Corollary 12. Let the functions c, C, and Gi, i= 1,2, . . . , take nonnegative values. For an
initial distribution γ and discount rate α∈R0+
inf
ϕ∈ΠM
Vα(γ,ϕ) = inf
pi∈Π
Vα(γ,pi). (80)
If, in addition, P ϕγ (t,X) = 1 for every Markov policy ϕ and for every t > 0, then
sup
ϕ∈ΠM
Vα(γ,ϕ) = sup
pi∈Π
Vα(γ,pi). (81)
Proof. The proof is identical to the proof of Corollary 8 with Theorem 5 used instead of Theo-
rem 4. 
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If the cost functions c, Gi, and C can take positive and negative values, we consider the infinite-
horizon expected total discounted costs V ⊕α (γ,pi) and V
⊖
α (γ,pi) for costs functions c
+, G+i , C
+ and
c−, G−i , and C
− respectively, i= 1,2, . . . .We say that the infinite-horizon expected total discounted
cost Vα(γ,pi) is defined if either V
⊕
α (γ,pi)<+∞ or V
⊖
α (γ,pi)>−∞. If Vα(γ,pi) is defined, we set
similarly to (67)
Vα(γ,pi) := V
⊕
α (γ,pi)+V
⊖
α (γ,pi). (82)
The following two corollaries are the infinite-horizon versions of Corollaries 9 and 10, and they
follow from Theorem 5 in the same way as Corollaries 9 and 10 follow from Theorem 4.
Corollary 13. For an initial distribution γ on X and a policy pi, let ϕ be a Markov policy
satisfying (16). If the value Vα(γ,pi) is defined and P
ϕ
γ (t,X) = 1 for all t > 0, then Vα(γ,ϕ) =
Vα(γ,pi).
Corollary 14. For an initial distribution γ on X, if the value Vα(γ,pi) is defined for every
policy pi and P ϕγ (t,X) = 1 for every t > 0 and for every Markov policy ϕ, then equalities (80) and
(81) hold.
For an infinite horizon, the average cost per unit time is
W (γ,pi) := limsup
α↓0
αVα(γ,pi). (83)
Another way to define the average cost per unit time is
W 1(γ,pi) := limsup
T→+∞
V T0 (γ,pi)
T
, (84)
where V T0 (γ,pi) is introduced in (69). The average cost W (γ,pi) is defined if Vα(γ,pi) is defined
for each α > 0. The average cost W 1(γ,pi) is defined if V¯ T0 (γ,pi) is defined for each T > 0. These
definitions are natural if the initial distribution γ and the policy pi define an nonexplosive process,
that is, P piγ (t,X) = 1 for all t > 0.
Average costs (83) and (84) are related under certain conditions. If instant and jump costs are
equal to zero and the stochastic process ξt defined by an initial state distribution γ and a policy pi
is nonexplosive, that is, C =Gi ≡ 0, i= 1,2, . . . , and P
pi
γ {ξt ∈X}=1 for all t > 0, then
Vα(γ,pi) :=E
pi
γ
∫ +∞
0
e−αsc(ξs, pis)ds=
∫ +∞
0
e−αsEpiγ [c(ξs, pis)]ds. (85)
In this case, as follows from the Tauberian theorem [12, p. 197],W (γ,pi)≤W 1(γ,pi) if the function
c takes nonnegative values. In addition, this inequality holds as an equality if either of the limits
limT→∞
V T0 (γ,pi)
T
or limα↓0αVα(γ,pi) exists and is finite; [26, Chapter V, Corollary 1a and Theorem
14].
Standard properties of limits, Theorem 5, and Corollaries 12–14 imply that the statements of
Theorem 5 and Corollaries 12–14 remain valid, if average costs per time W and W 1 are used
instead of the expected discounted costs Vα and the corresponding objective criteria are defined. In
addition, this is true for the finite sums of the objective criteria Vα(γ,pi), W (γ,pi), andW
1(γ,pi) with
possibly different cost functions and for possibly different discount factors for the total discounted
criteria if each summand in each sum is defined. In particular, if, for a given initial distribution
γ, every Markov policy defines a nonexplosive jump Markov process, then for every feasible policy
for problem (68) with g and gβ being such finite sums, there exists a feasible Markov policy with
the equal or smaller objective function.
The CTJMDP literature usually deals only with cost rate functions c and, if the problem is
finite-horizon, with terminal costs. The instantaneous costs Gi has never been considered before.
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Piunovsky and Zhang [23] considered instantaneous costs C(z) at jump epochs that depend only
on the state z from which the process jumps. Feinberg [6, 7] considered instantaneous costs at
jump epochs of the form C(z, a, y), where z is the state from which the process jumps, a is the
action selected at state z at the jump epoch, and y is the state to which the process jumps. It is
shown in [6, Corollary 4.4] that for nonrelaxed (nonrandomized) policies the instantaneous jump
costs C(z, a, y) can be substituted with the additional cost rate
C¯(z, a, y) :=
∫
X
C(z, a, y)q˜(z, a, dy) (86)
added to the cost rate c(z, a). The results for general (relaxed) policies stated in [6, 7] have correct
proofs only for the instantaneous costs of the form C(z, y), that is, for instantaneous costs at jump
epochs that do not depend on actions.
In particular, it was overlooked in [6, p. 510] that for general (relaxed) policies the transfor-
mation in (86) leads to the instant cost C˜(z, p, y) :=
∫
A(z)
∫
X
C(z, a, y)q¯(z, a, dy)p(da), where p ∈
P(A(z)) is a relaxed action, rather than to the desired costs C¯(z, p, y) :=
∫
X
C(z, p, y)q˜(z, p, dy)
with C(z, p, y) :=
∫
A(z)
C(z, a, y)p(da) and with q˜(z, p, dy) defined in (4). However, for C(z, a, y) :=
C(z, y), the equality
∫
A(z)
∫
X
C(z, y)q˜(z, a, dy)p(da) =
∫
X
C(z, y)q˜(z, p, dy) holds. That is, the desired
transformation takes place in [6, 7] if the values C(z, a, y) do not depend on a.
In the following example instantaneous costs C(z, a, y) depend on the action a, all Markov policies
define nonexplosive Markov chains, and the conclusions of Theorems 4 and 5 do not hold.
Example 1. For an initial distribution γ and for a policy pi, the Markov policy ϕ satisfying
(16) can have higher infinite-horizon expected total discounted costs than the policy pi when the
instantaneous costs C depend on the action chosen at the jump epoch. Let X = {1,2}, A= {b, c},
A(1) = b, A(2) = A, q˜(1, b) = q˜(2, b) = 2, and q˜(2, c) = 1. The cost rate function c(x,a) = 0 for all
x∈X and a∈A, and the instantaneous costs C are C(1, b,2)= 0, C(2, b,1)= 1, and C(2, c,1)= 2.
There are no instant costs Gi, that is, Gi ≡ 0 for all i = 1,2, . . . . This CTJMDP is described in
Figure 2.
1 2
a= b,q˜(1, b) = 2,
C(1, b,2) = 0
a= b,q˜(2, b) = 2,
C(2, b,1) = 1
a= c,q˜(2, c) = 1,
C(2, c,1)= 2
Figure 2. CTJMDP with two states and two actions.
Let N(t,2) represent the number of jumps into state 2 up to time t and let pi be a non-randomized
policy choosing the action pit at time t, where
pit = bI{ξt =1}+ bI{ξt =2,N(t,2) is even or 0}+ cI{ξt =2,N(t,2) is odd}. (87)
Let the initial state be 2. Observe that, Pσ2 (ξt ∈ X) = 1 for all t ∈ R+ for every policy σ. This
follows from Corollary 2. Since C(1, b,2) = 0, the expected discounted total cost up to time t
under every policy does not change in t when the process is at state 1. Since C(2, b,1)q˜(2, b,1) =
24
C(2, c,1)q˜(2, c,1) = 2, then C(2, at,1)q˜(2, at,1) = 2 for any nonrandomized policy. Therefore, the
discounted total cost rate increases with the rate 2e−αt if the policy pi is used at state 2 at time t.
Thus,
Vα(2, pi) =E
pi
2
∫ +∞
0
2e−αtI{ξt = 2}dt= 2
∫ +∞
0
e−αtP pi2 (t,2)dt. (88)
Let ϕ be a Markov policy satisfying (19) for all t ∈ R+. That is, the Markov policy ϕ selects
the action b in state 1 and an action a ∈ {b, c} in state 2 with probability
Ppi2 (t,2,a)
Ppi
2
(t,2)
. Observe that
P pi2 (t,2, a)> 0 and ϕt(a|2, t)> 0 for t > 0, a∈A(2) = {b, c}. For the Markov policy ϕ, if the process
is at state 2 at time t > 0, then the jump rate is
q˜(2,ϕt,1)= q˜(2, b)ϕ(b|2, t)+ q˜(2, c)ϕ(c|2, t)= 2ϕ(b|2, t)+ϕ(c|2, t)= 1+ϕ(b|2, t), (89)
and the expected instantaneous cost incurred, if a jump occurs at the epoch t, is
C(2,ϕt,1) =C(2, b,1)ϕ(b|2, t)+C(2, c,1)ϕ(c|2, t)= ϕ(b|2, t)+ 2ϕ(c|2, t)= 1+ϕ(c|2, t). (90)
In view of (89) and (90), the expected discounted total cost increases with the rate e−αt(1 +
ϕ(b|2, t))(1+ϕ(c|2, t))= e−αt(2+ϕ(b|2, t)ϕ(c|2, t)) if the policy ϕ is used at state 2 at time t.
Therefore, starting from initial state 2, the infinite-horizon expected total discounted cost earned
by the Markov policy ϕ is
Vα(2,ϕ) =E
ϕ
2
∫ ∞
0
e−αt(2+ϕ(b|2, t)ϕ(c|2, t))I{ξt= 2})dt
=
∫ ∞
0
e−αt(2+ϕ(b|2, t)ϕ(c|2, t))P ϕ2 (t,2)dt
= 2
∫ ∞
0
e−αtP pi2 (t,2)dt+
∫ ∞
0
e−αtϕ(b|2, t)ϕ(c|2, t)P pi2 (t,2)dt> Vα(2, pi),
(91)
where the inequality follows from (88) and
∫∞
0
e−αtϕ(c|2, t)ϕ(b|2, t)P pi2 (t,2)dt > 0. Since in this
example V Tα (x,σ) ↑ Vα(x,σ) as T → +∞ for any policy σ and for any initial state x, then V
T
α (2,ϕ)>
V Tα (2, pi) in this example for sufficiently large T.
Acknowledgments. Research of the first author was partially supported by the National
Science Foundation grant CMMI-1636193. Research of the third author was supported by the
Russian Science Foundation project 19-11-00290. The authors thank Peng Dai, Pavlo O. Kasyanov,
and Yi Zhang for valuable remarks.
References
[1] Adan I, Kulkarni V, van Wijk A (2013) Optimal control of a server farm. INFOR 51(4):241–254.
[2] Bertsekas D, Shreve S (1978) Stochastic Optimal Control: The Discrete Time Case (Academic Press,
New York).
[3] Blok H, Spieksma F (2019) Structures of optimal policies in MDPs with unbounded jumps: the state of
our art. Boucherie R, van Dijk N, eds., Markov Decision Processes in Practice (Springer International
Publishing, Cham, Switzerland), 131–186.
[4] Derman C, Strauch R (1966) A note on memoryless rules for controlling sequential control processes.
Ann. Math. Statist. 37:276–278.
[5] Feinberg E (1994) A generalization of “expectation equals reciprocal of intensity” to non-stationary
exponential distributions. J. Appl. Probab. 31:262–267.
[6] Feinberg E (2004) Continuous time discounted jump Markov decision processes: a discrete-event
approach. Math. Oper. Res. 29:492–524.
25
[7] Feinberg E (2012) Reduction of discounted continuous-time mdps with unbounded jump and reward
rates to discrete-time total-reward MDPs. Hernandez D, Minjarez A, eds., Optimization, Control, and
Applications of Stochastic Systems (Birkha¨user/Springer, New York), 201–213.
[8] Feinberg E, Mandava M, Shiryaev A (2014) On solutions of Kolmogorov’s equations for nonhomogeneous
jump Markov processes. J. Math. Anal. Appl. 411(1):261–270.
[9] Feinberg E, Mandava M, Shiryaev A (2017) Kolmogorov’s equations for jump Markov processes with
unbounded jump rates. Ann. Oper. Res., published online: https://doi.org/10.1007/s10479-017-2538-8.
[10] Feinberg E, Zhang X (2015) Optimal switching on and off the entire service capacity of a parallel queue.
Probability in Engineering and Informational Sciences 29:483–506.
[11] Feller W (1940) On the integro-differential equations of purely-discontinuous Markoff processes. Tran.
Amer. Math. Soc. 48:488–515, errata: Trans. Amer. Math. Soc., 58, 1945, p. 474.
[12] Guo X, Herna´ndez-Lerma O (2009) Continuous-Time Markov Decision Processes: Theory and Applica-
tions (Springer-Verlag, Berlin).
[13] Guo X, Song X (2011) Discounted continuous-time constrained Markov decision processes in Polish
spaces. Ann. Appl. Probab. 21(5):2016–2049.
[14] Jacod J (1975) Multivariate point processes: predictable projection, Radon-Nikodym derivatives, rep-
resentation of martingales. Probab. Theory Related Fields 31:235–253.
[15] Jacod J, Shiryaev A (2003) Limit Theorems for Stochastic Processes (Springer-Verlag, New York).
[16] Kakumanu P (1971) Continuously discounted Markov decision model with countable state and action
space. Ann. Math. Stat. 42(3):919–926.
[17] Kallianpur G (1980) Stochastic Filtering Theory (Springer, New York).
[18] Kitaev M (1985) Semi-Markov and jump Markov controlled models: average cost criterion. Theory Prob.
Appl. 30(2):272–288.
[19] Kitaev M, Rykov V (1995) Controlled Queueing Systems (CRC Press, Boca Raton).
[20] Miller B (1968) Finite state continuous time Markov decision processes with a finite planning horizon.
SIAM J. Control 6(2):266–280.
[21] Miller B (1968) Finite state continuous time Markov decision processes with an infinite planning horizon.
J. Math. Anal. Appl. 22(3):552–569.
[22] Neveu J (1965) Mathematical Foundations of the Calculus of Probability (Holden-Day, San Francisco).
[23] Piunovskiy A, Zhang Y (2012) The transformation method for continuous-time Markov decision pro-
cesses. J Optimiz Theory App 154(2):691–712.
[24] Piunovskiy A, Zhang Y (2014) Discounted continuous-time Markov decision processes with unbounded
rates and randomized history-dependent policies: the dynamic programming approach. 4OR-Q J Oper
Res 12:49–75.
[25] Strauch R (1966) Negative dynamic programming. Ann. Math. Statist. 37(4):871–890.
[26] Widder D (1941) The Laplace Transform (Princeton University Press, Princeton, NJ).
[27] Yushkevich A (1977) Controlled Markov models with countable state space and continuous time. Theory
Probab. Appl. 22(2):215–235.
[28] Yushkevich A (1980) Controlled jump Markov models. Theory Probab. Appl. 25(2):244–266.
[29] Yushkevich A (1980) On reducing a jump controllable Markov model to a model with discrete time.
Theory Probab. Appl. 25(1):58–69.
