We provide a self-contained formulation of the BPHZ theorem in the Euclidean context, which yields a systematic procedure to "renormalise" otherwise divergent integrals appearing in generalised convolutions of functions with a singularity of prescribed order at their origin. We hope that the formulation given in this article will appeal to an analytically minded audience and that it will help to clarify to what extent such renormalisations are arbitrary (or not). In particular, we do not assume any background whatsoever in quantum field theory and we stay away from any discussion of the physical context in which such problems typically arise.
Introduction
The BPHZ renormalisation procedure named after Bogoliubov, Parasiuk, Hepp and Zimmerman [BP , Hep , Zim ] (but see also the foundational results by Dyson and Salam [Dys a, Dys b, Sal b, Sal a]) provides a consistent way to renormalise probability amplitudes associated to Feynman diagrams in perturbative quantum field theory (pQFT). The main aim of this article is to provide an analytical result, Theorem . below, which is a general form of the "BPHZ theorem" in the Euclidean context. To a large extent, this theorem has been part of the folklore of mathematical physics since the publication of the abovementioned works (see for example the article [FMRS ] which gives rather sharp analytical bounds and is close in formulation to our statement, as well as the series of articles [CK , CK , CK ] which elucidate some of the algebraic aspects of the theory, but focus on dimensional regularisation which is not available in the general context considered here), but it seems difficult to find precise analytical statements in the literature that go beyond the specific context of pQFT. One reason seems to be that, in the context of the perturbative expansions arising in pQFT, there are three related problems. The first is to control the small-scale behaviour of the integrands appearing in Feynman diagrams (the "ultraviolet behaviour"), the second is to control their large scale ("infrared") behaviour, and the final problem is to show that the renormalisation required to deal with the first problem can be implemented by modifying (in a scale-dependent way) the finitely many coupling constants appearing in the Lagrangian of the theory at hand, so that one still has a physical theory.
The approach we take in the present article is purely analytic and completely unrelated to any physical theory, so we do not worry about the potential physical interpretation of the renormalisation procedure. We do however show in Section . that it has a number of very nice mathematical properties so that the renormalised integrals inherit many natural properties from their unrenormalised counterparts. We also completely discard the infrared problem by assuming that all the kernels ("propagators") under consideration are compactly supported. For the reader who might worry that this could render our main result all but useless, we give a simple separate argument showing how kernels with algebraic decay at infinity can be dealt with as well.
The approach taken here is informed by some results recently obtained in the context of the analysis of rough stochastic PDEs in [Hai , BHZ , CH ] . Indeed, the algebraic structure described in Sections . and . below is very similar to the one described in [Hai , BHZ ] , with the exception that there is no "positive renormalisation" in the present context. In this sense, this article can be seen as a perhaps gentler introduction to these results, with the content of Section roughly parallel to [BHZ ] , while the content of Section is rather close to that of [CH ] . Finally, in Section , we deal with kernels exhibiting only algebraic decay at infinity. While the conditions given in this section are sharp in the absence of any cancellations in the large-scale behaviour, we do not introduce an analogue of the "positive renomalisation" of [CH ] , so that the argument remains relatively concise.
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An analytical form of the BPHZ theorem
Fix a countable set L of labels, a map deg : L → R − , and an integer dimension d > 0. We assume that the set of labels has a distinguished element which we denote by δ ∈ L satisfying deg δ = −d and that, for every multiindex k, there is an injective map t → t (k) on L with t (0) = t and such that
We also set L ⋆ = L \ {δ (k) : k ∈ N d } and we assume that there is a finite set L 0 ⊂ L such that every element of L is of the form t (k) for some k ∈ N d and some t ∈ L 0 . We then give the following definition.
Definition .
A Feynman diagram is a finite directed graph Γ = ( V, E) endowed with the following additional data:
• An ordered set of distinct vertices L = {[1], . . . , [k] } ⊂ V such that each vertex in L has exactly one outgoing edge (called a "leg") and no incoming edge, and such that each connected component of Γ contains at least one leg. We will frequently use the notation V ⋆ = V \ L, as well as E ⋆ ⊂ E for the edges that are not legs.
• A decoration t : E → L of the edges of Γ such that t(e) ∈ L ⋆ if and only if e ∈ E ⋆ .
We will always use the convention of [HQ ] that e − and e + are the source and target of an edge e, so that e = (e − → e + ). We also label legs in the same way as the corresponding element in L, i.e. we call the unique edge incident to the vertex [j] the jth leg of Γ. The way we usually think of Feynman diagrams is as labelled graphs ( V ⋆ , E ⋆ ) with a number of legs attached to them, where the legs are ordered and each leg is assigned a d-dimensional multiindex. An example of Feynman diagram with 3 legs is shown in Figure , with legs drawn in red and decorations suppressed. We do not draw the arrows on the legs since they are always incoming by definition. In this example, | V| = 7 and | V ⋆ | = 4. Write now S = R d , and assume that we are given a kernel K t : S → S for every t ∈ L ⋆ , such that K t exhibits a singularity of degree deg t at the origin but is smooth otherwise. For simplicity, we also assume that these kernels are all compactly supported, say in the unit ball. More precisely, we assume that for every t ∈ L ⋆ and every ddimensional multiindex k there exists a constant C such that one has the bound
We also extend K to all of L by using the convention that K δ = δ, a Dirac mass, and we impose that for every multiindex k and label t ∈ L, one has
Note that ( . ) is compatible with ( . ) so that non-trivial (i.e. singular at the origin) kernel assignments do actually exist. To some extent it is also compatible with the convention K δ = δ and deg δ = −d since the "delta function" on R d is obtained as a distributional limit of functions satisfying a uniform bound of the type ( . ) with deg t = −d. Given all this data, we would now like to associate to each Feynman diagram Γ with k legs a distribution ΠΓ on S k by setting (ΠΓ)(ϕ) = S V e∈E K t(e) (x e + − x e − )ϕ(x [1] , . . . , x [k] ) dx . ( . ) Note that of course ΠΓ does not just depend on the combinatorial data Γ = ( V, E, L, t), but also on the analytical data (K t ) t∈L⋆ . We sometimes suppress the latter dependency on our notation in order to keep it light, but it will be very useful later on to also allow ourselves to vary the kernels K t . We call the map Π a "valuation". The problem is that on the face of it, the definition ( . ) does not always make sense. The presence of the (derivatives of) delta functions is not a problem: writing v i ∈ V ⋆ for the unique vertex such that ([i] → v i ) ∈ E and ℓ i for the multiidex such that the label of this leg is δ
, we can rewrite ( . ) as (ΠΓ)(ϕ) = S V ⋆ e∈E⋆ K t(e) (x e + − x e − )(D 
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The problem instead is the possible lack of integrability of the integrand appearing in ( . ) . For example, the simplest nontrivial Feynman diagram with two legs is given by Γ = t 0 0 which, by ( . ) , should be associated to the distribution (ΠΓ)(ϕ) = S 2 K t (y 1 − y 0 )ϕ(y 0 , y 1 ) dy .
If it happens that deg t < −d, then K t is non-integrable in general, so that this integral may not converge. It is then natural to modify our definition, but "as little as possible". In this case, we note that if the test function ϕ happens to vanish near the diagonal y 1 = y 0 , then the singularity of K t does not matter and ( . ) makes perfect sense. We would therefore like to find a distribution ΠΓ which agrees with ( . ) on such test functions but still yields finite values for every test function ϕ.
One way of achieving this is to set (ΠΓ)(ϕ) = ( . ) At first glance, this doesn't look very canonical since it seems that the variables y 0 and y 1 no longer play a symmetric role in this expression. However, it is an easy exercise to see that the same distribution can alternatively also be written as
The BPHZ is a far-reaching generalisation of this construction. To formalise what we mean by this, write K − ∞ for the space of all smooth kernel assignments as above (compactly supported in the unit ball and satisfying ( . ) ). When endowed with the system of seminorms given by the minimal constants in ( . ) , its completion K − 0 is a Fréchet space. With these notations, a "renormalisation procedure" is a map
The purpose of the BPHZ theorem is to argue that the following question can be answered positively.
Main question:
Is there a consistent renormalisation procedure such that, for every Feynman diagram, ΠΓ can be interpreted as a "renormalised version" of ( . )?
As stated, this is a very loose question since we have not specified what we mean by a "consistent" renormalisation procedure and what properties we would like a valuation to have in order to be a candidate for an interpretation of ( . ) . One important property we would like a good renormalisation procedure to have is continuity of the map K → Π K . In this way, we can always reason on smooth A BPHZ kernel assignments K ∈ K − ∞ and then "only" need to show that the procedure under consideration extends continuously to all of K − 0 . Furthermore, we would like Π K to inherit as many properties as possible from its interpretation as the formal expression ( . ) . Of course, as already seen, the "naïve" renormalisation procedure given by ( . ) itself does not have the required continuity property, so we will have to modify it.
.

Consistent renormalisation procedures
The aim of this section is to collect and formalise a number of properties of ( . ) which then allows us to formulate precisely what we mean by a "consistent" renormalisation procedure. Let us write Tfor the free (real) vector space generated by all Feynman diagrams. This space comes with a natural grading and we write T k ⊂ T for the subspace generated by diagrams with k legs. Note that T 0 ≈ R since there is exactly one Feynman diagram with 0 legs, which is the empty one.
Write S k for the space of all distributions on S k that are translation invariant in the sense that, for η ∈ S k , h ∈ S, and any test function ϕ, one has η(ϕ) = η(ϕ • τ h ) where τ h (y 1 , . . . , y k ) = (y 1 + h, . . . , y k + h). We will write S (c) k ⊂ S k for the subset of "compactly supported" distributions in the sense that there exists a compact set K ⊂ S k /S such that η(ϕ) = 0 as soon as supp ϕ ∩ K = .
Remark .
Compactly supported distributions can be tested against any smooth function ϕ with the property that for any x ∈ S k , the set {h ∈ R : ϕ(τ h (x)) = 0 is compact.
Note that S 1 ≈ R since translation invariant distributions in one variable are naturally identified with constant functions. We will use the convention S 0 ≈ R by identifying "functions in 0 variables" with R. We also set S = k≥0 S k , so that a valuation Π can be viewed as a linear map Π : T → S which respects the respective graduations of these spaces.
Note that the symmetric group S k in k elements acts naturally on T k by simply permuting the order of the legs. Similarly, S k acts on S k by permuting the arguments of the test functions. Given two Feynman diagrams Γ 1 ∈ T k and Γ 2 ∈ T ℓ , we then write Γ 1 ⋆ Γ 2 ∈ T k+ℓ for the Feynman diagram given by the disjoint union of Γ 1 and Γ 2 . Here, we renumber the ℓ legs of Γ 2 in an orderpreserving way from k + 1 to k + ℓ, so that although
, where σ k,ℓ ∈ S k+ℓ is the permutation that swaps (1, . . . , ℓ) and (ℓ + 1, . . . , ℓ + k). Similarly, given distributions η 1 ∈ S k and η 2 ∈ S ℓ , we write η 1 ⋆ η 2 ∈ S k+ℓ for the distribution such that
Similarly to above, one has η 1 ⋆ η 2 = σ k,ℓ (η 2 ⋆ η 1 ). We extend ⋆ by linearity to all of T and S respectively, thus turning these spaces into (non-commutative) algebras. This allows us to formulate the first property we would like to retain.
Property A consistent renormalisation procedure should produce valuations Π that are graded algebra morphisms from Tto S and such that, for every Feynman diagram Γ with k legs and every σ ∈ S k , one has Πσ(Γ) = σ(ΠΓ). Furthermore
Similarly, consider a Feynman diagram Γ with k ≥ 2 legs such that the label of the kth leg is δ and such that the connected component of Γ containing [k] contains at least one other leg. Let D k Γ be the Feynman diagram identical to Γ, but with the kth leg removed. If the label of the kth leg is δ (m) with m = 0, we set D k Γ = 0. If we write ι k for the natural injection of smooth functions on S
, we have the following property for ( . ) which is very natural to impose on our valuations..
Property A consistent renormalisation procedure should produce valuations Π such that for any connected Γ with k legs, one has (ΠD k Γ)(ϕ) = (ΠΓ)(ι k ϕ) for all compactly supported test functions ϕ on S k−1 .
(Note that the right hand side is well-defined by Remark . even though ι k ϕ is no longer compactly supported.) To formulate our third property, it will be useful to have a notation for our test functions. We write D k for the set of all C ∞ functions on S k with compact support. It will be convenient to consider the following subspaces of D k . Let A be a collection of subsets of {1, . . . , k} such that every set A ∈ Acontains at least two elements. Then, we write D (A) k ⊂ D k for the set of such functions ϕ which vanish in a neighbourhood of the set ∆
Because of this definition, we also call a collection A as above a "collision set". Note that in particular one has D ( ) k = D k . A first important question to address then concerns the conditions under which the expression ( . ) converges. A natural notion then is that of the degree of a subgraph of a Feynman diagram. In this article, we define a subgraphΓ ⊂ Γ to be a subsetĒ of the collection E ⋆ of internal edges and a subsetV ⊂ V ⋆ of the internal vertices such thatVconsists precisely of those vertices incident to at least one edge inĒ. (In particular, isolated nodes are not allowed inΓ.) Given such a subgraphΓ, we then set Proof. See for example [HQ , Thm A. ] for the proof of a slightly more general statement.
We will henceforth call a subgraphΓ ⊂ Γ divergent if degΓ ≤ 0. A virtually identical proof actually yields the following refined statement which tells us very precisely where exactly there is the need for renormalisation.
Proposition . Let Γ be a Feynman diagram with k legs and let A be a collision set such that, for every connected divergent subgraphΓ ⊂ Γ, there exists two distinct legs i and j adjacent toΓ, as well as
A ∈ A such that {i, j} ⊂ A. Then ( . ) is absolutely convergent for every ϕ ∈ D (A) k .
Remark .
Here and below we say that an edge e is adjacent to a subgraphΓ ⊂ Γ (possibly itself consisting only of a single edge) if e is not an edge ofΓ, but shares a vertex with such an edge.
Proof. Since the main idea will be useful in the general result, we sketch it here. Note first that we can assume without loss of generality that, for every A ∈ A, the vertices of V ⋆ to which the legs in A are attached are all distinct, since otherwise ( . ) 
The key remark is that, for every configuration of points x ∈ S V ⋆ we can find a binary tree T with leaves given by V ⋆ and a label n u ∈ N for every inner vertex u of T in such a way that n is increasing from root to leaves and, for any v,v ∈ V ⋆ , one has
where u = v ∧v is the least common ancestor of v andv in T . Here, the constant C only depends on the size of V ⋆ . (Simply take for T the minimal spanning tree of the point configuration.) Writing T = (T, n) for this data, we then let D T ⊂ S V ⋆ be the set of configurations giving raise to the data T. By analogy with the construction of [Hep ] , we call D T a "Hepp sector".
Thanks to the tree structure of T , the quantity
as above is an ultrametric.
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Writing n(e) for the value of n e ↑ , with e ↑ = e − ∧ e + , the integrand of ( . ) is then bounded by some constant times e∈E⋆ 2 −t(e)n(e)
. Identifying T with its set of internal nodes, one can also show that the measure of D T is bounded by 
we conclude that ( . ) is bounded by some constant multiple of
We now note that the assumption on A guarantees that, for every node u ∈ T , one has either v≥u η v > 0, or there exists some A ∈ Asuch that u ≥ A ↑ . In the latter case, n u is bounded from above by N 0 . Furthermore, as a consequence of the fact that each connected component of Γ has at least one leg and the kernels K t are compactly supported, ( . ) vanishes on all Hepp sectors with some n u sufficiently negative. Combining these facts, and performing the sum in ( . ) "from the leaves inwards" as in [HQ , Lem. A. ] , it is then straightforward to see that it does indeed converge, as claimed.
In other words, Proposition . tells us that the only region in which the integrand of ( . ) diverges in a non-integrable way consists of an arbitrarily small neighbourhood of those points x for which there exists a divergent subgraphΓ = (V,Ē) such that x u = x v for all vertices u, v ∈V. It is therefore very natural to impose the following.
Property A consistent renormalisation procedure should produce valuations Π that agree with ( . ) for test functions and Feynman diagrams satisfying the assumptions of Proposition . . Finally, a natural set of relations of the canonical valuation Π given by ( . ) which we would like to retain is those given by integration by parts. In order to formulate this, it is convenient to introduce the notion of a half-edge. A halfedge is a pair (e, v) with e ∈ E and v ∈ {e + , e − }. It is said to be incoming if v = e + and outgoing if v = e − . Given an edge e, we also write e ← and e → for the two half-edges (e, e − ) and (e, e + ). Given a Feynman diagram Γ, a half-edge (e, v), and k ∈ N d , we then write ∂ k (e,v) Γ for the element of T obtained from Γ by replacing the decoration t of the edge e by t (k) and then multiplying the resulting Feynman diagram by (−1) |k| if the half-edge (e, v) is outgoing. We then write A BPHZ ∂T for the smallest subspace of Tsuch that, for every Feynman diagram Γ, every i ∈ {1, . . . , d} and every inner vertex v ∈ V ⋆ of Γ, one has
where e ∼ v signifies that the edge e is incident to the vertex v and δ i is the ith canonical element of N d . By integration by parts, it is immediate that if the kernels K t are all smooth, then the canonical valuation ( . ) satisfies Π∂T = 0. It is therefore natural to impose the following.
Property A consistent renormalisation procedure should produce valuations Π that vanish on ∂T.
Setting H = T/∂T, we can therefore consider a valuation as a map Π : H → S. Note that since ∂Tis an ideal of Twhich respects its grading, His again a graded algebra. Furthermore, since ∂T is invariant under the action of the symmetric group, S k acts naturally on H k . In particular, Property can be formulated in H rather than T. In order to satisfy Property , we will consider valuations that differ from the canonical one only by counterterms of the same form, but with some of the factors of ( . ) corresponding to divergent subgraphs replaced by a suitable derivative of a delta function, just like what we did in ( . ) .
These counterterms can again be encoded into Feynman diagrams with the same number of legs as the original diagram, multiplied by a suitable weight. We are therefore looking for a procedure which, given a smooth kernel assignment
with Π K the canonical valuation given by ( . ) , then K →Π K is a renormalisation procedure which extends continuously to all of K − 0 . We would furthermore like M K to differ from the identity only by terms of the form described above, obtained by contracting divergent subgraphs to a derivative of a delta function.
The procedure ( . ) is exactly of this form with
( . ) Note that the condition deg t < −d which is required for M K to differ from the identity is precisely the condition that the subgraph t is divergent, which then guarantees that this example satisfies Property .
It is natural to index the constants appearing in the terms of such a renormalisation map by the corresponding subgraphs that was contracted. These subgraphs then have no legs anymore, but may require additional decorations describing the powers of x appearing in the expression for c k above. We therefore give the following definition, where the choice of terminology is chosen to be consistent with the QFT literature.
Definition .
A vacuum diagram consists of a Feynman diagram Γ = ( V, E) with exactly one leg per connected component, endowed additionally with a node decoration n : V ⋆ → N d . We also impose that each leg has label δ. We say that a connected vacuum diagram is divergent if deg Γ ≤ 0, where
We extend this to arbitrary vacuum diagrams by imposing that deg(
One should think of a connected vacuum diagram Γ as encoding the constant
where v ⋆ is the element of V ⋆ that has the unique leg attached to it. This is then extended multiplicatively to all vacuum diagrams. Write nowT − for the algebra of all vacuum diagrams such that each connected component has at least one internal edge and by T − ⊂T − for the subalgebra generated by those diagrams such that each connected components is divergent. Note that if we write J + ⊂T − for the ideal generated by all vacuum diagrams Γ with deg Γ > 0, then we have a natural isomorphism
Similarly to above, it is natural to identify vacuum diagrams related to each other by integration by parts, but also those related by changing the location of the leg(s). In order to formalise this, we reinterpret a connected vacuum diagram as above as a Feynman diagram "with 0 legs", but with one of the vertices being distinguished, which is of course completely equivalent, and we write it as (Γ, v ⋆ , n). With this notation, we define ∂T − as the smallest ideal ofT − such that, for every connected (Γ, v ⋆ , n) one has the following.
• For every vertex v ∈ V\ {v ⋆ } and every i ∈ {1, . . . , d}, one has
where 1 v denotes the indicator function of {v}.
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• One has
• For every vertex v ∈ V, one has
where Σm = u m(u) and we use the convention m! = u∈ V d i=1 m(u) i ! to define the binomial coefficients, with the additional convention that the coefficient vanishes unless m ≤ n everywhere.
Remark . One can verify that if
In the case of ( . ) and ( . ) , this is because the integrand is then a total derivative with respect to (x v ) i and (x v⋆ ) i respectively. In the case of ( . ) , this can be seen by writing
and applying the multinomial theorem.
Remark . The expressions ( . ) and ( . ) are consistent with ( . ) in the special case n = 0. Considering the case v = v ⋆ in ( . ) , it is also straightforward to verify that (Γ, v ⋆ , n) ∈ ∂T − as soon as n(v ⋆ ) = 0.
As before, we then writeĤ − as a shorthand forT − /∂T − and similarly for H − . (This is well-defined since ∂T − does not mix elements of different degree.) As a consequence of Remark . , we see that every K ∈ K − ∞ yields a character Π K − of H − and therefore also of H − . Given a Feynman diagram Γ and a subgraph Γ ⊂ Γ, we can (and will) identifyΓ with an element ofĤ − , obtained by setting all the node decorations to 0. By ( . ) we do not need to specify where we attach leg(s) toΓ since these elements are all identified inĤ − . We furthermore write ∂Γ for the set of all half-edges adjacent toΓ. Figure  shows an example of a Feynman diagram with a subgraphΓ shaded in grey and ∂Γ indicated in green. Legs can also be part of ∂Γ as is the case in our example, but they can not be part ofΓ by our definition of a subgraph. Note also that the edge joining the two vertices at the top appears as two distinct half-edges in ∂Γ. Given furthermore a map ℓ : ∂Γ → N d (canonically extended to vanish on all other half-edges of Γ), we then define the following two objects.
• A vacuum diagram (Γ, πℓ) which consists of the graphΓ endowed with the edge decoration inherited from Γ, as well as the node decoration n = πℓ given by (πℓ)(v) = e : (e,v)∈∂Γ ℓ(e, v).
• A Feynman diagram Γ/(Γ, ℓ) obtained by contracting the connected components ofΓ to nodes and applying ℓ to the resulting diagram in the sense that, for edges e ∈ E \Ē adjacent to ∂Γ and with label (in Γ) given by t, we replace their label by t
. In the example of Figure , where non-zero values of ℓ are indicated by small labels, we have
where a label k on an edge means that if it had a decoration t in Γ, then it now has a decoration t
(k)
. Given a map ℓ : ∂Γ → N d as above, we also write "out ℓ" as a shorthand for the restriction of ℓ to outgoing half-edges. With these notations at hand, we define a map ∆ :
where we use the same conventions for factorials as in ( . ) . Note that since the right hand side is identified with an element of H − ⊗ H, this sum is finite. Indeed, unless (Γ, πℓ) ∈ T − , which only happens for finitely many choices of ℓ, the corresponding factor is identified with 0 in H − .
Remark .
For any fixed Γ this sum is actually finite since there are only finitely many subgraphs and since, for large enough ℓ, (Γ, ℓ) is no longer in T − .
Remark . The factor (−1)
| out ℓ| appearing here encodes the fact that for an edge e, having ℓ(e, u) = k means that in the resulting Feynman diagram Γ/(Γ, ℓ), one would like to replace the factor K t (x e + − x e − ) by its kth derivative with respect to x u , which is precisely what happens when one replaces the corresponding connected component ofΓ by a derivative of a delta function. In the case when u = e − , namely when the half-edge is outgoing, this is indeed the same as
, while the factor (−1) |k| is absent for incoming halfedges.
It turns out that one has the following.
Proposition . The map ∆ is well-defined as a map from
Proof. We first show that for Γ ∈ T the right hand side of ( . ) is well-defined as an element of H − ⊗ H, which is a priori not obvious since we did not specify where the legs of (Γ, ℓ) are attached. Our aim therefore is to show that, for any fixed L ∈ N d , the expression
is independent of v ∈V in H − ⊗ H. By Remark . , we can restrict the sum over ℓ to those values such that ℓ vanishes on the set A v of all half-edges incident to v since (Γ, v, ℓ) = 0 in H − for those ℓ for which this is not the case. Fixing some arbitrary u = v and using ( . ) as well as the Chu-Vandermonde identity, we then see that ( . ) equals
Writing k = ℓ − m, we rewrite this expression as
At this stage we note that, as a consequence of ( . ), we have for every subset A ⊂ ∂Γ and every M ∈ N d the identity
Inserting this into the above expression and noting that for functions n supported on A v one has πn = Σn1 v , we conclude that it equals
Setting ℓ = k + n and noting that k!n! = (k + n)! since k and n have disjoint support, we see that this is indeed equal to ( . ) with v replaced by u, as claimed. It remains to show that ∆ is well-defined on H, namely that ∆τ = 0 in H − ⊗ H for τ ∈ ∂T. Choose a Feynman diagram Γ, an inner vertex v ∈ V ⋆ , an index i ∈ {1, . . . , d}, and a subgraphΓ ⊂ Γ. WritingĀ v for the half-edges inΓ adjacent to v and A v for the remaining half-edges adjacent to v (so that A v ⊂ ∂Γ), it suffices to show that
, which is acceptable since this condition does not depend on which half-edge h one considers. If v is not contained inΓ, then the second term vanishes and A v consists exactly of all edges adjacent to v in Γ/(Γ, ℓ), so that the first term vanishes as well by ( . ) . If v is contained inΓ, then we attach the leg of the corresponding connected componentΓ 0 ofΓ to v itself, so that in particular the sum over ℓ can be restricted to values supported on ∂Γ \ A v . By ( . ), the second term is then equal to
which can be rewritten as
Inserting this into ( . ), we conclude that this expression equals
which vanishes in H − ⊗ H by ( . ) since the half-edges in ∂Γ 0 are precisely all the half-edges adjacent in Γ/(Γ, ℓ) to the node thatΓ 0 was contracted to.
For any element g : H − → R of the dual of H − , we now have a linear map
as in ( . ) , with Π K the canonical valuation ( . ) . Note that this is well-defined since Π K ∂T = 0, as already remarked. In particular, we can also view Π K g as a map from T to S.
For any choice of g (depending on the kernel assignment K), such a valuation then automatically satisfies Properties and , since these were encoded in the definition of the space H, as well as Property since the action of ∆ commutes with the operation of "amputation of the kth leg" on the subspace on which the latter is defined. However, such a valuation may in general fail to satisfy Property . However, if we restrict ourselves to elements g : H − → R that are also characters, one has
which, since ∂T is an ideal, implies that the valuation Π K g is multiplicative as a map from T to S, as required by Property .
Writing G − for the space of characters of T − , it is therefore natural to define a "consistent renormalisation procedure" as a map R:
where Π K denotes the canonical valuation given by ( . ) , extends continuously to all of K − 0 . Our question now turns into the question whether such a map exists.
Remark .
We do certainly not want to impose that R extends continuously to all of K − 0 since this would then imply that Π K extends to all of K − 0 which is obviously false.
.
A Hopf algebra In this subsection, we address the following point. We have seen that every character g of H − allow us to build a new valuation Π g from the canonical valuation Π associated to a smooth kernel assignment. We can then take a second character h and build a new valuation
. It is natural to ask whether this would give us a genuinely new valuation or whether this valuation is again of the form Πḡ for some characterḡ. In other words, does G − have a group structure, so that g → M g is a left action of this group on the space of all valuations?
In order to answer this question, we first define a map ∆ − :T − → H − ⊗Ĥ − in a way very similar to the map ∆, but taking into account the additional labels n:
A BPHZ Here, we define (Γ, v ⋆ , n)/(Γ,l) similarly to before, with the node-label of the quotient graph obtained by summing over the labels of all the nodes that get contracted to the same node. IfΓ completely contains one (or several) connected components of Γ, then this definition could create graphs that contain isolated nodes, which is forbidden by our definition ofT − . Given ( . ) , it is natural to identify isolated nodes with vanishing node-label with the empty diagram 1, while we identify those with non-vanishing node-labels with 0. In particular, it follows that
where each of the terms appearing in ∆ ′ τ is such that both factors contain at least one edge.
Note the strong similarity with [BHZ , Def. . ] which looks formally almost identical, but with graphs replaced by trees. As before, one then has
Proposition . The map ∆
− is well-defined both as a mapĤ
It follows immediately from the definitions that ∆ − is multiplicative. What is slightly less obvious is that it also has a nice coassociativity property as follows. Proof. We only verify the second identity since the first one is essentially a special case of the second one. The difference is the presence of legs, which are never part of the subgraphs appearing in the definition of ∆, but otherwise play the same role as a "normal" edge. Fix now a Feynman diagram Γ as well as two subgraphs Γ 1 and Γ 2 with the property that each connected component of Γ 1 is either contained in Γ 2 or vertexdisjoint from it. We also writeΓ = Γ 1 ∪ Γ 2 and Γ 1,2 = Γ 1 ∩ Γ 2 . There is then a natural bijection between the terms appearing in (∆ − ⊗ id)∆ − and those appearing in (id⊗∆ − )∆ − obtained by noting that first extractingΓ from Γ and then extracting Γ 1 fromΓ is the same as first extracting Γ 1 from Γ and then extracting Γ 2 /Γ 1,2 from Γ/Γ 1 . It therefore remains to show that the labellings and combinatorial factors appearing for these terms are also the same. This in turn is a consequence from a generalisation of the Chu-Vandermonde identity and can be obtained in almost exactly the same way as [BHZ , Prop. . ] .
Proposition . The identities
If we write 1 for the empty vacuum diagram and 1 * for the element of G − that vanishes on all non-empty diagrams, then we see that (H − , ∆ − , ⋆, 1, 1 * ) is a bialgebra. Since it also graded (by the number of edges of a diagram) and connected (the only diagram with 0 edges is the empty one), it is a Hopf algebra so that G − is indeed a group with product
and inverse g −1 = gA, where A is the antipode. The first identity in ( . ) then implies that the map g → M g = (g ⊗ id)∆ does indeed yield a group action on the space of valuations, thus answering positively the question asked at the start of this section.
.
Twisted antipodes and the BPHZ theorem An arbitrary character g of H − is uniquely determined by its value on connected vacuum diagrams Γ with deg Γ ≤ 0. Comparing ( . ) with ( . ) , this would suggest that a natural choice of renormalisation procedure R is given by simply setting R(K)Γ = −Π K − Γ , as this would indeed reproduce the expression ( . ) . Unfortunately, while this choice does yield valuations that extend continuously to all kernel assignments in K − 0 for a class of "simple" Feynman diagrams, it fails to do so for all of them. Following [CK , CK ], a more sophisticated guess would be to set R(K)Γ = Π K − AΓ, for A the antipode of H − endowed with the Hopf algebra structure described in the previous section. The reason why this identity also fails to do the trick can be illustrated with the following example. Consider the case d = 1 and two labels with |t 1 | = −1/3 and |t 2 | = −4/3. Drawing edges decorated with t 1 in blue and edges decorated with t 2 in black, we then consider Γ = , which has degree deg Γ = 0. Since Γ has only one leg, the naive valuation Π K Γ can be identified with the real number
where we wrote K i def = K t i and * denotes convolution. Since this might diverge for a generic kernel assignment in K − 0 , even if K 2 is replaced by its renormalised version, there appears to be no good canonical renormalised value forΠ K Γ, so we would expect to just haveΠ K Γ = 0.
Let's see what happens instead if we choose the renormalisation procedure
since and are the only subgraphs of negative degree, but their degree remains above −1 so that no node-decorations are added. Note furthermore that in H − one has the identities
The reason why there is no additional term analogous to the middle term of ( . ) appearing in the second identity is that the corresponding factor would be of positive degree and therefore vanishes when viewed as an element of H − . As a consequence, we have Aτ = −τ in both cases, so that the first and last terms of ( . ) cancel out and we are eventually left witĥ
which is certainly not desirable since it might diverge as well. The way out of this conundrum is to define a twisted antipodeÂ: H − →Ĥ − which is defined by a relation very similar to that defining the antipode, but this time guaranteeing that the renormalised valuation vanishes on those diagrams that encode "potentially diverging constants" as above. Here, the renormalised valuation is defined by setting
where Π K − is defined by ( . ) . Writing M:Ĥ − ⊗Ĥ − →Ĥ − for the product, we defineÂ to be such that
for every non-empty connected vacuum diagram Γ ∈Ĥ − with deg Γ ≤ 0. At first sight, this looks exactly like the definition of the antipode. The difference is that the map ∆ − in the above expression goes fromĤ − to H − ⊗Ĥ − , so that no projection onto diverging diagrams takes place on the right factor. If we view H − as a subspace ofĤ − , then the antipode satisfies the identity
where π − :Ĥ − → H − is the projection given by quotienting by the ideal J + generated by diagrams with strictly positive degree. We have the following simple lemma.
Lemma . There exists a unique mapÂ:
Proof. The existence and uniqueness ofÂis immediate by performing an induction over the number of edges. Defining
where ι : H − →Ĥ − is the canonical injection, one obtains the (locally finite)
where
→Ĥ − is the multiplication operator. The uniqueness also immediately implies thatÂ is multiplicative, so that R(K) as defined above is indeed a character for every
Definition . We call the renormalisation procedure defined by
It follows from ( . ) that in the above example the twisted antipode satisfieŝ
which makes it straightforward to verify that indeed Π K Γ = 0. The following general statement should make it clear that this is indeed the "correct" way of renormalising Feynman diagrams.
Proposition . The BPHZ renormalisation is characterised by the fact that, for every k ≥ 1 and every connected Feynman diagram Γ with k legs and deg Γ ≤ 0, there exists a constant C such that if ϕ is a test function on S
k of the form ϕ = ϕ 0 ·ϕ 1 such that ϕ 1 depends only on x 1 + . . . + x k , ϕ 0 depends only on the differences of the x i , and there exists a polynomial P with deg P + deg Γ ≤ 0 and
Remark . One way to interpret this statement is that, once we have succeeded in extending
k with A = {{1, . . . , k}}, the canonical way of extending it to all test functions is to subtract from it the linear combination of derivatives of delta functions which has precisely the same effect when testing it against all polynomials of degree at most − deg Γ.
Proof.
The statement follows more or less immediately from the following observation. Take a valuation of the form Π . We assume without loss of generality thatn([1]) = 0 since we can always reduce ourselves to this case by ( . ) .
Let then P be given by
, let ϕ 0 be as in ( . ) , and let ϕ 1 be a test function depending only on the sums of the coordinates and integrating to 1. We then claim that, writingΓ ⊂ Γ for the maximal subgraph where we only discarded the legs and v ⋆ for the vertex of Γ incident to the first leg, one has comparing ( . ) to ( . ) , it is clear that this is the case when g = 1 * , noting that
The general case then follows by comparing the definitions of ∆ and ∆ − , noting that by ( . ) the effect of the labeln in ( . ) is exactly the same of that of the components of ℓ supported on the "legs" in ( . ) . In other words, when comparing the two expressions one should setl(h) = ℓ(h) for the half-edges h that are not legs andn(v) = ℓ(e, v), where the sum runs over all legs (if any) adjacent to v.
The claim now follows immediately from the definition of the twisted antipode and the BPHZ renormalisation:
since the degrees of Γ and of (Γ, v ⋆ , π(n−n)) agree (and are negative) by definition.
Statement and proof of the main theorem
We now have all the definitions in place in order to be able to state the BPHZ theorem.
Theorem . The valuation Π K satisfies Properties -and extends continuously to all
Before we turn to the proof, we give an explicit formula for the valuation Π K instead of the implicit characterisation given by ( . ) . This is nothing but Zimmermann's celebrated "forest formula". Given a forest Fand a subgraphΓ ∈ F, we say thatΓ 1 is a child ofΓ ifΓ 1 <Γ and there exists noΓ 2 ∈ F withΓ 1 <Γ 2 <Γ. Conversely, we then say thatΓ is Γ 1 's parent. (The forest structure of F guarantees that its elements have at most one parent.) An element without children is called a leaf and one without parent a root. If we connect parents to their children in F, then it does indeed form a forest with arrows pointing away from the roots and towards the leaves. We henceforth write F − Γ for the set of all forests for Γ. Given a diagram Γ, we now consider the space T Γ generated by all diagramsΓ such that each connected component has either at least one leg or a distinguished vertex v ⋆ , but not both. We furthermore endowΓ with an N d -valued vertex decoration n supported on the leg-less components and, most importantly, with a bijection τ :Ê → E between the edges ofΓ and those of Γ, such that legs get mapped to legs. The operation of discarding τ yields a natural injection T Γ ֒→T − ⊗ T by keeping the components with a distinguished vertex in the first factor and those with legs in the second factor. (The space T Γ itself however is not a tensor product due to the constraint that τ is a bijection, which exchanges information between the two factors.) We can also define ∂T Γ analogously to ( . ) and ( . )- ( . ) , so that H Γ = T Γ /∂T Γ naturally injects intoĤ − ⊗ H.
Given a connected subgraph γ ⊂ Γ, we then define a contraction operator C γ acting on H Γ in the following way. Given an element (Γ, n) ∈ T Γ , we writeγ for the subgraph ofΓ such that τ is a bijection between the edges ofγ and those of γ. Ifγ is not connected, then we set C γ (Γ, n) = 0. Otherwise, we set as in ( . ) 
with the obvious bijections between the edges ofγ ·Γ/γ and those of Γ. This time we explicitly include the restriction to terms such that deg(γ,n + πl) ≤ 0, which replaces the projection to H − in ( . ). An important fact is then the following.
Lemma .
Let γ 1 , γ 2 be two subgraphs of Γ that are vertex-disjoint and letΓ ∈ T Γ be such thatγ 1 andγ 2 are vertex disjoint. Then
We will use the natural convention that ∈ F − Γ . For any F ∈ F − Γ , we then write C F Γ for the element of H Γ defined recursively in the following way. For F = , we set C Γ = Γ. For non-empty F, we write ̺(F) ⊂ F for the set of roots of F and we set recursively
The order of the product doesn't matter by Lemma . , since the roots of F are all vertex-disjoint. With these notations at hand, Zimmermann's forest formula [Zim ] then reads Proposition . The BPHZ renormalisation procedure is given the identity
where we implicitly use the injection H Γ ֒→Ĥ − ⊗ H for the right hand side.
Proof. This follows from the representation ( . ) . Another way of seeing it is to first note that R is indeed of the form (B ⊗ id)∆Γ for some B: H − →Ĥ − and to then make use of the characterisation ( . ) of the twisted antipodeÂ. This implies that it suffices to show that RΓ = 0 for every connected Γ with a distinguished vertex and a node-labelling such that deg Γ ≤ 0.
The idea is to observe that F − Γ can be partitioned into two disjoint sets that are in bijection with each other: those that contain Γ itself and the complementF − Γ of S those forest that don't. Furthermore, it follows from the definition that C Γ Γ = Γ, so that
which vanishes thus completing the proof.
In order to analyse ( . ) , it will be very convenient to have ways of resumming its term in order to make cancellations more explicit. These resummations are based on the following trivial identity. Given a finite set A and operators X i with i ∈ A, one has
provided that the order in which the operators are composed is the same in each term and that the empty product is interpreted as the identity. The right hand side of this expression is clearly reminiscent of ( . ) while the left hand side encodes cancellations if the X i are close to the identity in some sense. If G − Γ itself happens to be a forest, then F − Γ consists simply of all subsets of G − Γ , so that one can indeed write
where R F Γ is defined by R Γ = Γ and then via the recursion
In general however this is not the case, and this is precisely the problem of "overlapping divergences". In order to deal with this, we introduce the following variant of ( . ) which still works in the general case. To formulate it, we introduce the notion of a "forest interval" M for Γ which is a subset of F − Γ of the form [M, M] in the sense that it consists precisely of all those forests F ∈ F − Γ such that M ⊂ F ⊂ M. An alternative description of M is that there is a forest δ(M) = M \ M disjoint from M and such that M consists of all forests of the type M ∪ Fwith F ⊂ δ(M). Given a forest interval, we define an operation R M which renormalises all subgraphs in δ(M) and contracts those subgraphs in M. In other words, we set
This definition is consistent with ( . ) in the sense that one has R F = R M for M = [ , F]. Combining Proposition . with ( . ), we then obtain the following alternative characterisation of our renormalisation map. 
.
Proof of the BPHZ theorem, Theorem . We now have all the ingredients in place to prove Theorem . . We only need to show that for every (connected) Feynman diagram Γ there are constants C Γ and N Γ such that for every test function ϕ with compact support in the ball of radius 1 one has the bound
where |K t | N denotes the smallest constant C such that ( . ) holds for all |k| ≤ N.
The proof of ( . ) follows the same lines as that of the main result in [CH ], but with a number of considerable simplifications:
• There is no "positive renormalisation" in the present context so that we do not need to worry about overlaps between positive and negative renormalisations. As a consequence, we also do not make any claim on the behaviour of ( . ) when rescaling the test function. In general, it is false that ( . ) obeys the naive power-counting when ϕ is replaced by ϕ λ and λ → 0 as in [HQ , Lem. A. ] .
• The BPHZ renormalisation procedure studied in the present article is directly formulated at the level of graphs. In [BHZ , CH ] on the other hand, it is formulated at the level of trees (which are the objects indexing a suitable family of stochastic processes) and then has to be translated into a renormalisation procedure on graphs which, depending on how trees are glued together in order to form these graphs, creates additional "useless" terms.
• We only consider kernels with a single arguments, corresponding to "normal" edges in our graphs, while [CH ] deals with non-Gaussian processes which then gives rise to Feynman diagrams containing some "multiedges". We therefore only give an overview of the main steps, but we hope that the style of our exposition is such that the interested reader will find it possible to fill in the missing details without undue effort.
As in the proof of Proposition . , we break the domain of integration into Hepp sectors D T and we estimate terms separately on each sector. The main trick is then to resum the terms as in Lemma . , but by using a partition P T that is adapted to the Hepp sector T in such a way that the occurrences of (id − C γ ) create cancellations that are useful on D T .
In order to formulate this, it is convenient to write all the terms appearing in the definition of Π K Γ as integrals over the same set of variables. For this, we S henceforth fix a connected Feynman diagram Γ once and for all, together with an arbitrary total order for its vertices. We then define the spaceT Γ generated by connected Feynman diagramsΓ with edges and vertices in bijection with those of Γ, together with a vertex labelling n, as well as a map d :Ē → N which vanishes on all legs ofΓ. The goal of this map is to allow us to keep track on which parts of Γ were contracted, as well as the structure of nested contractions: d measures how "deep" a given edge lies within nested contractions. In particular, it is natural to impose that d vanishes on legs since they are never contracted. We furthermore impose that for every j > 0, every connected componentγ of d −1 (j) has the following two properties.
• The highest vertex v ⋆,γ ofγ has an incident edge e with d(e) < j. (Here, "highest" refers to the total order we fixed on vertices of Γ, which is transported toΓ by the bijection between vertices of Γ andΓ.)
• All edges e incident to a vertex ofγ other than v ⋆,γ satisfy d(e) ≥ j. WritingV c ⊂V for those vertices v with at least one edge e incident to v such that d(e) > 0, we also impose that n(v) = 0 for v ∈V For γ ⊂ Γ as above, we then define mapsĈ γ onT Γ similarly to ( . ) . This time however, we setĈ γΓ = 0 unless the following conditions are met.
• The graphγ ⊂Γ is connected.
• For every edge e adjacent toγ, one has d(e) ≤ infê ∈Ê d(ê). We also restrict the sum over labels ℓ supported on edges with d(e) = infê ∈Ê d(ê). In order to remain inT Γ , instead of extractingγ, we reconnect the edges ofΓ adjacent toγ to the highest vertexv ofγ and we increase d(e) by 1 on all edges e ofγ. We similarly define elementsR M Γ as above with every instance of C γ replaced byĈ γ . We also view Γ itself as an element ofT Γ by setting both d and n to 0.
Let us illustrate this by taking for Γ the diagram of Figure and for γ the triangle shaded in grey. In this case, assuming that the order on our vertices is such that the first vertex is the leftmost one and that the degree of γ is above −1 so that no node-decorations are needed, we havê C γ = S with d(v) equal to 1 in the shaded region of the diagram on the right. The green node then denotes the element v ⋆ for all the nodes v in that region. This time, it follows in virtually the same way as the proof of Proposition . that if γ 1 and γ 2 are either vertex disjoint or such that one is included in the other, then the operatorŝ C γ 1 andĈ γ 2 commute. In particular, we can simply writê
without having to worry about the order of the operations as in ( . ) . For every K ∈ K − ∞ and every test function ϕ, we then have a linear map
, where τ :V ∪Ē → V ∪ E is the bijection between edges and vertices ofΓ and those of Γ, v i are the vertices to which the k legs of Γ are attached, and ℓ i are the corresponding multiindices as in ( . ) . With this notation, our definitions show that, for every partition P of F − Γ into forest intervals, one has
We bound this rather brutally by
At this stage, we would like to make a smart choice for the partition P T which allows us to obtain a summable bound for this expression. In order to do this, we would like to guarantee that a cancellation (id −Ĉ γ ) appears for all of the subgraphs γ that are such that the length of all adjacent edges (as measured by the quantity |x τ (e + ) − x τ (e − ) |) is much greater than the diameter of γ (measured in the same way). In order to achieve this, we first note that by Proposition . and ( . ) below, we can restrict ourselves in ( . ) to the case where P T is a partition of the subset (So thatĈ F Γ is a linear combination of terms obtained from K F Γ by adding node-labels n and the corresponding derivatives on incident edges.) As above, write τ for the corresponding bijection between edges and vertices of K F Γ and those of Γ. Given a Hepp sector T = (T, n) for Γ and an edge e of Γ, we then write scale
is the common ancestor in T of the two vertices incident to e, but when viewed as an edge of K F Γ. (Since we only consider forests consisting of full subgraphs, τ −1 (e) − and τ −1 (e) + are distinct, so this is well-defined.) Given γ ∈ F, we then set
where E F γ denotes the edges belonging to γ, but not to any of the children of γ in F, while ∂ E F γ denotes the edges adjacent to γ and belonging to the parent A(γ) of γ in F (with the convention that if γ has no parent, then A(γ) = Γ). With these notations, we then make the following definition.
Definition . Fix a Hepp sector T. Given a forest F ∈F
and that it is unsafe in F otherwise. Given a forest F and a subgraph γ ∈ G − Γ , we say that γ is safe / unsafe for F if F∪ {γ} ∈F − Γ and γ is safe / unsafe in F∪ {γ}. Finally, we say that a forest F is safe if every γ ∈ F is safe in F.
The following remark is then crucial. . It follows from the definitions thatγ ∈ F u if and only if none of the descendants of V ↑ γ in T belongs to ∂ V γ . As a consequence of this characterisation, any two graphs γ 1 , γ 2 ∈ F u are either vertex-disjoint, or one of them is included in the other one. Indeed, assume by contradiction that neither is included in the other one and that their intersection γ ∩ contains at least one vertex. Writingγ ∩ for one of the connected components of γ ∩ , there exist edges e i in γ i that are adjacent toγ ∩ : otherwise, since the γ i are connected, one of them would be contained inγ ∩ . Write v i for the vertex of e i that does not belong toγ ∩ . Such a vertex exists since otherwise it would not be the case that γ ∩ is full in γ ↑ = A(γ 1 ) = A(γ 2 ). Since γ 1 is unsafe, it follows that v 2 is not a descendent of ( V γ∩ ∪ {v 1 }) ↑ , so that in particular, for every vertex v ∈γ ∩ , one has v 1 ∧ v > v 2 ∧ v. The same argument with the roles of γ 1 and γ 2 reversed then leads to a contradiction.
Lemma
This shows that F s ∪ F u is indeed again a forest so that it remains to show the last statement. We will show a slightly stronger statement namely that, given an arbitrary forest F, the property of γ ∈ F being safe or unsafe does not change under the operation of adding to F a graphγ that is unsafe for F. Given the definitions, there are three potential cases that could affect the "safety" of γ: either γ ⊂ γ, or γ ⊂γ, orγ ⊂ A(γ) and there exists an edge e adjacent to both γ andγ. We consider these three cases separately and we writeF = F∪ {γ}.
In the caseγ ⊂ γ, it follows from the ultrametric property and the fact thatγ is unsafe that intF T (γ) = int F T (γ) whence the desired property follows. In the case γ ⊂γ, it is ext F T (γ) which could potentially change since ∂ E F γ becomes smaller when addingγ. Note however that by the ultrametric property, combined with the fact thatγ is unsafe, the edges e in ∂ E F γ \ ∂ EF γ satisfy scale
Furthermore, again as a consequence ofγ being unsafe, one has scaleF T (e) < scaleF T (ē) for every edgeē inγ which is not in γ, so in particular forē ∈ ∂ EF γ . This shows again that ext F T (γ) = extF T (γ) as required. The last case can be dealt with in a very similar way, thus concluding the proof.
As a corollary of the proof, we see that the definition of the notion of "safe forest" as well as the construction of F u given a safe forest F s only depend on the topology of the tree T and not on the specific scale assignment n. Writing F (s) Γ (T ) for the collection of safe forests for the tree T , and considering the partition P T (which then also depends only on T ) ofF
where n runs over all monotone integer labels for T and the construction of F u given F s and T is as above. We note that the first two sums are finite, so that as in the proof of Proposition . it is sufficient, for any given choice of T and safe forest F s , to find a collection real-valued function {η i } i∈I (for some finite index set I) on the interior vertices of T such that
and such that
which then guarantees that the above expression converges.
Before we turn to the construction of the η i , let us examine in a bit more detail the structure of the graph K F Γ = ( V F , E F ). Writing τ for the bijection between K F Γ and Γ, every γ ∈ F yields a subgraph K(γ) = ( V γ , E γ ) of K F Γ whose edge set is given by the preimage under τ of the edge set of γ \ C(γ), where C(γ) denotes the set of all children of γ in F. Furthermore, K(γ) is connected by exactly one vertex to K(γ), for γ ∈ C(γ) ∪ {A(γ)}, and it is disconnected from K(γ) for all other elements γ ∈ F. This is also the case if γ is a root of F, so that A(γ) = Γ by our usual convention, if we set K(Γ) to be the preimage in K F Γ of the complement of all roots of F. We henceforth write v ⋆ (γ) for the unique vertex connecting K(γ) to K(A(γ)) and we write V ⋆ γ = V γ \ {v ⋆ (γ)}, so that one has a partition V F = V Γ ⊔ γ∈F V ⋆ γ . In this way, the tree structure of F is reflected in the topology of K F Γ, as illustrated in Figure , where each K(γ) is stylised by a coloured shape, with parents having lighter shades than their children and connecting vertices drawn in red. Recall that we also fixed a total order on the vertices of Γ (and therefore those of K F Γ) and that the construction of K F Γ implies that the corresponding order on {v ⋆ (γ)} γ∈F is compatible with the partial order on F given by inclusion. We define the set E m F ⊂ E F of edges that have moved in the sense that E m F = {e ∈ E F : τ (e) = (τ (e − ), τ (e + ))} .
For e ∈ E m F , write • ∈ {+, −} such that τ (e) • = τ (e • ) (this is a unique such choice). Then, by the construction of K F Γ, there exists a unique γ m (e) ∈ F such that
is the edge-labelling given by t (ℓ) (e) = t(τ (e)) + ℓ(e), with t the original edge-labelling of Γ, and πℓ is the node-labelling given by πℓ(v) = {ℓ(e) : e • = v}. Given γ ∈ F and ℓ as above, we also set ℓ(γ) = {|ℓ(e)| : e ∈ E m F & γ m (e) = γ}. We now return to the bound ( . ) and first consider the special case when F s is a safe forest such that F u = . By ( . ) and ( . ),R Fs Γ can then be written aŝ
where ℓ out = {|ℓ(e)| : e • = e − } and the sum is restricted to those choices of ℓ such that, for every γ ∈ F s , one has deg γ + ℓ(γ) ≤ 0.
In this case, we take as the index set I appearing in ( . ) all those functions ℓ appearing in the sum ( . ) (recall that the sum is restricted to finitely many such functions) and we set
where, for e ∈ E Fs , e ↑ denotes the node of T given by τ (e − ) ∧ τ (e + ) and, for e ∈ E m Fs , e ↑ m denotes the node τ (e • ) ∧ τ (e • ). It follows from the definition of W K that this choice does indeed satisfy ( . ) . We now claim that as a consequence of the fact that F s is such that F u = , it also satisfies ( . ) . Assume by contradiction that there exists a node u of T and a labelling ℓ such that a def = v≥u η ℓ (v) ≤ 0. Write V 0 ⊂ V Fs for the vertices v such that τ (v) ≥ u in T and Γ 0 = (E 0 , V 0 ) ⊂ K Fs Γ for the corresponding subgraph. In general, Γ 0 does not need to be connected, so we write Γ
0 ) for its connected components. We then set 
We claim that γ a i,γ = a i : the only part which is not immediate is that
This is a consequence of the fact that in the sum γ | V 0,γ |, each "connecting vertex" is counted double. Since F (i) s is a tree, the number of these equals |F (i) s | − 1, whence the claim follows. We introduce the following terminology. An element γ ∈ F s ∪ {Γ} is said to be
0 = , and "normal" otherwise. We also set a i,γ = 0 for all empty γ with V 0,γ = . Recall furthermore the definition of deg γ for γ ∈ F s given in ( . ) and the definition of ℓ(γ) given above. With this terminology, we then have the following.
Lemma . A full subgraph γ cannot have an empty parent and one has
0 . Before we proceed to prove Lemma . , let us see how this leads to a contradiction. By ( . ) , one has degγ + ℓ(γ) ≤ 0 for every γ ∈ F s and a fortiori degγ < 0. Furthermore, since | V (i) 0 | ≥ 2, there exists at least one subgraph γ which is either full or normal. Since full subgraphs can only have parents that are either full or normal and since Γ itself cannot be full (since legs are never contained in E (i) 0 ), we have at least one normal subgraph. Since each of the negative terms deg γ + ℓ(γ) appearing in the right hand side of the bound of a i,γ for γ full is compensated by a corresponding term in its parent, and since we use the strict inequality appearing for normal γ at least once, we conclude that one has indeed γ a i,γ > 0 as required.
Proof of Lemma . . Let us first show that the bounds ( . ) hold. If γ is empty, one has either γ ∈ F (i) s in which case V 0,γ = and a i,γ = 0 by definition, or V 0,γ = v ⋆ (γ) in which case a i,γ = 0 by ( . ) . If γ is full, then it follows immediately from the definition of deg γ that one would have a i,γ = deg γ − γ∈ C(γ) degγ if it weren't for the presence of the labels ℓ. If γ is full then, whenever e is such that γ m (e) = γ, one also has {e • , e • } ⊂ V (i) 0 by ( . ) and the definition of being S full. Similarly, one has e ∈ E γ ∩ E 0 whenever γ m (e) ∈ C(γ). The first identity in ( . ) then follows from the fact that each edge with γ m (e) = γ contributes |ℓ(e)| to the last term in ( . ) while each edge with γ m (e) ∈ C(γ) contributes −|ℓ(e)| to the penultimate term.
Regarding the last identity in ( . ) , given a normal subgraph γ, writeγ for the subgraph of Γ with edge set given bŷ
In exactly the same way as for a full subgraph, one then has a i,γ ≥ degγ − γ∈ C⋆(γ) (degγ + ℓ(γ)). The reason why this is an inequality and not an equality is that we may have additional positive contributions coming from those ℓ(e) with γ m (e) = γ and such that e • ∈ V (i) 0 , while we do not have any negative contributions from those ℓ(e) with γ m (e) ∈ C ⋆ (γ) but e ∈ E (i) 0 . The claim then follows from the fact that one necessarily has degγ > 0 by the assumption that F u = . Indeed, it follows from its definition and the construction of the Hepp sector T that the subgraph Γ 0 satisfies that scale T (e) for every edge e ∈ E 0 and every edgeē adjacent to Γ 0 in K Fs Γ, so that one would haveγ ∈ F u otherwise.
It remains to show that if γ is a full subgraph, then it cannot have empty parents. This follows in essentially the same way as above, noting that if it were the case that γ has an empty parent, then it would be unsafe in F s , in direct contradiction with the fact that F s is a safe forest.
In order to complete the proof of Theorem . , it remains to consider the general case when F u = . In this case,
with the sum over ℓ restricted in the same ways as before. Again, we bound each term in this sum separately, so that our index set I consists again of the subset of functions ℓ : E m Fs → N d such that deg γ + ℓ(γ) < 0 for every γ ∈ F s , but this time each of these summands is still comprised of several terms generated by the action of the operatorsĈ γ for the "unsafe" graphs γ.
For any γ ∈ F u , we define a subgraph K(γ) of K Fs Γ as before, with the children of γ being those in F s ∪ {γ} not in all of F s ∪ F u . The definition of γ being "unsafe" then guarantees that there exits a vertex γ
We furthermore define
with "∼" meaning "adjacent to", which is well-defined since all of the elements appearing under the sup lie on the path joining γ ↑ to the root of T . In particular, one has γ ↑ > γ ↑↑ . We also set N(γ) = 1 + ⌊− deg γ⌋ with the convention that N(γ) = 0 for γ ∈ F u .
We claim that this time, if we set
then η ℓ does indeed satisfy the required properties, which then concludes the proof. As before, we assume by contradiction that there is u such that a = v≥u η ℓ (v) ≤ 0 and we define, for each connected component Γ
It is less obvious than before to see that a i ≤ a because of the presence of the last term. Given γ ∈ F u , there are two possibilities regarding the corresponding term in ( . ) . If γ ↑ < u in T , then it does not contribute to a at all. Otherwise, τ −1 (γ) is included in Γ 0 and we distinguish two cases. In the first case, one has K(γ) = K(A(γ)) ∩ Γ 0 . In this case, since the inclusion γ ⊂ A(γ) is strict, there is at least one edge in K(A(γ)) adjacent to K(γ). Since this edge is also adjacent to Γ 0 , it follows that in this case γ ↑↑ < u so that we have indeed a contribution N(γ) to a. In the remaining case, the corresponding term may or may not contribute to a, but if it does, then its contribution is necessarily positive, so we can discard it and still have a i ≤ a as required.
As before, we then write a i = γ∈F
We claim that the statement of Lemma . still holds in this case. Indeed, the only case that requires a slightly different argument is that when γ is "normal". In this case, defining againγ as in ( . ), we have
since the last term in ( . ) contributes precisely whenγ ∈ F u and then only the term withγ =γ is selected by the indicator function. The remainder of the argument, including the fact that this then yields a contradiction with the assumption that a ≤ 0, is then identical to before since one always has degγ + N(γ) > 0.
In order to complete the proof of our main theorem, it thus remains to show that the choice of η ℓ given in ( . ) allows to bound from above the contribution of the Hepp sector indexed by T , in the sense that the bound ( . ) holds. The only non-trivial part of this is the presence of a term
for each factor of (1 −Ĉ γ ) in ( . ) . This will be a consequence of the following bound.
Lemma . Let K i : S → R be kernels satisfying the bound ( . ) with deg t = −α i < 0 for i ∈ I with I a finite index set, and write I ⋆ = I ⊔{⋆}. Let furthermore
Proof. The proof is a straightforward application of Taylor's theorem to the function x → i∈I K i (x i ) defined on S
I
. For example, the version given in [Hai , Prop. A. ] shows that for everyl : I → N d with |l| = N, there exist measures Ql on S I with total variation
and support in the ball of radius Kδ around (x ⋆ , . . . , x ⋆ ) (for some K depending only on |I| and d) such that
If ∆ > (K + 1)δ, then the claim follows at once from the fact that
If ∆ ≤ (K + 1)δ on the other hand, each term in the left hand side of ( . ) already satisfies the required bound individually.
S
It now remains to note that each occurence of (1 −Ĉ γ ) in ( . ) produces precisely one fact of the type considered in Lemma . , with the set I consisting of the edges in A(γ) adjacent to γ, δ = 2
produced in this way precisely corresponds to the additional term N(γ)(1 γ ↑ (u) − 1 γ ↑↑ (u)) in our definition of η. The only potential problem that could arise is when some edges are involved in the renormalisation of more than one different subgraph. The explicit formula ( . ) however shows that this is not a problem. The proof of Theorem . is complete.
.
Properties of the BPHZ valuation
In this section, we collect a few properties of the BPHZ valuation Π K . In order to formulate the main tool for this, we first introduce a "gluing operator" G :T − →T − such that GΓ is the connected vacuum diagram obtained by identifying all the marked vertices of Γ, for example
where the marked vertices are indicated in green. It follows from the definition ( . ) that the linear map Π K − satisfies the identity
We claim that the same also holds for Π K −Â π, where π :T − → H − is the canonical projection.
Lemma . One has
Proof. By induction on the number of connected components and since Π K − ,Â and π are all multiplicative, it suffices to show that, for every element τ of the form τ = γ 1 γ 2 where the γ i are connected and non-empty, one has the identity
In particular, one has Π K −Â τ = 0 for every τ with deg τ ≤ 0 of the form G(γ 1 γ 2 ), as soon as one of the factors has strictly positive degree.
We will use the fact that, as a consequence of ( . ) combined with the definition of ∆ − , one has for connected σ = (Γ, v ⋆ , n) with deg σ ≤ 0 the identitŷ
S where we made use of the operators
and ⋆ denotes some arbitrary choice of distinguished vertex. (Here, X stands for "extract".) Note that the nonvanishing terms in ( . ) are always such that the degree ofΓ (not counting node-decorations) is negative. The proof of the lemma now goes by induction on the number of edges of τ = γ 1 γ 2 . In the base case, each of the γ i has one edge and there are two nontrivial cases. In the first case, deg γ i ≤ 0 for both values of i. In this case, it follows from the above formula that, since v ⋆ is the vertex in Gτ at which both edges are connected and sinceÂγ 1 = −γ i , one haŝ AGτ = −Gτ + 2τ , so that the claim follows from ( . ) , combined with the fact thatÂπγ i = −γ i . In the second case, one has deg γ 1 ≤ 0 and deg γ 2 > 0, but deg γ 1 + deg γ 2 ≤ 0 so that πGτ = Gτ . In this case, the only subgraph of Gτ of negative degree is γ 1 , so thatÂ Gτ = −Gτ + τ , thus yielding Π K −Â Gτ = 0 as required. We now write Γ for the graph associated to Gτ and Γ i ⊂ Γ for the subgraphs associated to each of the factors γ i . Writing U Γ for the set of all non-empty proper subgraphs of Γ, we then have a natural bijection
Take now an element of the formγ 1 ⊔ Γ 2 from the first set above. As before, there are no edges in Γ adjacent to Γ 1 other than those incident to v ⋆ . Furthermore, γ 1 ⊔ Γ 2 has strictly less edges than Γ, so we can apply our induction hypothesis, yielding
, as well as the corresponding identities with 1 and 2 exchanged. Inserting these identities into ( . ) (with the sum broken up according to ( . ) ), we obtain
At this stage, we differentiate again between the case in which deg γ i ≤ 0 for both i and the case in which one of the two has positive degree. (The case in which both have positive degree is again trivial.) In the former case, πγ i = γ i and one has
In particular, the second and third terms are the same as the fourth, but with opposite sign and one has
, as claimed. Consider now the case deg γ 1 > 0. Then, the two terms containinĝ Aπγ 1 vanish and we obtain similarly 
, whenever η and ζ are represented by continuous functions. It is straightforward to see that this extends continuously to all of S (c)
ℓ , and that it coincides with the usual convolution in the special case k = ℓ = 2.
Similarly, we have a convolution operator ⋆ : H k × H ℓ → H k+ℓ−2 obtained in the following way. Let Γ ∈ T k andΓ ∈ T ℓ be Feynman diagrams such that the label of the kth leg of Γ and the first leg ofΓ are both given by δ. We then define Γ ⋆Γ ∈ T k+ℓ−2 to be the Feynman diagram with k + ℓ − 2 legs obtained by removing the kth leg of Γ as well as the first leg ofΓ, and identifying the two vertices these legs were connected to. (We also need to relabel the legs of Γ accordingly.) This operation extends to all of H k × H ℓ by noting that given a Feynman diagram Γ ∈ T k , there always exists Γ n ∈ T k with Γ n = Γ in H k which is a linear combination of diagrams with label δ on the nth leg: if the nth leg of Γ has label δ (m) with m = 0, one obtains Γ n by performing |m| "integrations by parts" using ( . ) . We then define in general Γ ⋆Γ by setting Γ ⋆Γ = Γ k ⋆Γ 0 and we can check that this is indeed well-defined in H k+ℓ−2 . We then have the following consequence of Lemma . .
Proposition . The BPHZ valuation satisfies
Proof. Write M ⋆ : H ⊗ H → H for the convolution operator introduced above and note that the canonical valuation Π (we suppress the dependence on K) does satisfy the property of the statement. It therefore suffices to show that one has the identity
between maps H ⊗ H → H. Suppose that Γ ∈ T k andΓ ∈ T ℓ , write v for the vertex of Γ adjacent to the kth leg, and letv be the vertex ofΓ adjacent to its first leg. Fix furthermore an arbitrary map σ : ( V ⋆ ⊔V ⋆ )/{v,v} → N which is injective and such that σ(v) = 0. Since internal edges of Γ ⋆Γ are in bijection with the disjoint union of the internal edges of Γ and those ofΓ, we have an obvious bijection between subgraphs γ of Γ ⋆Γ and pairs (γ 1 , γ 2 ) of subgraphs of Γ andΓ. We also have a natural choice of distinguished vertex for each connected subgraph of Γ,Γ or Γ ⋆Γ by choosing S the vertex with the lowest value of σ. If we then write∆τ ∈T − ⊗ H for the right hand side of ( . ) with this choice of distinguished vertices, then we see that
where τ :T − ⊗ H → H⊗T − is the map that exchanges the two factors. Applying Π −Â π to both sides and making use of Lemma . , the required identity ( . ) follows at once.
Consider the situation of a Feynman diagram Γ containing a vertex v and a subgraph γ which is a "generalised self-loop at v" in the sense that
• The vertex v is the only vertex of γ that is adjacent to any edge not in γ.
• No leg of Γ is adjacent to any vertex of γ, except possibly for v. We then obtain a new diagram Γ 0 by collapsing all of γ onto the vertex v, as illustrated in Figure , where the vertex v is indicated in green and legs are drawn in red.
As a consequence of Proposition . , we conclude that in such a situation there exists a constant c γ ∈ R such that Π Γ = c γ Π Γ 0 , and that furthermore c γ = 0 as soon as deg γ ≤ 0 as a consequence of Proposition . . One particularly important special case is that of actual self-loops, where γ consists of a single edge connecting v to itself, thus showing that Π Γ = 0 for every Γ containing self-loops since the degree of a self-loop of type t is given by deg t, which is always negative.
Finally, it would also appear natural to restrict the sums in ( . ) and ( . ) to subgraphsΓ that are c-full in Γ (in the sense that each connected component of Γ is a full subgraph of Γ), especially in view of the proof of the BPHZ theorem where we saw that the "dangerous" connected subgraphs are always the full ones. We can then perform the exact same steps as before, including the construction of a corresponding twisted antipode and the verification of the forest formula. Writinĝ F − Γ for the subset of F − Γ consisting of forests F such that each γ ∈ F is a full subgraph of its parent A(γ) (as usual with the convention that the parent of the maximal elements is Γ itself), it is therefore natural in view of ( . ) to define a valuation
S where Π and Π − are the canonical valuations associated to some K ∈ K − ∞ . It turns out that, maybe not so surprisingly in view of Proposition . , this actually yields the exact same valuation:
Proof. In order to show that
Γ into sets such that the above sum vanishes, when restricted to any of the sets in the partition. In order to formulate our construction, given γ ∈ G − Γ , we write γ cl ∈ G − Γ for the "closure" of γ in Γ, i.e. the full subgraph of Γ with the same vertex set as γ. 
is independent of B ⊂ F p . To see that this is the case, consider the spaceT Γ and the operatorsĈ F as in the proof of the BPHZ theorem and denote byΠ :T Γ → S the composition of Π :T → S with the natural injectionT Γ ֒→T. One then has for every forest G the identity
(As already pointed out before, the order of the operations does not matter here.) Let now γ ∈ G − Γ and consider the elementsĈ γ Γ andĈ γĈγ cl Γ. It follows from the definition of the operatorsĈ γ that all the terms appearing in both expressions consist of the same graph where edges in Γ \ γ Regarding the edge and vertex-labels ℓ and n generated by these operations, a straightforward application of the Chu-Vandermonde theorem shows that they yield the exact same terms in both cases. The only difference is that the function d is equal to 1 on γ in the first case, while it equals 2 on γ and 1 on edges of γ cl that are not in γ in the second case. This however would only make a difference if we were to compose this with an operator of the typeĈγ for someγ with γ ⊂γ ⊂ γ cl . 
Large-scale behaviour
We now consider the case of kernels K t that don't have compact support. In order to encode their behaviour at infinity, we assign to each label t ∈ L a second degree deg ∞ :
We furthermore assume that we are given a collection of smooth kernels R t : R d → R for t ∈ L ⋆ satisfying the bounds
for all multiindices k, uniformly over all x ∈ R d , and such that
Similarly to before, we extend this to L by using the convention R δ (m) ≡ 0 and we write K + ∞ for the set of all smooth compactly supported kernel assignments t → R t , as well as K + 0 for its closure under the system of seminorms defined by ( . ) .
Consider then the formal expression ( . ) , but with each instance of K t replaced by G t = K t + R t . The aim of this section is to exhibit a sufficient condition on Γ which guarantees that this expression can also be renormalised, using the same procedure as in the previous sections. The conditions we require can be viewed as a large-scale analogue to the conditions of Weinberg's theorem. They are required because, unlike in [BHZ , CH ] , we do not perform any "positive renormalisation" in the present article.
To formulate our main result, we introduce the following construction. Given a Feynman diagram Γ with at least one edge, consider a partition P Γ of its inner vertex set, i.e. elements of P Γ are non-empty subsets of V ⋆ and P Γ = V ⋆ . We always consider the case where the partition P Γ consists of at least two subsets, in other words |P Γ | ≥ 2. Given such a partition, we then set
where E(P Γ ) consists of all internal edges e ∈ E ⋆ such that both ends e + and e − are contained in different elements of P Γ . Note the strong similarity to ( . ) , which is of course not a coincidence. We will call a partition P Γ "tight" if there exists one single element A ∈ P Γ containing all of the vertices v i,⋆ ∈ V ⋆ that are connected to legs of Γ.
Given K and R in K − ∞ and K + ∞ respectively, we furthermore define a valuation Π K,R by setting as in ( . ) 
where we used again the notation G t = K t + R t . We then have the following result which is the analogue in this context of Proposition . .
Proposition .
Let Γ be such that every tight partition P Γ of its inner vertices
Proof. This is a corollary of Theorem . below: given ( . ) and given that we restrict ourselves to K ∈ K − ∞ , it suffices to note that Π K,R = Π 0,K+R .
Remark .
The reason why it is natural to restrict oneself to tight partitions can best be seen with the following very simple example. Consider the case
Writing G i = K t i + R t i and identifying functions with distributions as usual, one then has
. If the G i are smooth functions, then this is of course well-defined as soon as their combined decay at infinity is integrable, which naturally leads to the condition deg ∞ t 1 + deg ∞ t 1 < −d, which corresponds indeed to the condition deg ∞ P Γ < 0 for P Γ = {{v 1 , v 3 }, {v 2 }}, the only tight partition of the inner vertices of Γ. Considering instead all partitions would lead to the condition deg ∞ t i < −d for i = 1, 2, which is much stronger than necessary.
Note now the following two facts.
L -
• The condition of Proposition . is compatible with the definition of the space Hin the sense that if it is satisfied for one of the summands in the left hand side of ( . ) , then it is also satisfied for all the others, as an immediate consequence of the fact that deg ∞ t (k) = deg ∞ t. In particular, we have a well-defined subspace H + ⊂ H on which the condition of Proposition . holds and therefore Π K,R Γ is well-defined for (K, R) ∈ K − ∞ × K + 0 .
• If Γ satisfies the assumption of Proposition . , then it is also satisfied for all of the Feynman diagrams appearing in the second factor of the summands of ∆Γ, so that H + is invariant under the action of G − on H. This suggests that if we define a BPHZ renormalised valuation on H + by
then it should be possible to extend it to kernel assignments exhibiting self-similar behaviour both at the origin and at infinity. This is indeed the case, as demonstrated by the main theorem of this section. Proof. Consider the spaceT defined as the vector space generated by the set of pairs (Γ,Ẽ), where Γ is a Feynman diagram as before andẼ ⊂ E ⋆ is a subset of its internal edges. We furthermore define a linear map X: T →T by XΓ = Ẽ ⊂E⋆ (Γ,Ẽ), and we define a valuation onT by setting (Π K,R (Γ,Ẽ))(ϕ) = S V ⋆ e∈E⋆\Ẽ K t(e) (x e + − x e − ) e∈Ẽ R t(e) (x e + − x e − )
so that Π K,R =Π K,R X. Similarly to before, we define ∂T by the analogue of ( . ) and we setH =T/∂T, noting thatΠ K,R is well-defined onH. We also define a map∆ :H → H − ⊗H in the same way as ( . ) , but with the sum restricted to subgraphs γ whose edge sets are subsets of E ⋆ \Ẽ. (This condition guarantees thatẼcan naturally be identified with a subset of the quotient graph Γ/γ.) With this definition, one has the identitỹ ∆X = (id ⊗ X)∆ , as a consequence of the fact that the set of pairs (Ẽ, γ) such thatẼ ⊂ E ⋆ and γ is a subgraph of Γ containing only edges in E ⋆ \ E is the same as the set of pairs such that γ is an arbitrary subgraph of Γ andẼ is a subset of the edges of Γ/γ. This in turn implies that one has the identity
Let nowT + be the subspace ofT consisting of pairs (Γ,Ẽ) such that deg ∞ P < 0 for every tight partition P with E(P) ⊂Ẽ. Again, this defines a subspacẽ H + ⊂ H + invariant under the action of G − by∆ and X maps H + intoH + , so that it remains to show that (Π on all ofH + . For this, we now fix τ = (Γ,Ẽ) ∈T + and we remark that for R ∈ K + ∞ we can interpret the factor e∈Ẽ R t(e) (x e + − x e − ) in ( . ) ( . ) that this is compatible with the actions of∆ and ∆ in the sense that one has
Inserting this into ( . ), we conclude that
so that it remains to bound separately each of the terms in this sum. For this, we write S d = Z d for the discrete analogue of our state space S = R d , we set N = k + 2|Ẽ|, and we write 1 = x∈S N d Ψ x for a partition of unity with the property that Ψ x (y) = Ψ 0 (y − x) and that Ψ 0 is supported in a cube of sidelength 2 centred at the origin, so that it remains to show that . This expression is not summable in general, so we need to exploit the fact that there are many terms that vanish. For instance, since the test function ϕ is compactly supported, there exists C such that S x = 0 as soon as |x i | ≥ C for some i ≤ k. Similarly, since the kernels K t are compactly supported, there exists C such that S x = 0 as soon as there are two legs [i] and [j] of U τ attached to the same connected component and such that |x i − x j | ≥ C.
Let now P be the finest tight partition for Γ with E(P) ⊂Ẽ and let L ∈ P denote the (unique) set which contains all the vertices adjacent to the legs of Γ. We conclude from the above consideration that one has
where [v] ∈ P denotes the element of P containing the vertex v. At this stage, the proof is virtually identical to that of Weinberg's theorem, with the difference that we need to control the large-scale behaviour instead of the small-scale behaviour.
We define Hepp sectors D T ⊂ S P d for T = (T, n) in exactly the same way as before, the difference being that this time no two elements can be at distance less than 1, so that we can restrict ourselves to scale assignments with n v ≤ 0 for every inner vertex of T . Also, in view of ( . ) , the leaves of T are this time given by elements of P. In the same way as before, the number of elements of D T is of the order of u∈T 2 −dnu so that one has again a bound of the type
where e ↑ denotes the common ancestor in T of the two elements of Pcontaining the two endpoints of e. Our assumption on Γ now implies that for every initial segment T i of T 1, one has u∈T i η u < 0. This is because one has u∈T i η u = deg P T i , where P T i is the coarsest coarsening of P such that for every edge e ∈ E(P T i ), one has e ↑ ∈ P T i . We claim that any such η satisfies
where again the sum is restricted to negative n that are monotone on T . This can be shown by induction over the number of leaves of T . If T has only two leaves, then this is a converging geometric series and the claim is trivial. Let now T be a tree with m ≥ 3 leaves and assume that the claim holds for all trees with m − 1 leaves. Pick an inner vertex u of T which has exactly two descendants (such a 1i.e. T i is such that if u ∈ T i and v ≤ u, then v ∈ T i .
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