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Abstract
The strong growth condition (SGC) is known to be a sufficient condition for linear conver-
gence of the stochastic gradient method using a constant step-size γ (SGM-CS). In this paper,
we provide a necessary condition, for the linear convergence of SGM-CS, that is weaker than
SGC. Moreover, when this necessary is violated up to a additive perturbation σ, we show that
both the projected stochastic gradient method using a constant step-size (PSGM-CS) and the
proximal stochastic gradient method exhibit linear convergence to a noise dominated region,
whose distance to the optimal solution is proportional to γσ.
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1 Introduction
In this paper, we consider the following stochastic convex optimization problem, which is widely
studied in the literature; cf., [3, 5, 2] for instances.
Problem 1.1 Let f : Rd → R be a convex differentiable function with L-Lipschitz continuous
gradient with an expectation form f(x) = Eξ[K(x, ξ)]. In the expectation, ξ is a random vector
whose probability distribution P is supported on set a Ω ⊂ Rm, and K : Rd × Ω → R is convex
function with respect to the variable x. Let g : Rd → ]−∞,+∞] be a proper lower semicontinuous
convex function. Based on this setup, the problem we are interested in studying can be written as
minimize
x∈Rd
f(x) + g(x), (1.1)
under the following assumptions:
(i) It is possible to obtain independent and identically distributed (iid) samples of (ξt)t∈N of ξ.
(ii) Given (xt, ξt) ∈ R
d×Ω, one can find a point ∇K(xt, ξt) such that Eξt [∇K(xt, ξt)] = ∇f(xt).
Here, the gradient ∇K(x, ξ) is taken with respect to x.
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The proximal stochastic gradient method (cf., [3, 5, 2], and the references therein) is an ele-
mentary method for solving Problem 1.1. This method is extremely simple and highly scalable
since it only uses the proximity operator of g and an unbiased estimate of the gradient of f at each
iteration. Hence, the method is popular in machine learning and signal processing applications.
In this paper, we focus our attention particularly to the case where g is the indicator of some
nonempty, closed convex set C (cf., [9, 13] and the references therein). Then, the proximal stochastic
gradient method reduces to the projected stochastic gradient method (PSGM):
x0 ∈ C and (∀t ∈ N) xt+1 = PC(xt − γt∇K(xt, ξt)), (1.2)
where γt > 0 is the step size. When C is the whole space, (1.2) is the stochastic gradient method
(SGM).
While the computational cost of these stochastic methods is much cheaper than their determin-
istic counterparts, their slow convergence rate is problematic for obtaining high accuracy solutions.
Indeed, even when f is strongly convex, PSGM only attains a sub-linear convergence rate in general.
To improve the convergence rate of PSGM, we can use variance reduction as proposed in [16].
When the objective f has a finite sum form (f = n−1
∑n
i=1 fi), this method computes the full
gradient periodically. Hence, its per iteration cost is dimension dependent. For faster convergence,
we can also use the stochastic averaged gradient algorithm (SAGA) in [10], which requires additional
memory. Other modifications do exist to circumvent the convergence speed issue.
Surprisingly, SGM with constant step-size (SGM-CS) directly attains linear convergence when
the strong growth condition (SGC) [6] is satisfied. When f has the finite sum structure, SGC can
be written as follows with B > 0:
max
1≤i≤n
‖∇fi(x)‖
2 ≤ B‖∇f(x)‖2. (1.3)
Such conditions are also used in [14, 12] for the deterministic incremental gradient method and [4]
for the incremental Newton method. Note that [6, 14, 12, 4] use above condition for C = Rd.
In this work, we prove that SGC is also a necessary condition for the linear convergence of
SGM-CS with step-size γ. When SGC is violated up to a additive perturbation σ, we show that
PSGM-CS exhibits linear convergence to a noise dominated region, whose distance to the optimal
solution is proportional to γσ. To our knowledge, this result is new. We also derive similar results
to the proximal stochastic gradient method.
The paper is organized as follows. We first recall some basic notations in convex analysis in [1]
below. Section 2 then presents our main results with a necessary and sufficient condition for the
linear convergence of SGM with constant step-size. We also extend these results to the PSGM and
the proximal stochastic gradient method. Section 3 studies the necessary condition in the context
of the linear convergence of randomized Kaczmarz algorithm. We conclude in Section 4.
Notations. Given a non empty closed convex set C, the projection of x onto C id denoted by PCx.
The indicator of C is denoted by ιC . The proximity operator of a proper lower semicontinuous
convex function g is denoted by proxg. We denote dom(g) the effective domain of g. The subdif-
ferential of g at p is defined by ∂g(p) =
{
u ∈ Rd | (∀x ∈ Rd) g(x)− g(p) ≥ 〈x− p | u〉
}
. When ∂g
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is a singleton, g is a differentiable function and it is denoted by ∇g(p). The identity operator is
denoted by Id. A single-valued operator B : Rd → Rd is β-cocoercive, for some β ∈ ]0,+∞[, if
(∀x ∈ Rd)(y ∈ Rd) 〈x− y | Bx−By〉 ≥ β‖Bx−By‖2.
Given an i.i.d sequence (ξt)t∈N, we denote Eξt [x] is the conditional expectation of x with respect
to the history ξ[t−1] = {ξ0, ξ1, . . . , ξt−1}.
2 Main results
Let us first recall the proximal stochastic gradient algorithm which was proposed for solving Problem
1.1. Let x0 ∈ R
d and (ξt)t∈N be an iid sequence, and let γt > 0. We iterate as follows
(∀t ∈ N) xt+1 = proxγtg(xt − γt∇K(xt, ξt)). (2.1)
Let us define the stochastic gradient mapping, G(xt, ξt) = γ
−1
t (xt − xt+1). By the definition of the
proximity operator, there exists qt+1 ∈ ∂g(xt+1) such that
G(xt, ξt) = qt+1 +∇K(xt, ξt). (2.2)
Our main result can be now stated.
Theorem 2.1 Suppose that the solution set S is non-empty, and conditioned on ξ[t−1] =
{ξ0, ξ1 . . . , ξt−1}:
(∀t ∈ N) Eξt[‖xt+1 − x
∗‖2] ≤ ω‖xt − x
∗‖2 + γ2t σ
2, (2.3)
for some constant ω ∈ ]0, 1[, constant σ ∈ R and x∗ ∈ S. Then, the following holds.
(i) We have
Eξt [‖G(xt, ξt)‖
2] ≤
1
1− ω
‖Eξt [G(xt, ξt)]‖
2 + σ2. (2.4)
(ii) If g ≡ c is a constant function, then qt ≡ 0 and
Eξt [‖∇K(xt, ξt)‖
2] ≤
1
1− ω
‖∇f(xt)‖
2 + σ2. (2.5)
Proof. (i): We have (∀t ∈ N) xt+1 = xt − γtG(xt, ξt). Hence, we have
‖xt+1 − x
∗‖2 = ‖xt − x
∗ − γtG(xt, ξt)‖
2
= ‖xt − x
∗‖2 − 2γt 〈xt − x
∗ | G(xt, ξt)〉+ γ
2
t ‖G(xt, ξt)‖
2.
Since xt depends on the history ξ[t−1], and independent of ξt, taking conditional expectation with
respect to ξ[t−1], we obtain
Eξt [‖xt+1 − x
∗‖2] = ‖xt − x
∗‖2 − 2γt 〈xt − x
∗ | Eξt [G(xt, ξt)]〉+ γ
2
tEξt [‖G(xt, ξt)‖
2]. (2.6)
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Now, using (2.3), we derive from (2.6) that
γ2tEξt [‖G(xt, ξt)‖
2] ≤ (ω − 1)‖xt − x
∗‖2 + 2γt 〈xt − x
∗ | Eξt [G(xt, ξt)]〉+ γ
2
t σ
2 (2.7)
Note that, by Cauchy-Schwarz inequality,
2γt 〈xt − x
∗ | Eξt [G(xt, ξt)]〉 ≤ 2γt‖xt − x
∗‖‖Eξt [G(xt, ξt)]‖
≤ (1− ω)‖xt − x
∗‖2 +
γ2t
1− ω
‖Eξt [G(xt, ξt)]‖
2, (2.8)
which implies that
2γt 〈xt − x
∗ | Eξt [G(xt, ξt)]〉+ (ω − 1)‖xt − x
∗‖2 ≤
γ2t
1− ω
‖Eξt [G(xt, ξt)]‖
2. (2.9)
Therefore, it follows from (2.7) that
γ2tEξt[‖G(xt, ξt)‖
2] ≤
γ2t
1− ω
‖Eξt [G(xt, ξt)]‖
2 + γ2t σ
2, (2.10)
which proves (2.4).
(ii). Since g is a constant function, for all x, ∂g(x) = {0}, hence qt+1 = 0 and G(xt, ξt) =
∇K(xt, ξt).
Remark 2.2 In the remainder of this paper, if σ2 > 0, (2.5) is called the weak growth condition
(WGC) of f ; and if σ2 = 0, (2.5) is called the growth condition (GC) of f . The growth condition
is much weaker than the strong growth condition. We have
(SGC) =⇒ (GC) =⇒ (WGC). (2.11)
Remark 2.3 Our necessary condition (2.4) remains valid for non-convex, non-smooth f . It also
holds in the context of solving monotone inclusions [5] where ∇f is replaced by any cocoercive
operator B and ∂g is replaced by any maximally monotone operator A (see [1] for definitions), and
∇K(xt, ξt) is replaced by any stochastic estimate r(xt, ξt) of Bxt as in [5]. More precisely, let us
consider the following iteration
xt+1 = (Id+γtA)
−1(xt − γtr(xt, ξt)), (2.12)
aiming at solving the following monotone inclusion
find x∗ ∈ Rd such that 0 ∈ Ax∗ +Bx∗. (2.13)
Suppose that the solution set S1 of (2.13) is non-empty, and (2.3) is satisfied for some x
∗ ∈ S1.
Then (2.4) holds.
In the next theorem, we show that (2.5) is also a sufficient condition for linear convergence
(with σ = 0) of the stochastic gradient method for the class of restricted strongly convex function
f . Restricted strong convexity is much weaker than strong convexity, some examples and properties
of restricted strongly convex functions can be found in [17]. Note that if f is a strongly convex
function, A is a linear mapping, then the composite function f ◦A is restricted strongly convex.
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Theorem 2.4 Suppose that g = ιC for some non-empty closed convex set C in R
d such that the
set S of solutions is non-empty, and that f is µ-restricted strongly convex on C in the sense that
(∀x ∈ C) f(x)− f(PSx) ≥ 0.5µ‖x−PSx‖
2. Suppose that f⋆ = infx∈Rd f(x) ∈ R, and the following
weak growth condition is satisfied:
Eξt [‖∇K(xt, ξt)‖
2] ≤M‖∇f(xt)‖
2 + σ2 (2.14)
for some positive constant M such that µ < 4LM , and σ ∈ R. Let us define γt = γ ≤ 1/(2LM),
and set ρ = γµ(1− γLM) ∈]0, 1[. Then, it holds that
Eξt [‖xt+1 − xt+1‖
2] ≤ (1− ρ)‖xt − xt‖
2 + γ2σ21 , (2.15)
where xt is the projection of xt onto the set of solutions S and σ
2
1 = σ
2+2LM(minx∈C f(x)− f
⋆).
Proof. Since S ⊂ C and xt ∈ C, we have
‖xt+1 − xt+1‖
2 ≤ ‖xt+1 − xt‖
2
= ‖PC(xt − γ∇K(xt, ξt))− PCxt‖
2
≤ ‖xt − xt − γ∇K(xt, ξt)‖
2, (2.16)
where the last inequality follows from the non-expansiveness of PC . Hence, we obtain,
‖xt+1 − xt+1‖
2 ≤ ‖xt − xt‖
2 − 2γ 〈xt − xt | ∇K(xt, ξt)〉+ γ
2‖∇K(xt, ξt)‖
2. (2.17)
Since xt depends on the history ξ[t−1], and independent of ξt, taking conditional expectation with
respect to ξ[t−1], and using the condition (2.14), we obtain
Eξt [‖xt+1 − xt+1‖
2] ≤ ‖xt − xt‖
2 − 2γ 〈xt − xt | ∇f(xt)〉+ γ
2M‖∇f(xt)‖
2 + γ2σ2. (2.18)
Using the L-Lipschitz continuous of ∇f , it follows that
‖∇f(xt)‖
2 ≤ 2L(f(xt)− f
⋆) = 2L(f(xt)− f(xt)) + 2L(f(xt)− f
⋆). (2.19)
Moreover, using the convexity of f , we also have
〈xt − xt | ∇f(xt)〉 ≤ f(xt)− f(xt). (2.20)
Inserting (2.19) and (2.20) into (2.18), we get
Eξt[‖xt+1 − xt+1‖
2] ≤ ‖xt − xt‖
2 + 2γ(f(xt)− f(xt)) + γ
22LM(f(xt)− f(xt)) + γ
2σ21
= ‖xt − xt‖
2 − 2γ(1− γLM)(f(xt)− f(xt)) + γ
2σ21
≤ ‖xt − xt‖
2 − γµ(1− γLM)‖xt − xt‖
2 + γ2σ21
= (1− ρ)‖xt − xt‖
2 + γ2σ21, (2.21)
where the last inequality follows from the µ-restricted strongly convex of f , which proves the desired
result.
Remark 2.5 If f is restricted strongly convex, we can find µ ≤ 4LM . Hence, when C = Rd, σ = 0
and µ ≤ 4LM , the optimal choice of γ is 1/(2LM).
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Example 2.6 Suppose that K(·, ξ) is a differentiable function with Lξ-Lipschitz gradient such
that L0 = supξ∈Ω Lξ < +∞. If f is µ-restricted strongly convex and (∀t ∈ N) Eξt [‖∇K(xt, ξt)‖
2] ≤
β2 < +∞ almost surely, for some positive constant β, then
(∀t ∈ N) Eξt [‖∇K(xt, ξt)‖
2] ≤ (4L0/µ)‖∇f(xt)‖
2 + 2Eξt [‖∇K(xt, ξt)‖
2], (2.22)
where xt is the projection of xt onto the set of minimizers S. Hence, the condition (2.14) is satisfied
with M = 4L0/µ and σ
2 = 2β2.
Proof. Indeed, using the cococercivity of ∇K(·, ξ), we have
Eξt [‖∇K(xt, ξt)‖
2] ≤ 2Eξt [‖∇K(xt, ξt)−∇K(xt, ξt)‖
2] + 2Eξt [‖∇K(xt, ξt)‖
2]
≤ 2L0 〈xt − xt | ∇f(xt)−∇f(xt)〉+ 2Eξt [‖∇K(xt, ξt)‖
2]
≤ 2L0 〈xt − xt | ∇f(xt)〉+ 2Eξt [‖∇K(xt, ξt)‖
2]. (2.23)
Suppose that f is µ-restricted strongly convex. We have f(xt) − f(xt) ≥ 0.5µ‖xt − xt‖
2 and
f(xt) − f(xt) ≥ 〈xt − xt | −∇f(xt)〉. Adding them, we get 〈xt − xt | ∇f(xt)〉 ≥ 0.5µ‖xt − xt‖
2.
Therefore, ‖xt − xt‖ ≤ (2/µ)‖∇f(xt)‖. We have
2L0 〈xt − xt | ∇f(xt)〉 ≤ 2L0‖xt − xt‖‖∇f(xt)‖ ≤ 4L0µ
−1‖∇f(xt)‖
2. (2.24)
Inserting this into (2.23), we get the result.
Example 2.7 Since Eξt [〈∇K(xt, ξt)−∇f(xt) | ∇f(xt)〉] = 0, we have
Eξt [‖∇K(xt, ξt)‖
2] = ‖∇f(xt)‖
2 +Eξt [‖∇K(xt, ξt)−∇f(xt)‖
2]. (2.25)
Therefore, under the standard condition Eξt [‖∇K(xt, ξt)−∇f(xt)‖
2] ≤ σ2, the condition (2.14) is
satisfied.
In the case when (∀t ∈ N) ∂g(xt) = {Q}, then qt+1 = −∇f(x
∗). In this case, the necessary
condition, with σ = 0, becomes Eξt [‖∇K(xt, ξt)−∇f(x
∗)‖2] ≤M‖∇f(xt)−∇f(x
∗)‖2. Whenever,
this condition is satisfied and f is strongly convex, we can prove that the linear convergence of the
proximal stochastic gradient method is obtained. However, the following result shows that (2.14)
is also a sufficient for linear convergence to a noise dominated region of the proximal stochastic
gradient method.
Proposition 2.8 Suppose that f is µ-strongly convex, and the weak growth condition (2.14) is
satisfied. Set σ21 = 2(1 + 2M)‖∇f(x
∗)‖2 + 2σ2, where x∗ is the optimal solution. Let γt = γ be
chosen such that ρ = γµ(1− 2γLM) ∈]0, 1[. Then, for iteration (2.1), we have
Eξt[‖xt+1 − x
∗‖2] ≤ (1− ρ)‖xt − x
∗‖2 + γ2σ21 . (2.26)
Proof. Since (2.14) is satisfied. Then
Eξt [‖∇K(xt, ξt)−∇f(x
∗)‖2] ≤ 2M‖∇f(xt)‖
2 + 2‖∇f(x∗)‖2 + 2σ2
≤ 4M‖∇f(xt)−∇f(x
∗)‖2 + 2(1 + 2M)‖∇f(x∗)‖2 + 2σ2. (2.27)
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Since proxγg is non-expansive and x
∗ = proxγg(x
∗ − γ∇f(x∗)), we have
‖xt+1 − x
∗‖2 ≤ ‖xt − x
∗ − γ(∇K(xt, ξt)−∇f(x
∗))‖2
= ‖xt − x
∗‖2 − 2γ 〈xt − x
∗ | ∇K(xt, ξt)−∇f(x
∗)〉+ γ2‖∇K(xt, ξt)−∇f(x
∗)‖2.
Taking conditional expectation both sides and using (2.27), we get
Eξt [‖xt+1 − x
∗‖2] ≤ ‖xt − x
∗‖2 − 2γ 〈xt − x
∗ | ∇f(xt)−∇f(x
∗)〉
+ γ24M‖∇f(xt)−∇f(x
∗)‖2 + γ2σ21
≤ ‖xt − x
∗‖2 − (2γ − γ24LM) 〈xt − x
∗ | ∇f(xt)−∇f(x
∗)〉+ γ2σ21
≤ (1− ρ)‖xt − x
∗‖2 + γ2σ21 , (2.28)
where the first inequality follows from the cocoercivity of ∇f , and the last equality follows from
the strong convexity of f .
Remark 2.9 When σ1 > 0, (2.26) implies that we get linear converge to a noise dominated region
proportional to γσ1. In the case, g = 0 and g = ιC , this kind of convergence result can be found in
[8] and [7], respectively. For the case of the stochastic proximal point algorithm, it is presented in
[11].
Remark 2.10 The proposition above remains valid for (2.12). Here ∇f and ∂g are replaced by
a cocoercive, strongly monotone operator B and a maximally monotone operator A, respectively;
and ∇K(xt, ξt) is replaced by unbiased estimate r(xt, ξt) of Bxt as in [5].
Remark 2.11 Under the same conditions as in Proposition 2.8, we see that in the case when γt
is not constant, γt = O(1/(1 + t)), then there exists t0 ∈ N such that
(∀t ≥ t0) E[‖xt − x
∗‖2] = O(1/t), (2.29)
where the expectation is taken over the whole history. This convergence rate is known in [5].
3 Special instances of the necessary condition
We have already proved that the growth condition
Eξt [‖∇K(xt, ξt)‖
2] ≤M‖∇f(xt)‖
2, (3.1)
is the necessary and sufficient condition for linear convergence of the stochastic gradient method for
the class of convex differentiable function with gradient Lipschitz and restricted strongly convex.
We study this necessary condition to establish the linear convergence of randomized Kaczmarz
algorithm [15] and of the stochastic gradient method as in [6].
Let (ai)1≤i≤m be sequence of colum vectors, with norm 1, in R
d and b ∈ Rm with (m ≥ d). Set
(∀i ∈ {1, . . . ,m}) Ci =
{
x ∈ Rd | 〈ai | x〉 = bi
}
. Let A be a matrix with rows (aTi )1≤i≤m. Let us
consider the problem
minimize
x∈Rd
f(x) =
1
2m
m∑
i=1
‖x− PCix‖
2, (3.2)
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under the assumptions that ∅ 6= ∩mi=1Ci and A is a full rank matrix. Set fi = 0.5‖x− PCix‖
2. Let
ik be chosen uniformly at random in {1, . . . ,m}. Then
Eik [‖∇fik(x)‖
2] =
1
m
m∑
i=1
‖x− PCix‖
2
=
1
m
m∑
i=1
| 〈ai | x〉 − bi|
2
=
1
m
‖Ax− b‖2. (3.3)
Let us define A† = (ATA)−1AT . Then ‖A†(Ax− b)‖ ≤ ‖(ATA)−1‖‖AT (Ax− b)‖. Let x∗ ∈ ∩mi=1Ci.
Then ‖A†(Ax − b)‖ = ‖x − A†b‖ = ‖x − x∗‖ ≥ ‖A‖−1‖A(x − x∗)‖ = ‖A‖−1‖Ax − b‖. Therefore,
upon setting M = m‖A‖2‖(ATA)−1‖2, we have
Eik [‖∇fik(x)‖
2] =
1
m
‖Ax− b‖2 ≤
‖A‖2‖(ATA)−1‖2
m
‖AT (Ax− b)‖2 =M‖∇f(x)‖2, (3.4)
which shows that the necessary condition (2.5) is satisfied with σ = 0. Furthermore, since the
objective function is restricted strongly convex, in view of above theorem, the stochastic gradient
method converges linearly which was also known in [15] with γ = 1. Further connections to the
randomized Kaczmarz algorithm can be found in [8] where the case ∩mi=1Ci = ∅ is investigated. In
this work, they show that the stochastic gradient method converges linearly to a noise dominated
region proportional to γσ with σ = 2Eik [‖∇fik(x
∗)‖2].
In the general case of fi. The condition (3.1) is satisfied when
(∀i ∈ {1, . . . , n})(∀x ∈ C) ‖∇fi(x)‖
2 ≤M‖∇f(x)‖2. (3.5)
4 Conclusions
The strong growth condition is used in [14] where the incremental gradient method converges with
a sufficiently small constant step size and in [12] where incremental gradient method converges
linearly with a sufficiently small constant step size. Furthermore, and it is also recently used in [4]
for linear convergence of the incremental Newton method, and in [6] for linear convergence of the
stochastic gradient method. All the existing work agrees that the strong growth condition is very
strong, it requires at least the vanishing of stochastic gradient at optimal solution. Unfortunately,
our work shows that it is necessary to achieve linear convergence.
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