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Resumo
Neste trabalho, estudamos o problema da probabilidade de ruína para o modelo de 
risco de Sparre Andersen (ou modelo de renovação). Primeiramente, apresentamos dois 
limitantes superiores para a probabilidade de ruína, usando técnicas recursivas e de mar­
tingales. Depois, consideramos o modelo de Sparre Andersen modificado pela inclusão de 
juro composto continuamente sob uma taxa fixa <5 > 0. Usando as mesmas técnicas do 
modelo original, apresentamos dois limitantes superiores exponenciais para a probabili­
dade de ruína no modelo com juros, os quais foram obtidos por Cai e Dickson(2003).
Palavras-chave: processos de risco, processo de renovação, desigualdade de Lundberg, 




In this work, we study the ruin probability problem in the Sparre Andersen risk model 
(or renewal model). Firstly, two exponential type upper bounds for the ruin probability 
are presented by using martingale and recursive techniques. After, we consider the Sparre 
Andersen model modified by the inclusion of interest on the surplus, proposed by Cai 
and Dickson(2004). By using the same techniques as the original model we present two 
exponential upper bounds for the ruin probability in the model with interest, which were 
obtained by Cai and Dickson(2003).
Key words: risk processes, renewal process, Lundberg’s inequality, adjustment coef­
ficient, force of interest, Sparre Andersen model, recursive integral equation, martingale.
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Introdução
Filip Lundberg foi o pioneiro no desenvolvimento da Teoria Clássica de Risco Coletivo. 
Em 1903, na sua tese de doutorado, ele introduziu um conceito completamente novo em 
teoria de risco. No modelo apresentado por Lundberg, os contratos de seguro são agrupa­
dos em classes e o superávit da seguradora consiste do capital inicial, do recebimento de 
prêmios e das perdas devido ao pagamento de indenizações. O primeiro tratamento subs­
tancial do modelo foi apresentado por Lundberg (1926). No entanto, a base matemática 
rigorosa da teoria foi fundamentada por Crámer (1930,1955).
No modelo proposto por Lundberg, conhecido como modelo clássico de risco, assume- 
se que o processo de chegadas dos pedidos de indenizações é um processo de Poisson 
homogêneo, as quantias de indenizações são variáveis aleatórias independentes e identica­
mente distribuídas (i.i.d.), independentes dos tempos de ocorrências das indenizações, e 
a entrada dos prêmios é linear no tempo.
Sob estas hipóteses, Lundberg apresentou uma desigualdade, que ficou conhecida como 
desigualdade de Lundberg, a qual fornece um limitante superior para a probabilidade de 
ruína, assumindo-se a existência de um certo coeficiente de ajuste. O termo ruína é 
oriundo do problema da ruína do jogador na teoria de probabilidade. No contexto da teoria 
de risco, diz-se que ocorre a ruína quando a reserva de capital (superávit) atinge um valor 
negativo em algum tempo finito. Somente em alguns casos especiais, como por exemplo, 
no caso das quantias de indenizações serem exponencialmente distribuídas, é possível obter 
uma expressão exata para a probabilidade de ruína. Assim, um dos problemas principais
1
da teoria de risco é a obtenção de estimativas precisas para a probabilidade de ruína.
Uma extensão natural do modelo clássico é considerar o processo de chegadas dos 
pedidos de indenizações como um processo de renovação, ou seja, um processo de contagem 
onde os tempos entre as chegadas das indenizações são i.i.d. com distribuição arbitrária. 
No caso particular do processo de Poisson esta distribuição é a exponencial. O primeiro a 
apresentar o modelo de risco usando o processo de renovação foi Sparre Andersen (1957), 
por isto, este modelo tem sido chamado de modelo de Sparre Andersen. Uma equação 
integral para a probabilidade de ruína e a extensão da desigualdade de Lundberg para o 
modelo de renovação foram obtidas por Sparre Andersen. Desde então vários autores têm 
estudado as propriedades deste modelo. Dentre eles, podemos citar Thorin (1970,1971), 
Takács (1970), von Bahr (1974) e Malinovskii (1998).
No entanto, no modelo de Sparre Andersen, e em particular no modelo clássico de 
Lundberg, a movimentação de capital não é muito realista. Nos dias atuais é natural 
considerar, por exemplo, a entrada de rendimentos provenientes do investimento do cap­
ital em aplicações financeiras. Desta forma, variações do modelo original que melhor se 
ajustem às necessidades práticas têm sido objeto de estudo dos pesquisadores da área de
Neste trabalho, nos concentramos no problema da ruína para o modelo de Sparre 
Andersen modificado pela inclusão de juro composto continuamemnte, baseados em Cai 
e Dickson(2003).
Assim, no Capítulo 1 estudamos o modelo original de Sparre Andersen, que pode ser 
descrito como
onde (7(0) =  «  é o capital inicial, U(t) representa a reserva de capital no instante t, c >  0 
é a taxa de entrada de prêmios, Yk é o valor da fc-ésima indenização paga e N(t) denota o 
número de indenizações ocorridas até o instante t. O processo {N (t),t  > 0} é um processo 







Uma forma de se estudar os modelos de risco a tempo contínuo é considerar o valor 
do capital da empresa apenas nos tempos de chegadas dos pedidos de indenizações, ou 
seja, considera-se o processo a tempo discreto, associado ao modelo U(t), definido por
Un =  U(Tn)
n
=  K +  (2 )
fc=i
n
onde Tn = X k é o tempo de chegada da n-ésima indenização e X k representa o tempo
k= i
entre a chegada da fc-ésima e a (k — l)-ésima indenizações. As variáveis {X k} k>1 são i.i.d., 
não-negativas e independentes das quantias de indenizações {Yk} k>i.
Todo o desenvolvimento deste trabalho é baseado nesta estratégia de discretização do 
processo a tempo contínuo.
Com isso, apresentamos (Teorema 1.4) a demonstração da desigualdade de Lundberg 
para o modelo de Sparre Andersen, utilizando técnicas da teoria de martingales, seguindo 
Grandell (1991). Um segundo limitante superior exponencial para a probabilidade de 
ruína, mais refinado do que o de Lundberg, é também considerado. A demonstração 
utiliza técnicas recursivas e é uma adaptação da prova apresentada em Cai e Dickson 
(2003) para o modelo com inclusão de juro. Ambas as estimativas para a probabilidade 
de ruína assumem a existência do coeficiente de ajuste de Lundberg e condições suficientes 
para a existência e unicidade deste coeficiente são também obtidas.
Finalizando o capítulo, apresentamos uma equação para a probabilidade de ruína do 
modelo de Sparre Andersen, que possibilita o cálculo exato da probabilidade de ruína para 
alguns casos especiais, como na presença de quantias de indenizações exponencialmente 
distribuídas.
A inclusão de juro composto continuamente é tratada no Capítulo 2. Seguindo Cai e 
Dickson (2003) apresentamos o modelo discreto, associado ao modelo contínuo, modificado 
pela inclusão de juro. Neste modelo, assume-se que a seguradora recebe juro sobre sua
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reserva de risco a uma taxa de juro constante 5 > 0 composto continuamente. Assim, o 
processo dos valores acumulados da reserva de capital, calculados nos tempos Tn,n  > 1, 
de pagamentos das indenizações, é descrito como
í / f  =  us(Tn) =  c f f V * "  + c(e" ^  ~ ^  -  y„
= +  ^ - d  _  y ^ p { s  Ê  x <}, (3)
k= 1 i=k+ 1
b
onde adotamos a convenção =  0, quando b < a. As variáveis {X k}  e {Yk} são como
a
no modelo original de Sparre Andersen.
Associado ao modelo uiP definimos o processo dos valores presentes como sendo:
V& =  U ^e~STn
r(1 -  p ~ âTn) J L  JL
=  U + ------------------- 1 - Y ^ Y ke x p { - 5 Y , X i )
k= 1 i = l
n
=  u +  caTn -  ^ 2  YkZ~5Tk, (4)
k= 1
1 — e"5tonde at =  ----- -----  indica o valor presente de uma anuidade pagável continuamente no
ò
tempo, sob uma taxa 8 > 0 de juro composto continuamente.
Com o auxílio do processo {V n \n  >  0} e utilizando técnicas de martingales apresen­
tamos a extensão da desigualdade de Lundberg, obtida por Cai e Dickson (2003), sob a
/ c\
hipótese da existência de um certo coeficiente de ajuste associado a {Vn }.
Em seguida, considerando o modelo {U^p}, apresentamos um segundo limitante su­
perior exponencial para a probabilidade de ruína no modelo de Sparre Andersen com 
juros. Este limitante foi obtido por Cai e Dickson (2003) utilizando técnicas recursivas e 
assumindo-se a existência de um outro coeficiente de ajuste, associado ao modelo {Un^}. 
Além disso, condições suficientes para a existência e unicidade dos coeficientes de ajuste 
associados aos modelos { Un e { Vn '>} são também consideradas.
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Finalmente, encerramos este trabalho apresentando a aplicação dos resultados obtidos 
ao modelo clássico de risco com juros, onde os tempos entre chegadas de indenizações são 
exponencialmente distribuídos.
Cabe observar que não foi obtido nenhum resultado conclusivo a respeito da melhor 
precisão entre as duas estimativas apresentadas. No entanto, uma análise numérica reali­
zada por Cai e Dickson (2003) indica que o limitante superior exponencial obtido usando 
técnicas recursivas é mais refinado do que o limitante derivado das técnicas de martingales.
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Capítulo 1
Modelo de Sparre Andersen
1.1 Introdução
Neste capítulo, estudamos o modelo de risco de Sparre Andersen , que foi originalmente 
apresentado por Erik Sparre Andersen em 1957 no International Congress of Actuaries 
em Nova York.
Este modelo é uma generalização do modelo de risco clássico de Lundberg, no qual 
o processo de chegada de indenizações é um processo de Poisson composto. Ao invés 
de assumir que os tempos entre ocorrências de indenizações são variáveis aleatórias i.i.d. 
exponencialmente distribuídas, como no modelo de Lundberg, Sparre Andersen manteve 
a hipótese de independência e assumiu que os tempos entre chegadas de indenizações têm 
uma distribuição comum arbitrária G(x). Ou seja, o processo de chegadas de indenizações 
é um processo de renovação.
Assim, na Seção 1.2 apresentamos alguns conceitos e propriedades básicas de processos 
de renovação.
Uma descrição detalhada do modelo de Sparre Andersen é apresentada na Seção 1.3. 
Além disso, definimos nesta mesma seção o modelo de risco a tempo discreto associado
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ao modelo original a tempo contínuo, o qual nos auxiliará na análise da probabilidade de 
ruína do modelo a tempo contínuo.
O problema principal no estudo de processos de risco é a obtenção de estimativas 
para a probabilidade de ruína. Na Seção 1.4, apresentamos dois limitantes superiores 
para a probabilidade de ruína do modelo de Sparre Andersen. O primeiro deles (Teorema 
1.4) é fornecido pela mesma desigualdade de Lundberg do caso clássico. A demonstração 
apresentada aqui, diferentemente da prova original de Sparre Andersen (1957), utiliza a 
abordagem via martingales. A segunda desigualdade (Teorema 1.5) fornece um limitante 
superior exponencial mais refinado do que o fornecido pela desigualdade de Lundberg e 
sua demonstração utiliza as mesmas técnicas recursivas de Cai e Dickson (2003) para o 
modelo com juro, a ser estudado no segundo capítulo.
Para finalizar, apresentamos na Seção 1.5 uma equação, semelhante à obtida para o 
modelo de Lundberg, que possibilita em alguns casos o cálculo exato da probabilidade de 
ruína para o modelo de Sparre Andersen.
1.2 Processos de Renovação
Nesta seção, relembramos a definição e algumas propriedades básicas de processos de 
renovação, que serão úteis para o entendimento do restante do trabalho.
Um estudo mais detalhado sobre processos de renovação pode ser encontrado por 
exemplo em Ross (1980) ou Grimmett e Stirzaker (2001).
Definição 1.1. Um processo de contagem N =  { N (t) : t > 0} e chamado um processo 
de renovação se para cada t >  0
N(t) =  max{n : Tn <  í},
onde
n
T0 — 0, Tn =  Xi, para todo n >  1
1 = 1
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e X m, m >  1 são v.a.’s não-negativas, independentes e identicamente distribuídas.
Podemos interpretar N (t) como o número de chegadas de eventos (renovações) no 
intervalo de tempo [0, í). Desta forma, Tn representa o tempo de chegada do n-ésimo 
evento e X n =  Tn — Tn_i o tempo entre a chegada do (n — l)-ésimo e o n-ésimo evento.
É possível verificar que as distribuições finitas de um processo de renovação {N (t)}  
são especificadas pela distribuição de X n.
Um exemplo importante é o processo de Poisson com taxa A > 0, para o qual os 
tempos entre chegadas {X n}  têm distribuição exponencial de parâmetro À.
No teorema a seguir, reunimos dois dos principais resultados sobre o comportamento 
assintótico de N(t) e EN(t), quando t — > oo. O resultado do item (b) é conhecido como 
Teorema Elementar de Renovação.
Teorema 1.1. Seja {N (t),t >  0} um processo de renovação, com tempos entre chegadas 
{X n, n > 1 } .  Se EXi <  +oo, então
( \ N(t) q.c. 1 j(a )  > , quando t — > oo.
t EXi
(b) EXi, quando t — > oo.
Note que N(t) — >• +oo, quando t — > +oo.
Agora, considere um processo de renovação N(t) com tempos entre-chegadas X u X 2, ...  
e suponha que a cada chegada de renovação esteja associada uma recompensa. Suponha 
que os sucessivos valores das recompensas sejam variáveis aleatórias i.i.d. denotadas por 
Yi, Y2, ..., respectivamente.
Dessa maneira, o valor total de recompensas recebidas até um determinado tempo t é 
dado por
N(t)
S(t) =  £ ü .  (1.1)
k = l
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Note que os custos são interpretados como recompensas negativas.
Quando as sequências {X n} e {Yn}  são tais que os vetores aleatórios (X n, Yn) são i.i.d., 
podendo X n depender de Yn, dizemos que o processo S(t) dado por (1.1) é um Processo de 
Recompensa por Renovação. Um exemplo deste tipo de processo aparece, como veremos 
mais adiante, na teoria de processos de risco.
No caso em que as variáveis Xi, X 2, . ■. possuem distribuição comum exponencial, ou 
seja, N(t) é um processo de Poisson, o processo de recompensa por renovação recebe o 
nome de Processo de Poisson Composto.
0  teorema a seguir, mostra o comportamento assintótico de S(t) e de sua média 
quando t — > oo.
Teorema 1.2. Considere o processo de recompensa por renovação S(t) dado por (1.1). 
Se EXi < +oo, EYi < +oo, então
,  x v S ( t )  E Y i(a) lim —-  =  ——  q.c..
t—>oo t .C/A 1
E[S(t) ] BKi 
{b) =  Ê x ,  “ -c-
0  primeiro resultado é uma consequência do Teorema 1.1. (a) e de uma variação da 
Lei Forte dos Grandes. A prova do item (b) é mais complexa e necessita do conhecimento 
de resultados da Teoria Clássica de Renovação.
1.3 Descrição do modelo de Sparre Andersen
Considere a evolução do capital de uma empresa de seguros ao longo do tempo. 
Suponha que no instante t — 0 o capital inicial da seguradora é u > 0 e que o rece­
bimento de prêmios seja linear no tempo com taxa c > 0. A chegada dos pedidos de 
indenizações ocorre de acordo com um processo de renovação {N (t),t >  0}.
9
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Sejam X i,X 2, . . .  os tempos entre-chegadas de pedidos de indenizações e Ti,T 2 , . . .
N(t) =  max{n : Tn < t\. O valor da n-ésima indenização será denotado por Yn.
Vamos assumir que {Yn,n >  0} são v.a.’s não-negativas i.i.d. com função de dis­
tribuição comum F (x ), onde F(0) =  0. As v.a.’s não-negativas {X n,n >  0} são i.i.d. 
com função de distribuição comum G(x), com G(0) =  0 e independentes de {Yn,n  >  0}. 
Assumiremos que X\ e Y\ têm esperanças finitas.
Desta forma, o modelo de risco conhecido com modelo de Sparre Andersen, ou modelo 
de renovação, é dado por
ou seja, U(t) representa a reserva de capital da seguradora no instante t > 0 e U(0) =  u.
Este modelo foi proposto por Sparre Andersen em 1957, como uma generalização 
do modelo de risco clássico, introduzido por Lundberg em 1903, no qual a chegada dos 
pedidos de indenizações ocorre de acordo com um processo de Poisson.
Um dos principais interesses no estudo de processos de risco, consiste na análise da 
probabilidade de que a reserva de capital da empresa atinja valores negativos, ou seja, a 
probabilidade de que ocorra a ruína da empresa.
O tempo de ruína no processo dado por (1.2) é definido como
n
os tempos de chegadas das sucessivas indenizações. Assim, Tn =  ^ ^ X k é o tempo de
k =  1




t (u ) =  inf{í > 0 -,U (t)<  0}. (1.3)
Assim, a probabilidade de ruína associada ao modelo (1.2) é definida por
4,(u) = P(t{u) < oo) = P(mf U(t) < 0) = P(U(tf(t) < 0)). (1.4)
t>  0
Uma hipótese geralmente assumida é que
cE X x > EYu (1.5)
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ou seja, o valor médio dos prêmios recebidos entre um pedido de indenização e outro 
é superior ao valor médio das indenizações a serem pagas. Esta condição garante que 
^(n) < 1, conforme mostraremos no teorema abaixo.
Para isto, podemos observar que o processo das quantias de indenizações agregadas 
dado por
é um processo de recompensa por renovação, conforme definido na seção anterior. Assim, 
o teorema a seguir é uma consequência do Teorema 1.2.
Teorema 1.3. Considere o processo de risco (1.2). Se cE X i < EY\, então a ruína será 
certa, ou seja, ^(u) — 1. Se cE X i > EY\, então u) < 1 para todo u suficientemente 
grande.
Demonstração: De (1.2) e (1.6) podemos escrever
então, como S(t) é um processo de recompensa por renovação, do Teorema 1.2, segue que
Assim, como E X i > 0, se cEXi < EYi, então lim U(t) =  — oo. Portanto, inf U(t) =
t---->oo £>0
—oo e ip(u) =  P(inft>0 U(t) < 0) =  1.
Por outro lado, se cEXi > EY±, então lim U(t) =  +oo e inf U(t) > —oo. Portanto,í — >oo í> 0
para um capital inicial u suficientemente grande teremos ip(u) < 1.
Uma abordagem que tem sido utilizada para facilitar o estudo da probabilidade de 
ruína em processos de risco a tempo contínuo é a discretização do processo. Essa dis- 
cretização é feita considerando o valor do capital da empresa apenas nos tempos de 
chegada dos pedidos de indenizações, ou seja, considera-se apenas U(Ti), U(T2) , ....
N(t)
( 1 .6)
U(t) =  u + c t  — S(t), t >  0,
Æ ,  t C E X 1 E X  1
U(t) EYi cEXi -  EYl lim ------ =  c — ——— =  ------——------
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Note que, o capital da empresa sofre perda apenas quando chega um pedido de in­
denização. Logo, a ruína do processo só vai ocorrer em um dos tempos de chegada Tn. 
Assim, para estudarmos a probabilidade de ruína no modelo dado por (1.2), podemos 
usar o processo a tempo discreto associado ao processo U(t), que é dado por
Un =  U(Tn)
n
=  u +  cTn +  'y ] Yjfe
k =  1
= u +  ^ 2 (cX k - Y k)
k=i
=  Un-i +  cXn -  Yn, y  n =  1 ,2 ,... (1.7)
Assim, podemos reescrever o tempo de ruína como
r(u) =  min{n > 1 \ Un =  U(Tn) < 0} (1-8)
e a probabilidade de ruína como
=  P ( t (u ) < oo) =  P(mmU(Tn) < 0) =  P(\J(U(Tn) <  0)). (1.9)
— n>  1
Observe que utilizando o processo a tempo discreto Un, temos uma prova alternativa 
do Teorema 1.3, aplicando diretamente a Lei Forte dos Grandes Números. De fato, de 
(1.7) temos
lim y ,  _  lim u + j : " M - Y t )
n— o^o Tl n— >-oo Ti
Logo, como {X n}  e {Yn}  são i.i.d. com médias finitas segue que
lim —  =  cEXi — EYi.
n— >oo Tl
Se cEXi — EYi >  0, então lim Un =  +cx) e mm{U(Tn)} >  —oo. Portanto, para um
n—* oo n>  1
capital inicial suficientemente grande teremos i/>(u) < 1.
12
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1.4 Estimativas para probabilidade de ruína no mo­
delo de Sparre Andersen
Naturalmente, o cálculo da probabilidade de ruína, yj(ii) , depende das distribuições de 
X\ e Yi. Mesmo conhecendo tais distribuições, o cálculo exato desta probabilidade pode 
não ser simples. Uma alternativa para estes casos é a obtenção de estimativas para íjj(u).
Nesta seção apresentamos dois limitantes superiores diferentes para a probabilidade 
de ruína do modelo de Sparre Andersen.
Iniciaremos com o resultado obtido originalmente por Sparre Andersen(1957). Ele 
provou para o modelo de renovação (1.2), a mesma desigualdade de Lundberg do modelo 
clássico de Poisson. Esta desigualdade apresenta um limitante superior exponencial para 
a probabilidade de ruína, sob a hipótese da existência de um coeficiente de ajuste.
A demonstração que apresentaremos a seguir utiliza técnicas da teoria de martingales, 
seguindo Grandell(1991). A prova apresentada por Sparre Andersen utiliza métodos re­
cursivos completamente diferentes.
Assim, denote por Zk =  cXk — Yk. Então, {Z k, k >  1} é uma sequência de v.a.’s 
i.i.d., para a qual estamos supondo EZ\ > 0. Para a obtenção dos limitantes superiores 
exponenciais para ip(u) vamos assumir que existe uma constante Ro >  0 satisfazendo
Ee~R oZk =  1. (1.10)
Essa constante é chamada coeficiente de ajuste ou coeficiente de Lundberg do processo 
de risco U(t) definido em (1.2) ou respectivamente do processo associado Un.
Usando o fato que Zn não depende de Í7i,. . . ,  £/n_i e que C/n_i é a(Ui, C/2, • •., Un)~
13
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mensurável segue
E (e -RoUn\e-RoUl, . . . , e - RoUn- 1) =  (RoUn \p — RoUl p — RoUn- l \  _  ( e  — Ro(Un- i + Z n ) \ e ~RoUl ç  — RoUn- l '
_  ç -R o U n -1  £ } ^ e ~RoZn^e -R o U l g -R oU n-l^j
_  ç -R o U n -1  E ^ Q - R ° Z n ^  —  e ~RoUn- l
Ou seja, e~R°Un é uma martingale. A existência desse coeficiente de ajuste vai depender de 
algumas hipóteses sobre as distribuições de X\ e Y\. A seguir, veremos algumas condições 
para a existência e unicidade deste Rç,.
Condição 1.1. Seja Myx(r) =  EerYl a função geradora de momentos da variável Yí. 
Suponha:
(a) MYl(r) é finita para todo r, com 0 < r < £ (podendo ser £ =  +oo);
(b) lim Myj(r) =  +oo.T—►£
Note que a Condição (b) implica em My^r) =  +oo, para todo r > £, pois E (erYl) > 
E(e^Yl) para r > £.
Como a variável Yí é não-negativa (q.c.), então EerYl <  1 < oo para todo r < 0. 
Assim:
My1{r) =  EerYl <  +oo, para todo r G (—£,£)•
Proposição 1.1. Assuma que a Condição 1.1 é satisfeita e E (Y i~cX i) < 0 . Se £, < +oo, 
então existe um único R® > 0 tal que:
E e -R o ( Y 1- c X 1) =  L
Se £ =  oo e P(Yi — cXl < O) < 1 eníão (1-11) é válida.
Demonstração: Como consequência da Condição 1.1, temos que MYl (r) < +oo V 0 <  
r < £.
14
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Agora, seja h(r) a função geradora de momentos da variável Zx = Yi — cX i, ou seja,
h(r) =  E (er{Yl- cXl))
Como X\ eY i são independentes temos
h(r) =  EerYlEe~rcXl =  MYl(r)MXl(-cr ).
Mas, MXl(—cr) <  1 para todo r >  0 (pois por hipótese c > 0) e MYl(r) <  oo para 
todo 0 < r < £ então
h(r) < oo, V 0 < r < £.
Então segue que h ê uma função contínua em (0, £),
h"(r) =  E [Z ferZl] > 0 , V 0 < r < (  
e a sua derivada a direita no zero é
tí+(0) =  EZi =  E{YX - c X i) < 0.
Assim, h é uma função contínua, estritamente convexa em [0, £) e decrescente em um 
intervalo do tipo [0, £*).
Agora, por hipótese temos My1(r) — > oo, quando r — > Consideremos separada­
mente os casos £ < oo e £ =  oo.
Caso 1. £ < oo.
Como h(r) =  MY-í (r)MXl(—rc) e > 0, então segue
lim MYl(r)MXl(—rc) =  MXl(—^ c) lim MYl(r) =  oo.r— r—>£
Assim, das propriedades da função h obtidas acima podemos concluir que existe Ro > 0 
tal que h(R0) =  1. Mais ainda, como observamos anteriormente MYl(r) =  +oo para r >  £ 
e como MXl(—rc) > 0 segue que h(r) =  oo para r >  £. Portanto o R0 mencionado acima 
é o único número positivo satisfazendo h(Ro) =  1
15
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Caso 2. Ç =  oo
Neste caso, devemos usar a hipótese adicional que P(Yi — cX\ <  0) < 1. Seja 
H(z) =  P(Y i — cX i <  z) a função de distribuição da variável Y\ — cX x. Como H é 
contínua pela direita, existe zq > 0 tal que H(z0) < 1. Segue que
/ +oo r+ooerzdH{z) >  /  erzdH(z) >
•OO J  Z q
r+oo
> /  erz°dH(z) =  erz°(l — H(z0)) — >• +oo, quando r — > £ =  +oo
J zo
Logo h{r) — > oo, quando r — >■  ^ =  oo. Portanto, das propriedades de h, segue que 
existe um único Rq >  0 tal que h(R0) =  1.
No exemplo a seguir determinamos o coeficiente de ajuste R0 no caso particular em 
que tanto os valores das indenizações quanto os tempos entre as chegadas dos pedidos de 
indenização possuem distribuição exponencial.
Exemplo 1.1. Seja Un o processo a tempo discreto associado a U(t). Suponha que X n 
tem distribuição exponencial de parâmetro //, para todo n £ N. Neste caso, U(t) é o modelo 
clássico de Lundberg. Vamos supor que Yn tem distribuição exponencial de parâmetro X, 
onde À > - .
C
Primeiro, temos que E(Yi — cX\) =  —A
ErYl
Além disso, como Ee~rcXl =  — ——  segue
H +  cr
lim Eer{Yl~cXl) =  lim EerYlEe~rcXi =  lim — -------
r— *A r— *X r— A — r  /i  +  Cr
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Assim, ficam verificadas as condições para existência do coeficiente de ajuste Rq que
vimos na proposição anterior. Logo, o coeficiente será único em (0, + 0 0 ). Este coeficiente
deve satisfazer EeH,:(Y'~cXl} =  ------ =  1, ou seja, devemos ter
X -  RoU +  cRo
cRl +  Rofj, — cRoX =  0 e i?o > 0. (1-12)
Portanto, R0 =  —— — é a única solução positiva de (1.12).
No próximo teorema apresentaremos a desigualdade de Lundberg para o modelo de 
Sparre Andersen U(t).
Para isso, considere o modelo discreto Un, dado por (1.7), associado a U(t) e denote 
por ^{u^n) a probabilidade de que, dado o capital inicial u >  0, a ruína ocorra até o 
tempo Tn, ou seja,
n
ip(u,n) =  P{\J{Un < 0}\Uo =  u ) =  P(r(u) <  n), (1.13)
fc= 1
onde t ( u ) =  min{n > l ' .U n <  0} é o tempo de ruína do processo Un.
Como os eventos An =  (r(w) < n} formam uma sequência crescente, segue da con­
tinuidade da probabilidade que
lim il){u,n) =  ^(u). (1-14)n— >00
Teorem a 1.4. Supondo a existência do coeficiente de ajuste Ro >  0 definido em (1.10), 
para 0 modelo de risco discreto (1.7) associado a U(t), temos:
ip(u) < e~RoU V u >  0 (1.15)
onde ip(u) é a probabilidade de ruína dada em (1.9).
Demonstração: Por (1.13) e (1.14), temos que a probabilidade de ruína para o 
modelo de Sparre Andersen pode ser calculada por
17
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'ipíu) =  lim P(r(u) < n) =  P (l I(r(u) =  k)), (1-16)n— o^o v
k= 1
onde t(u) é o tempo de ruína definido em (1.8).
Por facilidade de notação, omitiremos os condicionamentos a Uo-
Seja {Un} o processo de risco a tempo discreto dado por (1.7). Para cada u > 0, defina
Mu(n) =  e~RoUn. (1.17)
Como observamos acima, o processo {e~R°Un} é uma martingale e o tempo de ruína 
t(u) é um tempo de parada para este processo.
Seja n0 £ N  fixo. Então r(u) An0 =  min(r(w), n) é um tempo de parada limitado para 
o processo (M u(n) =  e- ^0*7"}, desse modo podemos usar o Teorema da Parada Opcional 
para Martingales (vide por exemplo Kannan (1979)) e obter
e-Rou =  E (Mu{ 0))
=  E(M u(t (u) A n0))
=  E (M u(T(u))I(T{u)<no))+ E (M u(n0)I{r{u)>no)). (1.18)
Assim,
e- Ron >  E (M u(r(u))I{T(u)<no]) 
e como UT(u) < 0, temos Mu(r(u )) > 1. Logo
e -Ron  >  E ( l ( r (u)< no)) =  P ( t (u ) <  no)
Portanto,
P (t (u) < no) < e~^u.
Como no G N é arbitrário e o limitante encontrado não depende de no podemos concluir
que
n) < e~RoU, para todo n e N
18
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Sendo assim, para cada u > 0,
ip(u) =  lim P (t (u) < n) <  e~R°u.n— >00
No exemplo 1.1 encontramos o valor do coeficiente de ajuste do processo de risco 
quando X\ e Yx são exponenciais. Com isso, podemos encontrar um limitante superior 
para a probabilidade de ruína.
Exemplo 1.2. Considere as mesmas hipóteses do exemplo 1.1.
Naquele exemplo, encontramos Rq =  À — —. Portanto, pelo teorema acima, temosc
u
Nesta segunda parte da seção apresentaremos uma segunda estimativa exponencial 
para a probabilidade de ruína, que pode ser mais refinada que a desigualdade de Lundberg. 
Sua demonstração é uma adaptação da demonstração apresentada por Cai e Dickson(2003) 
para o modelo de Sparre Andersen com juro, que será apresentada no próximo capítulo.
Preliminarmente, apresentamos uma equação integral recursiva para a probabilidade 
de ruína até o tempo Tn, ip(u,n). Esta equação foi originalmente obtida por Sparre 
Andersen em 1957. A prova abaixo segue as idéias de Cai e Dickson(2003).
Lema 1.1. Seja ilj(u,n) a probabilidade de ruína até o tempo Tn, então temos
roo r pu+cx _
ip (u ,n + l )=  /  /  ip(u +  cx — y, n)dF(y) +  F(u +  cx) dG(x), V n G N  (1-19) J 0 '-J 0 J
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Demonstração: Defina os eventos A ^  < 0), s < n. Dessa maneira, temos
k=s 
roo poo




E [Ia(„+1) \Xí = x ,Y i =  y]dF(y) +
+  / E [IAn+i |Xx =  x,Y 1 =  y]dF(y) dG(x).
J u+cx
(k) /Usando a definição dos eventos An e o princípio da substituição, segue que
/ oo r ru-\-cxJo E [/{(li+CI-,<o)u4"+i)} lxi= = y] dF(y) +
+
C°O "1/ = ^  = iG^ -J u+cx
Como o evento A^+1  ^ depende apenas de Í72, • • •, Un+1 , então I{(u+cx- y<o)uA(n+1)} ® 
independente de X\ e Y\ . Logo, podemos obter
r»oo pu-\-cxpo _ t
1p(u, n +  1) =  /  /  ^ [ / {(U+cx-y<0)UA5+1}]CÍi?(í/)
«/o */o
+
+ E [l{{u+cx- y<0)UA ^ }] dF(y) ! dG(ar). (1.20)
Agora, note que dados Y\ =  y, X\ =  x, se y > u +  cx então Ui < 0 e assim
t{(u+cx-y<0)UA2+1}
Por outro lado, para y < u +  cx podemos escrever
n+1
Un+1 =  (u +  c x - y ) ~  ^~2(Yk -  cXk)
k=2
e como as variáveis X\.X2, . . .  e Yi, Yz,. . .  são identicamente distribuídas então
n
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ou seja, Un+\ tem a mesma distribuição de U*. Note que U* é como o modelo de Sparre 
Andersen dado em (1.7), mas com capital inicial u* =  u +  cx — y.
Assim, se y < u +  cx então
E I{(zi+cx—y<0)UA2n+i| — X) Y\ — y — E [-^ J4n+l]
k=1
= íjj(u +  cx — y,n). (1.22)
Portanto, de (1.20) segue
poo pu+cx />oo
ip(u,n+  1) =  /  /  ip(u +  cx — y,n)dF(y) +  /  dF(y) dG(x) —
J 0 J 0 Ju+cx
í>OC _  p l L + C X
=  /  ip(u +  cx — y,n)dF(y) +  F(u +  cx) dG(x)
J o J o -I
e (1.19) está provada.
Finalmente, com o auxílio do lema anterior, apresentamos a segunda desigualdade 
para a probabilidade de ruína.
Teorema 1.5. Considere o modelo clássico de Sparre Andersen, dado por (1.2) e sua 
discretização dada por (1.7). Supondo a existência do coeficiente de ajuste Ro >  0 satis­
fazendo (1.10), temos:
fp{u) <  p e -^ u,
onde,
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Demonstração: Primeiramente, vamos mostrar por indução sobre n que
ip(u,n) < /3e~R°u, Vn > 1.
Para isto, note que da definição de /3, segue
, r  eRoydF(y)p -i  < Jt------ _  v  t > 0.





< /3e~R°tEeR°Yl V t >  0.
Agora, para n =  1, temos por (1.26)
roo
1) =  P(Yi > u +  cXi) =  /  F(u +  cx)dG(x)
J o
< pEeIhYlE (exp {-R o(u  +  cX 1})
=  Pe~RoUEe~R°(cXl~Y1)
Como Rq é o coeficiente de ajuste, dado por (1.10) temos Ee~R°(cXx~Yl'> =  1 e
1) < pe~RoU.
Suponha que para algum n e f f ,  temos
n) < Pe~RoU V u > 0
e verifiquemos (1.25) para n +  1.
Do lema anterior podemos obter
roo _ ru+cx _
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Da desigualdade para F(t) encontrada em (1.26) e da hipótese de indução (1.27), segue 
que
( • U + C X
xp(u +  cx — y, n)dF(y) +  F(u +  cx) dG(x) <
Jo
<
f> U + C X í ° °
ß e- Ro{u+cx-y)dF(y) +  ß e -R o(»+cx) / eÄ0ydF(y) dG(x)
LJ 0 Ju+cx
*00 r- r ru+cx roc -
ß e-R0(u+cx) / eRoyd F (y )+  /  eRoydF(y) dG(x) 
J 0 J u+cx
ß e~R°(u+cx) EeR°Yl dG(x)
— ß e -R ou  ß e Ro(Y1- c X 1) (1.28)
Da definição do coeficiente de ajuste, temos E eRa(Yl cXl  ^ =  1. Assim, obtemos
ip(u, n +  1) <  ße - R qu
Logo,
ip{u,n) < ße Ä0“ V n e  N.
Agora, por (1.14) temos lim ijj(u,n) =  ip(u). Portanto, podemos concluir quen— >00
4>(u) =  lim ^(u, n) < j3e~R°u.n— >00
Para finalizar, note que para todo t > 0
roo
l  e" ÍF(V) > e - d  -  F (t))
eRotF (t) -  eR^ F{t)
= 1.
Logo ß 1 > 1
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Note que, por (1.24) temos j3 <  1. Assim, a desigualdade (1.23) melhora a desigual­
dade de Lundberg obtida no Teorema 1.4. No exemplo a seguir, verificamos que para o 
modelo de risco clássico de Lundberg com os valores das indenizações exponencialmente 
distribuídos, o limite superior obtido usando (1.23) é estritamente menor que o limitante 
derivado da desigualdade clássica de Lundberg, ou seja usando (1.15).
Exemplo 1.3. Considere o modelo de Sparre Andersen e assuma que os valores das 
indenizações, {Yn} n>i, têm distribuição F exponencial de parâmetro À > 0.
Neste caso, obtemos
f t°° eRoydF(y) X f t°° e~y Á^~R°^dy 
eRotF (t) _  eR0te-xt ~
X
X — Rq
, para todo t >  0 e A ^  R0
Logo,
i > { n )  <  ( 1  -
Assim, se os tempos entre chegadas {X n}  são tais que cEXi >  ^ e R®  ^A, então
A
a condição cEXi > EYt é satisfeita. A Condição 1.1 é facilmente verificada para a 
distribuição exponencial, logo pelo Teorema 1.5 segue
Ro  
T
ou seja, o limitante obtido é estritamente mais preciso do que o da desigualdade de
Lundberg. Em particular, se {X n} são exponencialmente distribuídas com parâmetro
/i > 0, como no Exemplo 1.1, então se ji < cX segue Ro =  X — — < X e assimc
u  - ( a -  — ) u  
cX
Este limitante superior é estritamente menor do que o obtido no Exemplo 1.2.
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1.5 Uma equação para probabilidade de ruína no mo­
delo de Sparre Andersen
Como foi mencionado anteriormente, o cálculo da probabilidade de ruína pode não ser 
simples. Nesta seção, apresentamos uma equação, que permite em alguns casos o cálculo 
exato desta probabilidade. As técnicas da demonstração são as mesmas utilizadas na 
prova do Teorema 1.4 usando a abordagem de martingales.
Teorema 1.6. Considere o processo de risco a tempo discreto Un dado por (1.7) associado 
ao processo a tempo contínuo U(t) definido em (1-2). Suponha que a Condição 1.1 seja 
válida e E(Y\ — cX i) < 0. Então, temos a seguinte equação para a probabilidade de ruína
ç—Rqu
^  =  E [e -^ u^ \ T ( u )  < o o ] ’ ^ '29^
onde t (u) é o tempo de ruína e R0 é o coeficiente de ajuste do processo
Demonstração: Seguindo o mesmo raciocínio da prova do Teorema 1.4, podemos 
obter a relação (1.18), ou seja, para no > 1 arbitrariamente fixado
e~Rou =  E[M u(T(u))I(T{u)<no)] +  E[M u(n0)I{T{u)>no)], (1.30)
onde por (1.17) Mu(n) =  e~R°Un.
Agora, por um lado, como por hipótese cEX\ — EYi > 0, então pelas observações 
feitas no final da Seção 1.3, da Lei Forte dos Grandes Números segue que
lim Uno — oo, q.c.
no— >oo
e lim Mu(no)IíT<u)>n0) =  Q-c-- Logo, como Mu(n0)I ^ u)>no) <  1, qualquer que seja nQ--->00
no G N, pelo Teorema da Convergência Dominada obtemos
lim E[M u(no)/(T(tO>no)] =  C1-31)no— »-oo L
Por outro lado, temos
0 < Mu(T(u))I{T{u)Sno) t Mu(t (w))/(r(u)<oo), quando n0 — ► oo.
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Então, pelo Teorema da Convergência Monótona, segue
lim E[M u(T(u))I(T(u)<no)\ =  E[M u(t (u))I(t (u)<00)]. (1.32)
no— ►oo
Logo, substituindo (1.31) e (1.32) em (1.30), obtemos
e-R0u _  E[e~R°Ur<'n'>I(T(u)<oo)} =  E[e~R°Ur(u)\T(u) < oo] P ( t (u ) < oo).
Como UT{u) < 0 então E[e~RoU'r^ I^Tçu)<<*,)] > 1.
Portanto, segue que
ç-RqU
é (u ) =  P ( t (u ) < oo) =  ---7---------------------------r-.
E^e~RoUT<~u'> \t (u) < oo^
■
Exem plo 1.4. Cálculo da probabilidade de ruína no caso em que Yi tem distribuição 
exponencial de parâmetro X > 0.
É possível mostrar, usando técnicas de martingales a tempo contínuo, através do 
condicionamento à cr-álgebra estritamente à priori Tt -(u) =  cr(X(u) : u < t, t > 0) (vide 
Grandell(1991) e Asmussen(2000)) que a distribuição de —UT(U), condicionada ao evento 
(t (u) < oo) é também exponencial de parâmetro fi.
Assim,
E\e~R°u{'Tn'>\t (u) < oo] =
Dessa forma, pelo teorema acima, temos:
e~Rou
^   ^ E \t (u ) <
eRoyjie ßydy =
ß
li -  Ro'
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Em particular no caso em que X i também tem distribuição exponencial, mas com
parâmetro A, vimos no Exemplo 1.1 que Rq =  n -----.
c
Logo, de (1.33) segue
/ / \ — u(x—xp{u) =  — e v c>.
CA




Estimativas para probabilidade de 
ruína no modelo com juro
2.1 Introdução
No modelo original de Sparre Andersen a movimentação de capital não é muito realista. 
A empresa possui um capital inicial não negativo e conta com a entrada contínua de 
dinheiro. No mundo de hoje é normal que até mesmo uma pessoa física invista seu capital 
em algo como poupança e assim sobre este capital principal sejam calculados juros. O 
mesmo acontece com dívidas, sobre as quais também são calculados juros. Isso também 
deve acontecer com uma empresa de seguros.
Neste segundo capítulo, estudamos o modelo de Sparre Andersen modificado pela 
inclusão de juro composto continuamente. Este modelo foi proposto por Cai e Dickson 
(2003).
Para estimar a probabilidade de ruína neste caso, usamos dois processos, um a valor 
presente e outro a valor acumulado, os quais são descritos na Seção 2.2, que trata da 
inclusão de juro no modelo original. Para esses processos foram obtidos, por Cai e Dick-
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son (2003), limitantes para a probabilidade de ruína no modelo com juro, os quais são 
apresentados nas Seções 2.3 e 2.4. O primeiro limitante é obtido usando a teoria de mar- 
tingales e o segundo usando técnicas recursivas. Para a demonstração desses limitantes 
são assumidas a existência de dois coeficientes de ajuste (um para o processo a valor pre­
sente e outro para o processo a valor acumulado). Na Seção 2.5 apresentamos condições 
suficientes para existência e unicidade destes coeficientes de ajuste.
Finalmente, na Seção 2.6 os resultados obtidos nas seções anteriores são aplicados ao 
modelo de Lundberg modificado pela inclusão de juro composto continuamente.
2.2 Inclusão do juro
Para descrevermos o modelo de Sparre Andersen modificado pela inclusão de juro, 
vamos inicialmente fazer algumas considerações sobre o cálculo de juro composto conti­
nuamente.
Como motivação, iniciamos com o caso de juro simples. Suponha que investimos um 
certo capital u > 0, chamado principal, durante um período de tempo a uma taxa de juro 
simples <5 > 0 pelo período considerado. Então, o valor a ser resgatado no final do período 
será ti +  5'U =  it(l-|-<5), que é chamado valor acumulado. Por outro lado, chamamos de 
valor presente do pagamento de uma quantia v no final de um período de tempo como 
sendo o valor do capital principal no início do período para que, com o cálculo do juro, 
tenhamos a quantia v no final do período. Dessa forma, se a taxa de juro é ô > 0 pelo 
período considerado, então o valor presente de v será v ( l  +  <5)_1.
No caso de juro composto, suponha que o principal u é investido a uma taxa de juro 
ô >  0 por um certo período de tempo (por exemplo, um ano) e que o juro é composto n 
vezes durante o período, ao final de cada subintervalo de tempo de mesmo comprimento 
(por exemplo, a cada mês). Assim, assumindo a proporcionalidade para a taxa de juro, o 
valor acumulado no final do período considerado será w(l +  5)n.
29
Capítulo 2. Estimativas para probabilidade de ruína no modelo com juro
Agora, considere a situação em que o juro é composto continuamente (J.C.C.). Neste 
caso, se um capital u é investido a uma taxa ó > 0 de juro composto continuamente por 
um período de tempo de comprimento t, a idéia é calcular o juro ao final de intervalos de 
comprimentos cada vez menores, ou seja, calculamos o juro em n intervalos de tamanho 
igual a t/n e fazemos o limite quando os tamanhos destes intervalos vão a zero. Assim o 
valor acumulado para o principal u > 0 com J.C.C., é definido como
lim u(l +  5t/n)n =  ueSt.n—»oo
Da mesma forma, o valor presente do pagamento de um capital v no final de um 
período t sob J.C.C., com uma taxa de juro nominal S > 0 é ve~5t.
Por outro lado, suponha que o capital é investido continuamente no tempo, como é o 
caso do modelo de Sparre Andersen, a uma taxa de entrada c > 0. Para calcular J.C.C. 
neste caso suponha primeiramente a seguinte situação: em um determinado período de 
tempo de comprimento t recebe-se um capital fixo ct/n no final de cada subintervalo de 
tamanho t/n. Dessa maneira, o capital no tempo t/n é ct/n. Sobre este capital vamos 
calcular J.C.C. com taxa fixa 8 > 0 até o tempo 2t/n. Assim, no tempo 2t/n o capital 
será
- e st/n +  ct/n =  c - ( e st/n +  1). 
n n
Do mesmo modo, ao final do /c-ésimo subintervalo de tempo k (1 < k < n) o capital 
acumulado será
— (1 +  eót/n .. .  +  e(k- l)5t/n\ 
n
e o capital no tempo nt/n =  t, ou seja, no final do período t, que denotaremos por M, 
será n—1
M  =  c t /n  J 2 ekSt/n- 
k= 0
Note que M  é a soma inferior s(f, P ) da função f (x )  =  ce5x relativa a partição{0, t/n, 2t/n,. . . ,  í }
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do intervalo [0, t]. Dessa maneira, o valor acumulado no final do período t será:
p5t — 1
=  c /  e5xdx =  c (— -— ). (2.1)J o o
Para simplificar a notação, denote
eSt — 1
cst =  c (— -— ) e at =  ste~5t. (2.2)
Neste caso, o valor presente de uma quantia pagável continuamente no tempo a uma 
taxa c >  0 é dado por
1 — e~5t
cat =  c (---- - ---- ). (2.3)
Voltando ao modelo de Sparre Andersen. Considere as mesmas hipóteses iniciais do 
modelo original. Ou seja, X±, X -2, . . .  denotam os tempos entre chegadas de indenizações,
n
Tn =  Xk denota os tempos de chegada da n-ésima indenização, com T0 =  0 e Yn
k= i
representa o valor da n-ésima indenização paga. Assumimos que {X n, n >  1} e { Yn, n >  1} 
são sequências independentes de v.a.’s não-negativas e i.i.d.. A distribuição comum de 
{ X n} é G (x) =  P {X i < x), com G(0) =  0 e {Yn} tem distribuição comum F {x ) com 
F (0) =  0. Os prêmios são recebidos continuamente no tempo a uma taxa de entrada 
c > 0 e o capital inicial da seguradora é « > 0 .
Agora, assuma também que a seguradora recebe juro sobre sua reserva de risco a uma 
taxa constante õ > 0 composta continuamente.
Como a ruína ocorre somente nos tempos das indenizações, para a análise da proba­
bilidade da ruína, vamos considerar a inclusão de juro no proceso a tempo discreto imerso 
no modelo contínuo. Denote por UrP =  Us(Tn) a reserva de capital da seguradora no 
tempo Tn do pagamento da n-ésima indenização.
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Então, como 5 > 0 é constante e Us(0) =  Us(T0) =  u, de acordo com as observações 
feitas no início da seção, temos que no tempo do pagamento da primeira indenização a 
reserva de capital é
U[s) =  Uõ(Ti) =  ue5Xí +  C^ ÓXl ~ -  Yvd
Agora, durante o período X 2 =  T2 — Ti entre o pagamento da primeira e segunda in­
denizações, são recebidos prêmios continuamente a uma taxa c > 0, sobre os quais é 
calculado juro continuamente a uma taxa S, e como a reserva de capital no tempo Vn  ^ é 
novamente investida a uma taxa de juro 5 > 0 composto continuamente, então a reserva 
de capital da seguradora no tempo do pagamento da segunda indenização será
U\&) =  U[5)e5x2 +  C<yeSX[ ~ ^  -  Y2ò
r ( pS ( X i+ X 2) __ i'i
=  Ue « x ' + x *  +  ^ ---------------------- Ü - Y l e s x * - Y 2ò
rT c(e5T2 — 1) =  uem  +  -  YieãX2 -  Y2.0
E assim, sucessivamente, a reserva de capital da empresa no tempo de pagamento da 
n-ésima indenização será dada por
J X n
~ôTn , ^  -  1 )=  ue n + ô
k= 1 i=k+ 1
n n
^ Y kexp^ ô Xl} ’ 2^'4')
onde adotamos a convenção =  0 quando a > b.
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Assim, por (2.4) e usando a notação em (2.2) podemos escrever
k = l  i~ 1
n
=  u +  caTn -  ^  Yke 5Tk, (2.5)
fc=i
onde V$(0) =  VS(T0) =  u.
Note que Vn  ^ < 0 se, e somente se, UrP < 0. Assim, definimos a probabilidade de 
ruína para o modelo de Sparre Andersen modificado pela inclusão de juro como sendo
OO OO
Mu) = P ( n ( u )  < oo) = p ( U  < o)) = p (U (K m < 0)). (2.6)
n= 1 n= 1
onde Ts(u) =  inf{n : Un  ^ < 0} =  inf{n : < 0} indica o tempo de ruína do modelo 
com juro.
Mais ainda, assim como fizemos no capítulo anterior, se definirmos a probabilidade de 
que a ruína ocorra até o pagamento da n-ésima indenização
^õ(u, n) =  f ( Ú W ) < 0 ) ) = p ( Ü W í ) < 0 ) ) ,  (2.7)
fc=l k= 1
então
lim í/js(u,n) =  ips(u). (2.8)
2.3 Estimativa Obtida Usando Martingales
Nesta seção, apresentamos um limitante superior para a probabilidade de ruína no 
modelo com juro (2.4) usando a teoria de martingales (super-martingales). O resultado é 
devido a Cai e Dickson(2003). Para isto, é usado o processo auxiliar Vn '1 dado em (2.5).
Para o processo Vn \ também definimos um coeficiente de ajuste, como sendo o número 
real positivo R\ que satisfaz:
E e^R1(Y1e^i-caXí)^  =  L
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Diferentemente do que tínhamos para o modelo original, este coeficiente Ri transforma 
o processo e~RlV” ( em uma super-martingale, como veremos mais adiante. Na Seção 2.4 
apresentaremos condições suficientes para a existência e unicidade de Ri. Por enquanto, 
assumimos a existência e unicidade deste coeficiente de ajuste.
Assim, no próximo teorema, usando argumentos semelhantes aos usados na prova da 
desigualdade de Lundberg para o modelo sem juro (Teorema 1.4), adaptados à super- 
martingales, obtemos um limitante superior exponencial para a probabilidade de ruína
Hu)-
Teorem a 2.1. Considere o processo Vn  ^ dado em (2.5). Suponha a existência do coefi­
ciente de ajuste Ri >  0 satisfazendo (2.9). Então:
^õiu) < e~RlU Vm > 0.
Demonstração: Primeiramente, por (2.5) e pela definição (2.3) temos
Tl +  l




=  u -  Yke~6Tk +   ^(l -  e_<5Tn) +   ^(e~STn -  e~STn+1) -  Yn+le~6Tn+1 
fc=i
=  vb(í) +  £ (e-íTn _  e- « U i )  _  Yn+1e~ST^
Como Tn + 1 =  Tn +  X n+i, usando (2.3) temos
K Í i  =  V™ +  e~a " (a>*„+1 -  W « - « ) .  (2.10)
Agora, considere a (T-álgebra Tn =  <t(Ti, T2, . . . ,  TnJ. Usando (2.10) vamos mostrar
que n > 0} é uma super-martingale com respeito a
=  5Tk + c ( ----- ^
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De fato, por (2.10), como Vn'* é ^-„-mensurável segue que
E e Rlv^Tn)E (exp^ -R i(caXn+1
Yn-\-i£- s x n+1)})
o - S T „
(2.11)
Temos que 0 < e~~ÕTn <  1, então como {Tn} é independente de {Yn}, usando o Princípio 
da Substituição e a Desigualdade de Jensen (funções côncavas) para esperança condicional 
obtemos
E r R'v&\rn < e- R l V r(í) E[ exp Yn-\-\e -5Xn-\-1>})l
c - à T n
e como X n+i e Yn+1 são independentes de Tru segue
E -Riv;n + 1 |^ n =  e-RlVr,
(6)
E(exp$y-Ri{caXn+l -  Yn+1e áx-+1)|^ . (2.12)
Pela definição do coeficiente de ajuste Ri, temos
E (e x p { -R 1(caXn+1 -  Yn+1e~ÔXn+1) } )  =  1 
Assim, substituindo em (2.12) obtemos
E < e-RlVr ( 4 ) (2.13)
Isso mostra que, assumindo a existência do coeficiente de ajuste Ri, temos que o processo
0—R\Vr(í) é uma super-martingale.
Seja Ts(u)  o tempo de ruína no processo com juro. Do mesmo modo que tínhamos 
para o modelo sem juro, aqui também Tg(u) é um tempo de parada para o processo 
e~RlVn \ Também, se fixarmos n o  £ N, então t s (u ) Ano =  m in -j^ T ^ ií), n o }  será um tempo 
de parada limitado para o processo. Dessa forma, usando a versão para super-martingales 
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Por outro lado, como a variável e (T<(“)Ano) é não negativa e no tempo rg(u) temos 
que Vfa(u)) <  ^ obtemos
_ p T/(^) "I F _ T?-,
E e 1 > E e (Ts(u)An)I{TS(u)<n}
> E I{Ts(u)<n} =  P(rs{u) < n )  =rps(u,n), (2.15)
onde ips(u, n) é a probabilidade de que a ruína ocorra até o tempo Tn definida em (2.7). 
Assim, de (2.14) e (2.15) podemos concluir que
Como n0 fixado foi qualquer, temos que (2.16) vale para todo Uq £ N. Da mesma 
maneira que vimos no caso do processo sem juro, temos que lim ips(u,n) =  ips(u)-
2.4 Estimativa Obtida Usando Técnicas Recursivas
Agora, vamos apresentar um limitante superior diferente para ips(u), desta vez usando
o processo UrP e técnicas recursivas. Este limitante também foi encontrado por Cai e 
Dickson(2003).
Aqui, definimos um outro coeficiente de ajuste como sendo o número real positivo R2 
que satisfaz:
M u ,n ) < E e- R^ Mu)^no) < e-fíiU> (2.16)
Portanto, de (2.16), segue
ips(u) =  lim ÿs(u,n) < e RlU
E [eR2(Yi-csXl)j =  L
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Na Seção 2.5, também veremos condições suficientes para a existência e unicidade 
deste coeficiente de ajuste R2.
Assim como fizemos para o modelo de Sparre Andersen sem juro (Lema 1.1), vamos 
primeiramente obter uma equação integral recursiva para a probabilidade de ruína até o 
tempo Tn, 'ips{u,n).
Lema 2.1. Para o processo Un  ^ dado em (2.4), temos
J roo i'ueSx+csx/ ips(ueSx + CSX -  y, n)dF(y) +
o Jo
+  F(ueSx +  csx)]dG(x), V n e  N, 
onde ips{u,n) é a probabilidade de que ocorra ruína até o tempo Tn.
Demonstração: Da mesma forma que foi feito no Lema 1.1, definimos os eventos71
Ans =  U ( ^ ( T*) < ° ) ’ s -  n-
k=s
Condicionando às variáveis X\ e Yí, usando o princípio da substituição para esperanças 
condicionais e a independência de A2+1, X\ e Yí podemos obter
roo roo
M u ,n  + 1) =  P{Anx+l) =  /  /  E [lÁn+i\Xl = x ,Y i= y ]d F {y )d G {x )
Jo Jo 1
/>oo _ rueSx +csx
=  /  E  [l{lie**+csx-y < 0 }U A "+1] d F ( y )  +J  0 LJ  0
roo -
+  /  E V{ueix+csx-y<o}vjA^+1] dF y^) dG[x). (2.18)
JueSx+csT_
Agora, dados Yi = y, Xi =  x, se y > ue~5x +  cax então I{ueôx+CSx_yyuA»+1 =  1. Por 
outro lado, usando os mesmos argumentos da prova do Lema 1.1 para a obtenção de 
(1.19), dados Yí =  y e X\ =  x, podemos escrever
n + l n+ 1 n+1 n+1
unh =  {ueõx +  csx -  y)exp{6(^ 2 X k) }  +  ^ {e x p {8 Ç ^ X k) }  -  l) -  ^ Y fce:cp{ ^  X*}
k—2 k= 2 k—2 i~k -\-1
/ i \ n n+1
£  «*e«rn +  < l _l T  > _  f 2 Y texp{S ^  =  il/f,
fc =  l í =  fc+l
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onde =  indica igualdade em distribuição e u* =  ue6x +  csx — y. Assim, {U ^ }  é como o 
modelo (2.4), mas com capital inicial u*.
Logo, se y < uSx +  csx então
E {ue5x+csx— ÿ<0}lM J+1 | X 1 = x ,Y 1 =  y =  E [ l
p (\J(u£  < o ) )
fc= 1
=  i>5{ueSx + c s x - y ,n ) .
Portanto, de (2.18) segue
poo rueSx+csx
Í>s(u,n +
p O O  -  p
1) =  /  /J o LJ o ips(ue6x +  csx — y, n)dF(y) +  F(ueóx +  csx) dG(x)
ôx
Este lema é usado na demonstração do próximo teorema o qual fornece um outro 
limitante para probabilidade de ruína no modelo com juro.
Teorem a 2.2. Considere o processo Un* dado em (2.4). Suponha a existência do coefi­
ciente de ajuste R2 satisfazendo (2.17). Nestas condições, temos:
ipsiu) < @E[eR2Yl]E  e x p { -R 2(ueSXl +C S*!)} (2.19)
onde,
r , =i nf  S r ^ iF b)
t> 0 eR^ F(t)
> 1. (2 .20)
Demonstração: Primeiramente, vamos usar indução sobre n para mostrar que
ips(u,n) < PE[eR2Yl]E  exp {—R2(ueSXl +  cs.^ )} , V n G N. (2.21)
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De fato, para n — 1 temos
ips{u, 1) =  P(Yi > ueSXl +  csXl)
/*oo
=  / P(Yi > ue6Xl +  csXl \Xi — x)dG(x) J o
roo
=  / F(ueSx +  csx)dG(x)J o (2 .22)
Seguindo o mesmo raciocínio para obtenção de (1.23) na demonstração do Teorema
1.5 podemos obter
— Ü2Í/ oo eR2VdF{y) < p e- R2tEeR2Yl, V t >  0
Assim,
p O O
/  F(ueSx +  csx)dG{x) <J 0
roo
< /  pEeR2YlE (e x p {-R 2(ueSx +  csx)})dG(x) =J o
(2.23)
=  E e ~R 2{ue5x+csx )
Logo, de (2.22) e (2.24) segue
M u> 1) < peR2YlE e -R2{ueSXl+CSx^ .
(2.24)
Agora, suponha que para í i e N,  tenhamos:
/tps{u,n) < {3E[eR2Yl\E exp {—R2 (ueÔXl + c s x j ) } V u >  0.
Como eSx > 1, V x >  0, a desigualdade na hipótese de indução implica em
'ips(u,n) < (3E[eR2Yl]E  e x p { -R 2(u +  csXl) }
(2.25)
=  p e -R2UE [eR2ÍYl~CSxA] =  Pe~R2U, V u > 0 .  (2.26)
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Vamos verificar que vale (2.21) para n - f l e  assim encerrar a demonstração por indução.
Usando o Lema 2.1, a desigualdade (2.23) e a hipótese de indução (2.25) e (2.26) 
podemos obter
ipõ(u ,n +  1) =
u eSx+csx
ips(ueSx 4- csx — y , n)dF(y) +  F(ueSx +  csx) dG(x)
poo r í‘ueix+csx 















/ e ^ vdF[ÿ) dG(x)
«/ue^ xH-cs-r
poo
=  /  (3e~R2{ue6x+CSx)EeR2YldG{x)J o
=  (3EeR2YxE exp {— R2(ue5Xl +  c s x j }
Portanto, (2.19) é válido para todo n > 1.
Como já vimos, i;$(u,n) — >■ ^(m), quando n — >■ oo, como o limitante encontrado 
acima para ips(u,n) não depende de n, podemos concluir
■0á(w) < PEeR2YlE exp {—R2(ue5Xl +  caXl)}
Observe que da definição de fi 1 em (2.20) temos que
[ E e R2YlY l < ( 5 <  1.
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Como consequência do teorema anterior, podemos obter uma desigualdade simplifi­
cada, como a obtida no Teorema 1.5 do modelo sem juro, mas que fornece um limitante 
superior mais fraco do que este dado em (2.19).
Corolário 2.1. Nas condições do Teorema 2.2, temos:
^s{u) < e~R2U, V u >  0.
D em onstração: Pelo Teorema 2.2 temos a desigualdade (2.19). Como X± é não- 
negativa temos eÓXl > 1 e como X t e Y\ são independentes, de (2.19) segue
■0.5(w) < ßE eR2YlE exp{ — R2(ueSXl +  csXl}
< ßE eR2YlE exp {—R2 (u +  c s x j }
=  ßEeR2UE exp{R 2(Yl -  csXl) }
Pela definição do coeficiente de ajuste R2 temos
E
e com ß <  1, de (2.28) obtemos
exp{R 2(Y1 -  csx\)} = 1
(2.28)
M u ) < ße~R2U < e~R2U
Note que, podemos verificar que, fazendo õ l  0 na equação (2.17), o coeficiente R2 
reduz-se ao coeficiente R<) do modelo sem juro. Logo, o Teorema 2.2 é uma generalização 
da Desigualdade de Lundberg do modelo de Sparre Andersen sem juro.
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2.5 Existência e unicidade dos coeficientes de ajuste 
no modelo com juro
Nesta seção apresentamos condições suficientes para a existência e unicidade dos coefi­
cientes de ajuste -Ri e R2 considerados na seção anterior.
Vamos iniciar mostrando a existência e unicidade do coeficiente R±.
Proposição 2.1. Assuma que a Condição 1.1 é satisfeita e E\Y\e~SXl — caXl] < 0. Se 
£ < oo, então existe um único R\ > 0 que satisfaz
E exi■p{Ri(Yie-SXl -  caXl) }  = 1 . (2.29)
Se Ç =  oo e P{Y\e SXl — caXl > 0) > 0, então existe um único R\ >  0 satisfazendo 
(2.29).
Demonstração: Defina a seguinte função
k(r) =  E exp\r(Yie~5Xl — caXl)}
ou seja, k é a função geradora de momentos da variável Yie~SXl — caXl. Como aXl >  0, 
temos e~rc“xi <  1 para r > 0. Além disso, como Xi e Y\ são não-negativas e e~ÔXl <  1, 
temos
k(r) =  E rYie s x i - r c a Xl < EerY\
Pela Condição 1.1.(a) temos que EerYl < oo, para todo r tal que 0 < r < £. Sendo 
assim, k também é finita para todo r em [0, £). Logo, das propriedades de função geradora 
de momentos (ver Ash(2000)), segue que k é contínua em (0, £) e
*4(0) =  E(Yie- ÓXl -  caXl), k"(r) =  E ((Yie- SXl -  caXl)2er^ e~6Xl- cax^ ) , V rG  (0,£).
Mas, por hipótese, temos E\Yie~ÓXl — cax \^ < 0, então P(Yie~SXl — caXl ^  0) > 0. 
Logo
k"(r) > 0 , V 0 < r < £ e  k'+(Q) < 0.
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Assim, k é uma função estritamente convexa em [0, £) e localmente decrescente em algum 
intervalo do tipo [0, £*).
Agora, consideremos separadamente os casos £ < +oo e £ =  +oo.
Caso 1. £ < oo.
Como E X i < +oo, então existe b > 0 tal que G(b) > 0. Por outro lado, temos
l _ e-<5Xl 1 
axx =  1------< T- Assim, podemos obter




/  /  erye~5xdG(x)dF(y)




> e~rc/s /  /  erye~SbdG(x)dF(y)
J 0 J 0
roo
=  G(b)e~rc/Ô /  erye~SbdF(y)
J o
=  G(b)e~rc/S EerYie~Sb. (2.30)
Agora, da Condição 1.1 (b) temos que l?ery — > oo, quando r — > £ então como 
G(b) >  0, de (2.30) segue
lim k(r) — oo.r_ ç eí6
Dessa forma, podemos concluir que existe Ri > 0 tal que k(Ri) =  1.
Agora, defina e =  inf{í : lim k(r) =  oo}, então e > £, k(e) =  oo e fc(r) < oo parai— >t
todo 0 < r < e. Dessa forma, k é estritamente convexa e contínua em (0, e) e k(r) =  oo 
para r >  e. Portanto, segue a unicidade de R\.
Caso 2. £ =  oo.
Basta considerar H  como a função de distribuição da variável Ye~sx — cax e repetir 
os mesmos argumentos usados na demonstração da Proposição 1.1, no caso £ =  oo e o
43
Capítulo 2. Estimativas para probabilidade de ruína no modelo com juro
resultado segue.
Na próxima proposição trataremos da existência e unicidade do coeficiente de ajuste
R.2.
Proposição 2.2. Assuma que a Condição 1.1 é válida e E(Y\ — cX{) < 0. Se £ < oo, 
então existe um único R2 > 0 tal que
E [exp{R 2{Y1 -  c s * ) } ]  =  1 (2.31)
Se £ =  oo e P(Yi — csXl >  0) > 0, então vale (2.31) para um único R2 >  0. 
Demonstração: Primeiramente, considere a função geradora de momentos da variável
Yx -  csXl
h(r) =  E exp[r{Yi — c s * ) }  •
çX i
Da independência de X x e Yi, e como s *  =  /  e5tdt >  X 1; com X i não-negativa temosJ o
h(r) =  EerYlEe~rcsx i
< EerYl Ee~rcXl < EerYl
Pela Condição l.l(a ) temos que EerY ê finita para todo r em (0, £) então h(r) é finita 
em (0, £). Logo, podemos usar as propriedades da função geradora de momentos e obter
h'+( 0) =  E(Yi -  csXl), h"(r) =  E ((Y l -  csXlf e r{Y^ cs^ ) ,  V r G (0, 0 -
Agora, novamente como sXl > Xi, temos E(Yi — csXl) <  E(YL — cX i). Da hipótese 
E(Yi — cX i) < 0 segue E(Y\ — c s * )  < 0. Logo, h'+(0) < 0 e, portanto, h é decrescente 
em um intervalo do tipo (0, £*). Além disso, segue que P(Y X — csXl ^  O) > 0 e então
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podemos concluir que h"(r) =  E ((Y  — csx )2er Y^ CSx)) > 0 para todo r G (0, £), ou seja, 
h é estritamente convexa em (0,Ç).
Para mostrarmos que h(r) — ► oo quando r — > £, considere inicialmente que £ < oo. 
Neste caso, como E(e~^CSx^  > 0 e pela Condição l.l(b ) My1(r) — > oo quando r — > £, 
temos
lim h(r) =  lim EerYl Ee~rcsxi =
i----- r—
=  Ee~^CSxi lim EerYl =  +oo.
r— >£
Dessa forma, existe um único R2 > 0 tal que h(R2) =  1.
No caso em que £ =  oo, tomamos H  como sendo a função de distribuição da variável 
Y  — c s x  e argumentamos do mesmo modo que foi feito na demonstração da Proposição
1.1 e o resultado segue.
2.6 Modelo de Lundberg com juro
Aqui, fazemos aplicações dos resultados obtidos nas seções anteriores para o modelo 
de Lundberg (ou modelo de Poisson composto) com juro, o qual é um caso particular do 
modelo de Sparre Andersen.
Nesse modelo, os pedidos de indenização chegam de acordo com um processo de 
Poisson, ou seja, um processo de renovação cujos tempos entre chegadas de renovações, 
{X n} n>\ têm distribuição exponencial.
O modelo de Poisson modificado pela inclusão de juro tem sido estudado por muitos 
autores. Dentre eles podemos citar Dickson e Waters(1999), Sundt e Teugels(1995,1997) 
e Vázquez-Abad(2000)
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Os resultados desta seção são devidos a Cai e Dickson(2003).
Considere o modelo (2.5) e suponha que {Aín} n>! têm função de distribuição G(x)
1 — e~Xx, para x >  0 e G(x) =  0 para x < 0, onde À > 0.
Primeiramente, considere a equação (2.9) que define o coeficiente Ri, ou seja,
E[exp(Yie~SXl -  caXl)] =  1.
Note que, como X i e Y\ são independentes então (2.9) reduz-se a
1 =  E EÍexp{RiYie 5Xl }e x p {— RicaXl} )  | i^
=  E ex1p {-R ic a Xl} MYl (R ie SXl)
onde MYl (t) é a funçao geradora de momentos de Y\
Particularmente, para Xi com distribuição Exp(A), temos
E
1 í ° °
exp {—RicaXl}M Yl(Rie~SXl) =  /  exp {—Ricax}M Yl(Rie~5x)\e~Xxdx.
-1 J o
l  — e -Sx  CQ _  e -Sx\
Como ax = ----- ------, fazendo a substituição y =  —----- ------ -, segue queò ò
E^exp{Ri(Yie~SXl) }e x p {—R1caXl}^ =  — J e~RlV(l — — ) X^5~lMYl
Assim, a equação (2.9) para o modelo de Lundberg com juro é equivalente a
fc/5
-•Ri vi òy.x/s-i [ / fo/x] c (1 -  — ) MYl Ri (1 -  — ) dy =  - . (2.32)




X +  S'
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Logo,
A EY _  £ , cA 
À +  õ 1 ó Ó(X +  ó)
SXEYl - c X - c õ  +  cX 
Ô(X + 6)
Ô(XEY1 -  c)
<5(À + <5) '
Como — > EYi, então ^  +  £)  ^  ^ e assim a condição E (Yie~âXl — c a * )  < 0 fica 
verificada. Portanto, pela Proposição 2.1, segue que existe um único Ri > 0 satisfazendo 
(2.32).
Se indicarmos por ^ {u )  a probabilidade de ruína para o modelo de Lundberg com 
juro, segue então do Teorema 2.1 que com Ri solução de (2.32) temos
$?(«) < e-uRl.
Por outro lado, considere o coeficiente Ri > 0 definido na equação (2.17), ou seja,
[EeR2Yl]E [e~R2CSxi] =  1,
ou ainda,
[EeR2Yl] _1 =  E [e~R2CSx^ }. (2.33)
Novamente, para X\ exponencial de parâmetro À > 0,
roo
E [e-R2csXl] =  / e~R2CSx Xe~Xx dx 
J o
E {Y le -&Xx - c a Xl) =
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e6x — 1 . . _ c(eõx — 1) e como sx = ---- -— , razendo a substituição y = ------ -------, segue que
í cE [e-R2csXl] =  X
J 0
e - R 2 Ve - j  ln(l+Sy/c)_ dy
(i + í)
=  ò. 1“  e- ^ ( i  +  sJ L y ^ í ií +  sl \ iy
C Jo c '  c '
X e~R2y
- íC Jo (1 +  Sy/c)x/ô+
(2.34)
Portanto, para o caso do modelo de Lundberg com juro, a equação (2.17) é equivalente
Eer2Yl Lc Jo (1 +  õy/c)x/ô+jdy. (2.35)
Suponha que — > EY\, ou seja cEX\ > EY}. Assim, ficam verificadas as hipóteses da 
A
Proposição 2.2, logo, existe um único R2 > 0 satisfazendo (2.35).
Assim, do Teorema 2.2 obtemos que
^s(u) <  (3E (e R2Yl) e x p { - R 2(ue6Xl +  csXl)
eSx -  1,=  /3E(eR2Yl) / exp{ —R2(ue6x +  c (— -— ))}^ e  Xxdx
\ roo .
=  pE (eR2Yl) - J  e x p { -R 2[u(l +  S y/ c)+ y\ j(l +  5y/c)~X/ô~1dy =
=  í 3 E ( e ^ ) \  f  c J 0
Portanto, segue que
A í°° e ~R 2 Ue ~ R 2 y(l+Su/c)
— dy.(1 +  ôy/c)x/õ+1
r. „  A r, r ° °  p - R2y(l+áy/c)
ip*5 { u ) < P E ( e R2Y' ) - e - R2U . r , i ; 
SK J ~  ( c Jo {l +  S y / cy / ^
(2.36)
onde R2 > 0 é a solução de (2.33) e (3 =  inf
t> o eR2tF(t) 
48
Capítulo 2. Estimativas para probabilidade de ruína no modelo com juro
Mais ainda como (1 +  Sy/c)x s^+1 >  1, então
roo f>- R 2y(l+Su/c) roo
/  71---- s dv < /  e -R2y{l+5u/c)dyJo (1 + ôy /c )x!5+1 ~  J0
1
R2{1 +  ôu/c)'
Assim, de (2.36) obtemos o seguinte limitante superior simplificado para a probabili­
dade de ruína no modelo de Lundberg com juro
Note que o limitante acima decai a zero muito mais rapidamente do que o limitante 
exponencial e~RlU quando fazemos u — > oo.
Para finalizar, Cai e Dickson(2003) realizaram algumas simulações numéricas onde 
foram comparados os limitantes para probabilidade de ruína no modelo de Lundberg com 
juro obtidos por técnicas de martingales e por técnicas recursivas. Nestas simulações, 
considerou-se valores diferentes de <5 e as distribuições de indenizações avaliadas foram 
a Gamma e a Exponencial. Em ambas, verificou-se que o limitante obtido por técnicas 
recursivas era melhor do que o derivado por técnicas de martingales para valores cada vez 
maiores do capital inicial u.
No caso dos valores das indenizações exponencialmente distribuídos, os autores também 
compararam os limitantes com os valores exatos da probabilidade de ruína. Para o cálculo 
exato, eles usaram a equação
^ ( u )  = r(A/£, c/Sfi +  u/fi)
W  ; T ( X / S , c / 6 f i ) + (<VA)(c/À^ )e-c/^ ’
roo
onde r(o, z) = / y a~1e~vdy, a > 0, z > 0. Esta equação pode ser encontrada em
J Z
Sundt e Teugels(1995). Neste caso, também observou-se que o limitante superior obtido 
por técnicas recursivas foi o mais próximo do valor exato da probabilidade de ruína.
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