We consider and discuss some basic properties of the bicomplex analogue of the classical Bargmann space. The explicit expression of the integral operator connecting the complex and bicomplex Bargmann spaces is also given. The corresponding bicomplex Segal-Bargmann transform is introduced and studied as well. The explicit expression of it and its inverse are then used to introduce a class of two-parameter bicomplex Fourier transforms (bicomplex fractional Fourier transform). This approach is convinient in exploring some useful properties of this bicomplex fractional Fourier transform.
Introduction
The bicomplex (or Tetra) numbers (denoted here by T) are a special generalization of the complex numbers. Roughly speaking, they are complex numbers with complex coefficients. Since their introduction by Segre [30] , different mathematical topics have been developed and investigated, including bicomplex functional analysis [11, 31, 32, 14, 20] , bicomplex differentiability [21, 1, 20] and bicomplex quantum [12, 25, 26, 15, 17] . For a complete treatment on bicomplex function theory as well as their applications see, e.g., [21, 27, 28, 23, 8, 9, 1, 20] .
The main purpose of the present paper is to introduce and study in some detail the basic properties of interesting integral transforms in the framework of some infinite bicomplex Hilbert spaces. We begin by considering the bicomplex Bargmann space F 2,ν (T) and the bicomplex Segal-Bargmann transform B σ,ν T in the context of the bicomplex-holomorphic functions, the analogues of the classical ones F 2,γ (C) and B σ,γ C for holomorphic functions. The first result concerning F 2,ν (T) is obtained as immediate corollary of the key observation (Theorem 3.1). It decomposes F 2,ν (T) in terms of the classical ones with respect to the idempotent decomposition of bicomplex holomorphic functions. We next deal with the integral representations of the L 2 -bicomplex holomorphic functions. Namely, Theorem 4.1 expresses the fact that F 2,ν (T) is a reproducing kernel bicomplex Hilbert space. On the other hand, Theorem 4.5 connects F 2, ν 2 (C) to the special subspace of F 2,ν (T) leaving C i := C + j{0} invariant, through a special explicit integral transform. This transform is further a surjection from the space of L 2 -holomorphic functions on the complex plane C with values in T onto the bicomplex Bargmann space F 2,ν (T). Concerning the bicomplex Segal-Bargmann transform B σ,ν T , we show that it is a unitary isometric transform from the space of bicomplex-valued square integrable functions on the real line onto the bicomplex holomorphic Bargmann space (Theorem 5.2). We give the explicit expression of the inverse [B σ,ν T ] −1 (Theorem 5.6). Then, we use both B σ,ν T and [B σ,ν T ] −1 to introduce a two-parameter family of bicomplex fractional Fourier transforms (BFrFT) labeled by the set of bicomplex numbers θ; |θ| = 1, θ = ±1, ±ij, so that one recovers the classical i-Fourier transform as well as its variant; the j-Fourier transform. The basic properties of BFrFT, such as the uniqueness theorem, the Plancherel theorem as well as the inversion formula are obtained.
The content of the paper can be described as follows. We collect in Section 2 some needed backgrounds on bicomplex numbers as well as on the bicomplex holomorphic functions. We also review the definition and the basic properties of infinite bicomplex Hilbert spaces and provide a basic example of them. In Section 3, we establish the main results concerning the bicomplex Bargmann space. We next present in Section 4 two integral reproducing properties of the L 2 -bicomplex holomorphic functions. We devote Section 5 to the bicomplex Segal-Bargmann transform B σ,ν T and to its basic properties. While Section 6 is concerned with a class of bicomplex fractional Fourier transforms.
Remark 1.1. In the present paper, we deal with the Hilbert spaces L 2,α (X) of all square integrable C-valued functions on X = R, C, C 2 with respect to the Gaussian measure c α d X e −α u 2 X dλ X (u). The analogue Hilbert space on T or with values in T are appropriately defined in Sections 2, 3 and 4. The d X in c α d can be interpreted as the complex dimension of X, so that d X = 0, 1, 2 for X = R, C, C 2 respectively. The normalization c α d X varies from one Hilbert space to another and is taken such that
Preliminaries
This section reviews the needed notions and results from the theory of bicomplex holomorphic functions and bicomplex Hilbert spaces. For more details, we refer the reader to [21, 24, 25, 26] . We begin by recalling some basic definitions related to bicomplex numbers.
2.1. Bicomplex (or Tetra) numbers. They are a special type of generalization of complex numbers, z = x + iy; x, y ∈ R, i 2 = −1, by means of entities specified by four real numbers. In abstract algebra, a bicomplex number is a pair (z 1 , z 2 ) of complex numbers constructed by the Cayley-Dickson process that defines the bicomplex conjugate (z 1 , −z 2 ). More precisely,
where j is a pure imaginary unit independent of i such that ij = ji. Unlike the quaternions, the bicomplex numbers form a commutative algebra. Addition and multiplication in T are defined in a natural way. The complex conjugate of Z = z 1 + jz 2 ∈ T with respect to j is given by Z † = z 1 − jz 2 . However, there are other forms of complex conjugates, to wit Z = z 1 + jz 2 and Z * = z 1 − jz 2 . According to the nullity of ZZ † = z 2 1 + z 2 2 , we distinguish two interesting classes of bicomplex numbers. Indeed, ZZ † = 0 characterizes those that are invertible. While ZZ † = 0 is equivalent to Z = λ(1 ± ij) for certain complex number λ ∈ C and characterizes those that are zero divisors in T. Thus, one considers the idempotent elements e + = 1 + ij 2 and e − = 1 − ij 2 which satisfy the identities e + 2 = e + , e − 2 = e − , e + + e − = 1, e + − e − = ij, e + e − = 0.
The last identity shows in particular that T is not a division algebra and that e + = 1 2 (1, i) and e − = 1 2 (1, −i) are orthogonal with respect to the Euclidean inner product in C 2 . Thus, any Z = z 1 + jz 2 ∈ T can be rewritten in a unique way as
Therefore, it is immediate to check that the Z † -conjugate, the Z-conjugate and the Z * -conjugate read respectively
The idempotent representation (2.1) is a central observation that simplifies considerably the computation with bicomplex numbers and reduces them to complex numbers. This reduction is possible thanks to the identity e + e − = 0. Thus, for given Z = αe + + βe − and W = α e + + β e − , we have ZW = αα e + + ββ e − as well as Z n = α n e + + β n e − . Accordingly, the exponential e Z of a bicomplex number Z specified as in (2.1) can be defined by e Z = e αe + +βe − = e α e + + e β e − .
Further elementary functions are introduced and studied in [24, 1, 20] . More details on some algebraic properties can be found in [21, 26] .
2.2.
Bicomplex holomorphic functions. Following [21] , a T-valued function f = f 1 + jf 2 on an open set Ω ⊂ T is said to be T-holomorphic at a point Z 0 ∈ T if it admits a bicomplex derivative at Z 0 , i.e., if the limit
exists and is finite, where N C denotes the null cone of bicomplex numbers defined by
This is equivalent to say that the C-valued functions f 1 and f 2 are holomorphic in the variables (z 1 , z 2 ) with Z = z 1 + jz 2 and satisfy the Cauchy-Riemann system
which we can rewrite in matrix representation as
Here the shorthand ∂ z is used to mean the differential operator ∂/∂z. The following characterization of T-holomorphicity is given in [23] and shows that bicomplex holomorphic functions are once again solutions of a linear system of differential equations with constant coefficients. Namely, a given f ∈ C 1 (Ω) is T-holomorphic on Ω if and only if f satisfies the following three systems of differential equations
The above system is the foundation pillar for the theory of bicomplex holomorphic functions. Accordingly, any bicomplex holomorphic T-valued function f is of the form [21, Theorem 15 .5]
2)
where φ ± : C −→ C are holomorphic functions on C. This is a key tool that we use in proving Theorem 3.1 below. We denote by BHol(T) the space of bicomplex holomorphic functions on T taking their values in T.
2.3.
Infinite bicomplex Hilbert space. In order to define Hilbert space in the bicomplex setting, one needs to extend the notions of inner product and norm to the T-modules. Let M be a T-module and consider the C-vector spaces V + = M e + and V − = M e − . Thus M can be seen as a C-vector space by considering M = V + ⊕ V − . In general, V + and V − bear no structural similarities.
According to [25] , an inner product on M is a given functional ·, · : M × M −→ T satisfying φ, τ ψ + ϕ = τ * φ, ψ + φ, ϕ for every τ ∈ T and φ, ψ, ϕ ∈ M , and φ, ψ = ψ, φ * as well as φ, φ = 0 if and only if φ = 0. It should be mentioned here that the projection ·,
Notice that any T-scaler product on M is completely determined in this way (see [15, Theorem 2.6] ). A trivial example of a T-inner product on M = T is the following
3)
where Z = αe + + βe − and W = α e + + β e − are the idempotent representations of Z and W in T, respectively.
A T-module M is said to be a normed T-module if there exists a map · :
· is then called a T-norm on M . As in the theory of C-vector spaces, a T-norm can always be induced from a T-scalar product by considering
where φ = φ + + φ − and the modulus | · | denotes the usual Euclidean norm of Z in R 4 given by
Accordingly, the concept of infinite bicomplex Hilbert space was defined in [15] . It is a T-inner product space (M, ·, · ) which is complete with respect to the induced T-norm (2.4). The next result is interesting in itself and its proof is contained in Theorems 3.4, 3.5 and Corollary 3.6 in [15] .
We conclude this subsection by recalling the bicomplex version of the classical Riesz' representation theorem [15, Theorem 3.7] .
2.4. Basic example. In order to provide an interesting example of infinite bicomplex Hilbert space we need to fix further notation. Let L 2,ν (X) be as in the end of the introductory section. We also consider the space
via (2.4), where ·, · , in the integrand, is the standard bicomplex inner product on T defined by (2.3). In fact, for every f = f 1 e + + f 2 e − , g = g 1 e + + jg 2 e − , we have
where f k and g k ; k = 1, 2, are seen as C-valued functions on C 2 in the variables (z 1 , z 2 ). Thus, we have
Subsequently, the following decomposition, with respect to the variables z 1 and z 2 ,
readily follows from (2.8) . Another interesting decomposition of H 2,ν (T) with respect to the idempotent representation of bicomplex numbers is the following Proposition 2.3. We have
Proof. For any f = f 1 + jf 2 and g = g 1 + jg 2 ∈ H 2,ν (T), we consider the functions φ ± = f 1 ∓ if 2 and ϕ ± = g 1 ∓ ig 2 , seen as C-valued functions on C 2 in the variables (α, β), so that
12)
since the Lebesgue measure on T ≡ R 4 reads dλ(Z) = dx 1 dy 1 dx 2 dy 2 = 1 4 dλ(α)dλ(β). Therefore, (2.8) reduces further to (2.11) . This completes our check of (2.10). Finally, the result that H 2,ν (T) is an infinite bicomplex Hilbert space on T readily follows making use of Theorem 2.1 thanks to 2.10 (or also 2.9).
T-Bargmann space
Recall first that the classical Bargmann space consists of all holomorphic functions on the complex plane subject to norm boundedness with respect to the Gaussian measure with given normalisation constant c γ 1 ,
It is well-studied in the literature [5, 6, 29] and is a convenient setting for many problems in functional analysis, mathematical physics, and engineering. Basic references in these areas are e.g. [5, 13, 16, 34] and the references therein.
The bicomplex counterpart of the classical Bargmann space in (3.1) is defined to be the subspace of the infinite Hilbert space H 2,ν (T) consisting of bicomplex holomorphic functions on T,
The following result shows that F 2,ν (T) has a Hilbertian decomposition with respect to the (α, β)idempotent variables. Theorem 3.1. We have
Succinctly, every f ∈ F 2,ν (T) can be reexpressed as
The φ ± are C-valued functions belonging to the classical Bargmann space F 2, ν 2 (C). Moreover, we have
. On the other hand, Theorem 15.5 in [21, p.87] shows that the function φ + (resp. φ − ) is a C-valued holomorphic function on C 2 that depends only in α (resp. β). Next, by Fubini's theorem and the fact c
Thus, the condition φ +
,in virtue of (2.11) which reduces further to (3.3) . Similarly, we have φ − ∈ F 2, ν 2 (C).
Remark 3.2. This is a special way to create two models of Bargmann spaces to work with simultaneously. The first one is focused on e + and the other on e − . Proof. This is an immediate consequence of Theorem 3.1 and Theorem 2.1. A n Z n for some bicomplex sequence (A n ) n satisfying the growth condition ∞ n=0 2 n n! ν n |A n | 2 < +∞. A n Z n , where A n := a + n e + + a − n e − ∈ T. Next, starting from (3.3), one obtains the growth condition (3.5). Indeed, we have
This completes the proof.
Two integral representations of L 2 -bicomplex holomorphic functions
The first result in this section is a consequence of Theorem 3.1.
Theorem 4.1. The space F 2,ν (T) is a reproducing kernel infinite T-Hilbert space whose reproducing kernel is given by
Succinctly, for every f ∈ F 2,ν (T), we have
Proof. The fact that F 2,ν (T) is a reproducing kernel infinite T-Hilbert is an immediate consequence of Theorem 3.1 and the T-Riesz' representation theorem (2.7), since for every f ∈ F 2,ν (T), we have
This can be handled making use of the generalized T-Schwarz inequality (2.6) and the expression (3.5) giving the norm f F 2,ν (T) . The explicit expression (4.1) of the reproducing kernel K ν T (Z, W ) is obtained by only proving the reproducing property (4.2) thanks the uniqueness of the reproducing kernel. To this end, denote the right-hand side of (4.2) by P ν f (Z),
, and notice that the restriction of K ν T in (4.1) to C × C = (C + j{0}) × (C + j{0}) reduces further to the reproducing function K
for every φ ∈ F 2, ν 2 (C). Moreover, in virtue of Remark 3.3 as well as the facts
Therefore, the desired result (4.2) follows making use of the reproducing property (4.3) for φ ± belonging to the classical Bargmann space F 2, ν 2 (C). is a Schauder orthonormal basis of the infinite T-Hilbert space F 2,ν (T).
Proof. By means of Theorem 3.1 and Remark 3.3 combined with the fact e + + e − = 1, it is clear that the monomials Z n = α n e + + β n e − form an orthogonal basis of F 2,ν (T), for the monomials e n (α) = α n form an orthogonal basis of F 2, ν 2 (C). More precisely, we have
For the density of the monomials Z n in F 2,ν (T), let f ∈ F 2,ν (T) such that f, E n ν,T = 0 for every nonnegative integer n. By expanding f in power series as f
This implies that a n = 0 for all n and consequently f is identically zero on T.
We provide below another interesting integral representation of the elements of the bicomplex Bargmann space F 2,ν (T) by means of their restriction to C + j{0}. Let S ν be the integral transform It is well-defined on the classical Bargmann space F 2, ν 2 (C) of weight ν 2 , and connects it to the special subspace F 2,ν i (T) constisting of f ∈ F 2,ν (T) leaving C i := C + j{0} invariant, i.e., f (C + j{0}) ⊂ C + j{0}. The space F 2, ν 2 (C) is then a particular subspace of F 2, ν 2 T (C), the space of L 2 holomorphic functions on the complex plane C with values in T, then we have F 2, ν 2 (C) ⊂ F
2, ν
The function f | C+j{0} is clearly holomorphic on C but with coefficients in T. This proves that
A direct computation shows that the action of S ν on the monomials e n (ξ) = ξ n is given by
ξ n e ν 2 αξ e + + e ν 2 βξ e − e − ν 2 |ξ| 2 dλ(ξ) = Z n , since C ξ n e γαξ e −γ|ξ| 2 dλ(ξ) = π γ α n .
Remark 4.5. We have S ν (e n ) 2
Remark 4.6. The space F 2,ν i (T) can be identified to the special phase subspace of F 2,ν (C 2 ) defined by 
The bicomplex Segal-Bargmann transform
It is a known fact that the classical Bargmann space F 2,γ (C) is unitary isomorphic to the quantum mechanical configuration space L 2,σ (R), of all C-valued square integrable functions on the real line, by considering the rescaled Segal-Bargmann transform ( [5, 29, 13, 34] )
Mathematical theory of Segal-Bargmann transform has interesting applications in many fields of mathematics and physics and is an essential tool in signal processing.
We propose in the present section a bicomplex analogue of B σ,γ C in (5.1) and study some of its basic properties. In fact, by Theorem 3.1, we can split any f ∈ F 2,ν (T) as
for some φ ± ∈ F 2, ν 2 (C). Then, by means of (5.1), there exist some ϕ + , ϕ − ∈ L 2,σ (R) such that and can be seen as the natural extension of B σ, ν 2 (x; ξ) to the bicomplex setting in the second variable, Z = αe + + βe − . The corresponding integral transform acts on L 2,σ T (R) as defined by the left-hand side of (5.3), to wit (5.6) provided that the integral exists. is given by
It follows by means of (5.2) combined with the facts that B For every fixed Z, the restriction of the involved kernel function in the right-hand side of (5.6) to the diagonal of the bireal numbers reduces further to the kernel function in the bicomplex Segal-Bargmann transform B σ,ν T .
A class of bicomplex fractional Fourier transforms
The standard bicomplex Fourier transform is defined as
Using the idempotent decomposition, the transform F T can be seen as duplication over the two Fourier transforms with respect to complex frequencies α, β of given ψ on the real line (see for example [10, 4, 3] ). Now, for every fixed θ ∈ {θ ∈ S 1 e + + S 1 e − ; θ = ±1, ±ij}, we define the integral transform F σ θ to be where we have the limitation a > 0, b ∈ C n and A ∈ C n×n is a symmetric n-matrix whose real (A) is positive definite. In our case, the limitation condition | (a + b)| < γ is equivalent to ||1 + (α θ || < γ and |1 + (β θ | < γ and therefore to θ ∈ {θ ∈ S 1 e + + S 1 e − ; θ = ±1; ±ij} Under this assumption, we have
This completes our check for (6.4) 
Remark 6.2. For the particular case θ = i (or also j, i.e. such that θ 2 = −1), with σ = 1, the expression in (6.4) reduces further to the standard Fourier transform
for every ψ ∈ L 2 T (R; e −x 2 dx) and x ∈ R. Remark 6.3. Using the generating nature of G σ,ν involving the functions ψ n and φ n given by (5.9) and (4.4)combined with the orthonormality of ψ n in H 2,ν (T), we can rewrite the kernel F σ θ (x, y) as
θ n H σ n (x)H σ n (y) 2 n σ n n! .
The right-hand side is the bicomplex version of the Mehler's formula for the rescaled real Hermite polynomials ∞ m=0 θ n H σ n (x)H σ n (y) 2 n σ n n! = 1 √ 1 − θ 2 exp −σθ 2 (x 2 + y 2 ) + 2σθxy 1 − θ 2 (6.5) valid for every fixed θ ∈ T such that |θ| < 1. It can be obtained easily form the classical one [18, 22, 2] . However, our approach shows that the expected formula is also valid for θ ∈ {θ ∈ S 1 e + + S 1 e − ; θ = ±1; ±ij}.
The uniqueness theorem as well as the Plancherel theorem and the inversion formula for the bicomplex fractional Fourier transform F σ θ ψ immediately follow in virtue of Theorem 6.1. Thus, we assert Corollary 6.4. If for given ψ 1 , ψ 2 ∈ L 2,σ T (R) we have F σ θ ψ 1 = F σ θ ψ 2 , then ψ 1 = ψ 2 .
. Corollary 6.6. The inversion formula for F σ θ is the FrFT with the parameter θ * . More explicitly for every ψ ∈ L 2,σ T (R).
Remark 6.7. The inversion formula in (6.6) follows since
for every fixed bicomplex |θ| = 1 with θ = ±1, ±ij. It can also be seen as an immediate consequence of the semi-group property F σ θ • F σ = F σ θ which readily follows from Theorem 6.1 and the fact that Γ θ • Γ = Γ θ .
Concluding remarks
Remark 7.1. In our investigation, the condition |θ| = 1, with θ = ±1, ±ij, is needed to deal with the bicomplex analog of the classical fractional Fourier transform. However, the kernel function T σ θ (x, y) in (7.1), obtained by means of the bicomplex version of the Mehler's formula, can be used to define the integral transform for y ∈ R, θ ∈ T such that |θ| < 1 and ϕ ∈ L 2,σ T (R). In this case, the connection to the bicomplex Segal-Bargmann transform can be shown to be given by
for some positive real γ θ that depends only on θ.
Remark 7.2. The authors of [10] define the Fourier transform for bicomplex holomorphic functions as the Cauchy-Kowalewski extension of the classical one on the real line (similarly as it has been done in the setting of Clifford analysis in R m in [19] ), namely for given bicomplex holomorphic function F (Z), the bicomplex Fourier transform is given by
By proceeding in a similar way, we define the Cauchy-Kowalewski extension of the BFrFT for bicomplex holomorphic functions by considering
The kernel function of the integral transform F σ,θ T is closely connected to the bicomplex version of the bilateral Mehler's formula involving the product of the rescaled real Hermite polynomials H σ n (x) in (5.7) and the bicomplex holomorphic Hermite polynomials H σ n (Z) obtained from the first one by replacing y by the bicomplex Z, being indeed (7.1) ∞ n=0 θ n H σ n (Z)H σ n (y) 2 n σ n n!
Basic properties of this transform will be discussed in a forthcoming investigation.
Remark 7.3. By applying the approach we have adopted in introducing the bicomplex fractional Fourier transform F σ θ to the variant of the bicomplex Segal-Bargmann transform B σ,ν T in (5.12), we are able to define and study a bicomplex fractional Fourier transform on the bireal set D. We hope to return to this point in a near future.
