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Abstract
Abstract
Porous media and transport within them play technically important roles in many of 
our industries. However, classical mean field engineering descriptions used to model 
the complex interactions between the porous medium and the fluids and colloids 
within it are not completely satisfactory. The design capability of the engineering 
community would be greatly enhanced if these models could be more clearly linked to 
the mesoscopic details of the fluid/suspension/porous solid systems. This would allow  
cheaper, yet quicker, and more innovative design and optimization of systems 
involving fluid/suspension flow in porous media. Modern techniques for the explicit 
mesoscopic modelling of porous media, and fluid and colloid transport within them, 
have developed to a point where their combination in a single simulation tool can be 
contemplated. However, at present, no such tool exists. The aim of this study was to 
design and test a comprehensive simulation tool that could accurately model the 
transport phenomena of any given fluid and colloidal system within any given porous 
medium at a mesoscopic level. Lattice gas automata (LGA) modelling techniques for 
fluid and colloid transport, and the Joshi/Quiblier/Adler (JQA) statistical method for 
reconstructing porous media, were uniquely combined to achieve this. The results of 
simulations were compared to measurements obtained using an experimental 
apparatus. The objectives of the study were to: 1) determine a priori the permeability 
of porous media, and; 2) simulate deposition phenomena observed experimentally. 
The study showed that permeabilities predicted using the simulation tool were lower 
than those determined experimentally. Several causes for this were identified, all of 
which can be addressed in the short-term. Simulated changes in fluid velocity and 
particle concentration were found to alter the rate and pattern of deposition in a 
manner consistent with experimental results. Furthermore, the tool provided a rich 
description of fundamental physical phenomena at the pore scale level. These 
preliminary findings indicate that the combination of these models provide the basis 
for further development leading to a mesoscopic modelling tool capable of predicting 
fluid and colloid transport in porous media.
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Chapter
One
Part I: Introduction & Literature Reviews
1. Introduction
The following thesis is a study of the transport of fluids and colloids in porous media. 
Porous media feature in our everyday lives, for example: in our own bodies (skin, 
bone, muscle, organs, and even hair); the materials that we wear (e.g. leather, wool 
and synthetic fibres); building materials (e.g. brick, concrete, sandstone and wood), 
and; in the ground (e.g. soil, rock formations). These porous media enable important 
transport functions to be performed, such as, absorption of oxygen, removal of 
metabolic waste, thermal insulation of our bodies/buildings, and movement of 
groundwater.
Porous media and transport within them also play technically important roles in many 
of our industries; extensive examples are presented by Dullien (1992) and Sahimi 
(1995). In many applications, the natural presence of small particles, or ‘fines’, in the 
porous medium is problematic. For example, in the petroleum industry, fines present 
in oil-bearing rock formations [see Sahimi et a l  (1990), Sahimi (1993)] block pore 
constrictions and decrease permeability, thus reducing the hydrocarbon yield 
[Jamialahmadi et al. (1994)]. Fines present in naturally-occurring rock formations 
[Schafer et a l  (1998)] make it difficult for hydrologists to predict the flow of 
contaminated groundwater, thereby, increasing the likelihood of environmental 
incidents or pollutants entering the human or animal food chain [Chaplain and Mills 
(1992), Alon and Adin (1994)]. Similarly, fines present in materials used in the 
construction industry (e.g. bricks, concrete) make it difficult for civil engineers to 
evaluate the potential for water invasion and retention. This is necessary to ensure 
structural integrity against possibilities such as weakened material strength, rusting of 
metal supports, frost expansion and cracking [Kaufmann etal. (1997)].
The chemical industry, on the other hand, recognized long ago that ‘clean’ porous 
media could be used to remove unwanted colloids from fluid streams; see, for 
example, Iwasaki (1937). Chemical and process engineers use porous beds for
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numerous filtration operations such as water purification treatments and process gas 
scrubbing [Brown (1950), Perry and Green (1984)]. Similarly, the recent scale-up of 
porous membrane separation technology to industrial-size operations has generated a 
growing number of micro- O.l-lOpm) and ultra-filtration (= 0.1pm-5nm) 
operations [Bowen (1993)] across a diversity of industries [Caetano (1995)], for 
example: in the chemical, petroleum, and paint industries to remove pollutants from 
industrial effluents [Bodzek and Konieczny (1998), Yang et al. (1998)], and; in the 
medical and pharmaceutical industries to separate metabolic waste from the blood 
stream (kidney dialysis) [see Broek et al. (1992)], and to remove bacteria/viruses from 
infected water [see Madeaeni e ta l  (1995)].
Since the end of 19th Century, engineers and scientists working within our industries, 
the likes of Darcy (1856) and Slichter (1899), have endeavoured to understand the 
complex interactions between the porous medium and the fluids and colloids within it. 
This is reflected by the enormous amount of literature on the subject; see, for 
example, substantial reviews by Sahimi (1995) and Dullien (1993). The engineering 
community has been concerned with developing its design capability. As a result, it 
has concentrated its efforts towards describing the behaviour of fluids and suspensions 
within porous media in a mean-field manner. Well known examples of mean-field 
engineering models include Darcy’s law and the Brinkman- Forchheimer equation. 
Engineering models for fluid/suspension flow and deposition in porous media use 
effective transport, equilibrium and kinetic properties which are invariably determined 
from experiment (e.g. a core plug or a modest volume of a packed bed) and correlated 
with relatively simple physio-chemical details of the solid, fluid and suspension. The 
use of experiment alone to validate and parameterize engineering models is not 
completely satisfactory. This is clearly demonstrated, for example, in the recent 
debate over the correct form of the Brinkman-Forchheimer equation [Nield (1991, 
1996), Vafai and Kim (1994, 1996)]. The inadequacy of the experiment-only based 
approach is also illustrated by the plethora of widely divergent correlations that exist 
for the permeability of a packed bed of spherical particles [see Table 3.1 of Dullien
(1992)].
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The design capability of the engineering community would be greatly enhanced if the 
constitutive models could be more clearly linked to the mesoscopic details of the 
fluid/suspension/porous solid systems (e.g. particle size distribution, pore structure 
details); see Fig. 1.1. So-called discrete models can supply this link. Discrete models 
involve the modelling of the system at mesoscopic levels where, in the case of 
fluid/suspension flow and deposition in porous media, the pore space, solid particles 
and fluid flow within the pore space are all explicitly modelled. Such discrete models 
yield a rich description of the hydrodynamic and colloid behaviour at a mesoscopic 
level [H ue/ al. (1992), Boyd et al. (1996)].
----------------Phenomenological model •<--------------
A
[ Experiment--------
Explicit -------
I simulation
I 
I
Mesoscale
Fig. 1.1 - Standard projection route from mesoscale modelling to phenomenological models.
If the connection between the mesoscopic details and the engineering model 
parameters can be clearly established, then design and optimization of systems 
involving fluid/suspension flow in porous solids will be cheaper, yet quicker, and 
more innovative due to the following:
♦ extensive experimentation will be replaced by a small amount of targeted 
experimentation for the purposes of model validation;
♦ constitutive models and their parameters will be more easily determined and will 
be more accurate;
♦ there will be clear links between details which the designer has control over (e.g. 
particle size, particle-surface interaction) and the performance of the system at the 
process level;
♦ a greater understanding of the phenomena at a fundamental level is possible.
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One technique which has been used in discrete modelling is lattice gas automata 
(LGA) [Wolfram (1986), Frisch et al. (1986,1987), Chen et al. (1995), Biggs and 
Humby (1998)]. These models are a class of cellular automata [see von Neumann 
(1966)] used for the simulation of fluid dynamics. LGA models place mesoscopic 
particles on regular lattices and resolve the motion of the particles according to mass 
and momentum conserving collisions. The collective motion of the particles yields 
Navier-Stokes solutions for low Reynolds number flows. LGA models have been 
widely applied to the study of flow through porous media. This is primarily because 
they can easily process the boundary conditions of complex geometries and, unlike 
many other methods used in the study of flow through porous media, the full Navier- 
Stokes equations are solved rather than some potentially restrictive subset such as 
Stokes law [see Adler et al. (1990)] or Hagen-Poiseuille flow within a network of ID  
pores [see Bryant et a l  (1993)].
Of course, the first step in the realistic mesoscale modelling of fluid and colloid 
transport in porous media is a realistic model of the porous medium itself. This task 
has been simplified by modern imaging techniques, such as: computer-aided- 
tomography (CAT) [Oostrom et al. (1998)] and nuclear magnetic resonance (NMR) 
imaging [Miller (1998)]. These techniques enable the entire 3-D pore/solid matrix of 
porous media to be mapped at resolutions of up to just a few micrometers [Yao et al. 
(1997), Sederman etal. (1998)]. However, they are presently limited to the imaging of 
very small volumes. To employ them at the much larger length scales of interest to 
engineers, i.e. macroscopic length scales, would require the highly-detailed 
descriptions of porous media provided by them to be characterized in some way and 
projected to the larger scale. In order to achieve this, Thovert et a l  (1993) stated that 
it is obvious that porous media must be characterized in statistical terms.
One such statistical method identified in the literature is the JQA reconstruction 
technique, after Joshi (1974), Quiblier (1984a-b) and Adler et al. (1990,1992). This 
technique extracts global spatial statistics from serial sections of porous media and 
imposes them upon randomly-generated sequences to create statistically-equivalent,
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discretized reconstructions of the serial sections. The technique characterizes porous 
media using a probability distribution function (PDF), which describes the spatial 
distribution of the pore/solid matrix, and an autocorrelation function (ACF), which 
describes the relationship between neighbouring values of the PDF. This technique 
has been successfully applied by several workers [for example, Yao et al. (1993), 
Losic et al. (1997), Adrover and Giona (1996,1997a-b)] to model porous media in 
studies of permeability, diffusion and conductance.
Modern techniques for the explicit modelling of fluid and colloid transport in porous 
media have developed to a point where their combination in a single mesoscopic 
modelling tool can be contemplated. However, no such tool at present exists. In the 
light of this, the aim of this study is to design and test a comprehensive simulation 
tool that will accurately model the transport phenomena of any given fluid and 
colloidal system within any given porous medium at a mesoscopic level. This tool 
will take, as its input, a set of relatively simple and easy to obtain discriminating 
physical properties describing the components comprising the system. It will generate, 
as its output, a rich description of the transport phenomena at a mesoscopic level - of 
interest to the scientific community - as well as providing a tool for the determination 
of global properties such as permeabilities and rates of deposition - of interest to 
engineers. This will be achieved by bringing together promising technologies from the 
fields of fluid and colloid transport (LGA), and the modelling of porous media (JQA).
The simulation tool will be developed in three stages, however, there is natural 
overlap between all of them. The first stage requires each constitutive method to be 
implemented at mesoscopic/macroscopic length scales and its individual and 
combined limitations recognised. The second stage is to remove these limitations. 
Finally, the third stage is to adapt the application of these methods to a megascopic 
length scale. The work presented in this thesis represents the first stage and elements 
of the second stage in the development of this tool. The objectives of this work are: 1) 
to determine a priori the permeability of porous media, and; 2) to simulate deposition 
phenomena observed experimentally. This will provide the basis for further
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development leading to a mesoscopic modelling tool capable of predicting fluid and 
colloid transport in porous media for the engineering community.
This work is presented in four parts. Part I comprises Chapters 1 and 2. Chapter 2 
reviews models of porous media, and models of fluid and colloid transport within 
them. It includes a brief history of the development of models of porous media, before 
focusing on statistical models and the JQA technique. This is followed by a discussion 
of models of flow and colloids in porous media, before focusing specifically on LGA 
simulation techniques. Part II presents the methods used in the present study. It 
comprises Chapters 3, 4, and 5. These chapters are dedicated to the main components 
of this study, namely, LGA simulation techniques, JQA reconstruction technique, and 
an experimental apparatus. A detailed description of each of these and its 
implementation is given - some historical development is included here to facilitate 
the reader’s understanding. Part III presents and discusses the results generated by this 
study. This is divided into four chapters. Chapters 6 and 7 report the findings of 
preliminary studies designed to independently validate the LGA simulation models 
and the JQA reconstruction technique, respectively, as used in this study. Chapters 8 
and 9 report the combination of these methods to simulate flow in porous media, and 
deposition of colloids in porous media, respectively. In these chapters, the results of 
the simulations are compared to measurements obtained using the experimental 
apparatus. Finally, Chapter 10 concludes the findings of this study and discusses 
short- and long-term opportunities for the future.
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2. M odels o f fluid and colloid transport in porous 
m edia - a brief review
The following chapter presents a brief overview of the historical development of 
models of fluid and colloid transport in porous media. Literature on these topics is 
vast [see, for example, reviews by Sahimi (1995) and Dullien (1992)], therefore, the 
chapter aims to provide the reader with a summary of only the most popular models 
reported and key reference material. In addition to this, the chapter introduces the 
modelling techniques used within this study to model fluid and colloid transport in 
porous media.
The first step in successfully modelling transport phenomena in porous media is the 
realistic modelling of the porous medium. Therefore, the chapter begins with a review  
of models of porous media, and introduces the JQA reconstruction technique used to 
model porous media within the present study. This is followed by a brief review of 
continuum (engineering) and discrete approaches to modelling fluid transport in 
porous media. This section then introduces lattice gas automata (LGA), the 
mesoscopic fluid transport modelling technique used by this study. The final section 
of this chapter reviews popular phenomenological (engineering) and dynamic 
simulation (discrete) models of colloid transport and deposition in porous media. This 
section is concluded by a discussion of the application of LGA techniques to the 
modelling of colloid transport.
2.1 M odels o f porous m edia
The development of many models of porous media is driven by the desire to study a 
particular phenomenom, and depends upon the nature of the porous medium and the
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length scale of interest. The present study is interested in models of macroscopically 
homogeneous porous media, i.e. on a scale large enough, the effective transport 
properties of the system are independent of its size. Therefore, the following section is 
a critical review of some popular models of macroscopically homogeneous porous 
m edia1 , namely: capillary, spatially-periodic, network and statistical models. 
Following this, the historical development and key concepts of the JQA 
reconstruction technique are introduced.
2.1.1 Capillary models
Capillary models were the first models to explicitly capture geometric features of the 
pore space. They consist of arrangements of capillary tubes, placed either in regular 
arrays or randomly-oriented; see, for example, Spielman and Goren (1970) and Yao et 
al. (1971). The capillaries may be cylindrical or they may contain constrictions 
[Payatakes et al. (1973a, 1973b, 1980)]. Many workers have assigned the pore size 
distributions of real samples to the capillaries; see, for example Indakm and Sahimi 
(1991). Capillary models are popular because fluid transport within them is easily 
modelled using classic continuum equations such as the Hagen-Poiseuille equation 
[Bryant et al. (1993)]. However, they suffer obvious difficulties in addressing 
connectivity of the pore space. As a result of this, they tend to lack tortuosity and 
many predictions made using these models are highly inaccurate; see, for example, 
Payatakes (1972,1981).
2.1.2 Spatially-periodic models
Spatially periodic models consist of a periodic structure which is repeatedly 
transposed onto a lattice. The lattice represents the macroscopic dimensions of the 
porous medium. Periodic structures that have been used include: spheres [Zick and 
Homsy (1982), Yanuka et al. (1986)]; cylinders [Sagani and Acrivos (1982)];
+ For a discussion of models of megascopic and heterogeneous porous media, the interested reader is 
referred to Sahami e t a l .  (1990) and Sahami (1993).
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ellipsoids [Larson and Higdon (1987)], and; other, more sophisticated structures such 
as Menger sponges and grooved channels [Salles et a l  (1993), Bekri et a l  (1995)]. 
Transport phenomena are modelled in the periodic structures and then extended to the 
macroscopic length scale by integration; see extensive reviews by Brenner (1980), 
Nitsche and Brenner (1989) and Sahimi (1993). Spatially periodic models suffer two 
main short-comings. Firstly, they model flow around objects rather than through 
pores. Therefore, their use in studying flow in many naturally occurring porous media 
is limited. Secondly, they generally only achieve relatively low solids fractions and 
hence, have difficulty in representing consolidated media. Workers, notably Bhatia 
and Perlmutter (1980, 1981a-b), Jernot and co-workers [Jernot and Bhanu Prasad
(1990), Bhanu Prasad and Jernot (1991) and Jernot et a l  (1992)], Larson and Higdon
(1989), and Torquato (1991), however, have overcome this by allowing structures to 
dilate/expand, enabling media of any given solids fraction to be generated.
2.1.3 Network models
Network models are networks of conducting bonds. The bonds represent either pore 
bodies or pore constrictions, connecting pore bodies of negligible volume. The latter 
are usually assigned a size distribution measured from a real sample; see, for example, 
Burganos and Sotirchos (1987), Indakm and Sahami (1990,1991). Several different 
kinds of network have been implemented, including: cubic and other regular 
polyhedra networks [Burganos and Sotirchos (1987), Ameri et a l  (1993)]; irregular, 
random networks such as Voronoi tesselations of the pore space [Winterfield et a l
(1981), Mohanty et a l  (1982), and Jerauld et a l  (1984)], and; random percolation 
lattices [Sahimi (1991), Giona and Adrover (1993)]. A number of tree-like network 
models has also been proposed. The most popular of these, the Bethe tree lattice or 
Cayley tree, is a regular branching network lacking closed loops and completely 
characterized by a coordination number; see, for example, Larson et a l  (1981a, 
1981b), Reyes and Jensen (1985,1986a,1986b,1987), and Yortsos and Sharma (1986). 
One other important type of network model exists that is the direct reduction of a real
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porous sample to a network of conducting bonds - techniques for doing this are 
discussed in the next section.
Transport in network models is usually solved analytically, for example, using 
effective medium approximation (EMA) [see §2.2.1, Kirkpatrick (1971,1973), Koplik 
(1982,1984), Sharma and Yortsos (1987a~c)] or by applying percolation theory* to the 
specific case of flow through porous media [Winterfield et a l  (1981), Larson et a l  
(1981a-b), Mohanty et a l  (1982), and Reyes and Jensen (1985,1986a,1986b,1987)]. 
Some workers, however, notably Paraskeva et a l  (1990), Indakm and Sahimi 
(1987,1990,1991), Burganos et a l  (1992), have solved transport in network models 
numerically by resolving the motion of individual fluid particles. Network models are 
very good tools for predicting the percolation properties of macroscopic systems. 
However, they offer little physical information regarding interactions at a microscopic 
level. Extensive reviews of network models of porous media may be found in Dullien
(1991) and Dullien (1992).
2.1.4 Characterization of real porous media
Clearly, with the exception of network models obtained by the direct reduction of 
porous media, all of the models discussed so far are but arbitrary representations of 
real porous media. These models were developed largely for their potential to mimic 
some behaviour of a real system and have nothing more in common with real systems 
other than, at most, the size distribution of some property. In order to characterize and 
represent real systems, a detailed knowledge of the pore/solid matrix must first be 
obtained.
The pore/solid matrix was traditionally characterized by a pore size distribution, 
derived using methods such as mercury porosimetry [Dullien and Dhawan (1974, 
1975), Thompson et a l  (1987)] or measured manually from serial section data [Lin
* Percolation theory, after Broadbent and Hammersley (1957); see reviews by Kirkpatrick (1979), 
Aharony and Stauffer (1992).
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and Cohen (1982), Yanuka etal. (1986), Yao etal. (1993)]. As discussed in §2.1, pore 
size distributions were widely used in the various capillary and network models of 
porous media. The pore size distribution, however, is a very crude and simplistic 
characterization of the rich topological and geometric features of porous media. 
Furthermore, the definition of a single pore is not consistent throughout literature and 
remains highly disputed [Zhao etal. (1994), Hazlett (1995)].
More recently, skeletization techniques, notably those developed by Lin and Cohen 
(1982), Koplik et al. (1984), MacDonald et al. (1986a, 1986b) and Thovert et al.
(1993), reduced serial sections of sandstones to 3-D capillary networks. These 
networks were the first attempts at fully-determining the pore/solid matrix of porous 
media. Fluid transport in them is conveniently resolved using the same techniques as 
for other network models, e.g. EMA and percolation theory. Yanuka et al. (1984) 
considerably improved the viability of skeletization techniques by developing an 
automated method for processing image data. Since the development of skeletization 
techniques, several workers, most notably, MacDonald, Kwiecien and co-workers 
[Kwiecien et al. (1990), Zhao et al. (1994) and MacDonald et al. (1995)], have 
‘superimposed’ detailed descriptions of geometrical features, such as pore and pore 
neck sizes, their order of occurrence and interconnectivity, onto the conducting 
pathways of network models.
Serial section data remains a primary source for obtaining a detailed description of the 
structure of porous media. However, the traditional technique of pore casting and 
serial sectioning by abrasion [Dullien and Dhawan (1974, 1975)] is time and labour 
intensive, and is obsolete in view of modem imaging technologies. Recent 
developments in non-invasive imaging techniques, such as: computer-aided- 
tomography (CAT) [Arteaga and Tiiziin (1990,1992), Spanne et al. (1994), Oostrom 
et al. (1998)], and; nuclear magnetic resonance (NMR) imaging [Gladden (1995), 
Gladden and Alexander (1996), Miller (1998)] provide a modern, automated version 
of serial sectioning. More impressively, these techniques can now map the entire 3-D 
pore/solid matrix of a sample medium to resolutions up to a few micrometers; see, for
2-5
Parti: Introduction & Literature Reviews
example, Lindquist et a l  (1996), B a ld w in s  a l  (1996), Yao e ta l  (1997)), Sederman 
et al. (1998). These techniques, however, are presently limited to the imaging of small 
volumes. To employ them in the study of transport properties at macroscopic length 
scales, the highly-detailed descriptions of porous media provided by these techniques 
must be characterized in some way and projected to the larger length scales. Thovert 
et al. (1993) stated that it becomes obvious that porous media must be characterized in 
statistical terms.
2.1.5 Statistical descriptions of porous media
Most statistical models typically characterize porous media by a probability density 
function that describes the spatial distribution of voids in the porous medium, given 
by
S, = f{x )  = 0 or 1 where / ( x )  = porosity, e
and a two-point correlation function to correlate the spatial dependency of the 
probability density function, given by
S2(r1>r2) =  / ( X + ri ) / ( x  + >-2)
where overbars denote statistical averages; see, for example, Berryman (1985), 
Berryman and Blair (1986, 1987), Henriette et al. (1989), King (1996). Other 
properties, however, have been given similar treatment, for example: Gavalas (1980) 
derived the PDF of intersecting capillaries, and; Hilfer and co-workers [Hilfer (1991, 
1992), Boger et a l  (1992)] correlated the porosity distribution of porous media 
divided into unit ‘cells’. Crossley et a l  (1991) and Blumenfeld and Torquato (1993) 
generated physically relevant porous media by convolving sets of uniformly- 
distributed random numbers with Gaussian and Laplacian-Gaussian kernels. Roberts 
and co-workers [Roberts and Teubner (1995), Roberts and Knackstedt (1995, 1996a, 
1996b), Knackstedt and Roberts (1996), Roberts (1997)], however, argued that porous
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media can not adequately be described by first- (volume fraction) and second-order 
(two-point correlation function) functions. In the light of this, they modelled porous 
media by one- and two-level cuts of Gaussian random fields for which higher order 
functions are known. In the following section, another statistical model, the JQA 
technique, after Joshi (1974), Quiblier (1984a-b), and Adler et al. (1990,1992). is 
discussed. This technique was used in the present study to model porous media.
2.1.6 JQA method of modelling porous media
Joshi (1974) developed a reconstruction technique to extract global spatial statistics 
from serial sections of sandstones and imposed them upon randomly-generated 
sequences to create statistically-equivalent, discretized reconstructions of the serial 
sections. He chose to extract the variogram in its form as the autocorrelation function 
which, for binary data, also carries the probability density function of the pore space. 
Quiblier (1984a, 1984b) extended Joshi’s technique to 3-D and, later, Adler et al.
(1990) modified Quiblier’s simulations to generate 3-D unit cells with periodic 
boundaries. Adler et al. (1990) [re-reported in subsequent publications by Adler
(1992), Salles et a l  (1993)] first attempted to validate the technique by comparing 
numerical permeabilities, resolved by a finite-differences technique, of 
reconstructions of Fountainbleau sandstone to experimental data published by Jacquin 
(1964). Fountainbleau sandstones exhibit large variations in porosity, therefore, Adler 
et a l  derived reconstructions from 5 different 2-D sections of Fountainbleau 
sandstones displaying porosities ranging from 0.11 < e < 0.31. As a function of 
porosity, their results displayed a similar trend to Jacquin’s, but were very ‘noisy’ and 
systematically low, by as much as a factor of 5. The technique, however, was later 
mathematically verified by Yao et a l  (1993), who found excellent agreement to the 
3rd and 4th order moments between reconstructed media and real samples.
Adler and co-workers went on to use JQA reconstructed media extensively to study: 
formation factors [see Adler et a l  (1992), Yao et a l  (1997)3, deposition [see Salles et 
a l  (1993)], dissolution [see Bekri et a l  (1995)], mechanical properties [see Poutet et
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al. (1996)] and permeability [Tessier et al. (1997), Yao etal. (1997)]. They were also 
used by Thovert et al. (1993) in the development of their skeletization software. 
Giona and Adrover (1996) presented a close-form solution to the JQA technique [see 
§4.1.2] , which was applied by Adrover, Giona and co-workers to principally generate 
correlation in a variety of 2-D systems: Adrover et al. (1996) used a continuous 
function form to model correlated hetergeneous surfaces; Adrover and Giona (1996, 
1997a) generated correlated percolation lattices for the study of permeability and non- 
catalytic reaction, and; Adrover and Giona (1997b) made a minor modification to 
apply the technique to non-homogeneous systems. Losic et al. (1997) extended the 
JQA reconstruction technique to porous media with multiple solid phases, defining a 
single autocorrelation to describe all phases in the media.
Despite the reported success of the JQA technique, several workers have shown that 
the transport properties of reconstructed media are consistently low. Hazlett (1997) 
argued that imposing the variogram or autocorrelation as a global statistic fails to 
capture local variability in structure and thus smooths out non-uniformities. He 
developed a technique to reconstruct porous media using variograms as a locally- 
imposed statistic as opposed to a global statistic, and showed his reconstructions to 
have greater interconnectivity, reflected in higher permeabilities of much closer 
agreement to experimental values.
2.2 M odels o f fluid transport in porous m edia
Many different models of fluid transport in porous media have been reported in the 
literature; see extensive reviews by Sahimi (1995) and Dullien (1992). These models 
may be broadly grouped into continuum (engineering) and discrete approaches. In the
' Adler et al (1990) and Adler et al (1992) compared the transport properties of JQA reconstructions 
to experimental data; Martys et al (1994) re-scaled the permeabilities determined by Adler et al and 
compared them to permeabilities of other model porous systems; Deutsch and Journel (1992) carried 
out equivalent studies in simulated annealing using variograms as the matching spatial statistic.
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following sections, each of these approaches is briefly described and their advantages 
and limitations highlighted. In addition to this, a review of the mesoscopic fluid 
transport modelling technique chosen for this study, namely, lattice gas automata 
(LGA), is presented, with particular attention paid to the application of LGA to flow  
in porous media.
2.2.1 Continuum  m odels
The continuum approaches are based upon solutions to differential equations that 
describe the physical laws of mass and energy transfer, momentum and associated 
boundary conditions at a microscopic level; for example, the continuity equation,
Navier-Stokes equation and Stokes’ equation. The differential equations are solved at
1*suitable length scales and averaged across the entire system to yield effective 
transport properties of the porous medium.
Exact solutions to the differential equations have been achieved only for simplistic 
representations of porous media, such as arrays of spheres [Sangani and Acrivos
(1982), Larson and Higdon (1989), Schwartz et al. (1993)] and capillary networks 
[Adler and Brenner (1984a-c)]. Exact solutions for transport in naturally-occurring 
porous media have not, as yet, been obtained due to the complexity of their structures 
[Sahami (1995)]. A number of approximate solutions to the differential equations 
exist. These include the effective-medium approximation (EMA) [Kirkpatrick (1973), 
Koplik (1981), Xia and Thorpe (1988), Doyen (1988)], position-space re­
normalization group (PSRG) methods [King (1989)], and perturbation methods [King 
(1987)]. These, and other, less well known methods such renormalized effective- 
medium approximation (REMA) [Sahimi (1988)] and critical path analysis have been 
reviewed by Sahimi (1990,1995). In addition to exact and approximate solutions to 
the differential equations, there are a number of empirical solutions. With respect to 
flow in porous media, perhaps the most popular of these are: Darcy’s law, discovered
' The length scale must be small enough for modelling purposes but large enough for the transport 
equations to hold over the entirety of the system.
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empirically by Darcy in 1856, but since derived as an exact solution by many workers, 
notably Whitaker (1986); the Kozeny-Carman equation [(Kozeny (1927), Carman 
(1937)], and; Ergun’s equation [Ergun (1952)].
Continuum models are convenient to use and provide a relatively simple and 
sufficiently accurate tool for predicting the transport properties of many porous media. 
However, to-date, accurate solutions to the differential equations only exist for very 
simplistic systems. This limits the ability of continuum models to accurately study the 
transport properties of complex porous media. Furthermore, by their very definition, 
continuum models are ill-suited for predicting transport in porous media containing 
large scale heterogenieties or long range spatial correlations. As a result, this restricts 
their application to the study of transport in homogeneous media only. Moreover, the 
continuum approach does not permit the study of transport within porous media from 
a fundamental perspective.
2.2.2 Discrete models
Discrete models do not have these limitations. They replace the continuum fluid by 
discrete fluid elements, the most basic of which being molecules. The same 
differential equations used to describe transport of the continuum fluids are applied to 
each fluid element in order to resolve its effective transport properties at a 
microscopic level. In recent years, this treatment has been extended to macroscopic, 
and even megascopic length scales [Sahimi (1995)]. Popular discrete models include 
the method of random walks (RW) [Sahimi (1990,1993)], Monte-Carlo (MC) [Bird
(1994)] and molecular dynamic (MD) simulations [Hu et a l  (1992), Allen and 
Tildesley (1989), Rapaport (1995), Boyd et a l  (1996)]. In contrast to the continuum 
models, discrete models enable fundamental study of physical and chemical 
interactions at a microscopic level. Furthermore, they are more appropriate where pore 
space connectivity is important, or if long range correlations exist. However, discrete 
models are computationally very demanding. This restricts their application to the
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study of very small volumes - of the order of a few centimetres cubed - where a 
realistic discrete treatment is desired.
This restriction can, to some degree, be improved by simplifying interparticle 
interactions or particle dynamics and/or “clumping” fluid particles together to form 
mesoscopic* particles [Biggs and Humby (1998)]. One less well known discrete 
method that adopts the latter approach is the lattice gas automata (LGA) models. 
These models are a class of cellular automata [see von Neumann (1966)] used for the 
simulation of fluid dynamics. LGA models were used in the present study to model 
fluid and colloid transport in porous media. A brief history and description of these 
models is presented below.
2.2.3 Lattice Gas Automata (LGA)
Lattice gas automata consist of a regular lattice on which each site may take a finite 
number of states. The lattice evolves in discrete time steps, according to a set of rules 
governing the interaction of sites with one another. The first of these models was 
introduced by Broadwell (1964) who ‘placed’ mesoscopic particles, taking discrete 
velocities only, on a lattice and updated the lattice probablistically according to the 
Boltzmann equation. In the 1970s, Hardy, de Pazzis and Pomeau (1973,1976) 
developed a simplified, fully-deterministic LGA model (the HPP model) by 
discretizing space and time in addition to velocity. In the early 1980s, the emergence 
of parallel computer processing saw renewed interest in the HPP model because 
standard CFD codes of the time were generally ill-suited to parallelization whereas the 
discrete nature of the HPP model was ideally suited to the new massively-parallel 
machines. However, for several reasons (see §3.1.2), the HPP model is not capable of 
solving the Navier-Stokes equations. Frisch, Hasslacher and Pomeau (1986) 
developed the first LGA model (the FHP model) to converge with the isothermal 2-D 
Navier-Stokes solutions in the low Mach-number limit. Their work was soon followed
' Mesoscopic covers length scales between that associated with the individual molecules (i.e. 
microscopic) and the macroscopic length scale at which matter is considered as a continuum.
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by a 3-D LGA model [see d ’Humieres et a l  (1986)] and several studies confirming 
LGA’s ability to reproduce the correct hydrodynamic behaviour both qualitatively and 
quantitatively; see d’Humieres and Lallemand (1986a,1987), Shimomura et a l  
(1987).
LGA has now been applied to a wide range of problems including: single and 
multiphase flow [see Rothman and Zaleski (1994)] within complex geometries such 
as porous media [see van Genabeek and Rothman (1996)]; chemically reacting flows 
[see Boon et a l  (1996), Chen et a l  (1995)], and; heat transfer [see Chen et a l  (1989), 
Grosfils et a l  (1992)]. Despite this, LGA’s application has largely been in a 
scientific/academic context rather than an engineering one. In the past this may have 
been quite reasonably linked to its relative novelty and its various limitations. 
However, a number of recent significant theoretical advances has developed LGA to a 
point where regular application in the engineering context can be contemplated.
2.2.4 The Application of LGA techniques to flow through porous media
The application of LGA methods to the study of flow within porous media is 
summarised below. The related lattice-Boltzmann, lattice-BGK and dissipative 
particle dynamic methods are not discussed here; the reader is referred to review  
articles by van Genabeek and Rothman (1996), Chen et a l  (1995) and Succi et a l 
(1995).
Flow through porous media is one of the most popular classes of problem to which 
LGA has been applied. This is primarily because LGA can easily process the 
boundary conditions of complex geometries and the low hydrodynamic limit of LGA 
is suited to the low Reynolds numbers normally associated with flow through porous 
media. Furthermore, unlike many other methods used in the study of flow through 
porous media, the full Navier-Stokes equations are solved rather than some potentially 
restrictive subset such as Stokes law [see Adler et a l  (1990)] or Hagen-Poiseuille 
flow within a network of ID  pores [see Bryant et a l  (1993)]. To-date, the vast
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majority of studies have concentrated on the development of LGA as a tool for 
permeability prediction. These studies were motivated by the fact that experimental 
determination of permeability can be extremely time consuming and limited to 
relatively small samples compared to the real-world applications; see, for example, 
Gruesbeck and Collins (1982), van Genabeek and Rothman (1996).
Balasubramanian et a l  (1987) were the first to examine the potential application of 
LGA to model flow through porous media, obtaining Darcy’s law from flow in a 2-D  
channel in the presence of randomly-distributed point scatterers. However, the use of 
point scatterers limited their study to very high porosities (~ 0.99). Rothman (1988) 
was the first to study flow in what could be truly termed 2-D porous media, 
comprising distributions of rectangular blocks of solid. He confirmed Darcy’s law at a 
more realistic, although high, voidage (= 0.62) and a visualisation of his simulations 
showed excellent qualititative flow characteristics. Following Rothman’s findings, 
several workers focussed their attention on demonstrating LGA’s suitability for 
determining the permeability of 2-D porous media for single phase flow, using a 
variety of representations of porous media: arrays of cylinders [Brosa and Stauffer 
(1991), Sahimi and Stauffer (1991)], constricted channels [Kohring (1991a-c)], arrays 
of rhomboids [Kohring (1992)], and arrays of cruciforms [McCarthy (1994a-b)]. Gao 
and Sharma (1994) manipulated the location and density of point scatterers [similar to 
the technique used by Balasubramanian et a l  (1987)] to simulate flow through 2-D  
heterogenous porous media. Knackstedt et a l  (1993) used LGA to confirm the 
existence of a universal scaling law for the dynamic permeability in 2-D porous 
media.
The first 3-D studies of flow through porous media were carried out by Chen et a l
(1991). They applied the basic FCHC model to simulate flow through randomly- 
generated porous media having a fractal distribution of small to intermediate scale 
features (less than = 1 0 0  pm) and a log-normal distribution of larger features. They 
reported only qualitative findings that both the pressure and velocity distributions 
within the media were typical of real systems. Later, Knackstedt and Zhang (1994)
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studied the effect of the pore structure on the flow properties of 3-D porous media 
using LGA. In particular, the greater level of insight provided by the LGA technique 
enabled them to study the effects of tortuosity more accurately, leading them to 
conclude that existing empirical models, such as popular hydraulic radius theories, 
greatly underestimate the effect of structure on the flow properties of porous media. 
Chen et al. (1991) are the only workers to-date who have combined LGA simulations 
with an accurate representation of a porous medium, and compare permeabilities 
arrived at by simulation with experimental results to provide a realistic measure of the 
LGA technique’s performance. They simulated flow through 2-D porous media 
generated from digitized photographs of 2-D sections of sandstones: their LGA results 
were within 5% of the experimental data which had associated with it a 10% 
uncertainty.
To a lesser extent, LGA has been used to determine dispersion coefficients within 
porous media by simply labelling and tracking particles as they move through a 
system [see Jeulin (1992)]. Dispersion within rough fractures has also been studied by 
Gutfraind et al. (1995). The fractures are modelled by self-affine surfaces which 
present extremely rough and complex boundaries to the fluid flow, ideally suited to 
analysis using LGA. Others workers [Brown et a l  (1995), Gutfraind and Hansen
(1995), Zhang e ta l  (1996)] have studied the permeability of such fractures and found 
significant deviations from flows typical of ‘smooth fractures’. Flow within evolving 
porous media has also been considered by Wells et al. (1991) who studied flow within 
a porous solid coupled with diffusion and solid dissolution.
LGA has proved very successful in simulating flow through porous media, however, 
this application faces one major obstacle. The system size that may be simulated is 
greatly restricted due to the lattice resolution required within pore channels to recover 
LGA hydrodynamics: below a certain channel width, LGA fluid exhibits non-physical 
‘slippage’ or ‘Knudsen flow ’ (a detailed treatment of this is provided in §3.2.4). To 
avoid this phenomenom, a minimum channel resolution must be applied in all 
dimensions - in the case of 3-D simulations, this results in an increase in storage and
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rdcomputational demands to the 3 order. Nevertheless, as modern computing systems 
continue grow, this should only be a temporary restriction to LGA’s application to 
flow through porous media.
2.3 M odels o f colloid transport and deposition in porous m edia
The rheology of colloidal suspensions is extremely complex and resolving the many- 
body interactions between particles is a formidable task, particularly the many-body 
particle-particle, particle-fluid and fluid-particle interactions where long-range 
interactions and lubrication forces must also be considered; see reviews by Brady and 
Bossis (1988), Chang and Powell (1993).
In the following section, popular engineering and discrete models of colloid transport 
and deposition in porous media are reviewed, namely, phenomenological models, and 
Stokesian dynamics and molecular dynamic (MD) like approaches, respectively. Each 
of these models is briefly described and their advantages and limitations highlighted. 
The section is concluded by a discussion of the application of LGA techniques to the 
modelling of colloid transport.
2.3.1 Phenomenological models
Phenomenological models are a continuum approach for describing the rate of capture 
of suspended particles in a porous medium; see extensive reviews by Herzig et al. 
(1970) and Tien and Payatakes (1979). Fluid transport in these models is resolved 
using the continuum differential transport equations [see §2.2.1]. The deposition 
characteristics of a particular system are expressed in terms of a phenomenological 
expression containing a filter coefficient [Ives (1971)]. Two approaches are 
commonly used to obtain the filter coefficient, these are: 1) model parameters are 
fitted to experimental data [Mackley and Sherman (1992), Levesley and Bellhouse
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(1993)] and; 2) a trajectory analysis modelling approach is used to follow the 
trajectories and subsequent capture of individual particles by resolving all of the 
forces acting on them [Payatakes (1972), Payatakes et a l  (1973a-b,1981), Paraskeva 
et a l  (1990), Burganos et a l  (1992)]. Phenomenological models are useful in 
predicting rates of deposition, and for designing and optimizing filtration units. 
However, phenomenological expressions alone provide little insight into the 
fundamental mechanisms of the deposition process. The trajectory analysis approach, 
on the other hand, can offer some insight into this. However, the computational effort 
required to follow individual particle trajectories limits these models to just a few  
particles and over-simplified representations of the pore/solid matrix.
2.3.2 Dynamic simulations - Stokesian dynamics and MD-like models
Most earlier studies of multi-particle interactions were limited to very dilute 
concentrations of spheres where just one- or two-bodied interactions dominate; see 
reviews by Batchelor (1970,1972,1974,), Zuzovsky et a l  (1983), and Davis and 
Acrivos (1985). However, more recently, the development of so-called Stokesian 
dynamics has proved very successful in resolving concentrated suspension 
interactions in the limit of very small Reynolds numbers [Brady and Bossis (1985, 
1988), Brady (1993), Chang and Powell (1993,1994), Dratler and Schowalter (1996)]. 
Stokesian dynamics is an MD-like approach that follows the time-evolution of the 
positions of particles suspended in a fluid by resolving a set of mobility tensors. In the 
low Reynolds number limit, inertial effects are negligible and, consequently, are not 
considered by Stokesian dynamics. In finite Reynolds number flows, however, non­
linear inertia mechanisms govern migration and rotation of particles, and Stokesian 
dynamics is no longer appropriate. Instead, other MD-like approaches based on 
techniques such as finite element methods, have been widely adopted; see, for 
example, Hughes and Hulbert (1988), Tezduyar (1992a,b), Feng et a l  (1994), Yuan 
and Ball (1994) and Hu (1996). These techniques, however, have high computational 
demands which generally result in a trade-off between the size of the system and 
number of particles present and the complexity of the interactions between particles
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modelled. Furthermore, a description of the entire hydrodymic interactions via the 
Navier-Stokes equations is, at the very least, improbable.
2.3.3 LGA methods for modelling flow of suspensions
To-date, very few  studies have been published investigating the possibility of using 
LGA (or LBM) to simulate the free movement of rigid bodies in fluids. The first such 
work of this nature was carried out by Ladd (1988) and Ladd et al. (1988). They 
incorporated the effects of moving boundaries into LGA by stochastically 
implementing a non-zero velocity boundary condition at the fluid sites immediately 
surrounding rigid bodies. At each time update of the lattice, these sites were set, on 
average, to the local translational and angular velocities of the body with a density 
corresponding to the fluid phase at rest. They simulated flow of different density 
suspensions and found measured viscosities within 10% error of theoretical results. 
Ladd and Frenkel (1989,1990) and Ladd (1991) made a slight modification to the 
boundary condition to improve its performance in the presence of strong velocity 
gradients in the fluid. When strong velocity gradients act upon a rigid body, fluid 
velocity at the body’s surface is not uniform as was supposed in the original model. 
They compensated for this by implementing a non-uniform density distribution at the 
boundary sites. The local density at each boundary site was determined by allowing 
fluid particles at each boundary site to penetrate the previously impermeable solid 
boundary and exchange density with the local fluid particles on the interior of the 
boundary, reflecting the translational and rotational motion of the body. To make 
implementation easier, the boundary was re-defined as lying half way between sites, 
i.e. on the links connecting the fluid phase sites to the solid phase sites, therefore 
avoiding complications due to the phases sharing sites. Later, Ladd 
(1993,1994a,1994b,1997) implemented this same method using LBM to reduce the 
costly ensemble and time averaging required to eliminate statistical fluctuations in the 
LGA method.
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2.4 Sum m ary
The foregoing reviews provide a brief overview of the historical development of 
engineering and discrete models of fluid and colloid transport in porous media. They 
summarise the most popular models reported in the literature and provide key 
references for the interested reader. The reviews highlight the advantages and 
disadvantages of current models of porous media and fluid and colloid transport 
within them. They demonstrate that the models selected for use in this study, namely 
the JQA reconstruction technique, and mesoscopic LGA simulation techniques for 
fluid and colloid transport, offer several advantages over the other methods discussed 
here.
Advantages o f the JQA reconstruction technique:
♦ The pore/solid matrix is fully determined, with no assumptions or simplifications 
of the pore/solid matrix being made.
§ A large number, n, of reconstructions may be generated from the statistics of just 
one real sample, facilitating n simulations of flow within the solid.
♦ The discretized pore space readily lends itself to superposition on the spatial 
domain of the flow simulation software.
Advantages o f the LGA technique:
♦ “Costly” floating-point calculations may be replaced by fewer Boolean and/or 
table-lookup operations.
♦ Each point in space demands significantly less memory than traditional numerical 
techniques.
$  The algorithm is completely stable, a feature derived from the absence of round-off 
and, provided that semi-detailed balance is satisfied in some sense [see Frisch et a l  
(1987), Chen (1995)], an H-theorem exists which guarantees that a free system  
initially not in equilibrium will always relax towards equilibrium in a monotonic 
manner and remain there.
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♦ Unlike most continuum approaches, LGA naturally includes spontaneous 
mesoscopic fluctuations which are known to be important in many processes 
including, for example, turbulence [see, for example, Frisch and Orzag (1990)], 
phase change [see, for example, Desai (1989), Karapiperis (1995), and reaction 
[see, for example, Boon et a l  (1996)].
♦  Boundary conditions are easily and simply applied even for complex geometries 
such as those found within porous solids.
♦ Provided physical laws are correctly modelled, LGA resolves and tracks interfaces 
between different phases without any special or extra effort.
♦  It is immediately recognisable that the application of LGA modelling techniques to 
the flow of suspensions in porous media would naturally incorporate all of the 
hydrodynamic interactions present in a given system and at no further expense to 
the model.
Further description of these models and their implementation is provided in Part II of
this thesis.
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3. LG A sim ulation of fluids and colloids
The following chapter aims to provide the reader with all necessary information to 
understand and, where desired, reproduce the LGA fluid and colloid transport models 
used in the present study. The chapter is divided into 3 sections. The first section 
describes the basic lattice gas automaton. This provides an overview of the subject 
area, followed by more detailed considerations of the underlying lattices used in 
modern LGA and the updating of the automaton. The second section details the 
implementation of the automaton that forms the basis of both the LGA fluid and 
colloid transport models. The third section is dedicated to the LGA colloid transport 
model. This sections describes how the basic automaton can be extended to model 
colloidal transport and details the implementation of the LGA colloid transport model.
3.1 A  description o f the sim ulation tool
3.1.1 The basic automaton
Basic modern LGA models comprise a regular lattice on which mesoscopic particles 
of unit mass and velocity move from site to site in discrete timesteps. The state of 
each lattice site is advanced through time in a lockstep manner (i.e. same rules applied 
across the lattice synchronously). At each discrete time step particles undergo two 
updating processes: a collision phase and a propagation phase. During the collision 
phase, particles arriving at a site collide according to mass- and momentum- 
conserving collision rules; see Fig. 3.1a. They all move with unit speed, therefore 
mass and energy conservation are synonymous. The collision rules are local, 
therefore, all interactions at a given site are completely independent of other sites on 
the lattice. The propagation phase then moves particles emerging from the collision
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phase along their momentum directions to neighbouring sites of the lattice, in 
preparation for the next time step; see Fig. 3.1b.
Before collision After collision Propagation to adjacent
at time t at time t sites and time
Fig. 3.1 - Basic FHP model: a) collision phase during which particles arrive at sites and collide 
according to mass- and momentum-conserving collision rules; b) the propagation phase moves 
particles emerging from the collision phase along their momentum directions to neighbouring 
sites of the lattice, in preparation for the next time step.
A number of momentum directions, i, exist at each site on the lattice, associated with 
the unit vectors e,- which connect each site to its nearest neighbours. An exclusion 
principle is usually imposed, insisting that, at any given site, only one particle may 
occupy each momentum direction - this exclusion principle is not a necesary 
requirement but reduces memory requirements. Hence, each site on the lattice can be 
described by a number of ‘bits’ indicating the occupation of momentum direction i. 
For example, the basic FHP model has i = 1, 2, ...., 6 non-zero momentum directions, 
therefore, each site on its lattice is completely described by a set of 6 bits, taking any 
one of 26 = 64 possible particle configurations.
It is not immediately obvious that the collective motion of particles on a lattice should 
yield behaviour similar to that predicted by the Navier-Stokes equations. Frisch et al. 
(1986,1987), however, proved that LGA models do, in fact, yield the correct 
hydrodynamic limit providing that certain moderate conditions are satisfied. They 
used the principles of kinetic theory to derive a Boltzmann-like equation for the LGA 
particle dynamics, and solved it using a Chapman-Enslcog approach to yield the 
hydrodynamic equations
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| k v - ( H  =  o (3-1)
/ p  + v • [og(o)uu] =  -V p  +  v(e) V 2 (qu) (3-2)
with the equation of state
p = c 2<? i - g ( e )  / (3-3)
q and u are the smooth macroscopic density and velocity respectively, cs and v (q) are 
the collision-rule-dependent speed of sound and kinematic viscosity respectively, and 
c is the unit lattice length. These derivations have already been extensively discussed 
in the literature, therefore, the interested reader is referred to the original papers by 
Frisch etal. (1986,1987) and a more recent review by Rothman and Zaleski (1994) for 
broader details. The LGA hydrodynamic equations differ only slightly from the usual 
Navier-Stokes equations due to the presence of the non-unitary factor, g(p), in the 
momentum convection term and equation of state of the conservation of momentum, 
eqn. (3-3). The non-unitary factor, gig), reflects the lack of Galilean invariance in 
LGA models, caused by the discretization of the particle velocities and the limited 
number of directions in which particles may travel. Physically, this results in the 
advection of vorticity at a different velocity to that of the bulk flow; see, for example, 
d’Humieres et al. (1987), Gunstensen and Rothman (1991). However, the Navier- 
Stokes equations can be recovered in the incompressible limit by simply re-scaling 
velocity
u ’ = g(p) u
or, equivalently, time, viscosity and pressure. This rescaling is only valid for systems 
of near constant density because of g(p)’s dependence on density. Unfortunately, the 
non-physical term in the equation of state cannot be so easily removed, however, it
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can be considered negligible if the velocity, u, is small relative to the speed of sound, 
cs, i.e. if the Mach number, Ma (= u/cs), is «  1 1 .
3.1.2 LGA Lattices
At a microscopic level, the particles of a simple fluid in the bulk phase are free to 
move in all directions with equal probability. In the conventional hydrodynamic limit 
(i.e. Navier-Stokes equations), a manifestation of this is isotropic tensors up to the 
fourth-rank. In order to ensure Navier-Stokes-like solutions, LGA fluid particles must 
reside on lattices of sufficient symmetry to achieve something near this hydrodynamic
isotropy. The required symmetry at the hydrodynamic limit for mono-speed models*
<\is, in general, only achieved by using regular Braves lattices with sufficient rotational 
symmetry; see extensive reviews by Wolfram (1986) and Rothman and Zaleski
(A
(1994). There are five Braves lattices in 2-D, the square and hexagonal are regular and 
only the latter possesses sufficient rotational symmetry for mono-speed models. This 
lattice is the underlying lattice used in almost all 2-D LGA models, namely, the FHP 
models; see Fig. 3.2a.
a
In 3-D, there are three regular Bra^is lattices - the simple cubic, body-centred cubic 
and face-centred cubic, however, none possess sufficient rotational symmetry for 
mono-speed models. This problem was overcome by d’Humieres et a l  (1986) who 
modelled 3-D fluid dynamics on a 4-D face-centred hypercubic (FCHC) lattice, 
projected into 3-D space with unit periodicity in the fourth dimension. The FCHC 
model resides on an ordinary 3-D cubic lattice but the 4-D velocity structure is 
maintained by specifying one connection to next-nearest neighbouring nodes and two 
connections to nearest neighbours, corresponding to the periodicity in the fourth 
dimension; see Fig. 3.2b. A more recent study by Brito and Ernst (1991) found that 
fluid dynamics on the FCHC model can exhibit finite size effects but these effects are 
small and can be ignored when LGA is applied to problems in the hydrodynamic limit
+ The maximum Mach number which may be simulated in practice without appreciable loss of 
accuracy is studied in §6.1.1.
fi.e. models whose particles all move at the same speed.
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[Rothman and Keller 1988)]. The FCHC lattice forms the basis of almost all 3-D LGA 
models.
i t
a) 2-D FHP lattice b) 3-D FCHC lattice
Fig. 3.2 - The most commonly used underlying lattices of the 2-D and 3-D LGA models: a) 2-D 
hexagonal FHP lattice; b) 3-D FCHC lattice.
3.1.3 Collision phase of the LGA algorithm
The final essential component of the technique is the collision phase of the automaton. 
As mentioned previously, particles on the lattice undergo a collision phase updating 
process at each discrete time step of the automaton. During this process, the condition 
of each site on the lattice is transformed according to a set of collision rules. The 
collision rules form the backbone of modelling fluid behaviour within LGA models. 
They must satisfy the minimum set of requirements listed below:
$ individual collisions should conserve mass and momentum;
4  collision rules should avoid spurious conserved quantities {invariants) ;
♦  collision rules should be invariant under all transformations that preserve the 
velocity set;
♦  collision rules should conserve probability;
$ collision rules should satisfy semi-detailed balance.A detailed description of each 
of these requirements is provided in Appendix I.
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3.2 Im plem entation o f the LG A  algorithm
In order to effect a full implementation of hydrodynamic LGA, due consideration 
must be given to the following key issues:
♦  storage of the lattice;
♦ updating the lattice - collision and propagation;
♦  inclusion of solid boundaries;
♦  initialization of fluid on the lattice;
♦  induced flow on the lattice.
In the following section, each of these topics is addressed systematically (although not 
necessarily under the headings listed above) with reference to previous works and 
including a full description of how they were implemented within this programme of 
study.
3.2.1 The basic algorithm - storing and updating the lattice
When implementing the LGA algorithm, the key issues that must first be addressed 
are the choice of strategies used to: 1) store information about the lattice, and; 2) 
implement the collision rules - one is usually complimentary of the other. The most 
commonly-used approaches are: storage using a site-per-word method, combined with 
collision rule look-up tables, and; storage using a bit-per-word method, combined 
with boolean operations to calculate collision outcomes. A brief description and 
comparison of each of these strategies is given below, followed by a short discussion 
of the implementation method chosen for this programme of work.
As its name suggests, site-per-word storage entails using the bits within one whole 
computer ‘word’ to completely describe the state of each site on the lattice, therefore 
the entire lattice is described by an array of L3 integers. This is relatively simple to 
implement but is inefficient in terms of storage space: most modern processors use
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64-bit integer storage, therefore, even for 24-bit FCHC models with rest particles, 
only approximately half of the allocated storage space will be used. Site-per-word 
storage is naturally combined with collision look-up tables because each integer word 
that describes an input state may be used as a look-up address to find the 
corresponding collision output state in the collision tables. Propagation of the lattice 
using this strategy, however, is time-consuming because several bit-shifting or 
masking operations are required per site to extract relevant bits and re-pack them into 
words representing neighbouring sites. A thorough treatment of this strategy is given 
by Brosa and Stauffer (1989) and Stauffer (1991). In contrast to site-per-word 
storage, bit-per-word storage is highly efficient in terms of storage but more complex 
to implement. Here, a complete description of each site is spread bit-wise across a 
number of computer words, each located in a different array assigned to store a 
particular momentum state or other property of the lattice. Every bit in each computer 
word is utilized for storage. To implement the collision rules, each array is subjected 
to a number of consecutive boolean logic operations to calculate collision outcomes 
on the lattice. In 2-D, just a few boolean operations are required to calculate the 
collision outcomes and the method is very fast; see, for example, Kohring (1991a-b, 
1992). In 3-D, however, several thousand boolean operations are required making the 
method prohibitively expensive; see Biggs and Humby (1998). The propagation phase 
requires the en-masse shifting of each entire array, computationally this amounts to 
nothing more than shifting addresses within each array. Obviously, this is simple to 
implement and computationally far quicker and more efficient than the bit-shifts and 
masking operations used by the first strategy. Detailed treatments of this strategy are 
given by Kohring (1991a-b) and Stauffer (1991). For the interested reader, further 
discussion and a summary of the application of these methods by previous workers is 
provided in Appendix II.
In the present programme of study, both the 2- and 3-D LGA algorithms were 
implemented using site-per-word storage and collision rule look-up tables. In the 3-D 
case, collision rule look-up tables are the only sensible option currently available to 
implement the collisions on the FCHC lattice [Appendix II]. For sake of homogeneity
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and convenience, the same strategy was applied in 2-D. The 2-D simulations were 
carried out using the FHP-II and FHP-III models. In 3-D, the basic 24-bit FCHC 
model without rest particles was used. A newly acquired moderate-size 
supercomputing facility in the Dept, of Chemical and Process Engineering at the 
University of Surrey was made available to implement the algorithms. The facility 
used was an 8 processor Digital Unix AlphaServer 8400 5/440, having one GByte of 
centralized memory and 37 GByte hard disk. The memory and storage capacity 
available allowed the collision rule look-up table to be fully implemented - the 
generation of the look-up table is discussed in §3.2.2. Labelling and convention of the 
site-per-word storage is shown in Fig. 3.3.
FHP
(2 )  (1 ) integer storage
(6 )  bit set O  ........  8 | 7 [ 6 5 4 3 2 1 | 0
(4) (5)
\angular
momentum
frest
particle
FCHC (15) movingparticles
10 bit set O 24 23 ............................ 0
Fig. 3.3 - Labelling and storage convention of the FHP and FCHC lattices.
Site updating rates achieved on a single processor of the AlphaServer using the FHP 
and FCHC algorithms are given in Fig. 3.4. The size update rates are presented in this 
fashion because, clearly, they are strongly dependent upon the size of the system used 
and quoting a single figure would be misleading. Having said that, for the FHP 
models, lattices of general practical use were of the size range 10,000 - 100,000 sites,
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giving a maximum updating rate of = 9 Mup/s. For the FCHC model, system sizes 
generally required were more in the region of 1 ,0 0 0 ,0 0 0 + sites giving an updating rate 
of < 1 Mup/s.
«
o.3
a>
asi_
O)c
as•o
Q.3
a>
co
System  s ize  (no. of s ites)
Fig. 3.4 - Site updating  ra te s  as a  function  of system  size on a  single p rocessor o f a  D igital Unix 
A lphaS erver 8400 5/440. U pdating  ra te s  achievable a re  clearly  dependent upon  th e  size of the 
lattice used. F o r the  F H P  m odels, la ttices of general p rac tica l use a re  o f th e  size range  10,000 - 
100,000, giving a  m axim um  upd atin g  ra te  o f «  9 M up/s. F o r th e  F C H C  m odel, system  sizes 
generally  req u ired  a rc  m ore in  th e  reg ion  o f 1,000,000+ sites giving an  updating  ra te  of < 1 
M up/s.
Table 3.1 separates these updating rates into their respective collision and propagation 
parts, and provides a direct comparison of the FHP updating rates to Kohring’s 
(1991a-b) code, implemented on the same machine. As expected, propagation was the 
more cpu-intensive part of the strategies implemented, accounting for « 2/3 of the 
time required to update both the FHP and FCHC algorithms. The comparison with 
Kohring’s code indicates that his code updated almost twice as fast as the codes used 
in this study. However, that the codes were of the same order of magnitude was 
judged acceptable, considering that site-per-word storage and collision rule look-up 
tables were used for sake of homogeniety between the 2- and 3-D models.
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T able 3.1 - P rocessing tim es fo r th e  2- an d  3-D LG A  algorithm s.
Model Rest
part.
Lattice
dimensions
Section of 
algorithm
Machine No. of 
processors
Site
updates/s
(xlO6)
FHP 1 250 x 250 Collision AlphaServer 1 3
Propagation 8400 5/440 1 6
T ota l 1 9
FCHC 0 100 x 100 x 100 Collision 1 0.7
Propagation 1 0.3
T ota l 1 1
FHP (Kohring 0 8192x 2344 . AlphaServer 1 17.4
1991a-b) 8400 5/400
3200 x 500 - SUN Sparc-4 1 28.1
3.2.2 Selection and Optimisation of Collision Rules
Whilst re-scaling recovers Navier-Stokes equations, it unfortunately also removes one 
of the key avenues for achieving high Reynolds number flows. The remaining 
possibilities for increasing the Reynolds number may be appreciated by considering 
the ratio of Reynolds to (fixed) Mach numbers
Re = ug(g)L  ^c8 _  c,g(Q)L 
Ma v ( q )  u  v ( q )
The simplest option is to increase the characteristic length scale, however, this 
demands greater computational resources. Therefore, it is desirable to maximize the 
so-called Reynolds coefficient, R*, which is a function of the collision rules and 
density only
R> Re ug(e) L ;; 1  ; ; ce  ^ c ,g (e) 
* LMa p L u v(q)
For any set of collision rules on a given lattice, an optimum density exists at which 
the Reynolds coefficient achieves a maximum value, R£iax. Rlnax may be increased 
either by the addition of rest particles, resulting in larger g(g) and cs, or by the 
optimization of the collision rule set to minimize the viscosity. In the case of the FHP
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lattice, there are only 26 = 64 (or 27 = 128 with the addition of one rest particle) 
possible input and output states. Taking into consideration mass, momentum and 
energy conservation, there is only a small number of non-trivial collisions available, 
making it quite simple to select optimum collision rule sets manually. Fig. 3.5 
demonstrates the variation of the Reynolds coefficient with density and collision rule 
set between the three common FHP models. At the points of maximum Reynolds
coefficient, R*iax, the FHP-II and FHP-III models allow Reynolds numbers 
approximately three and six times greater than the FHP-I model respectively, for a 
constant Mach number and characteristic length. Computational efficiency of the 2-D 
models is proportional to the third power of R*iax [see Dubrulle et al. (1990)], 
therefore, it is clearly more attractive computationally to use the 7-bit FHP-II and 
FHP-III models over the 6 -bit FHP-I model in 2-D study. Computational efficiency of 
3-D models is proportional to the fourth power of R*iax. This has been a principal 
motivation for maximizing the Reynolds coefficient within the FCHC model and its 
deviants; a summary of this work is presented in Appendix III.
D ensity p e r  cell
Fig. 3.5 - T heoretical Reynolds coefficient as a  function  of density p e r  cell fo r the  F H P  models.
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This programme of study was interested in simulating slow flow through porous 
media. Referring to Appendix III, the basic 24-bit FCHC-3 and FCHC-4 models 
produced by Henon (1989) were perfectly adequate for this application; inclusion of 
rest particles and/or violation of semi-detailed balance, as carried out in models 
FCHC-5+, were not necessary and would have been a waste of processing time and 
storage space. Of the FCHC-3 and FCHC-4 models, Henon (1989) reported 
optimization times to the 2nd order for the FCHC-3 model and to the 3rd order for the 
FCHC-4 model - even taking advantage of certain attributes of lattice gases, he 
reported a best time for the exact optimization of the FCHC-4 collision rules of the 
order of 100 hours. The increase in processing time required for the exact 
optimization in the FCHC-4 model was not deemed worthwhile, given the small
improvement in Reynolds coefficient (= 6 %) achieved over the FCHC-3 model.
Therefore, the FCHC-3 model was chosen for the implementation of 3-D 
hydrodynamics in this study. A full description of the approximate optimization 
method is given by Henon (1989), however, for the sake of clarity and completeness, 
it is repeated here in Appendix IV. Processing time required to generate the FCHC-3 
collision look-up table on the AlphaServer was = 45 minutes.
3.2.3 Inclusion of solid boundaries
Solid boundaries must be capable of imposing a slip or no-slip boundary condition on 
LGA fluids, depending upon the shear stresses experienced between the two [see 
Thompson and Robbins (1990)]. Slip and no-slip boundary conditions are
implemented using special collision rules at solid boundaries on the lattice. These
special rules are commonly known as specular and bounce-back reflection rules, for 
imposing a slip and no-slip boundary condition respectively; they are demonstrated in 
Fig. 3.6 [see, Lavallee et al. (1989,1991), Hayot and Lakshmi (1989), Gao and 
Sharma (1994)]. As discussed previously, LGA fluids are limited to low Mach 
number flows, consequently, the shear stresses experienced between a LGA fluid and 
a solid boundary will almost exclusively result in a no-slip boundary condition (this
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may not be the case if the mean free path is too small; see §3.2.4). Therefore, it is 
usual to implement the bounce-back reflection rules at solid boundaries.
no-slip: bounce-back  reflection  slip: specular reflection
Fig. 3.6 - Special collision ru les im plem ented a t solid boundaries.
Lavallee et al. (1989,1991) and Eissler et al. (1992), however, argued that 
observations made by fKnudsen (1934) [see Thompson and Robbins (1990)] should 
equate to equal-probability implementation of specular to bounce-back reflections at 
solid boundaries in LGA models and, further, that purely deterministic interactions 
with solid boundaries breaks the Boltzmann assumption that no correlation exists 
between particles prior to collision. Lavallee et al. (1989,1991) implemented different 
probability mixtures of specular to bounce-back reflections but concluded that pure 
bounce-back reflections provide the closest match to the theoretical Blasius profile 
[see Schlichting (1979)] of velocity near a wall. They also found that bounce-back 
reflections present in any proportion will, in fact, result in a no-slip boundary 
condition but, at the cost of long computation times in order to reach equilibrium, 
increasing as the proportion of specular to bounce-back reflections increases.
However, there is one problem with bounce-back reflection, that was not identified 
until more recently when the noisiness of LGA simulations was reduced by the 
introduction of the lattice Boltzmann variation of LGA. Conurbert et al. (1991) 
showed that for flow parallel to the wall, bounce-back reflection places the effective 
zero-velocity boundary condition 1 / 2  a row into the fluid from the solid boundary
Knudsen observed at the molecular level that molecules directed towards a wall at a fixed angle of 
incidence are randomly scattered in all directions.
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sites. Several solutions to this have been proposed for the lattice Boltzmann method 
[see, for example, Nobel et a l (1995), Ginzbourg and d’Humieres (1996), Chen et a l 
(1996)] but the problem still stands in LGA models. However, if sufficiently wide 
channels are maintained (see §3.2.4), the effects of this problem are negligible. Solid 
boundaries were identified on the lattice by designating certain sites as ‘solid’ sites, 
indicated by setting the appropriate bit in the integer description of each site; see Fig. 
3.3. In the earlier stages of this programme of study, both bounce-back reflection and 
equal probability specular to bounce-back reflections were implemented at solid sites. 
However, no differences between the two methods was noted for the relaxation times 
used, therefore, all simulations reported here used purely bounce-back reflections.
3.2.4 Spatial resolution - mean free path
When simulating flow in channels, it is important to use sufficient lattice resolution to 
allow the LGA fluid to act as a continuum after space-time averaging. If the lattice 
resolution is low, particles have a higher probability of travelling from one channel 
wall to another without colliding with other particles. Consequently, the no-slip 
boundary condition does not impart an appropriate amount of frictional drag to the 
LGA fluid as it would in wider channels; see Rothman (1988), McCarthy (1994a-b). 
This effect is known as “slip flow” or “Knudsen flow”; see Scheidegger (1974). 
Rothman (1988) found that the minimum spatial resolution required to avoid Knudsen 
flow in the FHP-I model is approximately twice the length of the mean free path, X. 
Kohring (1991c,1992), however, repeated Rothman’s study and found it to be = IX for 
both the FHP-I and -II models. The mean free path is defined as the average distance 
travelled by a particle before it collides with another particle; see, for example, Burges 
and Zaleski (1987), Chen et a l (1991a-b). Similar to real fluids, X decreases with 
increasing particle density. It is also a function of the collision rule set: as the number 
of non-trivial collisions increases, X decreases, therefore, the mean free paths of the 
FHP-II and -III models are smaller than that of the FHP-I model; for example, at d =
0.17, X »  9 for the FHP-I model [see Kohring (1991c,1992)] whereas X ~ 2.2 for the 
FHP-II model [see Chen et a l (1991a-b)].
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Spatial resolution is of particular relevance to flow through porous media. To ensure 
correct hydrodynamic behaviour, even the smallest channels must have sufficient 
resolution to avoid Knudsen flow, otherwise, artificially-high permeabilities may 
result. Following the findings of Kohring (1991c,1992), a minimum channel 
resolution of 7X was strictly adhered to in all simulations in this programme of study.
3.2.5 Initialization of the lattice and fluid flow
The macroscopic density, q , and momentum, q u , of a LGA fluid are related to the 
local average populations of particles, Nis having uniform mass and velocity c i5 by
q = X n , eu = X N<ci (3-4)
i i
•j* a
At equilibrium, the distribution of the Nt’s is described by the Fermi-Dirac 
distribution
l + exp^  + q-Cj)
where h and q are non-linear functions of q and u. For the case of bm moving particles 
and br rest particles with unit mass, where
e m= bmd ; e , = b rd; and Q = e „ ,+ e r 
an expansion of eqn. (3-4) in small u, up to first order, gives
N; = d 1 +
c2 Qm
C : U (3-6)
' Extensive treatments of equilibrium solutions to these properties are supplied by d ’Humieres and 
Lallemand (1987) and Frisch eta l (1987), their details are not discussed here beyond a presentation of 
some solutions relevant to this programme of study.
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where D is the dimension of the lattice and c is the uniform length of links between 
each site on the lattice. From eqn. (3-6) the equilibrium distributions of the FHP and 
FCHC lattices are given by
N[q = d for rest particles (3-7)
for moving particles (3-8)Nfq = d 1  + 2  —  C;U
V Qm )
At the outset of each simulation, fluid particles may be initialized on a lattice, with a 
pre-defined average density per cell and macroscopic velocity, close to their 
equilibrium distributions according to eqn.(3-7) and eqn.(3-8) above. After 
initialization, a given flowrate may be maintained in the system by applying either a 
pressure gradient or a body force to the fluid. Pressure gradients are usually applied 
by over-writing the inlet and outlet of a given system every update with a flux of fluid 
particles having a desired density and velocity distribution - typically a Poiseuille 
profile; see, for example, d’Humieres and Lallemand (1985,1986a-b,1987), Hayot and 
Lakshmi (1989), and Stauffer (1991). Macroscopic density is recovered in an average 
sense. Eissler et al. (1992), however, pointed out that implementing an outflow flux 
might cause a non-physical suction which will affect the results of such studies as 
flow around objects. This can be avoided by using suitable length scales so that 
measurements are not influenced by boundary effects or, by injecting particles at the 
inlet only; see, for example, Kohring (1991a-b,1992). However, if the latter is 
implemented in combination with insufficiently fast flowrates and a free outflow 
boundary, en-masse drainage of the LGA fluid can result! This occurs when fluid 
particles ‘fall off’ the end of the lattice and are not replaced fast enough by 
approaching flow, therefore, an additional pressure gradient is generated which in turn 
sucks further particles off of the end of the lattice [see Jeulin (1992)]. In such an 
event, however, the system will eventually equilibriate but at a lower-than-specified 
density.
3-16
Part II: Methods
Pressure gradients are implemented in single-pass systems, i.e. systems having a fixed 
length scale and in which fluid particles will experience, at most, only one input and 
one output, as opposed to quasi-infinite systems where periodic boundaries are 
applied, allowing fluid particles leaving one end of the system to be re-injected at the 
other; see, for example, Gao and Sharma (1994). Pressure gradients cannot be used in 
systems of infinite length because they produce unphysical ‘walls’ of fluid, distributed 
at periodic length scales, L, apart. Instead, where infinite length systems are 
advantageous, body forces must be used to impose flow; see, for example, Kadanoff 
et al (1987), Lim (1989), Rybka (1993). Body forces are imposed by making small 
changes to the system momentum, commonly known as momentum ‘flips’. These are 
implemented by inspecting lattice sites at random for their suitability to apply one of a 
set of ‘forcing’ rules that will add a unit of momentum in the desired direction. The 
flipping process is repeated until the desired level of momentum change is achieved 
each time update of the lattice. Some forcing rules for the FHP-II and -III models are 
given in Fig. 3.7. Rothman (1988) noted that when using large numbers of flips per 
update of the lattice, as the number of flips uniformly increases, the gain in velocity 
decreases disproportionately. He attributed this effect to the systems he used 
exceeding the hydrodynamic limit of LGA. However, this was certainly not the case 
macroscopically but, as this study will show, it may have been true locally. Chen et al
(1991) made a direct comparison between the use of pressure gradients and body 
forces and reported the two to be equivalent.
In the current programme of study, initially both pressure gradients and body forces 
were implemented. However, similar to the observation of Rothman, body forcing 
using flipping simply could not achieve large enough flowrates when studying flow 
through porous media, therefore, pressure gradients were used in preference during all 
of the studies reported here.
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Fig. 3.7 - Some forcing ru les fo r th e  F H P -II an d  F H P -III lattices, a fte r  K adano ff et al. (1987). 
L eft-hand  conditions a re  ‘flipped’ to  th e ir  corresponding  righ t-hand  condition, add ing  one un it 
o f m om entum  in th e  d irection  o f flow.
3.3 Explicit sim ulation o f freely-m oving solid bodies in LG A  fluids
The following section describes a technique for incorporating moving solid 
boundaries within the LGA fluid model, and forms the basis of the LGA colloid 
transport model. The technique enables the simulation of freely-moving rigid bodies 
suspended in a fluid. It broadly follows the model developed by Ladd and co-workers 
[Ladd (1988,1991), Ladd et al. (1988), Ladd and Frenkel (1989,1990)] but 
incorporates a few minor modifications. It should be noted that all of the colloid 
simulations carried out within this programme of study were done in 2-D, due simply 
to the limitation of computational resources available. However, the technique 
discussed in the following, and all of the concepts it employs, are immediatedly 
transferable to 3-D.
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3.3.1 Resolution of the motion of freely-moving solid bodies
Solid bodies are ‘placed’ on the lattice by specifying a given body’s center and
particles lying on these sites are removed from the system and a no-slip (stick) 
boundary condition (see §3.2.3) is thereafter enforced at each site making the body 
inpenetrable to surrounding fluid.
law of motion for all forces acting on the body. The hydrodynamic forces acting on 
the body are given by
where, p is the number of fluid particles impinging upon the body during time period 
At, mp is the mass of fluid particle p, and cpit and c’pjt are the component-^ velocity 
vectors of particle p before and after collision with the body respectively. The 
translational forces correspond to an acceleration in the component-x and -y velocities 
of the body per time update of the lattice, given by
assigning all sites that lie within its radius as belonging to that body. Any fluid
Motion of the body relative to the fluid surrounding it is resolved by solving Newton’s
... J: = x, y and _L (tangential) components
p
(3-9)
The tangential force produces a resultant torque on the body, given by
(3-10)
p
.... i = 1 , 2 ,... nb (3-11)
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where nb is the total number of sites occupied by the solid body and m,- is the point 
mass associated with each site within the body, corresponding to the macroscopic 
density of the fluid multiplied by the specific gravity of the solid material relative to 
the fluid. The tangential force corresponds to an acceleration in the angular velocity of 
the body per time update of the lattice, given by
T
cot+1 -c o t = a  = y  (3 - 1 2 )
where I, the moment of inertia of the rigid body, is given by
I = ^ m , r 2 ....< = 1 ,2 , ... nb (3-13)
i
In addition to this, a lubrication force between particles, and between particles and 
system walls at small distances, h0, apart [h0 < 7 x  mean free path; see §3.2.4] was 
explicitly resolved, given by [see Yuan and Ball (1994)]:
This force was introduced because, when particles are in close proximity with one 
another or a system wall, the LGA hydrodynamics break down, according to the 
concept of the mean free path §3.2.4. Hence, the lubrication forces are not modelled 
correctly. At small separations, lubrication forces between moving solid bodies 
become large, resisting the motion of the bodies towards one another [Vasseur and 
Cox (1976), Feng et al (1994)]. Therefore, they play an important role in colloidal 
interactions and, particular to this study, the deposition process, and must be 
accurately modelled.
If sufficient energy is present for particles to overcome lubrication forces and come 
into contact with other particles or system walls, a hard shell is enforced at their
Part II: Methods
surfaces in order to stop them from overlapping one another and the system walls, and 
effectively ‘disappearing’. Finally, the force exerted on the fluid by the motion of the 
body is simulated by over-writing the ring of fluid nodes immediately surrounding the 
body’s boundary with the translational and angular velocities of the body at each time 
update, therefore imposing an effective no-slip boundary condition at the fluid-solid 
interface.
3.3.2 Lattice updating algorithm
The lattice updating algorithm is executed as described in the following. At the 
beginning of the updating cycle, fluid particles undergo the collision phase in the 
usual manner, including implementation of the no-slip boundary condition at the solid 
body’s boundary nodes. The resultant translational and angular accelerations acting on 
the body are calculated according to eqn.(3-ll) and eqn.(3-12) above. These are added 
to the existing translational and angular velocities of the body. In addition to these, 
acceleration resulting from gravitational and soft-sphere interaction forces are added 
to the body’s motion at this point [in principle, acceleration resulting from any body 
or field force may be added at this point; for example, resulting from van der Waals 
forces and electrostatic repulsion]. The solid body is then allowed to translate and 
rotate for the equivalent of one time update of the lattice according to the following:
♦ Firstly, movement of the solid body to neighbouring sites is dealt with. In one time 
update, the distance travelled by the solid body is equivalent to its translational 
velocities in the component-x and -y directions at that time. The translational 
velocities of the body are generally small (of the order of the surrounding fluid 
which is «  1 l.u./t). However, the discrete nature of the lattice requires that, in 
order to stay ‘on lattice’, the body can only make discrete movements of l.u. length 
in the component-x and -y directions. To achieve this, at each time step, the body’s 
translational velocities are accumulated in what are termed ‘movement banks’. 
These movement banks are then inspected and if the accumulated movement in any 
one of them is greater than 1  l.u., the body is moved accordingly and its movement
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is subtracted from the respective movement bank(s). The momentum of any fluid 
particles over-written when moving the body is absorbed into the body’s own 
momentum, conserving overall momentum in the system. The number of fluid 
particles over-written is recorded in order to re-distribute them to the fluid phase at 
a later stage to conserve mass in the system.
♦ After any movement of the solid body has been executed, the ring of fluid sites 
immediately surrounding the body is over-written with the new translational and 
angular velocities of the body. Firstly, the ring of fluid sites is inspected. The 
momentum of any fluid particles present on these sites is absorbed into the body’s 
own momentum and the number of fluid particles is recorded. The translational and 
angular velocities of the solid body are then combined in an appropriate single 
velocity at each fluid site surrounding the body and each site is over-written with 
these velocities using the equilibrium distribution functions described by eqn. (3 -7 ) 
and eqn. (3-8) The particle density used in this function corresponds to the sum of 
any fluid particles over-written whilst moving the solid body and the number of 
fluid particles counted on the ring of fluid sites before over-writing them, therefore 
overall mass conservation of fluid particles is conserved within the system in an 
average sense over time. The momentum of the fluid particles newly written to the 
ring of fluid sites is subtracted from the momentum of the solid body, again 
conserving overall momentum within the system.
Finally, the lattice undergoes the propagation phase in the usual manner and the
algorithm returns to its starting point.
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4. The JQA reconstruction technique
The following chapter aims to provide the reader with all necessary information to 
understand and, where desired, reproduce the JQA reconstruction technique used in 
the present study. The chapter is divided into 2 sections. The first section provides a 
mathematical description of the JQA reconstruction technique. This is followed, in the 
second section, by a detailed description of the implementation of the technique 
within this study.
4.1 Description of the JQA reconstruction technique
Joshi (1974) stated that a homogeneous porous medium may be adequately described 
as a stationary random function having a specified first-order probability distribution 
function (PDF) and two-point autocorrelation function (ACF), stationary meaning that 
the behaviour of the set of random variables is probabilistically invariant with respect 
to the origin, and orientation of the axes of measurement. The PDF, Z(x), describes 
the distribution of the pore/solid matrix and takes values of
The relationship between neighbouring values of the PDF is a function of lag, which 
may be described by the autocovariance function. Normalized autocovariance, 
therefore, known as the ACF, describes the PDF at any set of distances from a given 
origin, written as
Z(x) =
1  if x belongs to the pore space
0  otherwise
(H) _ (z(x + H) — e)(z(x) — e)
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4.1.1 The reconstruction algorithm
Joshi proposed an algorithm, based on a technique developed by Gujar and Kavanagh 
(1968) and Broste (1971), to impose the first-order PDF and two-point ACF of a real 
porous medium upon a set of Gaussian random numbers to generate a discrete 
correlated sequence, statistically-equivalent to the real porous medium - termed the 
reconstructed medium. The reconstructed medium may be considered as consisting of 
Nc small cubes of equal size d, filled either with solid or pore space. Each cube is
located by the spatial variables x and u, where
x’ = x/d = ( i, j, k ) and u’ = uId = ( r, s, t )
the translated vector, xt, is defined as mod a -N c for each of its components, i.e.
xt = x + u where it = i + r 
jt = j + s
kt = k + t  (mod a -N c)
Adler et al. (1990) introduced periodicity to the reconstructions in order to break 
independence of the upstream and downstream faces of a reconstructed medium when 
used as a periodic element in the simulation of flow through an infinite sample.
The execution of the algorithm may be described as follows:
• A random, uncorrelated array of numbers, X(x’), having array dimensions, Nc3, is 
generated having a Gaussian population with a mean of 0 and variance of 1. 
e A new random set Y(x), having a particular ACF, Ry(h), is generated from the set 
X(x’) by subjecting it to the linear operation
Y(x)= £a(u ').X (x'.)
u'e[0,Lr]J
(4-1)
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where the desired ACF imposed upon set Y (x) is characterized completely by the 
filter gains, a(u’). These gains have a finite length, Lc, in each component direction 
of the variable u ’ 5 where Lc is the length of correlation in the reconstructed 
medium. Outside the cube [0,LC]3, a(u’) = 0. The filter gains, a(u’) may be selected 
to generate any desired ACF in set Y(x). Set Y(x) is Gaussian having mean 0. If it 
is assumed to have a variance equal to 1 then Ry(H) may be described by the 
standard ACF for a Gaussian set having mean 0 and variance 1, i.e.
Ry(H) = Y (x). Y (xt) (4-2)
8 Set Y(x) is discretized to generate the discrete field, Z(x) by passing it through a 
non-linear filter.
The distribution function, P(y), of Y(x) is the standard normal distribution for a 
Gaussian field having mean 0 and variance 1, v.i.z.
-J y(i.j.k)
p(i,j,k) = p (y ( i,j ,k ))  = -y== J V y2/2dy (4-3)
A discrete value of z(i,j,k) is arrived at by comparing p(i,j,k) to the average value 
of the desired PDF, i.e. porosity, b:
z(i,j,k) = 0  if p(i,j,k) < e
z(i,j,k) = 1  if p(i,j,k) > b
4.1.2 Selection of the filter gains, a(u’)
The desired ACF of the reconstructed medium, RZ(H), may take the form of an 
analytical expression or it may be extracted from a real porous medium. If set Z(x), 
describing the reconstructed medium and containing the desired ACF, RZ(H), were a 
continuous function similiar to set Y (x), there would not be any appreciable difference
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between RZ(H) and Ry(H). However, set Z(x) is the inverse transformation of set 
Y(x), taking discrete values of 0  and 1 , representing the pore space and pore matrix 
respectively. Therefore, RZ(H) and Ry(H) are different and a relationship between 
them must be established in order to identify the particular Ry(H) that will ultimately 
lead to the desired ACF, RZ(H), in the reconstructed medium.
Barrett and Lampard (1955), Barrett and Coales (1955) and Thomas (1954) showed 
that the ACF of the result of a Gaussian set undergoing inverse transformation can be 
expressed in terms of a power series of the normalized ACF of the Gaussian set, v.i.z.
(4-4)
m=0
where the coefficients, Cm, are given by
(4-5)
and values of c(^) are given by
if P(^) < e
if p ( i)  > e
and Hm( / )  are Hermite polynomials, defined as
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Therefore, for a desired ACF, RZ(H), and PDF, Z(x) of a reconstructed medium, the 
coefficients, Cm, can be evaluated directly and a suitable interative search routine then 
used to yield values of Ry(H). If Ry(H) is expressed as a function of set X(x’), it 
reduces to a function of the gains, afa’), only, v.i.z.
Ry(H) = 5 ! a(r,s,t).a(r + u,s + v,t + w)
r,s,t
The set of gains, a(u’), can then be solved as a non-linear optimization problem. 
However, even for small correlation lengths, Lc, a large number, (Lc+1)3, of 
unknowns must be solved. This led Adler et a l (1990) to consider the case of 
isotropic porous media: if porous media are isotropic, the set of gains, a(u’), is 
reduced to a function of distance only, v.i.z.
a(r,s,t) = a(d) where d = Vr + s 2 + t 2
and therefore
Ry (H) = a( f r 2 + s 2 + t 2 j.a^/(r + u) 2 + (s + v) 2 + (t + w ) 2 j (4-6)
r,s,t
Both Adler (1992) and Giona and Adrover (1996) recast the JQA techique to remove 
the time-consuming non-linear optimization problem from the algorithm: Adler used 
Fourier transforms to generate the correlated field, Y(x), and Giona and Adrover 
presented a closed-form solution to the set Y(x), whereby if the decay of the 
correlation, Ry(H) in set Y (x) is specified, the set Y (x) may be obtained directly by a 
method of Laplace transforms.
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4.2 Implementation of the JQA reconstruction technique
The JQA reconstruction technique can be considered as consisting of two distinct 
stages - statistical characterization, in which the porosity and two-point correlation 
function [ACF] are extracted from a real porous sample, and reconstruction, in which 
the extracted statistical properties are imposed upon a randomly-generated sequence 
to create the reconstructed medium. In the following, a detailed description of the 
implementation of each of these stages is provided in the order in which they were 
executed in the JQA reconstruction technique.
4.2.1 Statistical Characterization of the model porous medium
A description of the statistical characterization of the porous medium is divided here 
into several components, each of which is discussed seperately.
4.2.1.1 Describing the pore/solid matrix using NMR imaging techniques 
Statistical characterization of the porous medium requires a detailed knowledge of the 
pore/solid matrix. Independent 2- and 3-D descriptions of the pore/solid matrix were 
obtained using nuclear magnetic resonance (NMR) imaging facilities at two centers: 
2-D sections were generated at the Department of Physics, University of Surrey [see, 
for example, *Muller et a l (1995,1996), ^Ciampi et a l (1998)] and; 3-D volumes 
were generated at Cavendish Laboratory, Department of Chemical Engineering, 
University of Cambridge [see Gladden and Alexander (1996), Baldwin et al (1996), 
Sederman et a l (1998)]. NMR was chosen because it offers a non-invasive method of 
resolving the spatial distribution of the pore/solid matrix within a porous medium to
+ This publication describes the NMR technique used to generate the images at the University of 
Surrey. However, the authors of this publication are not based at the University of Surrey.
* This publication provides contact names of the researchers who carried out the NMR imaging for this 
study in the Dept. Physics at the University of Surrey. However, this publication does not describe the 
NMR technique used to generate the images at the University of Surrey.
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very high resolutions [micrometer scale]. The facilities at Surrey and Cambridge 
generated continuous-function greyscale images, indicative of the distribution of solid 
material in the volumes scanned.
Representative samples of the model porous medium were prepared as closely as was 
practicable to the bed preparation procedure used in the experimental study; see 
Chapter 5. Flat-bottomed perspex test tubes were built specifically for this purpose. 
Each test tube was filled with a pre-determined amount of the model collector 
material to generate the same voidage as used in the experimental studies [e = 0.385]. 
Air was purged from the packings using a syringe attached to a nipple in the base of 
the test tubes. At Surrey, two separate samples were sectioned at three different 
positions, generating a total of six 2-D 512x512 pixel images. Each pixel represented 
a voxel in real space having dimensions = 15x15x100pm in the x-, y- and z-axial 
directions, respectively, where the z-axial direction was perpendicular to the cross- 
sectional scan. At Cambridge, two separate samples were scanned once each, 
generating two 3-D 256x256x256 pixel images. Each pixel represented a voxel in real 
space having dimensions * 30x30x30pm in the x-, y- and z-axial directions, 
respectively.
4.2.1.2 Discretization of the pore/solid matrix
The continuous-function greyscale images generated by NMR imaging were 
converted to a discrete representation of the pore/solid matrix for use in the 
reconstruction algorithm. To achieve this, a center portion of each image [sampled to 
avoid wall effects], corresponding to a 312x312 pixel sub-image in 2-D, and a 
128x128x128 pixel sub-image in 3-D, was discretized using a mass fraction threshold. 
Every pixel having a mass fraction above the threshold value was assigned a value of 
1  and said to belong to the solid matrix, and every pixel having a mass fraction below 
the threshold was assigned a value of 0  and said to belong to the pore space. 
Subjective operator judgement in choosing threshold values [see, for example, 
MacDonald et al. (1988)] was eliminated by using a specifically written software to
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select threshold values that would return a porosity most closely matching that 
generated in the experimental studies.
4.2.1.3 Determination of a(u’)
Filter gains, a(u’), [see §4.1.1] were determined using the isotropic assumption 
proposed by Adler et al (1990), i.e. a(u’) = a(d). The optimization function was 
defined as the minimum of the sum of squares of the residual of eqn. (4-6), solved 
using NAG routine E04FDF. Routine E04FDF generated solutions to a(d) for integer 
correlation distances (i.e. d = 0, 1, 2, ...., Lc). Non-integer correlation distances were 
calculated using an interpolation method of cubic splines, executed by a combination 
of NAG routines E01BAF and E02BBF. All minima of the optimized function were 
back-calculated to check that they represented a solution. Some examples of a(d) are 
given in Table 4.1, along with their minima, o|)2 of the optimized function. Adler et a l 
(1990) investigated the filter gains for relationships but concluded that they appear to 
be erratic functions of distance.
T able  4.1 - Sam ple solutions to  th e  iso trop ic filte r gains, a(d), and  th e ir  m inim a, ip2, of the
optim ized function  (Lc = 15, n  = 1).
a (d) image 1 a image 1 b image 1c image 2a image 2b image 2c
a(0) 0.2521 0.2306 0.0209 0.0055 0.2581 0.1165
a(1) 0.0674 0.2035 0.2276 0.0433 0.1436 0.1001
a(2) 0.0232 0.0474 0.0553 0.0709 -0.0169 0.1500
a(3) 0.1128 -0.0062 0.1480 0.0726 0.0203 0.0410
a(4) 0.0985 0.0081 -0.0609 0.0338 0.0483 -0.0730
a(5) 0.0790 -0.0770 0.1150 -0.0206 0.0139 -0.0167
a(6) 0.1137 0.0054 0.0132 0.0400 0.0038 0.0226
a(7) 0.1056 -0.0673 0.0641 0.0146 0.0354 0.0433
a(8) 0.0900 0.0191 0.0824 0.0678 0.0723 0.0688
a(9) 0.0824 0.0631 0.0121 0.1481 0.0592 0.0313
a(10) 0.0655 0.0336 -0.0047 0.0622 0.0402 0.0843
a(11) 0.0144 0.0794 -0.0608 0.0467 0.0434 0.1235
a(12) -0.0206 0.0261 -0.0225 0.0847 0.0696 0.0533
a(13) 0.0279 0.1053 -0.0360 0.0101 0.1108 0.0396
a(14) 0.0486 0.0641 0.0652 0.0433 0.0979 0.0818
a(15) 0.0972 0.1687 0.1530 -0.0478 0.0854 0.0651
+2 1x10‘4 1x10‘4 3x1 O'4 1 x10"4 3x10‘4 1x1 O'4
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4.2.2 Reconstructing porous media - selection of Nc, Lc and n
The conditions of each reconstruction are defined by three parameters:
Nc the size of the generated medium
Lc the length over which the correlation is considered
n the distance between sampled experimental data points
Nc and Lc should be as large as possible for improved statistical accuracy. Adler et a l 
(1990) further stated that Lc should not be greater than Nc. However, this study found 
that Lc should not be greater than Nc/2, otherwise the periodic boundary conditions 
introduced by Adler et a l (1990) result in secondary correlation of the medium. This 
is best illustrated by an example: if Nc = 30 and Lc = 30, with periodic boundary 
conditions in place, a given point in the spatial domain 30 correlation steps away is 
actually the initial condition, i.e. Lc = 30 is equivalent to Lc = 0, and the 
corresponding value of the ACF is 1.0 - hence the reason why Adler et al imposed Lc 
< Nc. Similarly, though, 29 correlation steps away from the initial condition is 
equivalent to | — 1 1 , or 1  correlation step away [the mod sign arises from the scalar 
correlation length]. Extending this, it can be seen that the ACF is symmetric about 
Nc/2 and periodic about Nc.
The parameter n scales the sampling of the discretized images to every nth
experimental data point. It is used to capture a desired level of detail within the ACF,
relevant to the scale of interest in a particular study. Decreasing n increases the level 
of detail captured, i.e. the image is sampled at closer spatial intervals. The maximum 
amount of information is retained from the original image when using n = 1 . 
However, more usually, n represents a trade-off between the level of detail retained 
from the original image and the physical dimensions that can be represented by a 
reconstructed medium at this resolution, as dictated by computational resources. The 
physical size represented by a reconstructed medium is the product of the pixel 
resolution of the discretized image, a , the sampling frequency, n, and the size of the
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reconstructed medium, Nc, i.e. a.n.Nc. Therefore, if computational resources limit Nc 
to relatively small numbers, the physical size represented by a reconstruction can only 
be increased by increasing n, and, hence, losing some of the detail from the original 
image. Selection of n played a very important role in determining the permeabilities 
of the reconstructed media in this study, this is discussed further in Chapter 8 .
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5. Experimental system
The following chapter aims to provide the reader with all necessary information to 
understand, and where desired, reproduce the experimental apparatus used in the 
present study. The chapter is divided into 2 sections. The first section describes the 
experimental apparatus. It discusses the selection of a model experimental system , 
and provides a design appreciation of the experimental apparatus. The second section 
provides a brief summary of the experimental procedure, following the ‘Operating 
Procedure’ and ‘Bed Cleaning and Preparation Procedure’, copies of which may be 
found in Appendix V.
5.1 D escription o f the experim ental system
An experimental apparatus was designed and built to provide a basis for assessing the 
accuracy of simulation results. The apparatus measured the pressure drop across a bed 
of collector material subjected to pure fluid and suspension flow under a variety of 
conditions. The conditions of suspension flow were such that mass transfer took place 
between the fluid phase and bed collector, resulting in suspended particles depositing 
in the bed. The following describes the model experimental system and experimental 
apparatus used, including an overview of the experimental apparatus and description 
of the individual components comprising the apparatus.
5.1.1 Selection of a model system
Before designing the experimental apparatus, an appropriate model experimental 
system was selected, subject to satisfying the following criteria:
r model system meaning combination of collector material, suspended particulate solids, and 
suspension carrier fluid.
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1 . the system must be capable of producing measurable deposition of suspended 
particles on the bed collector material.
2 . the collector and suspension materials must be reproducible, readily obtainable and 
inexpensive.
3. the collector material must lend itself to nmr imaging techniques.
Depositing systems, i.e. the first criterium, were identified by considering 
experimental systems and conditions used by previous researchers to investigate 
deposition in porous media; a survey of some published studies is presented in Table
5.1. The collector materials used in these studies were core samples, sode+lime glass 
beads, unconsolidated sands and stainless steel balls. Of these, only soda-lime glass 
beads satify the second and third criteria - they are manufactured to high specification 
size distributions, they are relatively inexpensive and readily obtainable from a 
number of UK suppliers and, their use has been published in several nmr studies [see, 
for example, Gladden and Alexander (1996), Sederman et a l (1998)]. On the other 
hand, core samples are not easily obtainable and can suffer large property deviations 
from sample to sample; reproducible batches of unconsolidated sands are relatively 
expensive, and; stainless steel balls are unsuitable in nmr studies. Therefore, soda- 
lime glass beads were selected as the bed collector material in the model system, 
supplied by Potters-Ballotini Ltd, Barnsley-UK, nominal size range 425-600pm. Of 
the suspension materials cited in Table 5.1, only latex and CaC03 are readily 
obtainable, but high-specification latexes are very expensive. Therefore, only CaC03 
satisfies the second criterium above and was thus chosen as the suspension material in 
the model system. CaC03, having a mean particle diameter, d = 6.5-9p,m 
[information provided by supplier], was supplied by Fisher Scientific UK, 
Loughborough-UK. Pure distilled water was used as the carrier fluid for the 
suspension material in all of the experiments. This is because, at this stage, only 
mechanical effects on deposition have been considered by the simulation studies. 
However, future simulations and experiments are planned using a variety of carrier 
fluids to study chemical effects [see Chapter 10].
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Part II: Methods
A particle size distribution for the soda-lime glass beads was derived by image- 
analysing 2-D projected areas of individual particles using Optimas 5.2 Image 
Processing Software; the size distribution is shown in Fig. 5.1.
2 0 1 - 2 5 1 - 3 0 1 - 3 5 1 - 4 0 1 - 4 5 1 - 5 0 1 - 5 5 1 - 6 0 1 - 6 5 1 - 7 0 1 -
2 5 0  3 0 0  3 5 0  4 0 0  4 5 0  5 0 0  5 5 0  6 0 0  6 5 0  7 0 0  7 5 0
Particle size (pm)
Fig. 5.1 - P artic le  size d istribu tion  of soda glass ballotini, nom inal size range 425-600pm , supplied 
by Potters-B allotini L td , Barnsley-U K . T he p artic le  size d istribu tion  w as derived from  image 
analysis of 163 individual partic les using O ptim as 5.2 Im age Processing Softw are. P artic le size is 
defined as the circ le-equivalen t-d iam eter o f the  p ro jec ted  a re a  of each particle .
For greater control of the packing structure, the upper and lower ‘tails' of the 
distribution were removed by sieving at 425 and 600pm. The resulting size 
distribution of glass beads used in the experiments is shown in Fig. 5.2, it has a mean 
particle diameter, dp= 464pm and an average 2-D sphericity (circularity), \j> = 0.85, 
where circularity is defined as [see Allen (1975)]
4 :^ A
where A is the projected area of an individual particle and P is its perimeter. Surface 
impurities were removed from the glass beads by soaking them in 2M HC1 for 48h, 
rinsing them with distilled water for 30 min and oven-drying them for a further 24h 
before each experiment. Studies by Dabros and van de Yen (1983) and Litton and
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Olson (1993) showed that different methods of surface preparation of the collector 
material influence the deposition rate, however, this need not be considered until 
studies of chemical effects are carried out, so long as the beads are prepared by the 
same method before each experiment.
0.4 —
3 6 1 - 3 8 1 - 4 0 1 - 4 2 1 - 4 4 1 - 4 6 1 - 4 8 1 - 5 0 1 - 5 2 1 - 5 4 1 - 5 6 1 -
3 8 0  4 0 0  4 2 0  4 4 0  4 6 0  4 8 0  5 0 0  5 2 0  5 4 0  5 6 0  5 8 0
Particle size (pm)
Fig. 5.2 - P artic le  size d istribu tion  of soda glass ballotini, nom inal size range 425-600pm , supplied 
by Potters-B allo tin i L td, Barnsley-U K  sieved a t 425 and  600pm . The partic le  size d istribu tion  
was derived from  im age analysis o f 207 partic les using the sam e m ethod as in Fig. 5.1.
5.1.2 Design appreciation of the experimental apparatus
The following section briefly describes the operation of the experimental apparatus 
designed and built to carry out the deposition studies, and gives specification details 
of each of its major components. For reference, schematic representations of the 
apparatus and electronic circuitry are made available in Fig. 5.3 and Fig. 5.4.
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Part II: Methods
5.1.2.1 Overview
The apparatus was a one-pass batch design. Fluid was introduced via the batch mixing 
tank where powders were mixed with carrier fluid until fully suspended. From the 
batch mixing tank, fluid was pumped to a header tank. A peristaltic pump was chosen 
for this task because it is capable of accurately delivering low throughputs and is 
compatible with suspension flow. The header tank served several purposes: 1) it 
provided a constant head of fluid entering the packed bed; 2 ) it dampened fluctuations 
in flow generated by the peristaltic pump, and; 3) it served as a secondary mixing 
station immediately prior to fluid entering the packed bed. From the header tank, fluid 
flowed through the packed bed and out to drain through a flow measuring device. 
Originally, a simple rotameter was used for this purpose but during preliminary 
experiments a very small amount of fines elutriated from the bed collector and 
accumulated on the float, producing significant inaccuracy in the flow measurements. 
Therefore, it was replaced by a turbine flowmeter suitable for use with suspension 
flow.
Ten evenly-spaced pressure tappings were situated along the length of the packed bed. 
The first of these was a reference point and the other nine led off to a bank of 
switching solenoid valves. These solenoid switches could be opened or closed 
selectively via a a bank of relay switches controlled by a DAS08 card installed in a 
PC. The reference tapping and the solenoid valves were connected to a differential 
pressure transducer to read the differential pressure drop between a selected tapping 
and the reference tapping. The signal sent by the pressure transducer to the DAS08 
card was amplified using a strain gauge amplifier.
5.1.2.2 Component specifications
Packed bed:
A copy of the engineering design drawings of the packed bed may be found in 
Appendix VI. The bed was constructed from perspex in the Dept, of Chemical and 
Process Engineering, University of Surrey. Perforated-plate-type flow distributors
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were located at the inlet and outlet to the bed. They were made of brass and were 
drilled to specification with hole diameters of 0.8 mm using an A&C programmable 
drill in the Dept, of Mechanical Engineering, University of Surrey.
Pressure measuring equipment:
A low range wet/wet differential pressure transducer, Model Z, supplied by RDP 
Electronics Ltd, Wolverhampton-UK was selected to measure differential pressure 
drop across the packed bed. This transducer measured a pressure range of 0-13800 Pa 
with an accuracy of +/-35 Pa.
The solenoid valves used to switch between pressure tappings were 2-way, 24V d.c. 
manifold mounted general purpose valves supplied by RS Components Ltd., 
Northhants-UK.
Pump:
The peristaltic pump selected was a Masterflex fixed speed, 378 rpm, motor/adaptor 
IP55 with four Masterflex peristaltic ‘Easy load’ pump heads, supplied by Merck Ltd, 
Lutterworth-UK. Using a combination of tubing sizes 13, 14, 16, 17, 18 and 25, it was 
capable of delivering 23-5750 ml/min (2.3xl0"s-5.75xl0 ' 3 m3/min).
Mixing equipment:
The mixing rotators selected were Heidolph rotators supplied by Lab Plant Ltd, 
Hudderfield UK, having a range of 35-2200 rpm. The impellers were mounted off- 
centre to reduce vortex formation.
Control and data acquisition:
The solenoid valves and power to the pump and mixers were controlled remotely 
using a DAS08 card, supplied by Talisman UK, installed in a PC. This card also read 
analogue signals from the pressure transducer and the flowmeter which were 
converted to pressure and flow measurements. A data acquisition computer
5-10
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programme was written in QUICKBASIC to drive the DAS08 card and record 
measurements.
5.2 Experimental procedure
A complete description of the experimental procedure is provided in the ‘Operating 
Procedure’ and ‘Bed Cleaning and Preparation Procedure’, copies of which may be 
found in Appendix V. A brief summary of these is given below.
Prior to any of the experiments, the packing chamber was filled as tightly as possible 
with collector material using a random-tapped method; see Section 3 of the ‘Cleaning 
and Bed Preparation Procedure’, Appendix V. The mass of collector material packed 
into the bed was recorded. This same mass and method of packing was then used in 
every experiment. The mass recorded corresponded to a voidage, s = 0.385, within the 
bed. In preparation for each experiment, the system was primed with distilled water 
using the specially-designed configuration of valves shown in Fig. 5.3. The packed 
bed was evacuated to approximately 0 . 1  bar to aid uptake of fluid and reduce the 
degree of residual air saturation in the collector material; see Section 1-2 of the 
‘Operating Procedure’, Appendix V. Once primed, the packed bed was flushed with 
distilled water for a further 25-30 minutes to stabilize the effluent pH at that of the 
influent solution: Several workers [see, for example, Tobiason and O’Melia (1988), 
Vaidyanathan and Tien (1991), Elimelech (1991)3 reported that glass beads readily 
lose Ca++ and Na+ on contact with water, forming CaO, NazO, Ca(OH) 2 and NaOH at 
the surface of the beads - the take-up of cations increases the pH of the solution which 
can effect deposition rates. During flushing, the flowrate was adjusted to the desired 
rate for the subsequent experiment and a base measurement of pressure drop across 
the clean packed bed was carried out.
5-11
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In deposition experiments, an appropriate amount of suspension material was mixed 
with carrier fluid in the batch mixing tank. Once fully suspended, the suspension was 
introduced to the rest of the system, including the packed bed, as described in Section 
3 of the ‘Operating Procedure’, Appendix V. Measurements of pressure drop and 
effluent samples were then taken at 15 minute intervals until the specified flowrate 
could no longer be maintained, signalling the end of the experiment. At the end of 
each deposition experiment, a mass balance was performed on the suspension material 
across the system. This required measuring the volume of suspension left in the 
system and dismantling the packed bed to weigh the amount of deposit on the 
distributors.
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Part III: Results & Discussion
6. Validation of LGA Programming Code
The following chapter reports and analyses the results of several tests that were 
applied to the LGA programming codes to ensure that they were conceptually correct 
and properly written. The codes were tested on sample systems for which analytical 
solutions or reliable experimental data exist. The 2- and 3-D LGA fluid transport 
codes were applied to two well-known engineering problems - flow in a duct and drag 
past a cylinder; and to a standard CFD benchmarking test - flow over a backward- 
facing step (2-D only). The latter application represents, for the first time to the 
Author’s knowledge, quantitative comparison of the performance of LGA codes with 
the common CFD codes using a standard benchmarking test. The 2-D LGA colloid 
transport code was used to simulate the behaviour of neutrally-buoyant spheres in a 
fluid stream and to measure the terminal velocity of free-falling bodies. The results of 
these validation studies are presented and compared to published experimental and 
analytical results in the following chapter.
6.1 V alidation o f the LG A  flu id  transport m odel
6.1.1 Flow in a duct and hydrodynamic limit of LGA fluids
The LGA fluid transport model was first applied to simple flow in a 2-D channel, or 
equivalently, between parallel plates in 3-D. Here, the no-slip boundary condition at 
the solid walls should impose frictional drag upon the fluid, resulting in the 
development of the well-known parabolic Poiseuille flow distribution across the 
channel, with fluid flowing faster towards the center of the channel and approaching 
zero at the walls [this system is described in most standard texts; see, for example, 
Clift et al. (1978)]. The analytical solution to the Poiseuille distribution of flow is 
given by
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(6 - 1 )
where ux is the fluid velocity parallel to flow at a distance y from the channel 
centerline, AP is the pressure drop across the system, p is the fluid dynamic viscosity 
and D is the channel width or distance between plates; the corresponding system 
geometry is shown in Fig. 6.1.
Fig. 6.1 - G eom etry  o f 2-D flow in a  channel, o r equivalently, 3-D flow  betw een two p ara lle l 
p la tes - flow is in v a rian t in  th e  th ird  dim ension. A Poiseuille flow d istribu tion  develops as th e  
resu lt o f a  un ifo rm  pressure , AP, app lied  in  th e  x-direction.
reproduce the analytical distribution described in eqn. (6-1). Fluid velocities (max) of 
0.25, 0.3 and 0.4 lattice units per update (l.u./t) were simulated on 2-D lattices having 
dimensions ranging from 240x960 to 2000x8000, and on 3-D lattices having 
dimensions 160x40x640. All lattices had a channel length to width ratio of 4:1 to 
avoid inlet and outlet boundary effects on measurements. Pressure gradients were 
applied by over-writing the first and last columns of the lattice, representing the inlet 
and outlet of the channel respectively, with the analytical solution given in eqn. (6 - 1 ). 
Some sample velocity distributions for the 2- and 3-D LGA codes are shown in Fig.
a
D
A number of simulations were carried out to test the ability of the 2- and 3-D codes to
6 .2 .
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a)
Distance from channel center line, y (l.u.)
b)
Distance from channel center line, y (l.u.)
c)
Distance from channel center line, y (l.u.)
Fig. 6.2 - Flow d istribu tion  across a  channel. C om parison  of sam pled L G A  velocities (d iscrete 
points) w ith th e  theore tical Poiseuille flow  profile  (solid line) fo r m odels: (a) F H P -II (b) F H P -III,; 
and  (c) FC H C .
6-3
Part III: Results & Discussion
It can be seen that they were in excellent agreement with the analytical distributions in 
all cases. A number of simulations were also run where the pressure gradient was 
generated by over-writing just the inlet of the channel only. These simulations 
consistently produced flow profiles significantly faster than the anticipated analytical 
solutions. This was due to the additional pressure gradient caused by particles ‘falling 
off’ the lattice, as discussed in §3.2.5.
Eqn. (6-1) may be integrated between limits y = -D/2 and y = D/2, and divided by the 
cross-sectional area available for flow to give the volumetric flowrate per unit area, q, 
in the channel, i.e.
Q  APd2 , x
Y  = cl = T t —  <6 '2 )A 12p
Comparing eqn.(6-2) with Darcy’s law which states that the rate of flow through a 
porous medium is proportional to the pressure drop across it, v.i.z.
K dp . _ _
q = ------------------------------------------------------------------------------------- (6-3)
p dl
produces the well-known result for the permeability of two parallel plates distance D 
apart, i.e.
where Q is the volumetric flowrate, A is the cross sectional area to flow, dp/dl is the 
pressure gradient across channel length 1 and K is the permeability constant for the 
system. Further simulations of flow between parallel plates were conducted to confirm 
that the 3-D code obeyed Darcy’s law, described by eqn.(6-3). D was varied between 
10 and 40 l.u. and known pressure gradients were applied at the inlet and outlet to the 
system in a similar fashion to the previous simulations. Flowrates and viscosities were
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sampled mid-way through the channel, enabling K to be calculated; values of K 
calculated from the simulations are compared to the analytical solution in Fig. 6.3. 
They can be seen to be in excellent agreement.
180 
160 
^140
J l 2 0
- 1 0 0  im
I  80 
(015 |  60
0)
CL 40
2 0  
0
0 10 20 30 40
Channel width (l.u.)
Fig. 6.3 - C onfirm ation  of D arcy’s law in flow betw een parallel plates in 3-D. Each discrete po in t 
rep resen ts averages over 5 d ifferen t realisations, each them selves an average of 500 tim esteps at 
steady state. E rro r  b a rs  indicate s ta n d a rd  deviation of the  5 realisations from  th e ir  average. The 
solid line represen ts the analytical solution.
The careful selection of the velocities used in simulations is essential to the accuracy 
of results. This is because the presence of the factor, g(q), in the equation of state (see 
§3.1.1) causes non-physical compressibility; see Brosa et al. (1990), Chen et al. 
(1995). This can only be considered negligible if the velocity, u, is small relative to 
the speed of sound, cs, i.e. if the Mach number, Ma (= u/cs), is «  1. For real fluids, 
compressibility effects are commonly considered to be negligible if Ma<0.3; see 
Biggs and Humby (1998). However, in LGA fluids, the Mach number limit that may 
be approached without appreciable loss of accuracy has never been systematically 
studied. LGA literature is conflicting; Rothman (1988) and Eissler et al. (1992) 
suggested using Ma<0.35 to avoid errors >10% whereas others have used Ma as high 
as 0.5 [d’Humieres and Lallemand (1987)] without appreciable loss of accuracy. To 
clarify this situation, the FHP-II and FHP-III models were used to simulate flow in a 
channel for uniformly increasing velocities and reduced densities of d = 0 . 1 , 0 . 2  and
6-5
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0.3. The maximum velocities achieved by both models are compared to analytical 
solutions in Fig. 6.4. Clearly, both models diverged from the analytical solutions at 
approximately the same Mach number limit ( ~ 0.6). Beyond this, no significant 
increase in simulation velocities was achieved. This observation is consistent with the 
deviations being caused by the presence of the factor, g(q), in the equation of state 
because the FHP-II and -III models share the same expression for g(p), v.i.z.
g (e )= r i t y ^  (6~5)
The divergences do not display a strong function of the reduced density, d, and hence 
macroscopic density, q, but both plots suggest that simulation velocities might fall 
away quicker at higher d if the Ma numbers were raised to higher values.
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a)
Ma (analytical)
b)
Ma (analytical)
Fig. 6.4 - C om parison of m axim um  velocities achieved in channel flow using models a) F H P -II 
and  b) F H P -III to analytical solutions (conditions as in Fig. 6.2). Both m odels diverge from  the 
analytical solutions a t approxim ately  the sam e M ach num ber lim it ( = 0.6). Beyond this, no 
significant increase in sim ulation  velocities was achieved. The divergences do not display a  strong  
function of the reduced density, d, b u t bo th  plo ts suggest th a t sim ulation velocities m ight fall 
aw ay qu icker a t h igher d if the velocities w ere raised  to h igher values.
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6.1.2 Drag past a cylinder
A second validation of the 2-D fluid transport code carried out was the measurement 
of drag coefficients on a fixed cylinder in flow; after Hayot and Lakshmi (1989) and 
Kohring (1991a-b,1992). The drag coefficient, CD, described in most standard texts 
[see, for example, Coulson and Richardson (1996)], is given by
where ux is the average component-x fluid velocity, A is the projected area of the 
cylinder perpendicular to flow which, in 2-D, is equivalent to the eross-sectional 
length, d, and Fx is the component-x force acting on the cylinder by impinging fluid 
particles, given by
where p is the number of particles impinging upon the cylinder during time period At, 
and cpx and c ’px are the component-x velocities of particle p before and after collision 
with the cylinder respectively; see Eissler et al. (1992).
Previous workers [d’Humieres and Lallemand (1986a-b,1987), Kohring (1991a- 
b,1992)] reported that a ratio of channel width to cylinder diameter, D/d = 5, is 
sufficient to stop channel walls interferring with flow around objects. A small study of 
the effect of D/d on the fluid force acting upon a cylinder, see Fig. 6.5, shows this to 
be reasonable but close to introducing errors. Therefore, allowing a margin of error, 
D/d = 8  was used in all simulations presented here.
(6 -6 )
(6-7)
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Fig. 6.5 - Effect o f the ra tio  o f channel w idth  to  cylinder d iam eter, D/d, on the  force of fluid 
im pinging upon a  cylinder fixed in the cen te r o f channel flow.
Cylinders having diameters ranging from 30-250 lattice units were studied and the 
ratio of channel length to width was again fixed at 4:1. The resulting plot of drag 
coefficients versus Reynolds number is shown in Fig. 6 . 6  along with experimental 
measurements of drag past a cylinder reported by Lapple and Shepherd (1940); see 
Perry and Green (1984). The predicted drag coefficients are in excellent agreement 
with the experimental values, however, their standard deviations are large (i.e. the 
signal to noise ratio is small), increasing as Reynolds number decreases. This 
phenomenom can be explained by the so-called Shot Noise Theorem [see Teixeira
(1992), Krafczyk and Rank (1995)]: LGA is inherently ‘noisy’ due to its bit-basis, but 
despite a small signal to noise ratio, the theorem states that results will always be 
correct at the infinite limit, i.e. provided sufficient averaging is done. Unfortunately, 
the noise arising out of LGA’s bit basis also means its usefulness for exploring 
transient behaviour decreases with decreasing flow velocity.
6-9
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Reynolds number, Re
Fig. 6.6 - D rag coefficient experienced by a  cy linder fixed in the  cen ter o f a channel flow. Each 
discrete po in t rep resen ts averages over 20 d ifferen t realisations, each them selves an  average of 
500 tim esteps a t steady state . E rro r  b a rs  indicate s ta n d a rd  deviation of th e  20 rea lisa tions from  
th e ir  average. The dashed  line rep resen ts the  experim ental results o f L apple and  S hepherd  
(1940); see P erry  and  G reen  (1984).
6.1.3 Flow over a backward-facing step
Finally, the 2-D fluid transport code was used to study flow over a backward-facing 
step. To the author’s knowledge, no systematic application of LGA to flow over a 
backward-facing step exists, in fact, only d’Humieres and Lallemand (1987) have ever 
applied LGA in this context, measuring the reattachment point of the primary 
recirculation zone [see Fig. 6.7] for just three different Reynolds number flows. Flow 
over a backward-facing step is a standard benchmark against which commercial CFD 
codes are tested and their relative performances compared [see Freitas (1995)]. 
Experiments by Armaly et al. (1983) showed measurable primary, secondary and 
tertiary re-circulation zones starting at Re » 100, Re = 500 and Re ~ 1300, 
respectively where Reynolds number is defined as
Re = with D = 2h
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Following Freitas (1995), system geometries were constructed according to the 
experimental set-up of Armaly etal. (1983), as shown in Fig. 6.7.
Fig. 6.7 - System  geom etry  fo r flow over a  backw ard-facing  step, a fte r A rm aly  et al. (1983). T he 
channel expansion ra tio , h :r  = 1:1.94. T h ree  re-c ircu la tion  zones a re  identified: p rim a ry  re ­
circu la tion  rea ttaches a t length  x l ;  secondary  an d  te r tia ry  recircu la tions a re  betw een x4 an d  x5, 
an d  x2 an d  x3, respectively.
A relatively large number of simulations were executed, achieving Reynolds numbers 
ranging from approximately 50-700. This range allowed quantitative study of the 
primary recirculation zones in all cases, however, secondary re-circulation zones were 
studied only qualitatively. This was because, as reported by Armaly et al., the 
variation in length, x5, is too large (up to 250%) between Reynolds numbers of 500- 
700. The reattachment point of primary re-circulation zones relative to step heights 
(xl/s) is plotted in Fig. 6 . 8  for the FHP-II and FHP-III models, along with Armaly et 
al. ’s experimental data and the results of commercial CFD codes reported by Freitas 
(1995). The plot shows the LGA results to be in excellent agreement with 
experimental data up to a Reynolds number of 657. Unfortunately, simulations at 
Reynolds numbers larger than Re = 500 required very long CPU times and, as a 
consequence, a number of them (not shown in Fig. 6 .8 ) did not achieve steady-state in 
the run-times specified. It should be noted though, that the commercial codes collapse 
somewhere in this region of flow and LGA may well prove to provide quantitatively 
superior results to currently available numerical codes for this problem, but at the 
expense (presently) of long CPU times.
h X
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Fig. 6.9 is a visualization of a LGA FHP-II simulation of flow over a backward-facing 
step for Re = 360. Both primary and secondary re-circulation zones are clearly visible. 
It can be seen that fluid flowed over the step and slowed due to channel widening and 
the momentum exchange with the channel and step walls below. Newly arriving fluid, 
having greater momentum, was forced to flow over the slower fluid. The resulting 
velocity gradient caused a viscous drag which ‘pulled’ faster fluid towards the slower 
fluid, displacing it in the negative flow direction and initializing a re-circulation zone. 
The faster fluid still contained sufficient momentum for it to rebound off of the lower 
channel wall and repeat the process over again at the upper wall, developing a 
secondary re-circulation zone. After increasingly dampened repeats of this along the 
channel length (not shown in the image), sufficient momentum was lost and flow  
eventually recovered the parabolic distribution of flow in a channel.
6.2 E xplicit sim ulation o f freely-m oving solid bodies in LG A  fluids
6.2.1 Behaviour of a neutrally-buoyant cylinder placed in the center of flow
The first test applied to the LGA colloid transport model was to observe the behaviour 
of a neutrally-buoyant cylinder (2-D sphere) placed on the centerline of a duct through 
which fluid was flowing. At a number of different fluid velocities, the cylinder 
exhibited behaviour typical of a neutrally-buoyant sphere in a similar 3-D 
arrangement [see, for example, standard texts by Clift et a l (1978)]: the cylinder held 
its position on the centerline and accelerated in the direction of flow until reaching a 
steady-state velocity corresponding to that of the fluid in the middle of the duct. At 
steady-state, it no longer caused any disturbance to the surrounding fluid phase as was 
also noted by Ladd et a l (1988). A plot of the steady-state velocities achieved by the 
cylinder as a function of fluid velocity is shown in Fig. 6.10. As can be seen, there is 
excellent agreement between them.
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Fluid velocity at the centerline (l.u./t)
Fig. 6.10 - S teady-state velocity o f a  neu tra lly -buoyan t cylinder flowing in  a  2-D duct; d = 40 l.u., 
D /d = 8. Each d iscrete po in t rep resen ts averages rang ing  from  8-20 d iffe ren t realisations, each 
them selves an  average of 200 tim esteps a t s teady  state . E r ro r  b a rs  ind icate s ta n d a rd  deviation of 
th e  d iffe ren t realisa tions from  th e ir  average.
6.2.2 Terminal falling velocity of a sedimenting cylinder
The cylinder used in the above was then given relative mass in the fluid and subjected 
to an external gravity-like body force. Again, it was placed on the centerline of the 
duct in flow and this time tested to see if it would establish a terminal falling velocity. 
Cylinders having diameters 20 < dc < 50 l.u. and specific gravities of 2.0 and 3.0 were 
used in these simulations. Fig. 6.11 shows a plot of terminal falling velocity as a 
function of cylinder diameter and solid density. Terminal falling velocities were 
established in all cases and, as can be seen from Fig. 6.11, terminal falling velocity 
increased with increasing cylinder diameter and increasing solid density.
Following Feng et al. (1994), drag coefficientyfor the cylinders were calculated using 
their terminal falling velocities
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where qs and gf are the solid and fluid densities respectively, g is the external body 
force (in Feng et al.s case, g = gravitational acceleration), and utfv is the terminal 
falling velocity of the cylinder. Fig. 6.12 is a plot of drag coefficients calculated 
according to eqn.(6 -8 ) against a Reynolds number based on the utfv and cylinder 
diameter. These are compared with the 2-D MD-like simulation results of Feng et al. 
(1994) in bounded domains, the numerical computation of steady flow around a 
cylinder in a very large domain by Fomberg (1980), and an empirical correlation of 
experimental data on a fixed cylinder in an unbounded domain by Sucker and Brauer 
(1975).
Cylinder diameter, d (l.u.)
Fig. 6.11 - T erm inal falling velocity in 2-D bounded  flow fo r cylinders as a  function of cylinder 
d iam eter and  solid density. A ra tio  o f system  w idth  to  cylinder d iam eter, D/d = 8 was m ain ta ined  
in each sim ulation. Each d iscrete po in t rep resen ts averages of 7 d ifferen t realisations, each 
them selves an  average of 200 tim esteps a t steady  state . E rro r  b a rs  indicate s ta n d a rd  deviation of 
the d ifferen t realisations from  th e ir  average. As can be seen, u tfv increases w ith increasing 
cylinder d iam eter and  and  increasing solid density.
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Part III: Results & Discussion
From Fig. 6.12 it can be seen that all of the studies showed that the drag resistance 
decreased as the terminal falling velocity increased. The simulations of Feng et al 
(1994) demontrated the decreasing nature of the drag resistance as the system 
boundaries are widened, the limiting case being indicated by the unbounded domain 
used for the empirical correlation. Fornberg’s (1980) results consistently 
underestimated the drag acting on the cylinder. The simulation results of the present 
study on both density cylinders were in excellent agreement with the trend displayed 
by Feng et a l ’s (1994) data for increasing wall separation. They were also in very 
close agreement with, but are correctly bounded, by the empirical correlation for an 
unbounded domain.
6.3 Conclusions
The results reported in this chapter demonstrate that the 2- and 3-D LGA fluid 
transport codes written for this study are capable of reproducing correct hydrodynamic 
behaviour of fluids. For the first time, to the Author’s knowledge, the performance of 
LGA codes has been compared quantitatively with the performance of common CFD 
codes using a standard benchmarking test. The results of this show that, at the very 
least, LGA is equally capable to the CFD codes of predicting the correct 
hydrodynamic behaviour of fluid flowing over a backward-facing step, and has 
potential for improving upon their results. The results of the simulations of a single 
particle suspended in LGA fluid demonstrate that the LGA colloid transport model 
can reproduce the free movement, as a result of complex interactions with the 
surrounding fluid and a gravity-like body force, of a rigid body immersed in a fluid.
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7. JQA reconstructions of the model experimental 
system
The following chapter is a presentation of the findings of 2- and 3-D reconstructions 
of the model experimental porous medium. Firstly, images representative of the 
solid/pore matrix, obtained using 2- and 3-D NMR techniques, are presented and 
discussed qualitatively. After this, the statistical properties of the images are examined 
and the statistical data gathered from 2- and 3-D sources is compared. Finally, 
reconstructions of the pore/solid matrix are presented and compared qualitatively and 
statistically to the original images.
7.1 N M R  im ages o f the m odel experim ental system
Discretized images of the 2-D sections generated at Surrey and some sample cross- 
sections of the 3-D volumes generated at Cambridge are shown in Fig. 7.1 and Fig.
7.2, respectively. As can be seen, all of the sections display good qualitative 
agreement with typical 2-D cross-sectional images of a packed bed of spherical 
particles, that is: areas of solid and pore space are grouped together to form a packing 
matrix, the interfaces of which are mostly curved representing the boundaries of the 
spherical particles. The apparent size distribution of particles in Fig. 7.2 represents 
mono-sized spheres sectioned at different positions from their centerpoint.
The images generated at Surrey appear to contain a large degree of ‘noise’. This noise 
is present at two levels. The interference lines spanning the width of images, most 
obvious in images Fig. 7.1d-f, are an artifact of the NMR technique which could not 
be removed [Goerke (1998)]. The ‘speckling’ effect, however, is a mixture of noise 
due to the technique and solid material captured as a result of the finite ‘thinness’ of
7-1
Part III: Results & Discussion
each pixel in the z-axial direction. In the z-axial direction, the images generated at 
Surrey represent a much thicker ‘slice’ of the packing, = 100pm [or « 0.2dp], 
compared to those generated at Cambridge, = 30pm [or * 0.06 dp]. Therefore, they 
are more likely to contain sections of several spheres within each pixel. When 
discretizing the sub-images in Fig. 7.1, no assumption was made as to the origin of the 
‘speckling’ effect, it was rather left for the discretization technique to decide inclusion 
or not of the speckles in the final images.
Fig. 7.1 - D iscretized sub-im ages of the  2-D NM R im ages generated  a t the  D epartm en t o f Physics, 
U niversity of S urrey ; a) 2d _ la ; b) 2d _ lb ; c) 2d _ lc ; d) 2d_2a; e) 2d_2b; f) 2d_2c -pore space is 
show n in blue. Each im age contains 312x312 pixels w here each pixel rep resen ts a voxel in real 
space having dim ensions approxim ately  15x 15x 100pm  in the x, y and  z d irections respectively, 
w here the z-axis is in the axial d irection  p erp en d icu la r to the cross-sectional scan.
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Fig. 7.2 - Sam ple cross-sections of the d iscretized  sub-im ages of the  3-D NM R im ages generated  
a t C avendish L abora to ry , D epartm en t o f C hem ical Engineering, U niversity o f C am bridge - pore 
space is shown in blue. E ach  im age contains 128x 128 pixels w here each pixel rep resen ts a  voxel in 
real space having dim ensions approx im ate ly  30x30x30pm  in the x, y and  z d irections 
respectively, w here the  z-axis is in the  axial d irection  perpend icu la r to  the  cross-sectional scan.
7.2 Comparison of ACFs calculated from 2- and 3-D discretized 
descriptions of the model porous medium
ACFs were calculated [see §4.1] for each of the 2- and 3-D discretized descriptions of 
the pore/solid matrix. Those derived from the 2-D sections are plotted in Fig. 7.3. The 
plots show that there was little variation between correlations in the component-u and 
-v directions and vector H direction for each of the six sections. This suggests that the 
packing structure was isotropic in each sample. For convenience sake, the ACFs of 
each of the six images were represented by an ACF correlated in just the component-u 
direction; these are compared with one another in Fig. 7.4. Fig. 7.4 shows that the 
ACFs were in good agreement, indicating that the packing structure was uniform 
within each sample and that both samples had similar packing structures. The latter 
supports an assumption made throughout this study that packing systems are 
reproducible if they are packed following the same method.
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Part III: Results & Discussion
Fig. 7.4 - Comparison of the ACFs of the six sub-images generated from 2-D sections. The ACFs 
are correlated in the component-u direction only. Each correlation unit corresponds to a distance 
of = 15pm in real space.
Fig. 7.4 shows that the probability density decreased very quickly as correlation 
length increased, and was negligible beyond a correlation length of = 15. A 
correlation length of 15 was equivalent to a physical distance of 225pm between 
points in space. Therefore, Fig. 7.4 indicates that there was no longer any correlation 
between points greater than 225pm apart. In physical terms, this means that, in an 
average sense, as the distance between two points in the packing systems increased, 
the likelihood of them being of similar material, i.e. solid or void, decreased. 
Interestingly, this distance corresponds almost exactly with the size of the mean 
particle radius of the glass beads used as packing material (rp =dp/2= 232pm). This 
suggests that, if one were to take each particle centre as the origin, no spatial 
correlation would have existed beyond its surface - or in other words, the positions of 
the glass beads in the samples analysed were completely uncorrelated, i.e. the beads 
were randomly packed. This is in accordance with, and substantiates the random 
method used to pack both the experimental beds and samples; see §5.2.
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a)
(0ca>
T3
-Q(0n
b)
v>ca>■o
JQ
05JD
component-u component-v component-w
Fig. 7.5 - A comparison of isotropy between the component-u , -v and -w directions in sub­
images: a) 3d_l; b) 3d_2. Each correlation unit corresponds to a distance of = 30pm in real space.
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ACFs calculated from the discretized 3-D volumes are given in Fig. 7.5. Similar to 
Fig. 7.3, the plot indicates that there was little variation between correlations in the 
component-u, -v and -w directions1 within each of the two images. ACFs correlated in 
just the component-u direction are compared with one another in Fig. 7.6. They, too, 
are very similar to one another, again suggesting that the samples had similar packing 
structures. Fig. 7.6 shows that spatial correlation in the 3-D images decayed smoothly 
as a function of correlation length, and was negligible beyond a length of * 7.5. 
Converted into physical distance, this was equivalent to 225pm, which is exactly the 
same physical distance as was indicated by the 2-D sections.
1
0.8 
I  0.6ca>
TJ
g  0.4
Eas
o 0.2k .a.
0
0
-0.2
Number of correlation steps
Fig. 7.6 - Comparison of the ACFs of the 2 sub-images generated from 3-D volumes. The ACFs 
are correlated in the component-u direction only. Fach correlation unit corresponds to a distance 
of ~ 30pm in real space.
As previously mentioned, the 2- and 3-D images had different resolutions. However, 
their ACFs were compared by utilizing the parameter n, as both sets of images were 
sufficiently detailed. The resolution of the 2-D sections was approximately twice that 
of the 3-D volumes. Therefore, correlation lengths of ACFs generated at n = 2 in the 
2-D images, and at n = 1 in the 3-D images, represent the same physical distance. The 
corresponding ACFs are plotted in Fig. 7.7. As can be seen, although the ACFs
1 the ACF in the vector H direction was not calculated due to the lengthy computation time required.
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derived from the 2- and 3-D data indicate the same value of correlation length, the 
pattern of correlation displayed by them was different. The ACFs derived from the 2- 
D data suggested that there was a lesser degree of correlation in the 2-D images than 
in the 3-D images. This is indicated by the more abrupt decline in the probability 
density after a few correlation steps. This difference might be due simply to 
differences in the quality of the 2- and 3-D images used to generate the ACFs or, more 
significantly, it might indicate that 2-D slices do not capture enough statistics to truly 
represent a 3-D medium.
Fig. 7.7 - A comparison of ACFs represented at the same physical length scale for the 2- and 3-D 
discretized descriptions of the pore/solid matrix. Each correlation unit corresponds to a distance 
of = 30pm in physical space.
To investigate this further, 20 2-D sections, selected at random, were sampled in each 
of the 3-D volumes. ACFs were calculated for each of them and their averages were 
compared to the ACFs derived from the 3-D volumes. This represents the first time 
that ACFs of 2-D sections had been directly compared to the ACF of the 3-D volume 
from which the sections were taken. The result is plotted in Fig. 7.8. Clearly, the 
ACFs derived from the 2-D sections were in excellent agreement with the ACFs 
derived from the 3-D volumes. This result supports the assumption made by Joshi 
(1974), Quiblier (1984a-b) and Adler et al. (1990), in developing the JQA 
reconstruction technique, that the spatial statististics of 2-D sections, as measured by a
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PDF and ACF, sufficiently represent the spatial statistics of a 3-D homogeneous 
porous medium for application in the JQA technique. This result further demonstrates 
that the difference between the ACFs generated from the 2- and 3-D NMR images 
must be due to the difference in image quality, i.e. the presence of noise in the 2-D 
images. This suggests that, as a tool, the ACF is sufficiently sensitive to reflect small 
scale changes as well as bulk changes in the pore/solid matrix. Finally, to confirm that 
the plots shown in Fig. 7.3-Fig. 7.6 were indeed correlation functions, the Fourier 
components of each of them were calculated and found to be positive; see Adler 
(1981).
Fig. 7.8 - Comparison of ACFs derived from the 3-D volumes with the average ACFs of 20 
random selected 2-D sections through each volume. Each correlation unit corresponds to a 
distance of = 30pm in real space.
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7.3 Comparison of the properties of reconstructed media with their 
original images
Shown in Fig. 7.9 are some example sections of reconstructions derived from the 2- 
and 3-D descriptions of the model porous medium generated in section 7.2 above. All 
of them represent approximately the same physical dimensions here but were 
generated at the same resolutions as the original images [i.e. n=l]. Fig. 7.9c and Fig. 
7.9f are samples of the original 2- and 3-D images, respectively, and are included here 
at the same physical dimensions for ease of comparison. The visual properties of the 
reconstructions bear remarkable resemblance to the images from which they were 
derived and all of them are feasible representations of porous media; see §7.1. The 
reconstructions in Fig. 7.9a and Fig. 7.9b were derived from the statistics of images 
2d_la and 2d_lc, respectively. They clearly display a large degree of ‘noise’ relative 
to the reconstructions in Fig. 7.9d and Fig. 7.9e. In contrast, Fig. 7.9d and Fig. 7.9e, 
derived from images 3d_l and 3d_2, respectively, are highly grouped with very little 
scattering of void space evident. These characteristics are in excellent agreement with 
the sample shown in Fig. 7.9c and Fig. 7.9f, and the original images shown in Fig. 7.1 
and Fig. 7.2. They demonstrate that the JQA reconstruction technique, utilizing the 
relatively simple concepts of a PDF and an ACF, is capable of reproducing complex 
detail at varying length scales.
Fig. 7.10a was generated using the same statistics and conditions to that of Fig. 7.9d, 
except for a smaller correlation length, Lc = 10. Although the two reconstructions are 
similar, a lesser degree of correlation is subtlety apparent in Fig. 7.10a, indicated by 
the pore space not being quite as well grouped as that in Fig. 7.9d, and taking on a 
slightly ‘feathered’ appearance at the interface of the phases. Fig. 7.10a-c demonstrate 
the effect of varying n: decreasing n clearly produces the effect of ‘zooming in’ on the 
image, hence capturing greater detail; larger n produces reconstructions representative 
of much bigger physical systems.
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Fig. 7.9 - Some examples of reconstructions of the model porous medium. Images a) and b) are 2- 
D reconstructions derived from the discretized 2-D sections shown in Fig. 7.1: a) 2d_la - Nc = 
128, Lc = 15, n = 1; b) 2d_lc - Nc = 128, Lc = 15, n = 1. Image c) is a sample of section 2d_la 
shown in Fig. 7.1a. Images d) and e) are sections of 3-D reconstructions, derived from the 
discretized 3-D volumes shown in Fig. 7.2: d) 3d_l - Nc = 56, Lc = 15, n = 1; e) 3d 2 - Nc = 56, Lc = 
15, n = 1. Image f) is a sample of the volumes shown in Fig. 7.2.
Fig. 7.10 - Effect of varying n on the visual properties of reconstructions. The images are sections 
of 3-D reconstructions, derived from the discretized 3-D volumes shown in Fig. 7.2: a) 3d_l - Nc 
= 56, Lc = 10, n = 1; b) 3d_l - Nc = 56, Lc = 10, n = 2; c) 3d_l - Nc = 56, Lc = 10, n = 4.
When analysing the statistical properties of reconstructed media, is important to 
execute a number of reconstructions of each sample and use average values for 
stastical accuracy. Joshi (1974) and Adler et al. (1990) recommended at least 5-10 
reconstructions for producing acceptable convergence of the PDF and ACF of 
reconstructions with the original image. Given in Fig. 7.11 is a comparison of some of
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the ACFs generated from the 2- and 3-D discretized descriptions of the pore/solid 
matrix, respectively, with the average ACFs of 5 reconstructions executed on each 
sample. Details of the average voidage of the reconstructions are given in Table 7.1. 
As can be seen, the agreement between the spatial statistics of the reconstructions to 
those of the real samples is excellent.
Table 7.1 - Comparison of the voidage of the real to reconstructed media (Lc = 30, n = 1).
experimental image 1 a image 1 b image 1c image 2a image 2b image 2c
0.385 0.388 0.387 0.388 0.387 0.388 0.388
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7.4 Conclusions
In this chapter, 2- and 3-D discretized descriptions of the porous medium used in the 
experimental studies were generated using NMR facilities at Dept. Physics, 
University of Surrey, and Cavendish Laboratory, Dept. Chemical Engineering, 
University of Cambridge, respectively. They were found to be in good qualitative 
agreement with a typical packed bed of spherical particles. Probability distribution 
functions (PDFs) and autocorrelation functions (ACFs) extracted from them were 
used to draw the following conclusions:
1. The packing structures of the packed beds used in the experimental study were 
both similar and isotropic.
2. The positions of the glass beads in the packed beds used in the experimental study 
were completely uncorrelated, i.e. the beads were randomly packed.
The PDFs and ACFs were utilised by the JQA reconstruction technique to statistically 
reconstruct the porous medium used in the experimental study. It was demonstrated 
that the JQA reconstruction technique is capable of imposing a desired PDF and ACF 
upon a randomly-generated sequence of numbers, to produce statistically-equivalent 
and visually-similar reconstructions of the original media. It was further demonstrated 
that the relatively simplistic ACF can capture spatial detail at both small and large 
length scales. For the first time, it was also proven that the spatial statististics of 2-D 
sections, as measured by a PDF and ACF, sufficiently represent the spatial statistics of 
a 3-D homogeneous porous medium.
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8 c F lu id  f l o w  t h r o u g h  p o r o u s  m e d i a
The following chapter compares the experimentally-determined permeability of the 
model packing system to the permeability of JQA reconstructions of the model 
packing system, as measured using LGA simulations. The integrity of the 
experimental results is established by examining the reproducibility of pressure drop 
measurements across the model packing system and by comparing them to pressure 
drops predicted using Ergun’s semi-empirical equation.
8.1 Experimental measurement of flow in the model packing system
8.1.1 Permeability of the model packing system
In principle, permeability can be determined from a single measurement of the fluid 
flowrate and pressure drop across the system. However, Bear (1972) and Dullien 
(1992) discussed at length the considerable experimental error usually encountered 
when using a single measurement. In the light of this, permeability was derived here 
from a plot of several measurements of flowrate versus pressure drop. Pressure drop 
across the model packed bed was measured at 6 different steady-state flowrates 
ranging from 0.35-0.85 1/min, corresponding to volumetric flowrates per unit area, q =
0.15-0.37 cm/s. These measurements were repeated in three seperate systems, each 
packed with the same collector material and prepared using the same method. The 
resulting plot of flowrate versus pressure drop is shown in Fig. 8.1. From this plot it 
can be seen that all three sets of data are in good agreement with one another and that 
a straight line may be fitted to them, passing through the origin. This demonstrates 
that a model packing system has been established where pressure drop is reproducible 
in separate systems, so long as the same collector material is used and the beds are 
packed using the same method. Furthermore, the straight-line fit indicates that the
8-1
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systems all obey Darcy’s law. From the slope of the straight line, the permeability of 
the model system was solved to give K = 1.75x10 10 ± 9.61x10 12 m2 (177 ± 10 darcy).
4000
~  3000 cu <1
do u
y 2000lm
3nSB S
■3 1000 
CH
0
0 0.001 0.002 0.003 0.004
Superficial velocity, q (m/s)
Fig. 8.1 - Pressure drop as a function of flow rate in packed beds of glass beads; measurements 
were taken across a bed length of 0.16m in 3 different packed beds. Each discrete point 
represents an average of 6 readings at steady-state flow. All packings were of the same collector 
material and were prepared using the same method.
8.1.2 Reproducibility of pressure drop measurements
As a precursor to the deposition experiments - to be reported in the next chapter - the 
packed bed was tested to ensure that its transport properties were not altered by any 
expansion of the collector material after lengthy exposures to fluid flow. Expansion of 
the collector material can lead to significantly looser packing structures or severe size 
segregation (unmixing) if the collector material is multi-sized. Such effects can alter 
the transport and filtration properties of the system and make comparison between 
experiments unreliable. The straight-line fit to the data in Fig. 8.1 confirms that the 
packed beds in these experiments did not experience any significant expansion or 
subsequent re-arrangement of collector material. However, these experiments were 
run for only relatively short time periods (30 min), over which time problems such as 
bed expansion might be mis-interpreted as experimental fluctuations. The deposition 
experiments were run for considerably longer time periods (60-240 min), therefore, it 
was important to ensure that bed expansion did not occur and contaminate results. To
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do this, measurements in the third system of the first experiments were repeated 3 
times over a period of 180 mins where, between measurements, the fluid flowrate was 
maintained at its highest level (q = 0.37 cm/s); results are shown in Fig. 8.2. The 3 
sets of data are in very good agreement with one another and, once again, a straight 
line may be fitted to them, passing through the origin. This demonstrates that Darcy’s 
law was still obeyed after the system had been subjected to variable fluid flowrates for 
up to 180 mins. From this, it was concluded that the packed beds used in the present 
study did not experience any significant expansion.
0.001 0.002 0.003
Superficial velocity, q (m/s)
0.004
Fig. 8.2 - Pressure drop as a function of flowrate in a packed bed of glass beads. Measurements 
were taken across a bed length of 0.16m and were repeated 3 times over a period of 180mins 
where, between measurements, flowrate was maintained at its highest level (0.37 cm/s). Each 
discrete point represents an average of 6 readings at steady-state flow.
8.1.3 Comparison with pressure drop predictions using Ergun’s equation
The pressure drops measured in each of the experiments were compared to pressure 
drop in a packed bed predicted using Ergun’s equation [Ergun (1952)], given by
= + (8-1 )
L E 3 def(2 E 3 de„
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where e is bed voidage, p is fluid viscosity, us is superficial velocity, q is fluid density 
and deff is the effective diameter of the packing material, defined as
deff=i j)dp (8-2)
where sphericity, = 0.85 and the mean particle diameter of the packing distribution, 
dP = 464pm; see Part II. The comparison of measured pressure drops with predicted 
pressure drops is shown in Fig. 8.3.
1.10 
1.00 
f  0.90
CL M 4*ft <1
0.80 
0.70
0.001 0.0015 0.002 0.0025 0.003 0.0035 0.004
Superficial velocity, q (m/s)
Fig. 8.3 - Comparison of measured pressure drop with pressure drop predicted using Ergun's 
equation [Ergun 1952].
From Fig. 8.3 it can be seen that the measured values are in reasonable agreement 
with predicted values. However, they are consistently lower in all cases by between 5- 
22%, generally deviating further from predicted values at higher flowrates. The 
measured values are lower than those predicted because pressure drop measurements 
were taken at the chamber walls. In wall regions, wall effects are known to result in 
looser packing structures, or more void space [Arteaga and Tiiziin (1990,1992)]. The 
wall effects may be quantified by putting the measured values of pressure drop into 
Ergun’s equation to solve voidage at the chamber wall. The resulting range of voidage 
at the chamber wall was found to be 0.388 < s < 0.408, this is between 1-6 % larger
□ Exp.no. 270-275
4 Exp.no. 280-285
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than the bulk voidage of the system [e = 0.385]. From Ergun’s equation it can be seen 
that larger voidages produce smaller pressure drops. Hence, the experimental 
measurements underpredicted the bulk pressure drop across the system. Fig. 8.3 
shows that, at lower flow rates, the wall effects on pressure drop were small. 
However, as flow rate increased, wall effects became more significant. This is 
because, analagous to electrical conductivity [see Kirkpatrick (1973)], fluid flow will 
take the path of least resistance. Therefore, as flow rate increased, Fig. 8.3 shows that 
proportionally more fluid flowed through the packed bed next to the chamber walls. 
This result will be re-visited in §8.2.2, where the effect on permeability is discussed.
8.2 Simulated flow in JQA reconstructions of the model packing 
system
8.2.1 Simulation details
Two key issues were encountered when trying to measure the permeability of JQA 
reconstructions of the model packing using LGA simulations. These were: 1) how to 
accurately measure pressure drop across the system using LGA methods, and; 2) the 
computational limitation on the maximum size system that could be simulated. The 
following section details the problems that each of these issues presented for this 
study and how they were addressed.
8.2.1.1 Measurement of pressure drop using LGA methods
Kohring (1991a-c) noted that perhaps the most difficult aspect of obtaining the 
permeability of a porous medium using LGA methods is the accurate determination of 
pressure drop across the system. Pressure drop must be either pre-determined and a 
known drop applied across the system, or it must be measured in-situ. Two methods 
available for applying a known pressure drop to the system are: implementing body 
forces via momentum ‘flipping’ [see §3.2.5, also Balasubramanian et al. (1987),
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Rothman (1988), Knackstedt et al (1993), Knackstedt and Zhang (1994)], and; fixing 
the system inlet and outlet boundaries at different densities, as was done by Chen et 
al (1991a). The ‘flipping’ strategy is inappropriate for application to flow through 
porous media because of the large momentum losses experienced by the fluid; see 
§3.2.5. Fixing a density gradient suffers a major drawback in that the difference in 
densities must be small to avoid the effects of compressibility. This method was tested 
here but results showed that density differences of the order > 0.2 were required to 
induce measurable flow, discernible from system noise, even for relatively small 
geometries of porous media. Furthermore, this strategy provided very little control 
over setting or varying the flowrate within a particular system. It was concluded, 
therefore, that methods by which pressure drop is pre-determined are unsuitable for 
studying flow through porous media.
The alternative is to measure pressure drop in-situ. Duarte and Brosa (1990), Brosa 
and Stauffer (1991), Sahimi and Stauffer (1991) and Kohring (1991a) measured 
pressure drop from the momentum transfer between fluid and obstacles/walls. 
However, Kohring (1991b) reported that this method produced quite large fluctuations 
that required long time averages to dampen. To avoid this, Kohring switched to 
measuring pressure drop from the momentum transfer across imaginary planes placed 
perpendicular to flow, and reported much smaller fluctations. This method was later 
adopted by McCarthy (1994a-b). The studies referenced above were 2-D. The 3-D 
systems considered here generate considerably more statistics, hence statistical 
fluctuations should naturally be less significant. Therefore, the performance of both 
in-situ methods was investigated in this study.
The in-situ methods were tested by comparing their results with the known analytical 
solution of the permeability of two parallel plates distance D apart, given by eqn.(6.4). 
Flow was induced by applying a square-wave fluid velocity profile at the inlet and 
outlet to the system at every time update. For the first method [momentum transfer 
between fluid and obstacles/walls], pressure drops were calculated using AP=F/A 
where F is the exchange of momentum between the fluid and system walls per time
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update, given by eqn.(6.7). For the second method [momentum transfer across 
imaginary planes], pressure drops were calculated using AP = (F2-F1)/A where Fy and 
F2 are equivalent to the sum momentum per time update of fluid crossing imaginary 
planes placed at one-third and two-thirds distance along the channel respectively. For 
both methods, D was varied between 10 and 40 l.u. and a channel length to width 
ratio, L/D = 16, was used in each simulation. The resulting permeabilities are plotted 
in Fig. 8.4a-b. Clearly, both methods are in very good agreement with the analytical 
solution. However, in the 3-D simulations carried out here, the first method of 
measuring pressure drop by the momentum transfer between fluid and walls showed 
much less fluctuation than the second method using imaginary planes. Therefore, the 
first method was chosen for use in the subsequent 3-D simulations of flow through 
porous media.
8-7
Part III: Results & Discussion
a)
20 30
C h a n n e l w id th  (l.u .)
b)
C h a n n e l w id th  (l.u .)
Fig. 8.4 - Permeability of flow between parallel plates - comparison of direct measurement of 
pressure drop using: a) momentum transfer between fluid and walls and, b) momentum transfer 
across imaginary planes. Each discrete point represents averages over 5 different realisations, 
each themselves an average of 500 timesteps at steady state. Error bars indicate standard 
deviation of the 5 realisations from their average. The solid line represents the analytical 
solution.
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8.2.1.2 Maximum system size available for simulations
Preliminary studies using the Digital Unix AlphaServer 8400 5/440 indicated that the 
maximum practical-size lattice that could be simulated was 200x200x400 l.u. This, 
however, was not the size of the porous medium that could be represented on the 
lattice. The size of the porous medium was subject to choosing a minimum channel 
width on the lattice to ensure correct hydrodynamic behaviour; see §3.2.4. Following 
the findings of Kohring (1991c, 1992), a minimum channel width of = IX [X - mean 
free path: see §3.2.4] was adhered to in all of the simulations - this corresponded to 10
l.u. for the conditions of the simulations reported here. Accordingly, each unit cell 
comprising the porous medium was represented on the lattice by a cube having 
dimensions 10 l.u. As a consequence, the maximum size porous medium that could 
be represented on the 200x200x400 lattice was 20x20x40 unit cells.
The porous media used in the simulations reported here were JQA reconstructions of 
the 3-D volumes presented in §7.1. When reconstructing porous media, it is desirable 
to retain as much detail as possible of the original images in the reconstructions. This 
is achieved by sampling the original image at every pixel, i.e. using an image 
sampling resolution n = 1; see §4.2.2. However, Table 8.1 shows that, using n = 1, the 
actual physical dimensions represented by JQA reconstructions on the 200x200x400 
lattice would be no more than 1-2 particle diameters across. Simulation of flow in 
such small systems is, of course, unlikely to yield hydrodynamic behaviour 
representative of the media at infinite length scales. The physical length scale 
represented by JQA reconstructions may be increased by increasing n; see §4.2.2. The 
effect of increasing n on the physical dimensions represented by a 20x20x40 JQA 
reconstruction is shown in Table 8.1
Table 8.1 - Effect of varying the image sampling resolution, n, on the physical size 
represented by reconstructions in the simulations.
n length per unit 
cell (pm)
system size 
(pm)
system size
(dP)
1 30 600x600x 1200 1.3 x 1.3 x 2.6
2 60 1200 x 1200x2400 2.6 x 2.6 x 5.2
4 120 2400 x 2400 x 4800 5.2x5.2x10.4
6 180 3600 x 3600 x 7200 7.8 x 7.8 x 15.6
8 240 4800 x 4800 x 9600 10.4 x 10.4x20.8
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As Table 8.1 illustrates, it appears more desirable to generate reconstructions using n 
= 8 rather than n = 1, enabling a system with physical dimensions 10.4 x 10.4 x 
20.8dP to be represented on the lattice. However, increasing n decreases the level of 
spatial detail retained from the original images in the reconstructions; see §4.2.2. This 
is demonstrated by Fig. 8.5, which shows the decreasing level of correlation as n 
increases in JQA reconstructions of the 3-D volumes presented in §7.1. The plot 
shows that, beyond approximately n = 4-6, the level of spatial detail retained from the 
original image in the reconstructions is negligible.
Fig. 8.5 - Effect of data sampling resolution, n, on ACF. Data is derived from image 3d_l.
Constraining the porous medium to 20x20x40 unit cells forced a balance to be struck 
between the physical size of the system represented in the simulations and the level of 
spatial detail retained from the original images. Using n = 1, reconstructions retain 
maximum spatial detail of the original image but represent physical dimensions of just
1.3 x 1.3 x 2.6 dp on the lattice, whereas, using n = 8, reconstructions no longer 
contain any spatial details of the original image but represent physical dimensions of 
10.4 x 10.4 x 20.8dp. Therefore, the best balance lies somewhere between 
reconstructions generated using n = 1 and n = 8. To establish this, flow was simulated 
in reconstructions generated using n = 1 - 8. The resulting permeabilities were 
compared in both a ‘raw’ form, having units of [l.u. ], and a scaled form of the raw
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measurements, corresponding to the physical length scale represented by each lattice 
unit in the reconstructions, having units of [darcys]. The raw form is purely a 
measurement of flow relative to the lattice dimensions and is not influenced by n. The 
scaled form, however, is a 2nd order function of n+ . The results of this study are 
reported in the following section. The optimum image sampling resolution arising 
from these results was then used to generate 5 JQA reconstructions of the 3-D 
volumes. Three simulations of flow were carried out in each of these reconstructions 
and an average permeability was derived from a straight-line plot of flowrate versus 
pressure drop across the system.
8.2.2 Simulation results and comparison with experimental results
The effect of the image sampling resolution, n, on the ‘raw’ and scaled permeabilities 
of JQA reconstructed media is shown in Fig. 8.6. Considering first the raw 
measurements of permeability, Fig. 8.6 shows that, as n was increased, the 
permeability of the reconstructions decreased until, at approximately n = 6, it 
approached a constant value of K « 0.3 l.u. . The raw measurements of permeability 
decreased as a function of n because the reconstructions became less well correlated. 
The lesser degree of correlation was caused by the loss of spatial detail captured from 
the original images in the reconstructions as n increased. It has already been shown in 
§7.3 that, as the degree of correlation decreases, the pore/solid matrix in the 
reconstructions becomes less well grouped and more scattering of isolated elements is 
evident. This increases the tortuosity of the reconstructions and, hence, lowers their 
permeability. As n approaches the correlation length of a given porous medium, the 
degree of correlation in the reconstructions becomes negligible and the 
reconstructions represent randomly-generated structures. Consequently, their
' To demonstrate this: if n = 2, the physical length represented by each unit cell in the reconstruction is 
« 60pm, corresponding to a physical length represented by each lattice unit of 6pm, Simple unit 
conversion of a ‘raw’ measurement of K = 1 l.u.2 at this length scale results in a scaled value, K = 36 
darcy. However, if n = 4, the physical length represented by each lattice unit is 12pm and the resulting 
conversion of K = 1 l.u.2 gives the scaled value, I< = 146 darcy. Clearly, scaling the raw measurements 
is a 2nd order function of the physical length represented by each lattice unit. The physical length is a 
linear function of n. Therefore, scaling the raw measurements may also be considered as a 2nd order 
function of n.
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permeability approaches a constant value, corresponding to the permeability of 
randomly-generated, uncorrelated porous media. The correlation length of the 3-D 
volumes from which the reconstructions used here were derived was found to be 7.5; 
see §7.2. This corresponds with the point at which the raw measurements of 
permeability approach a constant value, as shown in Fig. 8.6.
180
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<5 120 2  
* 100
>«=  80 
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a; 60
E
$ 40Q.
20
* scaled data 
■ raw data
1.8
1.6
1.4XT 
12 =, 
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0.8 Z(C<D
0.6 E
kn0)
0.4 °- 
0.2 
0.0
0 1 2 3 4 5 6 7 8 9
S a m p lin g  re s o lu tio n , n
Fig. 8.6 - Effect of image sampling resolution, n, on the permeability of reconstructed porous 
media. Permeabilities arc plotted in a ‘raw’ form, having units of [l.u.2], and a scaled form of the 
raw measurements, corresponding to the physical length scale represented by each lattice unit in 
the reconstructions, having units of [darcysl.
In contrast to the raw measurements, the scaled values of permeability always 
increased with n. This is because the physical length scale represented by each lattice 
unit increased at a greater rate than the rate of permeability decline in the raw 
measurements. The increase in permeability represents the study of larger volumes of 
the model porous medium and, hence, better statistics. Of course, as the size of the 
volume increases, permeability should reach some asymptotic limit representing the 
permeability of the model porous medium at infinite length scales. Evidence of this is 
apparent in Fig. 8.6 where, between n = 1 and n = 4, the rate of permeability increase 
declined steadily. However, an asymptotic limit was never reached because, as 
discussed above, as n approached the correlation length [7.5], the degree of correlation 
in the reconstructions declined until they were no longer representative of the model
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porous medium. Therefore, the scaling of the permeability was no longer physically 
meaningful and, consequently, the values of permeability plotted above approximately 
n = 5-6 should be ignored.
In summary, the results plotted in Fig. 8.6 suggest that the maximum image sampling 
resolution, n, that should be used in the reconstructions, whilst still retaining sufficient 
detail of the original porous media, is approximately n = 5. The scaled permeability 
plot in Fig. 8.6 suggests that the permeability of reconstructions generated using n = 5 
would fall slightly below the asymptotic limit, however, this represents a reasonable 
trade off between the level of detail captured from the original image and the physical 
size reconstructed: reconstructions generated using n = 5 represent physical 
dimensions of 6.5 x 6.5 x 12.9 dp on the maximum size lattice [200x200x400] that 
can be practically simulated here.
In the light of the above, permeability was measured using LGA methods in 5 JQA 
reconstructions of each of the 3-D volumes discussed in §7.1, generated using n = 5. 
Three different fluid flow rates were simulated in each reconstruction. Measurements 
of flow rate and pressure drop at each flow rate were averaged across each set of 
reconstructions. The resulting plot of flowrate versus pressure drop is shown in Fig. 
8.7. The plot shows that both sets of data are in remarkably good agreement with one 
another. This demonstrates that JQA reconstructions of porous media generated from 
independent descriptions of similar packing systems share similar fluid transport 
properties, as simulated using LGA methods. A straight line may be fitted to the data, 
passing through the origin, showing that the combination of modelling techniques can 
reproduce behaviour similar to that reported for the real systems in §8.1.1. The 
straight line fit to the data confirms that the fluid transport properties of the JQA 
reconstructions of porous media, measured using LGA simulations and averaged over 
a number of reconstructions, obey Darcy’s law.
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Volumetric flowrate per unit area, q (l.u./t)
Fig. 8.7 - Pressure drop as a function of flowrate measured using LGA simulations in JQA 
reconstructions of the 3-D MRI volumes; Each discrete point represents the average of 
measurements taken in 5 different reconstructions.
From the slope of the straight line in Fig. 8.7, the permeability of the reconstructions 
was calculated to give K = 1.16x10 10 ± 7.9x10 m“ (119 ± 9 darcy). This is 32% less 
than that reported for the experimental system [see §8.1.1]. Three main factors were 
identified as contributing to the difference in permeabilities, these were:
1. As discussed in §8.1.3, the permeability reported in §8.1.1 was, in fact, the 
permeability at the chamber wall, where wall effects resulted in a voidage larger 
than that of the bulk packing. Dullien (1992) showed that K This indicates 
that larger voidage results in greater permeability, suggesting that the value of 
permeability measured experimentally was actually larger than the true 
permeability of the bulk packing.
2. This result is consistent with general conclusions reported in literature that the 
transport properties of reconstructed media are lower than the media from which 
they originate; see §2.1.6. This is because the JQA reconstruction technique 
averages out local geometric features. This reduces interconnectivity and, hence, 
permeability (when voidage is fixed) in the JQA reconstructions.
3. Restriction of the physical dimensions that could be represented by reconstructions 
in the simulations. The physical dimensions chosen here represented the best trade­
off between the level of detail captured from the original image and the physical
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size reconstructed. However, the systems were still very small and unlikely to yield 
hydrodynamic behaviour representative of the media at infinite length.
The following actions can be taken to rectify these short-comings. Firstly, the 
experimental apparatus can be modified to take pressure measurements at the centre 
of the bed, i.e. in the bulk packing, rather than at the chamber wall. This will eliminate 
wall effects on permeability. Secondly, the JQA reconstruction technique can be 
modified to capture local spatial variations by incorporating the principle of Hazlett’s 
(1997) extended variogram analysis. This technique imposes the autocorrelation as a 
local statistic and, thus, captures local variability of structure. Thirdly, the restriction 
on size of reconstructions can be addressed by parallelising the computer codes, and 
running them on larger, distributed memory machines, such as a CRAY T3D/T3E. 
The benefits of this are faster simulation times and utilisation of physically larger 
lattices.
8.3 Conclusions
In this chapter, a model packing system was established where pressure drop was 
demonstrated to be reproducible in separate systems so long as the same collector 
material was used and the beds were packed using the same method. Flow in the 
model packing system was shown to obey Darcy’s law and to be reproducible after 
lengthy run times at variable flow rates. Pressure drops measured across the model 
packing system were compared to pressure drops predicted using Ergun’s equation 
and were found to be consistently low by between 5-22%. This was attributed to 
looser packing structures at the chamber walls where the measurements were taken. 
Flow was simulated in JQA reconstructions of the model packing system using the 
LGA fluid transport model. The average permeability of the reconstructions, as 
measured by the simulations, was found to be 32% less than the experimentally- 
determined permeability of the model packing system. This was attributed to:
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1. Artificially-high experimental values of permeabilities.
2. Reduced interconnectivity and hence, permeability in JQA reconstructions.
3. Restriction of the physical dimensions that could be represented by reconstructions 
in the simulations.
The combination of the LGA fluid transport model and the JQA reconstruction 
technique promises to be an excellent predictive tool for studying flow in porous 
media. At the length scales studied here, the issues identified above are trivial and can 
be quickly rectified to optimise the method. However, at larger length scales, i.e. 
macroscopic^megascopic, the problem of system size cannot easily - and indeed, 
may never - be overcome. This subject is explored further in Chapter 10.
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9 . D e p o s i t i o n  in  p o r o u s  m e d i a
In the following chapter, an example of simulated time-evolution of deposition in a 
simple 2-D constriction is described in detail with the aid of density and velocity field 
visualizations1. This is used to examine the ability of the LGA colloid transport model 
to capture and explain mechanisms of flow and deposition of suspended particles in 
porous media. After this, experimental and simulation studies of the effects of particle 
concentration and fluid inlet velocity on the time-evolution of pressure drop are 
presented and qualitatively compared with one another. Finally, experimental 
measurements of differential pressure drop across individual sections of packed beds, 
and density and velocity field visualizations of simulated deposition in porous media, 
are combined to identify different behaviour and modes of deposition within porous 
media. Similar to Chapter 8, the pressure drops presented in this chapter were 
measured at the wall of the packing chamber. Chapter 8 demonstrated that absolute 
values of pressure drop measured at the wall were not representative of pressure drop 
in the bulk flow. However, the analysis presented in this chapter assumes that 
qualitative trends displayed by the experimental measurements of pressure drop at the 
chamber wall reflect similar trends in the bulk packing.
+ The density and velocity field visualizations of LGA simulations presented in this chapter are density 
and velocity ‘snapshots’ of each system at intervals of 1000 lattice updates. These ‘snapshots’ are 
measurements of density and velocity, averaged over 100 time updates. When time frames much larger 
than 100 updates were tested in trial simulations, suspended particles travelled so far during such 
periods that very little trace of them was evident in the averaged measurements. The small time 
periods, however, do mean that less statistics were ‘grabbed’ from the systems. As a result, the 
snapshots of the fluid velocity streams are not quite so well defined and smoothed as those displayed in 
previous simulation results. The snapshots define values of density and velocity using a colourmap; 
regions of high density and velocity are indicated with red and regions of low density and velocity with 
dark blue. The snapshots show stationary particles as circular areas of zero density and velocity 
because they do not contain LGA fluid particles [see §3.3.1]. Moving particles are shown as small 
elongated circular areas having densities and velocities much closer to that of the fluids they are 
suspended in. This is because the particles may travel across several nodes within the given time frame 
of a particular snapshot. Consequently, some nodes on the lattice will be occupied for some of the time 
frame by particle sites of zero density and velocity, and for the remainder by LGA fluid. Similar to a 
photograph, greater elongation, or ‘blurring’, in the snapshots is concurrent with greater speed.
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9.1 Simulated deposition of colloids in a 2-D constriction
9.1.1 Simulation details
Preliminary studies of the LGA deposition model were carried out in a 2-D 
constriction. The constriction consisted of 2 identical half circles, of nominal radius 
250 l.u., placed mid-way along a duct of length 1200 l.u. and width (V3/2) 720 l.u. 
The corresponding minimum gap between the half circles was 125 l.u. This geometry 
was chosen to represent the curvature of the constrictions within the model packing of 
spherical glass beads. Before introducing suspended particles, flow was allowed to 
achieve steady state in the system for 15K time updates. After 15K time updates, 
spherical particles of diameter 20 l.u. were introduced to the system by placing their 
centers at random along a line perpendicular to flow and 50 l.u. in from the inlet. If 
the location of the center of a newly-introduced particle caused the particle to overlap 
or come within the hard sphere diameter + (nominally) 10 l.u. of another particle, the 
location was rejected and another sought. Once particles had come into contact with 
system walls, they were assumed to have permanently deposited and could not be 
released. The simulation was ended after 20,000 consecutive searches failed to 
produce a suitable location.
9.1.2 Description of the deposition process with the aid of density and velocity 
field visualisations
Fig. 9.1a-h shows time-sequenced density and velocity snapshots of neutrally-buoyant 
particles suspended in a fluid flowing through the constriction. Fig. 9.2 shows the 
corresponding plot of velocity downstream of the constriction. The fluid entered the 
system with a time/ensemble average square-wave velocity profile of 0.2 l.u./t. The 
particles were introduced at a rate of 0.01 particles/t, equivalent to 1 particles per 100 
lattice updates. The velocity and density snapshots in Fig. 9.1a show the system at 
steady-state, at t = 15K, just before the introduction of particles. The velocity snapshot 
shows that the fluid accelerated as it entered the constriction. This was caused by the
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reduction in area available for flow. It continued to accelerate until the point of 
narrowest passage, the vena contracta, where it achieved its highest velocity [0.43 
l.u./t]. Beyond the vena contracta, the area available for flow increased and, 
consequently, the snapshot shows the fluid slowing down again. The snapshot 
indicates that the effect of the constriction was much like that of a jet nozzle, in that 
the fluid leaving the constriction generally flowed much faster towards the center of 
the duct and for a sustained distance beyond the constriction. Fig. 9.2 provides further 
evidence of this and shows that, at t = 15K, fluid leaving the constriction had an 
average velocity of u = 0.25 l.u./t, compared to 0.2 l.u./t at the inlet to the duct. The 
density snapshot reveals that the fluid experienced a sudden pressure loss [p P] 
upon entering the constriction. This was a result of pressure energy, or head, 
converting to kinetic energy as the fluid accelerated. The density snapshot also shows 
that the fluid ‘jet’ stream generated small pressure variations at the outlet to the 
constriction. The was a result of frictional losses, due to relatively high velocity fluid 
being injected into relatively low velocity fluid.
Snapshots of the system at t = 19K are shown in Fig. 9.1b. Forty particles had been 
introduced to the system at this time. The density snapshot clearly shows that, rather 
than maintaining their original directions, the particles preferentially followed the 
fluid streamlines flowing through the constriction. The snapshots indicate that the 
particles accelerated upon entering the region of sharp pressure loss in the fluid. They 
travelled at their fastest upon exiting the vena contracta before slowing down again 
upon leaving the constriction. Their paths diverged very little upon exit and they 
travelled in fairly close proximity to one another. Comparing Fig. 9.1a with Fig. 9.1b, 
neither the fluid velocity nor density displayed any marked differences nor 
disturbances as a result of the suspended particles travelling in the fluid stream. This 
is supported by Fig. 9.2, which shows that the velocity of the fluid exiting the 
constriction was stable between t = 15-19K (u = 0.25 l.u./t).
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Fig. 9.2 - Neutrally-buoyant particles suspended in fluid flowing through and depositing in a 2-D 
constriction: velocity downstream of the constriction outlet (conditions as in Fig. 9.1).
In summary of Fig. 9.1b, the particles predominantly followed the fluid streamlines in 
the system. They travelled at the same velocity as the local fluid and they accelerated 
and de-accelerated in accordance with it. This is in agreement with published 
literature on the subject [see, for example, Vasseur and Cox (1976), Ladd et al. 
(1988)].
Fig. 9.1c shows the system after t = 20K. The density and velocity snapshots show 
that a particle had attached itself to the upper wall of the constriction. Its presence 
distorted the local density and velocity fields, breaking their symmetries through the 
center of the duct. The fluid snapshot clearly shows that the fluid streamlines re­
routed around the particle and that this caused the fluid to slow down. This is borne 
out by Fig. 9.2 which shows that, at t = 20K, after an initial period (t = 15 - 19K) of 
stable fluid velocity (u = 0.25 l.u./t) at the exit to the constriction, the particle 
depositing in the constriction caused the exit velocity to drop to u = 0.22 l.u./t. The 
reason for this is twofold: firstly, that the attached particle, being directly in the main 
flow path, absorbed a large amount of momentum from the passing fluid, and; 
secondly, that breaking the symmetry of the flow path increased the frictional losses 
to the walls of the constriction. The latter is supported by close inspection of the
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velocity snapshot of the fluid around the attached particle. It can be seen that, as fluid 
was forced to flow around the particle, it was directed slightly towards the lower wall, 
producing a small boundary layer effect on the lower wall of the constriction, 
approximately 4-5 particle diameters beyond the vena contracta. The density snapshot 
indicates that the change in flow path also a caused a distortion in the density field. 
The density just beyond the attached particle decreased slightly, as indicated by the 
darker green/blue area. This was the result of the increased pressure losses to the 
attached particle and constriction walls. Globally, the general pattern of flow was not 
significantly effected. However, the general reduction of velocity in the system caused 
a small reduction in the density gradient, and hence pressure drop. This is indicated by 
the lighter red and darker green either side of the constriction in the density snapshot, 
relative to Fig. 9.1a and Fig. 9.1b..
Fig. 9.1d shows density and velocity snapshots after t = 22K. The snapshots illustrate 
that another particle had deposited at the upper constriction wall, and that a further 
particle had attached itself to that one. This significantly affected the global density 
and velocity fields within the system. Most noticably, the presence of the deposited 
particles deflected the higher velocity fluid streamlines upward and away from the 
axial direction of flow. This was caused by an imbalance in frictional losses as the 
fluid passed through the constriction. The frictional losses of the fluid to the attached 
particles at the upper surface resulted in the fluid flowing significantly faster at the 
lower surface and deflecting towards the region of slower flow. Both the velocity 
snapshot and Fig. 9.2 indicate that fluid was leaving the constriction at a higher 
velocity than at t = 20K. Fig. 9.2 shows that the exit velocity, after steadily slowing 
down between t = 19-21K from u = 0.25 to u = 0.19 l.u./t, suddenly increased at t = 
22K to u = 0.21 l.u./t. One would expect that deposition would decrease the velocity 
of the fluid, rather than increase it. However, the snapshots reveal that the increase in 
velocity was a result of the attachment positions of the newly deposited particles. 
They had deposited at the entrance to the constriction, which effectively increased its 
length. This caused fluid to converge earlier, and consequently, to accelerate over a 
longer, narrow channel, which resulted in it leaving the constriction at a higher
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flowrate. The density snapshot captures an excellent example of ‘liquid hold-up’. This 
is indicated by the lighter yellow/orange region of colour to the left of the 
constriction, emanating from the center of the constriction like a wave, but distorted in 
line with the velocity field. It suggests that a backwave of pressure was forming 
within the fluid, neutralizing the pressure of the incoming flow. The snapshots suggest 
that this most likely resulted from the incoming fluid pressure front encountering 
increased physical resistance to flow because of the increased number of deposited 
particles and also the large number of particles passing through the constriction at that 
particular time.
By t = 23K, see Fig. 9.1e, a number of particles had been captured by an interception 
mechanism within the system. Rather than uniformly depositing at the widely 
available free surfaces of the walls, they had a tendency to attach themselves to the 
agglomerated body of particles growing at the upper surface of the constriction. The 
fluid velocity plot shows that some of the fluid was forced through the small opening 
that was at the bottom of the constriction below the growth of particles. However, the 
bulk of the flow could no longer re-route around the body of deposited particles 
because the body was too large. Therefore, it flowed straight into the body. As a result 
of this, the fluid suffered a large reduction in velocity due to momentum losses to the 
particles. This is demonstrated by Fig. 9.2, which shows a dramatic drop of over 50% 
in the average velocity of the fluid exiting the constriction; dropping from u = 0.21 
l.u./t at t = 22K, to u = 0.10 l.u./t at t = 23K. The failure of the fluid to re-route gave 
rise to enhanced capture of the suspended particles. The density snapshot shows that 
the pressure front was further depleted and that the drop in pressure across the 
constriction was also less.
This pattern of behaviour continued until, at t = 25K, the body of particles formed a 
plug, resulting in almost total blockage of the constriction; see Fig. 9.If. However, the 
fluid snapshot shows that a small amount of fluid still managed to pass through the 
constriction by percolating through the body of particles. Fig. 9.2 indicates that the 
plug greatly restricted the fluid flow, resulting in an average velocity at the exit to the
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constriction of only u = 0.025 l.u./t.. At t = 27K, the density and velocity snapshots in 
Fig. 9.1g indicate that the plug had undergone some re-arrangement and that flow 
through the particles was almost negligible. This finding is supported by the 
negligible velocity that was plotted at this time, as shown in Fig. 9.2. However, the re­
arrangement of particles allowed some of particles at the exit to the constriction to 
break away. This produced a small increase in the fluid velocity around t = 28K, as 
shown by Fig. 9.2. Some of these particles went on to deposit at the surface of the 
wall further along the constriction whereas others flowed freely towards the exit of the 
system. These particles, however, were travelling so slowly as the result of the 
significantly reduced fluid velocity that they could still be observed in the system at t 
= 29K; see Fig. 9.1h. At t = 36K, not shown here, the system had completely filled 
with particles and the simulation was halted.
9.1.3 Pressure drop evolution
A plot of pressure drop evolution with time during the simulation is shown in Fig. 9.3. 
Pressure drop was measured using the method of momentum exchange between the 
fluid and system walls, as detailed in §6.1.1. In this simulation, however, momentum 
exchange between the fluid and suspended particles was also included. Fig. 9.3 shows 
that, between t = 15-19K, pressure drop increased linearly to a value of AP = 0.0034. 
It then decreased slightly between t = 19-21K to AP = 0.0029. At t = 21K, it once 
again increased in an approximately linear fashion until the end of the simulation, but 
with a rate of change greater than that between t = 15-19K.
A corresponding plot of the number of particles that exited the system and the number 
of particles that were captured during the simulation is shown in Fig. 9.4. The plot 
shows that particle breakthrough occurred between t = 18-19K. After t = 19K, the 
number of particles leaving the system increased asymtotically, reaching a limit of 39 
particles at t = 24K. Particle deposition began at t = 20K, as can be seen visually in 
Fig. 9.1c. However, significant particle deposition did not occur until t = 22K, at 
which point the number of particles captured increased in an almost linear fashion
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throughout the remainder of the simulation. Discussed below, Fig. 9.4 demonstrates 
that the changes in pressure drop displayed by Fig. 9.3 were predominantly a function 
of particle influx and efflux, and number of particles captured by deposition.
0.020
< 0.015
d
ot o 4
T3
0)
3 0.010(0 *W8
Q.
as *5 0.005
• - A
A ‘  * *
AA
0.000   + ----
15000 17000 19000 21000 23000 25000 27000 29000
T im e , t  [ la ttic e  u p d a te s ]
Fig. 9.3 - Flow through a 2-D constriction: pressure drop across the constriction (conditions as in 
Fig. 9.1).
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Fig. 9.4 - Flow through a 2-D constriction: number of particles captured versus number of 
particles exiting the system (conditions as in Fig. 9.1).
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Fig. 9.4 shows that the only significant change in the system between t = 15-19K was 
the influx of particles. Therefore, the initial linear increase in pressure drop shown in 
Fig. 9.3 can be attributed simply to the increased number of particles in the system, 
giving rise to a linear increase in momentum exchange between the fluid and particles. 
The slight decrease in pressure drop between t = 19-21K was caused by the large 
efflux of particles during this time, relative to the few particles that were captured. 
The large particle efflux resulted in a reduction in the amount of momentum, and 
hence pressure, lost by the fluid. This outweighed the increase in momentum loss due 
to captured particles. After t = 21K, however, momentum loss to captured particles 
began to outweigh the reduction in momentum loss due to particle efflux. Therefore, 
pressure drop began to increase. The findings suggest that the region of linear pressure 
drop increase beyond t = 21K coincided with the linear increase in number of particles 
captured.
9.2 Comparison of experimental with simulation measurements of 
deposition in porous media
Studies of deposition in porous media usually characterize deposition by the reduction 
in permeability of the system. As discussed in §8.1.1, an accurate measurement of 
permeability is usually derived from a straight-line plot of flowrate versus pressure 
drop. However, the following study investigated flow rate as a parameter affecting 
deposition, therefore, the method used in §8.1.1 could not be applied here. Instead, 
deposition was characterized using data in its raw form of pressure drop increase over 
time.
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9.2.1 Simulation details
The LGA colloid transport model was applied to a randomly-generated 2-D porous 
medium' having a porosity significantly higher than the 2-D percolation threshold. 
The porous medium consisted of randomly located square blocks of solid inside a
square duct. The duct had dimensions 3000 x (V3/2) 3000 l.u., and was bounded at 
its upper and lower surfaces by a no-slip boundary condition. The randomly-located
blocks of solid had dimensions 200 x (a/312) 200 l.u. and were placed in rows and 
columns such that the minimum channel width within the porous medium was ( a/3 12) 
200 l.u. The porosity of the porous medium was 0.6. LGA simulations in the porous 
medium were implemented in accordance with the 2-D simulations in a constriction, 
described in §9.1, but allowing the systems to achieve steady state for 20K rather than 
15K updates.
9.2.2 The effect of particle concentration on time-evolution of pressure drop
The effect of particle concentration on the time-evolution of pressure drop was studied 
both experimentally and using LGA simulations. Using the experimental apparatus 
(see Chapter 5), the effect of particle concentration was studied by varying the 
concentration of CaC03 in suspension between 0.1-0.5 wt%, whilst holding flowrate 
constant at 0.3 1/min [q = 0.13 cm/s]. Using the LGA colloid transport model, the 
effect of particle concentration was studied by simulating different rates at which 
particles entered the system. Simulations were carried out at particle entry rates of
0.005, 0.01 and 0.02 particles/t. The fluid inlet velocity was held constant at 0.2.
f Initially, this study tried to reproduce the exact conditions of the experimental work (detailed in 
Chapter 5). However, computational limitations restricted the LGA colloid transport model to 2-D. 
Therefore, 2-D JQA reconstructions of the experimental system were used in the simulations. 
Unfortunately, the simulated flow rates measured in these media were negligible, or too low for 
reliable data to be obtained. This was because the porosity of the experimental system was very close 
to the percolation threshold for a 2-D porous medium [Winterfield et al. (1981)]. Hence, very few 
pathways were available for fluid to flow through. To overcome this, deposition was studied in 
randomly-generated 2-D porous medium having a porosity significantly higher than the 2-D 
percolation threshold.
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The experimental results are plotted in Fig. 9.5. The plot shows that, under each set of 
conditions, the experimental systems experienced an increase in pressure drop, 
suggesting that deposition had occurred. It can be seen that using higher suspension 
concentrations produced larger pressure drops; for example, after 60 mins, using 0.1 
wt% CaC03 in suspension increased the pressure drop across the packed bed to 1571 
Pa, whereas, using 0.5 wt% CaC03 in suspension increased the pressure drop to 9790 
Pa. The simulation results are plotted in Fig. 9.6. Increases in pressure drop shown by 
the plot indicate that deposition occured in the simulations. Similar to the 
experimental results, increasing the particle entry rate in the simulations resulted in 
larger pressure drops, for example, after t = 50K, introducing 0.005 particles/t 
increased the pressure drop across the porous medium to 0.001 whereas introducing
0.02 particles/t increased the pressure drop to 0.010. The pressure drop trends 
displayed by both Fig. 9.5 and Fig. 9.6 suggest that, for a given flowrate, the particle 
concentration can be increased until some critical concentration is reached, at which 
point the systems will experience almost instantaneous and complete blockage.
9-12
Part III: Results & Discussion
Time, t (min)
Fig. 9.5 - Effect of suspension particulate concentration on pressure drop evolution with time; 
volumetric flowrate was held constant at 0.3 1/min, measurements were taken across a bed length 
of 0.16m. Each experiment was run until the applied pressure head could no longer maintain the 
constant flowrate.
0 50000 100000 150000 200000 250000 300000
Time, t [lattice updates]
Fig. 9.6 - LGA simulation of deposition in a 2-D porous medium: effect of particle concentration. 
Simulations were carried out at particle entry rates of 0.005, 0.01 and 0.02 particles/t. The fluid 
inlet velocity was held constant at 0.2. Details of the porous medium are given in §9.2.1.
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9.2.3 Effect of volumetric flowrate on pressure drop
Two further experiments were carried out to assess the effect of flowrate on 
deposition in the model experimental system. Pressure drop at conditions Q = 0.2 
1/min [q = 0.087 cm/s] and conc. = 0.3 wt% was compared to the previous result for 
conditions Q = 0.3 1/min and conc. = 0.3 wt% in Fig. 9.7, and: pressure drop at 
conditions Q = 0.4 1/min [ q = 0.173 cm/s] and conc. = 0.1 wt% was compared to the 
previous result for conditions Q = 0.3 1/min and conc. = 0.1 wt% in Fig. 9.8.
Both plots show that increasing the volumetric flowrate increased the pressure drop 
across the packed bed; for example, Fig. 9.7 shows that increasing the flowrate from
0.2 1/min to 0.3 1/min increased pressure drop from 3566 Pa to 8145 Pa after the 
experiment had run for 120 min, and; Fig. 9.8 shows that increasing the flowrate from
0.3 1/min to 0.4 1/min increased pressure drop from 1571 Pa to 4934 Pa after 60 min.
T im e , t  (m in )
Fig. 9.7 - Effect of volumetric flowrate on pressure drop evolution with time; suspension 
particulate concentration was held constant at 0.3 wt%, measurements were taken across a bed 
length of 0.16m. Each experiment was run until the applied pressure head could no longer 
maintain the constant flowrate.
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Fig. 9.8 - Effect of volumetric flowrate on pressure drop evolution with time; suspension 
particulate concentration was held constant at 0.1 wt%, measurements were taken across a bed 
length of 0.16m. The experiment at q = 0.130 cm/s was run until the applied pressure head could 
no longer maintain the constant flowrate. The experiment at q = 0.173 cm/s was stopped after 60 
mins due to the limitations of the batch system.
LGA simulations studying the effect of flowrate on deposition were carried out using 
fluid inlet velocities of 0.1, 0.2, and 0.3 l.u./t. Particle concentrations were held 
constant at 0.005 particles/t. The resulting plot of pressure drop evolution with time is 
shown in Fig. 9.9. Similar to the experimental results, increasing flowrate increased 
pressure drop. However, increasing the velocity beyond 0.2 l.u./t had no further effect 
on pressure drop.
Of course, pressure drop will increase with flowrate regardless of deposition, in line 
with Darcy’s law which states that pressure drop increases linearly with increasing 
volumetric flowrate. However, if the pressure drop increases seen in Fig. 9.7, Fig. 9.8, 
and Fig. 9.9 were solely attributable to higher flowrate, the difference in pressure drop 
between two particular sets of conditions at any given point in time would remain 
constant, and approximately equal to the difference exhibited at t = 0 min, i.e. before 
deposition had occurred. This was clearly not the case in either of the experiments or 
the simulations [excluding, of course, comparison of conditions at 0.2 and 0.3 l.u./t]. 
Therefore, it may be concluded that the pressure drop increases observed in Fig. 9.7, 
Fig. 9.8, and Fig. 9.9 were predominantly the result of enhanced deposition at higher
■ q = 0.130 cm/s 
* q = 0.173 cm/s
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flowrates. Comparison of Fig. 9.7 to Fig. 9.8. also shows that the increase in pressure 
drop and, hence, deposition was greater at higher flowrates; for example, in Fig. 9.7, 
for q = 0.087-0.130 cm/s, the increase in pressure drop to flowrate was = 4:1 at t = 
120 min, whereas, in Fig. 9.8, for q = 0.130-0.173 cm/s, it was = 10:1 at t = 60 min. 
Fig. 9.9, however, suggests that there is a limit beyond which fluid flowrate will no 
longer enhance deposition.
0 50000 100000 150000 200000
T im e , t  [ la ttic e  u p d a te s ]
Fig. 9.9 - LGA simulation of deposition in a 2-D porous medium: effect of fluid inlet velocity. 
Simulations were carried out at fluid inlet velocities of 0.1, 0.2, and 0.3 l.u./t. Particle 
concentration was held constant at 0.005 particles/t. Details of the porous medium are given in 
§9.2.1.
9.3 Local deposition characteristics
The following section identifies different patterns of deposition resulting from 
changes in particle concentration and fluid flowrate. Different patterns of deposition 
were identifed in LGA simulations using density and velocity snapshots: see §9.2.1. 
These were compared with local deposition characteristics inferred from 
measurements of differential pressure drop across sections of packed beds. The
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comparison demonstrates the ability of the LGA simulation technique to replicate 
local deposition characteristics of real systems.
Fig. 9.10a-c show density and velocity snapshots of LGA simulations of deposition in 
2-D porous media, using particle concentrations of 0.005, 0.01 and 0.02 particles/t, 
respectively. The fluid inlet velocity was held constant at 0.2 l.u./t during each 
simulation. The snapshots represent simulation times equivalent to the same amount 
of particles (500) having entered each system. Fig. 9.10a shows that, at the lowest 
particle concentration (0.005 particles/t), deposition predominantly occurred in just 
three areas, all located near the inlet to the system. Very little deposition was evident 
further downstream. When the particle concentration was increased to 0.01 particles/t, 
Fig. 9.10b shows that deposition was visibly more disperse throughout the whole 
system. Build-ups of deposition were also much smaller than those in Fig. 9.10a. 
When the particle concentration was increased to 0.02 particles/t, Fig. 9.10c shows 
that, similar to Fig. 9.10a, larger areas of deposition were again forming in the system, 
and deposition generally occurred nearer the inlet again. However, deposition was still 
more dispersed than in Fig. 9.10a, but more concentrated than that shown in Fig. 
9.10b.
Fig. 9.11a-c show density and velocity snapshots of LGA simulations of deposition in 
2-D porous media at fluid inlet velocities of 0.1, 0.2, and 0.3 l.u./t.. Particle 
concentrations were held constant at 0.005 particles/t. The snapshots represent system 
conditions after t = 150k. Comparison of Fig. 9.11a-c shows that increasing the fluid 
inlet velocity caused particles to travel slightly further through the system before 
depositing; for example, Fig. 9.11a shows two major build-ups of deposition, both 
situated close to the system inlet, whereas, Fig. 9.11c shows three major build-ups of 
deposition, all located further downstream than those in Fig. 9.11a.
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Experimental measurements of changes in differential pressure drop with time across 
sections of packed beds are shown in Fig. a-f. In these plots, deposition in a particular 
section of the bed is indicated by an increase in pressure drop across that section with 
time. Fig. a-d shows the effect of increasing the particle concentration. Fig. a shows 
that, at the lowest concentration of CaC03 studied, i.e. 0.1 wt%, deposition 
predominantly occurred in just the first section of the packed bed. At concentrations 
of 0.2 and 0.3 wt% CaC03, Fig. b and Fig. c show that significant deposition occurred 
in several sections of the packed beds. At the highest concentration of 0aCO3 studied,
i.e. 0.5 wt%, Fig. d shows that once again deposition predominantly occurred in just 
the first section of the packed bed. The pattern of deposition resulting from increasing 
particle concentration displayed by these results is in remarkable agreement with that 
displayed by the simulations. The results of both the simulations and the experiments 
suggest that low and high concentrations of particles encourage more deposition at the 
entrance to the system, whereas, concentrations in-between encourage more dispersed 
deposition throughout the system.
The effect of increasing the fluid flowrate in the experimental systems is seen by 
comparing Fig. a to Fig. f, and Fig. c to Fig. e. The comparisons show that, when 
using relatively slow fluid velocities, deposition predominantly took place in the first 
section of the packed beds. At higher fluid velocities, however, several other sections 
of the packed beds showed signs of significant deposition. Again, the pattern of 
deposition displayed by the experimental systems is in very good agreement with that 
simulated. The simulation and experimental results suggest that low flowrates 
encourage deposition at the entrance to the system, whereas, higher flowrates 
encourage slightly more dispersed deposition.
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Fig. 9.12 - Differential pressure drop across individual sections of the packed bed; a) q = 0.130 
cin/s, conc. = 0.1 wt%; b) q = 0.130 cm/s, conc. = 0.2 wt%; c) q = 0.130 cin/s, conc. = 0.3 wt%. 
Lines represent best fits to the data.
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Fig.Af‘12 - Differential pressure drop across individual sections of the packed bed continued; d) 
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wt%. Lines represent best fits to the data
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The patterns of deposition displayed in the simulations and the experiments above 
indicate that certain conditions of particle concentration and fluid flowrate encourage 
deposition and total blockage within a small volume, whereas, other conditions permit 
a gradual build up of deposit over a larger volume. The observed effect of particle 
concentration on the pattern of deposition is a result of a ‘screening’ mechanism. 
Suspended particles travelling in a fluid ‘screen’ one another, i.e. block one another, 
from surrounding surfaces; see Brady and Bossis (1988), Ladd (1997). At very low 
concentrations, there is little or no screening. Under such conditions, the relatively 
small number of suspended particles are totally exposed to the large amount of surface 
area available for deposition. Hence, they are quickly captured. This is the case in the 
snapshots shown in Fig. 9.10a, at the lowest particle concentration of 0.005 particles/t 
simulated, and in the differential pressure drop plot shown in Fig. a, at the lowest 
CaC03 concentration of 0.1 wt%. As concentration is increased, the suspended 
particles screen one another from the surfaces available for deposition. This enables 
the majority of particles to travel further through the medium before being captured, 
resulting in a much more dispersed pattern of deposition. This was the case in the 
snapshots shown in Fig. 9.10b, at a particle concentration of 0.01 particles/t, and in 
Fig. b and Fig. c, at CaC03 concentration of 0.2 and 0.3 wt%. At higher 
concentrations, however, a ‘log-jamming’ effect occurs, and large numbers of 
particles instantaneously block pathways through the medium. This also causes 
particles to be quickly captured. The snapshots in Fig. 9.10c do not show log-jamming 
taking place, however, they clearly show the system approaching this condition 
relative to Fig. 9.10b. A similar condition is indicated by the differential pressure drop 
plot shown in Fig. d, at the highest CaC03 concentration of 0.5 wt%.
The effect of velocity on pattern of deposition is not as strong as that of particle 
concentration. However, both the simulation and experimental results showed more 
dispersed deposition at higher flowrates. Further simulations using the 2-D 
constriction described in §9.1 showed that this was the result of different deposition 
mechanisms being dominant at the different flowrates. Two simulations were carried 
out under conditions identical to those of §9.1, except that fluid entered the system
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with time/ensemble average square-wave velocity profiles of 0.28 and 0.42 l.u./t., 
flowing in a direction 45° upwards from the horizontal axis - i.e. the fluid was 
directed at the upper wall of the constriction. Particle concentrations were held 
constant at 0.01 particles/t. Velocity and density snapshots of each system after t = 
30K are shown in Fig. 9.13a-b. The snapshots show that, at the higher flowrate, the 
dominant deposition mechanism was interception, i.e. more deposition occurred 
directly at the surface of the constriction wall. At the lower flow rate, the dominant 
deposition mechanism was plugging, or log-jamming. Fig. 9.13a shows that, at the 
lower flow rate, less particles deposited at the surface of the constriction but more 
particles were captured in total, predominantly as part of a large plug.
a) b)
Fig. 9.13 - Density (top) and velocity (bottom) snapshots of flow in a 2-D constriction: effect of 
fluid flow rate on mechanisms of deposition. Fluid entered the system with time/ensemble 
average square-wave velocity profiles of: a) 0.28, and; b) 0.42 l.u./t., flowing in a direction 45° 
upwards from the horizontal axis. The plots show velocity and density snapshots of each system 
after t = 30K. Particle concentrations were held constant at 0.01 particles/t.
The reason for this is that, at the higher flow rate, the fluid imparted more energy to 
the particles. This enabled them to overcome the hydrodynamic forces [i.e. lubrication 
forces - see §2.3.2] that would normally push them away from the constriction surface 
and, thus, deposit. Conversely, at the lower flowrate, less deposition at the 
constriction surface concentrated the number of particles present in the flow stream. 
This encouraged them to log-jam and form a plug, as can be observed in Fig. 9.13a. 
The interception mechanism is a gradual process that takes time before complete 
blockage of the pore occurs. During this time, more particles can pass through the
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constriction and deposit downstream. Hence, a more dispersed pattern of deposition is 
observed. The plugging mechanism, on the other hand, very quickly blocks the pore, 
providing little opportunity for further deposition to take place downstream. These 
mechanisms are in accordance with and explain the findings of this study.
It was also observed that the density and velocity snapshots shown in Fig. 9.13a 
contained ‘chain-like’ structures of particles. The structures were also present in Fig. 
9.1, Fig. 9.10 and Fig. 9.11. They were initially considered to be non-physical 
artifacts of the LGA colloid modelling technique, caused by the discretization of the 
particle movement on the lattice. However, transmission electron micrographs of 
monodispersed colloids recently published by Matijevic (1996) show chain-like 
structures occurring in natural systems. These structures are remarkably similar to the 
structures observed in this study. In light of this, the structures observed in this study 
cannot be immediately discounted as non-physical. The extent of the good agreement 
between the trends displayed by the experimental and simulation results reported in 
this chapter suggests that either the structures had physical counterparts in reality or 
that their affect on the mesoscopic properties of the system was small. The results 
reported here were inconclusive, therefore, the origin of the structures requires further 
investigation.
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9.4 Conclusions
In this chapter, the LGA colloid transport model was used to simulate fluid and 
particle transport in systems containing complex solid boundaries. Density and 
velocity field visualizations of the simulations demonstrate that the model has 
enormous capacity for reproducing a diversity of complex transport behaviour in 
porous media, such as: movement of solid bodies immersed in a fluid, deposition at 
surfaces, fluid flow around static and moving bodies, liquid hold-up and pressure 
drop. At a microscopic level, ‘chain-like’ structures of particles were observed at 
collector surfaces. The origin of these structures is unclear and requires further 
investigation.
For purposes of comparison between experimental and simulation results, qualitative 
trends displayed by the experimental measurements of pressure drop at the chamber 
wall were assumed to reflect similar trends in the bulk packing. Simulated changes in 
fluid velocity and particle concentration were found to alter the rate and pattern of 
deposition in a manner consistent with experimental results. Both the experimental 
and simulation systems show that increasing the suspension concentration and 
volumetric flowrate promotes deposition in porous media. Furthermore, the findings 
indicate that both low and high concentrations of particles, and low fluid flow rates, 
encourage more deposition at the entrance to the system, whereas, concentrations in- 
between, and high fluid flow rates, encourage more dispersed deposition throughout 
the system. The observed effect of particle concentration was attributed to a 
‘screening’ mechanism whereby suspended particles travelling in a fluid block one 
another from surrounding surfaces. The effect of fluid flow rate was attributed to 
different deposition mechanisms being dominant at different flow rates. At low flow 
rates, a plugging mechanism was shown to be dominant, whereas, at high flow rates, 
an interception mechanism was more evident.
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1 0 . C o n c l u s i o n s  a n d  f u t u r e  w o r k
10.1 Preliminary conclusions
The aim of this study was to design and test a comprehensive simulation tool that 
could accurately model the transport phenomena of any given fluid and colloidal 
system within any given porous medium at a mesoscopic level. The study’s objectives 
were to use this simulation tool to determine a priori the permeability of porous 
media and reproduce deposition phenomena observed experimentally. Mesoscopic 
LGA fluid and colloid transport models and the JQA technique for reconstructing 
porous media were, for the first time, combined to develop this unique simulation 
tool.
In the first instance, each method was independently validated. Four key conclusions 
were drawn from the validation studies, these were:
1. The spatial statistics extracted from 2-D sections of homogeneous porous media 
adequately represented the spatial statistics of the 3-D volumes from which they 
originated.
2. The JQA reconstruction technique could reproduce complex spatial detail at 
varying length scales.
3. The JQA reconstructions of the porous medium used in this study were 
statistically-equivalent and visually similar to the original medium.
4. The LGA fluid transport model implemented in this study was capable of 
reproducing correct hydrodynamic behaviour of fluids in complex geometries, and 
the free movement of a rigid body immersed in a fluid.
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The results and discussions presented in Part III of this thesis represent the 
combination of these modelling techniques in the one simulation tool, the following 
conclusions were drawn:
1. The permeability determined using the simulation tool was 32% lower than the 
permeability determined by experiment. This result was attributed to: artificially- 
high experimental values of permeabilities; reduced interconnectivity and hence, 
permeability in JQA reconstructed media and; restriction of the physical 
dimensions that could be represented by reconstructions in the simulations.
2. The LGA colloid transport model used in this study to simulate deposition in 2-D 
porous media was successful in achieving deposition in a 2-D constriction and a 2- 
D random tessellation of pore space. At a macroscopic level, simulated changes in 
fluid velocity and particle concentration were found to alter the rate and pattern of 
deposition in a manner consistent with experimental results. At a mesoscopic level, 
however, ‘chain-like’ structures of particles were observed at collector surfaces. 
The origin of these structures is unclear and requires further investigation.
10.2 Short-term future work
A number of improvements and potential extensions of this study were identified 
throughout the thesis. Some of these can be addressed in the short term and are 
summarized below:
1. The computer codes will be parellelized and run on larger, distributed memory 
machines, such as a CRAY T3D/T3E. This will speed up simulation times and 
enable physically larger lattices to be utilized. Consequently, larger reconstructions 
of porous media can be used in simulations. Resulting from this:
® the permeability study carried out in Chapter 8 will be investigated further at 
more physically meaningful length scales, i.e. i »  dp, and with greater detail of 
the original images retained in the reconstructions, i.e. n—>1 ;
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° the deposition model developed in Chapter 3, and studied in Chapters 6 and 9, 
will be extended (to 3-D) and applied to 3-D reconstructed media.
2. The non-physical chain-like structures of particles observed in the deposition 
simulations will be investigated further to identify their origin. This will be done 
by tracking the interactions of individual particles during simulations and 
investigating potential techniques for moving the particles ‘off-lattice’, similar to a 
MD approach.
3. Chemical effects, such as van der Waals forces and electrostatic repulsion, arising 
from changes in electrolytic nature and pH of the aqueous phase, and surface 
potential of the bed collector and colloidal material, will be incorporated into the 
LGA colloid model in order to study their influence on the deposition process. This 
will be done by introducing the long-established Derjaguin, Landau, Verwey and 
Overbeek (DLVO) theory of colloidal stability [Rajagopalan and Jong (1981), 
Israelachvili (1991)] within the solid-body interation forces.
4. The lack of Galilean invariance in the LGA models, restricting their 
hydrodynamics to Ma «  1, will be removed. Two principal strategies exist for 
doing this. The first strategy augments the moving particles with a large number of 
rest particles [Gunstensen and Rothman (1991), Krafczyk and Rank(1995)]. For 
example, in the 2-D FHP models, the non-Galilean factor becomes
g(e) = f
m/2 - q
m -q  ) (10-1 )
where M>7 is the number of rest particles. Eqn.(10-1) may be solved for g(Q)=l to 
give the number of rest particles required for a particular density. The second 
strategy uses multiple speed models [Molvig et al. (1989)]. This method may be 
further augmented by allowing forward and reverse collision processes to occur at 
different rates [Burges and Zaleski (1987)]. This combination not only allows 
recovery of Galilean invariance, but also removes the anomalous velocity term 
from the equation of state [Molvig et al. (1989)].
5. The JQA technique will be modified to capture local spatial variations. This will be 
done by incorporating the principle of Hazlett’s (1997) extended variogram
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analysis. Here, images containing spatial statistics of the original media are divided 
into sub-domains. The sub-domains might be 1-, 2- or 3-D and sized so as to 
capture different spatial features in each sub-domain. A family of PDFs and ACFs 
are then generated, corresponding to the spatial statistics of each sub-domain and 
capturing local spatial variations within the entire image. The reconstruction 
process is a straight-forward matter of applying the existing JQA technique to build 
the reconstruction in ‘blocks’, corresponding to the family of PDFs and ACFs. A 
further extension of this is discussed in the long-term future work.
6. The cumbersome and CPU-expensive non-linear optimization routine used to solve 
the filter gains, a(u’), in the JQA technique will be replaced using Adler et al.’s 
(1990) method for generating the correlated field, Y(x), directly from Fourier 
transforms of the desired ACF, RZ(H).
7. The experimental apparatus will be modified to enable pressure drops to be 
measured in the middle of the packing structures. Other techniques, such as 
tomographic scanning and NMR imaging, will be explored as alternative methods 
of measuring deposition in porous media.
10.3 Long-term prospects and concluding remarks
Once the foregoing limitations have been addressed, the second stage in the 
development of the simulation tool will be satisfied. At this point, the simulation tool 
will be capable of modelling the transport of fluid and colloids at a mesoscopic length 
scale (and potentially approaching a macroscopic length scale). However, to address 
the third stage in the development of the simulation tool, i.e. for the simulation tool to 
be applied successfully at a megascopic length scale (e.g. reservoirs or entire packed 
beds), further work is required. In principal, two possible strategies could be applied. 
The first strategy is straightforward - simply applying the existing simulation tool to 
the larger problem. However, this strategy might be impossible due to the shear size 
of the systems that would need to be processed. Furthermore, how would one capture
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and model the different length scale homogeneities that would exist in most naturally- 
occurring porous media at this scale?
There are possibilities for modifying the simulation tool to make this strategy more 
tractable: Firstly, the demand on computational resources could be reduced by 
exploring non-uniform meshing. A recently released commercial LGA code Digital 
Physics™ of EXA Corporation [Molvig (1994)], Chen et al (1997)], similar to the 
multigrid approaches of standard CFD, has been used to enable the simulation domain 
to be divided into sub-domains in which lattices take on either half or twice the 
resolution of the sub-domains sharing common boundaries [Teixeira (1992), 
Alajbegovic et al (1997), Nolting et al (1997)]. In this approach, special rules are 
used to ensure conservation of mass, momentum and energy for collisions at sub- 
domain interfaces. Unfortunately, to-date, details of this approach have not been 
published in the open literature.
Secondly, the capture and modelling of different length scale homogeneities in porous 
media could be addressed using an extension of the JQA reconstruction technique and 
extended variogram analysis. Descriptions of porous media at different length scales, 
e.g. microscopic, macroscopic, and megascopic (obtained from geological surveys, 
photographs, etc.) could be divided into sub-domains, capturing the local spatial 
variations at each scale. A family of ACFs and PDFs describing local spatial 
variations at each length scale could be generated. Starting at the largest length scale, 
a ‘coarse5 reconstruction could be generated using the corresponding family of ACFs 
and PDFs. Then, through successive length scales, reconstructions generated using 
each family of ACFs and PDFs could be superposed onto areas of solid indicated by 
the previous level of detail. This would enable reconstructions to be built containing 
both the short- and long-range spatial correlations pertaining to the original medium, 
and describing different length scale heterogeneities, such as rock fractures and 
packed beds of porous catalyst pellets. These ideas could be developed and 
incorporated into the simulation tool. This would result in an incredibly powerful tool 
that far exceeds all existing technology, and capable, perhaps, of handling large 
packed beds, or even a small rock formations. However, it remains unlikely, even
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using such a tool, that length scales approaching reservoir scale could be directly 
simulated in the foreseeable future - if ever!
The second, alternative strategy, is to use the results of the mesoscopic models to 
develop continuum descriptions of the system at the macroscopic/megascopic length 
scales. This is, of course, following the classical engineering route and could not deal 
with large-scale heterogenieties such as fractured rocks. However, a distinct advantage 
of this continuum model would be that, in addition to predicting global transport 
properties, micro- and mesoscopic interaction phenomena could still be studied. Of 
the few existing continuum models that offer this facility [e.g. Salles et al (1993), 
Bekri et a l (1995)], most are relatively simplistic at these length scales and none are 
as sophisticated as this model could be. The insight to be gained from this would aid 
understanding, prediction and design within the system. Of course it should be noted 
that, until new technologies such as those discussed for the first strategy above 
become reality, the continuum approach happens to be the only option currently 
available for modelling at large length scales.
Concluding remarks
The long-term objective of this work is the design of a single mesoscopic simulation 
tool that will accurately model the transport phenomena of any given fluid and 
colloidal system within any given porous medium. The work presented in this thesis 
addresses the first stage and elements of the second stage of the development of this 
tool, as set out in the introduction. Three promising techniques have been identified 
from the fields of fluid and colloid transport, and the modelling of porous media, these 
are: 1) a LGA fluid transport model; 2) a LGA colloid transport model, and; 3) the 
JQA reconstruction technique. These techniques have been uniquely combined to 
form the basis of the simulation tool used in the present study. The findings of the 
present study suggest that, combined, these techniques have potential for satisfying 
the long-term objective of this work. However, several shortcomings must first be 
addressed, and further work is necessary in order to apply the tool to large-scale 
(macroscopic^megascopic) systems.
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A p p e n d i c e s
Appendices
Appendix I  » LG A collision rule requirements
Individual collisions should conserve mass and momentum:
The first requirement is satisfied by sorting all possible site configurations into 
equivalence classes, of equal mass and momentum - collision input and output states 
must belong to the same equivalence class. Of these classes, those containing more 
than one configuration are termed non-trivial equivalence classes which form the 
basis of any set of collision rules. The remainder yield trivial collisions whereby 
particles simply pass through the site without interaction with other particles. This is 
illustrated by consideration of the FHP models. The basic FHP model, commonly 
called the FHP-I model, has 26 = 64 possible site configurations, yielding 53 
equivalence classes. Of these, only 9 are non-trivial; these are illustrated in Table 1.1 
along with their characteristic triplets of mass and momentum in the component-x and 
-y directions. The FHP-II and FHP-III models include a possible seventh particle 
which has zero velocity and unit mass and is termed a rest particle. The exclusion 
principle is still enforced giving 2 =128 possible input configurations per site. The 
FHP-II model yields 28 non-trivial equivalence classes of which only five are used, 
giving 22 possible collision configurations. The FHP-III model is often termed a 
collision saturated model as it includes all 76 possible non-trivial collision 
configurations.
Collision rules should avoid spurious conserved quantities (invariants):
It is uncommon for all non-trivial equivalence classes to be used in a LGA model. The 
minimum set of collisions that may be used by the FHP models to avoid any serious 
spurious invariants, i.e. quantities conserved in a LGA model which have no 
counterpart in reality, and, hence, satisfy the second requirement above, are classes 2  
and 3s of Table 1.1 . Many LGA models contain minor spurious invariants that do not 
significantly effect LGA hydrodynamics [see d’Humieres et al. (1989), Kadanoff et 
al. (1989), Zanetti (1991)], however, serious spurious invariants destroy all possibility 
of achieving solutions similar to the Navier-Stokes equations. For example, the only
1-1
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non-trivial equivalence class available to the HPP model is head-on collisions. 
Therefore, the sum of the momentum within any row or column of the square lattice is 
always conserved [see d’Humieres et a l (1989] - this is a serious spurious invariant 
and is the main reason why the HPP model does not yield the normal hydrodynamic 
limit. The symmetric three-body (i.e. 3s) collision breaks this invariant in the FHP 
models.
T able  1.1 - N on triv ia l equivalence classes o f the  F H P -I m odel
ID Equivalence Class m Px Py
2 A A A 2 0 0
3s A A 3 0 0
3al A A 3 -1 0
3a2 A A 3
1
2
V3
2
3a3 A A 3
1
2
V3
2
3a4 V  NZA  A
3 1
2
_V3
2
3a5 A A 3
1
2
V3
2
3a6 A A 3 1 0
4 V  V  V  A  A  A
4 0 0
Collision..mlesskould be invariant under all transformationS-Jhat preserve the 
velocity set:
The third minimum requirement enforces rotational and mirror symmetry upon the 
collision rules. Rotational symmetry requires the collision rules to be invariant under 
rotation of the lattice and mirror symmetry requires them to be invariant through any 
symmetry of the lattice. For example, a ±602 rotation or mirror symmetry of any 
configuration in equivalence class 2 in Table 1.1 should generate another valid 
collision rule, in this case the other configurations belonging to that class - similar for
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classes 3s and 4. The asymmetric three-body collisions, 3az (where z=1,2.... 6 ), are
binary head-on collisions with a spectator particle. Mirror symmetry requires that if 
one spectator collision were included, so must its mirror image, for example, classes 
3al and 3a6 must be both included or both excluded (if 3al were included, rotational 
symmetry would require all other 3az to be included also). If mirror symmetry is 
violated in any way, the model is said to be chiral. It should be noted that each 
collision input configuration in classes 2 and 4 has two possible output states. If the 
output state is selected at random then the collision rules are said to be non- 
deterministic. Commonly, the output state is rather selected on the basis of time 
parity, termed pseudo-deterministic [see Brosa and Stauffer (1989)]. If only one 
output state were allowed for each input configuration, the collision rules are 
deterministic. Whilst this simplifies the collision algorithm, it violates mirror 
symmetry.
Collision rules should conserve probability and satisfy semi-detailed balance:
The last two minimum requirements may be understood by considering the matrix, 
A ss, , which defines the probability of a state, s, being transformed to state, s ' , in a 
collision. Conservation of probability requires that
Vs (1 - 1 )
s'
whilst semi-detailed balance demands
(1 -2 )
s'
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The significance of these particular requirements may be better understood by 
considering the transition probability matrix for the FHP-I model shown in Fig. 1.1. 
Clearly eqn.(I-l)and eqn. (1-2) are equivalent to requiring each row and column of the 
matrix to sum to unity respectively.
21 23
22
2° 2 1
A  ss’
9 18 21 36 42
9 Y r 0 / 2 0 12 0
18 * / 2 0 0 12 0
2 1 * 0 0 0 0 1
36 i‘2 12 0 0 0
42 * 0 0 1 0 0
Fig. I . l -  T ransition  p robab ility  m a trix  fo r th e  non-triv ial collision ru les o f th e  F H P -I model. T he 
num bers ad jacen t to  each of th e  configuration  schem atics a re  th e ir  decim al rep resen ta tion  based 
upon  th e  num bering  schem e show n in  th e  top  left h an d  corner:
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Appendix I I  - LG A  algorithm strategies
A great deal of effort has been focused towards developing fast and efficient LGA 
algorithms, a summary of those reported in literature is provided in Table II. 1. 
Referring to Table II. 1, in 2-D, site-per-word and bit-per-word strategies have been 
equally implemented. However, as discussed in §3.2.1, the bit-per-word strategy with 
boolean operations is clearly much faster than the site-per-word strategy with look-up 
tables; a direct comparison of the two on the same machine, i.e. the Cray-YMP [Brosa 
and Stauffer (1989), Kohring (1991a-b,1992)], shows a speed-up of «  8 . In 3-D, all 
workers opted to use the site-per-word method [except Somers and Rem (1991)] 
combined with look-up tables - to-date, nobody has devised sufficiently efficient 
boolean collision algorithms to compete with the collision look-up tables. No attempt 
is made here to address the effects of hardware used, the reader is referred to 
discussions by Kohring (1991a) and Shimomura e ta l  (1990).
When using collision look-up tables for 3-D lattice models, of primary concern is the 
storage space they require. The basic 24-bit FCHC model contains a minimum of 224 
= 17 million collision input and corresponding output states. The complete table 
requires 64 MBytes of storage space. Whilst this may be less of a problem for modern 
multiprocessor machines, it is a concern for the special purpose cellular automata 
machines [see, for example, Margolus and Toffoli (1990), Adler et al. (1995)] and 
distributed memory parallel machines with small amounts of memory per processor 
[see, for example, Rem and Somers (1989), Henon (1992)]. This problem has been 
tackled by implementing reduced collision tables, arrived at by either breaking up 
each collision into sub-collisions [see, for example, Boghosian (1990), Somers and 
Rem (1991)], or by exploiting properties of the collision process, i.e. duality and 
symmetry, at the expense of added CPU time to restore properties [see, for example, 
Henon (1992)]. Whilst these methods result in dramatic memory savings, they can 
affect the maximum Reynolds coefficients that may be achieved.
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Appendix I I I  - Development of the FCHC collision rules
A summary of the development of the FCHC collision rule sets is given in Table III.l. 
Referring to Table III.l, The first (un-optimized) collision rule set for the FCHC lattice 
was generated by Henon (1987) using a general algorithm to compute output states by 
applying an appropriate isometry to the input state. These collision rules achieved R*lax =
2. Henon and co-workers [Henon (1989), Rivet et a l (1988)] went on to generate 
deterministic collision rule sets with and without rest particles by optimizing viscosity 
within so-called non-trivial equivalence classes. They used approximate and exact 
methods to optimize the viscosity and achieved Reynolds coefficients greater than 7 
without rest particles, increasing as the number of rest particles increased from one 
( R ”iax = 8.46) to three ( R f*  =10.71). Dubrulle (1988) and Dubrulle et al. (1990) 
further increased the Reynolds coefficient by violating semi-detailed balance so as to 
allow simultaneous optimisation of the viscosity and g(q), which becomes collision rule 
set dependent if violation occurs.
Also shown in Table III.l, Boltzmann predictions of R"iax are rarely realised in practice. 
Discrepancy tends to be especially large for those rule sets which violate semi-detailed 
balance; for example, theory predicts a Reynolds coefficient near 100 for the FCHC-7 
model compared to a value of 13.5 in practice! The reason for this disappointing return on 
such optimisations arises from the breakdown, to a greater or less extent, of Boltzmann’s 
chaos assumption upon which present LGA theory is primarily based. Henon (1992) 
partially resolved this by performing simulations on parallel lattices and randomly 
shuffling bits between them. However, a large number of parallel lattices were required to 
achieve significant convergence towards the Boltzmann approximation which, in turn, 
reduced the characteristic length resulting in a Reynolds number actually smaller than 
before!
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Appendix IV  - Approximate optimization of the 
FCHC collision rule set
The following is a brief outline of the approximate optimization method used by 
Henon (1989) to generate a collision rule look-up table for the FCHC-3 model. For a 
full text, the interested reader is referred to Henon (1989) and Rivet (1988).
The optimization problem is represented by the minimization of the kinematic 
viscosity, v, in the expression of Reynolds coefficient, see §3.2.2. Kinematic 
viscosity, derived from the Boltzmann approximation, is given by [see Henon (1987)3
v = CIV-1)
6  l - p 4
where p,4 is a sum over all collisions:
L A(s> s' ) d P ~ ' (1  _ d ) S " p £  I X +Y+ ) 2 ( l v - 2 )s s' a (3
s is the input state; s ’ is the output state; A(s,s’) is the probability of a collision 
changing s into s ’; d is the average density per cell; p is the number of colliding 
particles; and, the tensors Y ap and Y \p  are the anisotropic part of the 2 nd order 
momentum of the input and output velocities, given by
Y«u = X SlC“ C|P ~ 2 6“|i and Y'«P = S s' iC|“CiiJ _ f 6«Pi i
where 5 is the Kronecker delta. It can be seen, therefore, that v is a function of d and 
of the collision rules. The first step in Henon*s method is to sub-divide the 
optimization problem into a number of smaller, more manageable independent
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optimizations. This is done by dividing the 224 = 17 million possible states into 
packets, or equivalence classes, of equal mass and momentum. Mass and momentum 
must be conserved during collisions, therefore, collision input and output states must 
belong to the same equivalence class and, thus, each equivalence class represents a 
separate optimization problem. Furthermore, d and p are constant within a given class,
therefore, d p_1 ( l - d ) 23_p drops out of eqn.(IV-2 ) and the optimization reduces to the 
minimization of the following expression within each equivalence class
A (s ,s ' ) W (s ,s ’ ) where W (s,s') = I l f r W
s s' a (3
However, the number of equivalence classes is still very large, therefore, Henon 
exploited the following to reduce the problem further:
♦ Two equivalence classes that differ by a planar or rotational symmetry essentially 
represent the same problem that need be solved only once.
♦ Applying duality (particle-hole exchange), only equivalence classes containing 12 
or less particles need be considered.
♦ Optimal solutions can be found directly for equivalence classes containing 11 or 12 
particles. For p=12, take the dual of the input state and apply mirror symmetry in 
all four dimensions w.r.t. the origin. This results in W(s,s’) = 0. For p = ll, take the 
dual of the input state and apply mirror symmetry in all four dimensions w.r.t. the 
origin, then suppress one pair of opposite velocities (there will always be one such 
pair). This results in W(s,s’) = 12 which represents the optimal solution.
$ A number of equivalence classes contain only one state and may be ignored.
$ The collision rules can be restricted to deterministic collisions only, for which 
A(s,s’) takes values of 0 or 1 only. This does not effect optimality as there always 
exists at least one deterministic optimal solution, after Papadimitriou and Steiglitz
(1982).
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Using deterministic collision rules, the optimization is further reduced to the 
minimization of the weights, W(s,s’), only; v.i.z.
w M = ^ ( v f y  (iv-3)
a (3
Henon produced an approximate solution to the miminization of eqn. (IV-3) within 
each equivalence class using the so-called greedy algorithm. Within a given class, the 
two states s and s ’ for which the value of W(s,s’) is least are matched together and 
withdrawn from the class. This procedure is repeated until all of the states are 
exhausted. Using this procedure, Henon achieved a value of R*iax = 6.44. He then 
found that a minor modification to eqn. (IV-3) increases the value of R*iax. Expanding 
eqn. (IV-3)
w ( s's' ) = I I { Yi + V V Y%}
a |3
it is easily seen that the first and third sums are independent of the collision rules, 
therefore, the optimization problem can be equivalently solved using
W( S’S' ) = I Z Y«J'«P (IV-4)
a p
Using eqn.(IV-4), Henon found a best value of R™ax = 7.13 at d = 1/3. However, 
deterministic collision rules result in a viscosity tensor that is not perfectly isotropic 
because the collision rules themselves are not generally invariant under isometries. A 
statistical isotropy can be achieved, though, by randomizing the selection of pair-
states in the greedy algorithm; it so happens in the FCHC lattice that a number of pair-
states in a given equivalence class result in the same value of W(s,s’), therefore, a 
matching pair is chosen at random from those available.
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Appendix V  - ‘Operating Procedure’ and ‘Bed 
Cleaning and Preparation Procedure’
Appendices
Deposition study rig located i n  4BC17:
O p e r a t i n g  P r o c e d u r e
(refer to the attached schematic representation of the deposition study rig - 
Fig. 5.3)
This procedure must not be carried out until the Cleaning 
Preparation Procedure has been completed.
and Bed
All sections and steps in this procedure run concurrently. Each step must be 
completed before the follow ing step is carried out.
Section 1 - Introducing flu id  into the packed bed:
Step
no.
Action D o n e( )
1 . 1 Close all valves V1-V8.
1 . 2 Plug the electricity supply to the rig equipment into the mains 
electricity supply socket.
1.3 Fill the batch mixing tank with approx. 20 1 of distilled water.
1.4 Switch on the peristaltic pump and fill the header tank with distilled 
water.
1.5 Switch off the peristaltic pump.
1 . 6 Switch on the header tank mixing impeller.
1.7 Open valves V2 and V4 and allow the contents of the header tank to 
drain until the tank is empty.
1 . 8 Switch off the header tank mixing impeller and close valves V2 and 
V4.
1.9 Fill the header tank with distilled water. Through steps 1.10-3.2, 
periodically check the level of fluid in the header tank, if the level is 
low, top-up with more distilled water. Do not allow the header tank 
to drain completely of fluid.
1 . 1 0 Disconnect the drain line from the outlet of the flowmeter and 
connect it to the outlet of valve V3.
1 . 1 1 Open valve V7.
1 . 1 2 Open gate valve V 6  slowly until fully open and allow a vacuum to be 
drawn in the packed bed for 20-30s.
1.13 Open valve V2.
V-2
Appendices
1.14 Open gate valve V5 slowly until fully open, allowing fluid to be 
drawn from the header tank, through the packed bed (reverse gravity 
flow) and into the vacuum system. Do this for 20-30s.
1.15 Close gate valve V5 and allow a vacuum to be drawn in the packed 
bed for 20-30s.
1.16 Repeat step 1.14.
1.17 Check to see if air bubbles are trapped at the top of the packed bed. If 
they are, gently tilt the bed (via back board) and guide them into the 
vacuum system.
1.18 Close gate valve V6  and open valve V3.
1.19 Close valve V7.
1 . 2 0 Close valve V3 and open gate valve V 6  slowly until fully open.
1 . 2 1 Close gate valve V 6 .
1 . 2 2 Close gate valve V5 and valve V2.
1.23 Disconnect the drain line from the outlet of valve V3 and re-connect 
it to the outlet of the flowmeter (See 1.10).
Section 2 - B leeding the pressure lines:
2 . 1 Attach a length of tubing to the drain line of the pressure transducer 
(pressure line manifold side). Connect this to the input of the 
peristaltic pump (head 3), and out of the peristaltic pump to drain. 
Detach all other lines running through the peristaltic pump.
2 . 2 Open the clamp Cl attached to the pressure transducer drain line.
2.3 Set the deposition rig computer programme to bleed pressure line 1.
2.4 Open valves VI and V4.
2.5 Open gate valve V5 until slightly open.
2 . 6 Switch on the peristaltic pump.
2.7 When all air bubbles are seen to have been removed from the pressure 
line, tell the computer programme to open the next pressure line for 
bleeding (type ‘b’ for bleed).
2 . 8 Repeat step 2.7 until the ninth pressure line attached to the pressure 
line manifold has been bled. Do not return the computer programme 
to the main menu.
2.9 Switch off the peristaltic pump.
2 . 1 0 Close the clamp Cl.
2 . 1 1 Return the computer programme to the main menu.
2 . 1 2 Detach the length of rubber tubing (see step 2.1) from the pressure 
transducer drain line (pressure line manifold side) and attach it to the 
pressure transducer drain line (reference pressure line side).
2.13 Open clamp C2 attached to the pressure transducer drain line.
2.14 Switch on the peristaltic pump.
2.15 When all air bubbles are seen to have been removed from the pressure 
line, switch off the peristaltic pump.
2.16 Close the clamp C2.
2.17 Detach the length of rubber tubing from the pressure transducer drain
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line (reference pressure line side) and peristaltic pump (head 3).
Section 3 - C arrying out an experim ent:
3.1 Continue running distilled water through the packed bed for a further 
25-30 minutes.
3.2 Close gate valve V5 and valve VI.
3.3 Open valve V2 and allow the header tank to drain completely.
3.4 Close valves V2 and V4.
3.5 Fill the batch mixing tank with the desired amount of distilled water 
for the experiment.
3.6 Plug the batch mixing tank impeller into its mains electricity supply 
socket and switch it on.
3.7 If a carrier fluid other than pure distilled water is to be used, add the 
desired amount of salt to the distilled water (adding this slowly will 
help the salt dissolve in the distilled water quicker). Mix until all of 
the salt is fully dissolved.
3.8 Add the desired amount of solids to be suspended to the carrier fluid 
in the batch mixing tank. Take care to add this slowly in order to 
reduce agglomeration of particles.
3.9 Set the deposition rig computer programme to making a run. Input the 
experiment details and initialise the pressure transducer reading 
sequence. Do not start taking readings yet.
3.10 Re-attach the batch mixing tank outlet line and the header tank 
overflow line to the peristaltic pump (head 1 and head 3 respectively - 
these lines were detached in step 2.3)
3.11 Check that the header tank overflow line is going into the batch 
mixing tank after leaving the peristaltic pump.
3.12 Switch on the peristaltic pump.
3.13 When the header tank mixing impeller is immersed in 2-3 cm of 
suspension, switch it on.
3.14 Fill the header tank with suspension until its level is just below the 
overflow outlet.
3.15 Switch off the peristaltic pump. Periodically check the level of 
suspension in the header tank and top-up as required using the 
peristaltic pump. The batch mixing tank impeller has a tendency to 
overheat. This tendency can be reduced by switching the impeller off 
for 3-4 minutes just after the header tank has been topped-up each 
time.
3.16 Open valve VI and V4.
3.17 Open gate valve V5 until the desire volumetric flowrate through the 
packed bed is achieved.
3.18 Tell the deposition rig computer programme to start taking pressure 
drop readings. 30-60s before each set of pressure drop readings are 
due to be made, check that the volumetric flowrate through the bed is 
the desired rate. The pressure transducer is highly sensitive - whilst
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pressure drop readings are being made, stand clear of the rig and do 
not touch any part of it otherwise readings may be affected.
3.19 During the experiment take regular samples of the packed bed 
effluent.
3.20 When the experiment has run for the desired time duration, close gate 
valve V5, switch off the header tank and batch mixing tank impellers.
Refer to the Cleaning and Bed Preparation Procedure. It is good 
practice to clean the rig before leaving it to stand overnight.
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Deposition study rig located i n  4BC17:
C l e a n i n g  a n d  B e d  
P r e p a r a t i o n  P r o c e d u r e
(refer to the attached schematic representation of the deposition study rig - 
Fig. 5.3)
A ll sections and steps in this procedure run concurrently. Each step must be 
completed before the follow ing step is carried out.
Section 1 - D raining the system :
Step
no.
Action D o n e( )
1 . 1 Close all valves V I-V 8  and unplug all electricity supplies to the rig 
equipment from their mains electricity supply sockets.
1 . 2 Plug the header tank mixing impeller into its mains electricity supply 
socket and switch it on.
1.3 Open valves V2 and V4 and allow the contents of the header tank to 
drain until the tank is empty.
1.4 Switch off the header tank mixing impeller and unplug it from its 
mains electricity supply socket.
1.5 Take some tissue paper and wipe the inner surfaces of the header tank 
clean of any deposits.
1 . 6 Fill the header tank with distilled water and repeat steps 1.2-1.5.
1.7 Plug the batch mixing tank impeller into its mains electricity supply 
socket and switch it on.
1 . 8 Open valve V 8  and allow the contents of the batch mixing tank to 
drain until the tank is empty.
1.9 Switch off the batch mixing tank impeller and unplug it from its 
mains electricity supply socket..
1 . 1 0 Take some tissue paper and wipe the inner surfaces of the batch 
mixing tank clean of any deposits.
1 . 1 1 Fill the batch mixing tank with approx. 10 litres of distilled water and 
repeat steps 1.7-1.10.
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Section 2 - R em oving the packed bed:
2 . 1 Place a bucket beneath the packed bed and disconnect the tubing 
leading from the outlet of gate valve V5.
2 . 2 Take a 2ba spanner/socket and remove the 3 bolts attaching the lower 
flange of the bed to the main body. This will allow the rubber seal 
and outlet distributor to be removed as well.
2.3 Disconnect the pressure lines at their bed tappings. The spent contents 
of the packed bed should now slide easily out through the open 
bottom of the bed into the bucket. The spent contents should not be 
discarded but kept for recovery of the bed collector material.
2.4 Disconnect the tubing at the inlet of the packed bed leading from both 
valve VI and gate valve V 6 . A flat-headed screwdriver may be useful 
here to lever the tubing off of its connector.
2.5 Remove the 4 bolts attaching the upper flange of the bed to the main 
body and the bed’s support mounting. Remove the rubber seal and 
inlet distributor plate. The bed is now completely dismantled.
2 . 6 Wash all components of the bed under running water until all 
deposits are removed.
2.7 Inspect the nylon mesh covering the tappings to the pressure lines. If 
this have become detached in any places, re-attach using superglue.
2 . 8 Inspect the tappings themselves for blockages.
2.9 Inspect the washers glued between the flange faces. If any are 
missing, replace with new ones using superglue.
Section 3 - Bed preparation:
3.1 Re-assemble the lower flange, rubber seal and lower distributor plate 
with the main body of the bed. Take care not to over-tighten the 
bolts. The washers glued between the flange faces are there as a 
guide to the minimum amount of space that should be left between the 
faces.
3.2 Weigh out the correct amount of bed collector material required to 
give the desired voidage in the packed bed. It is best here to use a 
voidage corresponding to the maximum tapped-density of the 
collector material in order to prevent settling of the bed during 
experiments.
3.3 Fill the bed with collector material in 3-4 stages, tapping down the 
material after each stage. Filling is complete when all of the collector 
material is in the bed and it is level with the upper distributor plate 
lip.
3.4 Clean the upper distributor plate lip and the rubber seal groove of any 
material that may have gathered there during packing.
3.5 Replace the upper distributor plate and rubber seal.
3.6 Re-attach the upper flange to the bed’s support mounting and the
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main body of the bed.
3.7 Re-connect the tubing at the inlet of the packed bed leading from both 
valve VI and gate valve V 6 .
3.8 Re-connect the pressure lines to their bed tappings.
3.9 Re-connect the tubing leading from the outlet of gate valve V5.
Refer to the Operating Procedure.
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Appendix V I - Engineering drawings of the packed 
bed design
VI-1
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