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This book is a result of cross-disciplinary teamwork around a common 
theme, Manufacturing 4.0 and the technical, economic, and social issues 
that go with it. In vein with the original idea of Industry 4.0, put forth as 
a vision of a new kind of future for the industry that encompasses also the 
many societal and economic changes that come with technological change, 
this book studies the technological change in manufacturing and its 
possible transformative power on the society.
Most importantly the message in the book is that Manufacturing 4.0 is 
not only a technical change, nor is it a purely technically driven change, 
but it is a societal change that has the potential to disrupt the way societies 
are constructed in both in the positive and in the negative.
We hope this book both reinforces the understanding of the phenom-
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1  Coming to terms with the ConCept 
of industrial revolution
What is an industrial revolution? Does the concept take us back to the 
history or does it carry us to the future of industrial manufacturing? Quick 
Google search gives us both perspectives. Industrial revolution connects 
the past, the present, and the future.
It is widely agreed that the Internet, artificial intelligence, Internet of 
things, automated robots, sensors, augmented reality, Big Data and sev-
eral other groundbreaking innovations will configure global industrial 
landscape. Industrial companies can collect, analyze and process data and 
use the Internet and advanced ICT for the manufacturing of high quality 
industrial goods.
Current changes in manufacturing systems are significant, but not 
exceptional in history. Many radical and even more frequent incremental 
changes in manufacturing systems have taken place during the two centu-
ries that sophisticated machines have been used in manufacturing pro-
cesses. Sometimes radical changes disrupt the evolutionary path and the 
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reigning manufacturing paradigm breaks down—a new type of manufac-
turing system is established and the new era is typically coined as another 
“Industrial Revolution”. Although several paradigm changes have taken 
place since the late eighteenth century, it is still unknown, what mecha-
nisms drive these changes. As Peter Temin (1997) and other scholars have 
claimed, the term “industrial revolution” is itself either too vague to be of 
any use at all, or it produces false connotations of abrupt changes [1].
Although the mechanisms of change that drive industrial development 
are still unknown, the concept of industrial revolution is widely used in 
popular literature, textbooks, and in policy documents. The human mind 
likes to bring structure in to the chaotic past and the evolution of indus-
trial manufacturing is commonly divided in three or four chapters:
The First Industrial Revolution started in Britain during the latter part 
of the eighteenth century. The steam engines were invented and con-
nected to textile looms. As a result, the manufacturing of consumer goods 
changed from the individual and domesticated setting into the factory. 
Steam engines were gradually applied to other sectors of production, then 
to transportation, and finally to production of energy. The rate of change 
was slow and it took decades before the new manufacturing system resulted 
in radical changes in the society. The first industrial revolution was a local 
phenomenon that spread from the Great Britain to Western Europe, and 
to the United States.
The Second Industrial Revolution started approximately hundred years 
later in the United States. The discoveries of electricity, the combusting 
engine, the telephone, and innovations in chemical and material technolo-
gies sparked “The Great Leap Forward”. A technological torrent flushed 
over industrialized nations and the manufacturing systems expanded rap-
idly, both vertically and horizontally. Large scale factories were built and 
connected via transmission lines to the centralized power and heat pro-
ducing plants and started exchanging information through telecommuni-
cation networks. Henry Ford developed a non-stop manufacturing system 
and applied it to his automobile factories in Detroit. Mass production 
system of manufacturing changed the division of labor within factory 
walls. Semi-skilled workers operated along the assembly line, which poured 
out highly standardized industrial goods. The Second Industrial Revolution 
spread across the Atlantic Ocean, developed further in Western Europe 
and Scandinavia, and entered into the Soviet Union.
Less than hundred years later, traditional industries based on oil and 
fossil-fuels and on mass production could no longer be considered a 
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complete solution to the economic or the social problems. A cluster of 
radical innovations in communication- and energy-technologies merged 
into a new economic era. A powerful new infrastructure was created for 
manufacturing industries. What is the Third Industrial Revolution is still 
an ongoing process, but visible changes are already taking place in 
advanced industrial economies. Centralized production systems and 
energy production networks are challenged by de-centralized systems that 
engage hundreds of millions of people to produce their own green energy 
in their homes, offices, and factories and to share information online [2].
Although the Third Industrial Revolution is still in its infancy, the 
Fourth Industrial Revolution is already knocking at the door. Advanced 
ICT applications, Big Data, industrial robotics, and automated produc-
tion systems will merge into Cyber-Physical (CPS) systems, which provide 
new platforms and infrastructure for manufacturing industries. The con-
cept of Industry 4.0, or the Fourth Industrial Revolution, is recognized in 
national and international forums and the change-process is included in 
the major policy documents and development programs [3].
Although, it is widely recognized that the classification of industrial 
development into three or four “industrial revolutions” is inadequate and 
even misleading, the concept is still used to demonstrate, how the manu-
facturing industry has changed over time. The concept of “Industrial 
Revolution” is also used for propaganda purposes to promote technologi-
cal enthusiasm and radical changes in the industrial landscape.
What drives industrial change? This question is widely debated among 
economists, historians, and social scientists. For engineers, the problem is 
less difficult to answer. From the engineering point of view, the evolution 
of industrial production can be viewed through the lens of technology. 
Technological change drives social changes and the accumulation of radi-
cal innovations cause disruptions in manufacturing systems. This type of 
argumentation defines technology as an autonomous phenomenon in 
society—technology accumulates according to the deterministic laws, 
which are dictated by scientific knowledge.
Classification of manufacturing systems is shaped by technological 
determinism. As Boyd and Holton [4] conclude, the changes in manufac-
turing systems are generated by the changes in technology. Technological 
determinism narrows down the argumentation into technical details and 
technological solutions. Technological determinism bypasses social issues, 
which are hidden conditions of existence of and for the new 
technologies.
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Technological determinism is challenged by social constructivists, who 
argue that technology is (also) shaped by social forces, ideologies, and 
values. Although technology has the ability to change social structures and 
human behavior, the effect is never a one-way-street. Same technological 
applications are used and shaped differently depending on social, cultural 
and political environments. According to David Noble [5] manufacturing 
systems are more than technological artifacts. They are social processes 
that reflect social structures, values, and ideologies. Manufacturing sys-
tems are designed to shape societies, change power structures, and to ben-
efit particular economic and ideological goals. The interaction between 
technology and society is a systemic process, where social forces shape the 
systems and the systems shape social forces.
Hence, in order to understand what is meant by Industry 4.0, or the 
Fourth Industrial Revolution, the phenomenon must be placed in the his-
torical context. Manufacturing systems are complex large technological 
systems, which are managed by highly trained professionals. As Thomas 
Hughes [6] points out, large manufacturing systems contain messy, com-
plex, problem-solving components, which are physical artifacts, but they 
also contain organizations and immaterial components. Manufacturing 
systems are socially constructed and adapted in the society in order to 
function effectively. They use natural resources, but also social, political 
and cultural resources, such as knowledge, legislation, regulation, and ide-
ology. Manufacturing systems contribute to the development of modern 
industrial societies, but while doing this, they become depended and inti-
mate parts of modern industrial and post-industrial societies.
2  unde venis industry 4.0?
“Industry 4.0” was introduced at a press conference at the Hannover Fair, 
in 2011. Three German engineers, Henning Kagermann (SAP), Wolfgan 
Wahlster (Professor of artificial intelligence), and Wolf-Dieter Lucas 
(Senior officer at the German Ministry of Education and Research) intro-
duced a vision of the future manufacturing system, “The Industry 4.0”. 
The idea was received with enthusiasm in Germany and the concept spread 
rapidly to other European countries. Five years later, it had already gained 
international recognition and The World Economic Forum in Davos orga-




The first strategic paper drafted by Henning Kagermann and others [7] 
defined the goals of Industry 4.0 as follows: “It will address and solve 
some of the challenges facing the world today such as resource and energy 
efficiency, urban production, and demographic change. It enables continuous 
resource productivity and efficiency gains to be delivered across the entire 
value network. It allows work to be organized in a way that takes demo-
graphic change and social factors into account. Smart assistance systems 
release workers from having to perform routine tasks, enabling them to focus 
on creative, value-added activities. In view of the impending shortage of 
skilled workers, this will allow older workers to extend their working lives and 
remain productive for longer. Flexible work organization will enable workers 
to combine their work, private lives, and continuing professional development 
more effectively, promoting a better work-life balance”.
As Kagermann and others’ [7] strategic paper demonstrated, Industry 
4.0 is not only a technological platform for manufacturing industry. It is a 
social program, which targets major social, economic, and political chal-
lenges in the twenty-first century. The concept reflects also political and 
economic discourses, which have taken place in Germany, Europe, and 
North America since the international financial crises in 2008. The col-
lapse of the global financial systems drove Western countries into an eco-
nomic and political chaos, which had long lasting consequences. Global 
economy, free and almost unregulated flows of goods, capital and knowl-
edge divided the world into winners and losers.
Western industrial countries had gone through a rapid de- 
industrialization process, when large swathes of manufacturing industries 
moved to China, India, and to other developing countries. The transfor-
mation was regarded as a positive and a progressive turn in the develop-
ment of Western economies, which focused on the information technology, 
services, innovations, and on the creation of useful knowledge. Mass pro-
duction of industrial goods was no longer viewed as a necessary part of the 
economy. Instead, the ‘chimney industries’ polluted the environment and 
offered monotonous and unattractive jobs for low salary workers. 
However, as Joseph Heathcott and Jefferson Cowie [8] have concluded, 
de-industrialization was a much broader and fundamental transformation 
than anybody had anticipated. It turned out to be a socially complicated, 
historically deep, geographically diverse, and a politically perplexing phe-
nomenon [9].
When factories were closed and abandoned in the Western world, new 
production facilities and manufacturing systems were rapidly erected in 
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China. The growth of industrial production in China alone was spectacu-
lar and in less than 40 years, China had become the factory of the world. 
Chinese factories produced about 50% of the world’s major industrial 
goods. This reflected to the GDP, which grew more than 10% annually.
Meanwhile, Western economies struggled to cope with the 
unprecedented consequences of globalization and de-industrialization. 
After financial crises, the unemployment rates stayed high, economic 
growth was slow and deficits climbed to alarmingly high numbers. The 
political climate that had hailed the destruction of walls and barriers, open 
borders, and economic liberalization was suddenly challenged by neo-
nationalism which tried to put a stop to global flows and restore the 
nation-state as the sovereign political and economic actor in society [10].
Reflecting the robust economic growth in China and in other Asian 
countries, the European Union and its member states tried to find ways to 
restructure the economic landscape. It was understood that the post- 
industrial information society did not alone provide a stable base for eco-
nomic growth. Emerging industrial economies in Asia threatened to take 
over global markets and with the accumulation of capital to develop the 
next generation of technologies and industry, which would undermine the 
competitiveness of European corporations. These concerns were reflected 
in the ambitious research and development projects, which were initiated, 
organized and funded by the European Union under the Horizon 2020 
umbrella. Europe was looking for a new momentum that would reverse 
the uneven growth and sluggish job recovery that resulted from the finan-
cial crises. The long term structural change called for an industrial recov-
ery that would be based on smart, sustainable and technologically advanced 
manufacturing systems [11].
The strategy paper written by the advocates of the Industry 4.0 
answered to this call. The attractive idea did not die after the Davos con-
ference, but instead it spread out to the business community in Germany. 
The concept of Industry 4.0 and The Fourth Industrial Revolution was 
appealing to the managers and CEOs who sought to find ways to improve 
productivity and to increase production of high technology goods. Soon 
after, the political actors at the European Union and at the national level 
got engaged in the process and pushed it forward to the policy programs. 
Large corporations sensed the opportunity and adopted the narrative of 




Hence, the basis for the concepts of Industry 4.0 is not a concrete and 
realistic analysis of the transformation that has taken place in the manufac-
turing industry—but instead, the Industry 4.0 is an effort to control the 
future, which is full of uncertainties and discontinuities [12]. The concept 
is not a concrete platform, but rather a vision used in the future-making 
process. Industry 4.0 tells the audience, how the future industries are 
organized to fulfill global strategic goals. This takes place in the globally 
connected and almost autonomously functioning manufacturing units. 
This future vision is competitive and it will overpower traditional mass 
production systems, which are neither ecologically nor socially sustainable. 
When the Industry 4.0 is applied globally, it will tame the future by reor-
ganizing the production of industrial goods with new roles of and for 
human labor.
By now, Industry 4.0 has gained momentum beyond Germany. United 
States government has organized a series of discussions on the Advanced 
Manufacturing Partnership (AMP). German government passed in 2012 
the High-Tech Strategy that targeted billions of euro to the development 
of cutting-edge technologies. The following year the French Government 
initiated “La Nouvelle France Industrielle” program and the UK 
Government followed the lead with the long-term program “Future of 
Manufacturing”. The European Commission launched the new contrac-
tual Public-Private Partnership on “Factories of the Future” program in 
2014. South Korean government joined the process in 2014 by announc-
ing “Innovation in Manufacturing 3.0” program. The Chinese govern-
ment followed the year after with the “Made in China 2025” strategy and 
the “Internet Plus” programs. The Japanese Government adopted the 
“5th Science and Technology Basic Plan”, which included the “Super 
Smart Society” program. The following year the Singapore government 
invested $19 billion to the Research, Innovation, and Enterprise (RIE) 
plan. In addition, the American high technology corporations AT&T, 
Cisco, General Electric, IBM, and Intel established “The Industrial 
Internet Consortium”. Similar collaboration was established between 
German, Japanese, and American high technology companies.
When we look back in the history of industrial manufacturing, the 
concept of Industry 4.0 does not fit in the typical pattern. It took more 
than hundred years before the term “First Industrial Revolution” was 
coined and the Second Industrial Revolution was defined approximately 
half a century after the take-off. Both revolutions had matured and gained 
momentum and both negative and positive consequences of the 
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transformation could be observed and analyzed. The economic 
consequences of the first industrial revolution were significant, but it took 
several decades before changes in productivity and the GDP could be 
measured. Social consequences of the first industrial revolution were harsh 
and they were thoroughly analyzed by Karl Marx and Friedrich Engels 
among others already in the middle of the nineteenth century.
The second industrial revolution was monitored closer from the very 
beginning by the modern news media, which brought the radical innova-
tions and heroic innovators to the international limelight. Economists and 
social scientists documented changes in national economies and social 
conditions. Future scenarios were painted, and for the first time, industrial 
production, manufacturing systems, and supporting infrastructure were 
included in the policy documents. Positive effects of the Second Industrial 
Revolution were contrasted to the negative effects of mass production, 
centralization of production and distribution, and the massive consump-
tion of natural resources. These two contradictory pictures were embod-
ied in the modern industrial society, which replaced slowly and gradually 
the traditional agricultural societies.
If compared to the first two industrial revolutions, the situation today 
is very different. Third and Fourth Industrial Revolutions provide very 
little concrete evidence for the economic and social analyses. Both con-
cepts promise radical changes in the manufacturing systems and major 
changes in the organization of work and of everyday life. The positive 
scenarios promise rapid increases in productivity, sustainable production, 
and higher standards of living. Negative scenarios predict massive elimina-
tion of work and many of the current professions, which have formed the 
foundation of modern societies. How fast these changes will take place? If 
we draw conclusions from the past experience, the change will be slow and 
gradual. As Brynjolfsson and others [13] have demonstrated, transforma-
tion from one technological system into another was long delayed and far 
from automatic business.
In fact, we know very little about Industry 4.0 and the Fourth Industrial 
Revolution. What we know is more about the vision for the future than 
about actual analysis of the current situation. Conclusions about the future 
are drawn from the past experience and for this purpose the “Industrial 
Revolution” is a credible concept. However, it is worth remembering that 
originally the concept was used, when trying to understand the multiple 
consequences of industrial production. Today, the advocates of the 
Industry 4.0 and the Fourth Industrial Revolution try to harness the 
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future, which is unpredictable and chaotic. If the concept of Industry 4.0 
is placed in this context, it becomes more of a political and an ideological 
concept, than a blueprint of the technological future.
3  impliCations of industry 4.0 Beyond teChnology
What are the social implications of the Industry 4.0.? If this question is 
viewed from the historical point of view, the answer is less than certain. 
Industrial revolutions from the late eighteenth century to today have 
caused massive and mostly unpredictable social changes. Industrial pro-
duction is based on the interaction between machines and humans, which 
takes place in the factory. It is a carefully designed space for productive 
manufacturing of industrial goods. Factory is an artificial environment, 
which reflects the functions of machines. Manufacturing systems, on the 
other hand, are both abstract and concrete blueprints, which describe how 
the flows of raw materials and energy are turned into products. Human 
labor collaborates with the work of the machines. Machines are able to 
work without breaks almost 24/7, but human labor must be scheduled 
differently. How this is done, and who has the power to decide about the 
division of labor within the factory walls has been, and still is, one of the 
most heated political, social, and ideological issues [14].
The interplay between machines and human labor started slowly, but 
escalated during the Second Industrial Revolution. According to von 
Tunzelman [15], the Second Industrial Revolution integrated useful sci-
entific knowledge into technological developments and brought the 
results from the collaboration into the factory. Radical innovations in 
energy technology allowed long distance transfer of electricity to factories. 
Consumption traditions changed and standardized and inexpensive indus-
trial goods replaced uniquely crafted hand-made products. Factories were 
organized to follow the philosophies of economies of scale and through-
put. The best example of this was the mass production system, which is 
based on the American System of Manufacturing. Continuous moving 
belts moved interchangeable parts on the belt, where they were assembled 
into standardized industrial goods. This production system integrated the 
human work and the machine work into a seamless web. Production sys-
tems required a great deal of coordination and understanding on how 
human physiology and psychology could be optimized to serve the manu-
facturing system.
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The use of human labor in the manufacturing system has been a 
permanent challenge since the beginning of the industrial era. Human 
skills are important and skilled workers are needed to supervise the 
production and to manage complicated issues. However, human labor is 
the irrational part of the manufacturing system. Every worker is different 
and the capacity of workers changes from day to day and from year to year. 
On the other hand, machine work can be standardized and if managed 
properly, machines operate without disruptions. Hence, the manufacturing 
systems have tried to minimize and even eliminate human labor from the 
system. Fredrik W. Taylor introduced scientific management into factories 
in order to standardize work and to find the “right man for the right 
work”. During latter part of the twentieth century, automated machines 
and robots started to take over human work. Information technology and 
advanced ICT applications have escalated this development and many 
factories are currently operating almost without human assistance [16].
The Industry 4.0 promises to make even more radical changes in the 
human-machine collaboration. It is not so far in the past, when the auto-
mobile factories employed more human workers than machines. Now the 
balance has shifted and less and less human labor is needed in the shop- 
floor level. The technologies of Industry 4.0 have the potential to erase 
the labor issue by substituting human workforce with an army of robots, 
automated systems, and algorithms. This applies equally to the semi- 
skilled and qualified workers, who must compete against intelligent 
machines and smart systems.
Industry 4.0 will also change the future of professional work. According 
to Richard and Daniel Susskind [17]: “In relation to our current profes-
sions, we argue that the professions will undergo two parallel sets of changes. 
The first will be dominated by automation. Traditional ways of working will 
be streamlined and optimized through the application of technology. The sec-
ond will be dominated by innovation. Increasingly capable systems will trans-
form the work of professionals, giving birth to new ways of sharing practical 
expertise. In the long run this second future will prevail, and our professions 
will be dismantled incrementally.”
What happens to the social structures and social cohesion, if the 
Industry 4.0 fulfills its promises? Most European countries have adopted 
the welfare state model, which builds on high employment, high taxation, 
and active public participation in social, political, and economic life. In 
order to sustain the welfare state, industrial societies must maintain eco-
nomic growth and high employment rates in both public and private 
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sectors. In addition, modern professions are the foundation of modern 
societies. They foster social mobility and hold the middle-class in place. If 
modern professions collapse or disappear, the social structures will also 
collapse. There are already signs of political and social unrest which reflect 
the fears and frustrations of the middle-class [18].
The link between manufacturing systems and social systems is intimate 
and historically constructed. Changes in manufacturing systems have 
always generated social problems, which influence the political discourse. 
Daniel Buhr points to Elvis Hozdic and observes that the development of 
Industry 4.0 cannot be isolated from the social and cultural development 
of industrial societies. Internet, wireless networks, and the uninterrupted 
flow of information have already diluted borders and created a new social 
order, where the needs of individual citizens and customers are met by 
smart factories and flexible production methods. Individualization and the 
changing prospects of work put new challenges on the welfare state. 
According to the definition, a welfare state is supposed to counteract 
inequalities by redistribution and protecting against a set of risks. Industry 
4.0 will produce new risks, which will penetrate in the very core of the 
welfare state. The welfare state is also based on social stratification, which 
more or less makes gainful employment a privilege. Again, the Industry 
4.0 and digitalization puts this principal in jeopardy [19].
Hence, there are two ways to read the current visions of the future of 
manufacturing. Technological enthusiasm gets the most out of the tech-
nological promises that will bring a completely new concept to the indus-
trial production. The Fourth Industrial revolution will bring a set of 
globally networked economic actors, who will reorganize and restructure 
the way work is conducted in post-industrial factories. The concept is 
simultaneously local, national, and transnational. Digital technologies and 
expanded Internet will allow companies to utilize global value chains and 
produce digitally manufactured goods to the global markets. Industrial 
structures are locally based, but they are designed to operate without local 
connections or regional expertise or labor market regulations. This model 
will create a globally standardized, networked production and service 
structures [12].
The other way to approach the Industry 4.0 is to place the concept in 
the historical context. This takes a relativist stand on the technological 
enthusiasm and puts light on the complex environment, where the new 
concept should operate. All industrial revolutions have promised dramatic 
changes and radical improvements in productivity. None of these visions 
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have materialized, at least in the short period of time. As economic histo-
rians, based on the empirical evidence, have demonstrated, technological 
advances improve economic growth, but the improvements in productiv-
ity only come after long delay.
According to Paul David [20], the main cause to the productivity 
paradox be found in the manufacturing system itself. Factory owners and 
managers optimize production and they are reluctant to accept radical 
innovations, which will disrupt organization and working conditions. The 
other reason is found in the knowledge capacity, which is built into manu-
facturing systems over a long period of time. Skilled workers, managers 
and corporate leaders are unwilling to have to learn and adopt new knowl-
edge and new methods—there is a lock-in to what is already known [21]. 
Hence, the diffusion of new knowledge and innovations slows down.
There is a rich literature explaining why innovations and new 
manufacturing systems don’t break through the old systems. Without 
going deeper into the discussion, it is worth reminding that manufacturing 
systems are organic systems, which are managed by people. Although 
automated systems, robots, and digitalization will take over much of the 
routine tasks, the foundation of the systems will remain in the hands of 
skilled managers. Historical examples demonstrate that the change from 
old to new is always difficult and it involves a complex set of social and 
cultural factors. It is certain, that Industry 4.0 and the Fourth Industrial 
Revolution is coming. However, if the development follows historical 
examples, it is unlikely that Industry 4.0 will fulfill its strategic goals. 
Technological innovations will affect society, but society will affect 
technology. What comes out of this interplay is still an open question.
In vein with the above, this book is a collection of articles in the original 
spirit of the term “Industry 4.0”, focused on manufacturing and present-
ing a holistic view of modern manufacturing. “Manufacturing 4.0” is pre-
sented, discussed, and analyzed in light of the technical, the economic, 
and the societal through visiting the past, the status quo, and imagining 
the future.
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1  IntroductIon
Additive manufacturing (AM) is a relatively new manufacturing method 
that compiles different techniques to join materials together material on 
top of existing structure in order to make parts from 3D-model 
data—typically layer by layer. Additive manufacturing is a combination of 
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different technologies such as CAD (computer- aided design), CAM 
(computer-aided manufacturing), laser and electron energy beam technol-
ogy, CNC (computer numerical control) machining, and laser scanning. 
Some of these technologies existed already in the 1950s, but only in the 
1980s the maturity of the different technologies enabled the creation of 
additive manufacturing [1]. The term additive manufacturing substitutes 
historical terms, such as solid freeform fabrication, freeform fabrication, 
and rapid prototyping and it is also commonly called 3D-printing in non-
technical contexts and in colloquial language [2, 3].
Additive manufacturing was originally developed around polymers, 
waxes, and paper laminates and used predominantly for prototyping pur-
poses, as the term “rapid prototyping” indicates [3]. First commercial sys-
tems were available already in the 1990s [4]. Nowadays, most additively 
manufactured parts are functional and many of them are made of more 
advanced materials such as ceramics, composites, or metals [3, 5, 6]. AM 
techniques have developed rapidly, enabling AM parts to be used even in 
the most highly regulated application areas, such as in aviation. The 
increase of interest on AM has risen due to the speedy development of the 
technologies involved and due to digitalization. The initial fast advances in 
technology were followed by a hype, when the expectations about the 
capabilities of the technology were drummed-up through the social media 
and through various non-technical evangelists.
The first three industrial revolutions changed the world permanently 
and were the result of findings by inventors such as James Watt and 
Thomas Edison. Figure 2 shows how number of equipment connected to 
internet has been growing during various industrial revolutions. Additive 
manufacturing has often been connected to the 4th Industrial Revolution 
(IR4), which is claimed to have started after the year 2000. IR4 is merely 
about the digitalization and the networking of various technologies. The 
IR4 is a result of various technologies being mature for new tasks around 
the same time and the fact that high speed data-transfer and enormous 
(compared to previous times) computer capacity is available. The major 
technologies involved in IR4, like augmented reality, additive manufactur-
ing, and artificial intelligence are studied by various companies ranging 
from retail to manufacturing and from transportation to banking [7]. 
European Patent Office made a study about patents and IR4 and found 
that the number of patents filed related to the IR4 increased with 54 per-
cent in the past three years [8]. The number of patents in additive manu-
facturing has grown from few applications in 1991 to a “five hundred per 
year”-level in 2015, the growth in the number of patents is approximately 
150 per year. Interestingly, only a fraction (3.5%) of the filed patents were 
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directly connected to IR4 main constituents—digitization and networking 
[1]. The IR4 and so-called smart factories are considered to be crucial 
game changers for the survival of US and European industries because 
they have the ability to reset the labor productivity back on the growth-
path again [9]. The past and current industrial revolutions from the 1st to 
the 4th, and the number of devices connected to the Internet is presented 
in Fig. 1.
Main advantages of AM are connected to the ability to manufacture 
complex geometries [13], lighter structures, and the ability to allow cus-
tomization. In subtractive manufacturing processes, an increase to the vol-
ume of material removed from the billet or an increase in the geometric 
complexity of the design cause the manufacturing time to be longer and 
the manufacturing costs to be higher. This often leads to components hav-
ing excess material that cannot be cost-effectively removed [14]. Often 
the majority of removed material in conventional manufacturing ends up 
as waste [15], of which most can be recycled, but the value of this waste is 
typically just a fraction of the value of the original material. In additive 
manufacturing processes, complexity itself does not add costs in the same 
way and the material is added primarily only to where it is needed—thus 
parts are lighter by default. As an automated manufacturing process, AM 
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Fig. 1 The past and current industrial revolutions from the 1st to the 4th, and 
the number of devices connected to the Internet [10–12]
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faster than high-speed CNC machining can remove it, but it can manufac-
ture more complex parts in a single-step process within a certain frame-
work [3]. As a limitation, AM suffers from surface integrity on specific 
surfaces and of a degraded dimensional control [16], which often leads to 
the need of post-processing, especially in metal additive manufacturing. 
Attempts to solve this problem have been made via using hybrid systems 
that combine AM and CNC machining, but utilization level of these sys-
tems is typically very low in the industry (Fig. 2).
The field of additive manufacturing is suffering from a lack of standard-
ization, because most already existing standards cannot be utilized in AM 
[3, 4], furthermore the technologies are developing so rapidly that stan-
dardization cannot keep up. The already existing non-AM standards rest 
on known homogeneous microstructures of standard bulk materials. This 
does not apply to AM, in which the microstructure, created during the 
process can vary within a part and depends on the used process parameter 
Fig. 2 Macro images 
of an additively 
manufactured (L-PBF), 
10 × 10 × 10 mm3, 
tool-steel cube (a) 
showing geometrical 
inaccuracy, and (b) 
showing height 
differences on the 
surface and distortion in 
the left upper corner of 
the side of the cube
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values. Tens, or possibly more than a hundred, different national  and 
international AM standards have been approved, but additive manufactur-
ing as a manufacturing method consists of thousands of different materials 
from polymers to metallic shape-memory alloys. As a reference, it took 
about 20 years to publish main European standards related to only alumi-
num in the context of conventional manufacturing [17].
2  AddItIve MAnufActurIng MAterIAls 
And Processes
It was estimated in 2004 [18] that exist 40 000 to 80 000 engineering 
materials, and at least a thousand different processing methods for them. 
Just to point out, more than 20 000 different steel alloys are available 
[19]. The range of materials available for AM is only a fraction of the total 
range [20] despite the high speed of material development. The develop-
ment of a new material is feasible, if an application or the potential for a 
new material has been recognized and evaluated such that it covers the 
material development cost. In AM, and especially in metal AM, absolute 
material costs are low due to low production volumes and therefore sav-
ings in material costs play a relatively minor role. This slows down materi-
als development, but the narrow material-repertoire is caused also by the 
short history of AM. Most of the research so far has been concentrating 
on the manufacturing of existing and approved materials with the idea to 
make them also suitable for manufacturing with AM [21]. The basic mate-
rial development in AM usually means that the process is defined such that 
reliable production with a material can be guaranteed. The current devel-
opment of AM materials is typically based on the use of conventional 
alloys that (already) exist for traditional manufacturing [22]. About 2800 
different commercial AM materials are available today [51]. It is notable 
that commercial materials include “multiples of the same materials” with 
a different names or brands by different manufacturers. For example, there 
are multiple choices for stainless steel AISI 316L as each manufacturer has 
their own name for it.
The materials development in AM can be seen in light of two different 
approaches—in the first approach an AM process for a traditional engi-
neering material is developed such that the AM material properties cor-
respond to traditional material properties as closely as possible—in the 
second approach the characteristics of an AM process are utilized to 
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produce such materials that are only available for AM. For example, there 
is a possibility to create new characteristics for engineering materials, such 
as an optimized micro-structure for metal materials in a powder-bed fusion 
(PBF) process [10, 22–24]. The development of AM specific alloys shows 
the interesting potential of AM  for the future. The aluminum-alloy 
“Scalmalloy” is an example of such a developed alloy for which the 
mechanical properties are enhanced to fit the typical thermal cycle of laser 
based powder bed fusion (L-PBF) [25, 26].
Systematic knowledge about the properties of metal AM parts is miss-
ing and the repertoire of available materials is still limited [23, 27, 28] 
mainly to different stainless- and tool-steels, aluminum- and titanium- 
alloys, nickel-based superalloys, and cobalt-chromium alloys, consisting of 
about 30 different materials in total [29]. A study of Herzog et al., [21] 
covered 159 references of metal additive manufacturing with PBF and 
directed energy deposition (DED) processes. Their comprehensive analy-
sis resulted that static and fatigue strength together with other mechanical 
properties of AM materials are alike to their conventional counterparts and 
that AM metals and alloys can be evaluated by known concepts of fracture-
mechanics [21]. Copper and some copper alloys have already become 
available, but are unfortunately not on the same maturity- level as the 
above-mentioned materials, due to their material property related issues 
such as low absorption of current laser beam wavelengths and especially 
high thermal conductivity, [30]. As non-engineering materials, some pre-
cious metals, such as gold and silver, are available as well. Similar material- 
databases that are available for conventional materials do not exist for 
additively manufactured materials, and the properties of the printed mate-
rials are neither discussed deeply in recently published books in the field of 
metal additive manufacturing [3, 27, 31, 32]. AM materials from the 
material research point of view are discussed deeper elsewhere in this book.
Tens or even hundreds of different AM-techniques exist, but EN, ISO, 
and ASTM approved standards categorize them into seven different 
process- categories. The process categories are listed in Table 1.
In metal AM, directed energy deposition (DED), powder bed fusion 
(PBF), and sheet lamination are single-step processes in which basic mate-
rial properties, such as density of more than 90%, are achieved in a single 
operation step. Material extrusion and binder jetting of metal parts are 
multi-step processes in which the parts require consolidation by a second-
ary process such as sintering in an oven, in order to result density greater 
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than 90%. Material jetting of metal parts is a rare production method, but 
at least one system manufacturer has established a machine for that pur-
pose. According to the manufacturer, their process is a single- step pro-
cess[33]. Different kinds of applications of different additive manufacturing 
processes can be seen in Fig. 3 [2, 27].
Out of these seven process categories, powder-bed fusion has shown 
the highest potential in additive manufacturing of metal parts, and in more 
detail, the PBF process that utilizes laser beam as a heat source [32]. It is 
also the most studied AM technique [16].
3  MetAl AddItIve MAnufActurIng
Metal additive manufacturing is a over 30 years old manufacturing method 
[34] which has now grown to a point, where it is a potential method of 
manufacturing for real-world applications. Parts manufactured with the 
most common and widely applied metal additive manufacturing processes 
are only semi-finished, but in some cases, they can be used directly as end- 
products [32, 35, 36]. Metal AM enables building of geometries that con-
ventional subtractive manufacturing is not capable of [53].
Metal AM is still a niche market in manufacturing, but it is growing at 
a fast pace. Current systems of metal additive manufacturing are not some-
thing to completely revolutionize way of manufacturing, or to completely 
replace traditional manufacturing methods. AM is an addition to the rep-
ertoire of manufacturing methods and more likely will replace other 
Table 1 Process categories of additive manufacturing, with definitions according 
to EN ISO/ASTM 52900 [2]
Process category Definition:
“An additive manufacturing process in which …”
Material extrusion “… material is selectively dispensed through a nozzle or orifice”
Powder-bed fusion “… thermal energy selectively fuses regions of a powder bed”
Binder jetting “… a liquid bonding agent is selectively deposited to join powder 
materials”
Vat photopolymerization “… liquid photopolymer in a vat is selectively cured by light 
activated polymerization”
Material jetting “… droplets of build material are selectively deposited”
Directed energy 
deposition
“… focused thermal energy is used to fuse materials by melting as 
they are being deposited”
Sheet lamination “… sheets of material are bonded to form a part”
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manufacturing methods or manufacturing steps for certain applications. 
Despite the hype around additive manufacturing and its possibilities, metal 
AM has many restrictions that make it the most convenient choice of man-
ufacturing for only a limited number of applications. This is due to the 
rather high costs (often >1000 €/kg for end-usable AM steel part) 
incurred by the required post-processing and the slow manufacturing 
speed of the rather expensive systems that need to be used. The applica-
tions that are economically viable to create by metal AM are typically (but 
Fig. 3 Examples of additively manufactured objects with different AM processes; 
(a) human head- and brain-model made with material jetting, made out of poly-
mers; (b) glue nozzles with complex geometry and inner structure, made with 
laser-based powder-bed fusion out of an aluminum-alloy, (c) exterior walls of what 
is claimed to be the first additively manufactured building in Europe—created with 
material extrusion out of concrete
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not limited to) the size a human fist and geometrically (very) complex and 
if conventionally manufactured would require multi-step manufacturing 
processes such as machining, assembling, or joining. On the other hand, 
utilizing AM is beneficial for parts that have a geometry that typically 
requires casting, but for which the production volumes are low and would 
thus lead to rather high mold costs divided per unit—AM can be used to 
manufacture parts so complex that several casted parts would have to be 
joined to otherwise create them.
The layer-by-layer manufacturing method is not a new method for cre-
ating metal parts. It has been possible to cut holes to metal sheets and join 
them together via welding or by using fasteners for decades. This enables 
the same advantages as AM, such as possibilities to create complex geom-
etries inside of a part. However, these kinds of sheet laminated applica-
tions have been very rarely utilized despite the opportunities they offer.
Despite the limitations and high expenses, utilization level of additive 
manufacturing is presumable lower than it could be. Certain parts, origi-
nally designed to be manufactured with subtractive manufacturing meth-
ods, could be more cost-effectively manufactured with AM, especially 
after redesigning these parts for AM—often such parts are still manufac-
tured with conventional methods, lack of AM-knowledge might be one 
reason for the non adoption. Identifying parts suitable for AM requires lot 
of knowledge about the advantages and the disadvantages of metal addi-
tive manufacturing and experience about how to apply AM into industrial 
cases. This knowledge is not part of current engineering curricula so most 
engineers in the industry are not aware of it. Therefore, some companies 
have no knowledge about additive manufacturing, whilst some use it daily.
4  Powder Bed fusIon
This article deals mainly with laser based powder bed fusion, because it is 
the most common, widely applied, and possibly the most evolved metal 
additive manufacturing technology available [27, 32]. It is also the most 
used metal AM technology for production of engineering compo-
nents [27].
Powder bed fusion is based on melting metal powder to form parts 
layer-by-layer. The melting is based on melting of powder with electro-
magnetic radiation that is photons from a laser, or with electrons from an 
electron beam (EB). The laser beam is absorbed via Fresnell absorption, or 
plasma absorption, by the material both being relevant in the PBF process, 
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whereas in electron beam melting EBM the kinetic energy of electrons is 
transferred into heat during the interaction with the powder material. 
Both can be used for manufacturing high precision parts. However, elec-
tron beam-based systems are rare and therefore not thoroughly intro-
duced here.
The laser beam is focused and guided on the surface of a metal-powder- 
bed, which is inside of a building (manufacturing) chamber, filled with 
inert gas (L-PBF), N or Ar, or a vacuum (EB-PBF/some L-PBF systems). 
Once the predefined areas of the powder-bed are melted, a machine- 
integrated recoater, or roller, will automatically spread another thin, typi-
cally 20–90 μm, powder layer on top of the previous one and the building 
platform goes down (is lowered) by as layer thickness and the process is 
repeated. The energy density of the laser beam must be high enough for 
sufficient melting and making the melt pool deep enough to reach the 
previously melted layer (solid). Some part of the beam reflects away from 
the powder bed, whilst a large part of it is absorbed by the material and 
melts it. The absorption of the powder is significantly higher on the pow-
der bed than on a flat surface of solid metal, due to multiple reflections of 
the beam and large specific surface area of the powder material [23, 32]. 
When the beam moves on the bed, molten material is solidifying “behind” 
the beam and cooling down. Since the thermal cycle is very fast, also the 
solidification and cooling rates are high [37, 38]. High cooling rate applies 
to L-PBF and causes a significantly different microstructure from the con-
ventionally manufactured counterparts to form [23]. Imperfections, such 
as undesired microstructures, high residual stresses, and porosity can occur 
in powder-bed fusion [28]. During the process, at any particular time of 
melting, some parts of the work-piece are contracting during cooling, 
while others are expanding when heated. Cyclic heat delivery is inherent 
in L-PBF and it induces residual stresses to the parts, because of subse-
quent thermal expansions and contractions. These residual stresses can rise 
so high that eventually they can lead to bending and distortions within the 
part [32, 39].
Many system producers use their own commercial names for PBF such 
as selective laser sintering (SLS), direct metal laser sintering (DMLS), 
selective laser melting (SLM), laser cusing, or electron beam melting 
(EBM). Despite the word “sintering” in the names of some systems or 
processes, the current metal PBF systems completely melt the particles 
instead of sintering them [32], whereas in the PBF of polymers, the par-
ticles are either fused or sintered [40]. The number of different PBF 
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system-producers is more than thirty. The system-producers and their 
machine base prices are published in an annual report by Wohlers Associates 
[24]. The average prices for these systems are presented in Table  2. 
However, total investment costs for a state-of-the-art mid-size L-PBF sys-
tem and the required auxiliary equipment is closer to one million, than 
half a million euro.
L-PBF has developed a lot during the last twenty years. In the early 
2000’s, the machines started to be equipped with new, at the time just 
matured, fiber lasers. The efficiency of a fiber laser is much higher than 
that of the previously used CO2 lasers, which increased resolution and 
accuracy of the process remarkably. This was a major improvement, based 
on the improvement of beam quality, availability of cheaper and higher 
quality optics, simpler arrangement of the optical path, and the improved 
absorptivity of the laser beam to the metallic material, all enabled by utili-
zation of fiber laser. In the late 2000’s, the power of the lasers in L-PBF 
systems was increased to some hundreds of watts, and in the early 2010’s, 
multi-laser systems were introduced. The number of lasers used and their 
power have both increased since then. Most of the models of different 
system-producers operate with one to four lasers in within the 100–1000 
watt power-range. The cost of an additional laser in a system is typically 
less than the benefit achieved by improvement of productivity. According 
to the web-pages of four large L-PBF system producers, the production- 
speeds of their flagship models are between 100–171 cm3 per hour. The 
machines are equipped with two or four 400, 500, or 700  W lasers 
[41–44]. Parameters guaranteeing the highest production-speeds are not 
disclosed and therefore it might be that these values do not correlate with 
normal  manufacturing speeds or with best achievable accuracies. For 
example, increasing layer thickness has a major positive effect on building 
time and negative effect on accuracy. Therefore, an unambiguous value for 
Table 2 Calculated average maximum build volume and average prices for 
L-PBF systems, based on data available in annual report by Wohlers Associates [24]
L-PBF system Build volume (liters) Average build volume (liters) Average price (K€)
Average system 20 – ~500
Small system <10 1.5 ~200
Medium system 10–30 20 ~400
Large system >30 70 ~1000
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the volume rate, or the cost per kilogram cannot be stated due to “prob-
lem complexity”—the same applies for machining. However, a rough idea 
of the costs can be introduced. Volume-rate of one of the most common 
state-of-the-art mid-size AM system is approximately 15.2  cm3 per 
hour for one of the most common steel materials [45]. Diegel et al. [46] 
estimates that a 650,000 USD investment on an AM system leads to an 
hourly running cost of 48.69 USD. According to these numbers, a hourly 
machine running cost of constructing a theoretical one liter of solid steel 
would alone be ~3200 USD via L-PBF AM.  This result to about 400 
USD/kg, but it needs to be noted that this cost excludes, for example, the 
margin of the manufacturer, the labor, and the materials-related costs.
As mentioned, PBF is possibly the most evolved AM technology, but 
the production speed is still slow and the production is expensive com-
pared to conventional manufacturing—furthermore the parts are usually 
semi-finished products that require post-processing [32, 35, 36]. However, 
the systems are developed constantly and new system-integrators are 
appearing on the market. The traditional system vendors are also coming 
to the additive manufacturing markets with new concepts. The competi-
tion is getting tougher since these traditional vendors have a consistent 
existing customer-base among the manufacturing companies.
5  other MetAl AddItIve 
MAnufActurIng technologIes
Directed energy deposition (DED) is another important method for metal 
additive manufacturing. The principle of the method is totally different 
from powder-bed fusion. The method is based on dynamically feeding 
material into the molten pool created with a heat source. The material can 
be in form of powder or wire, whereas the heat source to melt material is 
a laser beam, an electron beam, or an electric arc. The processes have their 
own descriptive names under the category of DED by ASTM. The laser- 
based process is typically called Laser Metal Deposition (LMD), electron 
beam-based Electron Beam Melting (EBM), and arc source-based Wire 
Arc Additive Manufacturing (WAAM).
The major differences between DED processes and the PBF are accu-
racy, building speed and build volume. Accuracy being better in case of 
PBF, whereas the building speed and the build volume are major advan-
tages of the DED processes. DED processes are also typically capable of 
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handling much higher heating power than PBF. DED processes can utilize 
high power with high building speed; typical laser power used is 
1–4 kW. The major difference of DED compared with PBF is the size of 
the part, which in case of PBF is restricted by the size of building chamber 
(typical sizes are reported above). Building volume can be several meters 
in each direction  in case of DED, depending on the dimensions of the 
working area of the robotic system used. The accuracy on the other hand 
is typically around 0.1 mm for robotic systems and especially in the case of 
WAAM the accuracy is considerably lower.
The surface quality of DED parts is of a lower standard than that of the 
PBF process. This is typically, because of larger molten pool volumes and 
the dynamically fed material. In case of WAAM there is typically a lot of 
spattering leaving spatters on top of previously build parts. In case of pow-
der LMD some of the powder is hitting the solidifying surface of melt 
pool and sticking there and melting only partially. In order to reach typi-
cally accepted part surface quality  levels, all visible surfaces must be 
machined prior to further use. The utilization of DED is increasing at a 
considerable speed among manufacturers of larger components, where 
they have some specific areas of application, for example, in building 
shapes on top of a sheet structure to reach some of the advantages in 
design with reasonable pricing. Similar case is especially true with WAAM 
technology, which has appeared only during the last 2–3  years, even 
though the technology has been available for tens of years. WAAM techol-
ogy is predicted to make only some percentages of the metallic printing 
market, but many conventional companies are interested in it, because 
they are already familiar with the technology from the perspective of 
welding.
Other metal AM methods exist, but they are relatively new processes, 
without many existing system-producers and without a significant number 
of scientific results published about them. Material extrusion of metals has 
expanded a lot during the last couple of years, but cannot produce as high- 
quality parts as powder-bed fusion is capable of producing. The same 
applies to binder jetting of metal parts. Parts made with these processes 
have a remarkable lack in density, which leads to worse mechanical proper-
ties. On the other hand, total investment costs of both methods are lower 
than in the case of powder bed fusion.
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6  technology reAdIness level
The entrance of a new technology to an existing technical environment is 
typically difficult. In practice, the new technology should be better and 
cheaper than existing technologies that have proven their position in the 
market. This is typically true within manufacturing, where there are often 
tight requirements in respect of mechanical properties and performance 
for part manufacture. The entrance of a new manufacturing technology is 
often very difficult because of this. Thus, there have not been real new-
comer technologies, unless of the laser-based AM technologies are 
counted. The validation of a new technology is typically based on the 
existing technologies. A typical way to evaluate the state-of-the-art and 
capability of technology is assessment of so-called Technology Readiness 
Level (TRL). This evaluation scale is originally developed by NASA and is 
currently spreading to new applications. TRL scale is nine steps from 
introduction of technology to final accepted level where full utilization of 
technology can be carried out [1, 48]:
 1. Basic manufacturing implications identified.
 2. Manufacturing concept identified.
 3. Manufacturing proof of concept developed.
 4. Technology validated in laboratory environment.
 5. Basic capabilities shown (near production environment).
 6. System produced (near production environment).
 7. Production in production environment demonstrated.
 8. Pilot line capability demonstrated.
 9. Low rate production.
 10. Full rate production.
Because of the constant development-work carried out in technology 
and application level, various AM technologies and applications are in dif-
ferent TRL-levels. Some of the applications are already in TRL level 10, 
this includes applications within the aviation industry. An example of how 
a TRL-process goes forward is heat exchangers developed for NASA using 
Ultrasonic Additive Manufacturing 3D metal printing and elevated 
Ultrasonic Additive Manufacturing (UAM), a sheet lamination process. 
The company “Fabrisonic” reached TRL level 3 (proof of concept) and 
then TRL level 6 (prototype demonstrated in relevant environment) in 
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2018. The company has successfully completed all tests required by NASA 
JPL for flight qualification [49].
7  on the new PossIBIlItIes AM offers
Additive manufacturing enables multiple benefits in manufacturing parts 
compared to traditional manufacturing methods. Due to the layer-per- 
layer manufacturing process, AM allows the placement of material only to 
the areas required, which saves material and results in lighter parts [3, 31]. 
By using advanced design and modeling software this freedom can be 
highly utilized due to the possibility to design complex AM parts that are 
as strong as, or even stronger than traditionally manufactured parts 
[24, 27].
In engineering, parts are often joined to form a larger assembly. AM 
reduces the need to join parts, as the joints can be integrated into the part. 
This means that complex piping can be built in a single piece without the 
need of making separate pipes and joining them together later by, for 
example, welding or mechanically by bolts. However, AM does not neces-
sarily remove the need to join parts, because of the limited building vol-
umes available.
AM opens new possibilities to tailor products for users. In general, AM 
is a single-step manufacturing process in which the part is built layer-by- 
layer typically on an empty platform with one machine, and thus the effort 
put in the manufacturing process itself is minimal compared to multi-step 
manufacturing methods such as casting and multi-round machining [24]. 
Due to the single-step process, small batches or single parts can be made 
more effectively than with conventional manufacturing methods. Also, the 
higher degree of freedom in AM compared to conventional manufactur-
ing methods enables more unique shapes and products to be made [24, 
31, 47].
AM is well-suited to allow the optimization of flow and heat character-
istics of parts. Enhanced gas or fluid flow properties can be achieved, for 
example, with the possibility to manufacture smooth cavities with no sharp 
turns or corners. Enhanced heat-flow properties can be achieved by mak-
ing large surface areas to, for example, heat exchangers [24, 31].
AM provides an opportunity to reduce the number of agents in a logis-
tic chain, because a part can be printed with one machine without the 
need of molding or tooling. This is beneficial especially in the cases, where 
the part is printed in a single-step AM process and does not require further 
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processing. AM also makes it possible to manufacture spare-parts for 
which the original tooling, molds, or production machines no longer exist 
[24, 27, 47].
The future of AM materials is predicted to experience a noteworthy 
change. In case of metals, the process is totally different from the conven-
tional steel making and features like local metallurgy are going to provide 
completely new alloys [22]. The current selection of available materials 
reflects the needs of current optimized metal manufacturing processes and 
there is a lot of potential for new commercial materials specific to AM. One 
possibility, which is currently studied in various locations, is that the small 
molten pool size typical for the PBF process enables much wider use of 
alloying elements than traditional manufacturing [10]. This can lead to an 
era of totally new materials with new sets of properties. AM differs from 
conventional manufacturing in the way that it does not utilize bulk mate-
rial of which he geometry is modified, but also enables the modification of 
the microstructure. This means that microstructure is basically created 
during the printing process and AM equipment and systems do it differ-
ently [24]. For example, AM process-parameters and location of a part in 
building platform have a huge effect on cooling rates for any geometry. In 
conventional manufacturing, microstructures of parts are not changed 
during machining, but they can be controlled and modified by different 
standardized heat treatments performed after the processing. In AM, dif-
ferent heat treatments are part of the manufacturing process itself, but also 
separate heat treatments are applied to parts afterwards. One possibility of 
future of AM is the ability to control the heat treatments during the pro-
cess to produce desired microstructure on demand [24].
8  chAllenges for AM
Additive manufacturing has been said to completely revolutionize manu-
facturing or even being the fourth industrial revolution. The said manu-
facturing revolution of AM would unfortunately require that any 
components in any geometry could be manufactured in a single-step man-
ufacturing process requiring no, or lower operator skills, and no assembly 
and resulting in a more cost-effective solution than the current manufac-
turing processes. AM can already produce some end-use metal  compo-
nents in a single-step process, but the area of these applications is very 
narrow and is limited mainly to prototypes. The restrictions come from 
the already mentioned surface quality and the degraded dimensional 
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control that do not have a large role in prototyping. The dimensional 
control can be seen as manageable, once AM related software are devel-
oped enough, but there is no technology on the horizon for solving the 
surface quality issues in a single-step manufacturing process without add-
ing other technologies to AM systems. In many goods, a lower surface 
quality would be sufficient enough, but “unfortunately” certain surface 
quality-levels have already been adopted as standard. On the other hand, 
most goods require better surface quality than what can be achieved via 
single-step additive manufacturing process. Worse surface quality means a 
larger surface area and that in turn means, for example, a larger area for 
bacteria and other impurities to fasten to and makes their removal harder. 
In mechanical engineering, certain tolerances are unavoidable and unfor-
tunately outside the achievable scope of the dimensional accuracies of cur-
rent additive manufacturing systems—later on higher accuracies become 
possibly achievable via more developed software that can predict output 
geometries better and scale models accordingly. At this stage, additive 
manufacturing of parts that can meet high tolerances require multiple 
iteration steps that result in inefficient cost structures. A lot of effort has 
been put on AM production of spare-parts, but unfortunately mentioned 
restrictions of the process makes many of these projects only conceptual 
studies without economic viability. However, a competitive company must 
stay on top of technology development and in order to stay competitive 
one must be active already when a technology reaches the breakthrough- 
point—not after.
To date it is hard to state that AM would be more than an addition to 
the repertoire of available manufacturing methods. One can wonder 
whether AM could revolutionize manufacturing in the future and there is 
some truth to that kind of thinking, but at this stage there is no technol-
ogy on the horizon to solve the already mentioned restrictions related to 
the AM process itself. In the 1990’s, it was relatively easy to predict the 
future importance of the Internet as only the infrastructure was missing. 
The technology was already there but was expensive. For example, in 
metal additive manufacturing, the required technology is not here yet, nor 
is it on the horizon. In theory, a machine that could combine many differ-
ent manufacturing methods leading to a machine that can build almost 
anything in a single-step process, would be the solution, but AM will 
probably not have major role in such a machine.
The most advanced metal AM processes are based on micro-scale laser 
welding and have the same limitations as “conventional” laser welding. 
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Laser welding is highly studied and utilized in the most advanced manu-
facturing industries, but still cannot have welding speeds higher than what 
is specific for certain resolution due to dynamics of melt pools. The same 
applies to metal AM; the process speed of the laser cannot be increased 
without limits and are already operating at limit, as we know them. In the 
same way, the power of lasers cannot be increased limitlessly, because the 
higher the power density the lower the resolution. Number of lasers used 
can, and has been increased and multi-laser system have been on the mar-
ket for a couple of years already, but single laser systems are still market 
leaders.
Another issue is that many different quality of products can be addi-
tively manufactured. The most common machines are the so called low- 
cost consumer 3D-printers, of which producible parts-quality does not 
represent the quality that an industrial high-end AM system is able to 
produce. Some people see only AM parts made with these low-cost 
machines and seem to have the notion that they are reflective of the capa-
bilities of the additive manufacturing technology as a whole. These kinds 
of wrong impressions tend to slow down companies’ adoption- and utili-
zation levels of additive manufacturing.
A very common statement in the field of AM is that AM has no limita-
tions in geometry or that design freedom exists in AM. It is possible to 
produce geometries that for example are not possible with CNC machin-
ing, inner structures are a good example of these. But the statement is only 
partially true, because on the other hand, AM, and especially metal AM 
lacks the possibility to create even some of the simplest geometries, like 
precise cubes and balls, or the so-called unsupported geometries. Cubes 
include sharp corners that have stress concentration and when a cube is 
large enough the too-large surface to be melted may lead to cracking of 
the metal. Ball shaped structures includes unsupported areas and if large 
enough are impossible to build without separate support structures and 
without heat sinks used to dissipate the heat away from the largest surface 
areas (to avoid excessive distortion caused by narrow contact area to the 
building platform). Hollow structures always mean that unsupported 
overhanging structures exist, which leads to the unavoidable need of sup-
port structures. Removal of support structures, for example, from inside 
of a hollow cube is impossible without breaking the structure. In addition, 
unmelted powder remains inside hollow structures and needs a separate 
hole for removal. Creating of these holes, separate heat sinks, or support 
structures is not a problem from the manufacturability perspective, but 
 M. KORPELA ET AL.
35
they often increase the need for post-processing. Additional support, or 
heat sink structures, mean that extra metal is welded to the part and needs 
to be removed often leaving undesired rough surfaces to their original 
locations. All these additional, but in many cases mandatory, steps take 
metal additive manufacturing further away from being a single-step manu-
facturing process, which is said to be its main advantage. This means that 
the statements “unlimited design freedom”, or “possibility to create any 
geometries” have a truth-value of less than one. One limiting factor in the 
widely discussed freedom of design in AM is also the available building 
volume [47]. For example, metal powder-bed fusion machines have an 
average building chamber volume of approximately 20 liters. Larger build-
ing volumes are available, but they are rare because of remarkably higher 
investment costs involved, which lead to even higher machine hourly run-
ning costs [24]. Increased productivity covers the excess costs only, if the 
building volume is fully utilized in each manufacturing run. As mentioned, 
the PBF technology is a remarkably slower manufacturing method com-
pared to conventional methods, as it is not capable of adding material at 
the same speed as machining is capable of removing it from a solid work 
piece [3]. Due to the slow building speed, the machine running costs usu-
ally climb high especially in tall builds. A build taller than 200 mm can take 
more than a hundred hours to construct.
9  future trends And develoPMent
Regarding AM technology, the major trends are increasing the building 
speed, freedom in design, and the level of automation [47]. For example, 
the current use of a typical mid-size, mid-cost metal L-PBF machine 
requires a lot of manual work for filling and unpacking powder and for 
loading and unloading the building platform. Also moving the building 
platform from the printer, for example, to an oven for thermal treatment, 
and from there to a band saw for part removal is not a comfort for the 
machine operator. Support structure removal is currently a manual pro-
cess, especially in connection with complicated parts that have support 
structures in locations unreachable with CNC tools [24]. There are exist-
ing projects that aim to replace the manual working phases with automa-
tion. The filling, unpacking, and recycling of the powder used is 
automatically done in some machines. Also, systems that have integrated 
thermal treatment within the machine are available. In the future, the 
automation level can be expected to spread into all manufacturing phases 
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in such a way that the role of the machine operator will become that of 
supervisor [47].
Building speed is a major limitation of the L-PBF process and system- 
manufacturers are constantly developing methods to increase it. For 
example, multi-laser systems, multi-recoater systems, and multi-direction 
recoater systems have been used to increase the building speed. However, 
the building speed is not yet satisfying for all needs, because AM is “always” 
compared to other manufacturing methods that are remarkably faster in 
most cases [47]. In some AM technologies such as vat photopolymeriza-
tion, the building speeds have been increased to a level in which parts can 
be built in minutes.
Also new technologies arise within the AM realm. For example, the so 
called cold spray technology aims to tackle the limitations of building 
speed in metal AM by spraying metal powder particles with high speed to 
the desired locations in order to form a 3D-part. When the particles hit 
the building platform or the previous layer of the part, their kinetic energy 
transforms into heat and the particles melt on top of the previous layer 
[50]. This technology is claimed be 100–1000 times faster than the tradi-
tional metal AM.
Improvements in post-processing of metal parts are also being devel-
oped. The required support structures in metal L-PBF are a major restric-
tion for the freedom of design [24], and thus, systems that focus purely on 
post-processing, are developed. For example, there are systems that are 
removing support structures automatically without mechanical work. The 
process works by “electrochemical pulse methods, hydrodynamic flow, 
and particle assisted chemical removal” according to one manufacturer. 
The problems with the support structures are also being solved from 
another point of view—to reduce the volume of needed support struc-
tures. New technology improvements allow the construction of parts in 
lower angles without support structures, but this does not eliminate the 
need of support structures completely; currently the parts must be at least 
anchored to the building platform [24, 31].
The quality of parts, especially metal parts, is a hot topic in AM. Process 
monitoring can be found from many L-PBF machine manufacturers’ 
machines nowadays, but they are being developed for better performance 
to meet the quality assurance desires. The future trend is to develop sys-
tems, where process monitoring can detect a fault in the build and react to 
fix it during the next few layers. Since the nature of the PBF process is 
based on melting also some of the previous layers, corrective actions can 
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be taken during at least two layers that follow the layer with the fault. This 
opens a window of opportunity to react to flaws in time, if sensors and 
algorithms are developed to be good enough. These so-called adaptive 
systems, which are not yet available, could really remove the flaws during 
the build [51, 52, 53].
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development of machine tools that enabled the mechanization of manu-
facturing processes; Industry 2.0 introduced mass production assembly 
lines that were powered by electrical energy; and Industry 3.0 introduced 
production automation, robots, and computer systems [1, 2]. The key 
aspect of the ongoing industrial revolution, Industry 4.0, relates to the 
cyber- physical production systems that consist of physical machines con-
trolled and interconnected by collaborating computational elements. In 
fact, Industry 4.0 is strongly influenced by our ability to process data, 
which has phenomenally increased over the past 15 years. In parallel with 
Industry 4.0, there also exists the concept of Materials 4.0 (or big data 
materials informatics), which incorporates the tools of cyber-physical space 
and materials informatics to enhance the design of materials and devices 
with targeted functionalities in a virtual environment through computa-
tional synthesis or reverse engineering from existing knowledge on materi-
als [3, 4]. This approach aims at a higher efficiency in synthesizing and 
testing novel material compositions and allows shorter lead times from 
conceptualization to production. However, as the concept of Materials 
4.0 has been extensively reviewed in a recent article by [3], it is not dis-
cussed further in this chapter. Instead, we focus on the emerging topic of 
the additive manufacturing (AM) of metal-based stimuli-responsive mate-
rials and emphasize possible future directions for the additive manufactur-
ing of metallic materials in general.
‘Smart manufacturing’ (later Manufacturing 4.0) is one of the primary 
concepts under Industry 4.0, and it can be described as an adaptable man-
ufacturing system where production processes can adjust automatically for 
multiple types of products or changing conditions [1]. Manufacturing 4.0 
incorporates a large group of base technologies, such as robots and other 
manufacturing automation, artificial intelligence, the internet of things, 
analytics and big data [2]. Additive manufacturing, also known as 3D 
printing, is without a doubt one of the key technologies empowering 
manufacturing under Industry 4.0. Additive manufacturing is a general 
term for technologies that are based on the layer-by-layer deposition of 
material according to a digital model of the object to be manufactured. 
Additive manufacturing offers many advantages, such as mass customiza-
tion, reduced tooling costs, on-demand manufacturing, shorter lead times, 
reduced material waste, and the application-oriented optimization of 
geometries. In principle, additive manufacturing facilitates a greater free-
dom of design compared to traditional manufacturing technologies, which 
has opened up new ways to conduct engineering design. One of the cen-
tral aspects in this development has been design for additive 
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manufacturing (DFAM), which is a method that aims to consider additive 
manufacturing processes and material-related constraints in the design of 
components for additive manufacturing [5].
Besides freedom of design and enhanced shape complexity, another 
advantage of additive manufacturing relates to the materials themselves. 
Additive manufacturing is already today suitable for realizing complex 
geometries using several engineering materials, such as polymers, metals, 
ceramics, and composites [5–8]. Additive manufacturing has proven to be 
feasible for the processing of metallic materials, such as tungsten, which 
have been considered difficult to work with using conventional methods 
because of their high hardness and low ductility. In fact, for the last few 
years, pure tungsten has been commercially available for use in additive 
manufacturing systems made by EOS GmbH. Additionally, some additive 
manufacturing processes may introduce new options for metallic materials 
and enable the engineering and manufacturing of materials that are diffi-
cult or nearly impossible to synthesize using conventional methods. A 
good example of such materials are the so-called functionally graded mate-
rials, in which tailored properties can be obtained through a spatial grada-
tion of chemical composition (gradient materials) and/or a 3D structure 
(hierarchical metamaterials). In addition, the size of these compositional 
or structural features can span multiple orders of magnitude. Furthermore, 
the introduction of new materials allows an expansion of the design space 
for additive manufacturing, which is interconnected with another interest-
ing concept under Industry 4.0: the so-called ‘smart materials’ [9, 10].
Because materials themselves cannot be smart but can rather only 
exhibit certain intrinsic characteristics, the expressions ‘smart materials’ or 
‘intelligent materials’ are typically (but not exclusively) used as an analogy 
to stimuli-responsive materials that can change their physical properties in 
response to external stimuli, such as a temperature change, mechanical 
stress, a magnetic field or an electrical current. In the scientific literature, 
stimuli-responsive materials are often divided into different classes based 
on their responses to an applied stimulus. Here, we entertain a similar 
approach and divide the stimuli-responsive materials into the four classes 
listed below.
• Stimuli-responsive actuator materials—materials that produce 
strain in response to the applied stimuli.
• Stimuli-responsive energy conversion materials—materials that 
exhibit an electric current, electrical resistance, magnetic field or 
temperature change as a primary response to the applied stimuli.
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• Stimuli-responsive optical materials—materials that exhibit an opti-
cal response, such as light emission or a change in optical properties, 
as a response to the applied stimuli.
• Stimuli-responsive state-changing materials—materials that alter their 
physical properties, such as viscosity, in response to the applied stimuli.
Examples of stimuli-responsive materials and some of their applications 
are listed in Table 1, based on research by [11–88]. Applications of stim-
uli-responsive materials under Industry 4.0 range from small actuators, 
sensors, and signalization devices all the way to photovoltaic materials 
used in the production of electricity from sunlight. In general, stimuli-
responsive materials may yield a multitude of enhanced capabilities and 
functionalities for many products as these allow an active response to be 
achieved in a product that would otherwise lack it. Some examples of 
applications for stimuli-responsive materials under Manufacturing 4.0 are 
listed below; refer to Table 1 for specific examples and references.
• Materials that can generate significant mechanical motion with 
almost no other components besides the material itself have a high 
potential for replacing traditional mechanical components, such as 
the gears, shafts, and pulleys that are used to generate motion in 
conventional machines. Some of these materials, such as thermally 
activated shape memory alloys (SMAs) or magnetic shape memory 
alloys (MSMAs), can still produce motion below the size threshold 
where mechanical components or traditional mechanisms can no 
longer be used, thus offering a feasible application in different types 
of microelectromechanical systems. Additionally, some of these 
materials, such as the shape memory alloy Ni-Ti or some of the shape 
memory polymers, are highly appreciated due to their biocompati-
bility for medical applications. Stimuli-responsive actuators can also 
be practical in any soft robotics that may be required for the han-
dling of delicate or brittle materials or even living organisms.
• Some stimuli-responsive materials, such as magnetorheological liq-
uids or the magnetic shape memory alloy Ni-Mn-Ga, may be practi-
cally useful in shock absorption and active vibration damping, for 
example in high-precision devices.
• Shape memory polymers can be used in active disassembly systems 
that are triggered at specific temperatures.
• Magnetocaloric materials can be used for high-efficiency magnetic 
cooling and refrigeration systems.




























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































• Stimuli-responsive materials also have a high potential in different types 
of signalization devices, such as displays or haptic (sense of touch) 
technologies. In fact, haptic devices provide a unique interface between 
humans and machines, allowing remote distance operators to receive 
force feedback from the operated machines. For example, operators 
could receive information about the weight or resistance of lifted 
objects or be alerted when there is an issue with the operated machine.
• Another group of applications for stimuli-responsive materials under 
Industry 4.0 are different types of sensors, such as the ones used for 
failure detection and predictive maintenance in manufacturing sys-
tems. Additionally, wearable sensors are a prominent group of 
applications for many stimuli-responsive materials.
2  AddItIve MAnufActurIng 
of StIMulI-reSponSIve MAterIAlS
When it comes to stimuli-responsive materials, additive manufacturing is 
often referred to as 4D printing, which may refer to either the stimuli-
responsive properties of the additively manufactured material in general or 
the ability of some of the materials (stimuli-responsive actuator materials) 
to change their physical shape in response to an applied stimulus. However, 
here we employ the term ‘additive manufacturing of stimuli-responsive 
materials’ instead of 4D printing as the usage of the former aligns better 
with the existing standardized terminology for additive manufacturing.
The additive manufacturing of different stimuli-responsive materials 
has gained significant interest in the past few years as this technology could 
facilitate a higher freedom of design concerning the stimuli-responsive 
properties of the manufactured objects. Tremendous advantages can be 
gained when devices can be optimized to fulfill the requirements of the 
intended application, instead of designing within the limits of the used 
manufacturing process. Thus, additive manufacturing may also accelerate 
the adoption of stimuli-responsive materials or expand their possible appli-
cations. Additionally, a combination of structural and stimuli-responsive 
materials under a single additive manufacturing process could enable the 
manufacturing of entire devices with integrated stimuli-responsive sec-
tions. In this case, certain functional characteristics or properties would be 
obtained locally in certain sections of the additively manufactured device. 
For example, in the case of stimuli-responsive actuator materials, the stim-
uli-responsive material would replace the traditional mechanisms within 
the manufactured device. These ‘active regions’ of the device could be 
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Fig. 1 (a) A location-dependent active response generated by temperature-
dependent multi-stage shape recovery in a U-shaped Ni-Ti component deposited 
using L-PBF; (b) effect of the L-PBF process parameters on the transformation 
temperatures and active responses at different sections of the build. Reproduced 
from [151] under Creative Commons Attribution 4.0 International License
actuated using a passive source of energy, such as a magnetic field in the 
case of magnetic shape memory alloys or heat in the case of thermally 
activated shape memory alloys. Additionally, additive manufacturing could 
allow a localized tailoring of properties (as in Fig. 1) within a single device, 
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for example by inducing local differences in composition or microstruc-
ture in the processed stimuli-responsive material. Overall, these develop-
ments could facilitate the additive manufacturing of entire devices with 
embedded actuators or sensors, which could act as functional parts in 
existing systems, such as in soft robotics or pneumatics.
The majority of the published reviews on the additive manufacturing of 
stimuli-responsive materials have focused on shape memory polymers 
[152–161], while a few articles [162–167] have discussed aspects of 
expanding the DFAM method towards the adoption of these materials in 
additively manufactured components. Although some reviews have also 
discussed the additive manufacturing of thermally activated shape memory 
alloys, reviews concerning other metal-based stimuli-responsive materials, 
such as magnetic shape memory alloys or magnetocaloric materials, are 
sparse to non-existent. The popularity of polymer-based materials is 
expected because they are more feasible for low-cost additive manufactur-
ing in comparison to metal-based materials, which are more difficult to 
manufacture additively without defects. Hence, this chapter concentrates 
on the additive manufacturing of thermally activated shape memory alloys, 
magnetic shape memory alloys, and magnetocaloric alloys. A brief over-
view of the state of the art in the additive manufacturing of these materials 
is presented in Table 2, based on the research results from [89–150]. An 
overview of the main additive manufacturing process categories (com-
pared to the additive manufacturing processes in Table 2) for metal-based 
stimuli-responsive materials is presented below, following the definitions 
given in standard SFS-EN ISO/ASTM 52900:2017.
• Material extrusion—“An additive manufacturing process in which 
material is selectively dispensed through a nozzle or orifice”; an 
example process for metals is 3D ink printing, whereby metal powder 
is dispensed in a mixture with a bonding agent.
• Powder bed fusion—“An additive manufacturing process in which ther-
mal energy selectively fuses regions of a powder bed”; the applied ther-
mal energy can be either a laser (L-PBF) or an electron beam (E-PBF).
• Binder jetting—“An additive manufacturing process in which a liq-
uid bonding agent is selectively deposited to join powder materials”.
• Directed energy deposition—“An additive manufacturing process in 
which focused thermal energy is used to fuse materials by melting as 
they are being deposited”; example processes include laser-based 
directed energy deposition of powder material (L-DED), plasma arc 
deposition (PAD), and wire and arc additive manufacturing (WAAM).





















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































3  AddItIve MAnufActurIng of ShApe 
MeMory AlloyS
Shape memory alloys are alloys that can recover a limited applied strain of 
less than 10% either thermally or mechanically [168]. This property finds 
its origin in a thermoelastic martensitic transformation in some particular 
alloys. This transformation is characterized by its transformation tempera-
tures (Ms, Mf during cooling reaching the martensitic phase, As, Af during 
heating reaching the beta phase), exhibiting a relatively small hysteresis of 
about 10–40 K compared to the well-known martensitic transformation in 
many steels exhibiting a hysteresis of several 100 K. When a strain, limited 
to 10%, is applied in the martensitic state, this strain can be recovered by 
heating above the transformation temperature into the beta phase. This is 
called the thermal recovery or shape memory effect. When a strain of less 
than 10% is applied in the beta phase, above Ms, the strain is mechanically 
recovered upon releasing the applied stress, which is called superelasticity. 
Complete thermal or mechanical recovery can only be obtained in a lim-
ited temperature window around the martensitic transformation. The 
thermally activated shape memory effect occurs in some Cu-based alloys 
and Fe-based alloys, but it is mostly associated with Ni-Ti alloys. Ni-Ti is 
superior compared to other shape memory alloys for many reasons, includ-
ing its high ductility, high strength, and very fine grain size. These proper-
ties enable the production of very thin devices (wires with a diameter 
down to 25 μm). Additionally, it is biocompatible, which is why more than 
80% of the products made of Ni-Ti are medically related [169]. Besides 
their use in medical applications, shape memory alloys can convert heat 
into a high force or work output, which makes these alloys useful in the 
actuators of stress-creating components [23, 170].
From the perspective of conventional manufacturing processes, a major 
problem of Ni-Ti is its poor machinability, primarily due to the strong 
strain hardening effect. Thus, wire and tube drawing are the most com-
mon applied forming techniques used in the production of devices such as 
guise wires, stents, and actuators based on springs. This sets many limita-
tions on the shape complexity of the manufactured devices. Therefore, 
additive manufacturing of Ni-Ti has gained the attention of designers of 
medical and other devices. As shown in Table  2, laser-based processes, 
especially L-PBF, are the most typical approach for the additive manufac-
turing of Ni-Ti. The same observation applies to Cu- and Fe-based alloys, 
although little scientific literature is available on the additive 
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manufacturing of these materials. In fact, the future for Cu-based SMAs 
does not look bright as the majority of research on additive manufacturing 
of SMAs concentrates on Ni-Ti. However, the additive manufacturing of 
Ni-Ti represents only a small fraction of the medical applications produced 
by metal-based additive manufacturing, and only a handful of studies on 
the additive manufacturing of Ni-Ti consider its stimuli-responsive prop-
erties, such as the very low stiffness (very low E-modulus), and its func-
tional properties, such as superelasticity and the shape memory effect. 
However, a fair amount of research on the laser additive manufacturing 
(LAM) of Ni-Ti shape memory alloys has been conducted [23, 115, 
171–174]. Therefore, we summarize here the most important observa-
tions of Ni-Ti deposited using L-PBF, as previously discussed by [173] 
and briefly overviewed in Table 2.
• Although Ni-Ti can be processed at a high density crack-free, the 
mechanical and functional properties of the processed material are 
on average inferior compared to the wrought material. However, 
using repetitive laser scanning in the process may allow improvement 
of the functional properties of deposited Ni-Ti.
• Controlling the transformation temperatures of the processed mate-
rial is difficult, mainly due to the evaporation of Ni and precipitation 
based on impurities. Hence, the composition and transformation 
temperatures of the processed material are strongly dependent on 
the processing parameters and, therefore, the transformation tem-
peratures of the final product are not necessarily the transformation 
temperatures of the initial powder.
• Additionally, the processing environment should be controlled to 
prevent oxygen and/or nitrogen pick-up that may lead to an 
increased density of impurities, which may influence the transforma-
tion temperatures and the mechanical properties of the pro-
cessed material.
• The surface roughness of the final product should be considered in 
relation to potential wear or for the difficulties it causes in steriliza-
tion, which is required for biomedical applications.
 V. LAITINEN ET AL.
59
4  AddItIve MAnufActurIng of MAgnetIc ShApe 
MeMory AlloyS
Besides the thermally activated shape memory effect, magnetic shape 
memory (MSM) alloys may also exhibit a straining phenomenon when the 
magnetic moments of the martensitic twin variants of the alloy align with 
the applied magnetic field [38, 175, 176]. This straining phenomenon is 
called the magnetic shape memory effect. The Ni-Mn-Ga system, which is 
the most studied class of MSM materials, has been shown to exhibit out-
standing characteristics, such as magnetic-field- induced strains (MFIS) of 
12% [176], which is a hundred times larger than the magnetically induced 
strains obtained in competing materials. In addition, the efficiency 
(mechanical work output / magnetic field energy) of the MSM effect can 
be over 95% and its fatigue life can exceed 2  ×  109  cycles [177]. 
Characteristic of the MSM materials is that the strain remains unchanged 
after the magnetic field has been switched off (the strain can be recovered 
by applying a magnetic field in transversal direction or by force). This 
results in significant energy savings in many applications, especially on-off 
valves, because magnetic field energy is needed only during the brief time 
when the shape of the MSM element is changed. Additionally, Ni-Mn-Ga 
can exhibit high strain accelerations of 1.6 × 106 m/s2 [178], which is 
assumed to be the highest acceleration of all actuator materials. These 
characteristics may be beneficial in several applications, such as in robotics, 
biomedical applications and optics. For instance, fast actuators/sensors 
[34, 176], micropumps [33], and vibration energy harvesters [35] have 
been identified as potential applications for MSM materials. However, 
commercial applications of MSM materials are still limited, possibly due to 
the relatively young age of the technology itself compared to competing 
piezo ceramics or giant magnetostrictive materials.
Typically, bulk polycrystalline Ni-Mn-Ga does not exhibit limited MFIS 
due to grain boundary constraints that effectively block twin boundary 
motion in the material. However, directionally solidified (textured) poly-
crystalline Ni-Mn-Ga has been shown to exhibit up to 1.0% strain [179], 
whereas polycrystalline Ni-Mn-Ga foam has been shown to exhibit up to 
8.7% recoverable strain [180]. A smaller force output and brittleness are 
disadvantages of foamy polycrystalline compared to more conventional 
single-crystalline material. From a manufacturing perspective, the use of 
additive manufacturing offers better freedom of design, especially com-
pared to typical single- crystalline material. Thus, the additive 
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manufacturing of MSM alloys aims at obtaining parts with controlled 
porosity while facilitating the possibility to manufacture complex geome-
tries. Additionally, additive manufacturing places fewer limitations on the 
size of the manufactured object. Other advantages that may be potentially 
gained through additive manufacturing relate to the possibility to produce 
compositional gradients that allow for the tailoring of the properties for 
specific applications.
Compared to the additive manufacturing of Ni-Ti based thermally acti-
vated shape memory alloys, additive manufacturing of magnetic shape 
memory alloys is still in its infancy. All the scientific literature available at 
the time focuses on the additive manufacturing of Ni-Mn-Ga-based 
MSMAs. The most common approaches on additive manufacturing of 
Ni-Mn-Ga have concentrated on 3D ink printing [133, 134] and binder 
jetting [135–140]. However, also a few investigations into manufacturing 
of polycrystalline Ni-Mn-Ga using L-DED [141] and L-PBF [142–146] 
have recently been published. Each of the aforementioned processes have 
their own advantages and disadvantages concerning the manufacture of a 
material that exhibits MFIS. Nevertheless, a common aspect for all of the 
processes is the aim to obtain controlled composition, microstructure and 
porosity, which is essential for obtaining MFIS in polycrystalline Ni-Mn-Ga. 
Especially, assuring the chemical integrity of the manufactured material is 
also important because of the high susceptibility of the crystal structure of 
Ni-Mn-Ga to compositional variation and impurities.
In general, both 3D ink printing and binder jetting processes have been 
proven to be feasible for producing Ni-Mn-Ga with complex geometries. 
However, binder-based processes face a challenge regarding the control of 
the composition and microstructure because the consistent removal of 
binder elements post-processing is difficult and some oxidation and Mn 
evaporation may occur during the sintering process [139]. LAM processes 
base on melting the material, thus enabling the use of binders to be 
avoided. However, previous studies on the L-PBF of Ni-Mn-Ga show that 
some Mn is lost in the process and that this Mn loss is strongly influenced 
by the used process parameters [143–145]. In fact, loss of Mn during the 
L-PBF process is expected due to the high vapor pressure and low boiling 
temperature of Mn in comparison to the other elements in the alloy. Thus, 
control over the processing parameters and the thermal cycle that the pro-
cessed material undergoes is critical for obtaining a controlled composi-
tion. This may also be an advantage, as the composition could be controlled 
through an adjustment of the process parameters, which could potentially 
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allow for the adjustment of the microstructure and stimuli-responsive 
properties of the processed material. However, excessive over-alloying of 
Mn into the used powder would be required for this approach to be 
feasible.
The control of the porosity in the additive manufacturing of Ni-Mn-Ga 
has typically based on manufacturing different types of lattice structures 
[133, 137, 142] or foam-like materials [134, 138]. Additionally, the sin-
tering process used in binder-based additive manufacturing processes can 
also be adjusted to control the density of the processed material [140]. 
The processed material undergoes a repetitive cycle of heating and cooling 
in LAM processes as the heat from melting is conducted through the prior 
layers of deposited material. As a result, the processed material may exhibit 
regions with different thermal histories, which also affects the local micro-
structures. This has been observed as broad ferromagnetic hysteresis and 
wide phase transitions in as-deposited material [141, 143]. Additionally, 
Ni-Mn-Ga processed by L-PBF may exhibit cracking [145]. Post-process 
heat-treatment is required to retain the typical ferromagnetic behavior and 
material properties in the deposited material [141, 143, 144]. However, 
laser-based processes typically produce a microstructural texture [181], 
which is considered beneficial for obtaining MFIS.
Although additive manufacturing shows high potential for facilitating 
greater design freedom for MSM based devices, so far the functional prop-
erties of the additively manufactured material are inferior compared to the 
conventional oriented single crystals or textured polycrystalline material. 
By so far, Ni-Mn-Ga processed by binder jetting [136] and L-PBF [142] 
have been shown to develop a magnetically induced strains up to 0.01%, 
which are significantly lower than the 8.7% achieved in Ni-Mn-Ga based 
foams [180]. In conclusion, more research on additive manufacturing of 
MSM alloys is required for understanding relationships between the 
applied process parameters and the resulting functional properties.
5  AddItIve MAnufActurIng 
of MAgnetocAlorIc MAterIAlS
Some materials experience a change in entropy (ΔsT) when exposed to a 
magnetic field in an isothermal environment due to a phase change of 
either the first or second thermodynamic order [182–184]. When placed 
in an adiabatic environment instead, this magnetic-field-induced phase 
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change produces a temperature change (ΔTad) in the material, leading to 
the common designation of this phenomenon as the magnetocaloric effect 
[185]. The magnetocaloric effect can be observed in both first- and sec-
ond-order materials, with the order parameter of magnetization. In a first-
order material, the change in magnetization is discontinuous at the 
transformation, whereas the change in magnetization for a second-order 
material is gradual and continuous over the transformation. In the case of 
a second-order material, this magnetization change is caused by an align-
ment of magnetic moments around the Curie temperature (demagnetiza-
tion temperature), reducing the magnetic entropy with increasing 
magnetic field and causing a corresponding increase in the thermal 
entropy. The entropy trade-off concept remains for first-order materials, 
but with the addition of a magnetostructural (or magnetoelastic) phase 
transformation that causes the direction of the entropy change with the 
addition of an applied field to be less straightforward. Near the transfor-
mation temperature, an applied magnetic field will stabilize the more mag-
netic phase, which could be either the high-temperature or the 
low-temperature phase. If the high-temperature phase is stabilized, the 
application of a magnetic field shifts the transition to lower temperatures 
and leads to a decrease in the temperature of the material—called the 
negative (or inverse) magnetocaloric effect. If the low-temperature phase 
is stabilized, the application of a magnetic field shifts the transition to 
higher temperatures and leads to an increase in the temperature of the 
material—the positive magnetocaloric effect.
Recently, the magnetocaloric effect has been researched for leverage in 
heat pumps, particularly for cooling in applications such as solid-state-
based magnetic refrigeration requiring no harmful refrigerants and 
in localized hypothermia therapy to treat cancer [186, 187]. For the most 
common application of refrigeration, any magnetocaloric effect-exhibiting 
material that is to be considered a viable option as a heat exchanger within 
a heat pump must be formed with a high surface-to-volume ratio and 
must allow satisfactory fluid flow [188, 189]. Thus, the following two 
requirements are placed upon the heat exchanger [190]:
 1. Maximize the volume fraction of the magnetocaloric effect material 
while maintaining a large surface area.
 2. Minimize the pressure drop in the fluid across the heat exchanger.
 V. LAITINEN ET AL.
63
Common methods for producing heat exchanger devices from magne-
tocaloric effect materials are [190]: packed powder beds [191–193], par-
allel plates [194–197], and microchannel systems [198]. Packed powder 
beds, though cheap and simple, have a high pressure drop across the 
device due to the presence of turbulent flow. Microchannels, though 
inducing only a low drop in fluid pressure, have a high manufacturing cost 
(if they can be currently manufactured at all for the given material). Parallel 
plate devices are a median between the two extremes, allowing for a fluid 
flow that is not as turbulent as in packed powder beds and a production 
that is not quite as expensive as with microchannels.
With an abundance of requirements on both the feedstock material and 
the final magnetocaloric-effect-based heat exchanger, fabrication compli-
cations are an inescapable challenge. For example, first-order phase transi-
tion materials tend to be brittle, which limits the ability to machine them 
into desired geometries [199]. Difficulties with fabrication can leave 
promising alloys showing only a modest magnetocaloric effect after device 
fabrication due to changes in microstructure or atomic ordering and 
defects [200, 201]. In addition, first-order phase transition magnetocalo-
ric effect materials have narrow operating temperature windows [200, 
202]. For ideally efficient operation, a heat exchanger using the first-order 
phase transition magnetocaloric effect must have stages or a gradient of 
material transformation temperatures [198]. With a transformation tem-
perature gradient, the fluid will heat (or cool) as it passes through the 
series of materials, at each point existing within the operating temperature 
for the magnetocaloric effect material that it is currently in contact with. 
Second-order phase transition materials are less difficult to shape and have 
a wider operating temperature range, but the most promising material 
(Gd) is a ‘critical material’ as it is costly, has a high environmental impact, 
and its use in a large number of cooling applications would lead to demand 
far exceeding supply [190, 199, 203].
As a manufacturing method, additive manufacturing may allow for the 
inclusion of designed, multi-scale porosity; complicated geometries impos-
sible with other methods; the processing of brittle materials that cannot be 
machined; and gradient or layered materials with gradient or staged mate-
rial transformation temperatures. This combination of benefits can grant 
the ability to fulfill both heat exchanger requirements with no trade-offs: 
a minimal pressure drop across a material that has a high surface- to-volume 
ratio with a maximized volume of functional material present to produce 
a large temperature change across a wide temperature range.
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Additive manufacturing for magnetocaloric materials is in its relative 
infancy, although it is increasingly being recognized as a potential produc-
tion avenue for magnetocaloric effect materials. In 2013, [204] used 
selective laser melting to create heat exchangers from La(Fe, Co, Si)13. 
Meanwhile, [137, 139, 147, 148, 150] conducted experiments with 
Ni-Mn-based Heusler alloys fabricated using L-DED and powder bed 
binder jet 3D printing. L-DED, with a laser as the energy source, required 
a heat treatment to homogenize the microstructure before promising 
properties were observed [147, 148]. Binder jet printing, since it requires 
no heat input that would change the feedstock powder’s microstructure, 
showed a magnetocaloric response in the as-sintered state [150] [133]. 
used inkjet printing to deposit a mixture containing elemental Ni, Mn, 
and Ga powders, then sintered them to create final lattice structures with 
73–75% porosity in the micro-trusses. Published experimental studies are 
scarce compared to the literature on the additive manufacturing of struc-
tural metals. Nevertheless, as discussed here and in [190, 199], with the 
proper attention to tailoring the processing to maintain the functional 
properties and with measures taken to balance cost and effectiveness, addi-
tive manufacturing is a promising technology to address current manufac-
turing and design issues while at the same time improving the overall 
performance of magnetocaloric structures.
6  future ASpectS of AddItIve MAnufActurIng 
for novel MetAllIc MAterIAlS
Besides enabling advances in freedom of design and the processing of 
stimuli-responsive alloys, additive manufacturing may allow the develop-
ment and manufacturing of customized, application-specific materials and 
could thus enable the expansion of the exciting material box of different 
metal alloys. For example, recent developments have been made in the 
additive manufacturing of metal matrix composites and high-entropy 
alloys [8], which are favored for their outstanding mechanical properties. 
Additionally, significant progress has been made in engineering and manu-
facturing functionally graded materials, such as gradient materials or meta-
materials [205–209]. A common additive manufacturing process for the 
fabrication of compositional gradient materials is DED, which offers 
unique capabilities, such as the deposition of more than one material 
simultaneously or the changing of the deposited material from layer to 
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layer. A second advantage of DED is that the build process itself is not 
limited, compared to PBF, where deposition is only possible in successive 
horizontal layers. This makes the DED process suitable for depositing 
material on 3D substrates, such as existing parts. In fact, repairing a worn 
part or tool represents a typical industrial application for this process. In 
principle, this type of additive manufacturing process allows a precise 
small-scale synthesis of materials during the manufacturing process itself, 
thus enabling the manufacturing of materials that are difficult to synthe-
size on a larger scale using conventional methods. Besides potentially 
allowing the creation of new alloys, this also enables the application-spe-
cific tailoring of the materials of the manufacturing process itself, which 
could be practical for on-demand manufacturing [210]. Additionally, 
LAM enables the composition and microstructures to be adjusted via the 
process parameters, which allows the integration of information within the 
processed material [211]. This could be used to enhance the traceability 
of the used materials or processes or of the ‘smart products’ themselves.
7  SuMMAry
In this chapter, we discussed how additive manufacturing could contrib-
ute to metal-based stimuli-responsive materials and material science in 
general. Although the future looks bright, substantial research is still 
required to extend the range of ‘printable’ materials and to achieve appro-
priate stimuli-responsive properties in additively manufactured metal-
based materials. The complexity of the production and the material 
parameters create large challenges in producing dense, defect-free materi-
als using the associated additive manufacturing processes. Indeed, specific 
processing conditions of metal additive manufacturing are challenging, 
and many material systems still suffer from cracks, unwanted porosity, 
high internal stresses, bad surface quality, and mechanical properties below 
the required levels. In many cases, this creates the need for post- processing, 
such as hot isostatic pressing (HIP), stress relieving, thermal treatments or 
polishing. However, additive manufacturing facilitates a great amount of 
design freedom for complex geometries and in some cases may enable the 
tailoring of compositional properties of the processed materials to an 
extent that is almost impossible to achieve using conventional manufactur-
ing methods. Hence, additive manufacturing has a high potential for the 
development of novel types of stimuli- responsive devices.
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1  Robots—FRom myth to an IndustRy FavoRIte
Where robots are a household name today the idea and concept of robots 
dates back to the ancient times. Myths mention artificial people, automa-
tons, and mechanical servants programmed to complete tasks and to serve 
the Gods. According to ancient Greek myth from 400 BC, Hephaestus, 
the Greek god of invention and technology, constructed the first automa-
ton (humanoid robot) and called it Talos (see Fig.  1)—this gigantic 
mechanical warrior in bronze was to guard of the island of Crete [3, 4]. 
The automaton had great speed (250 km/h), the strength to throw boul-
ders, and an ability to heat-up and crush-burn enemies against his red-hot 
bronze chest. The mythical Talos was powered by the life-fluid “ichor” 
that ran in a single artery spanning from the neck to a bolt nailed in the 
warrior’s ankle, the removal of which would cause the life-fluid to flush 
out and Talos to perish—as the myth would have it that would indeed 
prove to be the demise of this, perhaps the first, robot.
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What the story of Talos and the other ancient myths convey is a story 
of the ability of humanity to imagine engineered servants or robots already 
long before our time. One to take the concept further was none other 
than the great uomo universale Leonardo da Vinci who around the year 
1495 designed and constructed a mechanical system called “automa cava-
liere” or the mechanical knight. Consisting of cables, pullies, gears, and 
wheels the knight could be made to perform human-like movement [5]. 
Based on Leonardo’s notes (found only in 1957) a replica of the knight 
was constructed and the historical accounts on how the original had 
functioned were corroborated, see Fig. 1.
Until the early twentieth century, mechanical devices with “robotic 
abilities” were called automatons, or automated mechanical devices—the 
word “robot” was introduced only in 1920 by the Czech playwright Karel 
Čapek. In his play “Rossum’s Universal Robots” or R.U.R (see Fig. 2), 
Čapek presents a story of how artificial replicas of humans that have 
everything except for the soul are constructed to do work that humans 
don’t want to do [7]. Čapek called these artificial men “roboti” based on 
the Czech word for work. It is said that his original idea was to call them 
“labori”, originally from the latin word “labor” for labor, but that his 
brother suggested “roboti” and that stuck. At the end of the play the 
robots rebel against their human masters and finally two robots find love 
and set off in the sunset to create a new world. Romantic and doomsday- 
prophetical, the theme has a lot in common with the modern discussion of 
Fig. 1 Detail from an antique vase depicting Talos, (left) [1], Leonardo’s automa 
cavaliere [2]
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ethics of AI. The word robot was universally adopted and is today used to 
describe autonomous and automatic machines, especially ones that resemble 
humans in form.
Although the history of robots is interesting and many visionaries have 
tried to develop humanoid robots, the most impactful applications of 
robotics have been in industrial manufacturing, where industrial robots 
and robotic systems are widely used. The first industrial robots were 
instances of the robotic arm that depending on the design have several 
degrees of freedom and that can execute predefined tasks. Industrial 
robots have dramatically changed the workplace, production processes, 
and manufacturing, as they have replaced humans in performing many 
tiresome, dangerous, and repetitive tasks—the change is especially pro-
nounced in areas, where human labor was intensive, harsh, or not even 
possible. The introduction of robots has generally increased productivity, 
precision, flexibility, and the quality of production.
The first commercially available and programmable industrial robot was 
developed by George Devol in 1954 and was called “Unimate” [8]. It was 
a hydraulics-based manipulator arm that could perform different repetitive 
tasks. The Unimate had four degrees of freedom, 3 rotations, and 1 
Fig. 2 A scene from the play Rossum’s Universal Robots. Three robots are 
shown on the right [6]
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translation and it could lift up to 34 kg, withstand extreme heat, toxic 
gases, and radio waves. The robot was sold, e.g., to General Motors and 
implement on their assembly line in 1961. The robot task was to trans-
port cast parts from an assembly line and weld them onto car bodies, 
which was a dangerous task for human workers. What followed was a mas-
sive adoption of robots into the automotive industry that ignited the 
establishment of many new robotics companies. In Europe, ABB and 
KUKA Robotics brought industrial robots to the markets in 1973. In 
2017 there were 2.5 million robotic units operational worldwide, where 
the largest number of industrial robots are active in the automotive indus-
try (126,000 units), followed by the electronics industry (121,000 units), 
and by the metal (45,000 units), plastic and chemical (20,000 units), and 
food and beverage (10,000 units) industries) [9]. It is estimated by the 
Industrial Robotics Federation that by 2021 there will be 3.8  million 
operational industrial robotic units [10].
A shift in the robotics industry has taken place with introduction of 
Collaborative Robots or “Cobots”. A collaborative robot is an industrial 
robot that is intended to work alongside humans, in occasions, where 
there is no danger that the robot will hurt the human. The introduction 
of cobots is something new and for the first-time robots can work along-
side humans and “extend” human capabilities, while not aiming to replace 
them—as cobots are complementary to humans they will most likely 
drastically shift and change the future of the workplace.
2  new tRends In IndustRIal RobotIcs—cobots 
and advanced logIstIcs Robots
With the fast evolution of artificial intelligence technology a new types of 
industrial robots have emerged to supplement and challenge the on-the- 
grid and relatively inflexible capabilities of standard industrial robots—
intelligent cobots supplement and occupy the flexible manufacturing 
market. The concept of “cobot” was initially formed from General Motors 
as early as 1994, and it was literally invented in 1996 by J. Edward Colgate 
and Michael Peshkin and defined as “an apparatus and method for direct 
physical interaction between a person and a general purpose manipulator 
controlled by a computer” in a US patent [11].
Today’s production lines are agile with emergence of various custom-
ized services and must change timely to the fast-varying market. Standard 
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traditional robots are expensive and less versatile in such a scenario and 
may be out of the reach especially for small and medium-size enterprises 
that most often require relatively low cost, friendly to use, agile, and fast 
deployable robots. The intelligent cooperative robots that enter the mar-
ket can be taught intuitively by operators and can be deployed fast without 
specific robotic expertise. The range of applications for cobots is wide, 
from the automotive to the electronics industry, from metal fabrication to 
packaging and to plastics automation.
In 2008 the UR5 cobot was introduced by Universal Robots in 
Denmark and in Germany and has rapidly expanded to European and 
Asian markets. The UR family also has the robots UR3 and UR10 with 
different payload capacities—all UR robots have an easy programming 
interfaces and fast set-up, the robots include intuitive and 3D-visualized 
operations. UR cobots have a high repeatabie ±0.1 mm position accuracy 
and they have been applied in a wide range of industrial context. In the 
presence of coworkers the UR robots can adapt to reduced speeds and 
even make safety stops with the help of sensors.
In 2011, ABB unveiled a twin-arm cobot, FRIDA (Friendly Robot for 
Industrial Dual-Arm), originally built for the consumer electronics indus-
try and based on customer desire for a robotic solution for manufacturing 
environments, where robots and humans must cooperate. A later evolved 
version of FRIDA was renamed as YuMi (You and Me) and officially intro-
duced to the market by ABB in 2015. The YuMi cobot, with flexible 
hands, parts feeding systems, and camera-based part location ability is suit-
able for small parts assembly in a small space, collaborating with human 
workers. The state-of-the-art control algorithms developed for the cobot 
can pause its motion within milliseconds, when it encounters an unex-
pected object—or at even a slight contact with a coworker. The position 
repeatability of the latest YuMi IRB1400 is ± 0.02  mm with payload 
of 0.5 Kg.
In 2012, “Baxter”, the first two-arm collaborative cobot was intro-
duced by rethink robotics, and is usable for a wide range of tasks from 
packaging and kitting to line loading, machine tending and material han-
dling, and works safely and interactively with coworkers without any cag-
ing. A behavior-based user-interface enables the cobot to be programmed 
intuitively by non-engineers in a matter of minutes. Baxter can also adapt 
on its own to changes in position and lighting, and to differently shaped 
objects. Smart sonar systems around the robot head can detect move-
ments within Baxter’s proximity, which also enables the robot to learn 
 ROBOTICS IN MANUFACTURING—THE PAST AND THE PRESENT 
90
from its environment. The research version of the robot runs Linux and 
ROS (robot operation system), which are open source and allow further 
researcher on many aspects of the robot. The later released single-arm 
cobot, “Sawyer”, retains most of the advantages introduced in Baxter, 
while presenting improved payload performance and accuracy and the 
ability to execute tasks impractical to automate with traditional indus-
trial robots.
After these early cobots many robot manufacturers have released a 
number of cobot designs that are more advanced in terms of their ability 
to monitor their surroundings (typically more cameras and sensors), in the 
precision of the tasks that they are able to perform (position repeatability), 
and in their ability to lift higher payloads. Also the application areas of 
cobots are increasing and their multi-purpose nature is enhanced with the 
use of smarter and smarter learning technologies that allow deployment 
and “task training” to be faster in the real-environment.
Logistics robots have for a long time been considered to be outside the 
scope of industrial robotics, but they are an important part in the complex 
and dynamic systems of international trade, of which industry is a part of. 
Successful applications of logistics robots, such as the autonomous pick 
and place robots by, for example, Amazon and DHL in their warehouses 
have greatly increased efficiency in order picking and other warehouse 
tasks. Even in very large warehouses and their dynamic environments the 
workflows can be set up and modified quickly with the help of intelligent 
autonomous logistic robots and robotic data cloud systems. International 
eCommerce and logistics companies that own and operate warehouses 
have diversified into robotics by acquiring some logistics robotics compa-
nies. It is visible that robotics have become a source of competitive advan-
tage in logistics and the optimization of the use of logistics robots is a way 
to further enhance the productivity of robotic systems these include, 
among others, optimization and coordinated autonomy of logistics robots. 
The management of the robot-fleet is tied with the overall management of 
a warehouse and tied with demand forecasting based on machine learning 
algorithms—advanced multi-modal systems allow for real-world order 
picking to start taking place before a customer has even finished making 
her selections in a virtual eStore.
The next generation logistics robots are envisaged to be vision guided 
AGVs (Automatic Guided Vehicles) and “perception” and the ability to 
grasp objects are perhaps the main areas where development is needed—
artificial intelligence combined with ranging sensors and cameras will 
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enable robots to identify, classify, and grasp objects from the best direction 
and in the best position. Unlike the classic AGV systems that rely on the 
physical path guidance in the form of embedded magnets, wires, painted 
lines, magnetic tapes, reflectors, or other path-defining means, the SLAM 
(simultaneous localization and mapping) algorithms have are used by 
many modern robots—these robots can autonomously create a map of an 
unknown environment and maintaining knowledge of their own location 
within the created map. Typically the mapping is achieved through scan-
ning with a 2D or a 3D Lidar, often supported with a 3D stereo depth 
camera with advanced sensing—combining the odometer and some 
advanced filtering techniques allows the robots to estimate quite precisely 
their position on the map, while being able to avoid unknown (even mov-
ing) obstacles on their path. Logistics robots with this kind of capability 
are able to operate autonomously also in locations “they have never seen 
before”—unsurprisingly similar technologies are commonly used in 
robotic vacuum cleaners in household use. It can be seen that there is a 
merger of robotics with artificial intelligence going on that will result in 
more precisely and autonomously functioning robots that are multi- 
usable. In fact, sharing and copying the characteristics that have been 
found to be successful in the context of logistics robots in the large 
e- shopping warehouses, large manufacturing factories are also adopting 
logistics robots to support manufacturing operations.
Where many cobots are fully autonomous, also remotely operated sys-
tems can be considered cobot systems. There are still many places where 
humans are needed to operate machines and systems that require more 
cognitive skills than the automation of today can provide. In the future, 
the emerging wireless communication technologies will be able to provide 
a sufficiently small latency to carry out work tasks that require multisen-
sory feedback to the remote operator—making such fast data transfer 
available globally may significantly change the labor markets at least in 
some niche areas, as remote operation of devices and machines by skilled 
operators can be done from anywhere in the world. Fast 3D camera- 
technology, virtual helmets, and haptic interfaces may someday provide 
the remote operator with a close to a fully realistic feeling of presence in 
the actual machine performing the task.
All in all it can be observed that industrial robotics is a highly interdis-
ciplinary area that covers many fields from mechanical-, electronics-, and 
dynamics design, to construction of actuators and servo driving technol-
ogy, to signal processing and control, and to AI and software development.
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3  suppoRtIng technologIes behInd 
modeRn RobotIcs
Machine vision has now become an important integral part of perception 
ability of an intelligent industrial robot, which enables a robot to recog-
nize objects it is handling and to position the end-effector through in- 
hand vision, and to perceive and to construct a cooperative environment 
for human coworkers. Convolutional neural networks play an important 
role in how machine vision is put into practice today—they are used 
already quite commonly in image classification and in object detection and 
tracking. These skills are interesting, for example, when industrial robots 
are used in product quality control.
As one of the targets for industrial robots is to function in a “partner” 
role with human coworkers, while being autonomous, reinforcement 
learning is an important tool in enabling robots to learn “behavior” 
through interaction [12]. A variety of complex problems, where no obvious 
programmable pattern and behavior appears to be discernible due to the 
environmental dynamics or uncertainty, can be solved with reinforcement 
learning—such problems include force control [10] used, for example, in 
robotic hands and as technology to optimize robots grasping things and 
for motion planning [13–15].
Historically artificial neural networks have been applied in robotics for 
a long time, mostly via their applications to various control problems. One 
direction, where the study of artificial neural networks has gone in the 
context of robotics is reservoir computing [15].
Evolutionary algorithms have become an important search and optimiza-
tion technique within the last two decades, since robotics contains high 
dimensional parameters that lead to identification and optimization prob-
lems, evolutionary algorithms have been actively applied to robotics, cover-
ing areas such as kinematic and dynamic parameter identification, controller 
parameter optimization, trajectory generation, and motion planning. 
Evolutionary algorithms are just one type of optimization tool however, for 
one reason or another, most likely the malleability of these methods fit many 
types of problems, and they have been often used in the context of robotics. 
Typically the optimization is done off-line due to the computational cost, 
which means that evolution of a robot in terms of optimization and re-
optimization is step-wise—in the future real-time re- optimization will 
become possible and the advanced sensors that provide robots with high 
quality real-time situational awareness can be used to generate optimization 
problems that are solved instantly and the robot acts accordingly.
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4  conclusIons
Although the origins of the industrial robot were in the field of automo-
bile assembly, its application has expanded into virtually all fields of manu-
facturing and process industries. With the advances made in artificial 
intelligence that translate to better ability to control the physical function-
ality of robots and sensor technology that allow robots to acquire sensory 
skills that match those of humans it can be forecasted that intelligent 
robots may become ubiquitous is manufacturing, and elsewhere in the 
society. Robots that have learning capabilities may not only boost the pro-
ductivity over a wide variety of application areas in manufacturing, but 
may also provide a basis for using robots in tasks where they have not 
previously been used. A learning robot that learns in a place where it origi-
nally was not designed to learn can be said to be a step closer to an all-
purpose robot and becomes a “method of invention”. Importantly, 
modern industrial robots are not any more limited by their ability working 
on a single task alone, but possess abilities that allow them to be used in 
connection with various different task the level of difficulty of which is 
increasing. The enhanced learning abilities present in modern intelligent 
robots are an important step in terms of general applicability of robots—
looking at this situation from the point of view of economics, a robot with 
the capability to handle a large number of tasks that can easily be taught 
to handle “any compatible task” has the advantage and potential of becom-
ing a standard tool for various tasks. In this vein, it is not wrong to expect 
that manufacturing will continue to be disrupted by robotics in the future.
On the other hand, it should be remembered that technological develop-
ments in robotics and automated manufacturing systems don’t take place 
in a vacuum. It is too simple to argue that advancements in technology 
shape social structures and social potential. The critical history of robotic 
and automated manufacturing systems demonstrates an opposite reality. 
Technological potential embedded in industrial robots and manufacturing 
systems has often been limited by social constrains. Efforts to replace 
human labor and to create industrial processes that exist without people, 
have been hampered by political, economic, and ideological tensions. It 
has been important to soften the disruption and to present that robots and 
automated manufacturing systems are “collaborators”. Machines will take 
over human work and perform difficult and dangerous tasks, but the ulti-
mate command will be in the hands of skilled workers and managers. It is 
difficult or perhaps even impossible to predict, for how long human labor 
is needed. Technology optimists suggest that the power has already shifted 
 ROBOTICS IN MANUFACTURING—THE PAST AND THE PRESENT 
94
and the advanced systems are taking over also managerial tasks. The oppo-
site argument emphasizes typically historical experience. What can be said 
is that social structures within manufacturing industries are strong and 
resilient, while the human mind is able to cope with even rapid techno-
logical advances.
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1  IntroductIon
During the last decade, the manufacturing industry has gone through a 
deep transformation with the digitalization of processes, the arrival of the 
Internet of Things, the spread of artificial intelligence (AI) in daily prac-
tices, and the ubiquitous presence of data—thanks to the cloud technolo-
gies lifting the efficiency of manufacturing systems to a new level. 
Notwithstanding these radical changes, the manufacturing industry still 
has a strong dependence on maintenance, a field that is still considered to 
be a necessary evil by most managers, but without which plants and 
equipment will not remain safe and reliable. The importance of 
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maintenance-management as part of tangible asset-management is clearly 
inscribed within modern international industry standards [1], where asset- 
management is defined as “the coordinated activity of an organization to 
realize value from assets”. Maintenance-management takes care of physi-
cal assets with the aim of minimizing their life-cycle cost and achieving 
stated business objectives. Depending on the specific sector of industry, 
maintenance takes different forms—its most elementary form involves 
simple operations and inspections of and on machines, while the most 
cutting-edge applications include intelligent maintenance control-systems 
capable of predicting the remaining useful life (RUL) of components and 
triggering maintenance activities automatically when needed. Moreover, 
some companies are adopting more holistic approaches to maintenance, 
aimed at improving the efficiency of the whole productive unit. Such 
approaches are called total productive maintenance (TPM) [2] and they 
aim at improving the quality of products, developing corporate culture, 
and enhancing the attention to safety and environment.
The popularization of Industry 4.0 paradigm around the year 2011 
represented a new starting point for the manufacturing industry after the 
financial crisis of 2008. Asset-management and maintenance-management 
of physical equipment underwent a transformation: real-time monitoring 
of working conditions became very common due to decreasing cost of 
sensor technology (IoT devices), thus making possible the development of 
new technologies such as Virtual Factories and Digital Twins (DTs) of 
machines and processes. The digital replication of the physical environ-
ment allows the optimization of processes already during the design phase 
and the optimization of running processes during the production phase. 
Real-time monitoring of assets and the direct control of processes remotely 
has became a part of the new paradigm of manufacturing; with respect to 
maintenance, diagnostics and prognostics of equipment are spreading into 
daily practices and a new stream of research is contributing to the develop-
ment of these technologies.
In this chapter we illustrate some of the connections between modern 
manufacturing (Manufacturing 4.0) and maintenance-management, pres-
ent shortly the evolution of maintenance-methodologies starting from 
early models until today and summarizing the most important concepts 
relevant to the field including a discussion of how the digital twin concept 
may become an important issue for maintenance-management.
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2  MaIntenance-ManageMent: an overvIew
Maintenance-management is nowadays a fundamental function in most 
industry. In its traditional form, maintenance is aimed at ensuring that a 
system performs its function in a safe and efficient manner. Due to infor-
mation technology (IT) development, maintenance-management has seen 
a significant evolution within its best practices: the classical methods for 
maintenance-planning and scheduling have been integrated and improved 
by technologies such as the Internet of Things, cloud computing, and 
artificial intelligence.
Engineering systems often have a complex structure, with a limited 
number of dedicated resources and strict requirements on safety and on 
performance—under these circumstances maintenance is an issue that 
needs to be handled in a systematic way. A clear strategy for maintenance 
must be defined, where components of a system to be maintained should 
be documented and listed according to priority, then a set of rules for the 
daily management of operations must be drafted. The set of rules that are 
used to coordinate maintenance tasks are typically called a maintenance- 
policy. As basic example, maintenance-policies for lifts and elevators that 
typically depend on country-wise regulations and that state that mainte-
nance must be carried out on regular intervals, such as “every twelve 
months”, which is then the rule that triggers a maintenance intervention 
that is aimed at avoiding sudden failures of the system. The above dis-
cussed types of interventions that are carried out before a failure has taken 
place are called preventive and they may range from simple inspections to 
the replacement of broken components. Maintenance actions undertaken 
after a failure are called corrective and they typically consist of the replace-
ment and/or the repair of failed components. Usually corrective actions 
are more expensive than preventive, but when this is not the case it is 
sometimes possible to let a system run to failure that is, a system is left 
un-serviced until it fails, or until its fails and its failure is detected. Non- 
critical system components with a steady failure rate are often let run to 
failure.
Implementing preventive maintenance-policy typically requires more in 
terms of analysis, than a corrective policy—it requires information about 
the state of the maintained system such as information about the degrada-
tion level of system components. Depending on the information available, 
preventive maintenance-policies can be time-, or condition-based.
 MAINTENANCE-MANAGEMENT IN LIGHT OF MANUFACTURING 4.0 
100
Time-Based Maintenance
Time-based or predetermined, as they are also called, maintenance- policies 
were the first approach adopted to effectively manage maintenance. In 
these types of policies maintenance actions are scheduled to take place on 
predefined times, according to set intervals of duration tM, or upon failure 
(whichever occurs first). The aim of the policies is to preventively maintain 
the asset through shorter, but planned downtimes and by doing so avoid-
ing longer and more expensive corrective maintenance actions. In this way 
the asset availability increases and consequences of failure can most often 
be avoided.
Scheduling of activities can be organized according to block-based- or 
age-based approaches. Block-based approaches schedule maintenance 
actions at constant time intervals, regardless of the asset operating time. 
The block-based approach is commonly used, when several assets of the 
same class (a block) are in (constant) use simultaneously. Age-based, or 
runtime, models are applied, when asset degradation and failures depend 
on the cumulative load exposure. Since the active age of a mechanical 
component has a strong correlation with the physical wear, or fatigue, of 
a component the maintenance of mechanical systems is often managed 
according to the age of system components. Asset age can be measured by 
using the working time of a machine as proxy, or in other ways, such as by 
observing the number of kilometres travelled or by the number of take- 
offs or landings, as can be done with aircraft. Approaches that combine 
more than one proxy for component states are also possible. Literature is 
ripe with research on time-based approaches for maintenance- optimization, 
we refer the interested reader to see the review by Wang [3]. It is worth to 
mention that time-based maintenance-policies carry a risk of over- 
maintenance, as some of the performed actions may not be necessary, on 
the other hand, time-based policies cannot weed-out failures, when 
component- deterioration happens at a non-standard pace—these are clear 
handicaps, when compared to condition-based policies. In fact, when the 
cost-risks of a time-based policy, or the costs of over-maintenance, are too 
high, condition-based maintenance may represent a feasible alternative.
Condition-Based Maintenance
Experience shows that failures can occur independently of the asset age, 
but at the same time most of these undesired events give some sort of 
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warning about the fact that they are about to occurring—thanks to the 
presence of such symptoms an early detection of fault occurrence is pos-
sible. This means that preventive actions can be taken, if the signals and 
symptoms of impending failures are understood, this is the fundamental 
concept that underpins condition-based maintenance. According to 
condition- based maintenance-policies maintenance actions are initiated by 
performance of a system reaching a trigger-level, typically determined by 
monitoring one or more indicators (sensors) of the maintained system. 
This means that maintenance is not done based on a predetermined sched-
ule, but actions are taken based on observed, evidence-based deterioration 
of system performance that signals impending (component) failure and as 
such on only-when-needed basis.
A prerequisite for condition-based maintenance-policies (CBM) is that 
the there is objective monitoring of the system state in place—the moni-
toring should be carried out in a non-invasive way and it is typically 
achieved by using sensors. Monitoring can be scheduled or continuous 
and the output from monitoring is a set of observations (indicators, failure 
precursors) that describe the capacity of a system to perform its function. 
A typical example of a failure precursor is the vibration frequency of a 
rotating machine—shift in the frequency is a clear indication of a change 
in the working conditions. As a rule of thumb used in CBM, once enough 
data has been gathered, thresholds on the monitored feature-values are 
established to more reliably identify degraded asset performance—a com-
parison between the system-state and the thresholds is used to track the 
system health. With knowledge about the system health and history-based 
thresholds a decision about maintenance-scheduling can be made in a way 
that actions are performed only when needed and as a result both the 
probability of failure and the overall cost of maintenance can be optimized.
3  More about condItIon-based MaIntenance
Setting up condition-based maintenance is a process and it can be divided 
roughly into three main steps. Condition-based maintenance assumes that 
objective monitoring of the system is possible, which means that acquisi-
tion of data about the system state is in place. Sensors that measure issues 
such as material cracking, corrosion, vibration, and change in electrical 
resistance are the types of information that are usable from the point of 
view of understanding the system state—one must also remember that 
these issues depend on the operating and the environmental conditions, 
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such as the frequency of use, ambient temperature, and humidity. It is 
typical that a monitored system must be equipped with sensors, signal 
conditioning and digitizing components that are typically already embed-
ded in new modern machines. We emphasize the importance of sensors, 
because they are a core technology needed for the implementation of the 
Manufacturing 4.0 paradigm in maintenance—they are the bond that 
connects machines into networks and they allow the realization of the 
Internet of Things.
Based on the data collected the features that explain and describe the 
state of the system and allow determining whether maintenance is neces-
sary must be estimated. Features can be difficult to observe directly (by 
observing the system), but by exploiting data and a priori knowledge of 
the system feature extraction can be made easier. The quality of a feature 
is determined by its capacity to represent the system state, in order to 
achieve a better state representation, usually a set of features is used—the 
more clearly different system states can be distinguished from each other 
the better the condition of the system can be described. In practice finding 
the correct features or sets of features that allow high failure detection 
capability and a low false alarm probability are problems that can be solved 
by specific methods created for feature-selection and for information 
fusion. Improvement in feature-selection methods has been fuelled by the 
great interest analytics and AI have received in recent times. One must 
remember that sudden changes in the operative and environmental condi-
tions may render features that work well under normal conditions impre-
cise—this is why the best modern systems may use different sets of features 
for different operating conditions and are able to change the feature sets 
used “on the fly”, when conditions change.
Once the data acquisition and feature extraction processes are ready 
condition monitoring can be effectively performed. Monitoring is the last 
step prior to the definition of the maintenance-strategy that is forming the 
set of rules that aids managers in taking maintenance decisions.
The main goal of condition monitoring is to provide fault-recognition, 
which typically foresees three sub-goals: (1) fault detection, aimed at iden-
tifying if a fault or the degradation of a component occurred; (2) fault 
isolation, that identifies the damaged component among many others; and 
(3) fault identification, aimed at determining the nature, extent, and sever-
ity of the isolated fault. In the following we look at these issues in 
more detail.
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Fault Detection
The task of fault detection is to identify the presence of abnormal working 
conditions in a system by leveraging the information from the system his-
tory and information that can be learned from actual data. Typically a 
benchmark that defines the “normal” working conditions of the system is 
needed—the normal conditions depend on the task that the system is car-
rying out and on the environment surrounding the system. Because of 
different environments a system may have several normals—each normal 
will have a “profile” that is a set of features that defines it. Another thing 
is the extraction of profiles for different fault-states, such as “healthy”, 
“degraded”, and “faulty”. The state of the system can be compared to the 
different profiles and this allows one to understand the state of the system 
and to predict the failure. Typically one will want to see several system 
states that precede the “failed” state, because the more states there are the 
finer is the information about the system state and better one can predict 
what will happen next. The comparison of the observed system state and 
the normal state can be done by different means, two examples of usable 
modelling techniques for this purpose are the auto associative kernel 
regression (AAKR) [4] and principal component analysis (PCA) [5] for 
the identification of the state and subsequently a statistical test is applied 
to identify the extent to which the state of the system differs from a nor-
mal condition. Typically used tests include the threshold based approach, 
Q statistics, and the Sequential Probability Ratio Test (SPRT) [6]. When 
the state of the system is known an action is taken (not taken) depending 
on the recommendations described for each state—the recommendations 
are drafted by using fault diagnosis techniques.
In order to clarify how fault detection works, we provide a simple 
example of condition monitoring. We assume that the state of a system is 
represented by a single feature x(t). We define two thresholds considered 
important for the component. In Figure 1, the first threshold xW identifies 
a warning-level, while threshold xF identifies the failure of the component. 
When the value of x(t) surpasses level xW, an alarm is triggered, and a pre-
ventive action can be undertaken to prolong the life of the component, or 
to change it, to avoid incurring a sudden failure. The curve representing 
the behaviour of x(t) is known as the Performance/Failure curve and it 
expresses the evolution of the system-feature as a function of either calen-
dar time or system age time. A realistic mathematical model of x(t) will 
also include the uncertainty related to the estimated quantity, which in 
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Fig. 1 is represented by a generic probability distribution. The importance 
of modelling the degradation of a component using a random variable is 
represented by the possibility to express the result using a probability that 
is, a degree of belief about the triggering event.
Fault Diagnosis
Fault diagnosis is isolating and identifying the fault and typically means 
identifying the cause, this means identifying which component in a system 
is degrading among many possible components and to determine the 
nature, the extent, and the severity of the fault. Isolating and identifying 
the fault are sometimes overlapping and not always clearly separable. Fault 
diagnostics means most often solving a classification problem—any given 
set of measurements from the system can be matched to a single compo-
nent if sufficient data is available for training a machine learning classifica-
tion algorithm. In cases where data is abundant algorithms can even spot 
specific conditions within components and provide a credible probability 
of a failure event. Many techniques are good for this task, the interested 
reader may find an extensive review about modern fault diagnostics tech-
niques applied to rotatory machines in [7], where the authors describe 
both the fundamental principles behind adopted AI algorithms and pres-
ent numerous application examples. As a caveat about AI-based tech-
niques one must observe that where there is no data, or data is very 
incomplete, machine learning algorithms cannot be used—in such cases 
suitable data must first be collected. In the cases of very rare faults diagno-
sis is difficult and diagnostics performance for them is typically poor.
The performance of condition-based maintenance systems is only as 
good as the system in place and there is uncertainty associated with the 
Fig. 1 A performance/
failure curve for a 
generic system
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outputs (alarms) from these systems. Uncertainty is caused by a number of 
things, some were already mentioned above such as the operating condi-
tions and the environment, but others like production tolerances also 
affect the reliability of CBM system—because of tolerances two nominally 
identical machines may have a different wear. Due to this inherent inac-
curacy the output from CBM systems is most often expressed as a proba-
bility or an interval. We refer the reader interested in deepening their 
knowledge in maintenance and maintenance optimization to read the 
review by De Jonge and Scarf [8].
4  PrognostIcs and HealtH ManageMent—towards 
Industry 4.0
Thanks to the availability of cheap networked sensors the monitoring and 
maintenance of systems is undergoing a fast and deep change. In the past, 
manual collection of maintenance-relevant data made the processing slow 
and unreliable—today technology allows abundant collection of data 
often in real-time. This profound change has caused the attention of main-
tenance systems development to move towards maintenance process- 
optimization. The new generation of production systems that are “smart” 
and networked has been labelled as Cyber Physical Production Systems 
(CPPS)—important to maintenance, they offer the possibility to perform 
real-time monitoring and accurate analysis of the degradation of critical 
components. This means that the long stream of research carried out on 
condition-based maintenance can now be exploited for its full potential—
this change has given rise to the term Prognostics and Health Management 
(PHM), which can be said to be the cutting-edge approaches to predictive 
maintenance born within the last two decades. Keeping in mind that PHM 
is part of the same continuum with CBM and that the two cannot be 
sharply separated, it can be said that PHM aims higher than the “tradi-
tional CBM” and uses more advanced tools to get there.
The higher goals of PHM include, for example, optimization of 
maintenance- planning, reduction of downtimes, just in time spare parts 
provision, energy consumption optimization, minimization of raw mate-
rial use and of pollution—all in all the focus is on increasing profitability 
through “better maintenance”. PHM means effectively the same thing 
that is meant when the term Predictive Maintenance is used in common 
parlance. A fundamental prerequisite for a well-functioning predictive 
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maintenance system is the high quality of information that is used as an 
input into the system. This is true for both the real-time operation of the 
system as it is true for the information that is needed to construct or teach 
the system to be able to operate reliably—the information needed typically 
includes operating and maintenance histories, prior knowledge about sys-
tem failure modes, resource constraints, and mission requirements. The 
information is used in tuning complex models the architecture of which 
may include numerous machine learning sub-systems and that require top 
of the line know-how. This means that these systems are expensive and 
they can be constructed only for systems that either merit such costs from 
the point of view of safety or that are business-critical and can economi-
cally justify the expenses.
In prognostics and health-management systems the system status 
received as input from condition monitoring is used to create an estimate 
of the system degradation state, which is used together with the P/F 
curve, or by using a classification-based architecture, to determine the 
distance between the current degradation level and a failure threshold 
(health-margin). The idea of the modern systems is to not only identify 
the cause of the fault but also to predict any secondary failures that may 
occur and to forecast the system health evolution as reliably as possible. 
Prognostics is considered the “holy grail” of PHM systems [9], because 
diagnostics has a retrospective approach to failure that consists of identify-
ing and quantifying failures that have already occurred, while prognostics 
is about forecasting and as such, if successful means that the remaining 
useful life (RUL) of components can be accurately predicted. This will 
happen simply by being able to accurately estimate the end of life of a 
component and calculating the time to the end of life—the more accurate 
this ability is, the more precise can any optimizations performed based on 
it, including just in time deliveries of spare parts and maintenance schedul-
ing become. The difference between high accuracy and medium accuracy 
can mean great savings in cases, where multiple systems are maintained 
and costs associated with maintenance are high. Another important issue 
is to know how much in advance a prognostics system can (accurately) 
predict the failure time—in fact, the relative RUL estimation accuracy and 
the prognostic horizon are key performance parameters of PHM systems.
In the literature, three types of approaches to prognostics have been 
identified, namely (1) experience-based approaches, which exploit histori-
cal information of a similar components; (2) model-based approaches, 
which make use of a physical fault model, and; (3) data-driven approaches, 
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which are mainly based on AI-techniques. We propose the interested 
reader to explore model-based and data-driven approaches by reading the 
book by Kim et al. [10].
Digital Twins and Their Connection to Maintenance
According to recent literature on maintenance and industrial management 
[11, 12] prognostics and health management systems be viewed as an 
examples of cyber-physical systems (CPS). The idea of CPS started to 
spread in the beginning of the 2010’s, when NASA published their 
Modelling, Simulation, Information Technology & Processing Roadmap 
[13]—the document delineated the intention to integrating all the avail-
able physical and virtual technologies, the context back then was aeronau-
tics. In essence the idea is that of a digital replica of a physical asset and it 
was called a Digital Twin (DT) and defined as “an integrated multi-physics, 
multi-scale, probabilistic simulation of a vehicle or system that uses the best 
available physical models, sensor updates, fleet history, etc. to mirror the life of 
its flying (sic) twin. It is ultra-realistic and may consider one or more impor-
tant and independent vehicle systems”. What makes this interesting from 
the point of maintenance is that predictive maintenance was one of the 
first fields of application of the DT concept, together with the check of 
mission requirements and a more transparent life-cycle view. The DT con-
cept was subsequently extended to the manufacturing industry and the 
term Cyber-Physical Production System (CPPS) was coined to indicate 
the specific application area. A CPPS is composed of a physical part, a 
virtual part (the DT), and a stream of data between the two [14]. The DT 
strives to hold a perfect real-time synchronization between the physical 
and the virtual worlds, the physical part sends data to the virtual model, 
and the virtual part reproduces the physical system with ultra-high fidelity. 
As this is the case, historical data stored can be used together with real- 
time sensory information from the physical system in order to run, e.g., 
simulations and to optimize the production process virtually and then 
transmit “orders” to the physical system in order to optimize the way it 
functions. Theoretically the CPPS can harness the interaction between the 
virtual and the physical parts in order to create a continuously improving 
system. Digital twins are a clear way to remedy the typical problems of 
data collection, organization, and exploitation widespread in the context 
of production systems.
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In fact, digital twins start to look like the key to reaching solutions for 
the problems of fitting together the best practices in engineering design 
and in process control. The advantages of adopting the DT concept seem 
cover the whole of product lifecycle that is, production design, manufac-
turing, and service providing are all immersed in the realm of DT [14]. In 
the design phase, if realized with a sophisticated digital model, issues that 
have to do with the maintainability of the production system can perhaps 
be addressed already on the drawing board—this may include the instru-
mentation of the system for best possible diagnostics and prognostics. 
During the production life of the production system the DT can perhaps 
assist in production planning, resource management, and procurement 
that can be optimized also with regards to predicted downtimes due to 
maintenance. The DT may run failure prediction algorithms in real-time 
so that users can be notified when the system state changes and in cases of 
imminent failure. It seems feasible to say that there is clear potential for 
maintenance systems development based on the digital twin concept.
5  conclusIon
Maintenance has always been a part of the management of production 
systems and it has become a craft of its own, the early mathematical mod-
els for maintenance management were based on the notion of optimizing 
the interval between maintenance activities in order to minimize down-
time and the maintenance related costs. This type of maintenance manage-
ment systems may still exist in cases, where preventive maintenance is the 
norm and the systems maintained are “old school” and not instrumented 
with sensors.
The modern approach of maintenance management is based on 
condition- based maintenance, which in the early days was more expensive 
than time-based maintenance management and thus reserved to high-risk 
and high-cost applications. Today the price of sensors and instrumentation 
is considerably low, which has made condition-based maintenance the 
leading way of handling maintenance management. Improvement of 
maintenance policies has created competitive advantages for companies 
that have been able to adopt them successfully and therefore a shift to 
modern maintenance management approaches is occurring in many com-
panies. Automation of industrial facilities, such as the increasing use of 
robotics, improves productivity and safety, but it also increases the techno-
logical complexity of industrial assets and means a higher dependence on 
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production systems—this accentuates the role of effective and efficient 
maintenance.
Key Industry 4.0 technologies, such as artificial intelligence and 
Internet-of-Things, enable the implementation of very effective mainte-
nance policies at an affordable cost and have paved the way for better 
diagnostic and prognostic systems, which can be said to be the backbone 
of what is typically called predictive maintenance. These systems are able 
to make fault-prediction even more accurate than what is possible with 
traditional condition-based maintenance methods and therefore offer a 
possibility for even further savings through better optimization. Predictive 
maintenance most importantly is a forward looking approach to mainte-
nance, where traditionally the policies have been based on after-the-fact 
optimization.
The concept of digital twin is interesting from the point of view of 
maintenance management, as it is based on the idea of having a highly 
accurate real-time virtual model of a physical system that are “conversing” 
with one another. In effect, this is a concept that is not very far away from 
the ideal maintenance management system in terms of the information 
exchange between a production system and the maintenance management 
system. The digital twin, as it is used in the lifecycle management of prod-
ucts today is already opening avenues for many issues that are relevant to 
making maintenance better—looking forward there is potential for much 
more, specifically in terms of using digital twins in a maintenance 
focused way.
Getting back to the real-world, one must observe that the choice of 
maintenance management systems and policies is always constrained by 
the economic and technical realities surrounding the maintained systems. 
In this respect, predictive maintenance is at the start of a road that may 
lead at some point to something that resembles a digital twin—one thing 
is for sure, the Industry 4.0 paradigm and what we already can see beyond 
it will change maintenance management.
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Additive Manufacturing (AM or 3D-printing) is commonly understood as 
the ability to create parts or products directly from digital blueprints by 
adding material layer-after-layer [1–9]). AM is one of the key-technologies 
in the Manufacturing 4.0 paradigm that revolves around cyber-physical 
systems and small-scale data-driven production [10–13]. In this chapter 
we focus on business models associated with additive manufacturing that 
we define as the logic of creating and capturing value through a series of 
interdependent activities of which one is additive manufacturing.
The literature on the business models based on additive manufacturing 
can be divided roughly into four quadrants, based on the speed and 
strength of the change imposed by additive manufacturing to the world of 
manufacturing (disruptive or incremental) and, on the other hand, based 
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on the openness of the business model adopted by agents (closed or open) 
[14]. The openness typically is a divisive issue between the open hobbyist 
additive manufacturing sector and the closed for-profit industrial manu-
facturing sector. In this chapter we concentrate only on the closed, for- 
profit industrial sector business models. We omit having a deeper look in 
the literature that concentrates on small-scale “prosumer” activities, e.g., 
local print-shops operated by 3D-printing enthusiasts [15], and other 
user-entrepreneur -based business models, such as AM production design 
or consulting to other hobbyists [16].
From a production technology point of view the key promise of additive 
manufacturing lies in the ability of AM to turn physical materials into a 
desired form without many of the costs one incurs by using conventional 
manufacturing methods. There is potential for cost savings emanating 
from AM when machining, molding, casting, and tooling are not required, 
or there is a remarkable difference to current practice in how much of 
these costly actions are required [4, 17–22]. One of the drivers of AM is 
the potential to manufacture certain components or products at a lower 
cost—this potential has not yet been universally realized, far from it, as 
AM technology is still in many aspects developmental.
Other technical drivers for the adoption of additive manufacturing may 
include issues such as the high customization capabilities offered, product 
quality improvements, e.g., weight reduction and better product geome-
try, and production flexibility [23]. One obvious, but often unmentioned 
issue that may drive additive manufacturing technology is its high level of 
automation. Generally one can observe that the first instances, where 
additive manufacturing seems to be the most cost efficient way to produce 
industry-grade components have been found in biomedical, automotive 
and aerospace industries (see, e.g. [4, 9]).
The diffusion of additive manufacturing technologies is hampered by 
the limitations to the materials, i.e., filaments that can be used in the pro-
cess. Generally, AM technology is not far enough to be able to take use of 
many of the materials available for conventional manufacturing methods, 
while another material-related issue is the filament unit cost in AM, which 
is typically higher than the equivalent raw material cost in conventional 
manufacturing [24]. Also the production speed (rate) of additive manu-
facturing can be a limiting factor, especially when large components/
structures are additively manufactured [25]. It is also noticeable that con-
trary to conventional manufacturing, the economies of scale in AM are 
most often limited, as the cost of raw materials typically have a direct 
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relationship with the production volume [24]. At the time of writing, the 
majority of additively manufactured products still require surface finishing 
[2, 4, 22], which makes many of additive manufacturing processes only 
capable of producing semi-finished products. As a solution for mass pro-
duction applications several authors, e.g. [3, 24], suggest production lay-
outs combining additive and conventional manufacturing techniques—this 
means the printing of “near-net-shapes” and machine finishing products 
with subtractive methods. As with all new manufacturing technologies 
concerns have been voiced also about the mechanical properties of prod-
ucts manufactured by using AM-technologies [1, 3, 26]. Testing the 
mechanical properties of 3D-printed structures is one part of the technical 
research that goes into the development of AM.
One separate and important issue that is connected to additive 
manufacturing in a “strong” way are the intellectual property rights (IPR) 
related to both the printed products [2, 18, 19, 27, 28] and materials [23, 
28]. As the blueprint, or “recipe”, used in printing is a non-material entity 
that is owned in closed business models typically by the designer, it is a key 
component in controlling the overall AM process. Safeguarding the design 
and the IPR vested in designs are generally issues that may require exten-
sive and even costly actions. In fact, IPR questions must be answered in a 
general and satisfactory way before additive manufacturing can make a 
global breakthrough.
Considering the above, one can reasonably state that the AM is not a 
“one size fits all”–solution, when it comes to deciding the most suitable 
method of manufacturing on a technical process level. This is why it is very 
interesting and important to understand, where additive manufacturing 
can make a difference in a business of manufacturing that is, where addi-
tive manufacturing technology-based business models make sense and 
what kinds of applications of additive manufacturing make business sense. 
Furthermore, it makes sense to understand whether there is, what can be 
called “transformative power” in additive manufacturing from the busi-
ness model point of view. In fact, most cases such transformative power 
exists, because if additive manufacturing technologies make a break-
through in some areas they will most likely also disrupt the existing supply 
chains (SC) in the related industries. This is due to the fact that the designs 
used in additive manufacturing are digital and can travel at the speed of 
light to the location at which the additive manufacturing facility resides, 
closest to where the product (to-be-printed) is needed. This means, for 
example, that printing products on location instead of moving them from 
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one place to another [29] may become one of the ways of doing business 
in the logistics sector.
Revolutions in how business is done such as the one described above 
can, if they are widely adopted, lead to large shifts in global value chains 
(GVC) and may possibly obsolete, first, some of the existing ways of con-
ducting business and, second, the infrastructure connected to it. A key 
difference between AM-based business models and the conventional busi-
ness models is that production can be made more on-demand and the 
necessity to store an inventory is reduced (further). Furthermore, the pro-
duction of ready-to-use products can done on-location, or nearer to loca-
tion [29, 30], which means that in some cases also intermediate products 
do not have to be dealt with [20, 28]. All in all what one can observe is 
that the potential for large changes touches the logistics of manufacturing, 
including what is being shipped, stored, and the origin and destination of 
the traffic. Importantly, if significant competitive advantage can be 
obtained by reinventing the way business is conducted, such a change can 
have global implications in the overall distribution of wealth and may favor 
the early adopters of AM-technologies. Even though some futuristic sce-
narios (e.g. [15] underline the possibility of some underprivileged user- 
entrepreneurs printing themselves out of poverty, we tend to believe in 
more realistic visions provided by [31, 32] where the early adopters of AM 
are typically well-established large, industrial actors located in the (already) 
wealthy and technologically advanced societies.
Despite the clear weight and importance of looking at the effect AM 
has on business models and on the global value chains, it has been observed 
that serious existing academic literature on the topic is lacking and what is 
available are practitioner and consultancy reports [18, 33]. In the media 
the disruptive nature and effect of AM tend to be hyped, while academic 
literature is typically more conservative [34].
A review article can also be used in the development of fresh ideas, 
rather than merely concentrate on synthesizing the existing body of 
research [35]. In this vein, the objective here is to shed light on what has 
been already written on industrial additive manufacturing based business 
models and to identify and to shortly discuss the most promising business 
models and their implications on the short- and on the long-term future, 
where on the short-term the changes may be incremental, while disruptive 
changes can take place on the long-term.
This chapter goes forward by first having a look at the short-term 
implications of additive manufacturing and incremental business model 
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development and then turns to discuss the long-term development and 
the disruptive additive manufacturing based business models. The chapter 
is closed with a summary and some conclusions are drawn.
2  Short-term ImplIcatIonS of addItIve 
manufacturIng and Incremental BuSIneSS 
model development
A case study of hearing aid industry [36] shows, how the adaptation of 
AM-technologies can happen fast, when proper (profit) incentives are in 
place. The same study however also concludes that already having domi-
nance over important and complementary assets such as distribution chan-
nels, customer registers, and patents, can limit the extent at which AM 
technologies enable new competitors to enter in the market. In other 
words, it is clear that in situations where additive manufacturing would 
cannibalize existing “good business” there is a tendency to slow down 
adoption, especially in firms that already enjoy a competitively advanta-
geous position over their rivals (for extensive discussion, see, [22]). On 
the short-term additive manufacturing seems to serve as complimentary to 
the conventional manufacturing methods and replace conventional pro-
duction only where it is clearly more overall cost effective technology. It 
can be posited that the short-term effects of additive manufacturing are 
case-specific and driven by company-level business drivers [37, 38].
Generally on Current Applications
The use of AM-technologies can be divided into (1) rapid prototyping; 
(2) rapid tooling; and (3) rapid manufacturing [23, 26, 38, 39]. Of these, 
the first one is routinely used in various industrial settings, as it clearly 
reduces both the costs and the time to market for new products [40]. In 
rapid tooling applications, AM-technology is used to support conven-
tional manufacturing processes, e.g., by producing molds. Due mostly to 
unresolved IPR-issues, additive manufacturing activities is typically kept 
in-house [29, 34] and contracted AM-suppliers typically operate from 
centralized locations [41] instead of providing capacity on-site.
Polymer-based AM-technologies are used to produce medical or 
prosthetic devices [9, 36] in the industrial setting, but also to create home- 
made toys or household commodities by the hobbyists. The common 
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factors for these sectors are the high customization requirements, unitary 
demand, and also low standardization and the relative indifference to 
IPR. Metal printing technologies enable a cost effective way to produce 
parts that are typically either expensive to produce by using conventional 
manufacturing methods and/or difficult to machine [17, 42]). The cur-
rent defining key-feature of AM is to produce customized parts with small 
lot sizes. This means that AM is not likely to replace the existing, highly 
automated and capital-intensive, investments in mass manufacturing 
machinery. The future role of AM, according to [34], may be to support 
these mass-production investments by replacing mass-production in the 
production of less frequently demanded products. This line of thought 
can be regarded as contradictory to the ideas presented by, e.g., [20, 28] 
who see AM as a primus motor in the reduction of the minimum efficient 
scale of manufacturing.
Additive Manufacturing in Spare Parts Service
An emerging application of additive manufacturing is the production of 
spare parts for technically high-end industries such as the automotive and 
the aerospace industries [43–46]. The aerospace industry may be the sin-
gle most prolific user of additive manufacturing for components at 
this time.
Spare parts supply in industrial applications has some distinct 
characteristics, which make it an especially good match with additive 
manufacturing technologies that offer reduced lead times to minimize 
supplier inventories [47], and, at the same time, extend the time OEM 
(Original Equipment Manufacturer) support products [24, 48]. Typically 
the demand for spare parts is not uniform through time and manufacturers 
try to minimize the spare parts inventory, while they need to be able to 
deliver the demanded parts quickly. Keeping either expensive equipment 
ready to produce more spare parts or holding large inventories for products 
near their time of discontinuation is very expensive and additive 
manufacturing offers a way out from this dilemma. The critical question to 
answer when making decisions about going to spare parts manufacturing 
with AM is whether, when, and under which conditions it is more feasible 
to take into use additive manufacturing over conventional manufacturing 
methods for spare parts. It may make sense to migrate to AM from 
originally conventionally manufacturing spare parts at some point, where 
the demand no longer supports mass-production. The AM adoption 
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becomes an optimization problem, where profit is the target of 
optimization.
Today, aggregating enough demand for the relatively high-cost 
AM-equipment to be profitable in distributed locations remains a pivotal 
issue together with existing the problems that face product quality and the 
speed of delivery [44, 49, 50]. This observation points to the (obvious) 
fact that, similar to mass-production, being able to run production close 
to capacity is important from the point of view of profitability also for AM, 
and the inability to do so is an issue [49]. In a review of [51] regarding the 
supply chain scenarios of AM, the least considered option for additive 
manufacturing was the “old-school factory”-type manufacturing of prod-
ucts under stable demand. However, as AM equipment can produce a 
quite unlimited selection of different geometries there is considerably 
more flexibility in what can be produced and the problem of filling equip-
ment capacity may be a smaller hurdle in the quest for profitably running 
the shop. Due to the need to service spare parts is often imminent, 
Holmström and others [44] conclude that, as a relatively slow process, 
additive manufacturing are never going to fully replace the policy of stor-
ing some of the most critical spare parts in the service location.
Product Service Systems (PSS)
One driving force of AM-adoption may be the emergence of service-based 
business models also around additive manufacturing or supported by addi-
tive manufacturing. If the user of a “machine” pays for the usable hours 
rather than for the machine itself, then the onus of keeping the machine in 
operable condition falls on the lessor. It may be beneficial to be able to tie 
predictive maintenance capabilities with additive manufacturing to make 
the machine downtime, for which no revenue can be reaped, as low as 
possible. This kind of thinking is very similar to the thinking behind busi-
ness models that can be found, e.g., in power generation and that are 
tapped into by, for example, Rolls-Royce’s Power selling “power by the 
hour” [47] and where instead of a one-off lump sum investment payment 
a client pays a stable stream of revenues for the power received during the 
years as a service purchase.
Business models that combine products and services (that can be the 
manufacturing as a service) are commonly referred to as Product Service 
Systems (PSS), we refer the interested reader to see [17, 52]. One can 
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anticipate the rise of PSS-based business models in high-technology indus-
tries, where the complexity of equipment is constantly increasing and thus 
ever more secured with IPR. Matsumoto and others [17] discuss the use 
of additive manufacturing specifically in parts-remanufacturing and discus-
sion about other AM-based maintenance applications can be found, e.g., 
in [47, 53]. One central problem that surrounds universal application of 
additive manufacturing to, among others, “spare parts as a service”- busi-
nesses is the fact that so far no universal standards for industrial AM plat-
forms exist [49]. This means that, today the seemingly similar additive 
manufacturing set-ups are not necessarily able to produce required spare- 
parts and hints that agents that are able to jointly commit to a standard, or 
otherwise able to create an official or a de-facto standard, may be able to 
reap benefits over non-standardized AM manufacturers in the PSS- 
business over the long haul.
3  long-term ImplIcatIonS and dISruptIve BuSIneSS 
model development
The applications of additive manufacturing with the highest business value 
potential are most likely in the printing of complete parts of assembled 
products, or in the printing of whole products. This business falls under 
the rapid manufacturing genre of applications. If AM-technologies were 
to develop from their current niches of manufacturing into a universally 
accepted and applied method of manufacturing there is a chance that also 
a large portion of the future capacity of manufacturing has to be built 
based on additive manufacturing technology. Rayna and Striukova [21] 
envision that (B2B) customer-owned 3D-printers might become one key 
complementary asset for some manufacturing companies, when uncer-
tainties around the technology are resolved. This would mean that the 
manufacturing for clients could happen by clients with IPR provided by 
the original manufacturer. This kind of thinking highlights the existing 
and future capabilities of market incumbents to access customer networks, 
see discussion in [19]. Again the issue of standardization is important, if a 
customer has a non-standard set of equipment then such B2B “network 
use” is not possible, which makes standardization as a key enabler of the 
disruptiveness of additive manufacturing technologies.
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Rapid Manufacturing
It is proposed in the existing literature that additive manufacturing could be 
used in the launch phase of a product [27], something that can be dubbed 
“Bridge Manufacturing” referring to the phase of bridging the understand-
ing about whether it makes sense to invest in mass- manufacturing or not. 
Bridge manufacturing can also be used in situations, where a new product is 
launched, but the production lines commissioned for mass-manufacturing 
are still under construction. In essence, bridge manufacturing with AM may 
give an edge for the existing market incumbents to quickly update their 
product range and supply and to speed-up the delivery process for early 
(often high-price paying) customers. Bridge manufacturing with AM can 
also serve as a valuable option to test out new designs, before making sunk 
and fixed investments in mass-manufacturing equipment.
There is also literature that suggests that AM is a good choice for the 
manufacturing of products with a stable demand [54], and literature that 
names AM to be suitable for conditions of declining demand [48], which 
is referred here as “End-of-Life Manufacturing”. These, as well as bridge 
manufacturing, are based on the existence of a digital model for the prod-
uct. For selected end-of-life components, AM-based “digitalization” of 
existing production may actually be relevant. In the case of new products 
with uncertain demand patterns it may be a good idea to design products 
AM-compatible directly, even though they were to be produced initially 
using the methods of manufacturing. This creates an option of commenc-
ing production by using additive manufacturing methods at any time. So 
far, AM has not been used in bridge-manufacturing, or in end-of-life man-
ufacturing in a notable scale.
In industrial AM-systems, it is essential to ensure the purity of the used 
raw materials [20] due to the risk of contamination that correlates with 
product quality. This makes it generally infeasible to change the printed 
material in machines between print-jobs (even if the machines are able to 
print by using multiple raw materials) and suggests that the minimum size 
of an “all purpose” industrial grade printing facility must include a num-
ber of material-dedicated AM-machines [26]. A Delphi-study conducted 
among industry experts and presented in Jiang and others [19] suggests 
that critical parts manufactured with AM will be produced in specialized 
hubs to ensure quality, whereas non-critical parts can be printed also 
locally. It seems that print-quality is an issue that is taken rather seriously 
in the literature and that may affect also additive manufacturing business- 
models, at least initially.
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Closed-Loop Manufacturing
Creating a product in one place directly from its raw materials enables a 
better tracking of its individual components [20]. As enticing this might 
be from the environmental perspective, data-sharing on material specifica-
tions is still mostly inhibited by the existing material patents [55] add that 
also some of the large 3DP-equipment manufacturers cherish the cartridge- 
sales -based business models with close filament specifications. Even 
though, AM reduces the direct energy and material consumption the pro-
duction of filaments (e.g. metal powders) can be a major resource con-
sumer. The overall environmental effect is therefore a huge issue that 
would require further, system-level, studies [18, 20, 47, 53, 56–59].
4  concluSIonS and future 
dIrectIonS development
As the AM-technology is able to overcome the evident technical issues 
one-by-one, the focus of research interest is likely to shift towards its 
industrial applications. We predict that the economies of scale will take a 
central role in and the scenarios of small-scale, locally operating manufac-
turers become marginalized. The focus in business model applications will 
be increasingly on developing cost-effective, centralized manufacturing 
capabilities able to manufacture an ever widening range of high quality 
products on-demand (see also [34]). This development would realize 
some of the key benefits of AM-technology while ensuring the economies 
at the same time.
We anticipate that these “factory-scale” AM-facilities locate themselves 
near the end-customers for fast delivery and, more importantly, within fast 
access to global supply chains of raw materials (relatively near harbors, 
airports, and railway-hubs), as the manufacturing technology moving 
towards additive manufacturing does not make these factories of the future 
independent of raw materials logistics. In fact, the selection of raw materi-
als stored on-site would likely increase rather than decrease, assuming that 
one would be able (and willing) to also manufacture “intermediate com-
ponents” from the scratch.
Generally speaking the importance of customization, an issue 
highlighted in the “AM positive literature” versus the true nature of 
customer- needs remains an open question. Even if many products can be 
custom made or tailored with low extra production costs in theory, we 
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suggest that the vast majority of customers, whether B2B or B2C, would 
still prefer standardized OEM-approved make-to-stock (MTS) items for 
increased (and promised/assured) security and warranty. Another point 
that supports additive manufacturing based production of MTS-items is 
the fact that making to stock is a way to guarantee high-enough equipment 
utilization rates, which are typically important for being able to insure 
investment payback and in large-scale operations for creating economies 
of scale in terms of raw material purchases.
An important and quite intuitive point to make is that in manufacturing, 
as elsewhere, the bottom line of financial analysis drives the actions of 
agents—there will not be a drive towards additive manufacturing if there 
is no business case. This is as true for mass production of items with 
AM-technologies as it is for customized small-scale production. There 
must be some additional featured benefit from adopting additive manufac-
turing that enables reaping extraordinary profits through the adoption, 
such as the benefits that can be derived from puncture-free long-life car 
tires produced with additive manufacturing en masse and that can guaran-
tee profits on the long run. In light of the existing literature, additive 
manufacturing does provide a solid, new method of production that is 
already applied in special applications, but the high costs of production, 
technical constraints, and some unresolved issues with regards to IPR 
make additive manufacturing today (2020) unable to make a “holistic” 
breakthrough. However, as technical issues and intellectual property issues 
are resolved and as cost of production with additive manufacturing tech-
nologies are pushed down, we feel it is inevitable that additive manufactur-
ing will have a growing place in the manufacturing systems of tomorrow 
by partially replacing, but more often complementing, traditional meth-
ods of manufacturing.
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In the previous chapter we have seen that the literature on additive manu-
facturing business models can in broad strokes be divided into four differ-
ent directions. To illustrate the real-world status quo with examples we 
discuss in this chapter two real-world cases in the context of using additive 
manufacturing technology in the production of medical prostheses and in 
the refurbishment of metal dies and discuss the business model aspects of 
both of these cases. The third part of the chapter is used to discuss a more 
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visionary case, where additive manufacturing, together with predictive 
maintenance, allows one to rethink how the modern system of mainte-
nance could work.
2  AddItIve MAnufActurIng used In enhAncIng 
heArt surgery
The use of additive manufacturing in healthcare applications has flour-
ished in the past two decades [1] and the market share of additive manu-
facturing in this market was $6.1 billion in 2016 [2]. The market share of 
additive manufacturing has caught a steady uptrend, a dramatic increase 
towards $21 billion in 2020 is expected.
The improvement of old and the creation of new techniques for 3D 
printing, together with the development of new purpose-specific materials 
for the healthcare sector have made possible the deployment of a range of 
patient-specific applications [3]. For instance, the customization of health-
care products and services such as the realization of customized prosthesis, 
and the development of case-sized in-vitro models would not have, in 
many cases, been possible without the developments made in additive 
manufacturing technologies.
In this chapter we discuss the use of additive manufacturing in the 
treatment of heart disease from the points of view of the medical proce-
dure involved and the technical solution that additive manufacturing can 
offer. Cardiovascular diseases (CVD), which are the focus of this real- 
world example, are a top ranked cause of death on a global level. All in all 
they were responsible for 17.9 million of deaths in 2015, with almost a 
50% increase from 1990 [4]. The added value of additive manufacturing 
in the process is discussed. The chapter is based on the real-world collabo-
ration between the Department of Industrial Engineering of the University 
of Trento (Italy) and the Azienda Sanitaria per i Servizi Sanitari (public 
company in charge of the provision of healthcare services) of the autono-
mous Province of Trento (Italy).
Atrial Fibrillation: The Condition and the Surgical Intervention
Persons who suffer from a condition known as the non-valvular atrial 
fibrillation (AF) may be subject to the occurrence of blood clots, which 
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after being formed within the left atrial appendage (LAA) can enter the 
blood stream and cause a stroke, or other vascular complications. Many 
patients are regularly treated with oral anticoagulants, which are aimed at 
preventing the formation of the blood clots. Unfortunately, this therapy is 
not always possible, since some individuals have low tolerance of antico-
agulants or the risk of bleeding problems caused by the anticoagulants is 
too high.
An alternative to using anticoagulants is to permanently seal off the 
LAA—the procedure does not solve the problem with AF, but it helps to 
prevent blood clot formation through the closure of the LAA.
The surgical intervention in question is called left atrial appendage 
occlusion, also known as the left atrial appendage closure. It is a non- 
invasive non open-body surgical intervention. There are a number of tech-
niques that can be used to occlude the LAA, one of the most recently 
introduced practices consists of placing an implant via trans-esophageal 
echo guidance. The purpose of the implant is to ensure the closure of the 
LAA and to impede the flow of blood. The intervention is carried out 
under general anesthesia and is similar to the implantation of a stent.
Since the geometry of the human heart is different for each patient, the 
size and shape of the implants to be installed are of fundamental impor-
tance. In this context, the decision-maker is the surgeon, who bears the 
responsibility for the outcome of the surgery. The standard process to 
treat atrial appendage occlusion begins with a computed tomography 
(CT) scan of a patient’s chest. This allows the doctor to create a rough 
estimate of the shape and size of the implants that will be implanted. CT 
is an effective tool and provides a set of cross sectional images of the 
scanned body along the sagittal plane. The set of images can be processed 
via a 3D-software and a model of the heart can be created—this allows the 
patient´s LAA to be inspected along the desired direction and gives the 
surgeon a better basis for decision-making. While the CT scan images and 
the 3D model are helpful, it remains difficult to foresee the practical dif-
ficulties that may arise during the operation.
In the current practice, implants are mass-produced according to stan-
dardized shapes and sizes, which forces the surgeon to choose from among 
a set of possible implant alternatives. With the aid of the CT scan, the doc-
tor can narrow down the set of implants that could fit the heart of a given 
patient, but there is no full-proof way to in advance identify the right 
implant alternative.
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In practice the fit of the implant is directly tested on the patient during 
the surgery. Once the right dimensions have been found and the final 
decision on the implant made, the implant is implanted. The regular 
procedure foresees that patients can be released after a 24 hour recovery 
which is typically followed by a 45  day anticoagulant treatment. The 
success of the intervention cannot be determined immediately after the 
execution, due to the time required by the human body to adapt to the 
presence of the implant, in fact the verification takes place during the 
weeks following the surgery through periodic checks
In case the procedure fails, the operation is typically repeated and the 
implant is replaced with a better fitting one, thus subjecting the patient to 
a second intervention. The failure of the process may have severe conse-
quences for the patient, such as pericardial effusion, incomplete LAA clo-
sure, dislodgement of the device, and other risks related to catheter-based 
techniques [5].
Enhancing the Procedure with the Help of Additive 
Manufacturing Technology
Additive manufacturing can be used to reduce the uncertainty connected 
to making the selection of the implant used and to assist in planning the 
surgery ex-ante. Contrary to what the reader might expect, the target of 
using additive manufacturing in this context is not the creation of a tailor- 
made implant, but finding a best fitting mass produced implant. While it 
is logical to expect that once a 3D model of the patient´s heart is available 
an implant of the right size and shape could be additively manufactured, 
however the low cost of the mass-produced implant and their availability 
on the market does not make it profitable to print them. Instead a real-size 
copy of the patient´s heart is printed, based on the 3D model obtained 
from the CT scan. This allows the surgeon to test fit of the (different) 
mass-produced implants. The process is relatively low cost and provides 
the advantage of being able to perform pre-surgery testing of fit and by 
reducing uncertainty increases the chances of a successful operation. The 
life-size printed model of the heart also allows the surgeon to study the 
heart and the execution without any pressure, which may prevent practical 
difficulties during surgery to become overwhelming.
The 3D model produced from the CT images is practically print-ready, 
no processing by a human operator is needed. A software tool provided by 
the 3D printer supplier analyses the model and schedules the work for the 
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printer and adds the print-support structures needed, before the model 
can be sent to the machine for printing. The printing technology used is 
stereolitography and it is one of the oldest 3D printing technologies. 
Patented in the United States in 1986, stereolitography uses a generic 
photopolymer—specifically a thermosetting resin monomer to build the 
printed object layer-by-layer on a build platform. Each layer is solidified by 
a UV laser beam that moves all over the cross-section and is used to solid-
ify the resin. Once a layer has been completed the build platform is low-
ered and a new layer of material is injected on the cross section—before 
the new layer is solid, the excess liquid resin is wiped out in order to obtain 
the right layer-thickness; this also ensures that the surface is even enough 
for the application of the forthcoming layers. Finally, the printed heart 
must be finalized by removing the printing supports mechanically 
(by hand).
The material used (resin) does not have to be bio-compatible as it is not 
used in contact with the human organs and it can be chosen based on 
needed mechanical properties of which elasticity is the most important in 
being able to replicate human tissue-like behaviour during the testing and 
surgery planning phase. The resin typically used is the softest provided by 
the supplier and has a Shore-hardness of 50A. Compared to many other 
photopolymers for 3D printing, the substance is very elastic and it can 
reach 160% of elongation before breaking. The printing process including 
the post-treatment of the polymer takes a few hours depending on the 
complexity of the printed object. The short printing-time together with a 
good surface finish of the end product, print resolution is up to 100 
microns, make stereolitography a suitable technology for this application.
The Business Model Perspective
The application of additive manufacturing described above presents fea-
tures that are also found in previous literature [6] as hallmarks of success-
ful implementation of additive manufacturing in practice—low production 
volume, customization of the product, on-demand production, the avail-
ability of the (3D) model, and the (modest) cost of the printing equipment.
The cost of a suitable stereolitographic printer ranges between €3000 
and €5000, which in the context of the healthcare sector is a rather afford-
able investment for most medium and large hospitals, if knowledgeable 
personnel is already in place. The cost of the resin monomer is approxi-
mately 200 €/l, which translates to a material cost of some tens of euros 
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per printed heart. In the context of this case, the region of Trentino—Alto 
Adige in the North of Italy, the yearly number of operations of the 
described type is less than one hundred; the region has approximately one 
million inhabitants.
The low volume of printed hearts produced may nevertheless make it 
unreasonable for a single hospital to acquire a printer, in which case rent-
ing the printing capacity could be a more cost-effective solution. Many 
research-centres and universities are likely to own a suitable printer and a 
partnership between hospitals and local research-institutes are a logical 
way to create win-win partnerships around this theme. More importantly, 
research-institutes typically have the manpower and expertise to manage 
the printing process. Starting from a scratch, the time required to acquire 
the knowledge to manage a polymeric printing process is reasonable—
with a few weeks of training, a person is able to manage the whole process.
To summarize, in the present context it does not make sense to talk 
about a proper business model for this additive manufacturing application, 
however there is a clear benefit to using additive manufacturing to enhance 
the treatment of atrial fibrillation. On a scale of multiple hospitals and 
some thousands of printed hearts on an annual basis there might be a 
profitable niche for a specialized AM manufacturer. There is always busi-
ness relevance in being able to provide superior techniques for medical 
purposes that lower the risks of surgical interventions—this refers to what 
has previously been characterized as incremental change in adopting addi-
tive manufacturing [7].
3  refurbIshIng MetAl dIes wIth 3d-PrIntIng
In the context of manufacturing, it is very common to have processes that 
require a physical contact between a manufacturing machine and the pro-
cessed product. When the contact is made in order to modify the shape of 
the processed item it is inevitable that the part of the machine that makes 
the contact, the so called die, will be subject to wear. The die can be made 
of different materials, but here we concentrate on metal dies. Many differ-
ent surface treatments and improvements in the grade of the base material 
for dies have been designed in order to limit the effects of wear on metallic 
dies. While the metals used are hard, on the long run it is inevitable that a 
die looses nominal geometry, or the surface of the die becomes defective.
The more severe defects are typically surface cracks, sub-surface cracks, 
and the loss of material from the surface of the die. Generic loss of the 
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nominal geometry is a type example of less severe defects that occurs with 
time in the most highly stressed areas of the die. Change of die geometry 
is a common cause of low quality in the end product. The general picture 
is that wear causes the end product of the process involving the die to 
decrease in quality and at a point when the quality-decrease at a limit to 
acceptable level the die used must be replaced or refurbished.
Due to the above issues, some metallic parts of manufacturing systems 
must in practice constantly be monitored through the inspection of the 
quality of the finished items, or through the inspection of the status of the 
parts themselves. Control performed by way of inspecting finished items is 
typically based on comparing the produced parts to the design specifica-
tions and when the design tolerances are no longer satisfied action must be 
taken. There are opportunities for predictive maintenance in these cases—
minimizing the number of unsatisficing end products is a cost issue.
Maintenance of a system component most often requires stopping the 
machine, which causes a loss in productivity—this is why the need to 
repair machines quickly and efficiently is as old as the manufacturing 
industry itself. Here we concentrate on the maintenance of metal dies used 
in manufacturing and especially on the refurbishing of metal dies by way 
of additive manufacturing technologies.
Refurbishing Metal Dies
The current practice of refurbishing metallic dies is based on manual 
labour. After the defective die has been found via a visual inspection of the 
production line, it is removed and prepared for maintenance. If the defect 
is a surface-crack the damaged region of the die will typically consist of an 
irregular surface on which work cannot be done—machining is first done 
to remove irregular surfaces, this is done by an operator by hand with a 
milling machine. In this task the die must be carefully placed in the milling 
machine and the position of the die and the machine must be calibrated. 
The end-result is a cavity with a smooth surface.
The cavity is then filled with a suitable filler-metal, typically a manual 
electro-welding process is used. After filling the cavity the die undergoes 
re-machining so that the original required (nominal) geometry is re- 
obtained. This means that a milling machine is again used, after loading 
the die and calibration of the position on the machine. An error in the 
positioning of the die in the milling machine will compromise the success 
of the whole operation. While the manual refurbishing of the die is 
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relatively inexpensive the risks related to the positioning and calibration of 
the die in the milling machine remains a problem. The main phases of die- 
refurbishment are visible in Fig. 1.
The Hybrid Manufacturing Approach to Refurbishing Metal Dies
Thanks to recent developments in the field of manufacturing equipment 
development, new hybrid equipment has become available. A hybrid man-
ufacturing workstation embeds two, or more, manufacturing technologies 
within it. Typically this means that the elements of both additive and sub-
tractive manufacturing are present in the same system. The clear advantage 
of a hybrid workstation is that as it is able to perform a large number of 
operations the set-up costs are typically lower. Specifically, only one 
instance of pre-processing (including calibration) is needed if the hybrid 
workstation is able to perform an operation, for which multiple machines 
are otherwise needed—this may dramatically reduce the time consump-
tion as well as the risks related to pre-processing. Hybrid work stations are 
operated by software designed specifically for these machines. The down-
side of modern hybrid machines is their relatively high cost.
The hybrid workstation used in refurbishing dies is a DMG Mori 
Lasertec 65—the workstation integrates laser-deposition melting technol-
ogy with a 5-axis milling station. The station is able to automatically 
change between the laser- and the milling-heads. Limitations that the 
workstation has have to do with the volume and the weight of the worked-
 on parts (Ø 500 mm × 400 mm; 600 kg)—this kind of limitations are 
“real” in terms of the workstation not being able to handle larger and 
heavier objects; as technology is developed further these limitations are 
slowly relaxed, but the limitations mentioned are on a “good modern 
Smoothed defect surface Cavities filled with a filler metal Extra filler removed to return original geometry
Fig. 1 The three main phases of refurbishing metal dies. (Original photos 
Matteo Perini)
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level”. In heavy industry the die component size can still be too large to 
fit into hybrid workstations for quite a while. The workstation is able to 
handle various metals and alloys that include stainless steel, nickel-based 
alloys (Inconel 625, 718), tungsten carbide matrix materials, bronze and 
brass alloys, chrome-cobalt-molybdenum alloys, stellite, and tool-steel. 
The CAM/CAD software used is the Siemens NX.
The process of refurbishing dies with the hybrid workstation begins 
with the setting up and calibration of the damaged die in the workstation 
and is followed by a 3D-scan and the subsequent construction of a virtual 
model of the damaged die. A separate software is used for 3D-scanning. 
The accuracy of the virtual model depends on the resolution of the scan-
ner. The accuracy is a relevant issue, as the more accurate the model is the 
more accurately it can be decided, which parts of the damaged areas need 
to be removed—typically the more is removed the more needs to be added 
later on. If the metal alloy used is very expensive the ability to use less 
material may have a positive effect on the total cost.
After the decision has been taken, the virtual model is compared to a 
model of the original (nominal) geometry of the die. With the original 
model and the virtual model of the damaged die it is possible to obtain the 
difference between the two and “instruct” the workstation to reconstruct 
the nominal geometry. The accurate reproduction of the original topology 
by additively filling the cavities to be repaired is the result of a focused 
research project at the University of Trento that developed a new method 
[8] and supporting software that translates the topological difference to a 
set of machine-understandable instructions that the CAM software is able 
to read.
The laser deposition melting solution used allows a homogenous distri-
bution of metallic powders, which occurs under the protection of a shield 
gas that protects the process from oxidation. The system construct is such 
that a separate work chamber with a controlled environment is not 
needed—this makes the process faster that is typically the case. It must be 
observed that the die typically consists of two metallic parts—the part that 
can be called a “saddle” that is connected to the machine and the “contact 
part” that is made of a harder metal and that is attached to the saddle and 
that is the part of the die that is in contact with the produced parts. The 
actual additive manufacturing procedure is divided into three layers, where 
the first layer is the (material of the saddle part of the) refurbished die, the 
second layer is called a dilution zone and it is a mixed material made partly 
of the original die saddle metal and partly of the filler metal (contact part), 
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and the third layer is fully made of the filler metal. This three-part 
procedure is able to produce a very durable non-porous and crack-free 
metallic solid—the refurbished die can be said to be “as good as new”, 
which is the best possible end-result.
The Business Model Perspective
Similar to the heart implant example above, also in the case of die refur-
bishing the uniqueness of the procedure and the product are key ele-
ments—that is, the unique faults in the dies offer a possibility for additive 
manufacturing to be competitive. Furthermore, as the dies are typically 
constructed of two metals the reconstruction process of a die is not simple 
and the ability to refurbish dies to “as good as new” state requires han-
dling high product complexity in an efficient way, something that is pos-
sible with the hybrid workstations presented above. This also means that if 
dies are refurbished en masse that there is always an element of customiza-
tion to the work—identifying the refurbishing procedure for the various 
kinds of faults allows something that resembles mass customization. If a 
relatively expensive hybrid workstation is acquired with a profit in mind it 
is clear that the workstation should have an as high as possible rate of uti-
lization. This means that there should be a number of different dies (and 
other parts) for the refurbishing of which the processes should be well- 
known and ready.
In such a case, even a single hybrid workstation could act as a part of a 
number of maintenance supply chains and in essence function as a machine- 
as- a-service (MaaS). The workstation could be purchased through a leas-
ing contract by the customers, who pay an annual fee for the use of the 
machine, or the machine is acquired by one “player” who then sells the 
capacity of the machine to others—there are many possible types of ways 
to organize the availability and the sale of the capacity of the workstation. 
In the case of the refurbishing metal dies the workstation can, e.g., be a 
part of a die maintenance chain that consists of predictive maintenance 
system in place at one or several manufacturing facilities that use(s) metal 
dies and that is able to refurbish-on-demand. Persona et al. [5] write about 
maintenance outsourcing and the resulting effects on supply chain 
organization.
For a manufacturing company the number of dies that need refurbish-
ing on recurring basis must be large enough to warrant the relatively high 
costs of acquiring and operating a working station, which indicates that 
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such a move would make sense only for large-enough operations. If a 
workstation is present on-site any logistics costs are reduced—this may 
have a marginal positive effect on the cost side, however the potential to 
shorten downtimes with on-site refurbishing may have a more remarkable 
positive effect. In a broader perspective the adoption of additive manufac-
turing technologies must be regarded as a strategic choice for a firm. 
Purchasing AM capable machinery, such as the hybrid workstation, an 
organization makes a long-term commitment into a new technology, 
which not only includes the cost of equipment, but demands the acquisi-
tion of the related human talent. We refer the interested reader to Weller 
et al. [9] for additive manufacturing cases in maintenance applications.
One option in this space is to outsource the maintenance of the metal 
dies and buy “dies as a service”. There are specialized firms that exclusively 
sell industrial maintenance capacity and in a sense machine availability—
typically in these cases the production facilities belong to customer (manu-
facturing company) and the service provider is in charge of their good 
functioning. This option will be discussed more in the remaining part of 
this chapter, where disruptive maintenance-related business models that 
rely on digitalization and excellence in additive manufacturing are 
presented.
4  PredIctIve MAIntenAnce And AddItIve 
MAnufActurIng: JoInt busIness Model
Broadly speaking, predictive maintenance is the practice of scheduling and 
performing maintenance in a way that predicts failures and is hence able to 
contribute to minimizing production downtimes, maximizing component 
lifetimes, and to minimizing maintenance costs, we refer the interested 
reader to see [10]. The indirect benefits that predictive maintenance 
brings include the potential to use maintenance resources more efficiently, 
the ability to carry a lower inventory of spare parts, and the important 
ability to make “tougher” production-related promises to customers. 
These benefits accrue to both the owner of the maintained system and to 
the organization responsible for the maintenance that can also be the same 
organization. The ability to make maintenance more efficient is a source 
of lasting competitive advantage.
Predictive maintenance is winning ground in manufacturing (and else-
where) due to the instrumentation of manufacturing equipment that 
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allows automating the collection of condition data. Based on the data 
collected predictive models can be tuned in a way that enables the accurate 
prediction of the timing of equipment failures and the construction of 
smart maintenance schedules.
Different architectures for predictive systems exist, perhaps the most 
prevalent at the time of writing are “monitoring-based” systems that track 
deviations in the system captured by sensors and alert as they appear. 
Different types of deviations may have different types of “fingerprints” 
and known the tell-tale signs of a deviation allows the correct classification 
of the deviation and the correct prediction of an incoming fault. These 
systems are evolving in the sense that their ability to identify failures 
becomes better with time as more and more data is accumulated and the 
patterns that distinguish the different failures become better known. In 
essence these systems utilize “machine learning”.
Smart means in this context also the ability select a good maintenance 
policy that keeps the level of unexpected component failures (and stop-
pages) at an acceptable level. Smart increasingly means also being able to 
answer to more difficult questions such as: “once equipment is shut down 
for maintenance, what else than only the minimum necessary maintenance 
should one do?”—questions of this type and finding answers to them is 
difficult and requires system-size modeling for maintenance 
optimization.
Maintenance optimization work typically includes the modeling of the 
maintained system and the individual maintainable components (includ-
ing modeling the wear and tear) and the optimization of the system main-
tenance based on the model. Bundling maintenance actions in an optimal 
way is a complex optimization problem and requires considerable com-
puting power and good modeling. So far the typical target of maintenance 
optimization has been a single system, however, it is clear that the optimi-
zation of multiple systems simultaneously offers added benefits. If issues 
such as workforce scheduling are also taken into consideration in the opti-
mization the complexity of the optimizable problems increases, but on the 
other hand so do the potential rewards.
One can without a doubt make the claim that the sophistication needed 
in maintenance optimization is at par with the sophistication needed in the 
rest of the Manufacturing 4.0 paradigm—someone might even go as far as 
to say that smart maintenance can be seen as a part of the paradigm when 
the maintenance context is manufacturing.
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Predictive Maintenance Based Business Model 
for Additive Manufacturing
What makes predictive maintenance different from “typical maintenance” 
is that due to the instrumentation in place even ad hoc (un-expected) fail-
ures can be predicted—in other words there is typically sufficient time to 
react between acknowledging that a component is about to malfunction 
and the actual time the component breaks. This period of grace that results 
from the predictability of faults can be utilized to render the manufactur-
ing operation more efficient by determining the optimal maintenance 
actions that are performed, when the component that is known to mal-
function is changed and by making ready the preparations for the said 
actions to be performed—including procuring the needed components 
that need to be exchanged. In this context the procuring the components 
is the key issue, because the new replacement components can be taken 
from a (local) storage if they are available, brought to the failing machine 
from a storage or production location further away, or produced on-site 
(or near) by additive manufacturing.
Implications of enforcing and making stronger the connection between 
predictive maintenance and additive manufacturing are quite remark-
able—in cases where a failing component, or a spare-part, can be manufac-
tured in time and on-demand for the maintenance action to take place, 
there may be and there most likely are savings to be made. In the case, 
where the alternative is transporting a spare-part from far away, which is 
by far not unheard of. If the on-site (additive) manufacturing of spare 
parts becomes the trend, the logistics of spare-parts becomes less of an 
issue and in fact the “logistics middleman” can be even completely cut 
out. Spare parts logistics are replaced by the logistics of the much less 
expensive and non time-critical logistics of the materials needed to pro-
duce the spare part(s) on location and the digital logistics of the informa-
tion needed to print the spare part.
One can observe that also the need for the storage of spare parts is 
diminished as only spares that cannot be printed on demand must be 
stored—as time passes it can be expected that the selection of materials 
available for additive manufacturing grows wider and the quantity of non- 
printable parts grows smaller. Generalizing and perhaps being slightly 
polemic one may surmise that if there is a revolution by additive manufac-
turing, then it surely must also be a revolution in logistics. As logistics 
costs are not insignificant there is a clear potential for savings immediately, 
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when the cost of production of spare parts by way of additive manufactur-
ing become competitive. We refer the reader interested in the supply chain 
effects of additive manufacturing to see [11].
The above described predictive maintenance—additive manufacturing 
symbiosis requires quite seamless informational collaboration between the 
activities of maintenance (and operation of the maintained equipment), 
which typically require full knowledge of the design of the said machine, 
and of the parts production for the machine. In other words, the collabo-
ration of a number of stakeholders in the process is necessary in a way that 
is very fast, and in the best case automatic.
Automation means that there is a need for a standard system level “rules 
of play” that govern the informational and trade exchanges taking place 
within the system, including a joint understanding and pre-acceptance of 
the involved costs. With the costs we refer, among other things, to the 
cost of the rights of use of the “recipe” or the digital plans required to 
print the spare parts, whose IPR typically resides with the original equip-
ment manufacturer.
The fact that a number of things need to be pre-planned and pre- 
accepted creates a great a “natural” hurdle, when (multiple) separate orga-
nizations need to reach consensus—it is therefore likely that the first 
working systemic solutions that incorporate these technologies in the way 
envisioned above are formed by actors that already control the different 
steps of the maintenance and spare-parts production whole and are there-
fore able to benefit from any and all efficiency increases and cost savings 
related to process changes.
Blueprint for a Vision
Instrumented equipment is able to digitally transmit real-time information 
about the condition of perishable parts to what is called “predictive main-
tenance optimization system” in Fig. 2. The idea is that a sophisticated 
maintenance analytics system is able to utilize data coming from the sen-
sors located in the production equipment (#1 in Fig. 2), to create results 
by utilizing modern condition-based maintenance and predictive mainte-
nance models (for ad-hoc failures), and to use the results as input in a 
sophisticated maintenance action optimization. Modern optimization sys-
tems are able to intelligently group maintenance actions to realize poten-
tial cost savings from performing multiple maintenance actions 
simultaneously. Putting smart maintenance planning automatically into 
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action means that the optimization system has the ability to check the local 
spare parts inventory for existing parts that are needed (#2 in Fig. 2), to 
order needed designs from the on-line OEM depository of 3D designs for 
the parts that need to be printed, and reserving time slots for printing 
from the 3D printing facility (#3 in Fig. 2).
The maintenance optimization system can also reserve (and in some 
cases even optimize) the maintenance personnel resources needed and 
schedule the actual maintenance (#4 in Fig. 2). In contrast to the tradi-
tional model, where the locally non-available parts would be searched for 
and ordered by the automatic system and then shipped to the location 
from an external warehouse possibly on another continent (#5 in Fig. 2) 
the additive manufacturing based model can allow for all physical actions 
to be performed on location. It is clear that a hybrid of the “old and the 
new” is a state that may be in place for a long time and where the smart 
optimization system is ultimately able to decide whether to order spare 
parts from an external warehouse or from a local 3D-printing facility based 
on minimizing a cost function that may include, e.g., time penalties.
In an ideal world the optimization system is able to create a circum-
stance, where the costs are minimized, optimal amount of maintenance is 
carried out, parts are ready just-in-time, and personnel resources are opti-
mized. The driving forces behind reaching this kind of a state are the 
development of digital instrumentation in equipment (IoT), development 
of smart predictive maintenance systems that are coupled with advanced 
Internet-based 
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Fig. 2 Additive manufacturing “3D printing shop” as a part of a predictive main-
tenance oriented maintenance ecosystem
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maintenance optimization systems that are digitally connected to resource 
management systems. The vision presented includes an Internet-based 
depository of 3D designs as a component—such depositories already exist 
for hobbyist designs, as of yet serious B2B depositories have not emerged.
Many different kinds of business model possibilities exist within the 
vision, the envisioned whole can be realized within the “realm” of a single 
actor, or by way of collaboration of specialized single actors.
5  conclusIons
This chapter has concentrated on presenting two real-world cases of how 
additive manufacturing can be used to enhance existing processes that 
otherwise demand precision manual labor and/or cannot be performed as 
well. Both of the real-world cases show that there is potential in additive 
manufacturing in places, where sophisticated tailoring of what is done is 
required, and where precision is a key factor. In both the cases the business 
model aspects had not been fully explored due to the exploratory and 
piloting nature of the activities performed, but it remains quite clear that 
with a high-enough demand for the presented activities there is a profit-
able business case to be made. If a specialized know-how is created around 
an additive manufacturing resource, the resource can be leveraged to ser-
vice multiple different clients. It must be observed that in the same way as 
with any production technology, if the utilization rate of the equipment 
used is low the chances of reaching profitability remain a challenge—the 
laws of production economics do not change.
There seems to be a place for visioning additive manufacturing based 
business models that combine additive manufacturing with other tech-
nologies, such as predictive maintenance, as presented in this chapter. The 
ability of additive manufacturing to deliver on-demand is an important 
factor from the point of view of efficiency gains it is able to bring to the 
business of which additive manufacturing is a part of. When coupled with 
“control” technology that is able to make just-in-time orders and to opti-
mize processes the ability to produce just-in-time can be exploited effec-
tively. The prospect of locally manufacturing with additive manufacturing 
technologies through a global web of digital information is an interesting 
one and puts pressure on mass-production and long-haul logistics based 
business models.
Industry-grade 3D-printers can be thought of as platform investments 
that service more than on client and that draw from a world-wide resource 
 M. URBANI AND M. COLLAN
147
of 3D-printing designs. At this time serious commercial business to busi-
ness depositories of 3D-printing designs do not exist and the business 
model is still in its infancy. Many issues remain to be solved in the (digital) 
collaboration between the original equipment manufacturers to whom the 
3D-printing designs belong to, the secure distribution and pricing of 
designs, and the (trusted) network of 3D-printing resources that can ser-
vice clients globally.
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As discussed already in the preceding chapters, additive manufacturing 
(AM) refers to the transferring of digital blueprints into a tangible objects 
by 3D-printing [1, 2]. The economic feasibility of additive manufacturing 
has been, and still is a question of discussion—however, it has become 
clear that there are a number of specific instances, where additive manufac-
turing is able to create benefits that overweigh the involved costs. 
Specifically in cases, where the to-be-manufactured items, typically parts, 
require difficult to construct geometries, or that would benefit from hav-
ing cavities within the geometry, additive manufacturing has already 
proven to carry considerable benefits. Discussion in the previous academic 
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literature has not been very precise about quantifying the economics of 
additive manufacturing and mostly the discussion has been done on a 
project-based level, where feasibility of additive manufacturing has been 
looked at from the point of view of the said projects [3–5]. Industrial 
contexts that have been studied in this vein include hearing aid production 
[6], chocolate [7], and military aviation [8].
All in all, the situation is quite unsatisfactory from the point of view of 
better understanding the types of things that drive the economic feasibility 
of additive manufacturing in general and there seems to be as such a rather 
clear need for straightforward quantitative analyses that would illustrate 
what kind of potential and/or expectations one can make with regards to 
the economics of additive manufacturing methods, perhaps not alone, but 
as parts of manufacturing systems. Discussion of additive manufacturing 
economics has mostly happened within the context of talking about busi-
ness models around additive manufacturing and more broadly manufac-
turing 4.0—this is also reflected above in the chapter of this book that 
concentrates on the business models.
In this chapter we look at the quantification of the feasibility and the 
economics of additive manufacturing from the point of view of spare parts 
manufacturing that is we use it as the underlying context. The production 
of spare parts for technically high-end industries such as the automotive 
and the aerospace industry [8–11] is something that has already been 
found economically viable, therefore it constitutes a good ground for 
quantitative illustrations. Spare parts manufacturing is interesting also 
from the point of view that the spare parts business has some distinct char-
acteristics, which make it fit especially well with additive manufacturing: 
there is a need for reducing lead times, for minimizing the supplier’s 
inventory [12], and there is also the issue of extending the time original 
equipment manufacturers (OEM) are able to offer spare parts support 
[13, 14]. Typically the demand of spare parts is variable on the very short 
time frame and the demand trend also changes with the lifecycle of the 
items for which the parts designed, this is why manufacturers try to rigor-
ously minimize the spare part stock at hand, while they must be able to 
deliver parts quickly on-demand. The speed requirement is accentuated in 
situations where the parts-availability is contracted until years ahead.
Traditionally, spare parts inventory-issues are resolved by aggregating 
demand and serving customers from typically country-specific stocks. As 
spare parts, for example, for production equipment may be tailor-made for 
customers and OEM-stock of these parts must be constantly held, this 
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may mean that the total inventory holding costs of spare parts may be 
considerably high. Another issue is that when centralized inventories are 
used, the cost of logistics that is, transportation of spare parts, may be very 
high, sometimes even higher than the cost of a single part. Table 1 pro-
vides a general summary of issues related to the economics and manufac-
turing of spare parts and products that have been considered important 
from the point of view of manufacturing economics in the previous litera-
ture and for each of which a robust (linguistic) evaluation has been given 
(also based on previous literature) both for additive and for traditional 
manufacturing.
The list of issues and the “evaluations”, presented in Table 1, has been 
collected and summarized from [13, 15–25] and makes for a rather com-
prehensive summary of the things that affect the economies of additive 
manufacturing in the context of spare parts manufacturing, however the 
list is most likely relevant also beyond this context. To explore the 
Table 1 Robust evaluation of economic and manufacturing issues regarding 
additive and traditional manufacturing (based on previous literature)
Product/Part Additive manufacturing Traditional 
manufacturing
Market segment (type) Niche Mass
Market potential Low High
Market volumes Medium to high Low to high
Market demand pattern Stable/uncertain/unitary Stable/uncertain
Product customization need High Low
Product’s value added (to customer) High Low
Product value versus transport cost Low High
Product size Small Large
Product’s geometric complexity High Low
Product’s structural integrity 
requirements
High Maximum
Manufacturing automation (today) Low High
Manufacturing phases ≥ 2 1
Raw material needed to create a 
product, n
1 ≥ 2
Raw material’s machinability Low High
Raw material cost High Low
Raw material origin Synthetic Organic
Raw material’s natural form Powder Solid
Raw material’s ratio of material  
removal (solid only)
High Low
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combination of item qualities, which make them economically viable for 
AM-technology, we derive and use a simulation model that numerically—
instead of qualitatively (see Table 1)—deals with the critically important 
variables. The type of analysis is of comparative type as, parallel to 
AM-scenario, also the cost of conventional manufacturing is calculated. 
Assuming an item’s quality to be independent on the way that how it is 
made, it is highly unlikely that an endogenous transition to this new tech-
nology would realize without any of the underlying economic drivers, 
which we now quantify in this research.
With the results from the model we take a stab at the discussion about 
the “bigger picture” of the economics of additive manufacturing in the 
context of spare parts manufacturing. The picture we paint is formed tak-
ing into consideration the uncertainty and the limited information sur-
rounding the studied six spare part lifetime strategies. The number of 
previous studies, where simulation analysis is used in this context (eco-
nomics of additive manufacturing) is small. An exception to the rule is the 
closely connected simulation-based research by [19] provides insight into 
postponement strategies in the supply chain in connection with additive 
manufacturing.
To the best of our knowledge, there is no previous research that would 
explore the feasibility—and the economic space of additive manufacturing 
in a similar way that is done here—this makes this research novel in this 
respect. Here we limit our interest on the economic aspects of using addi-
tive manufacturing within the “production lifetime” of spare parts prod-
ucts (production)—more specifically we concentrate on the cost of 
production aspect. We do not take positions with regards to the different 
technical aspects and refer the reader interested in technical issues to see 
[4, 20, 26–31]. We omit discussions about business models surrounding 
and based on additive manufacturing as they are already discussed in detail 
elsewhere in this book.
The rest of this paper is organized as follows: the following chapter 
provides a high-level problem description together with the technical 
details of the simulation model. then the numerical simulation results 
from the simulation are presented with factor analysis concerning indi-
vidual variables. These numbers are supported by a detailed discussion on 
the attained insights within the limits of the simulation. The paper is 
closed by drawing some conclusions and discussing the results.
 J. SAVOLAINEN AND M. COLLAN
153
2  IdentIfIed AddItIve MAnufActurIng StrAtegIeS, 
the Model uSed, And the SIMulAtIon Setup
The managerial decision on what manufacturing technology is chosen for 
a new manufacturing “project” is not a fixed one in the sense that the 
answer is always “conventional” or always “additive”. The choice depends 
on the situation—in a case, where there is no existing demand-base calls 
for flexibility that is, the ability to be able to start small (“niche market”) 
and then expand production later, in case the demand grows. In a case, 
where the economics are clear from the beginning, with established mar-
kets and stable and strong demand, the easiest and perhaps the safest way 
to go is typically to choose the use of conventional manufacturing meth-
ods. In cases where the demand is low and volatile in the starting phase, 
then grows and stabilizes, and perhaps towards the end of the life-cycle of 
the product deteriorates and becomes volatile again, one may consider 
first using additive manufacturing, then switching to conventional and 
back again at some point. This means that hybrid strategies are possible, 
and may be the smartest choice. In this vein, for the purposes of this 
research we identify six possible production strategies discussed in the pre-
vious literature on additive manufacturing:
Strategy 1—“Full TDM”, where traditional manufacturing methods 
are used for the whole manufacturing lifecycle. This is the typical case for 
products with existing and stable demand and the case, when additive 
manufacturing possibilities do not exist.
Strategy 2—“Full AM”, where the production during the whole 
manufacturing lifecycle is done by using additive manufacturing 
technologies.
Strategy 3—“End of life AM”, where production is started with 
traditional manufacturing methods and towards the end of life of the 
product, when demand typically decreases until it disappears, production 
is changed to additive manufacturing.
Strategy 4—“Bridge”, where the production is started with additive 
manufacturing methods and if (when) it picks up in a way that justifies 
using traditional (mass) production technologies and the connected 
investments they are adopted.
Strategy 5—“Bridge + end of life AM”, where production is started 
with additive manufacturing, then moved to traditional manufacturing 
and again, towards the end of life changed to additive manufacturing.
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Strategy 6—“Other”, include more than two production mode 
switching decisions and therefore does not fall into any of the 
aforementioned categories.
Now, the goal here is not to test each one of the above strategies 
separately, by creating a model for them, but to use a numerical simulation 
to randomly create a large number of “production lifecycles” that exhibit 
combinations of using AM and TDM during the lifecycle and to see which 
strategies are manifested in the simulated lifecycles, under what kinds of 
circumstances, and how often. Practically put, the simulation process to 
create the production lifecycles is run in the following way for a single 
lifecycle (scenario):
 1. Random values are drawn for the product characteristics from the 
given variable value ranges (that represent the uncertainty)
 2. Month-by-month production-cost arrays for both the additive 
manufacturing, cAM, and the conventional manufacturing, cCM, of 
the product are calculated. Cumulative values are calculated by 
using a fixed demand pattern for 300 months (discussed in detail 
below). For a more analytical description see Appendix A
 3. For each month, we choose the smaller of the two simulated costs 
[cAM, cCM] to arrive at cOPT that represents a “theoretically optimal 
production mode” for each month. By adding the monthly cOPT 
values the cumulative optimal lifetime cost is calculated.
 4. The number of switching points is calculated; when cAM(t) < cCM(t − 1), 
and cAM(t) > cCM(t + 1), or vice versa, and the timing of switching 
with respect to the product lifecycle is observed (see Appendix B for 
further details)
Put simply, we let the simulation model estimate the “optimal” use of 
AM-technology by using a simplistic rule of “switch if the alternative is 
cheaper” and explore the results to see whether the production mode 
switches coincide with any of the above-listed strategies.
The “world” that underlies the simulation and to which the switching 
rule is subject to consists of a single (fixed) demand-scenario. This is also 
(and obviously) a simplification of reality, because in reality there may be 
a virtually infinite number of possible demand scenarios—but for the sake 
of illustration, we limit the realism of the simulation and use only one 
demand scenario. This scenario is based on the idea that the underlying 
product is a newly launched product, the demand of which has first a fast 
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positive evolution and that the demand, after having peaked, declines less 
rapidly. The demand pattern used here is “smooth” and does not include 
any short-term variance that would in reality be typical of the demand for 
a product. The demand pattern is visible in Fig. 1.
The rest of “the world” surrounding the product life-time is made of 
eight variables, see Table 2, the values of which, together with the demand 
curve can be used to determine whether the production cost is lower with 
additive manufacturing or by way of traditional manufacturing. The vari-
ables represent issues that have in the literature been identified as impor-
tant from the point of view of adoption of additive manufacturing—the 
selection has been made by the authors. To generalize the cost of additive 
manufacturing is defined as a multiplier of traditional manufacturing 
unit cost.
In the simulation each scenario (each production situation tested) is 
randomly generated, by drawing a random value for each one of the input 
variables. The initial variable value distributions are uniform that is, all 
values are equally likely for all parameters. After the initial values are drawn 
the “production” continues month-by-month following the demand 
curve. What we effectively do is that we run a Monte Carlo simulation 
Fig. 1 The demand pattern used, visualized as a function of time. Left: Example 
of total demand of spare parts plotted on a logarithmic y-scale. Right: Change-% 
in demand
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(MCS)—the number of rounds or “productions” used is 500,000. The 
resulting input-output pairs are then studied by way of factor analysis (FA) 
to identify the robust relative importance of each variable for the outcome. 
As such the results are quite robust and general.
The Simulation Model Used
As discussed above, the main idea of using a simulation model is to perform 
a robust comparison of the relative costs of additive manufacturing versus 
conventional manufacturing and to see whether it is AM or TDM that 
would be used in the production. In essence, the model calculates the 
monthly production cost for the both production methods, based on 
selected input variable values and a fixed demand curve. At any point of 
time during the simulated production life-span, the preferred production 




current AMcost current TDMcost
useAM useTDM
[ ] < [ ]
: .  
(1)
We assume that the demand is fulfilled instantly when AM is used, 
whereas in the case of TDM items must be ordered beforehand—a safety 
stock requirement (i3) is used to buffer the demand in TDM, which 
increases the total number of spare parts needed (for details see Appendix 
A). Based on the relative cost of storing (i7) a total yearly inventory cost is 
calculated, which is then evenly divided to months and used in the monthly 
Table 2 Input variables and their limits, uniform distributions are used
Variable Description Unit Min Max
i1 Installed base of existing equipment  
at t = 0
pcs 10 1000
i2 Average part lifetime months 6 36
i3 Safety Stock requirement – [ratio] 0.01 1
i4 Relative direct cost of part using AM 
vs. TDM
– [ratio] 1 10
i5 Cost of part using TDM – [$/€/£, etc.] 10 1000
i6 Minimum lot size of TDM pcs 10 5000
i7 Relative cost of storing in TDM – [ratio] 0.01 0.1
i8 Riskless interest rate % 0.01 0.1
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cost calculation. Riskless interest rate (i8) describes the opportunity cost of 
having the money invested into product stock. As additional simplifica-
tion, we assume the production of spare parts to be fully contracted and 
requiring no capital investment on the production equipment and that 
there are no restrictions in the availability of the contracted capacity. No 
obsolescence of stored products is assumed in modeling the TDM cost.
The list of outputs is shown in Table 3. Based on Eq. (1) we count the 
total number of AM months (o2) for each simulated production lifetime. 
The information on the number of production mode switches during the 
simulation is stored in output o3, outputs o7-o11 are calculated from the 
simulation results. The focal output of this exploratory research is the 
costs of AM compared to the costs of TDM over the production lifetime 
and most importantly whether AM or TDM is used—the technology that 
is used determines the additive manufacturing profile of the production 
lifecycle that is compared to the six identified strategies. Also the (expected) 
cumulative costs for both TDM (o8) and AM (o9) are calculated for the 
simulation. To determine the “preferred mode of production” we have:
 
IF THENcumulative AM cost cumulative TDM cost select
Preferr
[ ] < [ ] :
ed mode of production AM TDM[ ] = ELSE  (2)
Table 3 Outputs from the simulation model
Variable Description Unit
o1 Initial mode of production, where 0 = TDM  
and 1 = AM
0/1
o2 Sum of AM months Months
o3 Total number of switching points N
o4 Time of first production mode switch – (time)
o5 Time of the last production mode switch – (time)
o6 Final mode of production 0/1
o7 Product volume N
o8 TDM total cost – [$/€/£, etc.]
o9 AM total cost – [$/€/£, etc.]
o10 Absolute cost difference, TDM vs. AM – [$/€/£, etc.]
o11 Relative cost difference, TDM vs. AM %
EoL end of life, TDM traditional manufacturing, BrM bridge manufacturing
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The first and the last switching point times (o4 and o5), together with 
production mode information (o1 and o6) are combined into an insight of 
switching flexibility. These outputs indicate when, if at all, AM-technology 
would most likely be used during the production lifetime. For simplicity, 
we assume that the production mode (AM/TDM) can be changed. Costs 
and delays and that the inventory carrying costs are not inherited, once 
the production changes from TDM to AM. We observe that this is a non-
realistic simplification and do not claim that the model gives a fully realis-
tic picture of how switching could happen in the real world, where 
hysteresis is typically present in switching decisions [32]. We point out 
that the definitions used for the six reference-strategies are provided in 
Appendix B.
3  SIMulAted reSultS And AnAlySIS
The simulated results for the 500,000 production lifecycles were 
automatically processed according to the rules laid out in Appendix B and 
matched to the six reference additive manufacturing strategies. The results 
are visible in Table 4.
Based on the obtained results we are able to summarize some exploratory 
insights. First, there seems to be potential to extend the lifetime of 
products with AM-based spare part support—even in situations, where 
the cost of AM is significantly higher than the cost of TDM (up to 
5.76∗x)—this is in line with Strategy 3, “End of life AM”. Second, Strategy 
4 “Bridge”-manufacturing applications are found seem to be viable, when 
a small installed base of equipment exists. We further note that investing 
in bridge manufacturing effectively opens the option for end-of-life addi-
tive manufacturing. The combination of bridge—and end-of-life manu-
facturing that is Strategy 5, is visibly a more prominent manufacturing 
strategy than bridge-manufacturing alone. Third, high-volume products 
with reasonably small LOT-sizes that do not have manufacturing or inven-
tory cost disadvantages, seem to stay mass-manufactured that is, Strategy 
1 is strong for products of this type.
Interestingly it seems that also high-volume products can benefit from 
end-of-life AM that is, Strategy 3 is strong also there. Overall Strategy 3 
and end-of-life production is the leading strategy in terms of where addi-
tive manufacturing seems feasible. Strategy 2, using additive manufactur-
ing for the whole production life cycle, seems to be marginal in terms of 
how frequently it is feasible in the context of this study—only 0.12% of 
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outcomes reflected this strategy. In these cases the cost of AM very close 
to the cost of TDM.
To further study the flexibility to switch the production mode, some 
key results are illustrated in Fig. 2. A great majority of the simulated pro-
duction lifecycles have between zero and two production mode changes 
(96.87%)—we feel that this shows that the simulation model is in this 
respect quite realistic. The remaining Strategy 6 that is, “other” scenarios 
represent only 3.13% of the outcomes and seem to have an unrealistic 
average of 18 production mode changes, where outliers have even many 
tens of changes—as discussed above, this is a feature of the simulation 
structure and can be explained by the fact that issues such as hysteresis are 
not considered. The first transition from AM to TDM (or vice versa) 
Table 4 Results of 500,000 rounds of simulations divided strategy by strategy 
and mean values for the input variables and for the outputs
Mean values EoL TDM BrM + EoL Others BrM Full AM
Sum of AM 
months
26.82 0.00 59.84 16.00 2.00 301.00
Total Number 
of Switches
1.00 0.00 3.26 2.54 1.00 0.00
Time of First 
Switch
275.18 NaN 4.22 265.61 3.00 0.00
Time of Last 
Switch




1.00 0.00 1.00 0.33 0.00 1.00
Time of 1st 
Switch (cumul.)
NaN NaN 5.73 5.09 3.94 NaN
Volume, n 32.83 32.21 12.21 26.76 3.50 29.74
TDM-cost, 
a1000 unit of 
money
16,742.15 16,422.77 6206.34 13,668.80 1749.90 15,371.64
AM-cost, a1000 
unit of money
83,355.06 107,873.65 8904.56 60,140.40 4724.97 15,219.94
Diff AM vs. 
TDM, a1000 
unit of money
66,612.91 91,450.88 2698.22 46,471.60 2975.06 −151.70
Diff-% AM vs. 
TDM
4.14 5.59 1.36 3.51 3.69 −0.01
EoL end of life, TDM traditional manufacturing, BrM bridge manufacturing
Bolded numbers indicate the most significant input variables based on the factor analysis
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occurs either in the start, or in the end of product lifetime. The timing of 
the last change exhibits an interesting pattern that suggests that the timing 
of the final production mode change in Strategy 3 (End-of-life AM) 
depends on product-specific characteristics and the switch time ranges 
from ~150 to 300 months and averaging for Strategy 3 at 274 months 
(~8.5% of life left) and for Strategy 5 (Bridge + end-of-life) at 247 months 
(~17.5% life left). The bridge-manufacturing period lasts on average only 
four months (1.5% of life). These simulated change-times are dependent 
on the inputs and especially on the demand curve, so they cannot be gen-
eralized and are quoted here for illustration only (Table 5).
Factor analysis of the results reveals that some included input variables 
have only a small effect on the economic feasibility of AM (parts durability, 
safety stock ratio, TDM unit cost, and inventory costs). On the other hand 
the relationship between the cost of AM and the cost of TDM and the size 
of the installed machine base (production volume) seem to be important 
issues from the point of view of AM feasibility. These are, however, only 
Fig. 2 Histogram representation of production-mode changes from the 500,000 
simulation rounds. Observe that the y-axes are logarithmic. Left: # of mode 
changes per simulation. Upper right: Timing of the first change. Lower right: Time 
of the last change
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exploratory and illustrative results that are the results of the assumptions 
used in the simulation model.
4  SuMMAry, concluSIonS, And dIScuSSIon
This chapter has discussed the economic viability and feasibility of additive 
manufacturing as a part of the production lifecycle of spare parts produc-
tion. A simulation model was used to randomly create a large number of 
different possible production lifecycles that were, with the help of a styl-
ized demand curve, analyzed for, when under the assumed circumstances 
production would be made with additive manufacturing and alternatively 
with traditional manufacturing methods. The resulting lifecycle patterns 
of AM and TDM use or manufacturing strategies were compared to six, 
from the literature identified strategies, and the relative frequency of the 















0.043 −0.044 −0.086 0.997 0.997 −0.038
i2 Durability, 
months
−0.036 −0.015 0.076 0.069 0.156 0.021
i3 Safety stock 
ratio
−0.01 0.351 0.001 −0.206 −0.013 −0.014
i4 AM cost 
multiplier
0.095 0.997 0.997 −0.51 −0.481 0.916
i5 TDM Unit 
Cost
−0.001 0.044 0.001 0.048 0.008 0
i6 TDM 
LOT-size




−0.223 0.239 0.136 0.232 0.103 −0.108
i8 Riskless 
interest Rate
0.001 0.285 0.002 −0.034 −0.005 0.009
EoL end of life, TDM traditional manufacturing, BrM bridge manufacturing
Value-range is [−1, −1], where values close to 1 and −1 indicate a strong relationship (direct or “inverse”) 
with the Strategy. Inverse means here that large negative values mean that the small variable values link to 
the specific Strategy. Strong relationships bolded, important relationships in italics
 QUANTIFYING THE ECONOMIC FEASIBILITY OF ADDITIVE… 
162
six strategies was determined. Table 6 lists the main findings for each of 
the six strategies.
The findings presented above are in line with what can be found from 
the literature and quite strongly reinforce the notion that end-of-life use 
of additive manufacturing is an economically viable and feasible strategy to 
adopt the use of additive manufacturing in the production lifecycle of 
spare parts. Factor analysis was used to find the most important variables 
from the point of view of each one of the strategies—the main finding was 
that the relationship between the cost of AM and the cost of TDM and the 
size of the installed machine base (production volume) seem to be impor-
tant issues from the point of view of AM feasibility.
This research is exploratory and has numerous limitations—the 
results are guided by the initial selection of variables, their value ranges, 
and the fixed demand pattern used. The simulation was performed 
purely with a simple cost point-of-view in mind and without taking into 
account other factors. Issues such as design benefits and other added 
value from AM, market dynamics, hysteresis, and many other possibly 
important issues were left outside the scope of this research. This being 
said, the research presented here is among the first attempts to quantify 
Table 6 Main findings for the six production strategies with frequency in the 
simulations
Production strategy Strategy details, relative frequency in simulations
Strategy 1—“Full 
TDM”
The main strategy for high-volume, cheap-to-store products 
with reasonably small LOT-sizes; 14% of the cases
Strategy 2—“Full AM” Strategy seems to be feasible only, when AM manufacturing 
costs are ~equal to the costs of TDM; 0.12% of the cases
Strategy 3—“End of life 
AM”
Strategy for parts with relatively large LOT-sizes that are too 
expensive for large scale AM production. With declining 
demand, the costs of holding inventories outweigh the costs of 
AM-production; 68.5% of the cases
Strategy 4—“Bridge” Strategy for niche-volume parts with very high durability and 
large LOT-sizes. AM is feasible for a short period of time after 




Strategy for small volume, highly durable parts, which would 
require large LOT-sizes in mass production, but are relatively 
cheap to manufacture with AM; 14% of the cases
Strategy 6—“Other” Strategies for small to medium volume parts that are both 
cheap to produce with AM and have a small LOT-size in TDM, 
“the rest of the strategies”; 3.13% of the cases
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the feasibility of additive manufacturing in production lifecycles and as 
such is a contribution to what we know about the economics of additive 
manufacturing.
AppendIx A
DEMAND MODELING/Actual and safety stock demand for spare parts 
at time t:
[Demand actual, t] = [Installed base, n] × [Part durability, months]
[Demand stock, t] = [Demand actual, t] × [Safety stock ratio]
• [Demand TOTAL, t] = [Demand actual, t] + [Demand stock, t]
COST MODELING/Cost of conventional manufacturing:
Total cost of conventional manufacturing, CCM, is the sum of production 
cost, stock holding cost and the opportunity cost of holding the stock:
CCM, p = [Production Lot-size, n] × [Demand TOTAL, t] × [Production 
cost CM, EUR/pc]
CCM, s = [Stock size, pcs] × [Stock holding cost, EUR/pc] + [Opportunity 
cost, EUR], where
[Opportunity cost, EUR] = [Production cost CM, EUR/pc] × [Stock 
holding cost, EUR/pc] × [Riskless Interest Rate]
• CCM = ([Production Lot-size, n] × [Demand TOTAL, t] × [Production 
cost CM, EUR/pc]) + ([Stock size, pcs] × [Stock holding cost, EUR/
pc]) + ([Production cost CM, EUR/pc] × [Stock holding cost, EUR/
pc] × [Riskless Interest Rate])
COST MODELING/Cost of additional manufacturing:
Total cost of additive manufacturing does not include the costs 
associated with production lot sizes and stocks:
CAM = [Demand TOTAL, t] × [Production cost, AM]
AppendIx B
Analytical definitions of the six production strategies
Strategy 1/2—“Full AM/TDM”:
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IF Number of swithces[ ] = 0  
 
AND Final production mode AM TDM[ ] = [ ]( )  
 
AND Initial production mode AM TDM[ ] = [ ]( )  (8.3, 8.4)
Strategy 3—“End-of-Life AM”:
 
IF Number of switches[ ] = 1  
 
AND Final production mode AM[ ] = [ ]  
 
AND Initial production mode TDM[ ] = [ ]  (8.5)
Strategy 4—“Bridge Manufacturing”:
 
IF Number of switches[ ] = 1  
 
AND Final production mode TDM[ ] = [ ]  
 
AND Initial production mode AM[ ] = [ ]  (8.6)
Strategy 5—“Bridge and End-of-Life manufacturing”:
 
IF Number of switches[ ] = 2  
 
AND Initial production mode AM[ ] = [ ]  
 
AND Final production mode AM[ ] = [ ]  (8.7)
Strategy 6—“The remaining production strategies—others”, are 
derived in two parts: (a) scenarios, where the number of production mode 
changes is greater than two; and (b) cases that have two production mode 
changes, but are not Bridge + End-of-life (AM start and end):
 
IF Number of switches[ ] > 2  (8.7a)
 and  
 
IF Number of switches[ ] = 2  
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AND Initial production mode TDM[ ] = [ ]  
 
AND Final production mode TDM[ ] = [ ]  (8.7b)
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The manufacturing industry is changing drastically due to the changes 
brought about by the driving forces of the so-called Industry 4.0 
Transformation, such as digitalization, modularization, additive 
manufacturing (3D printing), robotics, artificial intelligence, mass 
customization, global keen rivalry, etc. Perales et al. [1] characterize 
Industry 4.0. by means of virtualization, interoperability, automation, 
flexibility, real-time availability, service orientation, and energy efficiency, 
whereas Zezulka et al. [2] emphasize (1) digitization and integration of 
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networks, (2) digitization of product and services, and (3) generating new 
market (preferably business) models. This means that the firms that want 
to sustain their competitive advantage (CA) have to be able to rapidly 
reorganize and transform their resource (especially knowledge) bases and 
operational manufacturing skills, routines, and capabilities in a cost 
efficient way. Large multinational companies as well as more local small 
and medium-sized enterprises in the manufacturing industry have to 
proactively find a way to re-invent their new business models in a way that 
combines their strengths in product design and manufacturing together 
with existing, or to-be-created new capabilities in managing digital 
ecosystems. Because of strong network externalities (resulting in “the 
winner takes it all”-earning logic) one can anticipate that only the 
companies that are the first ones to reinvent, recombine and finally 
standardize new capability combinations as necessary bottleneck 
complementary assets will be able to sustain their CA.
Teece [3] uses “digital convergence” as an umbrella concept that 
touches upon the main aspects of the digital revolution. In its core is wire-
less communication based on digital broadband technologies. It makes it 
possible to effectively and flexibly control and monitor extensive platforms 
and digital ecosystems. Digital information is not locally constrained any-
more, which means that the firms can flexibly locate their manufacturing 
activities so that they can best satisfy individual needs of buyers/custom-
ers. The sensors, microprocessors, learning algorithms, etc. enable the 
firms to remote control complex supply chain networks and manufactur-
ing design problems as well as to anticipate of potential problems already 
before anything fatal takes place (the rapid rise of the so called “Internet 
of Things, IoT” manifests that). This means that large parts of manufac-
turing products can be designed where the best high-tech expert knowl-
edge exists and then flexibly produced where the demand is, for instance, 
by means of additive manufacturing (3D printers) and robots. Because the 
role of manual unskilled workers becomes less important, manufacturing 
becomes more foot-loose thus allowing the rise of “born globals” even 
amongst small and middle-sized enterprises. Because of digitalization of 
production design, also the border line between products and services 
partly loses its importance. The manufacturing firms are also service pro-
viders—the integration of manufacturing and service is called servitization 
in [4] and they show empirically that there seems to be a nonlinear 
U-shaped interaction-effect between digitalization and servitization on 
financial performance in a sample of 131 manufacturing companies. In 
addition, the industry boundaries are losing their distinctive nature and, in 
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fact, many of the most promising opportunities can be found on the inter-
faces between former industry clusters.
Information technologies, banking and finance as well as retailing have 
been the forerunners in digital convergence. They have managed to put 
together internet, wireless communication and all kinds of wireless ser-
vices from music, movies, and cameras to social media (see [3]). The same 
concept, internet  +  retailing (Amazon, Alibaba, and eBay), inter-
net + hoteling (AirBnB), internet + taxi (Uber) seems to be working also 
in other services. They all are also good examples of how modern plat-
forms and digital ecosystems utilize positive network externalities and how 
the “winner takes it all logic” works.
The manufacturing industry has been much slower at exploiting the 
huge opportunities of digitalization and wireless communication but it is 
clear that we will quite soon see also there the rise of digital information 
based manufacturing ecosystems i.e. the rise of Internet 4.0. However, it 
is not at all clear who will be the winners and losers within these new eco-
systems. The sad histories of Kodak and Polaroid tell the story of how an 
industry leader can rapidly lose its position when facing the challenge of 
digitalization, if the management is myopic and unable to respond the 
new challenges [3, 5, 6]. It may happen that the new leaders will come 
from outside. For instance, some recent endeavors of Google clearly show 
that they are eager to take steps to this direction.
Even if we will not go deeper into social issues of Industry 4.0 in this 
section, it is worth noting one important implication of Industry 
4.0.Transformation. The extensive adoption of advanced manufacturing 
methods will necessarily result in large re-allocations of global labor force 
working nowadays in manufacturing companies. First, extensive robotics, 
great flexibility and remote wireless control of digitally designed prod-
ucts/services mean that the role of unskilled labor will be diminishing at 
the same time, as the role of skilled labor and high-tech experts will be 
increased. Second, we will also see large geographical relocations, since the 
importance of labor costs, i.e. wage differentials between countries will 
not be so important determinants of the location decision as they used to 
be. For instance, if in an emerging country, let’s say India, the labor cost 
is 50% lower than the labor cost of Germany and the share of labor cost is 
40% of the value of the product, then the cost advantage of manufacturing 
the product in India is 20%. This cost advantage most likely covers all the 
extra re-location costs (transaction costs included) and results in 
outsourcing manufacturing activities to India. However, if the launching 
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of robots etc. reduces the share of manufacturing labor costs from 40% to 
10%, then the cost advantage is only 5% that hardly covers all extra cost of 
outsourcing. In this situation, there are no incentives anymore to outsource 
and we will likely see global supply networks becoming more regional 
again, more about this, see [7]. This again means that it is most likely that 
outsourcing is not playing a great role during the era of Industry 4.0. 
Much more important is the location of high-tech science-based 
knowledge. This will make advanced manufacturing companies foot-loose 
and the so-called high wage rate countries will be winners.
Because of the new phenomena and mechanisms that digital conver-
gence creates for the manufacturing firms, it is of great importance to try 
to understand how they could sustain their CA also in the digital era. In 
order to give answers to this fundamental question, we will look at the 
tools that modern strategic management can offer to successfully over-
come the transformation challenge. The main challenge that the compa-
nies are facing is the challenge of organizational renewal under the 
circumstances of radical uncertainty. After carefully analyzing the pros and 
cons of different approaches, we will conclude that the dynamic capability 
view (DCV) launched by Teece and others [8] is the most suitable 
approach to analyze the challenge. When dealing with the Industry 4.0 
Transformation from the managerial and organizational perspective one 
can conclude that it is mainly about how to create dynamic capabilities 
that are able to change path-dependent operational manufacturing capa-
bilities and resource bases in a way that enables a company to sustain its 
CA [8–11].
This article is organized as follows. First, we will briefly analyze the dif-
ferent approaches of strategic management and look at their general man-
agerial implications. Then we will focus on DCV.  Especially its micro 
foundations will be stressed. In addition, the importance of the 
Schumpeterian [12] entrepreneurial attitude, i.e., the ability to create 
“new combinations” as an important precondition to overcome transfor-
mation challenges will be discussed. The next section goes further and 
deeper and utilizes the Teecean sensing-seizing-reconfiguring framework 
in the context of the digital ecosystems. The main question here is how to 
profit from innovation in networked ecosystems faced by the firms of the 
Industry 4.0. We will look at the ways how the firms can create and cap-
ture value in these conditions where new kinds of dynamic capabilities and 
new business models are needed. Finally, some important managerial 
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implications and conclusions concerning the ways to overcome the 
transformation challenge of Industry 4.0. will be offered.
2  on dIfferent StrategIc ManageMent approacheS 
When facIng the InduStry 4.0. 
tranSforMatIon challenge
All the economics-based strategic management approaches attempt to 
answer the fundamental question of how to achieve and sustain CA i.e. 
why some firms are able to outperform others. Basically, there are three 
explanations for sustainable extra profits (or rents):
 (a) Monopoly-based rents are based on product or service market imper-
fections and the main strategic message is to position a firm so that 
it maximizes its monopoly (bargaining) power at the same time as 
it minimizes the monopoly efforts of rival companies. Porter [13, 
14] brought these ideas into strategy research by means of his 
famous “five forces model”.
 (b) Scarcity-based rents in turn are based on factor or resource market 
imperfections (instead of Porterian product market imperfections). 
Following the old ideas of David Ricardo [15], the resource-based 
view (RBV) posed this issue in the mid 1980s in strategy research 
[16–18]. Barney [19] summarized the basic managerial message as 
follows: try to base your competitive advantage on the resources 
with V(valuable), R(rare), I(inimitable), and N(non-substitutable) 
attributes. In other words, a firm is able to sustain CA, if it employs 
resources that create value (meaning that someone is willing to pay 
for their services) and are scarce and hard to imitate and substitute.
 (c) Entrepreneurial rents are based on the firm’s ability to find 
Schumpeterian [12] new combinations i.e. to utilize its resource 
and knowledge bases in a new way that create new earning oppor-
tunities. The dynamic capability view (DCV) introduced by Teece 
and others [8] opened up this evolutionarily inspired way of think-
ing in modern strategy research. The most important difference 
when compared to the Porterian or resource-based view is the 
dynamic nature of this approach.
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Next, we will briefly discuss the pros and cons of three different CA expla-
nations in the context of Industry 4.0. Transformation.
 (a) The Porterian five forces model is based on the microeconomics- 
based monopoly model and tries to maximize the bargaining power 
of the firm. Porter [13, 14] introduces three strategies to obtain 
CA: (1) cost advantage strategy based on economies of scale and 
scope, (2) differentiation strategy based on the ability to create 
brands with inelastic demand, and finally (3) niche-based strategies 
suitable mainly for small and middle-sized enterprises. When ana-
lyzing these strategies in the context of the Industry 4.0. 
Transformation we are tempted to argue that traditional produc-
tion-related economies of scale are not of great importance any 
more, since they are more suitable for the industry model where 
decreasing average total costs could be achieved by large conglom-
erates. However, also Industry 4.0. offers economies of scale-based 
advantages mainly for two reasons that in fact explain the rise of 
platform- based ecosystems during the last 10–15 years. First, digi-
tal products/services are often characterized by high first copy cost 
and then rapidly decreasing marginal costs often approaching zero. 
This combination creates strictly decreasing average costs and, con-
sequently, a decreasing supply curve. Second, digital goods are also 
characterized by strong demand-related positive network externali-
ties resulting in the increasing demand curve (up to a certain 
point). Together these two elements often lead to the “winning 
takes it all” equilibrium where one company or few oligopolies 
dominate global markets (think about Google, Facebook, Amazon, 
Alibaba, Airbnb, etc.). Hence, the main lesson for the companies 
facing the Industry 4.0. Transformation is to try to simultaneously 
utilize both the decreasing average costs and (up to a certain point) 
increasing demand curve.
In addition, the economies of scope are of importance in the era 
of Industry 4.0, too. If a company is very good at doing something 
special because of its strong core capabilities, they should try to 
find other industries (or in fact platforms/ecosystems) in which 
they can apply them as well. Flexibility, digitalization and globaliza-
tion of the new industrial world create many new opportunities to 
exploit this potential. Differentiation strategy can also be utilized 
during the Industry 4.0. era, since the digitalization/mass 
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 customization/servitization all create more opportunities to be 
global instead of being regional as it used to be in the older manu-
facturing model. The same holds true for the niche-creation strat-
egy. There are opportunities for agile “born globals” as well.
 (b) Next, we will have a look at the interpretations offered by the 
RBV. As mentioned, it is based on the land rent ideas of Ricardo 
from the year 1817. Instead of focusing on product market imper-
fections RBV focuses on factor market imperfections. If a company 
manages to have resources with VRIN (valuable, rare, inimitable, 
non-substitutable) attributes, it is able to have at least temporary 
CA [19]. The stronger the so-called isolation mechanisms based, 
for instance, on causal ambiguity or tacit knowledge [16] are, the 
better the company is able to establish sustainable CA. Unfortunately, 
it seems that during the era of Industry 4.0., the opportunities to 
base CA solely on tangible VRIN resources seem to be very lim-
ited. However, the opportunities to utilize knowledge- based intan-
gible assets as elements of CA are much higher. This advantage 
often utilizes strong and effective software algorithms in order to 
create totally new customer-tailored services with strong positive 
network externalities discussed before. In our view, the main mes-
sage in the context of the Industry 4.0. Transformation has to be 
reanalyzed and rewritten but, clearly, the intangible resources with 
VRIN attributes still remain as important sources for CA.
 (c) Finally, entrepreneurial Schumpeterian rents that can be obtained 
and sustained by means of dynamic capabilities to renew, rethink, 
create and destroy existing resource and knowledge bases to better 
respond to the challenges of rapid environmental changes are of 
great importance when trying to face the challenges of the Industry 
4.0. Transformation.
After this introduction to the basic ideas of modern strategic management 
that show that they all are relevant when trying to utilize strategic options 
created by the Industry 4.0. Transformation, we will now go further by 
concentrating mainly on dynamic capabilities as main sources of entrepre-
neurial Schumpeterian rents. Nevertheless, we have to keep in mind that 
the strategic elements revealed by the Porterian and RBV have to also be 
taken into account.
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3  dynaMIc capabIlItIeS: What are they all about
When analyzing the importance of DCV it is advisable to start with a 
broader picture that sheds light on its evolutionary roots. In their influen-
tial book, “Evolutionary Theory of Economic Growth” Nelson and 
Winter [20] launched the idea about the firms that consist of routines and 
more collective bundles of routines, called capabilities. They are stable 
learned patters that enable a company to be successful. Because of bounded 
rationality [21] and often even radical uncertainty, the firms are not nor-
mally able to optimize. Instead, they try to find satisficing solutions (based 
on earlier success) that can be improved by continuous learning.
There are different kinds of routines and capabilities. The simplest 
ones, the so-called first-order capabilities, are generated for pure replica-
tion of the existing system [20, 22]. If the environment remains stationary 
more than lower-order capabilities are not needed. Of course, however, 
normally the firms are living in continuously changing environments, 
which means that replication is not enough to be profitable. The firms 
have to generate also higher-order capabilities that are able to renew and 
change existing resource and knowledge bases. These higher-order capa-
bilities are called dynamic capabilities. In fact, we would like to categorize 
capabilities as a continuum in which they range from pure replicating 
capabilities via semi-dynamic capabilities (“best practices”) to genuine or 
radical dynamic capabilities that are able to generate new innovative ways 
to organize business activities.
In order to offer an even broader evolutionary picture we will briefly 
utilize the cultural evolutionary framework introduced by Campbell [23]. 
He distinguishes three evolutionary mechanisms that control cultural evo-
lutionary processes, to which also business evolution belongs. The three 
basic mechanisms are: variation, retention and selection. In the business 
ecosystem, the role of variation is based on the firms’ ability to generate 
something new or, as Schumpeter [12] put it, to create “new combina-
tions” or innovations. Here the role of entrepreneurial attitude is of great 
importance. The second mechanism is retention or replication, which cre-
ates stability within the firm. Retention is typically realized by lower-order 
capabilities based on cumulative learning and repetitive actions following 
the idea of Simonian [21] “satisficing”. In a way, one can think that reten-
tion is based on organizational culture. The third mechanism, selection, 
takes place through competition so that the fittest capabilities within the 
company and, finally, the fittest products/services, i.e., the ones that 
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customers are willing to pay for are selected through market forces. This is 
the basic idea of Schumpeterian creative destruction.
In a similar way as in biological evolution in which variation is realized 
through mutations and retention through inheritance, it is very important 
that variation and retention are balanced also in the business context. To 
give an example, if there are too many radical innovations within a com-
pany it is most likely that an organization cannot survive because the exist-
ing organizational culture cannot cope with too many radical changes. In 
the biological sphere, the clear analogy is cancer as a result of two radical 
mutations. Interestingly, modern strategic management literature deals 
with this balancing problem by means of the concept of ambidexterity. 
Based on the ideas of March [24] who analyzed the roles of exploitation 
(based on existing capabilities, i.e., on lower-order capabilities) and explo-
ration (based on new, not-yet-existing capabilities, i.e., on dynamic capa-
bilities), the ambidexterity literature (see [25]) also deals with balancing 
these two mechanisms in a way that creates success. The more rapidly the 
business environment is changing the harder it is for management to bal-
ance these two tendencies, variation and retention/replication. If you 
invest too much in exploitation at the expense of exploration, you are not 
able to adjust to drastic changes in the business environment and, vice 
versa, if you invest too much in exploration your organization is perhaps 
not able to follow rapid changes due to path-dependent rigidities/organi-
zational inertia. Clearly, also the firms in manufacturing are now facing the 
ambidexterity problem.
After a short evolutionary journey, we will now go deeper to look at the 
nature of dynamic capabilities. Dynamic capabilities were defined as fol-
lows by Teece and others [8] “a dynamic capability is the firm’s ability to 
integrate, build, and reconfigure internal and external competences to 
address rapidly changing environments”.
Another well-known definition is given by Eisenhardt and Martin [26] 
who stress more the “best practice” nature of dynamic capabilities thus in 
a way describing what we earlier called as semi-dynamic capabilities. They 
define dynamic capabilities as “the firm’s processes that use resources—
specifically the processes to integrate, reconfigure, gain and release 
resources—to match and even create market change. Dynamic capabilities 
thus are the organizational and strategic routines by which firms achieve 
new resource configurations as markets emerge, collide, split, evolve, and 
die”. Perhaps the most exact definition is the one of Helfat and others 
[27], “A dynamic capability is the capacity of an organization to 
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purposefully create, extend, or modify its resource base”. In our view, this 
definition most clearly emphasizes Schumpeterian entrepreneurial think-
ing in which “new combinations” i.e. innovations are the engines of stra-
tegic (see [28, 29]).
Teece [9] went further in order to reveal the micro foundations of 
dynamic capabilities. According to Teece [9–11] , dynamic capabilities 
consist of three separate capacities i.e. sensing, seizing, and reconfiguring 
(transformation). To generate real changes based on dynamic capabilities 
the firms have to be able to, first, sense even weak signals that appear as 
strategic options. Second, they have to be able to invest i.e. to exercise the 
most promising strategic options. Often this also means that the firms 
have to disinvest in some older capabilities that are not regarded as profit-
able any more. Third, the managers have to be able to reconfigure or 
transform their existent path-dependent resource and knowledge bases 
and processes in a way that makes it possible to realize strategic 
options sensed.
Again, it may happen that different capacities of dynamic capabilities 
are not balanced. For instance, some firms may be very effective in sensing 
new strategic options by means of entrepreneurial alertness and/or effi-
cient technology scanning systems but at the same time, the managers can 
be quite too slow to make investment decisions thus destroying the exist-
ing opportunities. Perhaps the most problematic part is the third one i.e. 
how to effectively reconfigure (transform) your existing resource and 
knowledge bases. It is not enough to do the things right by means of 
operational and semi-dynamic capabilities but the managers have to do the 
right things through dynamic capabilities as well. Here we see the ambi-
dexterity tradeoff problem in action. As mentioned, it is of great impor-
tance for a company to have a stable organizational culture that is based 
on continuous learning and exploitation of existing routines and capabili-
ties. On the other hand, transformation necessarily means also explorative 
actions that destroy at least partly existing path dependent capabilities. 
This necessarily creates tensions on different organizational levels. There 
is always a tradeoff between competence-enhancing exploitation and com-
petence-destroying exploration [25].
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4  dynaMIc capabIlItIeS In dIgItal platforM-baSed 
ecoSySteMS: hoW to create and capture Value
In the previous section, we introduced the evolutionarily inspired view of 
the way how firms behave and how they can achieve and sustain their CA 
by means of lower- and higher-level capabilities. However, during the last 
ten years the things have become even more complicated because of rapid 
globalization, keener rivalry, product and service mass customization, 
need of increased flexibility, modularization, digitalization and related 
positive network externalities. These “digital convergence” [3] related 
phenomena have dramatically changed the way how the firms nowadays 
compete with each other and especially how they get connected with each 
other through the so-called multi-sided platforms (MSP) [30]. The reason 
of the rapid rise of MSP’s relates to positive network externalities resulting 
in increasing demand curves together with often dramatically decreasing 
average total costs due to large “first copy cost”. The first mover’s advan-
tage or “winner takes it all” are the dominating principles of the MPS’s. 
The firms that rapidly achieve the so-called critical mass are also able to 
establish and dominate their own platforms and thus indirectly create their 
own ecosystem. Because of network externalities and increased flexibility 
(mainly due to digitalization), the companies are able to leave their tradi-
tional industry clusters and to create quite new interfaces and ecosystems.
There are many definitions for platforms and ecosystems. We will use 
the ones applied in modern strategic management literature. Teece [3] 
defines the platforms and ecosystems as follows, “A platform is any com-
bination of hardware and software that provides standards, interfaces, and 
rules that enable and allow providers of complementors to add value and 
interact with each other and/or users. Collectively, the platform 
innovator(s) and the complementors constitute an ecosystem, the viability 
of which depends on continued innovation and maintenance of the plat-
form by its owner(s) and a delicate balance of cooperation and competi-
tion among the providers of complements”. Helfat and Raubitschek [30] 
stress that “digital MSP ecosystems are characterized by crosside (or indi-
rect) network effects, in which the value to a party on one side of the 
platform depends on the number and quality of the parties on the other 
side(s) of the platform. Cross-side network effects are often positive”. 
Complementary assets play an important role in each MSP’s and they are 
essential when a firm tries to build its business model in order to profit 
from its innovation. A succinct definition of the concept ecosystem is 
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offered by Adner [31]. He regards it as “an alignment structure of the 
multilateral set of partners that need to interact in order for a focal value 
proposition to materialize”. Alignment structures may be variable and the 
structure is often non- hierarchical consisting of complementarities that are 
co-specific and multi- sided. It is worth noting that partners in an ecosys-
tem can simultaneously be also rivals.
Because of rapid digitalization, platforms and related ecosystems are 
becoming pervasive and therefore a provider of a complementary asset(s) 
has to be able to become a part of a wider platform. Even if the platforms 
often are multi-sided, it is typical that there is a technologically leading 
company that sets the agenda and controls the evolution of the platform. 
As Teece [32] states, an ecosystem is anchored by a platform or many rival 
platforms that are connected through common standards (often protected 
by patents, copyrights, trade secrets, etc.) and interfaces.
It is interesting to note that the idea of an ecosystems fits very well to 
the evolutionary theory of the firm launched in the former section. The 
basic idea is based on biological co-evolution, a process through which 
species become developed in a continuous evolutionary cycles following 
the variation, selection, and retention mechanisms. Moore [33] first 
adopted this idea in business literature in a Harvard Business Review arti-
cle. Of course, Nelson and Winter [20] utilized the same idea in their 
evolutionary models, even if they did not use the concept of an ecosystem. 
As Teece [32] highlights, co-creation and co-evolution through competi-
tion (selection) are typical also for business ecosystems in which the inno-
vator has to make transaction cost based decisions (see also [34]) about 
the elements of the value creating platform. The main question is which 
innovative ideas are to be internalized and which ones to be externalized 
for other providers of complementary assets.
Focusing on the importance of complementarities Jacobides and others 
[35] state succinctly “An ecosystem is a set of actors with varying degrees 
of multilateral, non-generic complementarities that are not fully hierarchi-
cally controlled”. Especially they stress that the relevant complementaries 
can be co-specialized and unique (i.e. the items A and B cannot be pro-
duced alone without coordination that puts them together) and/or super- 
modular (i.e. the more an item A is produced the cheaper or better in 
quality are also the items B and C). Uniqueness and supermodularity 
mean that interdependencies are standardized, which in turn presupposes 
specific routines and capabilities that are needed in designing ecosystems. 
Helfat and Raubitschek [30] call them integrative capabilities and 
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especially the ability to create them is of great importance when trying to 
profit from platforms and ecosystems.
In his influential Research Policy article, Teece [36] launched the idea 
of the profiting from innovation framework in order to analyze how a firm 
could profit from its innovation. Of course, the situation in the 1980s was 
not that complex as it is nowadays. Teece focused on one product 
innovation- one company-one industry-model and showed that the most 
important factors when trying to capture the fruits of innovation were (1) 
the nature of the appropriability regime (based either on tacit knowledge 
or on legal means, such as patents, copyrights, trademarks, and trade 
secrets), (2) the role of co-specialized complementary assets, (3) the 
nature of innovation (autonomous or systemic), and (4) timing. 
Appropriability regimes are strong when knowledge assets are based on 
tacit knowledge and, in addition, protected by legal means. Even in the 
1980s, it was clear that legal means were strong only in some industries, 
such as pharmaceutical or chemical ones. Hence, even then the comple-
mentarities and the nature of innovation played a crucial role. Interestingly, 
Teece [36] in a way came to the same conclusion as the RBV at the same 
time. If a firm manages to have strongly protected assets that preferably 
are also bottlenecks in a supply chain, it is most likely able to profit from 
innovation as well.
In his follow-up article, Teece [3] updated his profiting from innova-
tion framework for the digital era emphasizing the role of network exter-
nalities and digital convergence and launching the idea of an ecosystem in 
which the role of complementarities and multi-inventions are crucial. 
Teece [3] started now from platforms and ecosystems stressing the funda-
mental roles of complementarities and positive externalities-based interde-
pendencies that, of course, weakened the role of the traditional 
appropriability regime based on legal means.
Teece [3] showed that it is hard to protect general-purpose technolo-
gies as well as so-called enabling technologies, such as photonics, advanced 
materials, nanotechnologies, artificial intelligence, machine learning and 
robotics. This means that there are too little incentives to produce new 
knowledge in these fields without public funding or without successfully 
participating in value creating ecosystems. The key factors were the comple-
mentarities together with a strong appropriability regime. It is not any more 
enough that a company is able to innovate in enabling technologies and to 
protect it strongly by means of tacit knowledge or legal means (cf. [37]). 
It has to be able to connect it to an existing or emerging digital ecosystem 
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and, most importantly, it has to be able to generate a bottleneck asset that 
is unique and preferably super-modular. As Teece states [3], however, 
“these bottleneck assets are not easy to identify and they may shift over 
time” when an ecosystem evolves. A similar situation can be found from 
many manufacturing platforms, such like the automobiles or aircraft in 
which modularization and standards have made it hard to profit from 
autonomous innovation because of keen competition between the provid-
ers of complementarities. In fact, in the digital era competition takes place 
at three levels, first, between the providers of complementary assets within 
a platform, second, between different platforms within an ecosystem, and 
third, between rival ecosystems (see also [3]). In addition, all the ecosys-
tems are continuously evolving at the same time when the interfaces are 
getting more blurred. Interestingly, a company can also be a part of differ-
ent (even rival) platforms and ecosystems.
As Teece [3] concludes the fate of a company within an ecosystem and 
the fate of the whole ecosystem now drastically depends on (1) the ability 
to continuously generate relevant complementarities and especially on (2) 
the cognitive entrepreneurial capabilities [38] of the ecosystem’s leaders 
to orchestrate, coordinate and strategize the ecosystem. In order to profit 
from the platforms the firms have to be able to produce bottleneck com-
plementarities that create value for the platform and are somehow pro-
tected through tacit knowledge and timing.
This brings us to the issue of dynamic capabilities. Building up com-
petitive platforms or bottleneck complementarities and designing business 
models in rapidly evolving digital ecosystems is not possible without 
strong dynamic capabilities. The managers of platform leading companies 
have to be able to sense new opportunities also outside the platforms, to 
seize the new opportunities rapidly if needed, and to reconfigure knowl-
edge and resource bases not only within the own company but also within 
the whole platform or even ecosystem by changing its constituting ele-
ments and complements providers. In a similar way, the managers of com-
plementary assets providers have to be able to sense, seize and reconfigure 
to be able to create critical bottleneck assets.
Helfat and Raubitschek [30] develop these ideas further by analyzing 
the dynamic capabilities that are necessary for profiting from innovation in 
digital multi-sided platform-based ecosystems. As they state, the platforms 
do not automatically generate positive multi-sided externalities but they 
have to be created through a deliberate design. This is mainly on the 
responsibility of the leader of the platform. They have to be able to 
 K. KYLÄHEIKO AND P. MAIJANEN
183
orchestrate and coordinate the ecosystem consisting of many at least partly 
competing complementary asset providers. In addition, they have to con-
tinuously develop the “core product/service” of the platform and find the 
most effective complementary assets providers who are willing to join the 
ecosystem. This in turn presupposes the ability to balance the different 
needs of complementors so that they have enough incentives to be innova-
tive. On the other hand, the leading company/companies have to be able 
to take their own stake. According to Helfat and Raubitschek [30] espe-
cially three types of dynamic capabilities are of vital importance for the 
leaders when trying to cope with multi-sided platform-based ecosystems:
 1. Innovative capabilities. Leaders have to be able to develop the core 
product (product sequencing) but, in addition, they have to be able 
to integrate new complementors and their knowledge assets in an 
efficient way.
 2. Scanning/sensing capabilities. Of course, the leaders have to sense 
new opportunities related to the core product(s)/ (service(s) of the 
ecosystem and to take into account the threats arising from the 
competitive environment. In addition, they have to be able to scan 
potential innovation sources that can be created through existing or 
new potential complementors. On the other hand, the complemen-
tary assets providers have to scan and sense new opportunities to 
make their assets as bottlenecks within the platform.
 3. Integrative capabilities relate mainly to designing suitable business 
models. There are decisions about internalizing knowledge assets 
between the leader and complementors or between rival comple-
mentors i.e. they have to take into account the nature of governance 
structure based on transaction cost considerations (see [30, 34]). 
They also have to make decisions on the pricing structures for prod-
ucts/services provided within the ecosystem and between different 
customers. Integrative capabilities also support interactions and 
relationships between the members of an ecosystem as well as 
between ecosystem members and external parties. The more com-
plex and knowledge-intensive interfaces there are and the more rap-
idly the ecosystem is evolving the more complicated is the task of 
orchestration. Finally, integrative capabilities are also partly respon-
sible for how effective and innovative the sensing/scanning capa-
bilities are.
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Helfat and Raubitschek [39] launched already earlier the idea of integra-
tive knowledge that is the basis of integrative capabilities as follows: 
“knowledge that integrates, or knowledge of how to integrate, different 
activities, capabilities, and products within a vertical chain or across verti-
cal chains.”
From the perspective of other members of an ecosystem, the role of 
innovative and scanning/sensing capabilities are quite similar and, of 
course, they need integrative capabilities, even if they do not have to take 
responsibility for the general governance structure of the whole ecosys-
tem. Much more important for them is to focus on creating such a com-
bination of especially innovative and integrative capabilities that enable 
them to profit from the bottleneck properties of their complementary 
assets. The better protected, supermodular, and co-specialized their com-
plementary assets are the stronger their bargaining power within the eco-
system is.
5  dIScuSSIonS and ManagerIal IMplIcatIonS
This article deals with obtaining and sustaining CA in manufacturing firms 
during the era of digital ecosystems. “Digital convergence” is drastically 
changing the way how the firms can profit from innovation as the exam-
ples from information technology, finance, banking, and retailing clearly 
manifest. In addition, the rules of the game are dramatically changing. In 
the future, it will not be any more possible to do everything all alone from 
the basic innovation to custom-tailored products and services. In the 
future, also the manufacturing firms have to be able to work together 
within digital ecosystems that often take the form of multi-sided plat-
forms. On the one hand, these digital ecosystems are often based on posi-
tive externalities that make the systems evolve rapidly. This results in high 
uncertainty and the need for proactive behavior. On the other hand, these 
platforms and ecosystems are based on standards and very often strict 
modularization that does not leave very much room for individual actions. 
This intensifies competition between rival providers of complementary 
assets and makes the extra profits generated by traditional VRIN resources 
or autonomous innovations often temporary.
In this article, we have analyzed the nature of digital platforms and 
ecosystems and the way they function. In addition, we have launched the 
tools that economics-based strategic management literature can offer in 
order to achieve and sustain CA and scrutinized how effective they could 
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be under the circumstances of digital convergence. Based on this analysis, 
we will now summarize our main results in the context of Industry 
4.0.Transformation. It can be interpreted as a checklist that managers have 
to take into account when trying to profit from innovation in the dig-
ital era.
• The Porterian message: You have to maximize your bargaining power 
in relation to rivals. This can be based on the economies of scale and 
scope, differentiation or niche creating strategies. During the digital 
era most economies of scale are based on demand-related, scalable 
network externalities. If a company is able to exploit them it may also 
generate its own platform or even an ecosystem and be the leading 
partner within it. To be able to do this a firm needs innovative, scan-
ning/sensing and especially integrative capabilities. It also has to be 
able to continuously evolve its platform and make transaction cost 
based internalization/externalization decisions. However, if a com-
pany is not able to generate scalable network externalities it may 
perhaps try to use differentiation or niche strategies but preferably as 
a born global trying to get internationalized as soon as possible by 
using the tools of Internet 4.0. Transformation. Unfortunately, local 
advantages based on differentiation or niches cannot be sustainable, 
even if a temporary CA can perhaps be achieved. This is due to keen 
competition within the platform and ecosystem.
• Resource-based message: In order to profit from VRIN resources a 
firm has to be able to find resources that create new value and are 
hard to imitate. In the manufacturing sector, the autonomous inno-
vations are, however, hard to protect and hence the extra profits 
(rents) are normally only temporary. But again, if a company has 
dynamic capabilities (especially innovative, sensing and integrative) it 
can perhaps generate complementary bottleneck assets that are nec-
essary and supermodular in nature. If a company is lucky, it can really 
profit from its autonomous innovations, even if there typically exists 
keen competition between rival providers of complementary assets.
• Capability-based message: First, the managers of manufacturing com-
panies have to understand the evolutionary nature of their company 
and its role in platforms/ecosystems. It is not any more possible to 
try to survive all alone. It is necessary to function as a partner in net-
works and to utilize all the different capabilities from operational via 
semi-dynamic (best practices) to genuinely dynamic capabilities. 
 INDUSTRY 4.0. TRANSFORMATION CHALLENGE IN LIGHT OF DYNAMIC… 
186
Most important are the ones that support innovation, scanning of 
new strategic options, and integration thus enabling to become a 
partner in platforms/ecosystems.
• The managers should also understand the message of the ambidex-
terity tradeoff. They have to be able to develop both their opera-
tional capability-based exploitation and dynamic capability-based 
exploration in a balanced way.
• Nevertheless, the more turbulent and rapidly changing the business 
environment is, the more the firms have to invest in dynamic capa-
bilities. Here the basic logic of the profiting from innovation frame-
work ([3, 36, 37]) still holds. In order to gain a CA position a firm 
has to be able to create (1) bottleneck complementary assets that are 
(2) protected either by legal means (nowadays not so important any 
more) or (3) tacit knowledge embedded into the organizational cul-
ture and/or (4) to utilize timing advantage. Bottleneck complemen-
tary assets are in the future more and more knowledge-based 
consisting of operational manufacturing capabilities, integrative and 
innovative dynamic capabilities as well as science-based knowledge 
assets. At the same time when regional wage rate cost advantages will 
lose their importance due to robots, additive manufacturing, etc. the 
companies become much more flexible and foot-loose. Our guess is 
that in the future, it is much more important to have close connec-
tions to the universities and research centers than try to minimize 
labor cost differentials. This science-based co-operation presupposes 
strong integrative dynamic capabilities.
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technological change in their working lives. We present prior research on 
the challenges that the Fourth Industrial Revolution poses to adults’ 
further education, and based on the Programme for the International 
Assessment of Adult Competencies (PIAAC), we review adults’ problem-
solving skills in technology- rich environments.
We analyse interviews of adults, who participated in initial education, to 
show how focal considerations, such as the usability of new technology, 
the economic or personal advantages of technology, and the social factors 
pertaining to the use of technology are influential for adults, when learn-
ing about and implementing new technology. Overall, the findings indi-
cate the importance of design-based education and the need for companies 
to flexibly address adults with skill-shortages and adults who need to 
develop their problem-solving abilities in technology-rich environments.
The Fourth Industrial Revolution and Education
The Fourth Industrial Revolution is not limited to industrial production—
rather, it is present in all fields of society and enables diverse innovation 
through digital technology [1, 2]. The drivers of the Fourth Industrial 
Revolution comprise digital, physical, and biological technologies. The 
revolution has changed labour markets throughout the world [3] and has 
set new demands for adult re-education and further education [1].
According to the OECD’s Employment Outlook [2], roughly one-sixth 
of jobs in OECD countries can be easily replaced by automation, and 
roughly one-third may be radically transformed by technological progress. 
It is expected that almost half of the world’s current professions will be 
computerised or automated to some extent [4, 5]. An estimate based on 
the European Skills and Jobs Survey has shown that the existing skills of 
the workforce in the European Union (EU) fall short roughly one-fifth of 
what is needed from workers to carry out their jobs at their highest pro-
ductivity level [6]. In general, unemployment is more typical among those 
who have not reached tertiary education, and it is expected that a consid-
erable number of jobs will be filled by those with higher education (HE) 
in numerous countries [2, 7].
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The assumption has been that the more repetitive and identical tasks of 
services and industries will be replaced with artificial intelligence and 
developments in manufacturing technology [3] and that automation will 
remove job opportunities for unskilled workers and lead to increased 
inequality. However, technology also creates new jobs while the old job 
titles and tasks are being taken over by machines and software [8]. Frank 
et al. [9] note that technology is typically designed to perform a specific 
task and thus alters the demand for specific workplace skills. At the same 
time, additive manufacturing contributes to the creation of jobs [10]. To 
take advantage of new technology, employees should be educated to col-
laborate with intelligent technologies in a broader sense [3]. In this con-
text, education has been recognised as having a crucial role to play in 
enabling humans to adapt to the demands set by technological change. 
The following quote by Frey and Osborne exemplifies this:
“While the concern over technological unemployment has so far proven to 
be exaggerated, the reason why human labour has prevailed relates to its 
ability to acquire new skills. Yet this will become increasingly challenging as 
new work requires a higher degree of cognitive abilities. At a time when 
technological change is happening even faster, a main hurdle for workers to 
adapt is thus the surging costs of education”. [11]
Adaptation to Technology
As stated above, the Fourth Industrial Revolution sets certain demands in 
relation to adults’ level of adaptation to technology. Adaptation is needed 
on societal and individual levels. Even though there cannot be a consensus 
as to the precise competency-demands for adaptation to technology on a 
task-by-task basis [9], both researchers and policymakers are unanimous in 
their belief that many adults need to change their profession and embed 
technology into their job profiles.
Meeting the competence needs created by the Fourth Industrial 
Revolution is challenged by somewhat interrelated obstacles. On the indi-
vidual level, the development of technology skills is hampered by the low 
levels of participation in adult education. According to the OECD’s 
Employment Outlook [2], one in five adults reported that they did not par-
ticipate in training offered by their employer, because they were not suf-
ficiently motivated, or did not find the content meaningful. It was also 
reported that the challenges adults faced during training reduced their 
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interest in training [2]. The lack of participation of low-skilled adults in 
education and training is often due to the expense of the training, a lack of 
time at work or at home, or due to insufficient prerequisites to participate 
in training. However, our previous research provides some surprising 
results concerning participation in continuing education, as participation 
activity and problem-solving skills in technology-rich environments (TRE) 
seem to be unrelated [12]. The content, its relevance to the context, and 
the pedagogy of further education also play a crucial role in the develop-
ment of problem-solving skills in TRE—participation alone does not 
amount to technology adaptation.
The discrepancy between adults’ skill-levels in technology and the 
learning needs set by the changing world of work calls for societal action. 
Numerous governments have already taken steps to cope with this issue. 
For example, the EU has declared its interest in improving the innovation 
ability [3]. Many countries have also assembled a cast of experts to forecast 
technological adaptation. For example, the German Ministry of Social and 
Employment Affairs [13] and the Finnish Ministry of Economic Affairs 
and Employment [14] have published reports on the ways in which sup-
portive policies can be implemented. Financing adult education has also 
been reviewed by European countries as a method of enabling learning 
[15]. Guoping et  al. note that “the government should require and 
encourage enterprises to organise skill training courses and assist them to 
adapt to new technologies” [3]. In the case of skill shortages in relation to 
new technology, the governments should encourage labour-mobility 
between industries, and equal education rights should be ensured to pro-
mote societal equality and cohesion [3].
The adaptation to the new era of technology demands that attention be 
placed on how formal education and workplace learning at various enter-
prises can be enhanced and renewed. From the perspective of developing 
adult education more generally, Raivola et al. [16] have underlined the 
importance of offering multiple alternatives for accessing internet-based 
learning platforms to enable continuous participation in education and 
training. Furthermore, they underline that adults should be given an 
opportunity to complete studies that lead to acknowledged qualifications 
in smaller modules and that they should be credited for prior learning, 
work experience, and informal as well as formal learning. Finally, they 
emphasise that financial support should be offered to adults who are par-
ticipating in further education.
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The role of the workplace in providing accurate and targeted education 
becomes central, when industries invest in the latest technology and need 
their employees to adapt to technological changes. Therefore, managers 
should enhance staff training to enable staff members to work with intel-
lectual technologies [3]. In this regard, three considerations influence the 
adoption and implementation of workplace technologies [17–19]. First, 
the usability of technology is a fundamental consideration—it must be 
natural and easy to use [20, 21]. Individuals assess the usability of technol-
ogy by determining whether it increases efficiency, whether it is effective, 
and whether it leads to user satisfaction. The second consideration is the 
economic and/or personal advantage that the technology lends an indi-
vidual. A threshold question when beginning to learn a new technology is 
whether it brings any advantage to the individual or organisation. If yes, 
the individual is more likely to learn how to use technology. The third 
consideration is the social aspects of the technology; these aspects play an 
essential role in the acceptance of the technology [17]. If one’s peers use 
a specific technology, then the individual is more likely to adopt it [22].
2  Problem-SolvIng SkIllS of AdultS 
In technology-rIch envIronmentS And the demAnd 
for deSIgn-bASed educAtIon
In this section, we detail the existing research on problem-solving skills of 
adults in technology rich environments (TRE) and recommend approaches 
for developing adult learning based on the findings.
Large-scale international comparative studies, such as the OECD’s 
PIAAC, provide a comprehensive understanding of the varying nature of 
adults’ skills in TRE and indicate how the skills differ between age-groups 
and educational backgrounds [12, 23, 24]. PIAAC provides the most per-
vasive overview of proficiency levels in problem-solving skills in TRE. The 
OECD defines problem-solving skills in TRE in the following way: 
“Problem-solving in technology-rich environments involves using digital 
technology, communication tools and networks to acquire and evaluate 
information, communicate with others and perform practical tasks” [25]. 
The first PIAAC problem-solving survey focused on “the abilities to solve 
problems for personal, work and civic purposes by setting up appropriate 
goals and plans, accessing and making use of information through com-
puters and computer networks” [25].
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In the PIAAC study, the scale of problem-solving skills was divided into 
four proficiency levels. On average, more than one-third of participants 
did not reach Level 1 [26], meaning that they did not take the computer- 
based test because they only had some or no previous experience of com-
puters. The first proficiency level out of four differentiated groups was 
formed of those who did not reach Level 1. Level 1 was reached by those 
who were able to use familiar technological applications such as e-mail and 
browsers. The tasks at this level did not demand navigation or only did so 
to a minor extent, and they involved completing just a few of tasks. At 
Level 2, the tasks required advanced abilities in relation to more specific 
technologies, where participants had to navigate and integrate informa-
tion. At Level 3, both the generic and specific use of technologies and 
inferential reasoning were required.
The findings from the PIAAC study [12, 23, 24] have highlighted that 
problem-solving skills in TRE are unevenly distributed among adults and 
that there is a need to develop new approaches to adult education. The 
problem-solving skills of adults with vocational education and training 
(VET) backgrounds in TRE are weaker than the problem-solving skills of 
adults who have completed HE. At the same time, for those adults with 
HE and strong problem-solving skills in TRE, having a skilled occupation 
led to them having stronger problem-solving skills [24].
Further exploration of the PIAAC data has indicated that the 
association between formal learning and problem-solving skills in TRE 
seems to be quite weak and that informal learning activities are heavily 
associated with capable problem-solving skills in TRE.  Thus, design-
based learning activities should be provided and studied through 
interventions and case studies [27]. Accordingly, in line with the PIAAC 
findings, researchers have suggested implementing tutoring programmes 
and scaffolding at work to support the enhanced adoption of techno-
logical skills [24]. Adults should be provided with group-based working 
and learning approaches that support problem-solving skills in 
TRE. They note that adults’ non- formal and informal learning as well 
as the development of their professional competencies, knowledge, and 
skills should be supported to enable them to respond to future work-
place needs [23].
 H. NYGREN ET AL.
199
3  reflectIonS And exPerIenceS from AdultS 
on the AdAPtAtIon to technology At Work
In the following three subsections, we reflect on the experiences of the 
participants of this study, who are four adult learners (N = 4) who found 
employment through technology-based training that was organised by a 
company who adopted new technology in metal processing. The company 
had difficulties in finding employees who were competent with this new 
technology. Thus, there was a special interest in organising training to 
meet the recruitment needs of the company. The training was organised in 
cooperation with the local vocational school.
The cases of the four participants are presented here to obtain a more 
detailed understanding of the experiences of adults who are already voca-
tionally educated, have successfully completed the training demanded by 
their company, and have begun to work with technology. Based on the 
examples drawn from the analysed cases, we depict the main influential 
factors in relation to the adaptation and implementation of new technol-
ogy. They are (1) the usability of the technology; (2) the economic and/
or personal advantage the technology poses to an individual; and (3) the 
social factors that support adaptation to the technology [17, 20, 21]. We 
then conclude with the main viewpoints that should be considered when 
helping adults learn and adapt to changes in their working life due to the 
developments of Industry 4.0.
The participants were selected for training based on their applications 
to participate in the training offered by the company. Their initial training 
lasted three months. The adults spent two days a week at the local voca-
tional school, which organised the training. The rest of the week was spent 
at work practicing what they had learned in training. The training at the 
local vocational school consisted of learning the basics about metals, work 
safety, first aid, LEAN basic training as well as reading graphic designs, 
practicing welding, and using the bending machine. During the training, 
the adults did not receive any salary from the company. As a form of finan-
cial compensation, however, they received unemployment benefit or a 
study grant from the government or trade union.
The participants (N  =  4), three men and one woman, were aged 
between 20 and 55. They were interviewed at their workplace by the first 
author, and the topics of the thematic interviews comprised their previous 
experience with technology, how they make use of it at work on a daily 
basis and during their leisure time, how technology was related to their 
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social lives, what kind of benefits they saw in it, and how they viewed the 
usability of technology during their free time and while at work. Each of 
the participants are referred to here using pseudonyms.
The participants already had some previous work experience with metal, 
welding, and machines in general and they had an interest in technology. In 
the following paragraphs, we clarify, using detailed examples from the inter-
views, how they saw the usability of technology, the economic and personal 
advantages it provides, and the social factors that support adaptation.
The Usability of Technology
In this subsection, we explore the participants’ views on the usability of 
technology at work and during their free time. The participants were asked 
to estimate how much technology is needed in their current role. It was 
notable that they positively described their adaptation to the technology 
used at work and that they found it usable in several ways. In the following 
two examples (see quotes from Anni and Tomi) describe what their daily 
work consists of, how technology makes their work faster, and how it 
increases their productivity, accuracy, and safety:
Anni: You need them [referring to technology] a lot, for example, these 
programmes are running, and you see them on the computer. You 
can read the pictures and you are able to zoom in on the screen. You 
can send messages to your colleagues and ask “What is this and is this 
done right or wrong?” You can send a message with a picture to your 
boss and say, “Hey, I did this, is it okay” You can´t say that you could 
work without it [technological skill], because the pictures are made 
with a computer; you draw, measure. It would be more challenging 
and difficult without the computer.
Tomi: It is important [referring to technological skills] … You need to 
choose the right programme. Otherwise, you can spoil the piece if you 
don´t have the right programme.
The participants describe the many ways they find technology meaningful, 
motivating, and emotionally satisfactory. They also reflect on their per-
sonal professional development and their transcendence of their earlier 
competence boundaries. When the participants were asked about their 
expectations when they began technology training, Anni reported that she 
wanted to learn to use the technologies in a fluent way, while Mika 
expected to get a permanent contract at work (Example 4):
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Anni: Mmm … That I would learn something that I could apply also in 
my free time and I would learn to understand why a product is like 
this, how it is made, what is it made of.
Mika: To get a permanent job in what I have now and well … well, well, 
and that the work would be as I had thought. Everything has hit the 
spot. Workmates are nice and stuff … I have liked it. There are no 
problems.
When the participants were asked to reflect on themselves as learners of 
technology, Tomi and Mika were strong in their expressions. They seemed 
to be motivated and excited to begin something new and had made a 
committed decision to learn.
Tomi: Like, whatever comes, I´ll take the bull by the horns. I´ll just learn 
new things. It is about yourself. You will learn it, or you will not.
Mika: Well, I just decided that I will learn this; it helped. I was so interested 
in this job, and I was also interested in learning. I put a lot of effort 
into this. And it worked! At least on some level.
Combining learning from work experience with professional education has 
been modelled to take place best through a combination of theoretical, 
practical and self-regulated knowledge in the integrative pedagogical (IP) 
model [28]. In recent elaborations on the (IP) model, the importance of 
paying attention to emotions of a learner has been highlighted. The IP 
model has been used internationally to design learning environments and 
combine learning at school and at the workplace. The examples show how, 
in addition to enabling the integration of theoretical, practical, and self- 
regulative knowledge in learning environments, the meaning of emotions 
related to self, context, tasks, and performance should be understood 
[29–31].
Economic and Personal Advantages of Adapting to Technology
In this subsection, we highlight how determining the economic and 
personal advantages of technology utilisation promotes its adoption [17]. 
The participants were asked how they viewed their future employment 
opportunities in the field of production (where they were working). They 
anticipated the employment as good and stable (see quote from Anni). 
They appeared to be satisfied with their decision to participate in 
re-training.
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Anni: You can work with a variety of things. Metal is the thing that people 
like. Interior design is a good example, you see a lot of metal [used 
in interior design] at the moment. You can design something that 
you never believed you could until you see it by yourself. The future 
seems quite bright.
The participants also described how they had enjoyed the personal advan-
tages of technology through information retrieval and communication 
with their friends and family. Anni also mentioned the convenience of 
being able to take care of one’s own business on a constant basis, being 
able to follow the most up-to-date news, and the ease of being able to 
conduct online banking (see quotes from Anni):
Anni: Well, sending messages, basic banking things; you don’t have to 
queue at the bank to pay your bills. You see your account informa-
tion and you get real-time information. You don’t need to wait 
many days for a newspaper.
Anni: … An app for a doctor’s office to make an appointment … And 
then there is the veterinarian’s FirstBeat app, if something happens 
to your dog. You get a direct connection through the internet, and 
you don’t need to worry about what is wrong.
These examples show how the participants have been able to find mean-
ingful ways of using technology in their private and professional lives, thus 
lowering their barriers in relation to new technology. They had positive 
experiences with the usability of the new technology at home and at work. 
It has been found that individual values, personal history, and engagement 
in other social practices are central definers of participation in workplace 
practices and learning through work [32, 33]. The practice of command-
ing work-related assignments by professionals in the workplace is ´situ-
ated, dynamic, founded in and relational to the practice´ where it is 
embedded [33]. Thus, merely paying attention to the affordances of 
learning, i.e. what kind of cues and learning opportunities are provided by 
supervisors and colleagues or through the guiding manuals and pro-
grammes as learning materials is insufficient. In addition, the learners 
should have opportunities to explore the meaning of what they have 
learnt, to reflect on their experiences and to construct their understanding 
about the technology, themselves as its users and the meaning of the 
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technology for the broader context of the workplace and their social con-
text. However, the utilisation of technology may be selective and based on 
personal preferences, as the following example (quote from Mika) shows:
Mika: I have watched a few videos on YouTube and practiced afterwards.
In contrast, Tomi stated that although he owns a computer and a couple 
of tablets, he is lazy and lacks the motivation to use them at home, where 
he mostly uses technology for communication and for retrieving informa-
tion. Even though he used technology on a daily basis at work, it was not 
as important at home. He found the old-fashioned way of taking care of 
things during his leisure time to be preferable and found comfort in not 
having to put extra effort into the old ways of doing things. In sum, his 
use of technology at work did not predict his use of technology at home:
Tomi: Well, quite a bit, I use it myself … I don´t know what it is … I´m 
kind of an old-fashioned man. In the market, I prefer to pay for 
my shopping using a real person, and the post office is the same: I 
prefer to go through the cashier than use the automaton.
The Social Factors That Support Adaptation to Technology
The following examples show how social factors intervene when learning 
new technology. Social relations can afford informal technology learning, 
but they can also restrict it. The participants were asked to describe their 
use of social media and other communication technologies. The partici-
pants used these technologies mostly because they wanted to stay con-
nected with their friends and families, many of whom live far away (see 
quote from Anni):
Anni: I think it´s useful when you have friends and you can send 
messages asking how they are and stuff. My parents live 400km 
from my home, so calling them and sending messages is 
important. You maintain your relationships.
The participants were also asked where they got help with technology 
issues if they needed it. Anni and Mika reported that they got help from 
their friends, family members, and colleagues (see quotes from Anni 
and Mika):
 THE FOURTH INDUSTRIAL REVOLUTION AND CHANGES TO WORKING… 
204
Anni: Friends. Mmm … Well, friends are those who help you … when they 
know a lot of stuff and they have the education and they know 
computers.
Mika: I get help from my friends and workmates.
When the participants were asked about the social support they received 
when applying for and beginning their training, they mentioned they sup-
port they received from their families. When they were at work, they were 
supported by their co-workers in their training (see quotes from Mika):
Mika: Family. Family largely. Mom and Dad.
Mika: Well … the management in some way, and then the workmates, 
and … everybody says that they can help, and everyone has been nice 
to me. No one is against me. You get along with everyone.
The final example (see quote from Martti) shown here is typical of the 
contradictory attitude in general towards technology. Even though Martti 
agrees that technology is very useful and that its applications can be widely 
used in everyday life, he is not satisfied with it. He uses technology at work 
but says that he does not want to use it at home:
Martti: Technology is very useful. You can take care of things 24/7. You are 
not tied to time. And then there are the robots in manufacturing, 
and in medicine, and even the cars work with technology. But me, 
I am very poor with technology. At home, we have the scribe [refer-
ring to his wife]. She does everything because she knows it better. 
Even though I know that I could and would learn if I wanted to … 
I am not interested. It is a necessary evil.
4  dIScuSSIon
The Fourth Industrial Revolution is making demands for education and 
training, especially on those who have to adapt to technology and re- 
educate themselves. The participants in this study already had a back-
ground in vocational education and training qualifications before 
participating in the training provided and demanded by their company. 
According to the results of the PIAAC, VET-educated adults are more 
likely to have insufficient problem-solving skills in TRE [25]. In the 
 H. NYGREN ET AL.
205
OECD Employment Outlook [2], the respondents reported that they were 
not sufficiently motivated or did not find the content sufficiently meaning-
ful to participate in training to enhance their technology skills.
The interviews conducted in this study reveal the individual pathways 
that adults are taking to adapt to technology at work. In contrast to the 
results of the PIAAC and the Employment Outlook, the participants in this 
study were motivated and positive regarding their adaptation to technol-
ogy. The participants described their daily work routines and how technol-
ogy has increased the productivity, accuracy, and safety of their work [20, 
21]. As the examples show, they also believed that their working life was 
stable and that the rate of employment in their field was good. In addition, 
they stated that technology was useful for their leisure time [17]. As well 
as this, social factors played a role in their adaptation to technology. All of 
the participants stated that they used messenger apps and social media to 
communicate with their family and friends, although the level of use dif-
fered among the participants. They all acknowledged the usability of these 
communication tools. They also stated that they got help from their 
friends and family in relation to any technology issues they had [17, 22]. 
Nygren et al. [27] note that adults’ informal learning activities are highly 
associated with sufficient problem-solving skills in TRE.  Everyday life 
learning and skills used outside the workplace are clearly related to suffi-
cient skills in TRE [12, 27].
To foster the adaptation of technology, three elements should be 
considered when designing training programmes for adult technology 
learners. These elements are usability, the economic and/or personal 
advantage it bestows, and the social factors that support its adaptation 
[17–19]. Based on the reflections of the participants, it appears that these 
elements assist technological learning. According to the OECD 
Employment Outlook, “A comprehensive adult learning strategy is needed 
to face the challenges of a changing world of work and to ensure that all 
workers, particularly the most vulnerable, have adequate opportunities for 
retraining throughout their careers” [2]. Adults who need to adapt to 
technology should be provided with design-based, safe, and supportive 
learning activities [27]. It should also be noted that technological skills 
and competencies are also learned in formal and informal contexts. As 
presented in this study, new approaches to adult education [12, 23, 24] 
should ease adults’ adaptation to technology and respond to the 
educational needs of the Fourth Industrial Revolution.
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1  IntroductIon
Ever since the seminal study by Frey and Osbourne, scholars have engaged 
in a lively debate on the future of work [1–3]. In this debate, the primary 
issue discussed has been the expected impact of technological change, 
which includes broad and vague concepts, such as automation, robotiza-
tion, ever increasing computing power, Big Data, the penetration of the 
Internet, the Internet-of-Things, online platforms and artificial intelli-
gence [3–5]. In the context of this chapter, we summarize technological 
changes under the term Manufacturing 4.0. Irrespective of the term used, 
one school of thought claims that machines will displace human labour, 
and not just blue-collar but also white-collar tasks, which will consequently 
result in major labour-market disruptions [6]. This dystopian vision calls 
for social policies to protect people and societies from the devastating 
effects of mass unemployment, although scholars disagree on the scope 
and rate of change in the labour market. Another school of thought 
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emphasizes job polarization, both in terms of wages and employment vul-
nerability, between routine middle-skilled workers, on the one hand, and 
low-skilled and high-skilled non-routine workers, on the other. While 
Manufacturing 4.0 will create benefits and wealth for leading global man-
ufacturing companies that employ automated and robotized manufactur-
ing systems, the replacement of human workers with automation and the 
geographical shift of manufacturing will potentially create at least tempo-
rary waves of unemployment in the manufacturing sector [7].
Under these circumstances, a clear need exists to create systems that 
allow companies to enjoy the fruits of their investments in new technolo-
gies while ensuring the ability of industrial society to cope with these 
changes. As the networked business models related to Manufacturing 4.0 
open a global game, where the location of the tax domicile of a given 
company becomes a point of optimization, industrial societies may wish to 
create structures that incentivize rather than discourage the establishment 
of Manufacturing 4.0 companies. The question of how to find meaningful 
employment for those at the margins of the labour market already is 
already of immediate relevance throughout the developed world. However, 
the debate on the effects of Manufacturing 4.0 has focused mainly on the 
role of technology, while impacts on other sectors of society, such as soci-
etal institutions, including social protection, have gained less attention [8, 
9]. Nevertheless, different models of social policy adaptation are already 
being discussed around the globe [10]. This chapter discusses social policy 
adaptations that incentivize rather than discourage Manufacturing 4.0 and 
other technological-change driven disruptions while ensuring the normal 
functioning of the industrial society.
It is important to note that Manufacturing 4.0 not only threatens social 
protection in the welfare states. These new technologies also provide wel-
fare states with new untapped opportunities to deliver social security, such 
as easily updatable income registers and personal social accounts. In addi-
tion, it should be recognized that new technologies may enable produc-
tion near the workforce and sources of raw materials without large-scale 
investments in the production systems. Larger production entities can be 
realized through the networking of small and mid-sized local manufactur-
ers, which may reinvigorate semi-urban environments, as local manufac-
turing maintains and develops current service businesses and creates 
demand for new services.
This chapter studies the social policy responses to the perceived 
challenges of Manufacturing 4.0  in three countries with strong 
 H. HIILAMO AND H. AALTONEN
213
manufacturing and/or transportation industries and current low 
unemployment, namely Germany, the Netherlands, and South Korea. 
These countries were also chosen, because they have experienced lively 
debates on the effects of Manufacturing 4.0. Two of the countries, namely 
the Netherlands and Germany are welfare states and they belong to the 
European Union. Meanwhile, South Korea is a liberal market economy 
and it is a member of the Association of Southeast Asian Nations.
The analysis is based on expert interviews focusing on four themes: (1) 
emerging needs and solutions for social protection and employment pro-
motion in the new labour markets of 2030, (2) possibilities to enable 
production near the workforce and sources of raw materials without large 
investments in equipment, (3) new ways of delivering social security utiliz-
ing new technologies and (4) new innovations to limit the possible labour 
market disruptions caused by automatization (e.g., basic income).
We begin by describing the context of the debate in the three countries. 
We then present the methodology and the data. The analysis section is 
divided into four subsections: early signs of labour-market disruptions, the 
role of semi-urban environments, new ways of delivering social security, 
and basic income and other innovations to reform social security. Finally, 
we discuss our key findings and the ways in which they can contribute to 
the wider debate on Manufacturing 4.0 and social security.
2  Economy and SocIal contExtS
Traditionally, Germany, the Netherlands and South Korea have possessed 
strong manufacturing industries. The German manufacturing industry 
includes the automotive sector, chemicals, metals such as iron and steel, 
electrical equipment, coal, ships, machine tools, high precision equip-
ment, optics, pharmaceuticals, textiles, and plastic goods [11]. In the 
Netherlands, the key industrial areas consist of agriculture, the chemical 
industry, the creative industry, the high-tech industry, energy, and manu-
facturing industries such as metallurgy, electronics, and life science [12]. 
The most dominant South Korean manufacturing industries are steel, car 
manufacturing, shipbuilding, and electronics. South Korea is the world’s 
largest producer of semiconductors.
In 2018, Germany was ranked fifth in the world in terms of nominal 
GDP; moreover, it enjoyed a GDP growth rate of 1.2%. By comparison, in 
the same year, the Netherlands was ranked 17th for nominal GDP and 
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experienced a GDP growth rate of 1.5%, while South Korea achieved the 
14th highest nominal GDP and a 2.5% GDP growth rate [13].
Germany, in addition, has one of the lowest inflation rates, at around 
0.5%. Furthermore, in 2018 it enjoyed an unemployment rate of just 
4.2%. Its labour force is composed of 45 million people, of whom 73.8% 
are engaged in the service sector, 24.6% in industry and 1.6% in the agri-
cultural sector [14]. The Netherlands, in turn, has an inflation rate of 2.5% 
(2018) and an unemployment rate of 4% (2017). The majority of workers 
are employed in the service sector (80.6% in 2015), followed by industry 
(17.2% in 2015) and agriculture (1.2% in 2015) [14]. For South Korea 
the corresponding figure for inflation is 1.9% (2017) and for unemploy-
ment 3.8% (2018). In terms of the labour force, 70.6% work in the service 
sector, 26% in industry (2017) and 4.8% in agriculture (2017) [14]. 
Figure 1 illustrates the unemployment rates in the three countries.
The automotive industry is one of the main driving forces behind 
Germany’s accelerating economy, and the country is the primary location 
for innovative car manufacturers and suppliers. Moreover, with the con-
stant growth in aircraft production, aerospace opportunities in Germany 
seem promising. Furthermore, the chemicals industry, which is one of the 
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Fig. 1 Unemployment rate in Germany, Netherlands and South Korea between 
the years 2014–2018 [14]. (Data Source: theglobaleconomy.com (accessed 23 
September 2019))
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country’s economy. The key elements of its success include new materials, 
energy efficient processes, and solution-driven engineering expertise [15].
The German electronics industry is the largest European manufacturer 
of semiconductors and displays, and the “Silicon Saxony” region is one of 
the top five semiconductor clusters worldwide. Moreover, Germany’s ICT 
market is the largest in Europe [15]. However, Germany has experienced 
much discussion about slow digitalization and the immense difficulties of 
adopting it. Indeed Germany lags significantly behind rest of Europe in 
digital infrastructure [16]. In the German case, the most salient question 
is how the country can expand and speed-up its digital infrastructure. At 
the time of writing (2019), many parts of Germany lack a functioning and 
reliable digital network. This lack of digital infrastructure hinders eco-
nomic development and makes Germany an odd country in Europe, with 
its huge digitally barren tracks of land.
As the world’s fifth-largest exporter of goods, the Netherlands occupies 
a prominent position when it comes to world trade. In 2015, the 
Netherlands exported goods worth a total of almost USD 668 billion, 
approximately 3.5% of total global exports. The Netherlands is also a sig-
nificant exporter of commercial services—exports of commercial services 
amounted to USD 189 billion (€ 160 billion) in 2016, placing the coun-
try sixth in world rankings. Interestingly, the Netherlands is also the 
world’s second largest exporter of agricultural and food-products after the 
USA. As well as being a major exporter, the Netherlands also imports large 
quantities of goods: US$ 507 billion in 2015. Accounting for a 3.1% share 
of total global imports, the country is the world’s eighth-largest importer 
of goods [17]. Moreover, the Netherlands can be considered a forerunner 
in adopting to digitalization. Digital technologies—such as big data analy-
sis, artificial intelligence, blockchain, 3D printing, cloud storage and com-
puting, and the Internet of Things—are being used in an increasing 
number of fields [18].
South Korea, in turn, has experienced remarkable success in combining 
rapid economic growth with significant reductions in poverty. Per capita 
income increased from USD 100 in 1963 to almost USD 30,000 in 2018. 
After two years of economic stagnation, GDP growth in South Korea rose 
slightly to 3.1% in 2017 and 2.8% in 2018, due to a rebound in household 
consumption, improvement of the real estate sector and fiscal and mone-
tary stimulus measures. Weakening exports and stagnant investment, how-
ever, along with a failure to translate the boom in the chip sector into 
growth in other industries, are projected to limit economic growth to 
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2.6% and 2.8% in 2019 and 2020 respectively [19]. Moreover, although 
the unemployment rate has been decreasing (3.7% according to IMF and 
3.4% in December 2018, according to Statistics Korea) the number of 
irregular workers is extremely high, social inequalities are deepening and 
social ties are deteriorating [20].
The South Korean government is making a concerted effort to improve 
the digital skills of the country’s workforce. A 2016 report by Barclays 
jointly ranked South Korea and Estonia first in the world in terms of their 
ability to equip their workers for the digital economy [21]. This report 
stated that “Estonia and South Korea are joint leaders in digital empower-
ment” [21]. It lauded South Korea’s world-leading track record in broad-
band provision in addition to the well-balanced nature and effective 
implementation of its digital skills policy in formal education as well as 
adult training, including those out of work. Moreover, the South Korean 
government has invested heavily in R&D, focusing on technology tied to 
the fourth industrial revolution.
As Table 1 demonstrates, the three countries are fairly similar in terms 
of poverty and inequality, with the Netherlands enjoying the lowest levels 
of both poverty and the GINI-Index.
3  mEthodology
The methodology of this research was qualitative [23]. On the basis of 
earlier research, we identified four main themes to be investigated. They 
include signs of disruptions in labour markets caused by Manufacturing 
4.0, the role of semi-urban environments in the adoption of Manufacturing 
Table 1 Poverty and inequality in Germany, the Netherlands, and South Korea 
in 2018 [22]





Germany 16.7 0.293 DE15 
(2015)




20.1 0.306 KR12 
(2012)
Data source: Luxembourg Income Study, lisdatacenter.org (accessed 24.10. 2019)
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4.0, new ways of delivering social security utilizing new technologies, and 
new innovations to limit possible labour-market disruptions caused by 
automation (e.g., basic income). We then developed a set of questions, 
which addressed the four major themes relevant for modelling the societal 
division of added value created through manufacturing 4.0. The selected 
experts were presented with the questions presented below:
 1. Digital innovation’s ability to enable machines to accomplish an 
increasing number of complex tasks is signalling changes to the 
world of work. Flexible labour markers require flexible social secu-
rity systems. Can you foresee disruptions in your country’s labour 
markets caused by automation? Even weak signals?
 2. New technologies enable production near the workforce and the 
source of raw materials without large investments in equipment, 
which may reinvigorate semi-urban environments. Is this something 
which is visible in your country?
 3. Automation, digitalization and artificial intelligence are not only 
threats to social protection and the welfare state. They also provide 
social security systems with new untapped opportunities, such as 
easily updatable income registers and personal social accounts to 
deliver social security. Which new ways of delivering social security 
have been discussed in your country?
 4. Basic income has been proposed as a solution to labour-market 
disruptions caused by automation. In which contexts has basic 
income been discussed in your country? Have any other new 
innovations been proposed to reform social security (e.g. personal 
accounts, participation income)?
We used case-studies to analyse the three different countries (Germany, 
the Netherlands and Korea). In a case-study setting, a well-placed sample 
can be used to explain a much larger context [24]. Case-studies also offer 
the methodological possibility to make generalizations from a small group 
of cases. Thus, even a small sample allows us to compare the differences 
between the cases and to draw conclusions.
Among a relatively small group of informants, individual experts are in 
pivotal position within the specific context of their country. To find infor-
mation on the themes presented above, we identified academic experts 
who had participated in the debate on Manufacturing 4.0 from universi-
ties in Germany, the Netherlands and South Korea. We used Google 
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scholar to find research articles and Google to find blogs and conference 
presentations on adaption to Manufacturing 4.0. Once an expert had been 
identified, we also used snowballing to identify more experts.
Only a limited number of experts in each country (see Table 2) agreed 
to participate in the study. After several rounds of requests, we were able 
to recruit three experts in Germany, one expert in the Netherlands and 
five experts in South Korea. All the experts were sent the questions pre-
sented above. The answers were collected through personal interviews 
from experts in the Netherlands and South Korea. By contrast, in the case 
Table 2 Experts who participated in the study
Name Country University/
Affiliation
Academic position Description of competence 
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of the German experts, the questions were sent and the answers received 
via email. The language used in the questions and interviews was English, 
and all but one expert answered in English (one German expert answered 
in German).
Once the data were collected, we analysed the answers using qualitative 
content analysis.
4  analySIS
In the following, we summarize the experts’ opinions on signs of labour- 
market disruptions, the role of semi-urban environments, new ways to 
deliver social security, and basic income and other new innovations for 
social security.
Signs of Disruptions
Our informants were able to identify early signs of labour-market 
disruptions, but there was no major loss of jobs in sight in any country. 
Germany was the country with the weakest signs of disruption. Automation 
has been a German success story, and consequently German industry has 
been quick to adapt to new technological innovations. Moreover, the 
German experts viewed the future as more of a gradual shift than a rapid 
transformation to Manufacturing 4.0. For example, the manufacturing of 
automobiles is slowly moving towards the production of electric cars. As 
one expert put it, “[F]orecasts are always perilous, but if I had to make a bet, 
I would say that we most likely will see more gradual task-specific change, 
which will have a strong negative impact only on people with some level of 
specialized qualifications performing automatable tasks.” The focal point in 
Germany concerns the regulation of platform work, as a divide exists 
between those whose labour is regulated and those whose labour is rela-
tively free from regulatory control. The question in Germany, as well in 
the other countries in our sample, is how to identify vulnerable groups and 
develop measures to include them in future labour markets.
In the Netherlands, few signs exist of drastic labour-market disruptions. 
The country’s unemployment rate has been one of the lowest in the 
Eurozone for a decade. Moreover, the Netherlands enjoys good digital 
infrastructure, and its strong position as an export country and its highly 
educated workforce make the country very able to capitalize on the oppor-
tunities created by digitalization. For instance, the Netherlands has 
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traditionally featured an extremely strong logistics sector, and the country 
boasts many cloud-based logistics and innovation-hubs. Dutch society is 
currently embracing the economic and social opportunities created by 
digitalization, as well as leveraging the opportunities it has for the public 
sector, such as for health care, mobility, energy and the food sector. 
Moreover, signs of sudden disruption have yet to be seen.
The Dutch social security system places a strong emphasis on flexibility. 
This flexibility allows companies the necessary room for manoeuvre in a 
small and open economy such as the Netherlands. Moreover, it also helps 
citizens combine work and family responsibilities without major interven-
tions from the public sector. This flexibility is manifested primarily in the 
predominance of part time work, which is very common in the Netherlands, 
especially among women. Part-time work, however, comes with strong 
social protection and thus cannot be defined as atypical work or involun-
tary work, as it is in many other European countries. In some sectors, 
temporary work is in high demand (particularly in the agrisector), and the 
number of people with temporary contracts (instead of permanent con-
tracts) has been growing across the Dutch labour market. Furthermore, 
self-employment is also becoming more common in the Netherlands. 
Together with the rise of platform economies, self-employment has been 
emphasized as a solution to the challenges of future labour markets in the 
country.
In essence, the Dutch welfare state is no longer a welfare state but a 
participation state. The Dutch system expects every citizen to be active 
and find work in the labour market or engage in some other form of par-
ticipation outside the labour market. While the degree of participation 
differs, the aim is activate the unemployed and prepare them for working 
life. In the Dutch system, municipalities enjoy a great degree of autonomy 
and thereby the independence to find their own solutions to participation, 
which can differ greatly from municipality to municipality. The Dutch sys-
tem emphasizes self-reliance, and if this is insufficient, the family is 
expected to provide assistance. Nonetheless, if individuals lack the 
resources to help themselves, the municipality, and in the last resort the 
state, will provide support.
The Korean experts, in turn, observed that the risk of job losses due 
automatization was significantly lower in South Korea than in many other 
countries because of high levels of expertise in the labour force. Korea has 
already experienced extensive robotization in the manufacturing industry. 
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Moreover, robotization and automatization are generally considered a 
positive change for Korea.
Nevertheless, as large companies dominate Korean industry, SMEs are 
less adapted to automatization and offering quality jobs. Signs also exist of 
a growth in unemployment through automatization. Thus, while the 
Korean economy is growing, this growth is not reflected in a rise in 
employment. Consequently, contrary to previous growth periods, an 
accumulation of value is not mirrored in an accumulation of jobs. In addi-
tion, service sector jobs are simultaneously disappearing. However, the 
country’s extremely low fertility rate and small number of migrants are 
reducing the size of the labour force, which helps Korea adapt to the loss 
of jobs resulting from Manufacturing 4.0.
Minimum income, in turn, has risen in recent years because automation 
increases the price of human labour. One expert summarized the situation 
thus: “Minimum income has been increased considerably over the last few 
years. That incentivize[s] Manufacturing 4.0 since [the] price of human 
labour increase[s]. Actually [the] minimum income rise has benefitted mid-
dle and high income earners whose salaries have increased but has not helped 
low-income workers who have experienced more unemployment.”
Role of Semi-urban Environments
To date, few signs exist of reinvigorated semi-urban environments in 
Germany. Moreover, the core urban environment is experiencing high 
pressure and structural change. Germany currently faces a shortage of 
skilled labour in many areas, which, in turn, accentuates urbanization. 
Start-ups are primarily founded in larger cities to attract talent and benefit 
from cluster-effects. Some developments in the areas surrounding larger 
cities are evident, but they can be considered part of normal economic 
development.
Similarly, in the Netherlands, innovations and market developments 
tend to occur in large cities and triple-helix networks (public, private and 
knowledge institutions). No stringent segregation of the labour market 
between urban and rural areas exists in a country as densely populated as 
the Netherlands. However, in regions such as Zeeland, Friesland and 
Limburg, job opportunities are scarcer and the population age is higher 
than in the capital area (Randstad) and other brainport areas (univer-
sity areas).
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Korea, in turn, is characterized by a dualized labour market, which 
means it is polarized between large companies and SMEs. Put simply, large 
companies are investing in new technologies, including robotization, 
while SMEs are not. Moreover decentralization has occurred. For exam-
ple, the South Korean city of Unsal already enjoys a higher productivity 
level than Seoul.
Korea considers itself a global centre of manufacturing, which makes 
manufacturing 4.0 of paramount importance to the Korean national econ-
omy. To maintain a competitive environment for manufacturing compa-
nies, Korea continues to invest in robotization and automation. That 
means robots are replacing human labour, with robot hubs located around 
existing cities or rising in entirely new locations. As one expert put it, the 
development “is characterized by a gradual decline in employment by new 
technology rather than a change in location by new technology”.
The Korean population is aging even faster than that of Japan, which 
means that provincial cities are declining and the population is compressed 
into large cities. This trend has led to the desolation of rural areas and 
provinces. Rapid aging also significantly affects welfare, as the life expec-
tancy of Koreans is the highest among OECD countries. This is due to 
universal health insurance and a vegetable-based diet. As a consequence of 
Korea’s aging population, the dependency ratio is bound to increase.
Rapid aging also causes generational conflict, which is set to intensify in 
the future. Thus, while pensions can be guaranteed for the older genera-
tion, the situation for the following generations remains uncertain. In the 
words of one expert, “It is becoming more difficult to establish generational 
justice with existing traditional pension schemes. The burden for young people 
is getting bigger. This is why basic income is needed”.
New Ways to Deliver Social Security
The debate concerning new social security systems in Germany is 
dominated by the themes of flexibilization and, as in the 1980s, the 
possible reduction of working time. The German debate is characterized 
by two different approaches to social innovations. The first emphasizes the 
universalizing of existing social policies, which tend to be employment- 
centred; i.e. they exclude the self-employed and the economically inactive. 
Examples include the universalization of public health insurance or mini-
mum pensions. The second approach aims at innovation within 
employment- centred policies. The Social Democratic Party (SPD), in 
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particular, has proposed several ideas. One has been the model of 
“Arbeitzseitkonten”, which would grant employees the opportunity to 
benefit from the difference between calculated working hours and actual 
working hours, with the difference to be used later at a time chosen by the 
employee [25]. In turn, “Lebenschancekredit” [26] is a system designed 
to give employees the freedom to choose how and when to use their 
labour hours. Lebenschancekredit is basically a bank account where one 
store excess working hours. In other words, both schemes provide work-
ers with unconditional access to periods of free time with the right to 
return to the same, safe position (of which there are far fewer than 40 years 
ago). Thus, flexible work and flexible free time are at the core of the 
German discussion.
In Germany, attitudes towards the digitalization of public administration 
services remain rather sceptical. However, some local administrations have 
digitized basic public services, such as applications for passports, and 
drivers’ licenses. Interestingly, when the central government was over-
whelmed by the task of registering Syrian war refugees and processing 
their cases, it relied on a mix of expanding services and digitizing the rel-
evant government agency. This progressed to the extent that AI was used 
to classify refugees. Nevertheless, this move led to a backlash, and thus if 
applied on a larger scale to all citizens, it would be politically costly. In 
addition, some steps have been taken towards digitization in public health 
insurance, but to not in other major federal-level social programmes.
In turn, the digitalization of society is a buzz word in the Dutch debate. 
Digital government and the digitalisation of public administration have 
been important goals for recent governments. These include digitalization 
of the administration of social security. Moreover, a number of e- democracy 
tools have been made available in the last decade to increase citizen par-
ticipation and fuel civil-society platform-technology thinking. Moreover, 
while trade unions are concerned about the effects of digitalization and 
automatiion on the labour market, they are reasonably positive about digi-
talization itself and the economic and social opportunities that it offers. 
Thus, the Dutch approach could be characterized as civil-society platform- 
technology thinking. Nonetheless, trade unions remain undecided on 
which opinion they will adopt vis-a-vis digitalization. Furthermore, Dutch 
society is waiting to see the kind of stance Brussels will take on the matter 
before reacting and advancing pragmatically.
By contrast, the central theme in the social security debate in South 
Korea concerns selectiveness in the social security system. Selectiveness is 
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a more costly and hence less effective way to deliver social security than the 
universalist approach. There is a hope, however, that new technologies 
will reduce screening costs. The remaining caveat is that a reduction in 
screening costs does not necessarily mean that the basic needs of the vul-
nerable are met. Currently, automation is not utilized extensively in deliv-
ering social security. There is, however, a strong consensus around 
increasing coverage and spending in social security. If and when this 
occurs, new technology can be applied.
Basic Income
The debate on basic income is at an early stage in Germany. However, a 
recent shift has occurred from intellectual debates to political debates. 
Nonetheless, concrete measures are still missing. While basic income is a 
rather popular concept, which is regularly discussed in the media, and 
which, according to opinion polls, is supported by roughly half of 
Germans, the experts participating in our study saw no clear consensus 
emerging. Moreover, proponents of basic income support it for different 
and often contradictory reasons, suggesting that any specific model would 
have weaker approval ratings. Furthermore, support for basic income only 
weakly aligns with social class or party preferences, making it harder to 
mobilize voters around the topic.
Two parties, the Greens and SPD, have models of basic income that 
focus on improving the current social safety net of last resort. One expert 
described the situation with the following remark: “One SPD model 
departed widely from the original idea of basic income by demanding that 
recipients do ‘socially beneficial work’, i.e. the term ‘basic income’ was propped 
[up by] the older concept of a ‘social labour market’, where the state provides 
low-skilled jobs for the long-term unemployed”. In other words, two strains 
of thought are found in Germany; the first emphasizes relieving pressure 
on the state budget, while the second stresses quality of life and the ability 
to decide the kind of life one wishes to lead.
In the Netherlands, by contrast, municipalities are currently 
experimenting with basic income. These trials focus on current welfare 
claimants (social assistance) and therefore go beyond mere ‘basic income’. 
The process has been colourful: The experiments were intended to be 
launched on May 2017, but they were subsequently delayed. They finally 
began in June 2018, and are set to conclude in October 2019. The trails 
aim to provide an alternative approach to social assistance and investigate 
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the effects of a different set of rules on claimants of social assistance. In the 
political debate within the participation-state modus, the experiments are 
seen as way to increase active participation in labour markets and support 
those who cannot find work. The current experiments employ different 
approaches, as Dutch municipalities differ greatly in the ways they enforce 
participation: whereas some municipalities employ very strict conditions 
and sanctions, others are far more lenient. At the time of the writing, the 
results of these recent experiments are not yet known.
The basic income movement in South Korea began from grass-roots 
societal dissatisfaction. Support for basic income stems from young peo-
ple’s perception of a lack of solidarity among Korean citizens. The basic 
income debate is, consequently, mostly preoccupied with the situation of 
young people in society. However, while the city of Seoul planned a basic 
income experiment for young people, the initiative failed to gain sufficient 
support. In Korea there are two opposing views on the development of 
the social security system, a welfarist approach and basic-income approach. 
Currently, the welfarist perspective, which emphasizes work ethics and the 
prevention of free riding, remains stronger.
However, Gyenoggi province, with 13 million inhabitants, has begun a 
basic income programme where all young people will receive 1 million 
won (around 760 euros) at the age of 24 for one year without any condi-
tions. The Gyenoggi basic income is paid in a local currency which is valid 
only in this province. Moreover, only SMEs can convert this currency into 
legal currency. Thus, the aim is both to help young people and support 
local SMEs. Moreover, this is considered one of the largest pilots with 
local currency in the world.
In Korea, two additional variations of basic income also exist. One is 
basic income as land dividend: a policy of imposing a land tax and distrib-
uting the income equally among the people. The second variation is tar-
geted at farmers, and is, in effect, participation income. Here, the main 
aim is to improve the situation of poor farmers.
Gyenoggi’s basic income for young people plays a pivotal role in the 
basic income debate in South Korea. As one expert noted, “The SMEs’ 
business opportunities are less important that what is happening to you[ng] 
people, changes in young people’s attitudes, economic aspects and study 
choices”. If basic income effects a positive change, more young people will 
move to Gyenoggi province from other parts of the country, and this will 
significantly increase pressure to implement basic income at a national level.
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5  dIScuSSIon
The industrial structures and path-dependencies in their social security 
systems make each of the three countries unique cases. Nonetheless, it is 
still possible to find similarities between the chosen countries. The analysis 
above demonstrates a clear need for social policy adaptation to 
Manufacturing 4.0  in countries with highly developed manufacturing 
industries and current low unemployment levels. Despite the diverse 
nature of the concept of social security and the myriad social security 
schemes in existence around the world, all three countries recognized the 
necessity to reform their social security systems in the wake of prospective 
labour-market disruptions. The question is if whether these reforms will 
be sufficient and when the reforms are needed.
In the German case, no labour-market disruptions were foreseen in the 
near future because of the robust level of automatization in the country’s 
various industrial sectors. Small and medium-size enterprises (SMEs or 
Mittelstand) are the backbone of German industry and the source of larger 
companies’ economic might. Nevertheless, the focal point for Germany, as 
well for the other countries in this study, concerns the regulation of plat-
form work. There is a gap between those whose labour is strictly regulated 
and those whose labour is more loosely controlled. Digitalization is pro-
gressing swiftly for large companies, but many SMEs are struggling in this 
area. Due to the German federal system, municipalities are in a key posi-
tion to enhance digital infrastructure, whereas federal bodies play a central 
role in advancing the path of digitalization.
In the Dutch case, no signs are evident of severe labour-market 
disruptions. Moreover, this finding is of no surprise. The Netherland’s 
unemployment rate has been one of the lowest in the Eurozone for a 
decade. Furthermore, the country possesses good digital infrastructure, 
and its strong position as export country with a highly educated workforce 
make the Netherlands more than able to capitalize on the opportunities 
created by digitalization. Thus, the Netherlands has all the ingredients to 
succeed in digitalization.
In South Korea, the risk of job losses due automation is significantly 
lower than in many other countries because of the high levels of expertise 
in the labour force and the decrease in labour supply caused by the coun-
try’s extremely low birth rate. Korea already enjoys a high level of robot-
ization in the manufacturing industry. Moreover, robotization and 
automation are generally considered a positive change for Korea.
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Apart from the need to renew their social security systems in response 
to technological change, all three countries face an ageing population, 
thus making it harder to finance social security schemes. The countries 
have all faced various challenges in their past, which they have overcome, 
but in different ways. This has led to a different perception of how society 
should deal with unemployment and the renewal of social security schemes.
To date, few signs exist of reinvigorated semi-urban environments in 
Germany. Furthermore, the country’s core urban environment is experi-
encing high pressure and structural change. Germany currently faces a 
shortage of skilled labour in many areas, thus larger cities attract much of 
the potential labour force, enhancing their position to the detriment of 
smaller towns and rural areas. Similarly, in the Netherlands, innovations 
and market developments occur in large cities and triple-helix networks 
(public, private and knowledge institutions). The Netherlands is nonethe-
less a densely populated country, and consequently urban and rural areas 
exist in close proximity. However, some areas lag behind the capital area in 
their pace of change.
The population is ageing in South Korea at a record pace, even faster 
than that of Japan. Consequently, provincial cities are declining and the 
population is increasingly centred in large cities. This is leading to the 
desolation of rural areas and provinces.
The debate concerning new social security systems in Germany is 
dominated by the themes of flexibilization and, as in the 1980s, the 
possible reduction of working time. The German debate is characterized 
by two different approaches to social innovations. The first emphasizes the 
universalization of existing social policies, which tend to be employment- 
centred; i.e. they exclude the self-employed and the economically inactive. 
The second approach aims at innovation within employment-centred poli-
cies. The SPD, in particular, has proposed several ideas to promote inclu-
sive labour markets. In terms of attitudes towards the digitization of public 
administration services, the climate remains fairly sceptical in Germany. 
While some steps towards digitization have been taken in public health 
insurance, other major federal-level social programs have failed to follow 
suit. This encapsulates the attitude towards new solutions for social secu-
rity and how one can control the data behind these innovations.
In turn, the buzz word in the Dutch debate is the Digitalization of 
society. Thus, recent governments have stressed the goals of Digital gov-
ernment and the digitalization of public administration. The Dutch 
approach could be described as a civil-society platform-technology 
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thinking. However, before reacting more forcefully, Dutch society is wait-
ing to see the stance Brussels adopts on digitalization. This summarizes 
the current Dutch attitude towards digitalization.
The central theme in the social security debate in South Korea, by 
contrast, concerns selectiveness in the social security system. Selectiveness 
is costly, and hence represents a less effective means of delivering social 
security compared to the universalist approach. There is a hope, however, 
that new technologies will reduce screening costs. Nonetheless, a strong 
consensus is forming around increasing social security coverage and 
spending. If and when this transpires, new technology can be applied. 
Korean society is focused on cost and the efficiency, which are tied to the 
digitalization of social security.
The three countries’ social security systems have been forged over long 
periods of time in different historical contexts, and this is also reflected in 
their approach to basic income. The debate on basic income is at an early 
stage in Germany. However, as previously mentioned, a recent shift has 
occurred from intellectual debates to political debates, although concrete 
measures are still lacking. Moreover, while basic income is regularly dis-
cussed in the media and, according to opinion polls, enjoys the support of 
roughly half of Germans, the experts in our study saw no signs of a con-
sensus emerging. Thus, although Germans are pondering the feasibility of 
basic income for their society, there is little indication of concrete action in 
the foreseeable future.
As mentioned earlier, the Netherlands is currently experimenting with 
basic income at a municipal level. These trials focus on current welfare 
claimants (social assistance) and therefore go beyond mere ‘basic income’. 
In the political debate within the participation-state modus, the experi-
ments are seen as a means of increasing active participation in the labour 
market and supporting those unable to find work. The current experi-
ments employ different approaches, as Dutch municipalities differ greatly 
in the ways they enforce participation, with some municipalities employ-
ing very strict conditions and sanctions and others being far less stringent. 
At the time of the writing, the results of these recent experiments are as yet 
known. Regional diversity is one peculiarity of the Dutch system, where 
every municipality approaches participation as it sees fit. Nonetheless, par-
ticipation in working life is the essence in the Dutch welfare state, which 
can be considered a participation state.
The basic income movement in South Korea began from grass-roots 
societal dissatisfaction. Support for basic income stems from young 
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people’s perception of a lack of solidarity among Korean citizens. The 
basic income debate is, consequently, mostly concerned with the situation 
of young people in society. This quest for more solidarity is the driver of 
changes in young Koreans’ participation in the labour market. Nonetheless, 
the Korean labour market is dominated by large conglomerates, and con-
sequently little room exists for innovative, original ideas. However, Korea 
features two additional variations of basic income. One is basic income as 
land dividend: a policy of imposing a land tax and distributing the income 
equally among the people. The second variation is targeted at farmers, and 
is, in effect, participation income. Here, the main aim is to improve the 
situation of poor farmers.
Reliability and Validity
We were only able to recruit a limited number of experts to act as 
informants for this study. This is unsurprising given that the topic is new 
and research knowledge has only recently begun to accumulate. The data 
were collected by both personal interviews and email. However, the same 
questions were used for both data collection methods. While the selected 
experts do not constitute a representative sample of all existing expert 
opinions in their respective countries, given their background and experi-
ence we assume that they were able to convey valid information on the 
topics analysed in this study. Our qualitative research method allowed us 
to study nuances and create a more coherent picture of the themes than 
that available in the current literature.
6  concluSIon
To conclude, in Germany the main challenge is society’s perception that 
unemployment is primarily a personal issue. Work is abundant, and thus 
one must merely desire to work. Similarly, the Netherlands is a participa-
tion state, where the responsibility for finding work or other means of 
activation lies with the individual. If a person is unable to cope, help 
should be sought from the family, then from the municipality and, as a last 
resort, from the state. By contrast, in South Korea social innovations tend 
to be locally-driven ad-hoc campaigns, thus making their future somewhat 
bleak. Consequently, Korea seems to lack an overarching strategy for 
applying basic income or other social innovations. Only time will tell 
whether the approaches discussed in this study will provide working 
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solutions for citizens struggling to find work and relying on social security 
schemes and whether the three countries will successfully navigate the 
paradigm shift to Manufacturing 4.0.
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Coping with Technological Changes: 





Countries around the world face the dual challenge presented by eco-
nomic pressure and technological change. Our home country, Finland, 
can be seen as a canary in the coalmine for the need to meet new dynamics 
of increasingly volatile, complex, and ambiguous (VUCA, [1]) conditions. 
Finland was hit particularly hard by the Great Recession, and in 2009 
alone Finland lost 8.5% of its GDP [2]. The workforce employed in indus-
trial manufacturing was reduced by about 25% from 2007 to 2016, losing 
about 90,000 jobs during this period [3]. However, while certain national, 
economic, and geopolitical conditions exacerbated the direness of 
Finland’s situation, the challenge of coping with technological changes is 
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a global one. How do we measure, and how do we ensure regional and 
national preparedness in the face of the technical changes provided by the 
Fourth Industrial Revolution and Industry 4.0?
It should come as no surprise that not all nations or regions are equally 
prepared for this challenge. In terms of preparedness for Industry 4.0, 
evidence from patent data on advanced manufacturing processes and sys-
tems showed that many of Europe’s capabilities in the field were based on 
a small group of nations [4]. In many regions, and indeed in entire 
Member States, such capabilities appeared outright absent.
Given the enthusiasm with which policymakers and key business and 
civil society representatives joined into ‘surf the Industry 4.0 wave’ during 
the latest years, surprisingly little empirical literature exists on the links 
between Manufacturing 4.0 and national specialization [5]. While a num-
ber of firm-level Industry 4.0 maturity models and readiness analyses have 
been developed [6, 7], models are still only emerging for societal levels of 
analysis. Lobova et al. [8] assesses levels of countries’ formation of Industry 
4.0 by measuring (1) the level of society’s digitization, (2) mentions of 
Industry 4.0 in normative and legal governments of the state, and (3) total 
volume of financing of scientific research in the sphere of Industry 4.0. 
Sung [9] ranks competitiveness for the fourth industrial revolution by aver-
aging three global competitiveness analyses.
This chapter argues that neither of these concepts fully capture regional 
and national abilities to cope with relevant technological changes. Instead, 
measurements of preparedness must consist of several elements including 
both technology push-factors (supply) and technology pull-factors 
(demand). As elaborated during this chapter, the supply side represents 
the existing industrial strengths of spatial entities, as well as the ongoing 
technological innovation. The demand side represents changes in future 
markets, fundamental changes to business models, and elements of tech-
nology foresight. To put it in simple terms, countries succeeding in the 
future industrial landscape will be those able—also in the future—to match 
their own competences with national and international demands.
In Fig. 1 we have presented supply (push) and demand-side (pull) chal-
lenges of Industry 4.0 strategy. In the field of technology innovation man-
agement, there is always a strategic need to analyze both supply and 
demand aspects of technological innovation. Successful technological 
innovation requires that both sides of market interaction (supply and 
demand) are managed successfully and simultaneously (see Fig. 1).
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Our approach builds on a modified version of the concept of Smart 
Specialization in which we integrate a stronger futures focused perspective 
supplementing the evolution and refinement this theoretical concept has 
witnessed over the last decade. Smart Specialization Strategies (S3) is a 
knowledge-driven growth strategy, which remains the dominant answer of 
the European Union for the regional transformation challenges faced. In 






















Demand side / push-factors
Supply side / pull-factors
Fig. 1 Supply (push) and demand-side (pull) factors in the Industry 4.0 strategy
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Cretu termed smart specialization a ‘key instrument for place-based develop-
ment’ and ‘the most comprehensive policy experience of implementing inno-
vation-driven progress in Europe’ [10]. S3 presupposes that choices of 
technological domains should originate in prior analyses of a region’s eco-
nomic, technological, and research specializations in order to be aimed at 
those with the greatest potential [11].
This chapter is structured by the four elements in Fig. 1 above. First, S3 
is explained in more detail, since this is the primary building-block of cur-
rent policymaking on this topic, as well as one of the dominant academic 
paradigms in the field. In order to succeed in the new conditions, proper 
attention must also be given to assessing and developing technical compe-
tences in the field of Industry 4.0. Since other chapters of this book focus 
more on Industry 4.0-technologies, this chapter will intentionally keep 
this topic short. On the pull/demand-side, the two core elements of the 
model relate to new modes of business modeling and the need for tech-
nology foresight. New business models and new markets are paramount to 
keeping a region competitive. The final part of the chapter demonstrates 
the benefits of foresight and applications of futures research methods. 
Throughout the chapter, we will use examples and cases based in Finland, 
but the concepts and ideas are transferable and easily applicable in other 
countries.
Smart Specialization (S3)
As mentioned, Smart Specialization has become the main adaptational 
mantra of the European Union. Smart Specialization, or S3 for Smart 
Specialization Strategy,  ensures the capacity of an economic system (a 
region for example) to generate new specialties through the discovery of 
new domains of opportunity and the local concentration and agglomera-
tion of resources and competencies in these domains [12]. Smart 
Specialization, more so than traditional industrial policy, places great 
emphasis on geographical contexts including the existing social, cultural, 
and institutional characteristics [13]. In S3 as a sector-specific innovation 
policy, governments (national, regional) are reframed with the task of 
developing capabilities connected with its territory, without accusations of 
merely ‘picking the winners’ in selecting fashionable or desirable sectors in 
a manner disjointed from existing specializations [14]. There are various 
reasons why S3 strategies are different in different European countries:
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• The location and importance of industrial, export and import activi-
ties are different in different regions of national economies.
• The key elements of the S3 approach, industrial comparative advan-
tages, regional resilience levels, and innovation activities are different 
in different regions.
• The industrial scale and scope factors are different in different regions.
• The nature of regional collaboration and actor-network network pat-
terns are different in different regions inside national economies.
• Both private- and public sector decision-makers need a tailored 
regional knowledge base and information assets for investment 
decisions.
• The Entrepreneurial Discovery Process (EDP) and start-up ecosys-
tems are different in different locations and regions. The nature of 
start-up ecosystems is having regional special characters.
• In general, pre-conditions of Industry 4.0/Manufacturing 4.0 strat-
egy concerning Industry 1.0–3.0 developments, are different inside 
national economies, in regions.
Smart Specialization Strategy (S3) is an excellent example of a theoreti-
cal concept translated into policy. In S3, the recommendation is that 
resources should be concentrated on a limited number of well-defined 
priorities. The S3 approach thus requires tough choices on the basis of 
own strengths and international specialization [15]. The aim is not to cre-
ate more specialized—and thereby less diversified—economies, but to 
capitalize on and leverage existing strengths in a region in order to build a 
competitive advantage in high-value activities [16]. S3 thus defines ‘the 
virtuous process of diversification’ [17] through local concentration of 
resources and capabilities within a select number of domains particularly 
likely to generate new activities aiming at transforming the existing struc-
tures, it forms capabilities by building micro-systems of innovation and 
drives structural local changes. The selected S3 priorities should be based 
on a shared vision built during a wide consultation process, which should 
be socially inclusive. It should include a wide range of entrepreneurs, 
researchers, social partners, etc. Priority setting should rely on the logic of 
the entrepreneurial discovery process (EDP) of likely market opportuni-
ties [18].
The place-based tenets of S3 are primarily aimed at underpinning 
regional development at a level more fine-grained than the national levels. 
The bottom-up approach reflects a popular turn from national to regional 
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innovation systems over the latest decades [5]. Part of this reason is the 
empirically verified benefits from the size and critical mass in R&D com-
bined with the positive knowledge spillovers gained from proximity to 
sufficiently large R&D sectors within a given sector [12]. Since the spill-
over varies with geographical proximity, there is a tendency to aim at inno-
vation ecosystems sufficiently large to create size, but not larger than that.
There are tendencies that fundamental changes to the manufacturing 
business model might underpin the regional spillover even further. As the 
line between manufacturing and services is blurred, emergent literature on 
servitization suggests, “Territorial Servitization” can contribute to local 
competitiveness and employment. This happens through a virtuous cycle 
generated when a local manufacturing base attracts or stimulates the cre-
ation of complementary knowledge-intensive service businesses, which in 
turn may facilitate the creation of new manufactures in the region [19, 20].
Smart Specialisation potentials across Finnish regions have been exten-
sively evaluated in cooperation with the Manufacturing 4.0-project in 
Haukioja et al. [21] and Karppinen et al. [22]. In the context of prepared-
ness for impacts of technical changes, we must understand the socio- 
economic historical background of regions. Some regions are more ready 
for technological changes and Industry 4.0 transformations. Key variables 
like demographic structure and education level of the population have 
impacts on preparedness for impacts of technological changes.
Like with any concept gaining rapid importance, many competing 
descriptions of Smart Specialization-elements exists. This chapter focuses 
on four main elements needed for a Smart Specialization-theory (visual-
ized in Fig 2).
We want to underline that in the S3 approach the entrepreneurial dis-
covery processes (EDPs) always link to the development of spatial start-up 
ecosystems. Entrepreneurial discovery always encourages experimentation 
and risk-taking. Some of the new economic activities identified as priori-
ties are likely to fail. Otherwise, one could hardly speak of experimenta-
tion. This aspect is also relevant for innovative technological 
entrepreneurship and Industry4.0 / Manufacturing 4.0 developments.
Below we will expand further on the four main constitutive elements of 
Smart Specialization. We can claim that these four constitutive elements of 
Smart Specialisation Strategy (S3) promote the creation of Industry 3 and 
Industry 4.0-type manufacturing patterns in regions. These must be some 
comparative advantages of industrial activities in order  to reach the 
Industry 4.0 level in different industrial sectors. In the European Union, 
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the existence of a national strategy for Smart Specialisation Strategy (S3) 
has been an ex-ante conditionality for the use of the European Union 
Structural Funds from 2014–2020 [23]. This means that if private and 
public stakeholders want  to link Industry 4.0 development and invest-
ments to the use of structural funds of the EU, they should have a very 
good knowledge base of S3 smart industrial development in regions.
Revealed Comparative Advantages
A new systemic approach to Smart Specialisation Strategy has been devel-
oped in the publications of the S3-research group [24, 21]. The revealed 
comparative advantage (RCA) is a key concept in S3 strategy, as regions 
seek to upgrade along with their existing advantages and specializations. 
Typically, the revealed comparative advantage is defined to be an index 
used in international economics for calculating the relative advantage or 
disadvantage of a certain country/region in a certain class of goods or 
services as evidenced by trade flows or industrial activity (see [25]) It is 
based on the classical Ricardian comparative advantage concept.
Balassa-Hoover Index (BHI) is the key index when we want to analyze 
revealed comparative advantages in a spatial setting. The formula of BHI 
is the following:
Fig. 2 S3 triangle (comparative advantage, resilience, and business renewal inno-
vation ecosystem dynamics) with entrepreneurial discovery process













where xsi is the number of employed people in region s and in industry 
i, (Xsi/Xi) is the corresponding share for all sub-regions. If BHIsi ≥ 1, 
there is a revealed comparative advantage in relation to all regions. In this 
way, we can understand whether regions have some comparative advan-
tages which can provide a fundamental economic base for progressive 
industrial development.
Another very useful index is the Region’s Relative Specialization Index 
(RRSI). We use RRSI as a measure of comparative specialization of sub- 
regions. RRSI can be calculated in the following way:
 





The higher the RRS index is the more specialized the structure of the 
manufacturing industry is in the region. If the structure of a region is 
homogenous, the RRSI obtains value zero. If the RRSI ≠ 0, the industrial 
structure of a region differs from the country’s average. The higher the 
RRSI value, the more a region is different from the whole country.
The idea is that the revealed comparative advantages provide ‘objective’ 
tools in which actual historical data for trade or employment reveals actual 
comparative advantages. If a region exports a given sectors’ products in a 
quantity that outsizes both the market for those products and the general 
regional trade patterns, the region is presumed to have an advantage in 
this sector. Often in the S3 approach, micro-based qualitative indicators 
and a bottom-up approach help to make local tailoring possible by provid-
ing understandings of the specific characteristics of a given region. 
However, in order to compare regions and regions’ relative differences for 
a given phenomenon of interest with ‘objective’ measuring tools, quantifi-
able macro-indicators are needed.
Two recent publications analyzing Smart Specialization in Finland 
show different methods of applying these quantifiable macro-indicators. 
Haukioja et al. [21] presents a Labour Intensity of Manufacturing Index 
(LIMI) measuring regions’ manufacturing workforce’s share of the total 
regional workforce in order to evaluate how dependent regions are on 
industrial manufacturing. Regions with a higher LIMI-share may have 
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comparative advantages in manufacturing, but may also be more suscep-
tible to risks in the case of rapid technological changes to manufacturing. 
Karppinen et al. [22] present analyses of Regions’ Relative Specialisation 
Index (RRSI), based on a Balassa-Hoover (see [25]) index for the indus-
try. This thorough analysis of Finland identifies no less than 432 relative 
advantage-subdivisions in the industrial sector alone [22]. This hints of 
many subnational comparative advantages around which the regions in 
question might build there Smart Specialization Strategy around.
For the long-term benefits of the comparative advantages, distinctions 
between various types of technologies and exports might be useful. 
Technologies and local business ecosystems that are simple to copy and 
easy to move to tend to be of reduced value and thus not a source of long- 
run rents [16]. More complex and difficult to imitate technologies are 
more sticky in space and holds greater promises for the regions and firms 
in which they are created. An alternative to revealed comparative advan-
tages, that is to empirical evidence of actual trade-flows or employment 
patterns, are overall rankings of competitiveness. Global competitiveness 
rankings have been used to analyze countries’ perspectives on Industry 4.0 
[9]. In order for industrial manufacturing companies in a given country to 
thrive on open international markets, these are indeed relevant data. 
Fortunately, a well of global and refined data already exists in this regard. 
Competitiveness has been at the forefront of national economic policies 
around the world since the groundbreaking work of Michael Porter more 
than 25 years ago, and it has long forked from its firm-level origins into 
additional discussions of national competitiveness [26]. An important 
indicator of national competitiveness is the Global Competitiveness 
Reports of the World Economic Forum. Currently, these reports include 
five unique four analytical domains: (1) Enabling environment, (2) human 
capital, (3) markets and (4) innovation ecosystem. As the reader might 
note, this has certain overlaps with other elements of our model, i.e. they 
might be considered a reflection of the S3-triangle as a whole.
Resilience Base: Industrial and Business Diversity
Regional specialization strongly depends on the industrial structure actu-
ally present in a region, and as a result shows clear traits of embeddedness 
and path dependencies [11]. In many studies of economic resilience, 
much effort is attributed to the development of factors and measures rep-
resenting economic and related resilience. In our S3 approach, we have 
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focused on industrial and business diversity analysis. Resilience analyses are 
relevant and important because they help regions to adjust themselves to 
withstand and adjust to economic shocks. If the resilience level is very 
weak, even advanced industrial sectors can collapse and ruin all efforts to 
develop Industry 4.0 competences and capacities. We apply the Herfindahl- 
Hirchman Index (HHI) to the Finnish sub-region data. Our data includes 
71 sub-regions and 24 industrial sectors [24, 21]. Our HHI analyses help 
decision-makers in the private and public sectors to identify resilience lev-


















where xi is the number of employed people in the industrial sector (i) 
and x is a total number of people employed in all industrial sectors in 
region (s) and n is a number of industrial sectors (n). HHI-index is calcu-
lated as the sum of squared industry shares for each sub-region.
This kind of basic resilience analysis informs decision-makers about 
industrial resilience levels which vary much in different regions and spatial 
communities. Resilience analyses help decision-makers to identify risks of 
industrial policy and understand strategic trade-offs between comparative 
advantage analyses and resilience analyses. Both “sides” of industrial policy 
are relevant for Industry 4.0 strategy in the national level.
Business Renewal, Innovation Ecosystem Dynamics
The fourth critical analysis tool of S3 is focused on the business renewal 
and innovation ecosystem. In general, business demographics size matters 
in Industry 4.0. Current Industry 4.0 research reveals that small- and 
medium-sized enterprises (SMEs) often have more challenges to adapt to 
Industry 4.0 approach [27, 28]. This is a good reason to pay more atten-
tion to spatial variation in entrepreneurship and business demographics.
The smart region is an innovative region that is flexible in adapting to 
economic shocks. Adaptability is measured by the CDI index. The CDI 
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where ENe = number of start-ups in the area, EXe = number of deaths 
in the area and Te is the number of enterprises in the area. The higher the 
CDI, the better the ability of the region to renew its business and indus-
trial activity.
Entrepreneurial Discovery Process (EDP)
In Smart Specializations Strategies, it is presupposed that choices of tech-
nological domains reflect regions’ economic, technological, and research 
specialization [11]. The principle of ‘entrepreneurial discovery processes’ 
(EDP) then ensures that the choice of specialization hinges on capabilities 
already existing in the region. There are very close links between this idea 
of EDP and spatial innovation ecosystems.
Innovation ecosystem is, therefore, a key component of the Smart 
Specialization Strategy. In Fig. 3, we report Big Data analysis of the global 
start-up ecosystem of manufacturing. This study aims to identify digital 
trends across industries and to map emerging sectors by using co- word 
and social network analysis. As the industrial landscape has become com-
plex and dynamic due to the rapid pace of technological change and digi-
tal transformation, identifying industry trends and emerging business 
Fig. 3 Global start-up ecosystem of the Manufacturing cluster: A Big Data anal-
ysis [29]
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areas can be critical for strategic planning and investment policy. This 
study examines industry and technology profiles of top start-ups across 
sectors and studies in which areas early-stage companies specialize. We 
have applied co-word analysis to reveal co-occurrences of keywords or key 
phrases related to technology and industry profiles of early-stage compa-
nies and then use social network analysis to visualize industry structure 
and to identify trends from word co-occurrence. The results obtained 
from the analysis show in which sub-industries digital technologies are 
penetrating and what new sectors are emerging [29].
We can see from the results (visible in Fig. 3) that
• The global start-up ecosystem of the manufacturing cluster is very 
diversified
• There strong links between robotics and machine learning, electron-
ics and semiconductor (which is expected)
• There is a strong link between information tech, vehicles, and elec-
tric vehicles
• Industrial cluster centers are e-commerce, 3D printing, and energy 
utilities business
• Many elements of the global start-up ecosystem are isolated and not 
very networked.
The start-up ecosystem of Finland has been visualized and analyzed in 
a similar manner and the analysis shows not only results for Finland, but 
that it is possible to do both global analyses and analyses of smaller spatial 
entities, such as regions or countries. Among the 427 included start-ups in 
Finland, the role of manufacturing companies is very minor, with less than 
3 percent of the total population situated in this sector. However, most 
start-ups are in sectors relevant for Industry 4.0, such as Information 
Technology (89 companies), Software (72 companies), Internet (45 
Companies), Artificial Intelligence (43 companies). The largest sector 
outside this field is Health Care with 36 companies. We can note that 
Finnish start-up ecosystems need collaboration with the global start eco- 
system to gain a competitive edge in the future. This kind of analysis can 
help decision-makers plan national Industry 4.0 strategy roadmaps. Similar 
analyses can be made for all countries with Big Data analytics. Again, we 
can note that many elements of the start-up ecosystem are quite isolated.
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2  technology InnovatIon, Markets 
and BusIness ModelIng
Nations have the opportunity to pursue innovation and increase their 
technological competencies as the main method of supply-side prepara-
tion for potential technological shifts. It is possible to analyze prepared-
ness based on this step through several different approaches. Common 
approaches are for example patent and trademark analyses [30] or biblio-
metric analyses. In the context of preparedness for increased automation, 
indicators of digital readiness may, however, be a useful tool allowing also 
for the comparison between different entities. With some modifications 
we can turn the European Union’s Digital Economy and Society Index 
(DESI) [31] into a new Manufacturing 4.0-index in which the main 
dimensions are based on the characterization of the four main features of 
Industry 4.0: Interconnectivity, Data, Integration, and Innovation [32, 
33]. In addition, we add the important fifth dimension of the availability 
of necessary human resources with the required digital skills.
This operationalization can be seen below in Table 1 which also reports 
the results for Finland and its ranking against the other EU27, Iceland, 
Norway, Montenegro, North Macedonia, Serbia, Turkey, and Bosnia and 
Herzegovina.
The analysis shows that Finland has one of the most conducive founda-
tions for digital advancement in Europe, as it consistently ranks at or near 
the top across the five dimensions of digital Manufacturing 4.0-readiness.
For a region to succeed in a competitive international environment, it 
is not enough to have the right competences and enabling conditions. The 
industrial firms of the region must also function with business models fit-
ting their respective markets. Filtering and prioritizing futureproof mar-
kets and business models are therefore key elements of the ‘demand’-side 
of coping with technological changes. Two new and key methods of ana-
lyzing market change preparedness are the analysis of Long-Term Business 
Opportunities and Business Model-Based Filtering Analysis.
The analysis of Long-Term Business Opportunities is a means to 
explore baseline projections of the long-term business of e.g. manufactur-
ing industries in a given country [modified from [34]). The baseline pro-
jections combine long-term projections of GDP growth for various 
countries [35], manufacturing outputs based on the World Input-Output 
Database (WIOD; [36]), national data on employment by manufacturing 
sectors, and calculations of Revealed Comparative Advantages. This 
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framework provides a simple ceteris paribus analysis of whether existing 
trade patterns trend upwards or downwards. An analysis of the data for 
Finland shows that certain industrial sectors projects to increase their share 
of the Finnish economy (e.g. manufacture of machinery and equipment, 
Table 1 Digital skills in Finland: Key results
Variable Variable Result Rank
Interconnectivity Enterprises provide more than 20% of 
the employed persons with a portable 
device that allows a mobile connection 




















Integration Share of enterprises with ERP systems 


















Cumulated Horizon 2020-funding for 
ICT-related projects
Data from DG 
Connect
7






Percentage of individuals with basic or 





STEM graduates at Master’s or 






Sum Finland—Average ranking in Europe 4.4
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and manufacture of paper and paper products), while growth potentials in 
other sectors lack behind (e.g., manufacture of food products, and manu-
facture of textiles).
Since the World Input-Output Database is so detailed, the informa-
tion can also be used to forecast shifts in individual export markets. 
Below is an example again based on the latest available information for 
Finland (Table 2), which does not quite show radical shifts, but still hints 
of ongoing changes. China, perhaps not so surprisingly, looks to become 
a bigger and more important market for Finland than e.g. the United 
Kingdom and Russia, due to the projected larger growth in GDP. Similar 
tables can be made for all countries included in the WIOD-database and 
the OECD GDP projections. It is also possible to break the numbers 
down to subnational levels in order to analyze which regions, again 
ceteris paribus, which are better positioned for long-term business 
opportunities.
Table 2 Top 10 manufacturing sectors and markets (excluding Finland and the 
rest of the world)
2012–2014 2035
1 Market: Germany
Paper and paper products
Market: Germany
Paper and paper products
2 Market: Sweden
Coke and refined petroleum
Market: Sweden
Coke and refined petroleum
3 Market: USA
Paper and paper products
Market: USA




Chemicals and chemical products
5 Market: Sweden




Printing and reproduction of recorded 
media
Market: China
Paper and paper products
7 Market: United Kingdom
Paper and paper products
Market: Germany






Printing and reproduction of recorded 
media
Market: United Kingdom
Paper and paper products
10 Market: Russia
Chemicals and chemical products
Market: China
Machinery and equipment
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During the latest decades, much of business research has focused on 
Business Model Innovation [37]. In recent years, this has also led to an 
academic focus on business model innovation through Industry 4.0 (e.g. 
[38]). Beyond the Industry 4.0-literature, there are new and inspiring 
approaches to business modelling like “happiness based business models” 
[39], business models based on “platform thinking” [40] or “sustainable 
socially responsible and ethically oriented” business models [41]. It is 
good to remember that firms can select different approaches to their busi-
ness model. In Table  3 we present key alternatives for export-oriented 
business models (Table 3).
Business models can also be simplified according to the main market 
targeted. Modern companies typically work in Business-to-Business (B2B) 
markets, Business-to-Consumer (B2C) markets, or Business-to- 
Government (B2G) markets. In the future, business models will also 
increasingly include Business-to-Digital Networks (B2DN) markets, as 
buying and selling will be done on account of algorithms in digital net-
works. Future B2DN-models can be related to all three other types of 
models today, as the digital models exceedingly spread.
Global markets can be filtered to give ideas about which business 
model that is must promising for given markets, as well as which markets 




Direct Sales The company itself sells directly to foreign end customers either in Finland 
or locally.
Resale The company sells to resellers who sell directly or through intermediaries 
to the end customer.
Licensing The technology (or equivalent) is made available to another company to 
package it into a product or service to be sold for a license fee.




A foreign owned company with minority share sells a product or service 
locally to foreign customers.
Joint Venture Equally owned (50/50) foreign company that sells in the local market.
Subsidiary Wholly owned (or majority owned). The parent company has a majority 
of the shares, participations or other voting rights in the subsidiary 
company. The parent company is required to prepare consolidated 
financial statement, which records the profit or loss generated by the 
foreign affiliate.
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are most promising for a given business model. We can call this a Business 
Model-Based Filtering Analysis. In general, the filtering model is based on 
three main market criteria: The absolute size of the market, the size of the 
sectors per capita, and the sectors’ share of the overall economy (data from 
the IMF [43]).
As we know, three strategic arenas of innovation are technological 
innovation, business model innovation and social innovation [44, 30]. 
Business model innovation has traditionally based on the identification of 
consumers and end-users in national and global markets. For Industry 4.0 
strategy not only supply-side analyses (technology push) are relevant, but 
there is a need to think demand-side analyses (technology pull). Then 
business model innovation plays an important role. The scaling and scop-
ing of Industry 4.0 technology innovations require new business model 
innovations, which are based on professional export and import strategies 
with data lake filtering, Big Data analytics and knowledge management. It 
is good to understand that there is not a linear path to the big success of 
Industry 4.0 strategy. Often even very successful companies are not 
always winning in foreign markers, but they can learn from international 
markets and their own business failures. It is good to remember that both 
technology push and technology pull factors of Industry 4.0/
Manufacturing 4.0 strategy need professional attention.
3  technology ForesIght
Technology foresight is closely linked to national innovation policy, tech-
nology policy, science policy, and education policy work. Between these 
policies, there are various strategic trade-offs and national planning needs. 
The typical argument of technology foresight has linked to supply-side 
(technology push) analyses, but not so much to the demand-side (tech-
nology pull). There are six key frameworks of foresight (cf. Table 4): (1) 
predictive frame, (2) planning frame, (3) scenaric frame, (4) visionary 
frame, (5) critical frame, and (6) transformative frame [45]. There can 
be both explorative and normative analyses in the field of technology fore-
sight. The level of perceived unpredictability has impacts on a selected 
frame of technology foresight. There are many social and economic ben-
efits of technology foresight. 
These kinds of technology foresight aspects are relevant also in the 
Industry 4.0 strategy discussion, because many current Industry 4.0 anal-
yses are more linked to supply-side (technology push) analyses. In the best 
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case, technology foresight helps decision-makers to build strategic road-
maps and assess alternative technology choices. Typical foresight processes 
include (1) the use of foresight methods, (2) network and stakeholder 
analyses and (3) decision-support for decision-makers and the pragmatic 
use of decision models [46]. These three pillars of foresight are needed to 
provide “fully-fledged foresight” with diagnosis, prognosis and prescrip-
tion phase of technology foresight. In this way, technology foresight must 
be linked to actual processes of networking and decision-making.
In the field of technology foresight, one relevant framework is Gartner 
Hype Curve analysis, which focuses on digital technologies. Gartner Hype 
Cycle methodology gives us a view of how a technology or application will 
evolve over time, providing a sound source of insight to manage its deploy-
ment within the context of various business fields. The Gartner Hype 
Cycle approach is providing an important perspective to technological 
transformation in the VUCA environment [1], which SMEs and corpora-
tions face in the global economy.
An Example of Global Technology Foresight: Technology Power 
Index Analysis of Digital ICT Technologies
Digital and disruptive technologies create the most economic growth and 
productivity. Here we analyze longitudinal data of the 2008–2017 Gartner 
Hype Cycles and key digital ICT technologies in the world. Gartner Hype 
Cycle analyses have a strong influence on large companies’ technology 




Benefits and inputs for Industry 4.0/Manufacturing 4.0 strategy
Predictive frame Trend predictions and baseline scenarios of Industry 4.0/
Manufacturing 4.0 developments
Planning frame Industrial planning of IND4.0/MFG4.0
Scenaric frame Alternative development strategies of IND4.0/MFG4.0, Risk 
analyses of IND4.0/MFG4.0
Visionary frame Long-run visions of IND4.0/MFG4.0 developments
Critical frame Risk (forecasting what if? -scenarios) and uncertainty (backcasting 
scenarios) analyses of IND4.0/MFG4.0 development
Transformative 
frame
Roadmaps of IND4.0/MFG4.0 development
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strategies and investment decisions. In this sub-section, we present the key 
results of Technology Power Index Analysis, TPIA [47]. The TPIA is 
based on the ranking positions of technologies and the power index of 
each technology (151 technologies) in the yearly Gartner evaluations from 
the year 2008 to 2017 [48]. The technologies ranked first to receive the 
highest power index numbers, and the technologies which are ranked low-
est in the Gartner Hype Cycle have the smallest index numbers. Based on 
these TPIA calculations, all technologies receive a TPIA sum of technol-
ogy power numbers. The larger the sum each technology gets, the more 
powerful the analyzed technology is. According to our analyses, the top 
10 most powerful technologies are Surface Computers, Consumer 
Telematics, Mobile OTA Payment, Location Intelligence, Enterprise 3D 
Printing, Consumerization, Biometric Authentication Methods, Text 
Analytics, People-Literate Technology, Neurometric Hardware and 
In-Memory Analytics.
The lowest TPIA index technologies are held by new technologies in 
the “Technology Trigger Phase” of the Gartner Hype Curve. None of 
these low TPIA index-value technologies and innovations are fully ready 
to be used. It will take from five to ten years for them to become more 
powerful. The most recent Gartner reports for 2018–2020 provide some 
new insight into global technology foresight. New technology challenges 
are Augmented analytics, Quantum computing and Autonomous Things 
and Artificial Intelligence (AI). Augmented analytics reflects a third major 
wave for data and analytics capabilities. Data scientists are able to use auto-
mated algorithms to explore more hypotheses [49]. Quantum computing 
is based on the quantum state of subatomic particles. Quantum computers 
are an exponentially scalable and highly parallel computing model [49]. 
Autonomous things mean Robotics, Vehicles, Drones, Appliances and 
Agents. They can operate in four environments: sea, land, air and digital. 
Autonomous things use Artificial Intelligence (AI) to perform tasks tradi-
tionally done by humans [49].
The analysis of the Gartner Hype Curve helps leaders to understand the 
dynamics of on-going technological disruption, which is extremely impor-
tant for SMEs and corporate leaders in being able to foresight the future 
of digital ICT technologies. Technological transformation, in particular, is 
changing many basic assumptions of business management and strategic 
planning. The digital transformation process can be estimated from the 
yearly results of Gartner’s Hype Curve analysis. This technology foresight 
study reveals that companies have to take significant risks when making 
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technological choices. It can be argued that technology risks can be man-
aged, but not completely eliminated by technology foresight. By using 
futures studies and technology foresight methods it is possible to engage 
relevant stakeholders in the region in ideations on how these technologies 
might affect business in the region, as well as how the region could move 
forward in order to generate opportunities based on the emerging 
technologies.
4  conclusIons
This chapter highlights that in the discussions about Industry 4.0 and 
Manufacturing 4.0 development demand and technology pull factors are 
often forgotten and the technology push approach dominates discussions. 
We should understand also the demand side of the Industry 4.0 orchestra-
tion in a connection with consideration of the development of Industry 
4.0 know-how and competences. The analytical thinking behind the 
Industry 4.0 approach is not just a question of supply-side and the pro-
duction modernization and fast digitization of super-connected ubiqui-
tous production. Supply chain management is an elementary part of 
Industry 4.0 expertise and development. In practice, this means that the 
supply and demand side (eCommerce and consumption on the domestic 
and international markets) analyses must be linked together. This means 
also a new kind of orchestration challenge throughout the whole supply 
chain and a new kind of innovative business model development.
In this chapter, we have addressed the general challenges of anticipation 
and the development of Industry 4.0 and Manufacturing 4.0 strategy. 
Foresight analyses can provide an overview of how the transition from 
Industry 3.0 to Industry 4.0 is taking place. Generally speaking, the transi-
tion from Stage 1.0 and Stage 2.0 to Industry 4.0 is extremely challenging 
for any operator or company. Conversely, the transition from Industry 3.0 
is, of course, one step easier, as the industrial companies that have reached 
this Industry 3.0 stage, already have proven capabilities and intellectual 
capital to support the transition to Industry 4.0 level. Generally speaking, 
we can say that the proven abilities in international competition are help-
ing companies move into Industry 4.0 level. Digital learning and learning, 
in general, is an important part of the transition to Industry 4.0. 
Manufacturing 4.0 and Industry 4.0 target is already challenging because 
of the need to combine cognitive ergonomics with physical ergonomics. 
This requires in-house testing, innovation and experimentation, for which 
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smaller companies, in particular, have fewer resources than large corpora-
tions. It is evident that larger companies act as drivers of change in many 
modern industries, shaping their industry cultures and practices through 
their own policies and standards. In particular, this affects the operational 
supply-side logistics and supply chains. On the other hand, small busi-
nesses firms tend to be innovative and agile, and through their own start-
 up ecosystem, they can develop into major players in the Industry 4.0, too.
Industry 4.0 is a challenge for both small and large companies, and 
often local ecosystems of innovation play a major role in regional indus-
trial changes and transformations. As a key result, in this chapter, we have 
presented the European approach of the Smart Specialization Strategy 
(S3). We argue that achieving Industry 4.0 level in the industry will be 
easier if and when decision-makers have knowledge of the state of smart 
specialization regionally. Of course, factors such as population, employ-
ment and migration are important background factors, but the revealed 
comparative advantages, resilience levels, renewal and creativity processes, 
and entrepreneurial culture are the fundamental pillars on which the tran-
sition to Industry 4.0 is built regionally. When reliable information is 
available about these strategic key factors, making future investments is 
also easier.
Technology Foresight offers its own perspectives on Industry 4.0 
know-how and development. Foresight can provide six different perspec-
tives on Industry 4.0 development: (1) Predictive frame, (2) Planning 
frame, (3) Scenaric frame, (4) Visionary frame, Critical frame, and (6) 
Transformative frame. The Predictive frame can be used to produce statis-
tical forecasting analyses of socio-economic and technical forecasts and 
baseline scenario development for Industry 4.0 developments. The 
Planning frame can be used to generate operational and strategic plans for 
the development of Industry 4.0 supply chains. The Scenaric frame can be 
used to generate forecasting and backcasting scenarios for Industry 4.0 
and Manufacturing 4.0 developments. Through the Visionary frame, 
visions of Industry 4.0 developments can be created and produced. 
Through the Transformative frame, it is possible to produce technology 
roadmaps for Industry 4.0 development. There are many possibilities to 
apply foresight tools and methods to develop Industry 4.0 and 
Manufacturing 4.0 know-how and competences.
The Garner Hype Curve Technology Foresight presented in this article 
is a good example of a foresight tool that can be used to evaluate the evo-
lution of very large ICT and digital technologies over time. Through our 
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TPIA technology foresight analysis, we can create a better understanding 
of digital technology development, helping companies to evaluate their 
own technology choices and the risks involved in technology choices.
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Closing Words: Quo vadis Manufacturing 4.0
Mikael Collan and Karl-Erik Michelsen
How should we understand and explain the fundamental changes that 
take place in the manufacturing industry, when the ways of manufacturing 
change—advanced robots and other types of automation replace human 
workers, and advanced analytics are used to optimize and control what 
autonomous machines are doing? Are we in the early phase of the trans-
formation or have we already passed the turning point where there is no 
turning back? These questions are troubling scholars, policy makers, and 
business managers. Nobody seems to have a clear vision of future and the 
confusion affects industrial, technology, economic, and social policy- 
making not only in Finland, but also in Europe and beyond.
This book takes a multidisciplinary approach to the complex issue that 
is Manufacturing 4.0—multidisciplinarity is something that the “original 
Industry 4.0” vision was full of, we must remember that it was a holistic 
vision of where the society is going as a whole. It is not an easy task to 
combine technical, economic and social aspects of Manufacturing in a sci-
entifically credible narrative—there are too many contradictions and 
uncertainties. There are also too many positive expectations and promises 
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of technological advances and still relatively few concrete solutions to 
point at. And yet, nobody can deny the ongoing technological revolution 
that is changing the industrial and economic landscapes. Modern indus-
trial and post-industrial societies are affected by radical new technologies 
even before they are fully implemented to and adopted by the industry.
This book reveals at least four important messages. First, Manufacturing 
4.0 is today a predominantly technological issue and in that it is not one- 
sided—both the methods and materials of manufacturing are experiencing 
profound changes with additive manufacturing changing the way struc-
tures can be constructed, and new advanced materials are becoming avail-
able to be exploited in the future. When automation of industry, advanced 
robotics, and digitalization of manufacturing information are added to 
this mix, what can be seen is a complex multi-level transformation, a revo-
lution, in how industrial systems are changing.
Second, the changes happening in the technologies propel changes in 
the business models that companies use—these in turn cause a shift in the 
architecture of businesses in the field of manufacturing to become more 
networked in those niches, where the networked architecture is more 
competitive than the traditional “factory”. We are still taking the initial 
steps of this revolution from the point of view of business architectures, 
but history tells us that evolution of how business is being conducted car-
ries a strong resemblance to natural evolution—the strong and the com-
petitive will survive, while the weak perish. When business architecture 
needs start forcing changes in the development of technology and new 
technologies in manufacturing that carry great business-power emerge, 
then the speed of change will most likely pick up.
Third, Manufacturing 4.0 is also a social “program” that must try to 
tame the otherwise chaotic future that will be caused by the technological 
change. The Fourth Industrial Revolution continues on the evolution 
path that started more than two centuries ago. Industrial societies have 
adapted to the radical technological changes and created social and eco-
nomic structures, which are flexible and resilient. Radical technologies of 
Manufacturing 4.0 challenge the current social and economic structures 
and promise futures, which are more efficient, more productive, and per-
haps also more sustainable. Technology changes society, but technology is 
simultaneously changed by changes in the society. As this book points out, 
a likely outcome of this interaction is not a purely technologically deter-
ministic future, but a “new society”, which still carries forward sturdy 
structures from the past industrial revolutions, but also exhibits new struc-
tures, which force societies to make difficult policy decisions.
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Fourth, Manufacturing 4.0 is a political program that tries to derail the 
current industrial path that for the past decades has concentrated on the 
manufacturing industries in the low-cost developing countries. 
Manufacturing 4.0 builds on an age-old scientific and technological tradi-
tion, which is the cornerstone of Western culture and seems to promise to 
bring the manufacturing industry back to the developing world in a new 
transformed form and to anew create a competitive edge for industry- 
based business, in what we now think of as post-industrial societies. In 
order for manufacturing to make a come-back to the Western world the 
society must provide it “food and nourishment” in terms of not only 
“allowing” this change to happen, but also by way of supporting it by 
providing a workforce with a relevant know-how and by adjusting how the 
society works.
It remains to be seen how massive the actual societal changes driven by 
the Industry 4.0 and Manufacturing 4.0 are—most likely we can under-
stand it only after decades from today. Whether the fabric of the societies 
is flexible and able to withstand the changes, or whether the fabric will 
break and cause chaos is also an open question. What remains to be said 
here is that the only sure constant is change itself.
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