Image restoration technique is a significant processing technique in the field of image processing and the process of image restoration is to enhance the quality of the degraded image so as to improve the visual effect of the image. After the research of the image restoration algorithm based on Hopfield neural network and in order to overcome the defect that Hopfield neural network is easy to get trapped in local minimum point, this paper proposes an image restoration method based on the improved transient chaotic Hopfield neural network(ITCHNN), introduces transient chaos and time-variant gain in Hopfield neural network make it different from the traditional neural networks with only the feature of descending gradient, to make it have the dynamic characteristic of chaotic neural network to get away from equilibrium point and to enhance the ability of the network model in the search for the global optimal solution. The simulation experiment proves that the method of this paper is very effective and that it can further enhance the signal-to-noise ratio and the visual effect of the restored image.
INTRODUCTION
Certain degradation occurs in the acquisition of digital image, which includes image blurring, image distortion and image noises. Image restoration utilizes certain prior knowledge of image degradation, establishes the mathematical model of degradation phenomenon and restores the original scene according to the inverse deduction. Therefore, image restoration can be taken as the inverse process of image degradation. In the imaging system, image degradation can be caused by various reasons, including the defocusing of the imaging system, the relative motion between the imaging equipment and the object, the inherent defects of the imaging equipment as well as the external disturbance. At present, the research and applications of the technology of image restoration mainly focus on such fields as space exploration, remote sensing and metering, military science, biological science and traffic surveillance (Dongwei and Hongzhi et al., 2015; Nasser and Mehdi et al, 2015) .
The early image restoration utilizes the optical methods to rectify the distorted observed image and it gradually develops from the post-processing of the astronomically observed image. One successful example is that Jet Propulsion Laboratory of NASA processed the photos of the moon with the computer in the year of 1964. In the middle of the 1960s, deconvolution (inverse filtering) has been widely applied in the restoration of the digital images (Hussey and Coakley, et al., 2013) . At the same time, the analytical model of PSF (Point Spread Function) has been used in the deconvolution processing performed on the blurring telescope image caused by atmospheric disturbance, however, this method is very sensitive to noises. With many noises, the image restoration is not very good. In addition, the previous restoration methods include non-neighborhood filtering method, nearest neighborhood filtering method as well as Wiener filtering method and least square filtering method with better effect (Xiaohao, 2015) . Nevertheless, these methods have their own limitations. Among them, Wiener method is the optimal method in the least mean square and for certain specific image; it is not the best method of image restoration. With excellent non-linear adaptive features, Hopfield neural network is very good at parameter identification. Besides, the network structure is very suitable for parallel processing and hardware implementation; therefore, it has many advantages in real-time (Miguel and Gonzalo, et al., 2013) .
Firstly, this paper introduces the basic principles of image degradation and restoration and explains the image degradation/restoration model. After that, it introduces the model, classification and dynamic feature analysis of Hopfield neural network. Then, by referring to the fact that Hopfield neural network model can be used in the optimization computation, transient chaos and time-variant gain have been introduced to the neural network in order to enhance its ability to search the optimal solution. Then, such chaotic neural network model is used to solve the image restoration problems in order to improve the quality of the restored image. Finally, it is the simulation experiment and analysis.
IMAGE DEGRADATION AND RESTORATION

Overview of Image Degradation and Restoration
In the acquisition of digital image, the image will have certain degradation due to such reasons as the aberration of the optical system, the diffraction of the optical imaging, the non-linear distortion of the imaging system, the relative motion of the imaging process and the random environmental noises. On account of image distortion, the image in the receiving end is no longer that original image and it has become bad. Therefore, certain method is required to eliminate or remove the image degradation and restore the original image, which is the image restoration (Pablo and Hiram, et al., 2014) .
The purpose of image restoration is to improve the image quality. Image restoration is a complicated mathematical process and there are a variety of methods and techniques of image restoration. Image restoration is built based upon the mathematical model of degradation and it is to search the optimal estimation of the original image under certain optimization criteria. It restores the degraded image by using the prior knowledge in the degradation to its original nature. That is to say, image restoration builds the mathematical model of the degradation phenomenon according to the degradation reasons, analyzes the environmental factors which cause the degradation and restores the image along the inverse process of image degradation in accordance with the inverse deduction. Therefore, the main tasks of image restoration are to build the mathematical model of the inverse process of image restoration and confirm the point spread function which causes the image degradation. 
Model of Image Degradation/Restoration
Image restoration is to remove or eliminate the degradation occurring in the acquisition of observed image. Since there are many reasons for image blurring, a unified mathematical model is used to describe the image blurring. In the actual image processing, the image is to be represented with digital discrete function, therefore, the degradation model must be discretized.
For the degraded image , assume that the impulse response of the system on the impulse function with the coordinate of is , then
In this formula, if the response of the system on the impulse function is known, then the response of any input can be obtained with the above formula, namely that the linear system can be represent impulse response. The impulse response in the image is also called point spread function. If the , , and in the above formula take sampling at the same intervals, the corresponding arrays , , and will be produced. Then, augment these arrays with 0 and get the periodic extended arrays with the size of in order to avoid overlapping errors. Therefore, when and , the two-dimensional discrete degradation process can be obtained. In Figure 2 , is the original image, is the degradation function, is the external noise and is the degraded image. Subject to the impact of a degradation operator or the degradation system and overlapping with noises , form the degraded image. Among them, summarizes the physical process of the degradation system, namely the mathematical model of the degradation. The restored image can be formed after the restoration function(Thomas Wunderli, 2013).
HOPFIELD NEURAL NETWORK AND ITS DYNAMIC ANALYSIS
Hopfield forms a new computational method with the idea of energy function. It expounds the relationship of neural network and dynamics, uses the method of non-linear dynamics to study the features of such neural network, builds the criteria to judge the stability of the neural network, points out that the information is stored in the connections between each neuron, forms the so-called Hopfield network and introduces the concept of energy function. It is a non-linear dynamic system. The discrete Hopfield network is used for associative memory while the continuous Hopfield network is used to solve the optimization problems. Hopfield network is divided into two network models: discrete Hopfield neural network (DHNN) and continuous Hopfield neural network (CHNN). The following is the introduction of these two models (Li and Yongkun, 2015; Amr A. Adly and Salwa K, et al, 2013) .
Discrete Hopfield Neural Network
Its energy function is shown as follows
The above formula has the following characteristics: the node output is -1 or +1 and it is used for associative memory. It trains the weight and then it performs iterations according to the input and remembers and associative result (Mehdi and Malihe et al, 2013) . The discrete Hopfield neural network is shown in Fig.3 . n (x,y) f^(x,y)
Continuous Hopfield Neural Network
Every neuron of the continuous Hopfield network has the output value which continuously changes with time. It uses the operational amplifier with saturation nonlinearity to simulate the S-shape monotonous inputoutput relationship of the neurons and the energy function is as follows. (4) Here, is sigmoid function and the energy function is certain to fall according to the iterations. The above function transforms the target function into the energy function of the network. The problem variable corresponds to the network status. When the energy function of the network is converged to the minimum, the network status is the optimal solution(Elena and Adriano et al, 2013; Choon Ki, 2013) .
For the continuous Hopfield neural network model with nodes, the dynamic changes of its neuron status variable can be described with the non-linear differential equations below. 
OPTIMIZATION PROCESS OF IMPROVED TRANSIENT CHAOTIC HOPFIELD NEURAL NETWORK
In order to improve that Hopfield neural network is easy to get trapped in local minimum point, transient chaos and time-variant gain have been introduced in Hopfield neural network to make it different from the traditional neural networks with only the feature of descending gradient, to make it have the dynamic characteristic of chaotic neural network to get away from equilibrium point and to enhance the ability of the network model in the search for the global optimal solution. Therefore, such chaotic neural network is used to solve the image restoration problems so as to improve the quality of the restored image.
Improved Transient Chaotic Neural Network
Introduce a negative feedback term in Hopfield neural network with chaotic characteristic and obtain the model of chaotic neural network. This paper has transformed the unipolar threshold function of transient chaotic neural network into the bipolar Sigmoid function so that the improved transient chaotic neural network can be widely applied in the optimization process of complex functions and the network model has become
Here, and are the network input and output, is the connection weight, is the state attenuation constant, is the external offset and is the self-feedback connection weight, which corresponds to the temperature of the simulated annealing. and are the scale and annealing parameter respectively. As indicated in Fig.5 , as time increases, the network state has gradually transited from the chaotic state to a stable equilibrium state after a period-doubling backward bifurcation process. 
Steps of the Image Restoration Based on Improved Transient Chaotic Hopfield Neural Network
The input of the neural network has been replaced with the image grayscale function and the steps of the image restoration algorithm based on chaotic neural network are as follows. Make as the connection weight from the neuron to the neuron in the neural network and then we can get according to symmetry and self-feedback. The state variation of the neuron is , . Therefore, the image restoration algorithm based on Hopfield neural network is as follows.
(1) Set the initial state of all neurons, take the degraded image as the initial value of ITCHNN. (2) According to Formulas (6), (7) and (8), calculate the self-feedback connection weight and output value of the network.
(3) Update the neuron state according to the decision criterion and estimate the state of each neuron randomly and asynchronously and make corresponding adjustments according to Formulas (9) and (10).
In this model, every neuron receives the output of all neurons and one offset intput in a random and asynchronous manner, namely (9) Here, (10) The parameters of the neural network model include the connection strength and the offset input strength and they can be described with the network energy function. According to the minization theory of the energy function for the feedback network to reach the stable state, the quadric energy function of the neural network is as follows.
(4) Check whether the energy function has changed, judge whether the energy has changed according to Formula (11). If it doesn't change again, turn to Step (5), otherwise, turn to Step (3).
(5) The image grayscale function can be represented as Formula (12), a summation of the neuron state, restore the image and output.
(12)
EXPERIMENT COMPARISONS AND ANALYSIS
The simulation experiment has compared the inverse filtering algorithm, the Wiener filtering algorithm and the Hopfield neural network algorithm. It uses the Cameraman image and Rice image with the grayscale of 256 (see Fig.6(a) and Fig.7(a) ) as the original images. In the experiment, the original images have been degraded with the fuzzy function of 10×10 before further degraded with the Gaussian noise with the mean value of 0 and the variance of 0.002 (see Fig.6 (b) and Fig.7 (b) ). In order the reflect the effect of the restored image in a more objective manner, we have used root-meansquare error (RMS), normalized mean square error (NMSE) and peak signal to noise ratio (PSNR) to evaluate the restored images. Table 1 and Table 2 are the comparisons of evaluating the restoration effect of the degraded Cameraman and Rice images with the inverse filtering method, the Wiener filtering method and ITCHNN method respectively. In Table 1 , the PSNR of the inverse filtering, the Wiener filtering and the ITCHNN are 19.9691, 20.2883 and 21.1116 respectively. In Table 2 , the PSNR of the inverse filtering, the Wiener filtering It can be seen from the above experience that the image restoration method based on Hopfield neural network is better than the traditional image restoration algorithms whether from subjective or objective evaluation with improved effect and significant enhanced PSNR.
The transient chaotic Hopfield neural network explored in this paper can be applied in the associative memory and optimization computation. In the associative memory, the energy function is given and the operation process of the network is to meet the requirements of the minimum energy function by determining the proper weight while in the optimization computation, the network operation makes the energy function decreases continuously till the minimum so as to obtain the corresponding minimum solution to the problem.
CONCLUSIONS
This paper mainly studies the image restoration method based on chaotic neural network. In order to deal with the shortcoming that Hopfield neural network is easy to get trapped in local minimum value and further improve the signal-to-noise ratio and the visual effect of the restored image, this paper has proposed a new method to introduce transient chaotic mechanism in Hopfield neural network for the purpose of image restoration. In this way, the new method can have more profound and flexible dynamic feature than Hopfield neural network so that it has stronger ability to search global optimal solution and it can greatly enhance the convergence and robustness of the algorithm. The experiment has proven that the method of this paper can significantly improve the restored image.
