We consider the parallel machine scheduling problem of minimizing the sum of quadratic job completion times. We first prove that the problem is strongly NP-hard. We then demonstrate by probabilistic analysis that the shortest processing time rule solves the problem asymptotically. The relative error of the rule converges in probability to zero under the assumption that the job processing times are independent random variables uniformly distributed in (0, 1). We finally provide some computational results, which show that the rule is effective in solving the problem in practice.
Introduction
We consider a problem of scheduling n jobs J 1 , J 2 , . . . , J n on m identical parallel machines. The processing times of the n jobs are given by p 1 , p 2 , . . . , p n . All jobs are available at time zero. No preemption is allowed. The objective is to find a schedule π that minimizes the quadratic cost function: Q(π) = n j=1 C j (π) 2 , where C j (π ) is the completion time of job J j in schedule π . In the three-field notation of Lawler et al. (1993) , the problem is denoted by P C 2 j . Due to its practical usefulness, parallel machine scheduling has attracted considerable attention and numerous results have appeared in the literature (Cheng and Sin, 1990; Lawler et al., 1993) . A well-known result is that the shortest processing time (SPT) rule solves the linear cost problem: P C j . Note that the SPT rule always schedules the shortest unscheduled job whenever a machine becomes idle. Also, the SPT rule solves the single machine problem 1 C 2 j (Townsend, 1978) , from which we can deduce that in any optimal schedule for the problem P C 2 j , the jobs on the same machine are sequenced in nondecreasing order of their processing times. However, it is unknown whether or not the SPT rule solves the problem P C 2 j . Compared with the linear cost function, the quadratic one is more appropriate for cases where the later a job is finished, the greater is the cost per unit of elapsed time. On the other hand, the makespan (i.e., the maximum completion time) and the total completion time are two important objective functions for scheduling problems, but it is difficult * Corresponding author to find a schedule that minimizes both of these two objectives. Noticing that from a mathematical point of view, the makespan is the sum of infinite powers of the completion times, one may consider using the sum of quadratic completion times as the objective function as a trade-off between the makespan and the total completion time. The single machine problem with a quadratic cost function has attracted considerable attention from the scheduling research community. Besides solving 1 C 2 j , Townsend (1978) further studied a branch-and-bound algorithm for the weighted version. Subsequently, many improvements and generalizations have appeared (Bagga and Kalra, 1980; Gupta and Sen, 1984; Szwarc et al., 1988; Sen et al., 1990; Della Croce et al., 1995; Szwarc and Mukhopadhyay, 1996) . Fisher and Krieger (1984) and Alidaee (1991 Alidaee ( , 1992 have presented heuristics for problems with more general cost functions. In the parallel machine enviroment, several papers have considered minimizing the sum of quadratic machine completion times, i.e., the sum of the quadratic completion times of the last jobs on all machines (Chandra and Wong, 1975; Leung and Wei, 1995; Alon et al., 1998) . But no results have been reported for the sum of quadratic completion times of all jobs.
In this paper, we investigate the parallel machine problem P C 2 j . First, the problem is proved to be strongly NP-hard. Then, we focus on studying the SPT rule. We use probabilistic analysis to characterize the effectiveness of this rule. Probabilistic analysis is an approach that examines the performance of a heuristic when applied to random instances drawn from some distribution. Also, to supplement the analysis, we provide computational results to demonstrate the effectiveness of the SPT rule in practice.
The rest of this paper is organized as follows. In Section 2, we prove the strong NP-hardness of P C 2 j . In Section 3, we show the asymptotic optimality of the SPT rule by using probabilistic analysis and present the computational results. Finally, Section 4 includes some concluding remarks.
NP-hardness result
In this section, we prove that the problem P C 2 j is strongly NP-hard by presenting a reduction from Numerical Three-Dimensional Matching (N3DM), which is known to be strongly NP-hard (Garey and Johnson, 1979) .
The N3DM can be stated as: given three sets of pos-
cide if there exist one-to-one functions φ and ψ on the set {1, 2, . . . , m} such that
Proof. Given an instance of N3DM, we create an instance of P C 2 j with m machines and 3m jobs. For i = 1, 2, . . . , m, jobs J 3i−2 , J 3i−1 , J 3i require processing times
Set the threshold value
We will show that there exist one-to-one functions φ and ψ for the N3DM instance such that
. , m) if and only if the constructed instance of P C
2 j has a schedule π such that Q(π ) ≤ t. First, suppose that φ and ψ are one-to-one functions such that
. We form the schedule π by scheduling jobs J 3i−2 , J 3φ(i)−1 , J 3ψ(i) in that order on the ith machine. It holds that
Conversely, suppose that the constructed instance of P C 2 j has a schedule π such that Q(π) ≤ t. Without loss of generality, we may require that the jobs on the same machine are scheduled according to the SPT rule. Then, for any J 3i−2 , J 3j−1 , J 3k on the same machine, their relative order is J 3i−2 , J 3j−1 , J 3k . The following three claims further restrict the form of π .
Suppose to the contrary that there are two jobs among J 3 , J 6 , . . . , J 3m that are to be processed on the same machine. Then,
where the last inequality follows from the definitions of x and z. Then we have a contradiction.
(ii) J 2 , J 5 , . . . , J 3m−1 are assigned to different machines in π .
Let t i denote the start time of job J 3i in π . Then,
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Since J 3i should be the last job on its machine, it holds that
Then,
If two jobs among J 2 , J 5 , . . . , J 3m−1 are to be processed on the same machine, then
Let s i denote the start time of job J 3i−1 in π . Then,
Noticing Equation (1) and
Since t i > y and
If two jobs among J 1 , J 4 , . . . , J 3m−2 are to be processed on the same machine, then
, and hence Q(π) > t, a contradiction.
By claims (i)-(iii), we may define one-to-one functions φ(i) and ψ(i) such that J 3i−2 , J 3φ(i)−1 , J 3ψ(i) are the jobs processed on the same machine in π . Since 2, . . . , m) . This completes the proof of the strong NPhardness of P C 2 j .
Analysis of the SPT rule
In this section, we show that the SPT rule is asymptotically optimal for P C 2 j under certain assumptions on the probability distribution of job processing times.
Preliminaries
A sequence of random variables X k (k = 1, 2, . . .) is said to converge in probability to the constant c if for every > 0, lim k→∞ Pr(|X k − c| < ) = 1, where Pr(A) is the probability of the event A. Let X 1 , X 2 , . . . , X n be n random variables. Reordering the random variables increasingly, we obtain the order statistics
Lemma 3. (David, 1981 ) Let X 1 , X 2 , . . . , X n be n independent random variables uniformly distributed in (0, 1). Then, for any non-negative integers 1 ≤ r 1 ≤ r 2 ≤ · · · ≤ r l ≤ n and α 1 , α 2 , . . . , α l , it holds that
The next lemma gives an estimation of the sum of powers of positive integers. Lemma 4. (Spiegel and Liu, (1999) 
In the last part of this section, we give a lower bound for P C 2 j . Let n = km + v (0 ≤ v < m) and J [i] (i = 1, 2, . . . , n) denote the job with the ith shortest processing time. Let
Lemma 5. L is a lower bound on the optimal value of P C 2 j . Proof. The proof is done by induction on n.
2 and the conclusion holds. Consider the case of n ≥ m + 1. Let π * be an optimal schedule and J n i (i = 1, 2, . . . , m) be the last job on the ith machine in π * . Let I be the set consisting of the (k − 1)m + v jobs preceding J n i (i = 1, 2, . . . , m) in π * and Q 0 be the sum of their quadratic completion times. Then, it holds that
By reducing the processing times of some jobs in I, we can obtain a job set with processing times
Then, by the induction hypothesis, we have that
Combining Equations (2), (3), and (4), we obtain Q(π * ) ≥ L.
Asymptotic optimality
We say that a schedule is asymptotically optimal if its relative error converges in probability to zero. Let π spt denote the SPT schedule. In this section, we show the asymptotic optimality of π spt . For this purpose, we assume that p 1 , p 2 , . . . , p n are independent random variables uniformly distributed in (0, 1). According to the SPT rule, for l = 1, 2, . . . , v, the lth machine processes k + 1 jobs: J [ jm+l] (j = 0, 1, . . . , k) , and for l = v + 1, v + 2, . . . , m, the lth machine processes k jobs: 1, 2, . . . , k) . Then,
where
On the other hand, we have
. .) converges in probability to m/4.
Proof. It follows from Lemma 3 that
. .) converges in probability to m/36.
Proof. Using Lemmas 3 and 4, we have
. .) converges in probability to m/36. Now we can prove the asymptotic optimality of π spt .
Theorem 2. Suppose that p 1 , p 2 , . . . , p n are independent random variables uniformly distributed in (0, 1) . Then, the relative error of π spt converges in probability to zero.
Proof. By Lemmas 1, 6 and 7, we know that k(X − Y )/Z (k = 1, 2, . . .) converges in probability to constant nine. Then, (X − Y )/Z converges in probability to zero, which implies the desired conclusion.
Computational experience and improvement
To evaluate the empirical performance of the SPT rule, we performed a series of computational experiments, where n varied from 20 to 1000 and m varied from two to 100. For each combination of n and m, 500 instances were generated with processing times drawn from integers uniformly distributed in (0, 1000). The effectiveness of π spt was measured by (Q(π spt ) − L)/L, i.e., the relative error between Q(π spt ) and the lower bound L defined in Lemma 5. We kept the records of the average relative error and maximum relative error among the 500 instances. The results are given in Tables 1 and 2 . Note that we did not test the instances with n ≤ m since π spt is optimal for them.
From the computational results, we see that both the average and maximum relative errors tend to zero as n increases. The speed of convergence correlates with n/m since each combination of n and m on the same diagonal has a similar value of n/m and the errors on the same diagonal are similar. The convergence rate is fast. For example, when n/m = 2, 5, 10, the average relative error is about 10, 2, and 0.5%, respectively.
The computational results reported in Tables 1 and 2 are very good in many cases, but the error is not negligible when n/m is fairly small. For example, the average relative error comes to about 10% when n/m = 2. So we see a need to improve the SPT rule. Indeed, the SPT rule divides all n = km + v jobs into k + 1 groups, where the first group has v jobs and every other group has m jobs, and schedules the ith (1 ≤ i ≤ m) longest job of each group on the same machine. Hence, the burden on each machine is unbalanced. We modified the rule so that the ith longest job of each group is assigned to the machine that has the ith lightest burden after the preceding groups have been assigned. Let π spt denote the resulting schedule. It is easy to see that for each group, the total quadratic completion time under π spt is no more than the total quadratic completion time under π spt . Thus, it holds that Q(π spt ) ≤ Q(π spt ). For π spt , our computational results are given in Tables 3 and 4 . The results suggest that the modification effectively reduces the relative error.
Concluding remarks
In this paper we considered the parallel machine scheduling problem of minimizing the sum of quadratic job completion times. The problem was proved to be strongly NP-hard and the performance of the SPT rule was evaluated by probabilistic analysis and computational experiments. Although in our probabilistic analysis, the job processing times were assumed to be uniformly distributed in (0, 1), the analysis with minor adjustments is applicable to job processing times uniformly distributed in any fixed interval.
Noticing that L defined in Lemma 5 is also a lower bound for the preemptive scheduling problem P|pmtn| C 2 j , where the processing of any job may be interrupted and resumed at a later time on the same or a different machine, 
