Abstract. We obtain mproved bounds for one bit sensing. For instance, let K s denote the set of s-sparse unit vectors in the sphere S n in dimension n + 1 with sparsity parameter 0 < s < n+1 and assume that 0 < δ < 1. We show that for m δ −2 s log n s , the one-bit map
We denote by d(x, y) the geodesic distance on S n , normalized so that the distance between antipodal points is one, that is d(x, y) = cos −1 (x · y) π .
For iid uniform samples θ j , 1 ≤ j ≤ m, we will consider the linear map
from R n+1 to R m , where R n+1 is equipped with the usual Euclidean ℓ 2 metric, while we use the ℓ 1 metric on R m . More generally, we will consider the sign-linear map i.e. the fraction of coordinates in which x, y ∈ {−1, +1} m differ. In other words, a signlinear map keeps only one bit of information from each linear measurement. This is an example of one-bit sensing, a subject initiated by Boufounos and Baraniuk [5] , and further studied by several authors [9, 10, 13, 15] .
The motivation for the one-bit map is that it is a canonical non-linearity in measurement, and so its study opens the door for a broader non-linear theory in compressed sensing. It has proven to be useful in other settings, see the applications of one-bit sensing in [3, 9] . Furthermore, this topic has deep connections to the Dvoretsky Theorem, as explained in [15] , as well as important relations to geometric discrepancy theory, explored in a companion paper of the authors [4] .
The basic question, with different meanings and interpretations being attached to it, is how well these maps preserve the structure of K. Generally, it is also of interest to study this question when the iid samples θ j are, for instance, standard gaussians on R n+1 . However, in the context of the one-bit map, the magnitudes of both x and θ j are lost, so that we concern ourselves mostly with the θ j being uniform on the sphere S n . The first crude property begins with the observation that the map sgn( θ j , x ) divides S n into two hemispheres, bounded by the hyperplane θ ⊥ j . Therefore, a number of one bit observations induce a tessellation of a subset K ⊂ S n into cells bounded by the hyperplanes. Two points are in the same cell if and only if their sequence of one bit measurements are the same. See Figure 1 . Definition 1.3. We say that the tessellation of K induced by {θ j } is has δ-small cells if for all x, y ∈ K, if sgn x, θ j = sgn y, θ j , for all j, then d(x, y) < δ. Equivalently, all the cells of the induced tessellation have maximal diameter at most δ. One can then ask how small the cells are in the induced tessellation of K. The relevant characteristic of K that will control the this property is the metric entropy N(K, δ), i.e. the least number of d-balls of radius δ > 0 needed to cover K.
We shall repeatedly make use of the following observation. Let M(K, δ) be the maximal cardinality of a δ-separated subset K 0 ⊂ K (i.e. any x, y ∈ K 0 with x y satisfy d(x, y) > δ). Then the following obvious inequalities hold.
(1.4) M(K, 2δ) ≤ N(K, δ) ≤ M(K, δ).
The next result should be compared to [13, Thm 4.2] , where the bound on m is substantially larger, both in terms of the power of δ, as well as in the fact that it involves the gaussian mean width, see (1.9) , instead of the smaller metric entropy of K.
Theorem 1.5. [δ-Small Cells]
There are constants 0 < c < 1 < C so that for all integers n ≥ 2, for any K ⊂ S n , and any 0 < δ < 1, if m > Cδ −1 log N(K, cδ), then with probability at least 1 − [2N(K, cδ)] −2 the following holds:
(1) The random vectors {θ j } m j=1 induce a tessellation of K with δ-small cells. (2) For any pair of points x, y ∈ K, with |x − y| > δ, there are at least cδm choices of j such that x, θ j < −cδ < cδ < y, θ j .
(3) And, for iid gaussians g j , are at least cδm choice of j with
Our proof is a modification of the standard 'occupation time problem', which states that it takes about n log n independent uniform (0,1) observations to occupy all of the intervals [j/n, (j + 1)/n), for 0 ≤ j < n. The heuristic here is the following: the small cells property is governed by metric entropy at scale δ.
This heuristic is quite useful in the next corollary, which improves the result of Plan and Vershynin [13, Thm 2.1], which proves the statement below with δ −3 replaced by δ −5 . This fact was basic to the main results of that paper concerning logistic regression in a compressed one-bit setting. Corollary 1.6. Let 0 < s < n + 1 and 0 < δ < 1 be given. Define a convex variant of the sparse vectors to be
If m δ −3 s log + n s
, then the random vectors {θ j } m j=1 induce a tessellation of K n,s with δ-small cells.
We now turn to questions that are multi-scale in nature, namely the restricted isometry property, which will be abbreviated to RIP [6] .
In many situations, the dimension of Y is much smaller than that of X, i.e. restricted isometries are a form of dimension reduction. In this direction, considering linear isometries, Klartag and Mendelson [11] have proved
There is a constant C > 0 so that for all integers n, K ⊂ S n , and 0 < δ < 1, if m ≥ Cδ −2 ω(K), with probability at least 1 − exp(−Cδ −2 ω(K) 2 ), the linear map 
where γ is a standard normal on R n . The motivation here comes from standard examples. Observe that the gaussian mean width of the sphere is
Moreover, for the s-sparse vectors K s as in (1.1), one has ω(K s ) ≃ s log n s
. That is, in many cases ω(K) 2 represents an intrinsic notion of dimension. To compare the bounds in the two different theorems, first observe that the metric for the gaussian process γ x := x, γ satisfies
Second, use Theorem 5.1, Sudakov's lower bound for the supremum of gaussian processes, to see that
See Schechtman [17] for a detailed discussion of the theorem above, its relation to Dvoretsky Theorem, and remarks about optimal bounds.
We turn to the subject of the one bit RIP. Namely, the construction of δ-RIPs from K ⊂ S n into a Hamming cube of dimension m. Plan and Vershynin [11] proved that if m δ −6 ω(K) 2 , than the one bit map (1.2) satisfies δ-RIP from the sphere into the Hamming cube, with high probability. They also suggested that ω(K) 2 would also be the correct measure of the size of K for δ-isometries into the Hamming cube. We cannot verify this, but can prove an estimate of the form m δ −2 H(K) 2 , where H(K) is a different measure of the intrinsic dimension of K. In the case of sparse vectors, we will see that
To set the stage for this new measure, define H x := {θ ∈ S n : θ, x ≥ 0} to be the positive hemisphere relative to x. Observe that a hyperplane θ ⊥ point θ separates two points x, y ∈ S n if and only if θ ∈ W x,y := H x △H y (W stands for 'wedge'). The symmetric difference between two hemispheres, is related to the geodesic distance on the sphere through the essential equality P(W x,y ) = d(x, y), which is a simple instance of the Crofton formula. See Figure 2 and [18, p. 36-40] .
Let us use randomly selected points {θ 1 , . . . , θ m } ⊂ S n to define the one bit map given by (1.2), namely
Restricting this map to K ⊂ S n , the δ-RIP property becomes
That is, we need to bound, in non-asymptotic fashion, a standard empirical process over the class of wedges W x,y defined by K. Essential to such an endeavor is to understand the asymptotic behavior of the associated empirical process. We state the following theorem without proof. It is an asymptotic result, while our emphasis is on non-asymptotic ones. However, it points to a distinguished role played by the gaussian process that appears in the conclusion. We rely upon the well-known fact that a gaussian process is uniquely determined by its mean and covariance structure. ,
We call the gaussian process above the hemisphere gaussian process. It is a key innovation of this paper. Particularly relevant in comparing our results with those stated in terms of gaussian mean width, note that the metric for γ x (1.10) and that of G x are related (essentially) through a square root.
We then define the hemisphere mean width of K ⊂ S n by
. We comment more on this measure in §3 below. The next result concerns the bounds for the one-bit δ-RIP. It has two parts, one for general K ⊂ S n , and the other for the unit sparse vectors defined in (1.1).
Theorem 1.14. [δ-RIP into Hamming Cube]
There is a constant C > 0 so that for all dimensions n ∈ N, subsets K ⊂ S n , and 0 < δ < 1, the following two conclusions hold.
Notice that for general K, we do not assert that x → sgn(Ax) is the isometry, whereas Plan and Vershynin [15, Thm 1.2] show that it is, but with m δ −6 ω(K) 2 . We comment more on this in §3. But, note that in the sparse vector case, we only require m to be as big as in the linear δ-RIP. That is we have this surprising conclusion.
For sparse vectors the one-bit map is just as effective as the linear map.
We note that [9] very nearly proves this result for sparse vectors, missing by a factor of log 1/δ, and using a proof that is more involved than ours. Also, the Jacques [8] considers quantized maps from sets K ⊂ R n into Z m , using gaussian mean width. It seems plausible that the hemisphere process is relevant to that paper as well.
This corollary, in which K is a finite set, is immediate, and is a one bit analog of the Johnson-Lindenstrauss lemma.
Recall that the Johnson-Lindenstrauss lemma states that a finite set K ⊂ R n has a linear Lipschitz embedding into R m , where m δ −2 log|K|. Namely, for linear A :
Here, A is 1 m times a standard m × n gaussian matrix, the inequality holding with high probability. Embeddings of ℓ 2 into ℓ 1 are of significant interest ( [7] and references therein), from the perspective of the best possible bounds, as well as implementations with few random inputs.
Another relevant property is sign-product RIP property. This we specialize to the case of sparse vectors, and also add modest restrictions on s and δ in order get a value of m that matches those of the other Theorems. Namely, we require a weak lower bound on δ, as a function of s/n. This RIP property arises from [9] , and a quantitative estimate m δ −6 ω(K) 2 is proved in [14, Prop. 4.3] for general K. Furthermore, this latter bound is heavily used in [3, §4] in the sparse vector case. Above we have seemingly optimal lower bounds on m, subject to mild restrictions on δ.
One can ask what is the best value of m = m(K, δ) that can achieve the bounds in these different estimates, from small cells to the restricted isometry properties. The estimates of Plan and Vershynin [15] were in terms of the gaussian mean width. Using Sudakov's lower bound, for the supremum of gaussian processes, Theorem 5.1, note that
with the difference in the right hand side being a consequence in the difference of a square root in the metrics of the two gaussian processes. Indeed,
, where d G is the metric of the hemisphere process. Therefore,
The left hand side is the bound for the δ-small cell property. The lower part of the right hand side is the bound required for the δ-RIP into the Hamming cube. It would appear that δ −3 is the smallest multiple of ω(K) 2 that could appear in such theorems, and, for instance, the bounds of Plan and Vershynin [15] were of the form δ −6 ω(K) 2 .
The small cells Theorem 1.5, proved in § 2, will be seen as a consequence of a standard occupation time calculation. The RIP Theorem 1.14 is a calculation involving empirical processes, after reducing a general K to a finite approximating set. Specializing K to sparse vectors leads naturally to the notion of VC dimension. This is detailed in § 3, with the sign-product RIP Theorem 1.16 proved in § 4. Powerful inequalities for empirical processes for VC sets simplify the analysis of the these theorems. The background information on empirical processes and the properties we need are collected in § 5.
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Small Cells: Proof of Theorem 1.5
We introduce the notion of a hyperplane transversely separating vectors x, y ∈ S n . Assuming x and y are not antipodal, there is a unique geodesic τ from x to y. Any hyperplane H that separates x and y must intersect τ. We further say that H transversely separates x and y if (a) the angle of intersection between τ and H is at least π/4, and (b) that the distance of the point of intersection τ ∩ H to both x and y be at least d(x, y)/4. The heuristic motivation for this definition is that if a hyperplane transversely separates x and y, it also has to separate point lying close to x and y, which allows one to pass to a finite subset. Let W x,y := {θ ∈ W x,y : θ ⊥ transversely separates x and y}. Now, for a randomly selected θ ∈ W x,y , the angle of intersection between θ ⊥ and τ is uniformly distributed on the circle, as is the point of intersection θ ⊥ ∩ τ on τ. Moreover, these two quantities are statistically independent. From this, it follows that
The main line of argument begins with selection of K 0 ⊂ K, a maximal subset such that each pair of distinct points x, y ∈ K 0 satisfies d(x, y) ≥ δ/64. Then, as is well known, see (1.4), |K 0 | ≤ N(K, δ/128).
Observe the following: if H is a collection of hyperplanes for which each pair of distinct elements of K 0 is transversely separated by a hyperplane in H, then H induces a tessellation with δ-small cells on K. Indeed, for two points x, y ∈ K, separated by δ, let τ be the geodesic between x and y, and then, take x ′ , y ′ ∈ K 0 to be the points closest to x, and y, respectively. So,
δ. Let τ ′ be the geodesic between x ′ and y ′ . Now, x ′ and y ′ are transversely separated by a hyperplane H ∈ H, by assumption. Then, (i) the point z ′ = H ∩ τ ′ is at distance at most δ/8 from τ, (ii) z ′ is at least at distance 1 5 d(x, y) from both x and y, and hence (iii) H separates x and y, and moreover,
d(x, y), and similarly for y. Indeed, to see (i) the lengths of τ and τ ′ very close.
δ.
Let τ ′′ be the geodesic obtained by a rigid motion of τ ′ so that τ ′′ has x as an endpoint. Then, parameterizing τ and τ ′′ by arc length s, and identifying
To see (ii), just use the triangle inequality to get a better result.
And, (iii) would be obvious on the plane. We are however on the sphere, but with spherical triangles of small diameter. The spherical corrections are small, so the result will follow. We can now argue for the first conclusion of the Theorem, concerning small cells. Take H = {θ ⊥ ℓ : 1 ≤ ℓ ≤ m} to be iid uniform random hyperplanes, where m ≥ Cδ −1 log N(K, δ/128). For a pair of points x, y ∈ K 0 , x y, the chance that no θ ℓ transversely separates x and y is, for some fixed 0 < c < 1,
with appropriate choice of C. Now, there are at most N(K, δ/128) 2 pairs of points x, y ∈ K 0 , x y, hence, by the union bound, the probability that K 0 is not transversely separated by H is at most (2 · N(K, δ/128)) −2 . So the proof of the first conclusion of Theorem 1.5 is complete.
For
. Above, we assume as we may that x, θ < 0. We will then prove the conclusion of the Theorem for K 0 . Namely if if m > Cδ −1 log N(K, cδ), with probability at least 1−[2N(K, cδ)] −2 , for any pair of points x, y ∈ K, with |x−y| > δ, there are at least c ′ δm choices of j such that (2.1) x, θ j < −c 0 δ < c 0 δ < y, θ j .
We can then draw the same conclusion for all of K, provided we replace c 0 above by 1 20 , by property (ii) above. Now, p x,y = P(θ ∈ W x,y ) > by choice of m. We can make C large, so that a simple union bound shows that with probability at least 1 − (2N(K, δ/64)) −4 , for each pair of x, y ∈ K 0 , x y, there are at least cδm choices of j for which θ j satisfies (2.1). The proof is complete.
For the third conclusion of the Theorem, we want to make the same conclusion as in the the second part, but for gaussian r.v.s. But, we know the result for θ j chosen at random on the sphere. And, when making a gaussian observation g on R n+1 , we say that it is moderate if
where the g ℓ are one dimensional standard gaussian r.v.s. It follows that the probability of g being moderate tends to one, as n tends to ∞. Now, for iid gaussians {g j } taking values in R n+1 , set θ j = g j /|g j |. If θ j satisfies (2.1), and g j is moderate, then g j / √ n + 1 satisfies (2.1), with different constants. The event that g j being moderate, and the distribution of θ j are statistically independent, hence we can condition on the {g j } being moderate, and apply the second conclusion, to deduce our result. 
Therefore, it suffices to show that ω(K n,s )
, which is a well-known fact. This follows from: (A) the convexity result K n,s ⊂ 2 convex(K s ), where the latter is the convex hull of K s ; (B) the further convexity estimate ω(convex(K)) ω(K); and (C) ω(K s ) 2 s log + n s . These three points are as follows. The point (A) is seen by a common technique in compressed sensing. Given x ∈ K n,s , write it as x = j x j , where x 1 is x restricted to the s-largest coefficients, x 2 has the next s-largest coefficients, and so on. It suffices to show that j x j 2 ≤ 2. Now, x 1 2 ≤ 1. And, for j > 1, each coordinate of x j is dominated by the least coordinate of x j , which is at most x j−1 1 /s. Hence x j 2 ≤ x j−1 1 / √ s. But, we have a bound on x 1 , hence
Point (B) is a deep implication of Talagrand's majorizing measure theorem. And (C) is a well-known fact, see for instance [14, Lemma 2.3].
Remark 2.3. We have chosen the proof above for convenience. The gaussian mean width is used, namely the upper half of the Sudakov estimate (1.19), so that we could appeal to Talagrand's convexity inequality. (With the hemisphere process, the convexity argument would be more complicated.) Thus, the power on δ we get is δ −3 , which as (1.19) suggests, is optimal for this strategy. Potentially, there is an additional improvement in the power of δ, but we do not pursue it here.
3. δ-RIP into the Hamming Cube: Proof of Theorem 1.14 3.1. The Case of General K ⊂ S n . The distinction between the case of general K and sparse K s is that in the general case, we avoid making an entirely specific choice of RIP. Let K 0 be a maximal cardinality subset of K so that for all x y ∈ K 0 , one has d(x, y) > δ/4. Of course |K 0 | ≤ N(K, δ/8), see (1.4). Letting π 0 : K → K 0 be the map sending x ∈ K to the element of K 0 closest to x, one then has d(x, π 0 x) ≤ δ/4. That is π 0 : K → K 0 has δ/2-RIP.
We construct a one-bit map ϕ 0 : K 0 → {−1, 1} m , which is also a δ/2-RIP map, i.e.
Observe that if we extend ϕ 0 to K by the formula ϕ(x) := ϕ 0 (π s 0 x), we will have then proved Theorem 1.14, since the composition of a δ 1 -RIP and a δ 2 -RIP is a δ 1 + δ 2 -RIP. The mapping ϕ 0 is natural map x → sgn(Ax), as in (1.2), but restricted to K 0 . Note that for x, y ∈ K 0 the Hamming distance is 1 Wx,y (θ ℓ ).
In expectation, this is the geodesic distance: Ed H (x, y) = d(x, y). We will show that
where H(K) is defined in (1.13). Since m ≥ Cδ −2 H(K) 2 , and by the general large deviation result for empirical processes Lemma 5.9, we can then conclude our claim in high probability. In fact, appealing to concentration of measure again, we do not directly estimate the expectation above, but rather show that a sufficiently small quantile of the r.v. is dominated by CH(K)/ √ m, hence the expectation is as well. To bring the hemisphere gaussian process into play, define
where {ε j } is an iid sequence of rademacher random variables. We will show that if m δ −2 H(K),
This is sufficient, since we can apply the symmetrization estimate (5.7),
where the last quantity follows from our assumption on m.
Holding the θ j fixed, associated to the process Z x,y is the conditional metric
It remains to show that it is very close to the metric for the hemisphere gaussian process.
Lemma 3.2.
For any ǫ > 0, there is a constant C ǫ sufficiently large, so that for all m ≥ C ǫ δ −2 H(K), with probability at 1 − ǫ, there holds
Thus, on a set of large measure the conditional sub-gaussian process given by Z x,y has a metric dominated by twice that of the metric for the hemisphere gaussian process. Thus, for any 0 < ǫ < 1, there is a C ǫ > 0 so that
It follows from the deviation inequality (5.10) and standard concentration of measure estimates for gaussian processes that (3.1) holds, completing the proof.
We now turn to the proof of Lemma 3.2.
Proof. Fix x, y ∈ K 0 and let p = P(W x,y ) = d(x, y). It is a consequence of Bernstein's inequality that
, with the last inequality following from Sudakov's lower bound for the supremum of gaussian processes, see Theorem 5.1 as well as the discussion of (1.19). The constant C ′ can be made as large as desired, and there are at most N(K, δ/8) 2 pairs of x, y ∈ K 0 , so the proof is immediate from the union bound.
3.2.
Remarks. Plan and Vershynin [15] proved analogs of the results above using the gaussian process γ x = x, γ , which has a metric that differs from that of the hemisphere process G x by essentially a square root, compare (1.10) and (1.12). Recall that the set K 0 is a cδ packing in K, relative to the geodesic metric d(x, y). This allows a direct comparison of ω(K 0 ) and H(K 0 ), namely H(K 0 ) δ −1/2 ω(K 0 ), which follows from Talagrand's majorizing measure theorem. The key inequality This has the disadvantage of not making the RIP explicit on all of K. Plan-Vershynin [15] show more, at the cost of additional powers of δ −1 . If m δ −6 ω(K) 2 , then the map x → sgn(Ax), on all of K, is a δ-RIP, with high probability.
It is reasonable to conjecture that the hemisphere constant H(K) is the correct quantity governing the RIP property into the Hamming cube. Namely, that if m δ −2 H(K) 2 , then with high probability, the map x → sgn(Ax) is a δ-RIP map from K into the mdimensional Hamming cube. Verifying this conjecture seems to bump up against subtle questions about empirical processes indexed by hemispheres, and attendant issues related to concentration of measure in the sphere. That is why we resort to a small ambiguity about exactly what the RIP is. These issues do not arise in the sparse vector case, however, as is argued below.
3.3. The Case of Sparse Vectors in Theorem 1.14. We turn to the case of sparse vectors, where we can give a proof that the natural map x → sgn(Ax) is a δ-isometry of the set K = K s , for integer 0 < s ≤ n into the Hamming cube. The very short proof is based on observations about VC classes and empirical processes that are collected in the concluding section of the paper.
Observe that for x, y ∈ K s , we have the empirical process identity
Apply the empirical process inequality (5.16) with η = 1, and u = C s log + n s
. We conclude that the bound below holds with probability at least 1 − exp(−Cs log + n s ). clearly gives the desired conclusion.
Sign-Product Embedding Property
We turn to the analysis of Theorem 1.16. For a standard gaussian g on R n and λ = 2 π , we argue that this inequality holds for x, y ∈ S n .
E sgn( x, g ) y, g = λ x, y . Now, if x, y = 0, then x, g and y, g are independent, verifying the equality above. And, by linearity in expectation and y, we can then reduce to the case of x = y. But then, the random variable above is the absolute value of Z, a standard gaussian on R.
And E|Z| = λ. Thus, the bound in (1.18) fits within the empirical process framework.
We will provide a proof that with probability at least 1 − (
where K s is the collection of s-sparse vectors in S n . For each fixed x, y ∈ K s , we certainly have
It follows that the symmetrization inequality Lemma 5.5 holds. Namely is suffices to show that with probability at least 1 − ≤ C s log + n s .
Above, we take ε j to be an independent set of rademacher r.v.s. To ease notations, call the sum above Z(x, y), set x j = sgn( x, g j ), and y j = y, g j . It is essential to observe that ε j x j y j is distributed like a one dimensional mean zero gaussian, of variance y 2 . (On the other hand ε j (x j − x ′ j )y j is not gaussian, since it will equal zero if g j / g j W x,x ′ .) The proof of (4.1) then combines three ingredients. (1) For fixed x ∈ K s , the r.v. sup y∈Ks |Z(x, y)| is controlled, and has concentration of measure. We can, essentially for free, form a supremum over x in net X ⊂ K s of small diameter. (2) As x ′ , x ′′ ∈ K s vary over all pairs of vectors that are close, the selector random variables x ′ j − x ′′ j ∈ {−1, 0, 1} pick out a set of small cardinality. And (3) the supremum over the sum of the y j over sets of small cardinality is controlled.
The details are as follows. For fixed x, the process {Z(x, y) : y ∈ K s } is a gaussian process, with mean given in terms of the gaussian mean width of K s .
Furthermore, gaussian processes have a concentration of measure around their means. Therefore, for any finite set X ⊂ K s , provided
we have, with probability at least 1 − (
|Z(x, y)| s log + n s .
Take X ⊂ K s to be a minimal cardinality collection of vectors so that for all y ∈ K s , there is an x ∈ X with d(x, y) ≤ η = ( s 100n ) 6 . Observe that by the VC property of wedges and Lemma 5.13,
This is the estimate (5.14), applied with the uniform probability measure on the sphere. Therefore, (4.2) holds. This completes the first stage of the argument.
In the second stage, we have the differences Z(x, y) − Z(x ′ , y), which involve x j − x ′ j ∈ {−1, 0, 1}. But these last differences will be non-zero on a small set of indices. Indeed, with probability at least 1 − (
2s , the inequality below holds.
The left side of (4.3) is the un-normalized Hamming metric between the natural mapping of x and x ′ in the Hamming metric. With our choice of η = ( s 100n ) 6 , note that η ≤ mηs log + n s .
Subtracting the actual Hamming metric, we should bound the supreumum
where θ j = g j / g j . Note that this is a empirical process for which we have the concentration of measure of Lemma 5.9. Thus, the high probability part of our assertion will follow from this fact. Now, Theorem 5.15 proves that the expectation in (4.4) is bounded by Above, u is as in (4.3). The sum in (4.5) is that of a gaussian process, hence to deduce the claim, it suffices to bound the expectation on the left in (4.5). For fixed J ⊂ {1, . . . , m}, of cardinality at most u, the supremum below
is that of a gaussian process with metric dominated by u/m y − y ′ 2 . Therefore, the estimate below is immediate.
Since this is universal in J, the next step is to appeal to concentration of measure above the mean. For this, we just need to count the number of sets J of cardinality at most u, of which there are clearly at most 2 m u
. We conclude that It remains to see that the right side of (4.6) is at most C s log + n s
, and from this fact, the conclusion (4.5) follows from concentration of measure. The right side of (4.6) has two terms, the first is obviously less than s log + , and the definition of u in (4.3). The last inequality follows from the condition on δ in (1.17) . This completes the proof.
Background on Stochastic Processes

Gaussian Processes.
A process {Z t : t ∈ T } is a mean zero gaussian process iff for every finite subset T ′ ⊂ T , the restriction {Z t ′ : t ∈ T } is a finite dimensional mean zero gaussian vector. The process Z t induces a metric on T by
We shall be interested in the bounded sample path properties, which are measured by
The second expression can be written without absolute values. Since a gaussian process is uniquely defined by its mean and covariance, any subset K of a Hilbert space H generates a mean zero gaussian process {Z t : t ∈ K}, where the metric d Z is given by the Hilbert space metric, d Z (s, t) = s − t H . This is in fact how the gaussian mean width and hemisphere processes could be defined. If the set K is symmetric, then the suprema of the gaussian processes, with or without the absolute values, are the same.
The quantity E sup t∈T Z t is of basic interest for us. A foundational result concerning this quantity is the Sudakov lower bound. Characterizing the bounded sample path properties of gaussian processes is an important accomplishment of Talagrand in the majorizing measure theorem [19] , to which we referred in the text.
We also make use of the concentration of measure. A random variable X is said to be sub-gaussian with parameter σ if
The supremum of a finite number of sub-gaussian random variables grows very slowly. 
5.2. Empirical Processes. Let (T, µ) be a probability space, and X 1 , . . . , X m are iid random variables, taking values in T with distribution µ. For a class of functions f ∈ F , mapping T into R, we define the empirical process
Above, we must assume that f ∈ L 1 (T, µ), and while the case of general functions is quite interesting, but for our purposes we can always assume that f are bounded functions. Indeed, we mostly work with the case F = {1 Wx,y }. One is then interested in variants of the law of large numbers and central limit theorem in this context. The quantity important to us is
Basic to the analysis of these processes is symmetrization, which we state in two forms. In the first line (5.7), conditional on the {X j }, the process is a rademacher process, which is subgaussian, in the sense of (5.3). Hence, it is dominated by the conditional gaussian process in (5.8). The conditional metric on the set F is of fundamental importance. It is
Estimating the term S m (F ) is fundamental in the case when F consists of functions bounded by one, in view of the following deviation inequality, which is an application of the Hoeffding inequality, and is sometimes called the McDiarmid inequality.
Lemma 5.9. [16] Suppose that F consist of functions bounded by one. There holds
To estimate S m (F ), where F consists of indicator sets, one should divide F into parts which are either governed by the gaussian theory, or have no cancellative part, and so should be controlled by Poisson like behavior. While there are several techniques here, one should not forget that concentration of measure on the sphere is an obstacle to the use of techniques such as 'bracketing.' A succinct summation of the main conjectures in the subject are in [19, Chap. 9 ].
5.3. VC Dimension. Let (M, M) be a measure space, and C ⊂ M a class of measurable sets. For integers n, let
That is, S(n) is the largest number of subsets that can be formed by intersecting a set A of cardinality n with sets C ∈ C. It is clear that S(n) ≤ 2 n . The Vapnik-Cervonenkis dimension (VC-dimension) ν(C) of C is the least integer d such that S(n) < 2 n for all n > d. The Sauer Lemma then states that
For us, the class of relevant sets are hemispheres. More generally, for spherical caps in S n , the VC-dimension is n + 1.
Proposition 5.12. The family C n of spherical caps on S n has VC-dimension n + 1.
Proof. This is a modification of the proof in [1, Prop. 8] . A collection A of points on the unit sphere that is shattered by spherical caps has the additional property that for any partition of A into disjoint subsets A ′ and A ′′ , the convex hulls of A ′ and A ′′ can't intersect. This is just because a spherical cap is itself the intersection of the sphere with a half-space. But Radon's Theorem, a basic result in convex geometry, says that any n + 2 points in R n can be partitioned into two disjoint sets whose convex hulls intersect. Hence ν(C n ) < n + 2.
We show that spherical caps shatter the collection of n + 1 vectors A = {e 1 , . . . , e n , 1/ √ n} where the e j is the standard basis elements, and 1 is the vector of all ones. Consider a partition of A into A ′ and A ′′ , supposing that 1/ √ n + 1 ∈ A ′′ . If either A ′ or A ′′ is a singleton, a small radius spherical cap around the singleton provides this decomposition. Otherwise, observe that there is a θ ∈ S n with x, θ = 0 x ∈ A ′ , and x, θ > 0 for x ∈ A ′′ . Indeed, the first condition only requires that the jth coordinates of θ be zero, for e j ∈ A ′ . And otherwise we require that jth coordinate of θ be positive, which we can do since A ′′ is not a singleton.
Thus, the class of hemispheres in S n has dimension at most n + 1. Now, we are also interested in the class of symmetric differences of hemispheres. But, it follows from estimate (5.11) that forming the the symmetric difference of a class C of finite VCdimension increases the dimension by at most a factor of 3. In symbols, ν(C△C) ≤ 3ν(C).
The next important property of VC-classes is that they are universal for empirical processes. This is encoded in an inequality of this form.
Lemma 5.13. Let C be a collection of sets on a measure space (M, M) with VCdimension d. Let P be any probability measure on (M, M), and set metric d P on C by d P (C 1 , C 2 ) = P(C 1 △C 2 ). For the metric entropy numbers N(C, d P , δ), we have the estimate N(C, d P , δ) (δ/2) −4d , 0 < δ < 1.
Uniform Entropy Classes.
It is convenient to recall a consequence of Lemma 5.13 in somewhat greater generality. The class W s := {W x,y : x, y ∈ K s } of symmetric differences of hemispheres associated to sparse vectors is not VC, unless we further restrict the coordinates in which x is not zero. But, this class of sets is still 'universal' in this sense. For any probability measure P on S n , define the metric d P as in Lemma 5.13. We have the following estimate on the metric entropy of W s . Proof. In the language of Panchenko [12] , the collection of wedges {W x,y : x, y ∈ K s } satisfy uniform entropy bounds, namely the inequality (5.14) holds. And the statement above is then a particular instance of [12, Corollary 1] .
