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Abstract: Evaluating human activity recognition systems usually implies following1
expensive and time consuming methodologies, where experiments with humans are run with2
the consequent ethical and legal issues. We propose a novel evaluation methodology to3
overcome the enumerated problems, which is based on surveys to users and a synthetic4
dataset generator tool. Surveys allow capturing how different users perform activities of5
daily living, while the synthetic dataset generator is used to create properly labelled activity6
datasets modelled with the information extracted from surveys. Important aspects such as7
sensor noise, varying time lapses and user erratic behaviour can also be simulated using8
the tool. The proposed methodology is shown to have very important advantages that9
allow researchers carrying out their work more efficiently. To evaluate the approach, a10
synthetic dataset generated following the proposed methodology is compared to a real dataset11
computing the similarity between sensor occurrence frequencies. It is concluded that the12
similarity between both datasets is more than significant.13
Keywords: Evaluation Methodology; Activity Recognition; Synthetic Dataset Generator;14
Activity Survey15
1. Introduction16
Human activity recognition has become a very important research topic, since it is a key technology17
in applications such as surveillance-based security [14] [7] [25], ambient assisted living [26] [20] [23],18
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social robotics [9] and pervasive and mobile computing [6] [13]. Even though activity recognition is19
very diverse in terms of sensing or monitoring approaches and algorithmic choices, evaluation is usually20
carried out applying the following extensively used methodology:21
1. Choose a target environment and deploy sensors to acquire and process information about human22
activities.23
2. Select a group of persons who can perform target activities in the prepared environment.24
3. Select a dataset labelling system so datasets generated by users can be used as a ground truth.25
4. Run experiments with users and label obtained activity datasets.26
5. Use the same datasets to test the activity recognition system and store the labels produced by it.27
6. Compare the labels of the activity recognition system with the ground truth using appropriate28
metrics.29
Each of the enumerated steps may vary depending on the activity recognition approach and the30
available resources. The described methodology, which we refer to from now on in this paper as the31
standard methodology, is the reference for any group working on human activity recognition. The main32
advantages of the standard methodology are related to the realism, both of the collected data and the33
behaviour of monitored people. If an activity modelling or recognition approach is validated by the34
standard methodology, it can be claimed that it should have a similar performance in real world scenarios.35
Nevertheless, there are some problems that make very difficult to implement the standard36
methodology. For instance, (i) it is not always possible to own an environment and install sensors37
and processing systems, due to economic reasons, (ii) running experiments with human beings imply38
ethical and legal issues that can slow down the research process, and (iii) dataset labelling systems are39
not perfect, since most of them rely on users’ memory or discipline to annotate every activity carried out.40
This paper presents a novel evaluation methodology to overcome the enumerated problems. The41
methodology has been named hybrid because it combines real users’ inputs with simulation tools. The42
key idea is to circulate surveys among target users with the objective of capturing how they perform43
certain activities of daily living. Using the information collected by the surveys, individual scripts are44
prepared, which are then processed by a synthetic dataset generator tool to simulate arbitrary number45
of days and generate perfectly labelled datasets of activities. To get as close as possible to real world46
settings, the synthetic dataset generator uses probabilistic sensor noise models and probabilistic time47
lapses. To enhance the usability of the tool for activity recognition researchers, a detailed methodology48
has been elaborated and an intuitive script to model activities and behaviours is provided.49
The paper is structured as follows: Section 2 shows the related work. Section 3 describes in detail50
the proposed methodology. Section 4 outlines the survey designed to capture how different users51
perform activities of daily living, while Section 5 presents the synthetic dataset generator tool developed52
to implement the hybrid methodology. Section 7 discusses the advantages and disadvantages of the53
proposed methodology. Finally, Section 8 presents the conclusions and provides some insights for future54
work.55
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2. Related Work56
Evaluation methodologies for activity recognition systems are usually explained in research papers57
whose objective is to present contributions related to activity recognition rather than justifying or58
validating proposed methods. There are many papers that follow the standard methodology introduced59
in Section 1, such as [21], [17] or [22]. Other authors use public datasets provided by research groups60
which own pervasive environments and share the collected data. That is the case of [12] and [2]. The61
major drawback of such an approach is that those datasets cannot be controlled by researchers and that62
they may not be appropriate for specific objectives.63
A common problem shared by those methodologies refer to dataset labelling methods. Many research64
papers show experimental methodologies where participants have to manually annotate the activities they65
are performing (see [22], [20] and [18]). Wren et al. [24] show experiments where an expert had to go66
through raw sensor data to find activities and annotate them. Manual annotation methods are prone to67
human errors, which result in imperfect ground truth datasets.68
There are some alternative methods to manual annotation. For instance, Kasteren and Noulas [17]69
present a novel method that implies the use of a bluetooth headset equipped with speakers in order to70
capture the voice of the participant. While performing an activity, the participant has to name the activity71
itself. A different approach is presented by Huynh et al. [16]. They provide three annotation methods:72
a mobile phone application, typical manual annotation and another mobile phone application to take73
pictures regularly and help researchers manually label the activities.74
Even though there might be problems when following the standard evaluation methodology, it is75
clear that it is the best methodology in order to assess the performance of an activity modelling and/or76
recognition system. However, as Helal et al. [11] state in their paper:77
Access to meaningful collections of sensory data is one of the major impediments in human78
activity recognition research. Researchers often need data to evaluate the viability of their79
models and algorithms. But useful sensory data from real world deployments of pervasive80
spaces are very scarce. This is due to the significant cost and elaborate groundwork needed81
to create actual spaces. Additionally, human subjects are not easy to find and recruit. Even82
in real deployments, human subjects cannot be used extensively to test all scenarios and83
verify multitudes of theories. Rather, human subjects are used to validate the most basic84
aspects of the pervasive space and its applications, leaving many questions unanswered and85
theories unverified.86
The solution provided by Helal et al. [11] is to develop advanced simulation technologies in order to87
be able to generate realistic enough synthetic datasets. Indeed, they develop a simulator called Persim,88
which has been enhanced in the new version Persim-3D [10]. Persim is an event driven simulator89
of human activities in pervasive spaces. Persim is capable of capturing elements of space, sensors,90
behaviours (activities), and their inter-relationships. Persim is becoming a very complete simulator tool91
for activity recognition in pervasive environments. However, it is still under development and one of92
its main limitations is that it does not provide a way to model realistically human behaviour. Authors93
have already identified this limitation and they are currently working on programming by demonstration94
approaches to overcome the problem.95
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Following those ideas, simulation tools have already been used for activity recognition by other96
researchers. For example, Okeyo et al. [19] use a synthetic data generator tool to simulate time intervals97
between sensor activations. Their research is focused on sensor data stream segmentation, so the tool98
generates varying patterns of sensor activations in order to verify their approach. Liao et al. [18] combine99
simulation tools and real data for activity recognition. A more elaborated simulator has been developed100
by Bruneau et al. [3]: DiaSim. The DiaSim simulator executes pervasive computing applications by101
creating an emulation layer and developing simulation logic using a programming framework. However,102
it is more focused on simulating applications such as fire situations, intrusions and so on to identify103
potential conflicts. In consequence, DiaSim cannot be directly applied to activity recognition.104
As can be seen in the literature review, simulation tools can be used for activity recognition, since105
they provide accurate enough datasets to verify some theories. However, none of the references given106
above specify a sound methodology to use simulators to evaluate activity recognition approaches. There107
is no information about how activities should be defined, how different users can be modelled, sensor108
error models and so forth, which are key issues when using a simulator. Therefore, there is a lack of a109
sound methodology that addresses the usage of simulation tools for activity recognition evaluation.110
This paper proposes a novel evaluation methodology. The first phase is devoted to capture user activity111
and behaviour using surveys, which are subsequently used in the second phase, where a synthetic data112
generator is used. As the proposed methodology combines surveys to users to capture their behaviour113
with simulation tools, it is called hybrid evaluation methodology.114
3. The Hybrid Evaluation Methodology115
The hybrid evaluation methodology has been specially designed for activity recognition systems116
which assume the dense sensing paradigm introduced by Chen et al. [4], where an action of a user117
interacting with an object is detected through the sensor attached to the object. Even though the118
methodology itself is not limited to specific scenarios, the implementation presented in this paper works119
for single user - single activity scenarios, i.e. only one user is considered and concurrent or interleaved120
activities are not taken into account.121
The methodology has been named hybrid because it combines real users’ inputs and simulation tools.122
The key idea is to circulate surveys among target users with the objective of capturing how they perform123
certain activities of daily living. Additionally, users are also requested to describe how their days are in124
terms of defined activities. For example, a user might make a coffee and brush her teeth in week days125
between 7:00 and 7:30 AM. So the aim of those surveys is to model real human behaviour, covering one126
of the major weaknesses of simulation-based evaluation methodologies. Using the information collected127
by surveys, individual scripts are prepared, which are then processed by a synthetic dataset generator128
tool to simulate arbitrary number of days and generate perfectly labelled datasets of activities. To get129
as close as possible to real world settings, the synthetic dataset generator uses probabilistic sensor noise130
models and probabilistic time lapses.131
Based on those constraints and ideas, the proposed hybrid evaluation methodology has the following132
steps (see Figure 1):133
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1. Design activity surveys: to capture how users perform activities and model their behaviour, a134
proper survey has to be designed. A detailed explanation of how surveys are designed for135
experimentation can be found in Section 4.136
2. Select target users: depending on the objectives of the research, several user groups can be selected.137
For example, if the system aims at providing help to elderly people, selecting members of that138
target group is recommended.139
3. Distribute surveys among target users: a suitable way to distribute surveys has to be used, which140
guarantees users’ anonymity. The distribution method can also be influenced by target users. For141
example, using web-based surveys can be a bad idea if surveys are directed to elderly people, who142
can be unfamiliar with those technologies. Personal interviews may be a good alternative for those143
cases.144
4. Translate surveys to scripts: appropriate criteria have to be adopted to translate the answers145
obtained from surveys to scripts for the synthetic dataset generator - or any other simulator -.146
It is very important not to alter or lose the information provided by users.147
5. Model sensor noise: sensor noise has to be modelled in order to achieve realistic activity datasets.148
Real sensors are not perfect and depending on their technological base, error models have to be149
provided.150
6. Run synthetic dataset generator: using the scripts obtained from surveys and sensor error models,151
the synthetic dataset generator is executed. The output of the tool is a labelled activity dataset152
which will serve as the ground truth for evaluation.153
7. Develop the activity modelling and/or recognition system: researchers have to develop the activity154
modelling and/or recognition system in order to be tested. Notice that datasets generated by the155
synthetic dataset generator can also be used in this step, specially for data-driven approaches.156
8. Compare results: finally, the results obtained by the activity modelling and/or recognition system157
have to be compared with the ground truth, using appropriate metrics.158
4. Survey for Activities of Daily Living159
One of the main advantages of considering dense sensing-based monitoring scenarios is that activities160
are described in terms of the objects which have been used to perform that activity. Furthermore, as161
only sensor activations (and not de-activations) are important for the approach, to model an activity, it162
is enough to know which objects are used by the user and the order of usage of those objects. This163
information is easy to obtain in a survey and will be named activity model.164
Definition 1 (Activity model). An activity model is a sequence of objects used by a user to perform an165
activity. A user might provide several activity models per each defined activity, because the same activity166
can be performed in several ways. Activity models also provide a typical duration given by the user.167
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On the other hand, to model human behaviour appropriately, acquiring activity models is not enough.168
It is very important to know what activities are performed by a given user in a daily basis, alongside with169
the time slots and time lapses between contiguous activities.170
Definition 2 (Behaviour model). A behaviour model is a sequence of activities with associated time slots171
and time lapses. A user might provide several behaviour models, as every day can be different in terms172
of performed activities and times.173
The main objective of the survey is to obtain activity and behaviour models from target users. Hence,174
the survey for activities of daily living has two main parts. The first part is devoted to capture what175
activities are performed in different days, i.e. behaviour models (see Definition 2). The second part, on176
the other hand, asks users about how they perform those activities based on user-object interactions, i.e.177
activity models. An example of a survey used in some experiments can be found in the web1.178
As can be seen in Figure 2, the survey begins with a brief explanation for target users, where the aims179
of the survey are stated and the target activities are presented. In this case, the target activities are seven:180
(i) make a coffee, (ii) make a chocolate, (iii) make pasta, (iv) brush teeth, (v) watch television, (vi) wash181
hands and (vii) read a book. Afterwards, under the heading of “Day Description”, users are asked to182
describe their week days in terms of activities. They are expected to provide information about time183
slots and activity sequences performed in those time slots. Users are also asked to provide time relations184
between two consecutive activities. For example, between 7:00 and 7:30 AM a user might make a coffee185
and ten minutes later might brush her teeth. This first part has been designed to obtain behaviour models186
for target users.187
The second part of the survey is longer. Target activities are presented one by one. For each188
activity, several questions are asked to users, to capture the locations of activities, the ways activities189
are performed, the objects used for each activity, a description of how those objects are used and190
typical duration estimations. An example of those questions can be found in Figure 3 for the activity191
MakeCoffee.192
1http://goo.gl/etCNyi
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Figure 2. The first part of the survey. A brief introduction can be found where the aim of
the survey is explained, continuing with the behaviour model part.
As Figure 3 shows six questions are asked per activity. The first question is to know where the activity193
is performed by the user. As stated in the brief explanation under the question, expected locations are194
home locations such as kitchen, lounge and so forth. Notice that each activity may be performed in195
several locations; for example, a book can be read in the lounge or in the bedroom.196
The second question deals with different ways of performing an activity, i.e. activity variations. Users197
are asked to provide a variation name for convenience. The next question asks about the objects used198
to perform the activity. This will serve to model the activity itself, following Definition 1. Afterwards,199
the most important question for activity modelling comes: a description of how the enumerated objects200
are used to perform the activity. Descriptions are requested for each activity variation. From those201
descriptions, object usage order and time lapses will be obtained. Finally, the last question aims at202
modelling typical durations for the variations of the target activity.203
As described in the steps of the hybrid evaluation methodology in Section 3, it is also important to204
decide the way to circulate the survey and to guarantee user anonymity. In our current experiments,205
we use the Google Forms2 service, mainly for three reasons: (i) easy circulation (by e-mail), (ii) users’206
anonymity is guaranteed, and (iii) simple and centralised answer management is provided.207
Summarising, the survey for activities has different questions in order to obtain activity and behaviour208
models according to their definitions (Definitions 1 and 2). Surveys are circulated among target users209
using Google Forms, which offers convenient tools to send them by e-mail and collect anonymous210
answers in a centralised manner. However, depending on the target users, alternative ways can be used.211
5. Synthetic Dataset Generator212
2http://www.google.com/google-d-s/createforms.html
Version March 24, 2015 submitted to Sensors 8 of 22
Figure 3. The questions of the survey to capture the activity model of MakeCoffee.
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Although the hybrid evaluation methodology could be used in principle with any simulator for human213
activity recognition, a custom simulation tool has been developed for dense sensing-based monitoring214
scenarios. Available simulators such as Persim do not have the tools to model sensor errors and different215
variations of activities. Both aspects have been considered important enough to develop a new simulator.216
Following the ideas of Okeyo et al. [19], instead of developing a simulator that provides visual217
interaction like Persim, a synthetic dataset generator has been developed. The tool presented by Okeyo218
et al. does a very good job simulating time relations between sensor activations and activities, so their219
ideas regarding time management have been borrowed. But the simulator developed in this paper has220
more capabilities, allowing researchers to introduce different sensor activation sequences for activities221
with occurrence probabilities, activity sequences which occur only with a given probability and different222
ways to model sensor errors.223
The synthetic dataset generator tool has been implemented in Python 2.73. The inputs to the synthetic224
dataset generator are a script called ADL script, where activity and behaviour models for a specific user225
are represented, and the context knowledge file, where a list of objects, their locations and attached226
sensors are provided. For the sensors listed in the context knowledge file, it is very important to provide227
error models. The considered sensor error modalities are two: positive sensor noise (see Definition 3)228
and missing noise (see Definition 4).229
Definition 3 (Positive Sensor Noise). A sensor that should not get activated, i.e. there is no interaction230
with the object monitored by the sensor, gets activated because of sensor or monitoring infrastructure231
errors.232
Definition 4 (Missing Sensor Noise). A sensor that should get activated, i.e. there is an interaction with233
the object monitored by the sensor, does not get activated because of sensor or monitoring infrastructure234
errors.235
Figure 4 shows a high-level design for the synthetic dataset generator. As can be seen in the figure,236
activity and behaviour models and positive sensor noise are represented in the ADL script. On the other237
hand, missing sensor noise models are obtained from the context knowledge file. Using probabilistic238
time management tools, the synthetic dataset generator creates a sensor activation dataset, where all239
sensor activations are properly labelled to use it as ground truth. Sensor activations which are part of an240
activity are labelled with the activity name. But sensor activations which appear due to sensor noise are241
labelled with the special label None.242
One of the design decisions was to separate the representation of both sensor error models in two243
different files. The reason is that missing sensor noise is completely linked to sensor technology and244
the pervasive infrastructure (wireless receivers, communication, and system sampling and conversion245
mechanisms), whereas positive sensor noise is more related to environmental aspects, such as the246
distribution of objects and human behaviour. Hence while missing sensor noise can be considered a247
property of a sensor, positive sensor noise is more influenced by the inhabitant and the environment.248
That is why the missing error models are included in the context knowledge file depending on the sensor249
type and positive error models are represented in the ADL script which represents a specific user.250
3https://www.python.org/
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To make this decision the research carried out by Chen et al. [5] has been considered. They show251
some experiments for activity recognition in a smart home environment using the dense sensing activity252
monitoring approach. Throughout the experiment of 144 activities, a total of 804 user-object interactions253
were performed. They used the so called User-object Interaction Recognition Accuracy (UoIR), defined254
as the systems correctly captured interactions against the total occurred interactions, as the metric to255
evaluate the reliability and performance of the activity monitoring mechanism. This metric takes into256
account not only unfired or misread interactions caused by faulty sensors but also those circumstances257
caused by the pervasive infrastructure. As such it is more accurate to reflect the system monitoring258
performance. Table 1 shows the UoIR for different types of sensors with an overall average UoIR of259
96.89%. They conclude that these data prove the monitoring and acquisition mechanism of the system260
as being very reliable.261
Table 1. Interaction recognition rate as shown by Chen et al. [5].
Sensor type Total interactions Captured interactions Accuracy (%)
Contact 624 611 97.92
Tilt 126 119 94.44
Pressure 36 32 88.89
Sound 18 17 94.44
However, no positive sensor noise has been identified by Chen et al. [5], even though they simulate it262
in some of their experiments. This is quite reasonable, since the normal state of the sensor represents no263
interaction. It is very complicated from the technological point of view to change the state of a sensor264
when no interaction occurs, so it can be concluded that spontaneous sensor activations are very rare.265
If positive sensor noise is registered, it has to be mainly caused by undesired interactions that actually266
occur, even though they are not part of the activity. Those undesired interactions can be due to human267
erratic behaviour (see Definition 5) or interactions among objects caused by their distribution and casual268
movements.269
Definition 5 (User Erratic Behaviour). It happens when a user interacts with an object but the interacted270
object is not being used to perform the ongoing activity. Consider the case where a user wants to prepare271
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pasta. In order to take the pasta from the store, the sugar package has to be removed first. The user will272
touch the sugar package and thus, a sensor activation will be generated. But this interaction does not273
mean that sugar is being used to prepare pasta.274
Given that according to literature spontaneous sensor activations are rare and interactions among275
objects usually occur due to human intervention, it can be concluded that positive sensor noise is mainly276
caused by user erratic behaviour. Thus it has been included in the ADL script rather than in the contextual277
knowledge file.278
5.1. ADL script279
The ADL script defines activity models, behaviour models and positive sensor noise for a given user.280
It is currently implemented as a plain text file which has its own syntax. A parser function has been281
implemented to parse the file and obtain all the models defined on it.282
The first information given in the ADL script refers to the number of days that has to be simulated. A283
natural number is provided there.284
The next part of the file is for defining sensor activation patterns for activities. Sensor activation285
patterns are used to describe how activities are performed in terms of sensor activations and thus represent286
activity models in terms of sensors. An activity can have an arbitrary number of sensor activation287
patterns, which are specified with an occurrence probability and a sequence of sensor activations with288
relative time lapses. An example of sensor activation patterns for activity MakeCoffee can be found in289
Figure 5.290
Figure 5. Sensor activation patterns for MakeCoffee activity obtained from a real user via a
survey. The activity has two activation patterns with different occurrence probabilities.
MakeCoffee 2
0 . 7 cof feePo tSens@0 ktapSens@10 afco f feeSens@30 cookerSens@20
cupSens@180 fr idgeSens@10 smilkSens@5 wsugarSens@10
0 . 3 cof feePo tSens@0 ktapSens@10 afco f feeSens@30 cookerSens@20
cupSens@180 wsugarSens@10
First of all, the name of the activity is defined. The number that comes after the name specifies the291
number of sensor activation patterns for that activity. The next line represents the first sensor activation292
pattern, which begins with an occurrence probability p ∈ [0, 1]. Notice that the occurrence probabilities293
of all sensor activations for a given activity must sum to 1. The probability number is followed by a294
sequence of sensor activations and relative time lapses. The first sensor activation’s time has to be 0,295
indicating that it is the first sensor activation of the activity. The values that come after the ’@’ symbol296
represent the time in seconds between the previous sensor activation and the current one. In consequence,297
in the example given in Figure 5, cookerSens@20 means that the sensor activation cookerSens occurs 20298
seconds after the afcoffeeSens sensor activation. The specific way the synthetic dataset generator treats299
those time lapses will be explained later, when the simulation loop is described. This representation of300
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sensor activation patterns allows defining different sequences and also the same sequences with different301
time lapses (and hence, different durations).302
Once all activity models are represented using appropriate sensor activation patterns, behaviour303
models are defined, which represent different days of the user in terms of performed activities (see304
Definition 2). Two kinds of behaviour models are defined:305
1. Sequences: where a time slot is given with a sequence of activities and relative time lapses between306
two consecutive activities. Sequences are used to define those activity sequences that are always307
performed by a user in specific days.308
2. Alterations: where a probability value is assigned to an activity to be performed in a specific time309
slot. Alterations represent a different kind of behaviour model. Some users might perform an310
activity regardless of the week day. For example, a user might watch television in evenings with311
a certain probability. Some days the user watches television, but some days does not. It does not312
depend on the day, but on some other causes (mood, last hour plans and so forth).313
Specific week days are not represented in behaviour models - they could be implemented easily though314
-. Instead of that, the probability of a specific list of sequences and alterations is given. A list of sequences315
and alterations models a day. So if such a day model occurs 2 days in a week, i.e. in weekends, the316
assigned probability will be 2/7 ' 0.29. An example is depicted in Figure 6. A typical day of a user317
is described, with an occurrence probability of 0.29, since the activity pattern describes a weekend day.318
In this case, the user reported that (s)he sometimes reads a book in the afternoon. Alterations allow319
modelling this kind of behaviour.320
Figure 6. An example of a behaviour model for a specific day, which has an occurrence
probability of 0.29 and it is composed of three sequences and an alteration.
Prob 0 . 2 9 4
S 9:00−10:00 MakeCoffee@0 BrushTeeth@1800 ReadBook@120
S 13:30−14:30 MakePasta@0 BrushTeeth@600
S 22:00−23:00 BrushTeeth@0 WashHands@10
A 18:00−20:00 ReadBook 0 . 5
As it happens with sensor activation patterns, the occurrence probabilities of behaviour models must321
sum to 1.322
The last part of the script is to define positive sensor noise (see Definition 3). As positive sensor323
noise is mainly caused by user erratic behaviour it is very complex to model it accurately. Besides,324
obtaining those models from user surveys is impossible, since users cannot tell how they interact with325
objects unpurposely. For those reasons, a simple sensor error model has been adopted which guarantees326
noise generation independently from ongoing activities. A probability value can be assigned to specific327
sensors to get activated in an hour interval using a uniform probability distribution. For example, sensor328
cupSens can be assigned an activation probability of 0.1, which means that each hour, the sensor has a329
0.1 probability of getting activated.330
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5.2. Context knowledge file331
In the current implementation, the context knowledge file is formatted in a JavaScript Object Notation332
(JSON)4 file. JSON has been selected because it provides a light-weight knowledge formatting syntax333
which is widely supported and used to share information. The context knowledge file is mainly used334
to represent the objects of the simulated environment and the sensors attached to those objects. Those335
sensors can be linked to their missing error probabilistic models through the sensor type. Figure 7 shows336
an example of the information stored in the file. More concretely, several examples are provided for the337
three main concepts modelled in the file: objects, sensors and error models. In the case of error models,338
for each sensor type, a missing probability p ∈ [0, 1] is provided.339
Figure 7. Example of information stored in the context knowledge file, divided into its three
main concepts: objects, sensors and error models.
” o b j e c t s ” : {
” k i t c h e n−t a p ” : {
” t y p e ” : [ ” Cooking ” , ” HouseWork ” ]
” l o c a t i o n ” : ” K i t c h e n ”





” s e n s o r s ” : {
” k t a p S e n s ” : {
” t y p e ” : ” t i l t ” ,
” a c t i o n ” : ” turnOnTap ” ,





” e r r o r m o d e l s ” : {
” c o n t a c t ” : {
” prob ” : 0 .0208
} ,
” t i l t ” : {
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In consequence, the context knowledge file has the information about objects, sensors and missing340
sensor noise models. It is mandatory for the synthetic dataset generator to keep the coherence between341
the sensors used in the ADL script and in the context knowledge file. The tool itself makes sure that such342
coherence exists. If there is a sensor activation in the ADL script which is not represented in the context343
knowledge file, the synthetic dataset generator raises an error.344
5.3. Simulation loop345
Using the ADL script and the context knowledge file, the synthetic dataset generator creates a Comma346
Separated Value (CSV) file where each sensor activation has an associated timestamp and is labelled with347
an activity name or with the special label None if it is caused by noise. Additionally, activity start and348
end times are marked in the dataset.349
For the purpose of generating realistic sensor activation datasets, the synthetic dataset generator has350
a simulation loop which has been represented in a flowchart in Figure 8. First of all, the simulator fixes351
the first day to start the simulation. In the current implementation the same day the simulator is launched352
is used as the first day. Afterwards, for the selected day, positive sensor noise is generated. For that353
purpose, the simulator generates a random number per each sensor with a probability greater than zero.354
If the sensor has to be activated, the simulator chooses a specific time inside the current hour using a355
uniform distribution. The process finishes when the 24 hours of the day have been treated.356
Once positive sensor noise has been generated for the whole day, a behaviour model is chosen, taking357
into account the probabilities of each model. The behaviour model is a list of sequences and alterations.358
The first element of the list is taken. If it is a sequence, the activities of the sequence are executed in the359
specified time slot.360
Let us show an example of how a sequence is executed by the simulator. Assume the sequence to be361
executed is such that362
S 9:00−10:00 MakeCoffe@0 WatchTelevis ion@30 BrushTeeth@1800363
In that case, the simulator generates a start time for the sequence in the provided time slot, using a364
uniform distribution. Such a distribution has been chosen because all times inside the slot should have the365
same probability, given that the user cannot specify any other information in the ADL survey. Afterwards,366
it picks the first activity (MakeCoffee) and looks for the sensor activation patterns of that activity. The367
simulator probabilistically chooses one of the sensor activation patterns of the activity and executes it.368
While executing the activity itself, two main aspects are taken into account:369
1. Time lapses between sensor activations: the time lapses provided in the script are used as the370
mean values of Gaussian distributions, whose standard deviation is fixed to a 25% of the mean by371
default. This decision has been made because users specify the most common time lapse between372
consecutive actions. The further the time lapse is from the one specified by users, the lower prob-373
ability it has. Thus a Gaussian distribution models this behaviour properly. Notice that negative374
values for time lapses are not accepted, since they could change the order of sensor activations. So375
the time lapse is generated probabilistically using as reference the value given in the script. This376
makes varying and realistic time lapses for consecutive sensor activations.377
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Figure 8. A flowchart of the simulation loop of the synthetic dataset generator.
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2. Sensor missing noise: before generating the sensor activation, its missing probability is consulted378
in the context knowledge file. The simulator uses the missing probability to decide whether to379
generate the activation.380
Similarly to sensor activations, time lapses between activities are treated through Gaussian381
distributions. At the end of the process, the whole sequence will be executed, with probabilistically382
chosen time lapses and sensor missing errors.383
To execute an alteration, the simulator uses its occurrence probability. If it has to be executed, the384
activity is performed as in sequences. When the behaviour model is fully executed, i.e. all the elements385
of the list have been treated, the simulator generates the next day and repeats the whole process until the386
last day is reached. When this happens, the generated dataset is written in a CSV file, where properly387
labelled timestamped sensor activations can be found.388
6. Evaluation389
To evaluate the proposed hybrid evaluation methodology, the idea of Helal et al. [11] is followed, i.e.390
to compare a real activity dataset with a synthetic dataset generated following the methodology described391
in this paper. For this purpose, the activity dataset published by Kasteren et al. [17] has been used. This392
dataset contains several activities performed by a person in a real pervasive environment. Binary sensors393
were installed in different objects of the environment, such as in doors, toilet flush, fridge and so on.394
For the evaluation process, three activities and five days were selected from the complete dataset.395
More concretely, the selected activities were preparing the breakfast, taking a shower and preparing the396
dinner. Those activities were selected because they were executed frequently, following patterns that397
could be modelled. Additionally, those activities have different durations and quite a lot of variations398
regarding the object sequences used to perform them. All those activities are described by the activations399
of the following sensors: pans cupboard sensor, plates cupboard sensor, cups cupboard sensor, fridge400
sensor, microwave sensor, hall-toilet door sensor, freezer sensor and groceries cupboard sensor.401
The typical behaviour model of the monitored person shows that the person usually prepares the402
breakfast in the morning (starting time ranges from 8:00 AM to 10:00 AM), takes a shower afterwards403
(10-20 minutes later) to leave the house. The person comes back in the evening, to prepare the dinner,404
roughly from 6:40 PM to 8:30 PM. Such a behaviour model is provided to the synthetic dataset generator405
through the ADL script. Objects and sensors are modelled also in the context knowledge file. Using all406
the information, five days are simulated and the generated dataset is compared to the real one.407
To compare both datasets a statistical significance test is applied. The idea is that if both datasets were408
really generated by the same person and behaviour, the occurrence frequencies of sensors in both datasets409
should follow a similar distribution. Thus, the time period covered by both datasets - 5 days in this case410
- is divided in equally distributed intervals. The interval chosen for the current evaluation is 5 minutes,411
because it provides a low-grain view of sensor occurrences, being smaller than typical durations of the412
described activities. Once the intervals are set, the number of different sensor occurrences are counted413
for each interval.414
The information gathered can be represented as histograms of sensor frequencies for each sensor415
type. For example, those histograms may show that for the interval 9:00-9:05 of a given day the fridge416
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sensor has been activated twice and the plates cupboard sensor once in the real dataset. It should be417
checked whether the synthetic dataset shows also similar activation histograms. Figure 9 shows a visual418
comparison of the real and simulated histograms for the fridge sensor. While the horizontal axis depicts419
the time intervals, the vertical axis counts the number of sensor activations in that time interval.420
Figure 9. The histograms for frequency distributions of the fridge sensor: the left graphic is
the real dataset, whereas the right one is the simulated dataset.
The problem of comparing two frequency distributions can be stated as a statistical significance421
problem, where a synthetic sensor frequency distribution is compared to a real one. Due to the special422
features of the datasets, Fisher’s exact test has been run [8]. Fisher’s exact test is similar to the well known423
chi-squared test of significance. However, the later cannot be applied in this case, since the frequency424
values are very low, being zero in the majority of the time intervals. In those situations, Fisher’s exact425
test provides very good results. In this case, the null hypothesis is that both datasets follow a similar426
sensor frequency distribution, which has been generated by the same behaviour. To discard the null427
hypothesis, Fisher’s test is run and the p-value is calculated (R’s implementation of Fisher’s test is used428
in this experiment). Typical significance values for the p-value are 0.05 or 0.1. That means that if the429
p-value is smaller than the significance value, the null hypothesis can be discarded. The significance test430
is run for each sensor and afterwards, the mean p-value is calculated. Results can be seen in Table 2.431
For the case of the fridge sensor depicted in Figure 9, the calculated p-value is around 0.76.432
Remember that p-value ∈ [0, 1], so it can be interpreted as a similarity measure. Two identical frequency433
distributions result in p-value = 1. As can be seen in Figure 9, both histograms are very similar, but434
not identical. Notice, for example, that the simulated histogram counts 6 sensor activations in one of the435
intervals, while the real one counts 5. However, a p-value of 0.76 means that both histograms are very436
similar.437
The lowest p-value calculated in Table 2 is 0.25 for the hall-toilet door sensor. This value has been438
generated due to a small displacement in the frequency intervals of the sensor activations. The maximum439
number of occurrences in a 5 minute interval is 2, so in such a case a small displacement can lead to a440
p-value of 0.25. Notice though that the p-value is still far from typical hypothesis discarding thresholds,441
which are 0.1 or 0.05.442
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Table 2. The p-values calculated from Fisher test for each sensor in both datasets and the
mean.
Sensor p-value
Pans cupboard sensor 0.6
Plates cupboard sensor 1
Cups cupboard sensor 0.33
Fridge sensor 0.76
Microwave sensor 1
Hall-toilet door sensor 0.25
Freezer sensor 1
Groceries cupboard sensor 1
Mean value 0.74
But the most important value is the mean p-value, which is around 0.74, as can be seen in Table 2.443
This means that the null hypothesis cannot be discarded and thus, the simulated and the real dataset444
are similar. The graphic depicted in Figure 9, which is highly representative of other sensor activation445
frequency patterns, suggests that selecting a wider time interval would increase the p-value for all the446
sensors, whereas decreasing it would also decrease the p-value. This has been confirmed by further447
experiments. However, we believe that for this particular dataset, the 5 minutes time interval is suitable448
and meaningful.449
7. Discussion450
The hybrid methodology presented in this paper has several advantages over the standard451
methodology explained in Section 1:452
1. The hybrid methodology is cheap and fast: it does not need to acquire or build any special453
environment, which can be an important investment.454
2. A lot of users’ information can be used: as it is based on surveys, it is generally easy to achieve a455
great number of users for the tests.456
3. Ethical and legal issues are much softer: in contrast with the standard methodology, there are no457
experiments involving humans. The only important point to be considered is the anonymity of458
users.459
4. Datasets can be generated on demand: using the synthetic dataset generator, arbitrary number of460
datasets can be generated as needed.461
5. Perfectly labelled datasets can be obtained: the synthetic dataset generator labels all sensor462
activations according to the given script and sensor error models. In consequence, the generated463
dataset is a perfect ground truth.464
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6. The influence of researchers is minimised: using surveys, researchers cannot write their own465
scripts with their bias. Even though researchers are still responsible of writing the scripts,466
following appropriate survey-script translation criteria, researchers’ influence in the datasets is467
minimised.468
7. Any kind of scenarios can be implemented: the synthetic dataset generator allows preparing469
experiments where no sensor noise exist, where only a specific kind of sensor noise exists or470
where conditions are as close as possible to realistic settings. The chance of implementing all471
those varieties of scenarios allows researchers test deeper their activity recognition systems, since472
they can see the influence of any factor they consider relevant.473
The results shown in Section 6 prove that realistic datasets can be generated using the hybrid474
evaluation methodology and the synthetic dataset generator. The mean p-value calculated for the475
significance test where a simulated dataset is compared with a real dataset is high enough to claim that the476
similarity between both datasets is high. This means that, as far as dense sensing monitoring approaches477
are considered, the hybrid evaluation methodology can be used to verify complex theories about activity478
modelling and/or recognition. Indeed, the methodology has already been used in an activity modelling479
approach by Azkune et al. [1].480
However, there are some disadvantages also. For example, modelling user erratic behaviour is not481
easy. Although the synthetic dataset generator offers a way to model this kind of interaction, it cannot482
capture it accurately. Another disadvantage refers to the information provided in surveys. Some users are483
very precise in their answers, but some are not. Sometimes, important details of activities are omitted by484
users in their answers, hence the precise way of performing activities cannot always be captured. Those485
disadvantages can be coped with specific strategies which might vary depending on the domain. For486
example, Azkune et al. [1] introduce high levels of random positive sensor noise to compensate the lack487
of erratic behaviour models. The case of faulty surveys is not an important problem, as long as those488
surveys can be correctly identified, which is usually the case.489
8. Conclusions and Future Work490
A novel evaluation methodology for activity recognition systems has been presented in this paper.491
The presented methodology combines the use of surveys to users with simulator tools. Surveys are492
used to capture human behaviour and how activities are performed. The simulator is used to generate493
labelled and timestamped synthetic sensor activations according to the behaviour and activity models494
captured in the surveys. The hybrid methodology is a complete methodology, where is clearly defined495
how behaviours and activities have to be modelled and how sensor noise is set in order to use a simulator496
tool.497
To evaluate the performance of the methodology, a sensor activation dataset generated in a real498
pervasive environment has been compared with a synthetic dataset generated by the simulator described499
in this paper. The similarity between both datasets has been shown, using a statistical significance test.500
It has also been shown that the hybrid methodology has several advantages over the standard501
methodology used by the community. However, we do not aim to substitute the standard methodology.502
Our approach can be seen as a good complement to boost research and to let researchers who cannot503
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afford following the standard methodology to make good science. The hybrid methodology is a good504
methodology to evaluate research works on activity recognition.505
For future work, three main areas have been identified: (i) research on more complex and accurate506
methods to model user erratic behaviour, (ii) adaptation of surveys and synthetic dataset generator to507
implement single user - concurrent activities scenario, and (iii) assessing the acceptance and perceived508
usefulness of the developed tools in the research community, following the criteria identified in [15].509
Advances on those three areas would allow simulating more realistic experiments and provide powerful510
and useful tools to researchers.511
The use of positive sensor noise to simulate user erratic behaviour is not enough. Our future approach512
is to use domain knowledge to simulate such behaviours more accurately. For example, it is common513
sense to think that there will be more erratic sensor activations during the execution of a specific activity514
which are related to objects that are close to the target objects. If a person is preparing a coffee, the erratic515
sensor activations will usually be related to objects in the kitchen. The plan is to use object location516
information to generate random activations when an activity is being executed. Further strategies will517
also be analysed and tested.518
For the adaptation of the hybrid methodology to single user - concurrent activities, it is planned519
to ask in surveys what activities are usually performed concurrently. Only with this information, the520
synthetic dataset generator could try to segment activity models, finding the biggest time gaps and521
inserting alternate sensor streams in those gaps.522
An important way to evaluate the proposed evaluation methodology and the developed tools is to523
assess the acceptance and perceived usefulness of the research community. In this paper, it has been524
shown the ability to generate realistic datasets for activity recognition, but it has not been addressed525
the acceptance of the approach. The methodology has already been applied by some researchers and526
their acceptance level is high. One of the identified improvement areas is related to the ADL script.527
Using standard file syntaxes would require less effort from the users, both in the design and maintenance528
stages. Alternative syntaxes based on JSON are being currently explored to enhance the usability of the529
synthetic dataset generator.530
However the evaluation for acceptance and usability has to be done in a systematic manner. The idea531
is to distribute the developed tools among more researchers of the activity recognition community to see532
whether the approach is useful for them. To assess the acceptance of those researchers, specific surveys533
will be designed and distributed among those researchers.534
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