We propose and investigate a new estimation method for the parameters of models consisting of smooth density functions on the positive half axis. The procedure is based on a recently introduced characterization result for the respective probability distributions, and is to be classified as a minimum distance estimator, incorporating as a distance function the L q -norm.
Introduction
One of the most classical problems in statistics is the estimation of the parameter vector of a parametrized family of probability distributions. It presents itself in a significant share of applications because parametric models often contribute a reasonable compromise between flexibility in the shape of the statistical model and meaningfulness of the conclusions that can be drawn from the model. As a consequence, all kinds of professions are confronted with the issue of parameter estimation, be it meteorologists, engineers or biologists. Throughout the last decades, a vast amount of highly focused estimation procedures for all kinds of situations have been provided, but the procedure that is arguably used most often remains the maximum likelihood estimator.
Apart from its (asymptotic) optimality properties, its popularity is presumably in direct relation with its universality: For the professions mentioned above, and many more, whose prime interest is not the study of sophisticated statistical procedures, it is essential to have at hand a method that is both, easily communicated and applicable to a wide range of model assumptions. A second class of methods incorporates the idea of using as an estimator the value that minimizes some goodness-of-fit measure. To implement this type of estimators, the empirical distribution, quantile or characteristic function is compared to its theoretical counterpart from the underlying parametric model in a suitable distance, and the term is minimized over the parameter space, see Wolfowitz (1957) , or Parr (1981) for an early bibliography. These procedures provide some freedom in adapting the estimation method to the intended inferences from the model and they regularly possess good robustness properties [see Parr and Schucany (1980) as well as Millar (1981) ]. An example which was discussed recently, and which goes by the name of minimum CRPM estimation, see Gneiting et al. (2005) , is tailored to the practice of issuing forecasts: As argued by , a good probabilistic forecast minimizes a (strictly)
proper scoring rule such as the 'CRPM' ], and after constructing a suitable model it appears somewhat more natural to use as an estimator the one that minimizes the scoring rule instead of a classical estimation method like maximum likelihood [for a comparison see Gebetsberger et al. (2018) ]. As it happens, these rather universal procedures listed above easily run into computational hardships. Just consider that even for 'basic' models, density functions can take complicated forms, and distribution or characteristic functions may be nowhere near to an explicit formula. This is where we want to tie on. In a recent work, Betsch and Ebner (2019a) established distributional characterizations that, from a practical point of view, are comparable to the characterization of a probability distribution through its distribution function.
Their results, which are given in terms of the derivative of a density function and the density itself, provide explicit formulae that simplify the dependence of the terms on the parameters (even for more complicated models), and extend characterizations via the zero-bias-or equilibrium transformation [Goldstein and Reinert (1997) , Peköz and Röllin (2011) , respectively] that arise in the context of Stein's method, cf. Chen et al. (2011) . The aim of this work is to investigate these characterizations, which where already used to construct goodness-of-fit tests [see Betsch and Ebner (2019c) , Betsch and Ebner (2019b) ], more closely in the context of parameter estimation. An advantage of the resulting estimators lies in the way the density function of the underlying model appears in the characterization, and thus also in the estimation method. When considering for some (positive) density function p the quotient p ′ p , the term no longer depends on the integration constant which ensures that the function integrates to one, but only on the functional form of the density. As indicated before, our estimators depend on the underlying model precisely via this quotient, so they are applicable in cases where the normalization constant is unknown. Models of this type occur (though often in discrete settings) in such applied areas as image modeling [using Markov random fields, see Li (2009) ] and machine learning, or in any other area where models are complex enough to render the calculation of the normalization constant impractical. For more specific discussions of such applications, we refer to the introduction of the work by Uehara et al. (2019a) . The problem was already addressed by Hyvärinen (2005) , who set out to find an estimation method which only takes into account the functional form of a density. The approach introduced there goes by the name of 'score matching', and the estimation method involves terms of the form
2 and hence does not depend on the normalization constant either. In the univariate case we discuss here, our method provides a good supplement as it contains no second derivatives and may thus be applicable to cases where other methods fail.
Also note that several other approaches by Pihlaja et al. (2010) , Matsuda and Hyvärinen (2019) , and Uehara et al. (2019b) , are available. All these references indicate that statistical inference for non-normalized models is a topic of very recent research.
In Section 2 we introduce this new class of parameter estimators that are comparable, in their universality in the given setting, to the maximum likelihood and minimum Cramér-von Mises distance estimators [as discussed by Parr and Schucany (1980) or Parr and De Wet (1981) ]. We rigorously deal with the existence and measurability of our estimators in Section 3. In Section 4
we provide results on consistency. Thereafter, we provide as examples the exponential-(Section 5), the Rayleigh-(Section 7), and the Burr Type XII distribution (Section 8). For each of the three parametric models we compare our new method to classical methods like the maximum likelihood and minimum Cramér-von Mises distance estimator in competitive Monte Carlo simulation studies. Moreover, the exponential distribution will turn out to be very revealing insofar as we can explicitly calculate the estimator, specify the consistency result further, and provide additional theoretic results to explain observations from the simulations. The Burr distribution [cf. Burr (1942) , Rodriguez (1977) , Tadikamalla (1980) , Section 6.2 of Kleiber and Kotz (2003) , or Kumar (2017) ] as a model is relevant in econometrics, initiated by Singh and Maddala (1976) [see also Schmittlein (1983) ], and other areas like engineering, hydrology, and quality assurance, see Shah and Gokhale (1993) for corresponding references. However, the parameter estimation is non-trivial and can even cause computational issues. Thus, providing a new estimation method could prove useful in applications.
The new estimators
To be specific, recall that the problem of parameter estimation for continuous, univariate probability distributions presents itself as follows. Consider for Θ ⊂ R d a parametric family of probability density functions
and let X 1 , . . . , X n be a sample consisting of independent real-valued random variables with a distribution from P Θ , that is, there exists some ϑ 0 ∈ Θ such that X i has density function p ϑ 0 (X i ∼ p ϑ 0 , for short) for i = 1, . . . , n. Denote with P ϑ the distribution function corresponding to p ϑ . The task is to construct an estimator of the unknown ϑ 0 based on X 1 , . . . , X n . In this work, we focus on density functions whose support is the positive half axis.
Thus, assume that the support of each density function in P Θ is [0, ∞). In particular, suppose that each p ϑ is positive and continuously differentiable on (0, ∞). Also assume that
Moreover, suppose that lim x ց 0
p ϑ (x) = 0. These presumptions where made by Betsch and Ebner (2019a) to derive the characterization we recall in a minute, and are straight forward to check for most common density functions. Particularly the last condition is exhaustively discussed in Proposition 3.7 of Döbler (2015) . Let X be a positive random variable with distribution function
and define the function
for (t, ϑ) ∈ (0, ∞) × Θ. Then Betsch and Ebner (2019a) have shown in Corollary 5.6 that X has density function p ϑ 0 if, and only if, η(t, ϑ 0 ) = 0 for every t > 0. Therefore, if we assume initially that X ∼ p ϑ 0 [note that (2.1) is satisfied by requirement on p ϑ ], then η(· , ϑ) L q = 0 if, and
are the usual norm and duality in L q . Thus, with an empirical version
of η, based on a sample of independent and identically distributed (i.i.d.) random variables X 1 , . . . , X n with X 1 ∼ p ϑ 0 , a reasonable estimator for the unknown ϑ 0 is
that is, we choose ϑ n,q such that
should provide an estimate for the minimum of ϑ → η(· , ϑ) L q which coincides with ϑ 0 , the (unique) zero of this function. At this point of course, there arise questions of existence and measurability of such an estimator, and we will handle these questions in full detail in Section 3. Intuitively, one might argue to replace F X and the empirical distribution function in the definition of η and η n , respectively, with the theoretical distribution function P ϑ . However, there is a bit of a technical point involved, and the characterizations by Betsch and Ebner (2019a) do not include results that give a rigorous handle for this slightly (yet decisively) different situation.
Existence and measurability
We discuss the measurability properties of η n and derive an existence result for a measurable version of (approximate) estimators of the type in (2.3). The result that is central to us in this section can be found in Chapter III of Castaing and Valadier (1977) 
Then there exists an F, B(S) -measurable map ϑ : Ω → S such that ϑ(ω) ∈ Γ(ω) for every
Here, (R, B) denotes the extended real line with its usual σ-field, and we write ⊗ for the product of σ-fields.
To apply Theorem 3.1, we first have to investigate the measurability properties of η n . In the setting of Section 2, assume the following regularity condition.
is continuous for every x > 0.
Let (Ω, F, P) be a complete probability space, which is assumed to underlie all random quantities of the previous and subsequent sections. Exploiting the structure of η n , we obtain the following lemma. The proof is simple, and the basic thoughts can be found in Appendix A.
Similar measurability results hold for η : (0, ∞) × Θ → R. For the remainder of this work assume that
As such, Θ is a Suslin topological space [see Proposition 8.2.10 from Cohn (2013) ] with the subspace topology induced by R d . It is also a metric space with the standard metric in R d restricted to Θ. For n ∈ N, let ε n be positive random variables such that ε n → 0 P-almost surely (a.s.),
has a measurable graph. By construction, Γ n,q takes as values only non-empty subsets of Θ. In fact, Γ n,q (ω) is also closed in Θ for every ω ∈ Ω, see Remark A.3 in Appendix A. Theorem 3.1 yields the existence of an
which is, by definition of Γ n,q ,
for each ω ∈ Ω or, equivalently,
Whenever we refer to an estimator that satisfies (2.3), we mean precisely such an (approximate) measurable version. This settles the existence problem and for our asymptotic studies we have measurability of ϑ n,q at hand.
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In this section, we investigate the asymptotic behavior of our estimator. Unfortunately, we can not apply the general results for minimum distance estimators given by Millar (1984) , since a major assumption in that work is that the term in the norm is differentiable (with respect to ϑ) with derivative not depending on ω, that is, in a sense, the parameter and the 'uncertainty' have to be separated, which is clearly not the case in our setting. Thus, we need to deal with the empirical process involved.
Assume the setting from Section 2. For brevity, we keep the notation from the previous
Recall from the construction that ϑ n,q (approximately) minimizes ψ n,q [see (3.2)], and ϑ 0 is the unique minimum of ψ q . The heuristic of the consistency statement proven in this section is as follows. If ψ n,q converges to ψ q in a suitable function space, then the random minimal points ϑ n,q converge to ϑ 0 .
In order to establish convergence of ψ n,q , we need the functions to be sufficiently smooth in ϑ.
In most applications the mapping ϑ →
p ϑ (x) will be continuously differentiable for every x > 0, which can often be used to derive the following regularity condition.
(R3) For each non-empty compact subset K of Θ there exists some 0 < α = α K < ∞ and a
for every x > 0 and all ϑ (1) , ϑ (2) ∈ K.
Now, let K = ∅ be an arbitrary compact subset of Θ. Then on Ω and for ϑ (1) , ϑ (2) ∈ K, we have
with H and α as in (R3). In particular, K ∋ ϑ → ψ n,q (ω, ϑ) is continuous for every ω ∈ Ω, and, by Lemma 3.2, it constitutes a product measurable map. This already implies that ϑ → ψ n,q (ϑ)
is a random element of C(K) + [see Lemma 3.1 of Kallenberg (2002) ], the space of continuous functions from K to [0, ∞) which is a complete, separable metric space (endowed with the usual metric that induces the uniform topology). From (R3) it also follows that K ∋ ϑ → ψ q (ϑ) is an element of C(K) + . We can now state the convergence results for ψ n,q that are essential for our consistency proof.
Lemma 4.1. In the setting of Section 2, assume that
The proof of this lemma is rather technical and deferred to Appendix B. Note that the term inf ϑ ∈ F ψ n,q (ϑ) is a random variable by Theorem 3.1 (cf. the measurability of m n,q in the previous section). The following theorem uses the above lemma to establish consistency. In the second statement, we assume that the parameter space Θ is compact, thus rendering Lemma 4.1 applicable on the whole of Θ, which will turn out essential to prove strong consistency. For most practical purposes this is sufficient, when parameters relevant for modeling in applications can be taken to stem from some (huge) compact set. Note that with this compactness assumption we actually do not need the ε n -term in (3.2) since ψ n,q is lower semi-continuous by (R1) and Fatou's lemma, and thus attains its minimum in Θ. The first statement of the following theorem shows that if the sequence ϑ n,q is already known to be tight, no compactness assumption is needed, but we can only expect weak consistency in general, thus denoting by ' P −→' convergence in probability.
After the proof of the theorem, we provide an insight in which cases this is possible (Remark 4.3).
Theorem 4.2 (Consistency). Take the setting from Section 2, let ψ n,q , ψ q be as above, and
Proof. In the proof of (i) we follow Theorem 3.2.2 from van der Vaart and Wellner (2000), but
we adapt the reasoning to our setting, using the measurability properties we established in Section 3, and Lemma 4.1. For completeness, as well as to prepare the proof of the second result, we
give a full proof. We start with a preliminary observation, establishing that the minimum at ϑ 0 is (locally) well separated. If K is a compact subset of Θ, and O an open subset of R d which
Indeed, if this is not the case, we find a sequence
O which is a contradiction to the fact that ϑ 0 is the unique zero of ψ q . Now, let ε, δ > 0. Choose a compact subset K = K δ ⊂ Θ such that sup n ∈ N P ϑ n,q / ∈ K < δ,
Applying Lemma 4.1 and (4.1) to K and F , together with (3.2) and the Portmanteau theorem [cf. Theorem 2.1 of Billingsley (1968) ], we get lim sup
Note that if F = ∅, the inequality holds trivially. Since both ε and δ were arbitrary, the claim follows. For this first part of the proof, we only needed the convergences provided by Lemma 4.1 to be valid in probability. For the following proof of (ii), we rely on the stronger result. The arguments we use are scattered over Section 3 of the work by Sahler (1970) . For reasons alluded to in Remark A.1, and since that work contains some typos, we provide the adapted arguments.
Let ε > 0 and define β ε = inf ϑ ∈ Θ\Bε(ϑ 0 ) ψ q (ϑ). By 4.1, we have β ε > 0. Using the well-known equivalent criterion for almost sure convergence, Lemma 4.1 gives
By definition of β ε this implies
Moreover, ψ n,q (ϑ 0 ) + ε n −→ ψ q (ϑ 0 ) = 0 P-a.s., and thus
Putting everything together, lim sup
that is, ϑ n,q −→ ϑ 0 P-a.s., as n → ∞.
Remark 4.3 (A priori tightness of the sequence of estimators). We provide a tool for proving tightness of the estimators before having established consistency, which we can use in Theorem 4.2 to get consistency even for unbounded parameter spaces. The statement essentially yields that if ψ n,q is strictly convex, ϑ n,q n ∈ N is tight. More precisely, suppose that conditions (R1) -(R3) hold. Let Θ be convex with ϑ 0 ∈ Θ • , the interior of Θ. Further, let ψ n,q be strictly convex (almost surely). Then the sequence of estimators ϑ n,q is tight in Θ. The proof is straightforward and some hints are given in exercise problem 4 in Section 3.2 of van der Vaart and Wellner (2000) (for more details, see Appendix C).
Example: The exponential distribution
Let Θ = (0, ∞) and p ϑ = ϑ exp(−ϑx), x > 0. This trivially is an admissible class of density functions. Moreover, let ϑ 0 ∈ Θ, X ∼ p ϑ 0 , and take a sample X 1 , . . . , X n of i.i.d. copies of X.
An easy calculation gives
which nicely illustrates that ϑ 0 is indeed the unique zero of this functions. For the particular choice of weight w(t) = exp(−at), t > 0, with some tuning parameter a > 0, and in the case q = 2, straight-forward calculations give
and
and since 1 + aX (j) < exp(aX (j) ) P-a.s., we have Ψ
n > 0 almost surely. Therefore, ψ n,2 2 is strictly convex (almost surely), and has a unique minimum. By Remark 4.3 and Theorem 4.2 (i), the estimator
is consistent for ϑ 0 (over the whole of Θ). Note that we have not made the dependence of Ψ
n , and Ψ (3) n on 'a' explicit to prevent overloading the notation. With a similar argument as above, we may show that Ψ (2) n < 0 almost surely, thus we can calculate ϑ (a) n,2 explicitly as
To provide insight on the performance of this estimator, we compare it with the maximum likelihood estimator and the minimizer of the mean squared error (for n ≥ 3) which are given as
, respectively, as well as with the minimum Cramér-von Mises distance estimator discussed in the introduction, namely
where P ϑ (x) = 1 − exp(−ϑx), x > 0, denotes the distribution function of the exponential distribution, and where F n is the empirical distribution function of X 1 , . . . , X n . For this comparison we simulate (for fixed values of n and ϑ 0 ) D = 100, 000 samples of size n from an exponential distribution with parameter ϑ 0 , calculate the values of the estimator for each sample yielding values ϑ 1 , . . . , ϑ D , and approximate the bias and mean squared error (MSE) via
for each of the above estimators. We perform all simulations with Python 3.7.2 1 . For the minimization required to calculate the minimum Cramér-von Mises distance estimator, we choose as initial value the maximum likelihood estimator and use a sequential least squares programming method ('SLSQP') [cf. Kraft (1988) ] implemented in the 'optimize.minimize' function of the Python module 'scipy' 2 . The Tables 1 and 2 below contain the results for the bias-and MSE values.
As for the biases, the maximum likelihood estimator and the minimum MSE estimator perform almost identically in terms of the absolute bias, and the minimum Cramér-von Mises distance estimator has a slight edge. Our new estimator outperforms all other methods (virtually) uniformly. More precisely, it seems as if for larger tuning parameters 'a' the bias decreases. We will show, however, that this observation is not correct in that generality. The results for the mean squared error reveal that the minimum MSE estimator is the best method with respect to this measure of quality, which is no surprise as it is constructed to minimize the MSE. For sample size n = 10 the superiority is particularly obvious, but for larger samples, the maximum likelihood estimator is only slightly worse. Our new estimator shows almost identical results (for a = 0.25)
as the maximum likelihood estimator, undermining that the method is sound and powerful. In contrast to the observation with the bias values, the MSE appears to increase with 'a'. This nicely illustrates the variance-bias trade-off commonly observed in the context of estimation problems. 6 The case a → ∞
As discussed previously, the simulation results for the exponential distribution somewhat indicate that as the tuning parameter 'a' grows, the bias decreases while the MSE increases. Interestingly, we can lay observations for a → ∞ on a rigorous theoretical basis. To be precise, observe the following general result.
Theorem 6.1. Consider the setting from Section 2 with weight function w(t) = e −at . For the quantity ψ n,q (ϑ, a) = ψ n,q (ϑ) = η n ( · , ϑ) L q from the end of Section 3, we make the dependence on the tuning parameter 'a' explicit. Then
on a set of measure one, where Γ(·) denotes the Gamma function.
The proof consists of an almost trivial application of an Abelian theorem for the Laplace transform, see p.182 of Widder (1959) , or the work by Baringhaus et al. (2000) . Since a, q > 0, the functions ψ n,q (ϑ) and a q+1 ψ n,q (ϑ) q attain their minimum in the same point. Thus, in the limit a → ∞, our procedure essentially yields as an estimators the minimizer of the quantity
In the situation of the exponential distribution as discussed in Section 5, the result reduces to lim a → ∞ a 3 ψ n,2 (ϑ, a) 2 = 2ϑ 2 , so in the limit a → ∞, the procedure will choose ϑ = 0 / ∈ Θ as the estimator, which leads to a bias of −ϑ 0 and an MSE of ϑ 2 0 . The observation from the simulations is, therefore, not universal. An example for which the limit in Theorem 6.1 is less trivial is the Rayleigh distribution.
Example: Rayleigh distribution
Let Θ = (0, ∞) and take the density function of the Rayleigh distribution with scale parameter
It is easy to check that the Rayleigh density satisfies all regularity conditions stated throughout the work, and that we have
The limit in Theorem 6.1 thus takes the form
where X 1 , . . . , X n are i.i.d. random variables which follow the Rayleigh law, X 1 ∼ p ϑ 0 , for some unknown scale ϑ 0 ∈ Θ. In the case q = 2, it is easy to calculate that the minimum of the above function over ϑ > 0 is given through
Strikingly, this asymptotically derived moment-type estimator is itself consistent for ϑ 0 , as
P-a.s., as n → ∞, where we used the law of large numbers, as well as the fact that X 1 , . . . , X n all follow the Rayleigh distribution with parameter ϑ 0 . We compare this estimator with other methods. Among them is our new estimator
, and
and X (1) < . . . < X (n) denotes the ordered sample. It is easily seen that if both Ψ
n > 0 and Ψ (2) n < 0 P-a.s., then the minimum can be calculated explicitly as
and indeed, using that e −aX (k) < e −aX (j) and 1 − e −aX (j) − aX (j) e −aX (j) > 0 P-a.s., we have
and with similar thoughts, Ψ
n < 0 P-a.s. Additionally, we consider the maximum likelihood estimator and a moment estimator, which are given as
respectively. Note in particular that the moment estimator is unbiased and we can expect it to outperform the other estimators in this regard. Finally, we include the minimum Cramér-von Mises distance estimator given through
where we solve the minimization numerically via a sequential least squares programming method as in the case of the exponential distribution in Section 5, using as an initial value the maximum likelihood estimator. The execution of the comparison is as in the example on the exponential distribution, and the results are displayed in Tables 3 and 4 . distance estimator is preferable to the maximum likelihood method, and both are outdone by our new estimator, which even keeps up with the unbiased moment estimator for the smaller values of the parameter ϑ 0 . Notice that the maximum likelihood and moment estimator tend to underestimate the parameter, while the other procedures tend to a slight overestimation. As for the MSE, the moment estimator and our new method perform similarly and follow the maximum likelihood estimator closely. The minimum Cramér-von Mises distance estimator is a bit behind.
To summarize, the maximum likelihood and moment estimator for the Rayleigh parameter are both simple and very convincing, but the newly proposed method keeps up (for suitably chosen tuning parameter) and appears to find a good compromise between bias and MSE. The only graver weakness shows for the large parameter value ϑ 0 = 10 and small sample sizes n = 10, 25.
Example: The Burr Type XII distribution
Consider the density function of the Burr distribution,
where ϑ = (c, k) ∈ (0, ∞) 2 = Θ. The corresponding distribution function is given through
It is not exactly trivial, but still straight-forward, to prove that this is an admissible distribution in terms of the setting in Section 2 [see also Betsch and Ebner (2019a) ] and the regularity conditions (R1) -(R3). With q = 2 and weight function w(t) = e −at , a > 0, the function ψ n,2 (ϑ) = η n ( · , ϑ) L 2 from Section 3 (see also Section 2) can be calculated explicitly as
, and where X (1) < . . . < X (n) denotes the ordered sample. Our estimator ϑ
n , as defined in (2.3), can be calculated as the minimizer of the above function over Θ. We implement the 'L-BFGS-B'-method [L-BFGS-B algorithm, see Byrd et al. (1995) and Zhu et al. (1997) ] implemented in the 'optimize.minimize' function of 'scipy' to solve the minimization numerically, using (1, 1) as initial values. (Note that in preliminary simulations we have tried several other optimization routines, like a truncated Newton algorithm or the 'SLSQP' from previous sections, but the 'L-BFGS-B'-method appeared to be the most reliable for our purpose.) As competitors to our estimator we consider the maximum likelihood estimator with implementation as suggested by Shah and Gokhale (1993) [for a different algorithm, see Wingo (1983) ]. More precisely we use the Newton-Raphson method (with initial value c = 1) to find the root
giving an estimate c M L n for c which we then introduce into
Both relations are easily derived from the likelihood equations. Note that there have been further contributions to the estimation of the Burr parameters [see Schmittlein (1983) , Shah and Gokhale (1993) , Wingo (1993) , and Wang and Cheng (2010)], but letting our new method compete against a highly modified version of some estimator would somewhat bias the results (as similar improvements via numerical sophistication might be conceived for the new estimator as well). Instead we let the methods compete in rather unmodified versions to see which algorithm fares better in terms of the statistical methodology behind the approaches. Additionally, we consider the minimum Cramér-von Mises distance estimator, which can be calculated from
(the minimization is solved numerically, similar to our new estimator). Like for the exponentialand Rayleigh distribution, we approximate bias and MSE of these estimators and compare them in Tables 5 and 6 below. For each value of ϑ 0 and n, the first line corresponds to the bias/MSE of the estimator for the c-parameter, and the second line corresponds to the k-parameter.
As before, it becomes evident that our new procedure outperforms the maximum likelihood and minimum Cramér-von Mises distance estimator in terms of the bias. Unlike for the exponential distribution, the dependence on the tuning parameter 'a' is less clear: For a great deal of parameter values and sample sizes, the estimator ϑ
n,2 yields the best result, but in some cases (mostly for the k-parameter) the estimator ϑ (0.25) n,2 , with tuning parameter from the other end of the spectrum, performs best. Thus, if one seeks to minimize the bias, an optimal, data dependent choice of the tuning parameter would be useful (more on this in Section 9). Table 5 : Approximated biases calculated with 100,000 Burr-distributed Monte Carlo samples for sample sizes n = 10, 25, 50, 100, 200. Both in the bias and in the MSE simulation, the maximum likelihood estimator ran into computational issues for sample size n = 10. The minimum Cramér-von Mises distance estimator is more stable in this regard, but still a lot less so than our new estimators which show notably slighter outliers only for large values of the Burr parameters. Once samples get larger (n = 50+), the asymptotic optimality properties of the maximum likelihood estimator appear to kick in, as its performance stabilizes. Still for suitably chosen tuning parameter, our estimators are very close in virtually all instances. The small sample behavior of the maximum likelihood estimator poses a huge drawback for applications and the problem is well-known. Our new method provides the seemingly better alternative, but of course larger-scale simulations could give further insight on the results for large values of the Burr parameters. Moreover, the minimization routines, and thus the whole estimation routines, would certainly profit from a better, maybe even data dependent, choice of the initial values, which we set to unity generically.
Notes and comments
Note that there remain some problems for further research on our newly proposed estimators, the discussion or extension of which would be too extensive for this contribution. First, for all estimators we considered explicitly, we incorporate a tuning parameter 'a' on which the performance depends strongly. It would be beneficial to have an adaptive choice of this parameter [see Allison and Santana (2015) or Tenreiro (2019) who discuss such a method in the context of goodness-of-fit testing problems], probably adaptable to which criterion (minimal bias etc.) the estimator should satisfy. Also we have not used in practice the flexibility gained by providing all results for the general L q -spaces, but restricted our attention to the case q = 2, mostly because of the explicit formulae obtainable in that case. In the context of deriving results for a → ∞, we obtained another consistent estimator for the Rayleigh parameter, and it would be interesting to see if such results can be derived for other distributions. We have proven in a quite usual setting the consistency of our estimators. Surely, a limit theorem of the type
where s(n) −→ ∞, as n → ∞, and where P is some limit distribution (e.g. the normal distribution) is desirable. Such a result would pave the way for constructing confidence bands for the true parameter based on our method. Moreover, a larger-scale simulation study, involving more underlying parameters, sample sizes, and distributions could provide further insight into the estimation method. Improvements from a numerical point of view would, of course, benefit the approach. From a theoretical perspective, an important step in this last direction is to study whether the minimization method will always find a global minimum, or if not, in which situations it is likely to get stuck in some local minimum.
Note that Betsch and Ebner (2019a) also give characterization results for density functions on bounded intervals or on the whole real line. These can be used to construct similar estimation methods in the corresponding cases. To sketch the idea in the case of parametric models on the whole real line, assume that the support of each density function p ϑ in P Θ is the whole real line (and that some mild regularity conditions hold). Let X be a real-valued random variable with
and consider
for (t, ϑ) ∈ R×Θ. Then, similar to our elaborations in Section 2, Theorem 4.1 of Betsch and Ebner (2019a) shows that X ∼ p ϑ 0 if, and only if, η(t, ϑ 0 ) = 0 for every t ∈ R. Therefore, if, initially,
with a positive weight function w satisfying
Thus, with
Using the results from Section 3, we could prove existence and measurability for this type of estimator, and give a formal definition as in (3.2). Moreover, a classical proof via the law of large numbers for random elements in separable Banach spaces and the Arzelà-Ascoli theorem [considering the modulus of continuity, as employed by Billingsley (1968) ] yields the convergence results from Lemma 4.1 for ψ n,q = η n (· , ϑ) L q , but with all convergences only in probability.
That result can then be used to derive consistency as in Theorem 4.2, again with all convergences only in probability. However, choosing a fixed (i.e. parameter-independent) weight function on R with a mere scale-tuning, as we employ it throughout (using the weight t → e −at ), appears not to be sufficient to account for the possible location-dependence of the model. Thus, in simulations (for instance with the Cauchy distribution) the problem is empirically more involved and therefore not addressed in the work at hand.
A Remarks and proofs concerning measurability
Remark A.1 (Comments on Theorem 3.1). There is, in fact, another result which gives measurable selections without the completeness assumption on the probability space [as provided by Brown and Purves (1973) ], but it requires σ-compactness of the parameter space, thus essentially reducing the study to euclidean parameters (a Banach space is σ-compact if, and only if, it is of finite dimension, which follows easily from Baire's category theorem). Of course this is enough for our purposes, but currently the interest in statistical inference for infinite dimensional models grows remarkably. Hence if a statistician was to investigate measurability of an estimator for some infinite dimensional quantity, she would have to resort to a result in the generality of Theorem 3.1.
Another reason for us to build on Theorem 3.1 is that other measurability results known to us do not quite fit the construction of our estimators. For instance, Sahler (1970) considers minimum discrepancy estimators, where discrepancies are (certain) functions on the Cartesian product of a suitable set of probability measures with itself. It is (formally) not possible to identify such a set of probability measures in our setting, as we ought to introduce the empirical distribution of a sample into the discrepancy function, while only considering parametric distributions with a continuously differentiable density. Even though we believe this to be a purely formal issue which might be resolved to render results from Sahler (1970) applicable, additional caution is needed that Theorem 3.1 does not require. What is more, Theorem 3.1 also provides measurability properties for infima of functions, which we need for the consistency investigations. Likewise, the setting considered by Pfanzagl (1969) does not cover our estimators.
Note that since completing (the σ-field of) an underlying probability space does not interfere with measurability properties of random maps, nor does it meddle with push-forward measures, the corresponding assumption in Theorem 3.1 is no restriction. If S is a complete, separable metric space and the map Γ from Theorem 3.1 takes compact subsets of S as values, the condition imposed on the graph is equivalent to Γ being measurable with respect to the Borel-σ-field generated by the Hausdorff topology [see Theorems III.2 and III.30 by Castaing and Valadier (1977) ]. Likewise, if S is a locally compact, complete, separable metric space and Γ maps into the closed subsets of S, the condition is equivalent to Γ being measurable with respect to the Borel-σ-field generated by the Fell topology [this can be proven using results from Beer (1993) and Castaing and Valadier (1977) ].
Proof of Lemma 3.2. First recall the following lemma on product-measurability, the proof of which is an easy exercise. • s → h(s, x) is A, B(T ) -measurable for every x ∈ I, and
Then h is A ⊗ B(I), B(T ) -measurable.
Notice that for fixed (t, ϑ) ∈ (0, ∞) × Θ the map ω → η n (ω, t, ϑ) is (F, B 1 )-measurable, and for fixed (ω, t) ∈ Ω × (0, ∞) the map ϑ → η n (ω, t, ϑ) is continuous. By a statement analogous to Lemma A.2 [see for instance Lemma III.14 by Castaing and Valadier (1977) 
is F ⊗ B(Θ), B 1 -measurable for fixed t > 0. Since t → η n (ω, t, ϑ) is continuous for fixed (ω, ϑ) ∈ Ω×Θ, Lemma A.2 implies that η n is F ⊗B(0, ∞)⊗B(Θ), B 1 -measurable. Consequently, the maps (ω, ϑ) → η n (ω, · , ϑ), g L q are measurable for every g ∈ L q ′ by Fubini's theorem, and since L q is a separable space, the map- Remark A.3 (Γ n,q from (3.1) is closed). Note that (R1) and Fatou's lemma imply that ϑ → ψ n,q (ω, ϑ) is lower semi-continuous. Thus if ϑ (k) ∈ Γ n,q (ω), k ∈ N, converges (with respect to the metric in Θ) to ϑ * ∈ Θ as k → ∞, then
that is, ϑ * ∈ Γ n,q (ω), so Γ n,q (ω) is closed in Θ for every ω ∈ Ω. Hence we can note that if Θ is closed, and therefore locally compact [cf. p.42 of Kuratowski (1968) ] and complete, Γ n,q is a random element in the space of all closed subsets of Θ endowed with the Fell topology (see also Remark A.1).
B Proof of Lemma 4.1
First note that for any non-empty closed subset F of K,
so the second claim of Lemma 4.1 follows from the first. For the first claim, let K = ∅ be a compact subset of Θ. Note that
where C = ∞ 0 w(t) dt 1/q . The second term on the right-hand side of (B.1) converges to 0 almost surely by the classical Glivenko-Cantelli theorem. For a function f : (0, ∞) → R we write P n f = 1 n n j=1 f (X j ) and P X f = E f (X) . Then the first term on the right-hand side of (B.1) can be written as
min{X, t} = sup ϑ ∈ K t > 0 P n f t,ϑ − P X f t,ϑ = sup
where f t,ϑ (x) = p ′ ϑ (x) p ϑ (x) min{x, t}, x > 0, is a measurable function for every ϑ ∈ K and t > 0, and H Θ = f t,ϑ ϑ ∈ K, t > 0 is the collection of all such functions. Note that the supremum in (B.2) is finite (P-a.s.) by (R1), (2.1), and (R3), and that the terms in (B.2) constitute measurable maps from (Ω, F) to (R, B 1 ) by Theorem 3.1.
As is commonly done, we denote, for given functions l, u : (0, ∞) → R, by [l, u] the set of all functions f such that l ≤ f ≤ u pointwise. An ε-bracket with respect to L 1 (P X ) = L 1 (0, ∞), B(0, ∞), P X is one such set [l, u] with u − l L 1 (P X ) < ε. The bracketing number (2000) is formulated to give convergence outer almost surely, but as we work on a complete probability space, the transition to an outer probability measure is not necessary (since we can provide enough measurability on a complete probability space and the notions of almost sure convergence and outer almost sure convergence agree).
Thus, to prove Lemma 4.1, it remains to show that the bracketing numbers of H Θ are finite.
The following argument combines ideas from the classical Glivenko-Cantelli theorem and from Example 19.7 of van der Vaart (1998). Let ε > 0 be arbitrary, and set δ = ε 1/α (4 E[H(X) X]) −1/α , where H and α are as in (R3). Since K is compact there exist ϑ 1 , . . . , ϑ m ∈ K, m = m ε ∈ N, such that m i=1 B δ (ϑ i ) ⊃ K. Additionally, since for each i = 1, . . . , m the function
min{X, t} is continuous, monotonically increasing, and satisfies E i (0) = lim t ց 0 E i (t) = 0, as well as
p ϑ i (X) X < ∞, there exist 0 = t 0 < t 1 < . . . < t ℓ = ∞, ℓ = ℓ ε ∈ N, such that E i (t j ) − E i (t j−1 ) < ε/4 for j = 1, . . . , ℓ and i = 1, . . . , m. Upon setting f 0,ϑ (x) = 0, f ∞,ϑ (x) = p ′ ϑ (x) p ϑ (x) x, for x > 0 and ϑ ∈ K, we define the brackets 1 − ε 2 ≤ P inf ϑ ∈ B ψ n,q (ϑ) + ε n < inf ϑ ∈ R ψ n,q (ϑ)
ψ n,q (ϑ) + ε n < inf ϑ ∈ Θ\B δ (ϑ 0 ) ψ n,q (ϑ)
≤ P ϑ n,q ∈ B .
Since P ϑn,q n ≤ n 0 is a finite set of measures on R d , there exists a compact set K = K ε ⊂ R d such that P ϑ n,q ∈ K ≥ 1 − ε 2 for all n ≤ n 0 . The set K ∩ B ⊂ Θ is a compact subset of R d and thus also of Θ, for a compact metric space is a compact subset of every metric space it embeds into continuously [see p.21, Theorem 3, of Kuratowski (1968) ]. By choice of the sets, P ϑ n,q ∈ K ∩ B ≥ 1 − ε, which is the claim.
