We show that a previously reported discrepancy between simulations of superconducting Josephson junction arrays and the theoretical analysis of Ambegaokar, Halperin, Nelson, and Siggia (AHNS) [Phys. Rev. Lett. 40, 783 (1978)] is rooted in a peculiar finite-size effect under periodic boundary conditions. Our simulation results for the largest array support the power-law I-V curves predicted by AHNS. Analysis of the vortex dynamics reveals two intrinsic length scales set by the applied current, which define three size regimes with distinctive I-V characteristics. DOI: 10.1103/PhysRevLett.87.067001 PACS numbers: 74.50. +r, 05.60.Gg, 67.40.Rp, 75.10.Hk Dissipation of the supercurrent through superfluid and superconducting films is caused by the flow of free vortices transverse to the current [1] [2] [3] . This phenomenon was analyzed in detail by Ambegaokar, Halperin, Nelson, and Siggia (AHNS) [4] . In the context of a uniform superconducting film in zero magnetic field, their theory predicts a power-law current-voltage ͑I-V ͒ relationship with a temperature-dependent exponent. Despite the relatively simple construct of the theory, its experimental and numerical verification has remained controversial [5 -10]. It has been noted that boundary and finite-size effects can dominate the measured voltage drop across the sample at sufficiently low temperatures, making it difficult to achieve an unambiguous comparison between theory and experiments [11] .
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The unresolved discrepancies among the AHNS prediction, simulations, and experiments have prompted an alternative theory of vortex motion in the superconducting state, based on the dynamic scaling hypothesis [12, 13] . For superconducting films and Josephson junction arrays (JJA), the two approaches differ in their predictions of the exponent a͑T͒ characterizing the power-law behavior V ϳ I a below the Kosterlitz-Thouless-Berezinskii (KTB) transition temperature T KT . According to the AHNS theory,
where x pJ R ͞k B T and J R is the renormalized "spinwave" stiffness. On the other hand, the dynamic scaling analysis of Minnhagen et al. [13] suggests
The two expressions coincide at T KT where x 2, but the difference grows rapidly as one moves to low temperatures. While there seems to be ample numerical support for the Minnhagen et al. scaling [10, [13] [14] [15] , agreement with the AHNS theory has also been reported [8] . To rationalize the two scenarios, Bormann [16] made an interesting suggestion that strong current creates a dense set of vortex-antivortex pairs, thereby invalidating the AHNS treatment. Nevertheless, the AHNS theory should still apply at sufficiently weak currents. This picture has not been borne out by a recent numerical study [10] which shows a persistently larger value of a than Eq. (1) We begin with the model Hamiltonian of a twodimensional (2D) JJA in zero magnetic field,
Here f i denotes the phase of the superconducting order parameter on grain i, and J sets the strength of the Josephson coupling between neighboring superconducting grains. The summation in Eq. (3) is over all nearest neighbor grain pairs. In the RSJ dynamics, the network is insulated from the substrate, but normal currents are allowed between 067001-1 0031-9007͞01͞ 87(6)͞067001 (4) neighboring grains, in addition to the supercurrent. The dynamics of the phase variables follows the Josephson relations plus the Kirchhoff law for current conservation at each node [7] ,
Here s is the conductivity of normal links, and I ext is the external current source which is nonvanishing only at the boundaries of the network. To model the effect of temperature T , a Gaussian noise current h ij is added to each link between two adjacent nodes i and j, with
To integrate the coupled equations (4), one needs to first solve for V i ͑h͞2e͒df i ͞dt. This can be done efficiently using a pseudospectral algorithm. In our simulations, the network is chosen to be a strip of L x columns, with L y nodes in each column. Open boundary conditions are used in the x direction (along the strip) to allow for current inputs and outputs. Periodic boundary conditions are used in the y direction perpendicular to the strip. After performing the Fourier transform in the y direction, the left-hand side of Eq. (4) reduces to a tridiagonal form which can be easily solved by the Gauss elimination method. The time stepping is done using a second-order Runge-Kutta scheme with Dt 0.1 (in units of sh͞2eI c , where I c 2eJ͞h is the critical current through each link) [17] . It has been shown previously that voltage drop next to the boundary nodes is particularly large and may dominate the total voltage drop across the array at low currents [8, 10, 15] . This problem can be avoided by measuring voltage drops inside the array. For the data presented below, we typically choose L x 2048 1 2 3 128 and discard 128 columns at each end. The codes were tested in equilibrium simulations ͑I 0͒ which correctly reproduced the KTB transition temperature T KT Ӎ 0.89J͞k B [18] and other well-known properties of the XY model.
We now describe the main results of our simulations. (2)], respectively, using x 2.8 at T 0.8J͞k B and x 3.5 at T 0.7J͞k B . These values of x are obtained from measurements of the helicity modulus at the respective temperatures, and agree with previous studies [8, 18] . For T 0.8J͞k B , the I-V data at L y 512 is well-described by the AHNS theory. On the other hand, the envelope of data sets at smaller values of L y follows the Minnhagen et al. formula (2) . For T 0.7J͞k B , we are able to obtain reliable data only for I $ 0.1I c due to the rapid decrease of V with decreasing I. Nevertheless, better agreement with the AHNS prediction is apparent on the low current side for the L y 512 array. The larger apparent slope of the data at higher currents may be attributed to the larger value of J eff due to the smaller length scale probed, which yields a higher x eff pJ eff ͞k B T. 
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067001-2 increases. Since the change of V with L y is slow in the neighborhood of l b , it may give the false impression that the finite-size effect is already saturated at l b . As our data shows, the true asymptotic value of V is reached only at much larger values of L y . At T 0.7J͞k B and I 0.1I c , for example, the asymptotic value is larger than V m by about fivefold.
In the remaining part of the paper, we propose an explanation of the unusual finite-size effect. For the RSJ dynamics, it is a simple exercise to relate the average voltage drop per column V to the flow rate of vortices transverse to the current (see, e.g., Ref. [8] 
Here N 6 are the number of 6 vortices in the system, and y 6 are their respective mean velocities in the y direction.
[Although Eq. (5) does not discriminate between bound and free vortices, it is clear that correlated drift of a vortexantivortex pair does not contribute to V .] At weak currents, the mean drift velocityȳ 1 2ȳ 2 is proportional to I, with negligible size dependence. Thus the size effect seen in Fig. 2 reflects directly the dependence of the free vortex density site directions and meet again after having traveled the full width of the strip. The journey time (or lifetime) of a free vortex thus grows with L y . This offers a mechanism for a growing free vortex density as L y increases. Note that, in this size range, the spatial distribution of free vortices and antivortices is highly nonuniform. Figure 3(c) , on the other hand, marks the beginning of the asymptotic regime where the journey of a vortex is terminated by an antivortex from a separate nucleation event on its path.
With the above picture in mind, we can readily explain why V , or equivalently r 6 , has the observed size dependence. In a steady-state situation, we may write
where t is the mean lifetime of a free vortex, and G is its nucleation rate per unit area. As we show below, t and G have opposing dependencies on L y and reach their asymptotic values on different scales. The product of the two yields the nonmonotonic curves in Fig. 2 . Following AHNS, we estimate G by considering the energy of a vortex/antivortex pair of size R, oriented perpendicular to the current,
where E c is the core energy of a single vortex. Equation (7) has a maximum E E B 2E c 1 2pJ
Below l b , however, the "free" vortices are those 6 pairs separated by a distance of order L y ͞2. The nucleation rate of these vortices is given by
which increases rapidly with decreasing L y . For a bulk sample, t t`is limited by a background gas of oppositely charged vortices at density r 6 . Since the vortex is performing biased random walk in 2D, we have t`r 6 Ӎ 1. Combining with Eq. (6), one obtains
We now estimate the reduction of t due to selfrecombination under PBC. In a coarse-grained description, we take l b to be the basic unit of length. The time for a single vortex to traverse the width of the strip is t 1 L y ͞ȳ 6 L y l b . During this period, the typical transverse displacement of the vortex is l t 1͞2 1 . The probability for the vortex to be within a distance l b from its initial position after one round is thus p 1 l b ͞l ͑l b ͞L y ͒ 1͞2 . This is the probability for the vortex to recombine with its partner in one round across the strip. Assuming p 1 ø 1, the probability for this to happen in two rounds is p 2 
The survival probability after n rounds is 1 2 P n i1 p i Ӎ 1 2 p 1 n 1͞2 . This yields a selfrecombination time, 067001-3 067001-3
Since t͑L y ͒ cannot exceed t`, the crossover scale is given by l r t 1͞2 Ӎ ͑I c ͞I͒ x͞2 . Equation (9b) is valid also for l y , l b , where the lifetime of a 6 vortex pair of size L y ͞2 is given by the diffusion time on scale L y .
The combination of Eqs. (8) and (9) yields the following size dependence of V in respective regimes:
Note that the Ohmic behavior for L y , l b agrees with linear response theory [19] . The minimum value V m Ӎ I 2x21 , which corresponds to the lower envelope in Fig. 1 , is reached at L y l b . Based on Eq. (6), we may summarize the discussion in a generalized scaling form,
where the scaling functionst͑x͒ andĜ͑x͒ become constants at large x. For x ø 1,t͑x͒ ϳ x 2 andĜ͑x͒ ϳ x 22x . In summary, extensive simulations of the Josephson junction array with PBC reveal the existence of three size regimes with distinct current-voltage relationships. Arrays of size less than l b ϳ I 21 are in the Ohmic regime and obey dynamic scaling proposed by Minnhagen et al. Between l b and a second scale l r ϳ I 2x͞2 , a reversed size effect is observed. The power-law I-V dependence of AHNS is shown to hold in the asymptotic regime. Our study reconciles a long-standing dispute between two theoretical approaches.
Finally, we comment briefly on the finite-size effects under open boundary conditions (OBC) in the direction transverse to the current, which are relevant for experiments. Open boundaries facilitate excitation of free vortices. Theoretical considerations suggest that the free vortex density r 6 in a finite strip is always greater than its asymptotic value [20] . Consequently, the nonmonotonic size dependence for PBC is expected to be absent for OBC. Nevertheless, the asymptotic value we obtained here for PBC applies equally well to the OBC. Further work is needed to clarify the effect of current redistribution within the strip on the creation and drift motion of free vortices.
