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The plasma density grating induced by intersecting intense laser pulses can be utilized
as optical compressors, polarizers, waveplates and photonic crystals for the manip-
ulation of ultra-high-power laser pulses. However, the formation and evolution of
plasma density grating are still not fully understood as linear models are adopted to
describe them usually. In this paper, two theoretical models are presented to study
the formation process of plasma density grating in the nonlinear stages. In the first
model an implicit analytical solution based on the fluid equations is presented, while
in the second model a particle-mesh method is adopted. It is found that both models
can describe the plasma density grating formation at different stages, well beyond
the linear growth stage. More importantly, the second model can reproduce the phe-
nomenon of ion “wave-breaking” of plasma density grating, which eventually induces
the saturation and collapse of plasma density grating. Using the second model, the
saturation time and maximum achievable peak density of plasma density grating are
obtained as functions of laser intensity and plasma density, which can be applied
to estimate the lifetime and capability of plasma density grating in experiments.
The results from these two newly-developed models are verified using particle-in-cell
simulations.
PACS numbers: 52.38.Kd, 41.75.Jv, 52.27.Ny, 52.65.Rr
a)Electronic mail: wengsuming@gmail.com
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I. INTRODUCTION
Since the invention of the chirped pulse amplification technology1, laser peak power and
focused intensity have increased many orders of magnitude in the last three decades. Nowa-
days, there are a number of laser systems in the world that can deliver petawatt (PW) laser
pulses2, which can be tightly focused to ultrahigh intensities ∼ 1021 W/cm2. The interactions
of such intense laser pulses with materials bring about rich physical phenomena and many
prospective applications3–5. However, the manipulation of such laser pulses becomes more
and more challenging for conventional solid-state optical components, which are susceptible
to optical damage at high laser energy intensities. For silica, which is the most widely used
material in solid-state optics, the laser-induced damage threshold of energy fluence is on the
level of 10 J/cm2 in the femtosecond to picosecond regime. In order to keep the laser energy
fluence below this damage threshold, the diameters of solid-state optical components are
usually required to be meter-scale for multi-PW laser systems. In contrast, plasmas resulted
from the ionization of materials can sustain much higher laser intensities than solid crystals.
Consequently, plasma-based optical components for the manipulation of ultra-high-power
laser pulses can be made much more compact than their conventional solid-state optical
components. As a result, plasma-based optics are attracting growing attention6–23.
To date, a lot of novel schemes based on plasma optics have been proposed for the
manipulation or amplification of intense laser pulses. Plasma mirrors are widely used for
enhancing the temporal contrast of intense laser pulses6,7, Raman or Brillouin scattering
in laser-plasma interactions are studied for the amplification of laser pulses8–11, cross-beam
energy transfer in plasmas is studied for tuning the implosion symmetry of inertial confine-
ment fusion targets12,13, and magnetized plasmas are proposed for the polarization control of
ultra-high-power laser pulses14,15 or the amplification of intense laser pulses16. In particular,
two intersecting intense laser pulses in a plasma can induce a plasma density modulation and
form a periodic density structure, i.e., a plasma density grating (PDG)17. Such a PDG can
also be produced via ponderomotive steepening due to the interference between the incident
and reflected laser pulses in laser-plasma interactions24. The PDG can sustain a relatively
high laser intensity and exist in a quasi-steady state for several picoseconds. Therefore, it
becomes an attractive approach for the manipulation of femtosecond intense laser pulses,
and is studied for broad applications such as the plasma compressor, the plasma polarizer
3
and waveplate, and the transient plasma photonic devices for high-power laser18–23.
Although many novel potential applications based on the PDG are proposed, the physics
of its formation and evolution is still not fully understood. So far, the analytical models
based on the linearization approximation of fluid equations are widely adopted in the studies
of the PDG formation17,25,26. In the linear fluid models, the plasma density modulation is
usually assumed to be much smaller than the initial plasma density. Under this assumption,
the nonlinear terms in the fluid equations can be linearized, which leads to an analytical
solution for the plasma density modulation17. However, the evolution of the PDG can be
highly nonlinear when the plasma density peaks are extremely sharp and many times larger
than the initial plasma density in the later stage. Further, the effect of plasma temperature
also plays an important role in the nonlinear dynamics and saturation of the PDG27. More
importantly, the ion wave breaking can develop in the later stage27–32. The ion wave breaking
will bound the plasma density perturbation and lead to the final collapse of the PDG. Until
now, little attention has been paid to the PDG development at the nonlinear stage, and still
less to the stage after its collapse.
In this study, we develop two theoretical models for describing the PDG evolution beyond
its linear stage or even beyond its collapse. The first theoretical model is derived from
the two-fluid plasma model using an assumption of quasi-neutrality of plasma. This fluid
model can describe the nonlinear growth process of the PDG until the sharp density peaks
are as large as the initial plasma density. To further describe the evolution of the PDG
after its collapse, the particle-mesh method33 is adopted in the second model. Since the
plasma is treated as individual macro-particles in the particle-mesh method, the collapse of
the PDG and the PDG evolution after its collapse can be described properly. This study
extends the understanding of the whole process of the PDG evolution including its growth,
saturation and collapse, which could be of great benefit to the design and analysis of related
experiments.
The manuscript is organized as follows: the modified fluid model and the particle-mesh
model are developed in Sec. II. The simulation results of these two models are compared
with particle-in-cell simulation results in Sec. III, with an emphasis on the saturation and
collapse of the PDG in the later stage. The dependence of the PDG saturation time on the
laser intensity and the plasma density is also clarified. Finally, some discussions and a short
summary are presented in Sec. IV.
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II. MODELS OF THE PLASMA DENSITY GRATING EVOLUTION
A. Fluid models
In principle, PDGs could be induced by intersecting laser beams in plasmas in a variety of
scenarios. For simplicity, in this work the PDG is assumed to be induced by two oppositely
propagating laser beams through a homogeneous plasma. One beam is propagating in the
positive x-axis and another in the negative x-axis. The laser beams are assumed to have the
vector potentials A1 = A1 cos(ω1t − k1x)ey and A2 = A2 cos(ω2t + k2x)ey, with the same
frequency and wave number, i.e., ω1 = ω2 = ω0 and k1 = k2 = k. Here A1 and A2 are the
electric field amplitudes of laser beams 1 and 2, respectively. The wave number in plasma
is determined by k = k0
√
1− n0/nc, where k0 is the wave number in vacuum, n0 is the
background plasma density and nc = ω
2
0ε0me/e
2 is the critical plasma density corresponding
to the laser frequency ω0. Here me is the electron mass and ε0 is the permittivity of free
space. The superposition of these two laser beams can form a standing wave, which will
induce a ponderomotive force on the electrons. Introducing the normalized vector potential
a1,2 = eA1,2/mec
2, this ponderomotive force can be written as17
Fp = mec
2a1a2k sin(2kx)ex. (1)
The normalized vector potential a is related to the laser intensity I as a ≃ (Iλ2/1.37 ×
1018[Wµm2/cm2])1/2, where λ is the laser wavelength in a vacuum. The above equation
indicates that the ponderomotive force induced by two counter-propagating laser beams has
a spatial period of pi/k, which will result in a spatially periodic modulation of the plasma
density, i.e. the PDG formation. In a typical linear fluid model, the density perturbation
can be expressed as17
δn =
k2c2
ω2p
me
mi
a1a2 cos(2kx)[4 sin
2(
ωpt
2
)− ω2pt
2], (2)
where ωp =
√
nee2/meε0 is the plasma frequency and mi is the ion mass. From Eq. (2), it
can be found that the ion density perturbation of the PDG is always a cosine function of
the x-coordinate. Therefore, such a linear fluid model is applicable only for the early stage
of the PDG evolution (about dozens of laser cycles) when the density perturbation is not
sharp and much smaller than the initial density.
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To extend the fluid model to the nonlinear stage of the PDG evolution, one has to
abandon the weak density perturbation assumption17. Using the assumption of the plasma
quasi-neutrality, we obtain a modified fluid model for describing the PDG formation, which
is valid until the collapse of the PDG. We start from the momentum equations for electrons
and ions in a cold plasma
neme
∂ue
∂t
= nee
∂ϕ
∂x
− neFp, (3)
nimi
∂ui
∂t
= −niZie
∂ϕ
∂x
, (4)
where the convective terms are omitted for simplifying the following derivation, ϕ is the
scalar potential of the space-charge field, Zi is the ion charge number, ui and ue are the fluid
velocities of ions and electrons, respectively. Since the directions of velocities and forces are
all along the x-axis, we ignore the vector symbols of those vectors in Eqs. (3)-(4) and the
following derivations.
Assuming the plasma remains quasi-neutral (i.e. ne ≡ Zini) in the whole process of the
PDG development, the sum of the momentum equations for electrons and ions yields
mi
∂ui
∂t
= −Zimec
2a1a2k sin(2kx), (5)
where the term of electron inertia is omitted since me ≪ mi. Normalizing the time, fre-
quency, distance, wave number and velocity to 2pi/ω0, ω0, λ, 2pi/λ and c, respectively, the
above equation can be rewritten as
∂ui
∂t
= b sin(hx) (6)
where b = −2pia1a2kZime/mi and h = 4pi
√
1− ne/nc. The time integration of the above
equation gives the fluid velocity for ions ui = b sin(hx)t. Substituting this into the continuity
equation for ions, one can obtain the following initial-value problem
∂n
∂t
+ [b sin(hx)t]
∂n
∂x
= −bh cos(hx)tn, (7)
n(x, 0) = n0, (8)
where n is the ion density normalized to nc, and n0 is the initial ion density of the homoge-
neous plasma. Equation (7) is a first order quasi-linear partial differential equation, and it
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can be rewritten as follows
dt
dτ
= 1, (9)
dx
dτ
= b sin(hx)t, (10)
dn
dτ
= −bh cos(hx)tn, (11)
where τ is an intermediate variable, and the initial condition at τ = 0 are t = 0, x = ξ, and
n = n0, respectively. By the integration of the above equations, the variables of t, x and n
can be expressed as the implicit functions of τ and ξ as
τ = t (12)
ln
∣∣∣∣ [tan(hx)− sin(hx)] tan(hξ) sin(hξ)tan(hx) sin(hx)[tan(hξ)− sin(hξ)]
∣∣∣∣ = bh2 τ 2, (13)
n0 exp
{∫ τ
0
[−bh cos[hx(ζ, ξ)]ζ ]dζ
}
= n, (14)
For any given time-space coordinates (t, x), the corresponding intermediate variables τ and
ξ can be gotten from the first two equations. Substituting these two intermediate variables
into Eq. (14), the density of ions n can be obtained finally. In the derivation of Eqs. (12)-
(14), the assumption of the weak electron density perturbation is no longer introduced. As
will be seen in the next section, therefore, this modified fluid model is capable of describing
the PDG evolution in the nonlinear growth stage when the density perturbation is already
as large as the initial density. However, this modified fluid model cannot predict the collapse
of the PDG, which might be because it omits the convective terms.
B. Particle-mesh model
In order to describe the collapse of the PDG and the PDG evolution after its collapse,
the second model is developed using the particle-mesh(PM) method33. In this PM model,
the laser propagation is described by the wave equation, while the plasma is denoted by a
large number of macro-particles that are distributed within meshes. The evolution of the
PDG can be resolved by tracking the motions of these macro-particles.
As it is well known, the propagation of laser pulses in a plasma is mainly governed by
the following wave equation34
(
∂2
∂t2
−∇2)a = −4pi2nea, (15)
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where the vector potential a, electron density ne, time t, and space coordinate x are nor-
malized to mec
2e, nc, 2pi/ω0, and 2pic/ω0, respectively. Here, the vector potential a is the
stacking field of two oppositely propagating laser beams. In our PM simulation, these two
laser pulses are loaded as the boundary condition from the left and right boundaries of the
simulation box, respectively.
For tracking the macro-particle motions, let’s retrospect the two-fluid model for a plasma.
For the electrons, the dimensionless continuity and motion equations can be respectively
written as34
∂ne
∂t
+∇ · (uene) = 0, (16)
∂ue
∂t
+ ue · ∇ue = 4pi
2
E −
∇a2
2
−
3v2th,e∇ne
ne
, (17)
where E is the electrostatic field, and ue and vth,e are the electron fluid and thermal ve-
locities, respectively, The terms in the right side of Eq. (17) are corresponding to the
electrostatic force due to the charge separation, the ponderomotive force, and the heat pres-
sure, respectively. Similarly, the dimensionless continuity and motion equations for the ions
can be respectively written as34
∂ni
∂t
+∇ · (uini) = 0, (18)
∂ui
∂t
+ ui · ∇ui = −
4pi2
mi
E −
3v2th,i
ni
∇ni, (19)
where ui and vth,i are the ion fluid and thermal velocities, respectively. Since laser-induced
ponderomotive force is negligible for the ions, here we only consider the electrostatic force
and the heat pressure in the ion motion equation.
The electrostatic field E in the above motion equations is induced by the charge separa-
tion between the ions and electrons, and it is given by
∇ ·E = ni − ne. (20)
Although the fluid equations (16)-(19) can be numerically solved directly in Euler coor-
dinates to get the time evolution of the plasma, the effects of ion wave-breaking and particle
trapping will be lost in this way32,35. As a result, the collapse of the PDG and the PDG
evolution after the collapse can not be described by solving these fluid equations directly
in Euler coordinates. Therefore, we adopt the PM method to resolve the electron and
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ion motions, in which the ion wave-breaking can be treated self-consistently33. In the PM
model, the simulation box is divided into fixed meshes. Then the electrons and ions are de-
noted by macro-particles that distributed within these meshes. The macro-particle motions
are governed by the total force F that defined by the right terms in the motion equations
(17) and (19) for the electrons and ions, respectively. In our numerical scheme, the force is
firstly calculated on the meshes and then interpolated to the position of each macro-particle.
Subsequently, the velocity and position of each macro-particle can be updated as
vi(t) =
∫ t
0
F (xi, t
′)dt′ + vi,0, (21)
xi(t) =
∫ t
0
ui(t
′)dt′ + xi,0, (22)
where F (xi, t
′) is the total force acting on the i-th macro-particle at time t′, vi(t) and xi(t)
are the velocity and position of the i-th macro-particle at time of t, and vi,0 and xi,0 are
the initial velocity and position of the i-th macro-particle, respectively. In our numerical
scheme, the second order Runge-Kutta algorithm is adopted to update the velocities and
positions of macro-particles.
After updating the velocities and positions of macro-particles, the electron and ion den-
sities on the meshes can be updated by the interpolation of macro-particles to each mesh as
done in the PIC code. Then, the electrostatic field and force can be calculated according to
Eq. (20).
After the electron density is updated, the vector potential of the laser pulses can be
updated according to the wave equation (15) using 2-order central difference scheme for
both time and space. Consequently, the ponderomotive force can be updated.
Combining the updated electron and ion densities, electrostatic and ponderomotive forces,
the total force upon each macro-particle can be updated in return for the next iteration.
Since the macro-particles in the PM model can move cross each other freely, this PM
model is able to capture the effects of wave-breaking and particle trapping as typical PIC
codes do. Further, the effects of thermal pressure on the evolution of the PDG are also
included in the motion equations (17) and (19) for the electrons and ions, respectively.
The main difference between our PM model and typical PIC codes is that the force acting
on the macro-particles is calculated according to the fluid motion equation in the PM model
rather than the electromagnetic field in the PIC codes. Moreover, the wave equation is
solved for the laser propagation in the PM model while the Maxwell equations are solve in
9
FIG. 1. (a) Laser and plasma parameters used in the PIC simulation. The initial plasma is cold
and has a uniform density n0 = 0.2nc in |x| ≤ 10λ. Two linearly polarized laser pulses with the
same frequency ω0 and amplitude a0 = 0.015 are launched from two boundaries, as shown by the
arrows. (b) The ion density profile obtained from the PIC simulation at t = 400T0 is compared
with that at t = 0, where T0 = 2pi/ω0 is the laser oscillation period.
the typical PIC codes. Therefore, the PM model runs more efficiently than the typical PIC
code. With the same macro-particle number per mesh (or cell) and the same steps in time
and space, the computation efficiency of the PM model is about three times higher than
that of the PIC simulation. More importantly, we find that much less macro-particles (only
several particles per mesh) are required in our PM model than those (dozens to hundreds
of particles per cell) in the typical PIC simulations in order to get a similar numerical
precision. In addition, the numerical heating that usually appears in PIC codes36 seems to
be not obvious in the PM model.
III. COMPARISON WITH PARTICLE-IN-CELL SIMULATIONS
To verify the proposed models, the evolution processes of the PDGs calculated by different
theoretical models are compared with that obtained from PIC simulations. One-dimensional
PIC simulations are conducted using the code Osiris37. A simulation box with a dimension
of 100λ is located at x ∈ [−50λ, 50λ], and a homogeneous plasma with a density of n = 0.2nc
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is located at the central region of −10λ ≤ x ≤ 10λ. As shown in Fig. 1(a), two linearly
polarized laser pulses with the same frequency ω0 and same amplitude of a0 = 0.015 are
launched from the left and right boundaries of the simulation box. The cell size is chosen
as 0.01λ with 100 macro particles per cell. For convenient comparison with the theoretical
models, the laser pulses in the simulation have flat-top profiles and they are long enough
so that the PDG has the time to develop, saturate and collapse. The initial plasma is
assumed to be cold and the ions are protons. The same simulation box, laser and plasma
parameters are used in the PM model as those in the PIC simulation. However, we find
that 5 macro-particles per mesh is enough to obtain a good numerical precision in the PM
model.
As shown in Fig. 1(b), the ion density profile at t = 400T0 obtained from the PIC
simulation confirms the formation of the PDG. The peak density of the PDG at this moment
is about twice the uniform density at t = 0.
To compare the different models in detail, we zoom in a single cycle of the PDG at the
center region 0 < x < pi/k of the simulation box, where pi/k = λ/2
√
1− n/nc ≃ 0.56λ. In
Fig. 2, the ion density profiles at this zoom region obtained from three theoretical models
are compared with that from the PIC simulation.
For the early stage of the PDG evolution (at around t = 80T0), it can be found that the
PDG density profiles calculated by the linear fluid model of Eq. (2), modified fluid model of
Eq. (14), PM model and PIC simulation are all in a good agreement as show in Fig. 2(a).
More importantly, the PDG density profile at this time is nearly a cosine function.
If the ion density modulation is comparable to the initial density in the later stage,
however, the PDG density profile will no longer be a cosine function. Consequently, the
linear fluid model is not able to accurately predict the PDG evolution as show in Fig. 2(b).
In contrast, the ion density profiles predicted by our modified fluid model and PM model
are still in good agreement with the PIC simulation result in Fig. 2(b).
More importantly, the PIC simulation shows that the peaks of the PDG will split with
the increasing of the peak density as shown in Fig. 2(c). This highlights that the PDG
will saturate, and its periodic structure will be finally destroyed due to ion wave-breaking.
However, Fig. 2(c) shows that the PDG peak density calculated by our modified fluid model
using Euler coordinates would increase continuously. In contrast, the ion wave breaking is
well captured by the particle-mesh model in which the plasma is described as a collective
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FIG. 2. The ion density profiles of a single cycle of the PDG at the center region 0 < x < pi/k
of the simulation box in (a) the early linear growth stage at t = 80T0, (b) the nonlinear growth
stage at t = 400T0, and (c) the stage after the wave-breaking at t = 1000T0, respectively. The
comparison is made among the results from the linear fluid model (Eq. 2)17 (labeled as “LF”),
nonlinear fluid model (“NLF”), particle-mesh model (“PM”), and PIC simulation (“PIC”). The
black lines indicate the ion density profile at t = 0.
of individual macro-particles. As a result, the collapse of the PDG is reproduced by the
particle-mesh model as shown in Fig. 2(c).
To better understand the saturation and collapse of the PDG, the ion distributions in the
x−vx phase space obtained from the PIC simulation and PM model at some typical times are
displayed in Fig. 3. Under the periodic ponderomotive force of two oppositely propagating
laser beams, the velocities of ions in the left half region for the chosen cycle of PDG is
positive while the velocities of ions are negative in the right half region, as shown in Fig.
3. Therefore, the density at the center of a cycle of PDG increases and the PDG develops.
With the increasing of the peak density, the slope of the ion phase-space distribution at
the density peak goes to negative infinity and then reverses its sign at around t ≃ 800T0,
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FIG. 3. The ion distributions in the x − vx phase space obtained from (a) PIC simulation and
(b) PM model at some typical times: t = 0 as the initial state, t = 200T0 in the growth stage,
t = 800T0 around the saturation time when ion wave-breaking occurs, and t = 1100T0 after the
PDG collapse.
where ion trajectories begin to cross each other. Due to the inertia effect, the ions from the
left and right half parts will continue to move across each other. As a result, the ion fluid
velocity at a given position, such as the position of the density peak, becomes no longer
unique after t ≃ 800T0. In other words, the wave breaking takes place and saturates the
PDG. The similar ion distributions in the x− vx phase space were previously reported as a
character of the wave breaking28,38. Since our PM model can capture the ion wave breaking,
the ion phase space distribution obtained from the PM model agrees well with that from
the PIC simulation at the whole process of the PDG evolution as shown in Fig. 3(a) and
Fig. 3(b).
To study the dependence of the growth rate of the PDG on the plasma density and the
laser intensity, we calculate the saturation time of the PDG by the particle-mesh model
under different plasma densities and laser intensities. The results are displayed in Fig. 4(a).
13
FIG. 4. (a) The saturation time and (b) the maximal achievable peak ion density np,max of the
PDG obtained from the PM model with different laser intensities a0 and initial plasma densities n.
Except for the laser intensities and plasma densities, other laser-plasma parameters are the same
as those used in Figs. 2.
Except for the laser intensities and plasma densities, other laser-plasma parameters are the
same as those used in Fig. 2. From Fig. 4(a), it can be found that the saturation time Ts of
the PDG decreases gradually with an increasing laser intensity a0 for a given plasma density
n0. While the saturation time Ts of the PDG increases with an increasing plasma density
n0 for a given laser intensity. This is because the saturation will be achieved faster with a
stronger ponderomotive force, and Eq. (1) indicates that the ponderomotive force increases
with increase in the laser intensity a and the wave number k in plasma, while k decreases
with increase in the plasma density n0. It is worth pointing out that the saturation time of
the PDG also depends on other parameters such as the plasma temperature, the ion mass
mi and so on. From a large number of calculations based on the particle-mesh model, the
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FIG. 5. The time evolution of the PDG at the region |x| ≤ 3λ obtained from PIC simulations
(left column) and PM model (right column), respectively. Both electron and ion temperatures are
set to be zero in the upper panels (a) and (b), while Te = 10 eV and Ti = 1 eV are used in the
lower panels (c) and (d). Except for the plasma temperature, other laser-plasma parameters are
the same as those used in Fig. (2).
saturation time Ts of the PDG for a cold plasma can be roughly fitted by
Ts =
(
0.73 +
M
3.7
)
(21.09n+ 6.97)a−0.16n−0.98, (23)
where M = mi/mp is the ion mass normalized to the mass of the proton, and a and n are
the normalized laser intensity and initial plasma density, respectively. The above equation
can be conveniently used to evaluate the saturation time of the PDG in experiments.
As soon as the PDG begins to collapse, its peak density will reach a maximum value. In
Fig. 4(b), the ratio of this maximum achievable peak density np,max to the initial plasma
density n is shown as a function of the laser intensity and initial plasma density. It can
be found that the maximum achievable peak density tends to become saturated with the
increasing of the laser intensity. More interestingly, the saturation value of the ratio np,max/n
(∼ 10) seems not sensitive to the initial plasma density.
IV. DISCUSSION AND CONCLUSION
Since the thermal effect could play an important role in the PDG evolution, we compare
the PDG evolution in two plasmas with zero and nonzero temperatures, respectively. As
shown in Fig. (5), it is verified both by our PM model and PIC simulations that the peak
15
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FIG. 6. The time evolution of the maximal relative density difference between the electrons and
ions obtained from the PIC simulation.
density of the PDG will decease due to the heat pressure in a plasma with nonzero temper-
ature. Meanwhile, the PDG evolution becomes faster and collapses earlier with a nonzero
plasma temperature. If the plasma temperature is sufficiently high, the PDG formation can
even be prevented by the thermal pressure27. Therefore, to obtain a quasi-steady PDG, the
plasma temperature should be controlled to be not too high.
It is worth pointing out that neither our PM model nor the employed PIC code considers
the collisional absorption. If the collisional absorption is taken into account self-consistently,
the PDG evolution is expected to become faster since the plasma will be heated gradually.
In the future work, we will update our PM model to include the collisional absorption self-
consistently, which would play an important role in the more accurate estimation of laser
and plasma parameters for the formation of a stable PDG.
A basic assumption adopted in our modified fluid model is that the plasma remains quasi-
neutral for the entire process of the PDG formation. To verify this assumption, the density
difference between the electrons and ions is monitored in the PIC simulation. Defining the
maximal relative density difference as
∆nmax = max
|x|≤10
∣∣∣∣ne − nini
∣∣∣∣ , (24)
the time evolution of this difference obtained from the PIC simulation is show in Fig. 6. It
is confirmed that the maximal relative density difference between the electrons and ions is
always less than 1% for the entire process of the PDG formation, which shows the assumption
of “quasi-neutral” is reasonable.
In summary, the time evolution of the PDG induced by intersecting laser beams is studied
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by two newly-constructed nonlinear theoretical models. The first is a nonlinear fluid model,
in which a set of first order quasi-linear partial differential equations is derived from the fluid
equations without the linearization approximation. This set of first order partial differential
equations can be used to predict the time evolution of the PDG beyond the linear growth
stage, but still before the ion wave breaking. In the second model, the particle-mesh method
is adopted to describe the ion wave-breaking of PDG. Considering the wave-breaking effect,
it is found that the peak density of the PDG will decrease after it reaches a maximum value.
Since the wave breaking is well treated using this particle-mesh model, it can describe
the time evolution of the PDG beyond the saturation time. Further, the dependence of the
saturation time of the PDG on the laser intensities a0 and plasma densities n0 is investigated
using this particle-mesh model. It is found that the saturation time of the PDG increases
with the plasma density and decreases with the laser intensity. Our study indicates that
it is possible to produce the PDG with a life time on the order of picoseconds, which can
be used to manipulate intense laser pulses with duration ranging from picoseconds down to
femtoseconds.
ACKNOWLEDGMENTS
The work was supported by the National Natural Science Foundation of China (Grant
Nos. 11975154, 11675108, 11655002, 11721091, 11535001, and 11775144), Presidential Foun-
dation of the Chinese Academy of Engineering Physics (No. YZJJLX2016008), the Strategic
Priority Research Program of Chinese Academy of Sciences (Grant No. XDA25050100),
Science Challenge Project (No.TZ2018005) and EPSRC (Grant No. EP/R006202/1). Sim-
ulations have been carried out on the Pi supercomputer at Shanghai Jiao Tong University.
DATA AVAILABILITY STATEMENT
The data that support the findings of this study are available from the corresponding
author upon reasonable request.
REFERENCES
1D. Strickland and G. Mourou, Opt. Commun. 55, 447 (1985).
17
2C Danson, D Hillier, N Hopps and D Neely, High Power Laser Science and Engineering 3,
e3 (2015).
3G. A. Mourou, T. Tajima and S. V. Bulanov, Rev. Mod. Phys. 78, 309 (2006).
4P. Gibbon, Short Pulse Laser Interactions with Matter, (London: Imperial College Press,
2005)
5S. M. Weng, Z. M. Sheng, M. Murakami, M. Chen, M. Liua, H. C. Wang, T. Yuana and
J. Zhanga, Matter and Radiation at Extremes 3, 28 (2018).
6G. Doumy, F. Que´re´, O. Gobert, M. Perdrix, Ph. Martin, P. Audebert, J. C. Gauthier,
J.-P. Geindre, and T. Wittmann, Phys. Rev. E 69, 026402 (2004).
7C. Thaury, F. Que´re´, J.-P. Geindre, A. Levy, T. Ceccotti, P. Monot, M. Bougeard, F. Re´au,
P.D’oliveiry, P.Audebert, R. Marjoribanks and PH. Martin, Nat. Phys. 3, 424 (2007).
8V. M. Malkin, G. Shvets and N. J. Fisch, Phys. Rev. Lett. 82, 4448 (1999).
9R. M. G. M. Trines, F. Fiu´za, R. Bingham, R. A. Fonseca, L. O. Silva, R. A. Cairns and
P. A. Norreys, Nat. Phys. 7, 87 (2011).
10S. Weber, C. Riconda, L. Lancia, J.-R. Marque´s, G. A. Mourou and J. Fuchs, Phys. Rev.
Lett. 111, 055004 (2013).
11G. Lehmann and K. H. Spatschek, Phys. Plasmas 20, 073112 (2013).
12P. Michel, L. Divol, E. A. Williams, S. Weber, C. A. Thomas, D. A. Callahan, S. W. Haan,
J. D. Salmonson, S. Dixit, D. E. Hinkel, M. J. Edwards, B. J. MacGowan, J. D. Lindl, S.
H. Glenzer and L. J. Suter, Phys. Rev. Lett. 102, 025004 (2009).
13D. J. Y. Marion, A. Debayle, P.-E. Masson-Laborde, P. Loiseau and M. Casanova, Phys.
Plasmas 23, 052705 (2016).
14S. M. Weng, Q. Zhao, Z. M. Sheng, W. Yu, S. X. Luan, M. Chen, L. L. Yu, M. Murakami,
Warren B. Mori and J. Zhang, Optica 4, 1086 (2017).
15X. L. Zheng, S. M. Weng, Z. Zhang, H. H. Ma, M. Chen, Paul McKenna and Z. M. Sheng,
Opt. Express 27, 19319 (2019).
16M. R. Edwards, Y. Shi, J. M. Mikhailova and N. J. Fisch, Phys. Rev. Lett. 123, 025001
(2019).
17Z. M. Sheng, J. Zhang and D.Umstadt, Appl. Phys. B. 77, 673 (2003).
18H. C. Wu, Z. M. Sheng and J. Zhang, Appl. Phys. Lett. 87, 201502 (2005).
19H. C. Wu, Z. M. Sheng, Q. J. Zhang, Y. Cang and J. Zhang, Phys. Plasmas 12, 113103
(2005).
18
20P. Michel, L. Divol, D. Turnbull and J. D. Moody, Phys. Rev. Lett. 113, 205001 (2014).
21D. Turnbull, P. Michel, T. Chapman, E. Tubman, B. B. Pollock, C. Y. Chen, C. Goyon,
J. S. Ross, L. Divol, N. Woolsey and J. D. Moody, Phys. Rev. Lett. 116, 205001 (2016).
22G. Lehmann and K. H. Spatschek, Phys. Rev. Lett. 116, 225002 (2016).
23G. Lehmann and K. H. Spatschek, Phys. Rev. E 97, 063201 (2018).
24Joseph R. Smith, Chris Orban, Gregory K. Ngirmang, John T. Morrison, Kevin M. George,
Enam A. Chowdhury and W. M. Roquemore, Phys. Plasmas 26, 123103 (2019).
25P. Michel, W. Rozmus, E. A. Williams, L. Divol, R. L. Berger, S. H. Glenzer and D. A.
Callahan, Phys. Plasmas 20, 056308 (2013).
26G. Lehmann and K. H. Spatschek, Phys. Plasmas 26, 013106 (2019).
27H. Peng, C. Riconda, M. Grech, J.-Q. Su and S. Weber, Physics review E 100, 061201(R)
(2019).
28D. W. Forslund, J. M. Kindel, K. Lee and B. B. Godfrey, Phys. Fluids 22, 462 (1979).
29L. Friedland and A. G. Shagalov, Phys. Plasmas 24, 082106 (2017).
30A. Lotekar, A. Kakad and B. Kakad, Phys. Plasmas 24, 102127 (2017).
31E. Esarey, C. B. Schroeder and W. P. Leemans, Reviews of Modern Physics 81, 1229
(2009).
32S. Y. Zhou, H. Chen and Y. F. Li, Plasma Sci. Technol. 20, 014008 (2018).
33R. W. Hockney and J. W. Eastwood, Computer Simulation Using Particles, (CRC
Press,1988)
34W. Kruer, The Physics of Laser Plasma Interactions, (CRC Press, 2019)
35L. Yin, B. J. Albright, K. J. Bowers, W. Daughton and H. A. Rose, Phys. Rev. Lett. 99,
265004 (2007).
36E. Cormier-Michel, B. A. Shadwick, C. G. R. Geddes, E. Esarey, C. B. Schroeder and W.
P. Leemans, Phys. Rev. E 78, 016404 (2008).
37R. A. Fonseca, L. O. Silva, F. S. Tsung, V. K. Decyk, W. Lu, C. Ren, W. B. Mori, S.
Deng, S. Lee, T. Katsouleas and J. C. Adam, Lecture Notes in Computer Science 2331,
342 (2002).
38J. G. Wang, G. L. Payne and D. R. Nicholson, Physics of Fluids B: Plasma Physics 4,
1432 (1992).
19
