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ABSTRACT
Recommendation algorithms are known to suffer from popularity
bias; a few popular items are recommended frequently while the
majority of other items are ignored. These recommendations are
then consumed by the users, their reaction will be logged and added
to the system: what is generally known as a feedback loop. In this
paper, we propose a method for simulating the users interaction
with the recommenders in an offline setting and study the impact of
feedback loop on the popularity bias amplification of several recom-
mendation algorithms. We then show how this bias amplification
leads to several other problems such as declining the aggregate
diversity, shifting the representation of users’ taste over time and
also homogenization of the users experience. In particular, we show
that the impact of feedback loop is generally stronger for the users
who belong to the minority group.
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Figure 1: Item popularity in the MovieLens dataset. Items
are sorted based on popularity from the most (left) to the
least (right): lower item rank has higher popularity.
1 INTRODUCTION
Collaborative Filtering (CF) is a well-known recommendation tech-
nique that uses historical data on interactions between users and
items (i.e., ratings provided by the users on different items), and
generates personalized recommendations for the users. Recommen-
dations generated by CF generally suffer from bias against certain
groups of users or items [17, 18]. Bias in recommendation output
can originate from different sources: 1) it may stem from the under-
lying biases in the input data: Figure 1 shows the distribution of the
rating data in the MovieLens dataset (see section 4 for more details
on this dataset) where a few popular items receive large proportion
of ratings while the majority of other items do not receive much
attention from the users, or 2) it may be due to the algorithmic bias
where recommendation algorithms propagate the existing bias in
data [8] and, in some cases, intensify it by recommending these
popular items even to the users who are not interested in popular
items [2].
The algorithmic bias could be intensified over time when users
interact with the given recommendations, that are biased towards
popular items, and this interaction is added to the data. Users re-
ceiving recommendation lists may select (e.g., by rating or clicking)
some of the recommended items and the systemwill add those items
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to their profiles as part of their interaction history. In this way, rec-
ommendations and user profiles form a feedback loop [4, 5]; the
users and the system are in a process of mutual dynamic evolution
where users profile get updated over time via recommendations
generated by the recommender system and the effectiveness of the
recommender system is also affected by the profile of users.
The study on feedback loop in machine learning and particularly
recommender systems has recently received more attention from
researchers [4, 5, 9, 14–16]. D’Amour et al. [5] analyzed the long-
term fairness of machine learning based decision-making systems
in three different domains through simulation studies: bank loans,
allocation of attention, and college admission in an agent-based
environment. Their analysis showed that common single-step anal-
ysis does not show the dynamic behavior of the system and the
need for exploring the long-term effect of the decision-making sys-
tems. In another work which is also based on a simulation using
synthetic data, Chaney et al. [4] showed that feedback loop causes
homogenization of the user experience and shift in item consump-
tion. Homogenization in their study was measured as the ratio of
commonly rated items in a target user’s profile and her nearest
neighbor’s profile, and showed that homogenization leads to lower
utility for the users.
In this paper, we investigate the effect of feedback loop on am-
plifying bias in recommender systems. We study popularity bias
amplification and the impact of this effect on other aspects of a
recommender system including declining aggregate diversity, shift-
ing the representation of the users’ taste, and also homogenization
of the users. In particular, we show that the impact of feedback
loop is generally stronger for the users who belong to the minority
group. For the experiments, we simulate the users interaction with
recommender systems over time in an offline setting. The concept
of time here is not chronological but rather consecutive interac-
tions of users with the recommendations in different iterations.
That is, in each iteration, users’ profile is updated by adding se-
lected items from the recommendation lists generated at previous
iteration to their profile. We performed the simulation using three
recommendation algorithms on a movie dataset.
2 FEEDBACK LOOP SIMULATION
The idealistic scenario for investigating the effect of feedback loop
on amplifying bias in recommender systems is to perform online
testing on a real-world platform with steady stream of data. How-
ever, due to the lack of access to the real-world platforms for ex-
perimentation, we simulate the recommender system process in an
offline setting. To do so, we simulate recommendation process over
time by iteratively generating recommendation lists to the users
and updating their profile by adding the selected items from those
recommendation lists based on an acceptance probability. Given
the rating data D as anm × n matrix formed by ratings provided
by the users U = {u1, ...,um } on different items I = {i1, ..., in },
the mechanism for simulating feedback loop is to generate recom-
mendation lists for the users in each iteration t ∈ {1, ...,T } and
updating their profile based on the delivered recommendations in
each iteration. The following steps show this mechanism:
1) Given Dt as the rating data in iteration t , we split Dt into
training and test sets as 80% for traint and 20% for test t .
2) We build the recommendation model on traint to generate
the recommendation lists Rt to all users.
3) For each user u and recommendation list Rtu generated for
u, we follow the acceptance probability concept proposed
in [1] to decide which item from the recommendation list
the user might select. The acceptance probability assigns a
probability value to each item in Rtu where more relevant
items (higher ranked) are assigned higher probability to be
selected. Formally, for each item i in Rtu , the acceptance
probability can be calculated as follows:
prob(i |Rtu ) = eα×ranki (1)
where α is a negative value (α < 0) for controlling the prob-
ability assigned to each recommended item and ranki is the
rank of the item i in Rtu . Equation 1 is only a selection proba-
bility and does not assign a potential rating a user might give
to the selected item. This is particularly important if we want
to also include rating-based algorithms such as UserKNN in
our simulation as we have done it in this paper. To estimate
the rating a user might give to the selected item, we follow
the Item Response Theory used in [7, 15]. More formally,
ω = su + (sd(su ) × si ) + ηu,i (2)
where su is the average of the ratings in u’s profile, sd(su )
is the standard deviation of the ratings in u’s profile, si is
the average of ratings assigned to i , and ηu,i is a noise term
derived from a Gaussian distribution (i.e., ηu,i ∼ N (0, 1)).
In order to estimate an integer rating value in the range of
[a,b] where a and b are the minimum and maximum rating
values, respectively, we use the following equation [15]:
sˆu,i =max(min(round(ω),b),a) (3)
After estimating sˆu,i , we add (i, sˆu,i ) to u’s profile if i is not
already in u’s profile and we repeat this process for all users
to form Dt+1.
The steps 1 through 3 are repeated in each iteration.
3 MODELING FEEDBACK
As we mentioned in section 1, recommendation algorithms suffer
from popularity bias. In this section, we formally model the propa-
gation of this bias due to the feedback loop phenomenon. Let PDt
and PRt be the average popularity (i.e. the expected values) of the
items in the rating data and the recommended items in iteration t ,
respectively.
PRt ∝ PDt + θ t (4)
where θ t is the percent increase of the popularity of the recom-
mendations compared to that of rating data in iteration t . Now,
assuming, out of all the recommendations given to the users, we
add K interactions (K >= 0) to the profiles of the users, the size
of the rating data in the next iteration would be |Dt | + K and its
average popularity will be PDt+1 ≈ |D
t |×PDt +K×(PDt +θ t )
|Dt |+K which
can be simplified as ( |D
1 |+K )×PDt +K×θ t
|Dt |+K = PDt +
K×θ t
|Dt |+K which
means the average popularity of the items in the rating data is
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now increased by K×θ t|Dt |+K . Based on Equation 4, by definition, the
average popularity of the recommended items in each iteration is
proportional to the average popularity of the rating data in the
same iteration plus a positive value and since PDt+1 has increased
compared to PDt , PRt+1 will be also higher than PRt due to transi-
tivity. In other words, in each iteration t , PRt+1 > PRt indicating
the popularity propagation/intensification from one iteration to the
next one.
4 EXPERIMENTS
In this section, we describe the data and the algorithms we used in
our experiments along with the empirical results.
4.1 Data
We performed our experiments on MovieLens 1M1 dataset [6]
which is a movie rating data collected by the GroupLens research
group. In this dataset, 6,040 users provided 1,000,209 ratings (4,331
males provided 753,769 ratings and 1,709 females provided 246,440
ratings) on 3,706 movies. The ratings are in the range of 1-5 and
the density of the dataset is 4.468%. Also, each movie is assigned
either a single genre or a combination of several genres. Overall,
there are 18 unique genres in this dataset.
4.2 Algorithms
We performed a comprehensive evaluation of the effect of feed-
back loop on amplifying bias in recommender systems using three
different recommendation algorithms: user-based collaborative fil-
tering (UserKNN) [13], bayesian personalized ranking (BPR) [12],
and MostPopular. BPR is a factorization model that works on bi-
nary data and UserKNN is a neighborhood model that works on
explicit rating data. MostPopular recommends the most popular
items to everyone (the popular items that a user has not seen yet).
We set the number of factors in BPR and the number of neighbors
in UserKNN to 50 to achieve the best performance in terms of pre-
cision. For our simulation, we performed the steps 1-3 in section 2
for 20 iterations (T = 20).
Figure 2: Average popularity (left) and aggregate diversity
(right) of the recommendations.
1We picked this dataset particularly because it has information about both the users
(such as gender) and the items (such as genre).
4.3 Results
4.3.1 Popularity bias amplification. As we formally showed in sec-
tion 3, recommendation models can intensify the popularity bias in
input data over time due to the feedback loop. Figure 2 (left) shows
the effect of such a loop on the average popularity of recommenda-
tion lists over time (i.e. in different iterations). As shown in this plot,
even though these algorithms start with different average popular-
ity values due to their inherent nature, they all show an ascending
pattern in terms of the average popularity over different iterations.
The curve for BPR seems to have a steeper slope compared to the
other algorithms indicating a stronger bias propagation of this al-
gorithm. The exact reason for these performance differences across
different algorithms needs further investigation and we leave it for
future work.
Figure 2 (right) shows the aggregate diversity (aka catalog cover-
age) of recommendation algorithms: the percentage of items which
appear at least once in the recommendation lists across all users.
As a recommender system concentrates more on popular items,
it will necessarily cover fewer items in its recommendations and
that effect is clear here, especially for BPR, which starts out with a
relatively high aggregate diversity.
This bias amplification over different iterations could lead to
two other problems: 1) shifting the representation of the user’s
taste over time, and 2) the domination of one group of users (the
majority group) over another (the minority group) which eventu-
ally could diminish the differences between the groups and create
homogenization.
4.3.2 Shifting users’ taste representation. One consequence of the
feedback loop is shifting the representation of the users’ taste re-
vealed in user profiles. We define the users interest toward various
movie genres based on the rated items in their profile which creates
a genre distribution over rating data. This genre distribution is cal-
culated as the ratio of the movies associated with each genre over
different genres in the users’ profiles. In the MovieLens dataset,
some movies are assigned multiple genres hence, in those case, we
assign equal probability to each genre. For example, if an item has
genres a andb, the probability of either of a andb is 0.5. Given genre
distribution in iteration t = 1 as initial preferences represented in
the system, we are interested in investigating how initial users’
taste representation changes over time due to the feedback loop.
For this purpose, in each iteration t > 1, we calculate the Kullback-
Leibler divergence (KLD) between the initial genre distribution and
the genre distribution in iteration t for each user. Higher KLD value
indicates higher deviation from the initial preference.
Figure 3 (left) shows the deviation of users taste from their initial
preferences. In all recommendation algorithms, we observe that the
deviation of users’ profiles from their initial preferences increases
over time. It is worth noting that the change in users preferences
shown in this Figure is the change in the representation of users’
preferences in the system, not the change in users’ intrinsic prefer-
ences. One consequence of this change in representation of users’
preferences in the system is that recommendation models may not
be able to capture the users’ true preferences when generating
recommendations for the users.
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Figure 3: Deviation from the initial preferences (left) and the
distance between the representation of genre preferences of
males and females in different iterations.
4.3.3 Homogenization. Shifting the users’ taste representation
could happen in two situations: when the recommendations given to
the users are more diverse from what the users are interested in (i.e.
exploration), or when the recommendations are over-concentrated
on few items when the users’ profiles are more diverse. In the latter,
since all users are exposed to a limited number of items over time,
their profiles all converge towards a common range of preferences.
Figure 3 (right) shows the distance between the representation
of males (majority group) and females (minority group) preferences
over time. In each iteration t , given the genre distribution sepa-
rately extracted from males and females ratings as GM and GF ,
respectively, we calculate the KLD of GM and GF , KLD(GM | |GF ),
which measures the distance between the preferences of males and
females. As shown in the plot, the KLD value dramatically decreases
over time in all algorithms showing the strong homogenization of
users’ preferences.
Now, an interesting question is which user group is dominating
the other. To answer this question we separately compare genre
preferences of males and females with the preferences of the whole
population. GivenG as the initial genre preferences of all users (the
population), we calculate KLD(G | |GF ) and KLD(G | |GM ) in each
iteration t .
Figure 4 (left) separately shows KLD(G | |GF ) and KLD(G | |GM )
in different iterations. We can see that, for all algorithms, the rep-
resentation of females preferences are approaching toward the
representation of initial preferences of the population. However,
this value is slightly increasing for males showing that they become
distant from the preferences of the initial population.We believe the
reason is that male users are taking up the majority of the ratings
in the data and hence, initially, the population is closer to the male
profiles. Over time, since the recommended items are more likely
to be those rated by males (as males have rated more items), when
added to the users’ profiles, causes the female profiles to get closer
to the initial population which was dominated by the male users.
Figure 4 (right) shows the deviation from the representation
of initial preferences of each user in the system separately for
males and females. In all algorithms, the deviation for females is
significantly higher than males, demonstrating the severity of the
impact of the feedback loop on the minority group (e.g. females in
our experiment).
Figure 4: Deviation of the representation of males and fe-
males preferences from the representation of the popula-
tion initial preferences (left) and deviation of the represen-
tation of males and females preferences from their initial
preferences (right).
5 DISCUSSION AND FUTUREWORK
There are several interesting threads of research that could be built
on this work. Firstly, in some recommendation domains such as
music, it is very common for a user to listen to the same song
repeatedly. Therefore, the restriction we imposed on the selection
algorithm in this paper regrading the items that were already in
the users’ profile (those items were not added to the users’ profiles
in the next iteration) could be lifted and, instead, the rating for that
item would be updated in each iteration.
Secondly, different strategies for user grouping could be used.
Here, we used a pre-defined label for users (i.e. gender) to create
user groups. One could group the users based on their average
profile size, average popularity of their rated items, or some other
statistical characteristics that might be of importance for any par-
ticular reason.
Thirdly, different algorithms that control the popularity bias
problem [3, 10, 11] could be investigated in terms of how they
mitigate the bias amplification in feedback loop. Our hypothesis
is that since these algorithms reduce the popularity bias in each
iteration, according to Equation 4 their bias amplification over time
would be also smaller than the standard algorithms.
Finally, the selection technique in Equation 1 we used in this
paper leverages the ranking position of the items in the list in order
to define whether it would be selected by the user or not. Other
selection policies such as top-1 (selecting the first item in the list)
or even random selection could be studied.
6 CONCLUSION
In this paper, we investigated the effect of feedback loop on bias am-
plification in recommender systems through an offline simulation.
We formally and empirically showed that different recommendation
algorithms amplify the existing bias through different iterations
of users interaction. We then showed that this bias amplification
leads to other issues in recommender systems such as declining
the aggregate diversity, shifting the representation of the users
preferences (i.e. their profiles), and homogenization of the user
groups. In particular, for two user groups males and females, we
observed that the bias amplification for the females which happen
to be in minority group based on their population and their number
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of ratings was stronger than that of males. These results emphasize
the importance of the algorithmic solutions to tackle popularity
bias and increasing diversity in the recommendations since even a
small bias in the current state of a recommender system could be
greatly amplified over time if it is not addressed properly.
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