Non-perturbative corrections to the one-loop free energy induced by a
  massive scalar field on a stationary slowly varying in space gravitational
  background by Kalinichenko, I. S. & Kazinski, P. O.
ar
X
iv
:1
40
5.
73
24
v2
  [
gr
-q
c] 
 12
 Ju
n 2
01
4
Non-perturbative corrections to the one-loop free energy induced by a
massive scalar field on a stationary slowly varying in space gravitational
background
I. S. Kalinichenko∗ and P. O. Kazinski†
Physics Faculty, Tomsk State University, Tomsk 634050, Russia
Abstract
The explicit expressions for the one-loop non-perturbative corrections to the gravitational effective
action induced by a scalar field on a stationary gravitational background are obtained both at zero and
finite temperatures. The perturbative and non-perturbative contributions to the one-loop effective action
are explicitly separated. It is proved that, after a suitable renormalization, the perturbative part of the
effective action at zero temperature can be expressed in a covariant form solely in terms of the metric and
its derivatives. This part coincides with the known large mass expansion of the one-loop effective action.
The non-perturbative part of the renormalized one-loop effective action at zero temperature is proved to
depend explicitly on the Killing vector defining the vacuum state of quantum fields. This part cannot be
expressed in a covariant way through the metric and its derivatives alone. The implications of this result
for the structure and symmetries of the effective action for gravity are discussed.
1 Introduction
A construction of self-consistent quantum theory of gravity remains elusive due to several conceptual and
technical problems. The main technical problem is, of course, a high non-linearity of classical theory of
gravity (general relativity) and, as a result, nonrenormalizability of its quantum counterpart. The major
conceptual issue is related to the problem of time in quantum gravity (see for a review [1] and also [2–5]) or,
put another way, it regards the problem of definition of a natural vacuum state and a representation of the
algebra of observables. On the other hand, there is a widespread belief resting on perturbative calculations
on a flat background that the second problem does not actually exist. According to this point of view,
quantum gravity is a mere another one effective quantum field theory similar to the Fermi theory of weak
interactions. The aim of the present paper is to show that such a viewpoint is somewhat naive as long as it
does not take into account non-perturbative corrections to the effective action.
One of the most powerful methods to find the non-perturbative corrections to the effective action (the
generating functional of the one-particle irreducible Green functions) is the celebrated background field
method (see, e.g., [6, 7]) with its renormalization group improvements (see, e.g., [7]). It is, perhaps, the only
one for many particle quantum systems in dimension D ≥ 3 without extra symmetries. We shall use this
method to obtain the one-loop non-perturbative (in the gravitational constant) contributions to the effective
action of gravity from a massive scalar field at zero and finite temperatures (for the renormalization group
improvement of the perturbative contributions see, e.g., [8]). We shall derive the explicit expressions for
these corrections in the case of a stationary slowly varying in space gravitational background (the stationary
infrared limit). As far as we know, this problem has not been solved yet for such a general formulation.
The fact that the effective action has to possess the non-perturbative terms of the form that we shall
derive in this paper was repeatedly noticed in the literature (see, e.g., [3, 9, 10]). However, neither the
explicit form of these corrections for a sufficiently wide class of background metrics nor even their expression
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in terms of some integrals were given. Whereas it is that statement of the problem which is necessary to solve
for a construction of the effective action functional. In the present paper, we restrict our consideration to the
contributions from a massive scalar field with a mass m on a stationary slowly varying in space gravitational
background with the standard vacuum state for quantum fields on stationary backgrounds (see, e.g., [6],
Sections 17, 18). The treatment of the contributions of quantum fields with higher spins (1/2, 1, and 2)
is analogous but bulkier. We shall explicitly separate the perturbative and non-perturbative corrections to
the effective action. The perturbative corrections turn out to be expandable in an asymptotic Laurent series
in m−2 with a finite principal part, while the non-perturbative are not. This, obviously, implies that the
non-perturbative contributions cannot be extracted from the large mass expansion.
We shall show that, for the odd-dimensional spacetimes, the coefficients of the asymptotic series in m−2
of the finite part of the perturbative corrections are expressed in terms of covariant combinations of the
metric gµν and its derivatives only. These coefficients do not depend on any external structure. As for the
even-dimensional spacetimes, the coefficients of this series (for the finite part) at the negative powers of
m2 and the coefficient at the logarithmic divergence can be also written in a covariant form in terms of the
metric alone, while the terms at the nonnegative powers of m2 are not [11–16]. They depend explicitly on the
Killing vector field of the metric. This vector field defines the vacuum state and the unique representation of
the algebra of observables, according to the Gelfand-Naimark-Segal (GNS) construction (see, e.g., [17]). If
we cancel out these “noncovariant” terms by the counterterms, as discussed in [16, 18], then the perturbative
corrections to the effective action become covariant and expressible through the metric only.
As far as the non-perturbative corrections are concerned, we shall see that they explicitly depend on the
Killing vector field and cannot be expressed in terms of the metric. Though they are covariant combinations
of the metric, the Killing vector, and their derivatives. This result is quite expectable since the generating
functional of the Green functions must depend on the structures (the Killing vector, in our case) that
distinguish the unique vacuum state with respect to which the Green functions are defined. The non-
perturbative corrections prove to be very small for the gravitational fields occurring in nature out of the
ergosphere. Nevertheless, the very existence of such corrections and the fact that they are not expressible
via the metric alone are of paramount importance for our understanding of the structure and symmetries of
the effective action for quantum gravity.
The main technical tool, that we shall use in addition to the background field method to derive the explicit
expression for the one-loop correction to the effective action, is the relation mentioned in [19] (see also [16])
between the free energy, or the Ω-potential, at high temperatures (the reciprocal temperature β → 0) and
the effective action at zero temperature (β →∞). It turns out that, in order to find the one-loop correction
to the effective action at zero temperature (the vacuum contribution), it is sufficient to know the divergent
and finite parts of the high-temperature expansion of the one-loop correction to the free energy without
the vacuum contribution. Therefore, at the beginning, we shall provide a more rigorous derivation of the
general formula [16] for the high-temperature expansion of the one-loop contribution to the Ω-potential with
the non-perturbative corrections included. This derivation is given in Sec. 2. It is found that the formula
derived in [16] keeps its form provided the exponentially suppressed contributions at β → 0 are discarded
from the high-temperature expansion. We shall have to dwell in Sec. 2 on some mathematical aspects of the
zeta functions of hyperbolic type operators on stationary (non-ultrastatic) backgrounds since a mathematical
theory of this type of zeta functions is almost absent in the literature (see, however, [20, 21]).
Then, in Sec. 3, we shall prove the so-called descent formulas [21] that relate the coefficients of the heat
kernel expansion for the Laplace type operator (see for a review [22]) in the space dimension (d + 1), but
with the coefficients at derivatives independent of some coordinate x0, with the coefficients of the heat kernel
expansion for the same Laplace type operator in the space dimension d. The dependence on x0 of the latter
operator is separated by the standard means. These formulas will allow us to prove in this section that the
coefficients at the negative powers of m2 in the perturbative finite part of the high-temperature expansion are
independent of the Killing vector and coincide with the standard large mass expansion of the effective action
(see, e.g., [23]). For the odd-dimensional spacetime, the coefficients at the nonnegative powers of m2 in the
perturbative finite part are independent of the Killing vector as well. Besides, using the descent formulas, it
is easy to show that the coefficient at the logarithmic divergence of the high-temperature expansion, which
is the conformal anomaly and the logarithmic part of the energy-time anomaly [16], is expressed solely in
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terms of the metric and coincides with the standard expression for the conformal anomaly [16, 20, 21, 24–27].
Section 4 is the heart of the paper, where all the general results of the preceding sections are collected
together in order to obtain the high-temperature expansion of the free energy of a scalar field and describe
its properties. Also, in this section, we heavily rely on the results of the papers [16] and [28]. In fact, it is
the combination of the results of these papers that made it possible to derive a complete high-temperature
expansion with the non-perturbative contributions. In Sec. 4.1, we shall develop a perturbative procedure for
the heat kernel that allows us to deduce systematically non-perturbative corrections to the effective action.
Using the procedure elaborated, we shall find the first correction to the leading (Gaussian) contribution to
the heat kernel obtained in [28] (for the Euclidean case see [29, 30]). The counting scheme, which sorts
an infinite set of Feynman diagrams for the heat kernel and distinguishes the most relevant ones, will be
also presented there. Section 4.2 is devoted to evaluation of the explicit expressions for non-perturbative
contributions to the high-temperature expansion. From the technical point of view, this problem is reduced
to a calculation of certain double integrals in the complex planes: one integral is over the proper-time and
another one is over the energy of a mode. This issue is solved for both massive and massless cases in the
weak field limit.
In conclusion we shall outline some implications of the results obtained and the possible further directions
of research. In Appendix A, we prove a certain property for a variant of the zeta function of the Laplace
type operator coming from the hyperbolic type operator Fourier transformed over the time variable. This
property is used in Sec. 2. In Appendix B, the general formulas of perturbation theory are gathered and the
first correction to the leading contribution to the heat kernel is explicitly calculated.
Since, in the present text, we shall try to reduce the duplication of formulas from [16] and [28] to
a minimum, the reader is strongly encouraged to have these papers close at hand. In the course of the
discussion, several misprints made in [16] and [28] will be also corrected. Besides, in Sec. 2, we shall
extensively employ the analytic regularization technique for singular integrals [31]. The acquaintance with
Sec. 3 of [31] will be required. The knowledge of the notion of heat kernel and the heat kernel expansion
technique [22] is also desired in Sections 2 and 3. In order to realize better the main idea of the procedure
developed in Sec. 4 and the structure of density of states considered in Sections 2 and 4, it is recommended
to know the results of [32, 33] and especially [33]. As for the construction of quantum field theory (QFT) on
a curved stationary background, we shall assume that the reader is familiar with the paper [18] and Sections
17, 18 of [6]. Of course, the other references we provide in the paper are also advised for reading.
We shall use the conventions adopted in [6]
Rαβµν = ∂[µΓ
α
ν]β + Γ
α
[µγΓ
γ
ν]β, Rµν = R
α
µαν , R = R
µ
µ, (1)
for the curvatures and the other structures appearing in the heat kernel expansion. The square and round
brackets at a pair of indices denote antisymmetrization and symmetrization without 1/2, respectively. The
Greek indices are raised and lowered by the metric gµν which has the signature −2. Also we assume that
the metric possesses the timelike Killing vector ξµ:
Lξgµν = 0, ξ2 = gµνξµξν > 0, (2)
that allows us to make the decomposition ([34], Sec. 84; [13, 35–37])
ds2 = gµνdx
µdxν =: ξ2(gµdx
µ)2 − g¯µνdxµdxν , (3)
where gµ = ξµ/ξ
2 is a one-form dual to the Killing vector (the Tolman temperature one-form). Notice
that this decomposition is not the Arnowitt-Deser-Misner (ADM) one, but in some sense dual to it. The
decomposition (3) is constructed by the use of the vector field, while the ADM one is associated with the
system of hypersurfaces or, equivalently, with the integrable one-from. In case of a static spacetime, these
decompositions coincide so long as the family of hypersurfaces is identified with the integral manifolds of the
one-form gµ. In the system of coordinates, where ξ
µ = (1, 0, 0, 0), we have the relations
g¯ikg
kj = −δji , ξ2 det(−g¯ij) = g, g00 + g¯ijg0ig0j = (g00)−1, gi = g¯ijgj0,
−g¯µν =
[
0 0
0 gij − gi0gj0g00
]
, −g¯µν = gµν − ξ2gµgν =
[
g00 − (g00)−1 g0j
gi0 gij
]
.
(4)
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We have changed the sign of the metric g¯ij in comparison with [16]. The Latin indices corresponding to the
space are raised and lowered by the positive-definite metric g¯ij . The curvatures associated with this metric
will be distinguished by the overbars, e.g., R¯. Note that we consider a general stationary spacetime, i.e., the
Tolman temperature one-form is supposed to be non-integrable ([38], App. C; [34], Sec. 88; [13, 35–37]),
fµν := ∂[µgν] 6= 0, (5)
in general. The system of units is chosen such that c = ~ = 1.
2 High-temperature expansion
2.1 General formulas
Let H(ω) be a Fourier transform of a kernel of the wave operator on a stationary background (see, for
instance, (62)). Suppose the corresponding operator is of a Laplacian type, depends analytically on ω, has
the spectrum bounded from above at fixed ω in the Hilbert space of square-integrable functions, and there
is no accumulation points in the discrete spectrum. Consider the operator (cf. [39], Sec. 1.10)
H−ν+ (ω) :=
∫
C
dττν−1
(e2piiν − 1)Γ(ν)e
−τH(ω), (6)
where the contour C runs along the imaginary axis from top to bottom and encircles the origin from the left.
For the special case, ν = 0, H0+(ω) = θ(H(ω)) is the projector to the subspace of the total Hilbert space.
This subspace is spanned on the eigenvectors of H(ω) corresponding to the positive eigenvalues.
If the system is placed in a sufficiently large “box” in space so that the spectrum of H(ω) is discrete, then
H−ν+ (ω) is trace-class for any ν ∈ C. Consequently, there exists the entire function of ν,
ζ+(ν, ω) = TrH
−ν
+ (ω). (7)
The investigation of passing to an infinitely large “box” can be found, for example, in [40]. If the operator
H(ω) also possesses a continuous spectrum, then
ζ+(ν, ω) =
∑
k
θ(εk(ω))ε
−ν
k (ω) +
∫ εc(ω)
0
dεn(ε, ω)ε−ν , Re ν < 1, (8)
where εk(ω) are the eigenvalues of H(ω) and n(ε, ω)dε is the number of states of the continuous spectrum in
the interval [ε, ε+dε] (usually, it is proportional to the volume of a system). The quantity εc(ω) specifies the
boundary of the continuous spectrum. The generalization of formula (8) and the following ones to the case
of several zones is quite obvious. As an example, we present the density of states for a free scalar particle in
a (d+ 1) dimensional Minkowski space
n(ε, ω) = Vd
Γ(D/2)
2πD/2Γ(d)
θ(ω2 −m2 − ε)(ω2 −m2 − ε)d/2−1, εc(ω) = ω2 −m2, (9)
where D := d + 1. The quasiclassical approximation for the Laplacian type operators we study gives for
ζ+(ν, ω) at large ω (see [16, 19–21, 24–27] and below),
ζ+(ν, ω) ∼ Γ(1− ν)|ω|
d−2ν
Γ(d/2 − ν + 1) , ω → ±∞. (10)
In fact, to derive this asymptotics, one needs to substitute (9) to (8) and evaluate the integral. For those
H(ω), which depend nonquadratically on ω, for example, for the wave operator in a dispersive media, it
is also reasonable to expect the asymptotic behavior (10) so long as a media becomes transparent in the
ultraviolet regime.
Consider, in general, that ε′c(ω) > 0 for ω > 0 and there exists ωc > 0 such that εc(ωc) = 0. Also suppose
that
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1. n(ε, ω) is a smooth function of ω and ε for ω > 0, ε ∈ (0, εc(ω));
2. The integral
∫ εc(ω)
a dεn(ε, ω) converges for a > 0 and ω > 0;
3. ∂kεn(ε, ω) is finite for ε = 0 and ω > ωc.
The first condition is rather technical and may be weaken. It makes it possible not to take care of the
existence of derivatives. The second condition says that the integral over ε in (8) converges on the upper
integration limit. The last condition is necessary for the Gelfand-Shilov analytical regularization (in its
standard form) [31] of the integral over ε in the neighborhood of ε = 0. If these conditions are met, the
function (8) can be analytically continued to the region Re ν ≥ 1. So, the integral in (8) is understood as
analytically regularized [31] in the case when zero belongs to the continuous spectrum of H(ω). As follows
from the general procedure [31], the function (8) has simple poles at ν ∈ N under the above restrictions on
the density of states n(ε, ω).
Using the function ζ+(ν, ω), it is easy to obtain the expression for the one-loop correction to the Ω-
potential. Assuming the condition of the vacuum stability is fulfilled for the eigenvalues εk(ω) of H(ω) at
the points, where εk(ω) = 0, (see, e.g., [41])
ε′k(ω) > 0 for ω > 0 and ε
′
k(ω) < 0 for ω < 0, (11)
we have (see for details, e.g., [16])
∓ βΩ =
∫ ∞
0
dω
[
∂ωζ+(0, ω) ln(1± e−β(ω−µ)) + ∂ωζ+(0,−ω) ln(1± e−β(ω+µ))
]
. (12)
The contributions from both particles and antiparticles are taken into account in this expression.
If the vacuum is stable (11) then ζ+(ν, 0) = 0, i.e., H(0) has no positive eigenvalues. In Appendix A, we
shall prove this statement deforming the wave operator of free fields, which possesses this property, into the
wave operator with interaction H(ω). The proof given in Appendix A requires, additionally, the condition
of a “smooth deformability” of the eigenvalues of a family of operators under consideration. In what follows,
we put ζ+(ν, 0) = 0.
Integrating by parts in (12) and taking into account that ζ+(ν, 0) = 0, we get
Ω = −
∫ ∞
0
dω
[ ζ+(0, ω)
eβ(ω−µ) ± 1 +
ζ+(0,−ω)
eβ(ω+µ) ± 1
]
. (13)
It is convenient to introduce the function
Iν(µ) :=
∫ ∞
0
dωζ+(ν, ω)
eβ(ω−µ) ± 1 , Re ν < 1. (14)
On substituting (8) into (14), the integral Iν(µ) falls into two pieces corresponding to two summands in
(8). Suppose µ does not lie on the real positive semiaxis ω, where εk(ω) = 0 for some k. Then, taking into
account (11), we have for the first contribution
∑
k
∫ ∞
0
dεω′k(ε)ε
−ν
eβ(ωk(ε)−µ) ± 1 , (15)
where ωk(ε) is the inverse function to εk(ω). According to [31], each integral in the sum over k as an analytical
function of ν has singularities in the form of simple poles at the points ν ∈ N. It is convenient to write the
second contribution as∫ ∞
0
dεε−ν
∫ ∞
ωc(ε)
dωn(ε, ω)
eβ(ω−µ) ± 1 =
∫ ∞
0
dεε−ν
∫ ∞
0
dωn(ε, ω + ωc(ε))
eβ(ω+ωc(ε)−µ) ± 1 . (16)
Suppose the function, ∫ ∞
ωc(ε)
dωn(ε, ω)
eβ(ω−µ) ± 1 , (17)
5
is finite and has finite derivatives with respect to ε at ε = 0 or, put another way, recalling the dependence of
H(ω) on m2, we suppose that the average number of particles has finite derivatives with respect to m2. This
is a rather strong restriction on the class of operators under consideration. In particular, this condition fails
to hold for massless particles in the Minkowski space. That is why we shall calculate the partition function
of massless particles proceeding to the limit m2 → 0. If the condition mentioned fulfills, the contribution
(16) as a function of ν has simple poles at the points ν ∈ N. In this case, the function Iν(µ)/Γ(1 − ν) is an
entire function of ν.
2.2 Function σ−1ν (ω)
It is natural to associate with ζ+(ν, ω) another function σ
−1
ν (ω), which appears in the high-temperature
expansion. Introduce the function
σ−1ν (ω) := reg
∫ ∞
0
dω′
ζ+(ν, ω
′)
ω′ − ω , Re ν > d/2, ν 6∈ N. (18)
Henceforward, the symbol reg denotes the analytical regularization of the integral [31] with respect to the
parameter ν. This function is analytic in the ω plane and has a branch cut discontinuity on the positive real
semiaxis, where
σ−1ν (ω + i0)− σ−1ν (ω − i0) = 2πiζ+(ν, ω). (19)
At large values of ω, from (10) and (18) the asymptotics follows
σ−1ν (ω) ∼
Γ(1− ν)
Γ(d/2− ν + 1)
π(−ω)d−2ν
sinπ(2ν − d) , (d+ 1)/2 > Re ν > d/2, (20)
where the exponentiation is defined as xα := |x|αeiα arg x, argα ∈ [0, 2π), i.e., it possesses the cut along the
real positive semiaxis in the ω plane. This asymptotic behavior holds true for all Re ν < (d+ 1)/2. Indeed,
for Re ν ∈ ((d− 1)/2, d/2), differentiating (18) with respect to ω, we come to
∂ωσ
−1
ν (ω) ∼
Γ(1− ν)
Γ(d/2− ν + 1)∂ω
π(−ω)d−2ν
sinπ(2ν − d) . (21)
On integrating this expression and taking into account that Re ν < d/2, we arrive at (20) for the strip
Re ν ∈ ((d − 1)/2, d/2). Proceeding further, we can extend the domain of applicability of the asymptotics
(20) up to Re ν < (d+ 1)/2.
Taking into consideration the asymptotic behavior (10), one can see that the function σ−1ν (ω) has the
singularities for Re ν > d/2 only in the form of simple poles at ν ∈ N in the complex ν plane (the singularities
of ζ+(ν, ω)) since the integral over ω
′ converges in that case. It also follows from the asymptotics (10) that
the integral (18) (after the substitution ω′ → 1/ω′) as the function of ν possesses the poles at (d−2ν+1) ∈ N
apart from the poles at ν ∈ N. If these new poles do not coincide with the poles at ν ∈ N then they are
simple. Otherwise, the second order poles emerge. The asymptotics (20) confirms this observation. If the ω
expansion of the stepless part of ζ+(ν, ω) in the vicinity of the infinite point has the form (25) and ζ+(ν, 0) = 0
then there are no additional singularities of the function σ−1ν (ω) in the ν plane.
By the use of the function σ−1ν (ω), the integral (14) can be cast into the form
Iν(µ) = −
∫
H
dω
2πi
σ−1ν (ω)
eβ(ω−µ) ± 1 , (22)
where H is the Hankel contour. If one knows the expansion of σ−1ν (ω) in the neighborhood of the infinite
point of the ω plane convergent outside of the disk with the radius ωc
1 then the representation (22) allows
one to derive the high-temperature expansion of Iν(µ) easily. For the sake of definiteness, suppose Imµ ∈
1For the free fields with a homogeneous dispersion law such an expansion is presented in [19]. As long as the expansion of
ζ+(ν, ω) in the vicinity of the infinite point of the ω plane differs from (25) in this case, σ
−1
ν (ω) possesses a different singularity
structure in the ν plane.
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Figure 1: A schematic pattern of the contours H and H ′ on the complex ω plane for the bosonic case. Here crosses denote the
poles of the Bose-Einstein distribution function (22). There is a cut along ω > ωc making the functions σ
−1
ν (ω) and ζ
0
+(ν, ω)
single-valued. As a matter of fact, the function σ−1ν (ω) may have singularities in the interval [0, ωc), and the function ζ
0
+(ν, ω)
may have singularities inside the disk |ω| < ωc. These singularities are not depicted.
(−π/β, π/β). Then we deform the contour H into H ′ so that |ω| > ωc on the contour and the contour itself
lies beyond the disk of radius |µ| centered at µ (see Fig. 1). The former condition allows us to expand
σ−1ν (ω) in the vicinity of the infinite point, while the latter one permits us to expand each term of the series
(see, for example, the asymptotics (20)) in terms of decreasing powers of (ω − µ).
Upon deformation of the contour H into H ′, we get
Iν(µ) =


− ∫H′ dω2pii σ−1ν (ω)eβ(ω−µ)+1 , for fermions;
− ∫H′ dω2pii σ−1ν (ω)eβ(ω−µ)−1 + β−1σ−1ν (µ), for bosons.
(23)
The last term in the expression for bosons is the contribution from the pole of the integrand (22) after the
deformation of H into H ′ has been performed. Other poles do not contribute because of this deformation in
the case when
|µ| < π/β and |µ± πi/β| > ωc, for fermions;
|µ| < 2π/β and |µ ± 2πi/β| > ωc, for bosons.
(24)
The first inequality is the requirement that the two poles nearest to the point ω = µ do not lie inside
the disk |ω − µ| < |µ|, while the second one is the requirement that both of them are outside of the
disk |ω| < ωc. Substituting the development of σ−1(ω) in the neighborhood of the infinite point to (23),
expanding each term of the series in the inverse powers of (ω − µ), and then integrating termwise the series
(see the similar integral (27) below), we arrive at the expansion in the increasing powers of β. The integrals
determining the coefficients of this expansion are reduced to zeta functions. The high-temperature expansion
converges provided the inequalities mentioned above hold. In case of need, the convergence radius of the
high-temperature expansion can be increased by “blowing up” the contour H ′ and taking into account the
additional poles (the leading Matsubara frequencies) of the integrand (23).
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2.3 High-temperature expansion
In many cases, it is more convenient to use another representation of the function Iν(µ) for calculation of
the high-temperature expansion. It is that representation which we shall use. Suppose that (cf. (10))
ζ+(ν, ω) = ζ
0
+(ν, ω) + ζ
q
+(ν, ω), ζ
0
+(ν, ω) =
∞∑
k=0
ζk(ν)|ω|d−2νω−k, |ω| ≥ ωc, (25)
where ω is real and ωc is the boundary of the series convergence domain. Usually, it coincides with the
boundary of the continuous spectrum, but this will be irrelevant to the derivation of a general formula
for the high-temperature expansion. The function ζ0+(ν, ω) is the so-called stepless part of ζ+(ν, ω) (see
[19, 32, 33, 42–45] and others) or the Thomas-Fermi approximation for ζ+(ν, ω). It is that part of ζ+(ν, ω)
which is given by a naive heat kernel expansion (see, e.g., [16, 32, 33]). For the Laplacian type operators,
the expansion of ζ0+(ν, ω) takes the form (25). The discreteness of quantum numbers is completely ignored
in this contribution. The second contribution to ζq+(ν, ω) is essentially quantum one. Generally, the infinite
point of the ω plane is the transcendental branch point for the function ζq+(ν, ω) at noninteger ν, i.e., the
development of ζq+(ν, ω) in the inverse powers of ω contains infinitely many terms at positive powers of ω.
A typical example of the function with such a singularity is ων exp(−aω). Further, in Sec. 4.2, we shall see
in a concrete example that exactly this type of functions arises.
At first, consider the contribution from the stepless part of ζ+(ν, ω) to Iν(µ). Suppose that the functions
ωd−2ν−k in (25) are continued from the real axis to the complex plane as ωα = |ω|αeiα argω, argω ∈ [0, 2π).
Then, for bosons,
I0ν (µ) = reg
∫ ωc
0
dωζ0+(ν, ω)
eβ(ω−µ) − 1 +
∫ ∞
ωc
dωζ0+(ν, ω)
eβ(ω−µ) − 1 = reg
∫ ωc
0
dωζ0+(ν, ω)
eβ(ω−µ) − 1 +
∫ ∞
H′−Cc
dω
e−4piiν − 1
ζ0+(ν, ω)
eβ(ω−µ) − 1 =
=
∫
H′
dω
e−4piiν − 1
ζ0+(ν, ω)
eβ(ω−µ) − 1 −
∫
Cc
dω
e−4piiν − 1
ζ0+(ν, ω)
eβ(ω−µ) − 1 + reg
∫ ωc
0
dωζ0+(ν, ω)
eβ(ω−µ) − 1 , (26)
where the contour Cc coincides with the contour H
′ for Reω ≤ ωc. In the second equality, it is supposed
that the restrictions (24) on µ are fulfilled, i.e., we can draw the contour H ′ as depicted in Fig. 1 such
that the additional contributions from the poles do not appear. Also, in this equality, using the standard
trick we have passed from the integration over the ray ω ≥ ωc to the integration over the contour H ′ − Cc
taking into account the branch cut discontinuity of the function ωd−2ν−k on this ray. Having performed the
transformation (26), the high-temperature expansion of the first contribution in I0ν (µ) is readily evaluated.
One can develop the function ζ0+(ν, ω) on the contour H
′ as series (25). Then, substituting this development
to the integral, we obtain
∫
H′
dω
e−4piiν − 1
ζ0+(ν, ω)
eβ(ω−µ) − 1 =
∞∑
k,n=0
Γ(d+ 1− 2ν − k)ζ(d+ 1− 2ν − k − n) ζk(ν)(βµ)
n
n!βd+1−2ν−k
. (27)
As regards the second and the third contributions in I0ν (µ), their high-temperature expansion can be
obtained provided that |ω − µ| < 2π/β on the interval [0, ωc] and on the contour Cc. Subject to this
condition, the function defining the Bose-Einstein distribution can be expanded in the Laurent series in β
convergent on the integration contour. Keeping in mind that µ has been already constrained by (24), the
condition stated results in one additional inequality |µ| + ωc < 2π/β, where it is implied that the contour
Cc can be deformed into a part of the circle |ω| = ωc. Obviously, all of the mentioned inequalities can be
satisfied since β → 0. In this case,
reg
∫ ωc
0
dωζ0+(ν, ω)
eβ(ω−µ) − 1 −
∫
Cc
dω
e−4piiν − 1
ζ0+(ν, ω)
eβ(ω−µ) − 1 =
∞∑
l=−1
(−1)lζ(−l)
Γ(l + 1)
σ¯lν(µ)β
l, (28)
where
σ¯lν(µ) :=
[
reg
∫ ωc
0
dω −
∫
Cc
dω
e−4piiν − 1
]
(ω − µ)lζ0+(ν, ω). (29)
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The expression for σ¯lν(µ) can be rewritten in a more simple form, when Re ν > (d+1+ l)/2. We deform the
contour Cc so that it runs from above and below the part of the real axis [ωc,+∞) and is closed by an arch
of an infinite radius. Due to the condition on ν, the contribution from the arch vanishes and the integral
over the contour adjoining the semiaxis [ωc,+∞) can be expressed in terms of the branch cut discontinuity
of the function. Then
σ¯lν(µ) = reg
∫ ∞
0
dω(ω − µ)lζ0+(ν, ω). (30)
Similarly to how it was done for the function σ−1ν (µ), one can prove that for Re ν > (d+1+ l)/2 the function
σ¯lν(µ) has singularities in the ν plane in the form of simple poles at ν ∈ N. In case when Re ν ≤ (d+1+ l)/2,
there appears the poles at (d + l − 2ν + 2) ∈ N in addition to the poles at ν ∈ N. If the last condition is
satisfied for some ν ∈ N then there are second order poles at these points. All the rest poles of the function
σ¯lν(µ) in the ν plane are simple. The analytic properties in the ν plane of the function
σlν(µ) := reg
∫ ∞
0
dω(ω − µ)lζ+(ν, ω) (31)
coincide with the properties of the function σ¯lν(µ).
It should be mentioned that if H(ω) depends on the mass squared such that ∂m2H(ω) = −1 then the
following recurrence relations hold
∂m2H
−ν
+ = νH
−ν−1
+ , ∂m2ζ+(ν, ω) = νζ+(ν +1, ω), ∂m2Iν(µ) = νIν+1(µ), ∂m2σ
l
ν(µ) = νσ
l
ν+1(µ).
(32)
In particular, the recurrence relation (91) of [19] can be deduced from these ones.
So, in the case of the Bose-Einstein statistics, we obtain the high-temperature expansion of I0ν (µ) (cf.
[16, 19])
I0ν (µ) =
∞∑
k,n=0
Γ(d+ 1− 2ν − k)ζ(d+ 1− 2ν − k − n) ζk(ν)(βµ)
n
n!βd+1−2ν−k
+
∞∑
l=−1
(−1)lζ(−l)
Γ(l + 1)
σ¯lν(µ)β
l, (33)
If the series (25) converges for ω ≥ ωc, the convergence domain of the series (33) is determined by the
restrictions on µ specified above. The analogous expansion for the fermions reads as
I0ν (µ) =
∞∑
k,n=0
(1− 22ν+k+n−d)Γ(d+ 1− 2ν − k)ζ(d+ 1− 2ν − k − n) ζk(ν)(βµ)
n
n!βd+1−2ν−k
+
+
∞∑
l=0
(1− 21+l)(−1)
lζ(−l)
Γ(l + 1)
σ¯lν(µ)β
l, (34)
where |µ|+ ωc < π/β and the first condition in (24) should be met.
It is instructive to compare the derived expansions with the ones presented in [16, 19]. In fact, in these
papers the analytical regularization (continuation) of the integral
ζ˜+(ν, ω) :=
e2piiν − 1
2πi
Γ(ν)ζ+(ν, ω) = e
ipiν ζ+(ν, ω)
Γ(1− ν) (35)
is considered instead of ζ+(ν, ω) and so is the function
I˜ν(µ) =
eipiνIν(µ)
Γ(1− ν) (36)
instead of Iν(µ). This function is the entire function of ν subject to the restrictions imposed on the spectrum
of H(ω). In this connection, it should be noted that an inaccuracy was made in formula (35) of [16]. The
revised version of this formula is
σlν(m
2) := reg
∫ ∞
0
dωωl
∫
C
dssν−1
2πi
Trd e
−sH(ω). (37)
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Nevertheless, this inaccuracy does not affect the rest formulas of the paper. The recurrence relation of the
form (32) becomes
∂m2 I˜ν(µ) = I˜ν+1(µ), (38)
and all the rest relations can be written in a similar fashion.
For the stepless contribution from the antiparticles,
J0ν (µ) :=
∫ ∞
0
dωζ0+(ν,−ω)
eβ(ω+µ) ± 1 , (39)
we take into account that
ζ0+(ν,−ω) =
∞∑
k=0
(−1)kζk(ν)ωd−2ν−k, ω ≥ ωc. (40)
It is convenient to continue the functions ωd−2ν−k from the real axis to the complex plane just as it was done
for the contribution from the particles. Then, for bosons, we have
J0ν (µ) =
∞∑
k,n=0
Γ(d+ 1− 2ν − k)ζ(d+ 1− 2ν − k − n)(−1)
k+nζk(ν)(βµ)
n
n!βd+1−2ν−k
+
∞∑
l=−1
(−1)lζ(−l)
Γ(l + 1)
τ¯ lν(µ)β
l, (41)
where
τ¯ lν(µ) = reg
∫ ∞
0
dω(ω + µ)lζ0+(ν,−ω). (42)
If ζ0+(ν,−ω) = ζ0+(ν, ω), which is equivalent to ζk(ν) = 0 for k odd, then
I0ν (µ) + J
0
ν (µ) (43)
is an even function of µ. If ζ+(ν,−ω) = ζ+(ν, ω) then Iν(µ)+Jν(µ) is an even function of µ too. In particular,
the Ω-potential (13), which includes the contributions from particles and antiparticles, is an even function
of µ in this case.
Now we are going to show how to take into account the essentially quantum corrections ζq+(ν, ω) to the
high-temperature expansion of Iν(µ). Let us assume that, for ω → +∞, the function ζq+(ν, ω) is developed
as a series with a typical term
ωα(ν)e−aω, Re a ≥ 0. (44)
Furthermore, α(ν) decreases as the term number increases and |a| > a0 > 0. In this case, we have for bosons
Iqν(µ) :=
∫ ∞
0
dωζq+(ν, ω)
eβ(ω−µ) − 1 =
[ ∫ ω0
0
+
∫ ∞
ω0
] dωζq+(ν, ω)
eβ(ω−µ) − 1
=
∞∑
l=−1
(−1)lζ(−l)
Γ(l + 1)
βl
∫ ω0
0
dω(ω − µ)lζq+(ν, ω) +
∫ ∞
ω0
dωζq+(ν, ω)
eβ(ω−µ) − 1
=
∞∑
l=−1
(−1)lζ(−l)
Γ(l + 1)
βl
∫ ∞
0
dω(ω − µ)lζq+(ν, ω)−
∞∑
l=−1
(−1)lζ(−l)
Γ(l + 1)
βl
∫ ∞
ω0
dω(ω − µ)lζq+(ν, ω)+
+
∫ ∞
ω0
dωζq+(ν, ω)
eβ(ω−µ) − 1 ,
(45)
where one can put ω0 to be equal to µ + 2π/β for real a and µ, |µ| < 2π/β. If a is a complex number then
the integration contour has to be rotated so that it goes along the line of the steepest descent of the function
e−aω . Then the last two terms in (45) are suppressed by the exponent e−aω0 for β → 0. In what follows,
such terms will be neglected. However, it should be noted that the expansion (45) becomes asymptotic after
these exponentially suppressed terms have been cast out. The function Iqν(µ) possesses the same singularities
in the ν plane as ζq+(ν, ω) does and may have only simple poles at ν ∈ N. For fermions, the expansion can
be obtained in a similar way, whereas, in this case, |µ| < π/β and ω0 = µ+ π/β for a real.
To sum up, if we neglect the exponentially suppressed terms at β → 0, the high-temperature expansion
of Iν(µ) reads as (33), (34), where σ¯
l
ν(µ) have to be replaced by σ
l
ν(µ). This holds true for the contribution
from the antiparticles too.
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3 Descent formulas
The main tool to derive the high-temperature expansions is the heat kernel expansion technique [24] and its
various resummations [11, 46]. As a rule, the coefficients of the high-temperature expansion depend explicitly
on the Killing vector, which determines the stationarity of the space-time, singles out the privileged set of
mode functions of the quantum fields, and, consequently, determines the Fock vacuum state. However, some
coefficients turn out to be independent of the Killing vector [16, 20, 21, 24, 26, 27]. One can convince oneself
in this fact by a direct calculation, but it is easier to use the descent formulas [21] that relate the expansion
coefficients of the heat kernel in (d+1) dimensional space to the expansion coefficients of the same heat kernel
in d dimensional space. In deriving these formulas, it is supposed that the coefficients of the Laplacian type
operator (the background fields) determining the heat kernel are independent of the x0 variable. The method
connecting the Green functions in (d+1) dimensional space with the Green functions in d dimensional space
is known in mathematical physics as the descent method (see, e.g., [47]). Thus, we shall call the formulas
relating the heat kernel expansion coefficients in (d+1) dimensional space with the corresponding coefficients
in d dimensional space as the descent formulas. Similar formulas can be found in [22, 39, 48].
Consider the operator of a Laplacian type,
H =: H¯ −m2, (46)
acting on the space of square-integrable functions depending on D := d + 1 arguments. Assume that the
coefficients of this operator are independent of the variable x0, i.e., in particular, the Riemannian metric gµν
associated with this operator possesses the Killing vector ξµ∂µ = ∂x0 ,
Lξgµν = 0. (47)
Performing the Fourier transform over the variable x0 and rewriting the resulting operator H(ω) in terms of
the Killing vector, as done in (8) of [28] and (15) of [16], we arrive at
TrD(e
−τHf(x)) =
∫
dx0dω
2π
Trd(e
−τH(ω)f(x)), (48)
where f(x) is some function independent of x0 . Expanding the left- and the right-hand sides of this equation
in τ and canceling the arbitrary function f(x), we come to
√
g
∞∑
k=0
ak(x)
τk−D/2
(4π)D/2
=
√
g¯
∞∑
k=0
∫
dω
2π
e
−τ(ω
2
ξ2
−m˜2)
a˜k(ω, x)
τk−d/2
(4π)d/2
. (49)
We have resummed some terms of the heat kernel expansion into the exponent on the right-hand side as
made in (18) of [16]. Writing a˜k(ω, x) in the form (see (38) of [16])
a˜k(ω, x) =
[4k/3]∑
j=0
a˜
(j)
k (x)(g
2ω2)j/2, (50)
and integrating over ω in (49), we obtain the equality
∞∑
k=0
ak(x)τ
k =
∞∑
k=0
[2k/3]∑
n=0
a˜
(2n)
k (x)τ
keτm˜
2 Γ(n+ 1/2)√
π
. (51)
Whence, equating the coefficients at the same power of τ , we deduce the descent formula
as =
3s∑
k=0
[2k/3]∑
n=0
Γ(n+ 1/2)√
π
m˜2s+2n−2k
Γ(s+ n− k + 1) a˜
(2n)
k =
s∑
k=0
m˜2s−2k
(s− k)!
2k∑
n=0
Γ(n+ 1/2)√
π
a˜
(2n)
k+n. (52)
The left-hand side of this expression is independent of the Killing vector field and, consequently, the explicit
dependence on the Killing vector field on the right-hand side cancels out. Such a cancelation happens for
the metric of an arbitrary signature since it has a pure algebraic origin. The explicit form of the first three
formulas read as
a0 = a˜
(0)
0 , a1 = m˜
2a˜
(0)
0 + a˜
(0)
1 +
1
2
a˜
(2)
2 +
3
4
a˜
(4)
3 ,
a2 =
m˜4
2
a˜
(0)
0 + m˜
2
(
a˜
(0)
1 +
1
2
a˜
(2)
2 +
3
4
a˜
(4)
3
)
+ a˜
(0)
2 +
1
2
a˜
(2)
3 +
3
4
a˜
(4)
4 +
15
8
a˜
(6)
5 +
105
16
a˜
(8)
6 .
(53)
Notice that the coefficient at the logarithm in formulas (44), (45) of [16] (see also (130) below) coincides with
the coefficient a2 [20, 21, 24, 26, 27].
Now we prove another descent formula [21]. Let us given
TrD(e
−τHf(x)) ≈
∞∑
k=0
τk−D/2
(4π)D/2
eτm
2
∫
dx
√
gf(x)bk(x),
Trd(e
−τH(ω)f(x)) ≈
∞∑
k=0
τk−d/2
(4π)d/2
eτm
2
∫
dx
√
g¯e−τω
2/ξ2f(x)a¯k(ω, x).
(54)
Then, substituting these asymptotic expansions to (48) and equating the terms at the same powers of τ , we
find [21]
bk =
2k∑
n=0
Γ(n+ 1/2)√
π
a¯
(2n)
k+n, (55)
where a¯
(j)
k are determined in the same way as a˜
(j)
k in formula (50). The coefficients a¯k(ω, x) can be expressed
in terms of a˜k(ω, x) with the aid of the equality
∞∑
k=0
eτ(m˜
2−m2)a˜k(ω, x)τ
k =
∞∑
k=0
a¯k(ω, x)τ
k, (56)
where the left-hand side has to be expanded in a series in τ . The descent formula (55) follows from (52) at
m˜ = 0.
The descent formulas (55) enable us to prove an interesting property of the high-temperature expansion.
If we expand the terms in the free energy standing at the zeroth power of temperature and at the negative
powers of the effective mass squared m˜2 in the inverse powers of m2 then the coefficients of the expansion will
be independent of the Killing vector field. The resulting asymptotic series in m−2 is the standard large mass
expansion of the effective action at zero temperature. This may serve as an indirect verification of formulas
(41), (42) of [16] for the contribution of the stepless part of ζ+(ν, ω) and, in general, of the correctness of the
energy cutoff regularization scheme.
Indeed, according to formulas (41), (42) of [16], the terms described above are of the form
Fb =
∫
dx
√
|g|
(4π)d/2
∞∑
k,j=0
(−1)ka˜(j)k m˜D+j−2k
Γ(k − (D + j)/2)
4Γ
(
(1− j)/2) + · · · , (57)
where the ellipses denote the remaining terms. The same formula, but with an opposite sign, holds for
fermions too. Being rewritten through m2, this expression reads
Fb =
∫
dx
√
|g|
(4π)d/2
∞∑
k,j=0
(−1)ka¯(j)k mD+j−2k
Γ(k − (D + j)/2)
4Γ
(
(1− j)/2) + · · · . (58)
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Now, taking into account that a¯
(j)
k = 0 for j odd, we can write this formula as
Fb =
∫
dx
√
|g|
(4π)d/2
∞∑
k=0
[2k/3]∑
n=0
(−1)k a¯(2n)k mD+2n−2k
Γ(k − n−D/2)
4Γ(1/2 − n) + · · · =
=
∫
dx
√|g|
2(4π)D/2
∞∑
k=0
(−1)kmD−2kΓ(k −D/2)
2k∑
n=0
Γ(n+ 1/2)√
π
a¯
(2n)
k+n + · · · =
=
∫
dx
√
|g|
2(4π)D/2
∞∑
k=0
(−1)kmD−2kΓ(k −D/2)bk(x) + · · · ,
(59)
where, in the last equality, we have exploited the descent formula (55). The last formula is the standard
form of the expansion of the effective action at zero temperature in the inverse powers of a large mass. This
expansion can be found, for example, in (6.42) of [23]. The difference in sign (−1)k results from the different
definition of a¯k (compare (54) with (6.39) of [23]). Note that formula (57) is correct for D odd. As far as
even D is concerned, one ought to get rid of all the terms, which are singular due to the gamma function
in the numerator, i.e., all the terms at the nonnegative powers of the mass. So, we see that if D is odd,
the finite part of the effective action at zero temperature (without the non-perturbative corrections) being
expanded in asymptotic series in the inverse powers of a large mass m does not depend on the Killing vector.
If D is even, this is valid for the terms at the negative powers of m2 and the logarithmic term only. Later
on, when we derive the explicit expressions for the non-perturbative contributions to the high-temperature
expansion, we shall turn back to the interpretation of this result.
4 Non-perturbative corrections induced by a scalar field
4.1 Perturbation theory
Now we apply the general formulas obtained above to the concrete model. Consider a massive scalar field
on a stationary gravitational background at a finite reciprocal temperature β. For simplicity, we restrict
our considerations to the case of a vanishing chemical potential. In the adapted coordinates, where ξµ =
(1, 0, 0, 0), the free energy F takes the standard form
e−βF := Tr e−βH, H =
∫
Σ
dΣµT
µ
ν ξ
ν =
∫
dx
√
|g|T 00 , (60)
where T µν is the energy-momentum tensor, Σ is the Cauchy surface, which we take to be x0 = const. The
operator H is the Hamiltonian of the scalar field expressed in terms of the creation-annihilation operators
associated with the stationary mode functions (uα, u¯α). These mode functions are the eigenvectors of the
Lie derivative with respect to the Killing vector (see, e.g., [3, 6, 18])
iLξuα = ωαuα, (61)
viz., they depend on time as e−iωat in the adapted system of coordinates. The mode functions corresponding
to the energy ω span the kernel of the Klein-Gordon operator,
H(x, y) = (−∇2x −m2)
δ(x− y)
|g|1/4(x)|g|1/4(y) =
= |g|−1/4(x)
[
−|g|−1/4(x)∂µ
√
|g|gµν∂ν |g|−1/4(x)−m2
]
δ(x− y)
|g|1/4(y) , (62)
where all the time derivatives should be replaced by −iω. This operator, which we denote as H(ω), must be
supplemented by the appropriate boundary conditions. To simplify further calculations, we assume that the
system considered is large enough to neglect the boundary effects or the space represents a compact manifold
without boundary. The operator H(ω) is of a Laplacian type, it is Hermitian with respect to the measure
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√
|g| on the square-integrable functions depending on x, and possesses the spectrum bounded from above at
fixed ω.
The one-loop correction to the free energy can be cast into the form (12) with µ = 0. As we derived in
the previous section, the high-temperature expansion is written as (33), (34) with the replacement σ¯lν → σlν ,
when the exponentially suppressed contributions are neglected. The first terms in (33) and (34) (i.e., the
terms in these formulas that are proportional to the product of the gamma and zeta functions) were found
in [16, 20, 21, 24–27, 32]. They are determined by a stepless part of ζ+(ν, ω) and can be obtained with
the help of the asymptotic heat kernel expansion in the large mass m. In order to find the second terms of
the high-temperature expansions (33) and (34), one needs a non-perturbative (that is not in the form of an
asymptotic series in τ) expression for the heat kernel exp(−τH(ω)) taken on the diagonal.
Hamiltonian. The heat kernel is a mere evolution operator with the Hamiltonian H(ω) taken at the imag-
inary time −iτ . Therefore, in order to find the approximate, but non-perturbative (in the sense mentioned
above), expression for it, we can employ the standard perturbation theory in quantum mechanics assuming
that the coefficients of H(ω) are nearly constant. For the reader convenience and for the conformity of
notation we describe such a perturbation theory in Appendix B in some detail. In order to use the ordinary
formulas of quantum mechanics and to take completely into account the dependence of the heat kernel on
the metric, we shall work with the operators self-adjoined with respect to the standard scalar product with
a trivial measure (not
√
|g|). To this end, one has to perform a similarity transform changing the measure
and making it trivial. As a result, the operator H(ω) passes to H˜(ω) (see [28] for details, the Euclidean
version see in [29]),
− H˜ = g¯−1/4(pi + ωgi)
√
g¯g¯ij(pj + ωgj)g¯
−1/4 +
1
2
∇¯ihi + 1
4
hih
i − ω
2
ξ2
+m2 =
= (pi + ωgi)g¯
ij(pj + ωgj) +
1
2
∂i(g¯
ij∂j ln
√
g¯) +
1
4
∂i ln
√
g¯g¯ij∂j ln
√
g¯ +
1
2
∇¯ihi + 1
4
hih
i − ω
2
ξ2
+m2, (63)
where pi := −i∂i, ξ2 = gµνξµξν , gµ := ξµ/ξ2, hµ := ∂µ ln
√
ξ2, and the relations (4) hold. The connection
∇¯i is constructed by the use of the positive-definite metric g¯ij . Then the heat kernel and its trace become
G(ω, τ ;x,y) := 〈x|e−τH˜ |y〉, Tr e−τH˜ =
∫
dx〈x|e−τH˜ |x〉, (64)
respectively. Henceforward, it will be convenient to change the sign of the Hamiltonian and regard −H˜
as the generator of evolution instead of H˜. In that case, the quantum mechanical evolution operator is
exp(−is[−H˜]). Putting s = iτ , we obtain the heat kernel from the latter operator.
System of coordinates. According to the general procedure expounded in Appendix B, it is necessary
to split the Hamiltonian (63) into the free part H0, quadratic in the variables x
i(τ) and pi(τ), and the
perturbation V . Besides, we demand that, for an every finite order of the perturbation series, the approximate
evolution operator possesses all the symmetries of the exact evolution operator. In our case this means that
the contributions of the perturbation theory are to be written in a general covariant form in terms of
the metric gµν and the Killing vector ξ
µ, which defines the vacuum state as described above. Since the
perturbation theory will represent a certain expansion in derivatives of the coefficients of the operator H˜,
we need to define a covariant gradient expansion. With this end in view, we introduce the Riemann normal
frame of the metric g¯ij with the origin at the middle of the geodesic of the metric g¯ij connecting the points x
and y (the so-called midpoint prescription). This system of coordinates is not uniquely defined: apart from
the global Euclidean rotations in space around the origin, one can change the time variable as t→ t+ϕ(x),
where ϕ(x) is some smooth function of x (see [34], Sec. 88, for details). Under the latter transform, the
fields gi are changed by a gradient of the function ϕ(x) similarly to the electromagnetic potentials. Let us
seize this opportunity to redefine t and impose the Fock gauge on gi:
gi(x)x
i = 0 ⇔ gi(x) =
∞∑
n=1
n
(n+ 1)!
xj1 · · · xjn∂j1 . . . ∂jn−1fjni, (65)
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in the Riemann normal frame specified above. The tensor fµν is defined in (5). These conditions fix
unambiguously (up to global space rotations) the system of coordinates in the spacetime. This allows us
to restore in a unique way the general covariant expressions from the derivatives of g¯ij and gi taken at the
origin of the frame [49]. For instance,
g¯ij = δij +
1
3
R¯ikjlx
kxl + · · · ,
1
2
∂i(g¯
ij∂j ln
√
g¯) +
1
4
∂i ln
√
g¯g¯ij∂j ln
√
g¯ = −1
6
R¯− 1
6
∇¯iR¯xi + 1
2
r¯ijx
ixj + · · · ,
r¯ij :=
1
5
(1
3
R¯ikR¯
k
j −
1
6
R¯klR¯kilj − 1
6
R¯ mnki R¯jmnk −
1
4
∇¯2R¯ij − 3
4
∇¯ijR¯
)
,
(66)
where we have employed the formulas for the developments of g¯ij and g¯ in the Riemann normal coordinates
(see, e.g., [28, 29, 49, 50]). The tensor R¯ijkl, its covariant derivatives, and contractions constructed with the
help of the metric g¯ij are expressed through the curvature tensor Rµνρσ of the metric gµν , the Killing vector
ξµ, and their covariant derivatives and contractions (see, e.g., Appendices in [13, 16, 28]).
Free Hamiltonian. Now we need to single out unambiguously the quadratic part H0 of the Hamiltonian
and define the power counting scheme for the diagrams. The quadratic part H0 determines the base of the
perturbation theory and its propagators, while the power counting scheme allows us to order the infinite set of
diagrams and distinguish the most relevant ones under the assumption of smallness of the field derivatives.
In many respects this procedure is analogous to the effective field theory approach [51, 52], but slightly
simpler as long as we consider quantum mechanics with a finite number of degrees of freedom. In order to
introduce such a grading, we shall make, at first, some estimations of the typical magnitudes of the structures
appearing in the expansion of the coefficients of the operator H˜.
Let L be a characteristic scale of variations of the gravitational field. For example, for a spherically
symmetric metric, this quantity is of the order of the distance from the center of a gravitating object to
the point where the derivative expansion is sought. In the weak field limit, at a large distance from the
gravitating object, where
ε := 1− ξ2 ∼ rg/L≪ 1, (67)
we can use the expressions given in [34], Sec. 105. As a result, we have
∂i ∼ r−1 ∼ L−1, hi ∼ ε/L, R¯ij ∼ ε/L2, fij ∼ ε2/L, etc. (68)
for solutions to the Einstein equations. The estimation of fij has been obtained for the maximal (critical)
value of the angular momentum of a gravitating object J = Mrg/2, where M is a mass of a body and rg
is the Schwarzschild radius. In the strong field limit, where ε ≈ 1, i.e., near the ergosphere, we can use the
Kerr solution to find the estimations. In this case, the most relevant contributions come from the terms
containing the negative powers of ξ2 and the derivatives acting on ξ−2, viz.,
∂i ∼ hi ∼ ξ−2/L, fij ∼ ξ−4/L, ∇¯ihj ∼ R¯ij ∼ ξ−4/L2, etc. (69)
In the weak field limit, the condition of slow variation of the fields gµν and ξ
µ turns into
|ω|L≫ 1. (70)
As follows from (69), in the strong field limit, ε ≈ 1, this condition is substituted for
ξ2|ω|L≫ 1, (71)
i.e., the derivatives of g¯ij and gi are made dimensionless with the aid of the appropriate power of ω. Further,
we shall see that this is indeed the case.
We specify the free Hamiltonian H0 determining the base of a perturbation theory by imposing the
following two requirements:
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1. H0 is no more than quadratic in x
i(τ) and pi(τ);
2. H0 is quadratic in ω and pi, and does not include the terms at lower powers of ω and pi (apart from
the constant term m2).
The first condition is necessary to construct the perturbation theory stated in Appendix B. It is concerned
with the fact that, for the systems that do not possess some special symmetries, i.e., for a general background,
a general solution to the Heisenberg equations can be constructed only for the quadratic Hamiltonians. The
second condition is related to the requirement that the free Hamiltonian must include the most relevant
terms in the short-wave approximation (71). As we shall see below (80), pi ∼ ω for the solutions to the
Heisenberg equations. The term m2 is taken into account non-perturbatively since usually m2L2 ≫ 1. On
the other hand, the inclusion of the terms at lower powers of ω and pi into H0 is unjustified since these
small corrections are overlapped by the succedent terms of the perturbation series2. The Hamiltonian H0
containing all the terms satisfying the above two conditions is uniquely defined
H0 =
(
pi +
1
2
xjωfji
)2 − ω2(ξ−2 + bixi + 1
2
Eijx
ixj
)
+m2, (72)
where
bi := ∂iξ
−2
∣∣∣
x=0
= −2ξ−2hi, Eij := ∂ijξ−2
∣∣∣
x=0
= ξ−2(4hihj − 2∇¯ihj). (73)
Recall that we changed the overall sign of the Hamiltonian.
The first condition imposed on the Hamiltonian H0 looks rather technical and requires some extra sub-
stantiations. First of all, recall that our chief goal is to obtain the generating functional of one-particle
irreducible Green functions (the effective action) at a finite temperature and small external momenta. In
constructing the effective action with the aid of the background field method, the background metric has not
to be a solution of the classical equations of motion (the Einstein equations), in general. So as to find
δnΓ[gµν ]
δgµ1ν1 · · · δgµnνn
∣∣∣
gµν=g
(0)
µν
, g(0)µν ≈ ηµν , (74)
at small external momenta we only need a sufficiently wide class of metrics slowly varying in space. It is clear
that the quadratic approximation described above works well for stationary metrics closely approximated
by, for example,
g¯ij = δij , gi =
1
2
xjfji, g00 = 1; g¯ij = δij , gi = 0, g
−1
00 = c+ bix
i +
1
2
Eijx
ixj , (75)
in the adapted system of coordinates. In the first case, the quadratic approximation gives the exact answer,
whereas in the second case the fulfillment of the condition (71) is implied. It is also reasonable to expect
that the quadratic approximation is good enough for the solutions to the Einstein equations, when the
metric varies slowly (see the approximation [11] and its numerical verifications in [14, 56] and others). In
terms of the contributions of classical trajectories to the evolution operator (see [33] for details), the quadratic
approximation accurately describes the two leading contributions: the contribution from the shortest geodesic
of a given energy connecting the points x and y (this provides the Thomas-Fermi contribution to ζ+(ν, ω))
and the contribution from the geodesic of a fixed energy connecting the points x and y, reflected once from
the turning point (this provides an oscillating contribution to ζ+(ν, ω)). For example, the approximation
made should work well for the potential of two spherically symmetric gravitating bodies in the vicinity of the
point where the attractive force is approximately zero. In the neighbourhood of this point, the gravitational
2Note in this connection that such terms were taken into account non-perturbatively in the papers [16, 28] without a rigorous
evaluation of the subsequent terms of the perturbation series. As a result, the wrong conclusion was made on instability of a
massless scalar field on stationary gravitational backgrounds. For the case of a spherically symmetric metric [53], this formally
appeared as that the quasiclassical estimations were applied to a non quasiclassical potential ~2r′′(x)/r(x) vanishing in the
classical limit. The general proof of stability of a massless scalar field on a stationary gravitational background can be found,
for example, in [6], Sec. 17. Also notice that the well-known corrections to the mass squared like R/6 [50, 54, 55] or R/4 [6] are
proportional to ~2 and must be taken into account perturbatively too.
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potential along the line connecting the centers of the gravitating bodies has the form of an inverted parabola.
Consequently, there are complex classical trajectories under the potential barrier, which are “wound” around
this parabola. According to the general results of ([33], see also [57]), the contributions of such trajectories
are represented by oscillating exponentially suppressed terms in ζ+(ν, ω).
Usually, in QFT, the particle creation process (in our case, the creation of particles by a gravitational
field [3, 4, 58, 59]) is related to such trajectories in the sense that the module of the matrix element between
the vacuum state of a scalar field in a flat spacetime and the vacuum state defined with respect to the
creation-annihilation operators associated with the stationary mode functions, which take into account the
interaction with gravity, is less than unity. This fact can be revealed by the presence of imaginary terms
in the effective action constructed in an appropriate way. Note that in the framework we develop, which
is based on the representation of a free energy (6), (13), the imaginary contributions to the free energy are
absent by virtue of the fact that (13) is real. However, if one uses the Schwinger representation
ζ(ν, ω) :=
∫ ∞
0
idτ
Γ(ν)
(iτ)ν−1 Tr e−iτ [H˜(ω)−i0], (76)
where that integral is understood in the sense of analytical regularization over ν by analogy with the gener-
alized function (x− i0)−ν [31], then the effective action at a finite temperature, formally constructed as (13)
with the replacement of ζ+(ν, ω) by ζ(ν, ω), will possess imaginary terms. A more detailed investigation of
this question will be given elsewhere.
Ingredients of the perturbation theory. The Hamiltonian H0 determines the averages and propagators
(177) in the interaction picture and the matrix element 〈out|in〉, where the states |in〉 and |out〉 are specified
in (170) and (171). The explicit expressions for these ingredients of the perturbation theory can be obtained
for an arbitrary quadratic Hamiltonian. Nevertheless, to simplify the subsequent formulas we consider the
case when
[E, f ] = 0 ⇒ f = −iHυ1[iυ¯1j], E = λ1υ1(iυ¯1j) + λ2υ2i υ2j . (77)
The vectors υ1i , υ¯
1
i , and υ
2
i are orthonormal with respect to the standard Hermitian scalar product, the
overbar denotes complex conjugation, the vector υ2i having real components. Also, for definiteness, we
assume that λ1 < 0 and λ2 > 0. In a weak gravitational field, this relations hold for a vacuum solutions to
the Einstein equations (see (48) of [28]). In that case, we obtain [28] (for the Euclidean version see [29])
〈out|in〉 = (4πis)−d/2 det
(sin(sωκ)
sωκ
)−1/2
eiS(s,σ¯i)−ism
2
,
S : =
1
4
σ¯ωκ ctg(sωκ)σ¯ − 1
2
(
σ¯
2
− bE−1)ωκ(ctg(sωκ)− esωf
sin(sωκ)
)
(
σ¯
2
+ E−1b)− s
2
ω2bE−1b+
+
ω
2
bE−1fσ¯ + s
ω2
ξ2
,
(78)
where σ¯i = xi − yi = 2xi = −2yi and κ :=
√
−f2 − 2E. By construction, the above expression for the
matrix element 〈out|in〉 is a bi-density with respect to the coordinates x and y. So as to obtain the bi-scalar,
one has to multiply this expression by
∆¯1/2(x,y) = g¯−1/4(x)g¯−1/4(y), (79)
where ∆¯(x,y) is the covariant van Vleck determinant for the metric g¯ij . Notice that the formula (30) of [28]
contains a misprint in the sign of the expression standing in the exponent: exp(−iω±τ) should be substituted
for exp(iω±τ).
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The averages and the propagators (177) are written as (see Appendix B)
x¯(τ) =
sin(τωκ)
sin(sωκ)
e(s−τ)ωf (x0 + x) +
sin((s − τ)ωκ)
sin(sωκ)
e−τωf (x0 + y)− x0,
p¯(τ) =
ωκ
2
cos(τωκ)
sin(sωκ)
e(s−τ)ωf (x0 + x)− ωκ
2
cos((s− τ)ωκ)
sin(sωκ)
e−τωf (x0 + y)− 1
2
ωfx0,
Dxx(τ1, τ2) =
2
ωκ
[
θ(τ1 − τ2)sin((s− τ1)ωκ) sin(τ2ωκ)
sin(sωκ)
+ θ(τ2 − τ1)sin(τ1ωκ) sin((s− τ2)ωκ)
sin(sωκ)
]
eωf(τ2−τ1),
Dxp(τ1, τ2) =
[
θ(τ1 − τ2)sin((s− τ1)ωκ) cos(τ2ωκ)
sin(sωκ)
− θ(τ2 − τ1)sin(τ1ωκ) cos((s− τ2)ωκ)
sin(sωκ)
]
eωf(τ2−τ1),
Dpp(τ1, τ2) =− ωκ
2
[
θ(τ1 − τ2)cos((s− τ1)ωκ) cos(τ2ωκ)
sin(sωκ)
+ θ(τ2 − τ1)cos(τ1ωκ) cos((s − τ2)ωκ)
sin(sωκ)
]
eωf(τ2−τ1),
(80)
where x0 = E
−1b and x = −y. We shall depict the propagators Dxx and the averages x¯ by solid lines on
the Feynman graphs. The propagators Dpp and the averages p¯ will be denoted by dashed lines, while for
the propagators Dxp the half solid half dashed lines will be used. On developing the Hamiltonian (63) as a
covariant Taylor series and casting out the quadratic part H0, we can distinguish four types of vertices:
V2p : ∼ αn, V1p : ∼ αn, Vx : ∼ αn, V0 : ∼ αn+2, (81)
where n is the number of x lines joined to the vertex and the dots denote possible additional solid lines. The
vertices of the types V2p and V1p have no less than two x lines joining to the vertex, while the vertices Vx
possess no less than three such lines. The ordering of operators in the vertex is taken into account by the
infinitesimal shifts of the time arguments of operators. The time arguments are shifted in such a way that
the T -ordering places them in the proper order as they stand in the Hamiltonian (see, for instance, (201)).
Let us introduce a grading on the set of diagrams. We attribute, formally, every vertex by the coupling
constant αn, where n is the number of derivatives of the fields g¯ij and gi in the vertex. As an example, see
(81) and the vertices of the order α2 in (201). For the vertices V2p, V1p and Vx, the power of α is equal to
the number of the lines Dxx and Dxp joining by the x leg to the vertex. As for the V0 type vertices, one
should keep in mind the fact that the vertex without external lines has already the order α2. The order of
the whole diagram in α is defined as the product of the “coupling constants” αn of all the vertices of the
diagram. The order of the diagram in ω is defined as
Ep + Ipp − Ixx + Vx − V2p − V0, (82)
where Ep is the number of the external p lines, while Ipp and Ixx are the numbers of the internal lines Dpp
and Dxx, respectively. The numbers of the corresponding vertices are denoted by Vx, V2p, and V0. Formula
(82) easily follows from the explicit expressions for the averages and propagators (80). This formula also
allows for the fact that the integral over τ in the vertex produces extra ω−1. It can be seen from that the
proper-time τ enters the arguments of the trigonometric functions and exponents in the combination τω.
Having redefined τ → ω−1τ , the arguments of the functions mentioned cease to depend on ω, and every
integration over τ results in ω−1 after that. It follows from (82) that every closure of the external lines into a
loop diminishes the order of a diagram in ω by one. Thus, in order to find the contributions to the connected
part of the evolution operator matrix element (187), one ought to draw all the connected tree diagrams of
a given order in α, which determines the order of the diagrams in derivatives. The tree diagrams give the
leading contribution in ω. Then, the external lines are closed into loops, which results in the corrections to
the tree contribution of the order of ω−L, i.e., the expressions will look like
ω1−2V0−Lf(sω), (83)
where f(x) is some function independent of s and ω specified by the Feynman rules, while L is the number of
loops. The loop expansion is equivalent to the quasiclassical procedure for expansion in ω−1 or ~ elaborated
in [60, 61].
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In the paper [28], it was verified by the explicit calculation that the development in s of the evolution
operator ensuing from the perturbation theory described above reproduces the standard asymptotic expansion
of the heat kernel (see, e.g., [22]). As a matter of fact, in order to reproduce all the terms of the asymptotic
expansion of a given order n in derivatives, one has to calculate all the contributions of the perturbation
theory up to the order αn. The resultant perturbation theory is rather cumbersome even for the diagonal
matrix elements of the evolution operator. In Appendix B, we provide all the terms of the perturbation
series of the order α2 for the logarithm of the heat kernel diagonal (see (209)-(218)). Nevertheless, such a
perturbation theory, as it is formulated in Appendix B, admits a simple realization in a computer program.
The only technical issue, which could arise, is the evaluation of the integrals in vertices. However, as seen
from (80), in our case the integrals of the perturbation theory are reduced to the integrals of a product of
exponents, which are easily calculated analytically (see formulas (204) and (206)).
4.2 Non-perturbative corrections
The purpose of our investigation is to derive the explicit expression for the divergent and finite parts of the
high-temperature expansion of a free energy. For a four dimensional spacetime, it implies we need to find all
the contributions of the perturbation theory for the heat kernel with fourth derivatives of the fields, i.e., up
to the order α4. The prospects are rather ominous having in view the explicit expressions for the terms of the
order of α2 (see (209)-(218)). Fortunately, as we shall see below, the higher contributions of the perturbation
theory are not necessary for our aim. In fact, a good approximation for the high-temperature expansion to
the order we consider can be obtained by a mere combination of the results of the papers [16] and [28]. It
is important at this point that the higher orders of perturbation theory do not change the arrangement of
singularities of the evolution operator in the s plane (see (80)).
According to the general results of the previous sections (33), (34), and (45), so as to find the high-
temperature expansion, it is sufficient to obtain the explicit expressions for the functions σlν defined in (31)
provided we neglect exponentially suppressed terms at β → 0. The first terms in the expansion (33), (34)
were found in [16] up to the required order in β. To simplify the calculations and to adjust the notation to
[16], we shall use the normalization (36), (37). At coinciding arguments, the Gaussian contribution (78) to
the diagonal of the heat kernel can be cast into the form
〈x|e−τH˜(ω)|x〉 ≈ G0(ω, τ ;x,x) = e
3pii/2
(4π)3/2
ω3/2
√
H2 − 2λ1
sh(τω
√
H2 − 2λ1)
(sin(τω√2λ2)√
2λ2
)−1/2
eS0+τm
2
, (84)
where
S0 = ω
[
b2⊥
2λ21
√
H2 − 2λ1
(
cth(τω
√
H2 − 2λ1)− ch(τωH)
sh(τω
√
H2 − 2λ1)
)
−
b2‖
2λ22
√
2λ2 tg(
τω
2
√
2λ2)−
− τω
( 1
ξ2
− b
2
⊥
2λ1
−
b2‖
2λ2
)]
,
(85)
and b‖ = υ
2
i bi, b
2
⊥ = biυ
1
(iυ¯
1
j)bj . Notice that the misprint was made in formula (56) of [28]: one has to
exchange th ↔ cth in this formula. The branch of the multivalued function (84) in the complex τ plane is
specified by the conditions that the function G0(τ) should be holomorphic in the strip Re τ ∈ (−π/ω
√
2λ2, 0),
it should be real-valued on the segment of the real axis belonging to this strip, and the system of cuts is
to be symmetric with respect to the reflection in the real axis. Consequently, the structure of singularities
of the function G0(τ) looks as depicted in Fig. 2 and the square root of the sine in (84) is defined as
x−1/2 = |x|−1/2e− arg(x)/2, where arg x ∈ [0, 2π). Later on, it will be convenient to continue (84) analytically
to the complex ω plane. Then we shall define ω3/2 as an analytic function with the cut along ω < 0, i.e., the
principal branch of the function ω3/2 will be taken.
4.2.1 Massive case
Partition of the contour. Let us consider, at first, the massive case m2 > 0, mL≫ 1. We shall assume
that the singularities of the functions G(τ) and G0(τ) are located at the same points of the τ plane (this is
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b)
c)
Figure 2: The structure of singularities of the function G0(ω, τ ;x,x) and the integration contours in the τ plane after the
variable τ has been stretched τ → ω−1τ . Fig. a): The level lines of the real part of the function S0 + τm
2/ω are depicted
for the case when the inequality (100) holds. The concrete values are taken to be L = 1, ε = 10−2, H = ε2/L, λ1 = −ε/L
2,
λ2 = 2ε/L
2, g2s = 1 + ε, b‖ = 2ε/L, b⊥ = ε/(2L), ω = 4, and m = 2. In the massless case m = 0, the level lines look similarly.
The dotted circle of the radius (mgegs)
−1 designates the convergence domain of the series (88). Note that the form of the
contour Cge is “duplicated” with a period of two singular points on the real axis, i.e., it approaches the singular points as drawn
in Fig. c) at τ = (2n − 1)/(mgegs), n ∈ N. Fig. b): The enlarged part of Fig. a) in the vicinity of the singular point on the
imaginary axis. The lines of the steepest descent are depicted by dashed lines. They intersect at the saddle points. The contour
Cgm is deformed and passes along the line of the steepest descent through the saddle points. The dotted lines are the level
lines of the relative error arising due to the replacement of S0 + τm
2/ω by the three leading terms of the Laurent series in the
neighbourhood of the singular point. Fig. c): The same as in Fig. b), but for the vicinity of the singular point on the real axis
in the massless limit m = 0.
the case at any finite order of the perturbation theory) and have the same “structure”. Also we shall suppose
that the nearest to the origin singularity lies on the real axis of the τ plane and rather than on the imaginary
axis, that is we assume
√
H2 − 2λ1 <
√
2λ2. Usually, this inequality is satisfied (see (48) of [28]) in the weak
field limit. Then the integral determining ζ˜+(ν, ω) is rewritten as∫
C
dττν−1
2πi
Tr e−τH˜(ω) =
∫
C1
dττν−1
2πi
Tr e−τH˜(ω) +
∫
C¯1
dττν−1
2πi
Tr e−τH˜(ω), (86)
where C = C1 ∪ C¯1 and the contour C1 goes from the point i/(mgegsω) to the point −i/(mgegsω) passing
the origin of the τ plane from the left. Henceforth, we use the convenient notation
mge :=
√
2λ2
πgs
, mgm :=
√
H2 − 2λ1
πgs
, (87)
and also gs := (gµg
µ)1/2. Notice that m2ge and m
2
gm are not expressible in a covariant way in terms of the
metric gµν , its curvature, and their contractions. This can be easily checked by considering m
2
ge and m
2
gm
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at the origin of the system of coordinates we work. The expressions for m2ge and m
2
gm do not depend on g¯ij ,
whereas any scalar possessing the dimension m2 constructed solely in terms of the metric does depend on
g¯ij and its derivatives of the second and higher orders taken at the origin of this frame.
In virtue of the assumption on the structure of singularities of G(τ), the heat kernel can be developed as
a convergent series in τ on the contour C1:
Tr e−τH˜(ω) = eipid/2
∞∑
k=0
∫
dx
√
g¯
(4π)d/2
a¯k(ω, x)τ
k−d/2e−τ(g
2ω2−m2), (88)
where we have saved out the exponential factor from the series. The expression standing in the exponent gives
the major contribution in the short-wave approximation and is determined by this condition unambiguously.
Also if we redefine the variable ω → mω and take into account that mL is a very large quantity then, at the
leading order, we come to the expression standing in the exponent again. So it is that form which is suitable
for the large mass or the short-wave expansions. As a result, the contribution from the contour C1 becomes
∫
C1
dττν−1
2πi
Tr e−τH˜(ω) = eipid/2
∞∑
k=0
∫
dx
√
g¯
(4π)d/2
a¯k(ω, x)×
×
[ ∫
C
dτ
2πi
τk+ν−1−d/2e−τ(g
2ω2−m2) −
∫
C¯1
dτ
2πi
τk+ν−1−d/2e−τ(g
2ω2−m2)
]
. (89)
The contribution of the first term in the square brackets provides the stepless part of ζ˜+(ν, ω). It is this
contribution which was found in [16]. The second term in the square brackets leads to an appearance of
the essentially quantum oscillating contributions (44) to ζ˜+(ν, ω). These contributions and the contributions
coming from the second term in (86) were not taken into account in [16]. Notice that the series in (89)
consisting of the contributions from the first term in the square brackets does not converge. It is an asymptotic
series. Only does the inclusion of the exponentially suppressed atm2 →∞ terms (the contributions of the the
second term in the square brackets) make the series (89) convergent. A wrong impression may also arise that
the contribution of the second term in the square brackets in (89) cancels out the second term in (86). This
is not the case as the order of the summation over k and integration over τ are not interchangeable in (89).
Often, carrying out considerations on the so-called physical level of rigor, one disregards such mathematical
“subtleties”. However, they are relevant in our case. Further, we shall ascertain that these two contributions
to ζ˜+(ν, ω) and, correspondingly, to the free energy are represented by different expressions.
Contour C1. Thus, we can distinguish three types of terms in σ˜
l
ν : the two contributions (89) from the
contour C1 and the contribution (86) from the contour C¯1. The first contribution coming from the integration
along the contour C was found in [16]. Denoting by τ˜ lν the contribution of the stepless part of ζ
0
+(ν, ω) to
σ˜lν , we have (see (33) of [16])
τ˜ lν = e
ipiν
∞∑
k,j=0
(−1)k
∫
dx
√|g|a˜(j)k
(4π)d/2
Γ(k + ν − (D + j + l)/2)
2Γ
(
(1− j − l)/2)gls m˜
D+j−2ν−2k+l =
= eipiν
∞∑
k,j=0
(−1)k
∫
dx
√|g|a¯(j)k
(4π)d/2
Γ(k + ν − (D + j + l)/2)
2Γ
(
(1− j − l)/2)gls m
D+j−2ν−2k+l,
(90)
where j ≤ [4k/3]. In the last equality, we have expanded the expression inm2 instead of m˜2. The introduction
of the effective mass allows us to simplify drastically the calculation of higher terms of the heat kernel
expansion, but the assignment of a physical sense to it is not always warrantable (see the footnote on p. 15).
So, the two other contributions to σ˜lν are left to calculate. Let us start with the second term in (89).
Recovering the explicit dependence of the coefficients of the heat kernel expansion on ω as in (50), we see
that we need to take the integral,
eipid/2gjs
(4π)d/2
∫ ∞
0
dωωl+j
[ ∫
C¯+1
dτ
2πi
+
∫
C¯−1
dτ
2πi
]
τk+ν−1−d/2e−τ(g
2ω2−m2), (91)
21
in order to find the contribution to σ˜lν . The contour C¯
+
1 goes to the point i/(mgegsω) and the contour C¯
−
1
goes from the point −i/(mgegsω) so that the integrals over τ converge.
Consider the first integral. Rotate the integration contours in the ω and τ planes in such a way that during
this rotation the integral remains convergent and its value is left unchanged. In the ω plane we rotate the
integration contour clockwise by the angle π/2, while in the τ plane we rotate the contour counterclockwise
such that it runs along the real axis from −∞ to −1/(mgegs|ω|) after the rotation. Recall that the function
τk+ν−1−d/2 has a branch cut discontinuity for τ > 0. The integration contour in the τ plane does not intersect
this branch cut during the rotation. Thus we come to
eipid/2gjs
(4π)d/2
∫ ∞
0
dωωl+j
∫
C¯+1
dτ
2πi
τk+ν−1−d/2e−τ(g
2ω2−m2) =
= (−i)l+j+1 (−1)
k+1
2πi
eipiνgjs
(4π)d/2
∫ ∞
0
dωωl+j(g2ω2 +m2)d/2−ν−kΓ
(
k + ν − d/2, g
2ω2 +m2
mgegsω
)
, (92)
where Γ(α, x) is the incomplete gamma function. The last integral can be also obtained by a straightforward
calculation. At that, it is convenient to add −i0 to the terms standing in the round brackets in the exponent.
Analogously, for the second integral, we rotate counterclockwise the integration contour in the ω plane by
the angle π/2, while in the τ plane we rotate the contour clockwise such that it goes along the real axis from
−∞ to −1/(mgegs|ω|) after the rotation. Then we have
eipid/2gjs
(4π)d/2
∫ ∞
0
dωωl+j
∫
C¯−1
dτ
2πi
τk+ν−1−d/2e−τ(g
2ω2−m2) =
= il+j+1
(−1)k
2πi
eipiνgjs
(4π)d/2
∫ ∞
0
dωωl+j(g2ω2 +m2)d/2−ν−kΓ
(
k + ν − d/2, g
2ω2 +m2
mgegsω
)
. (93)
Adding the above two expressions and performing a change of the variable, we arrive at
(−1)keipiν sin[π(l + j + 1)/2]
π(4π)d/2gl+1s
mD−2ν−2k+l+j
∫ ∞
0
dωωl+j(ω2+1)d/2−ν−kΓ
(
k+ ν− d/2, m
mge
(ω+ω−1)
)
. (94)
Remark that this expression is equal to zero for (l + j) odd. Moreover, since a¯
(j)
k = 0 for j odd, this
contribution vanishes for l odd. Also we see from this formula that the contribution considered is essentially
quantum one, because the asymptotics of the expression standing under the integral over ω (in fact, the
contribution to ζ˜+(ν, iω)) has the form (44). Now we employ the asymptotic expansion for the incomplete
gamma function at large arguments (see, e.g., [62]),
Γ(α, x) ≈ xα−1e−x, x→ +∞, (95)
and make the substitution ω = et. Then the integral is easily evaluated by the WKB method in the vicinity
of the saddle point t = 0. As a result, we obtain for the leading contribution
(−1)keipiν sin[π(l + 1)/2]
(4π)D/2gl+1s
mD−2ν−2k+l+j
√
mge
m
e−2m/mge . (96)
Collecting the factors remaining in (89), we write the contribution of the second term in (89) to σ˜lν as
σ˜lν
∣∣∣
II
≈ −eipiν sin π(l + 1)
2
∞∑
k,j=0
(−1)k
∫
dx
√
|g|
(4π)D/2
g−ls a¯
(j)
k (x)m
D−2ν−2k+l+j
√
mge
m
e−2m/mge , (97)
where j is an even number and j ≤ [4k/3]. The expression (97) is regular at ν = 0.
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Contour C¯1 and the singular points. Now we have to evaluate the contribution to σ˜
l
ν from the second
term in (86). In calculating this contribution, we shall use the Gaussian approximation (84) to G(τ). Usually,
the contributions we are about to calculate are small in comparison with the main contribution to σ˜lν from
the stepless part of ζ˜+(ν, ω). So, the use of G0(τ) for the evaluation of such contributions is justified. The
higher corrections to G0(τ) like those found in (209)-(218) give even smaller contributions. The analysis of
the asymptotics of G0(τ) at large τ shows up that for
ω2g˜2 + ω
√
H2 − 2λ1 −m2 > 0, g˜2 := g2 − 1
2
bE−1b, (98)
the integration contour C¯1 in the τ plane can be rotated to the right, whereas for
ω2g˜2 − ω
√
H2 − 2λ1 −m2 < 0, (99)
it can be rotated to the left. Inasmuch as we are interested in the high-temperature expansion at a large
mass m and ω ∼ m after the stretching of the integration variable, it is convenient to rotate the contour to
the right, when
ω2g˜2 −m2 > 0, (100)
and to the left, otherwise. This condition is independent of m2 after the integration variable has been
stretched ω → mω. It is clear that the final answer, ζ˜+(ν, ω) and σ˜lν , does not depend on a choice of the
concrete condition on ω, when the contour C¯1 is to be rotated to the right or left. It is only important that
the integral over τ will be convergent.
When we rotate the integration contour C¯1 to the right, the singular points τ = in/(mgmgsω), where
n ∈ Z, also contribute to the integral over τ . We shall consider the contribution of these points subsequently,
but now we find the leading contribution to σ˜lν from the integral along the contour C¯1 after the rotation to
the left or to the right. As seen in Fig. 2, this integral is saturated in the neighbourhood of the boundary
points ±i/(mgegsω). At these points, we have
S ≡ ±i
( m2
mgegsω
− ωgˆ
2
mgegs
)
:= ±i
[ m2
mgegsω
− ω
( g˜2
mgegs
+
+ πmgegs
b2‖
2λ22
th
π
2
+ πmgmgs
b2⊥
2λ21
cos(πmgm/mge)− cos(H/(mgegs))
sin(πmgm/mge)
)]
,
S′ ≡ m2 − ω2g¯2 := m2 − ω2
[
g˜2 +
b2‖
4λ22
π2m2geg
2
ch2(π/2)
+
+
b2⊥
2λ21
π2m2gmg
2 1− cos(H/(mgmgs)) cos(πmgm/mge)−H/(πmgmgs) sin(H/mgegs) sin(πmgm/mge)
sin2(πmgm/mge)
]
.
(101)
Here S = S0 + τm
2 is the expression standing in the exponent in (84). The preexponential factor becomes
at these points
e±3pii/4
( ±i
mgegsω
)ν−1 ω3/2g3/2s mgmm1/2ge
8 sh1/2 π sin(πmgm/mge)
. (102)
Now we ascertain that, in the weak field limit, the corrections of order α2 found in (209)-(218) give smaller
contributions to S than the terms written above. For the reader convenience, we provide here the orders in
ε for the structures appearing in the development of S. In the weak field limit, it follows from (68) that
gs ∼ 1, mge ∼ mgm ∼ ε1/2, λ1 ∼ λ2 ∼ b⊥ ∼ b‖ ∼ R¯ ∼ ε, H ∼ ε2. (103)
At the boundary points ±i/(mgegsω), we have t ∼ ℓ ∼ 1 and so
∼ ε3/2ω, ∼ ε, ∼ ε1/2ω−1, ∼ ε1/2ω−1, (104)
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where we have depicted the types of the diagrams only. The contributions of the terms proportional to
∂bfca are even smaller. The corrections (104) should be compared with the terms in (101). It is evident the
contributions (104) can be neglected.
Further, in order to find the contribution to σ˜lν , we act in the same way as we did in calculating the
contribution (97). For the part of the integration contour C¯1 lying in the upper half-plane of the complex τ
plane (C¯+1 ), we make a transform ω → e−iϕ/2ω, putting eventually ϕ = π, and the contour in the τ plane
is deformed to part of the negative real axis (−∞,−1/(mgegs|ω|)]. For the part of the integration contour
C¯1 lying in the lower half-plane of the complex τ plane (C¯
−
1 ), we perform the analogous rotation, but to the
opposite direction. The integral over τ is evaluated by the WKB method for the boundary point. Therefore,
we can safely forget about the singular points on the imaginary axis when evaluating this integral. Summing
up the two expressions corresponding to the lower and upper parts of the contour C¯1, we obtain in the
leading order
σ˜lν
∣∣∣
III
= eipiν sin
π(l + 1)
2
∫
dx
√
g¯
8π
g
5/2−ν
s mgmm
3/2−ν
ge
sh1/2 π sin(πmgm/mge)
∫ ∞
0
dωω5/2+l−ν
e−(m
2/ω+ωgˆ2)/(mgegs)
m2 + ω2g¯2
. (105)
Note that this contribution is essentially quantum one as long as the spectral density corresponding to it
behaves as (44). The mention also should be made that this contribution vanishes for l odd and, in particular,
for l = −1 (the contribution to the coefficient at β−1 in the high-temperature expansion for the bosonic
case). The resulting integral over ω is saturated near the saddle point ω = m/gˆ provided mgˆ/(mgegs)≫ 1.
Supposing that this inequality is fulfilled, we arrive in the leading order at
σ˜lν
∣∣∣
III
≈ eipiν sin π(l + 1)
2
∫
dx
√
|g|
8π1/2
m1+l−ν
gls
(gs
gˆ
)l+4−νmgmm2−νge
1 + g¯2/gˆ2
e−2mgˆ/(mgegs)
sin(πmgm/mge) sh
1/2 π
≈
≈ eipiν sin π(l + 1)
2
∫
dx
√|g|
16π1/2
g−ls m
1+l−νmgmm
2−ν
ge
sin(πmgm/mge) sh
1/2 π
e−2m/mge ,
(106)
where the last equality has been obtained under the assumption that ε ≪ 1 and the estimations (68) are
satisfied, i.e., in the weak field limit. In this limit, one should set gs = 1. Nevertheless, we have kept the
explicit dependence on gs to save the covariance of the expression under dilatations of the Killing vector:
ξµ → λξµ, λ = const. Obviously, the expression obtained is finite at ν = 0.
In the massive case, it remains to find the contribution of the singular points τ = in/(mgmgsω), when the
inequality (100) holds. First of all, we redefine the integration variable τ as τ → ω−1τ . Then, the singular
points pass into τ = in/(mgmgs). The integrals in the vicinity of these singular points will be evaluated
by the WKB method, which is justified in the case when the inequality (71) is satisfied (see (107) below).
The integration contour is depicted in Fig. 2. Also, in order to simplify the calculations, we assume that
ε ≪ 1 and the estimations (68) are fulfilled. Then the expression standing in the exponent (84) is well
approximated in the neighbourhood of the singular points by the three leading terms of the Laurent series in
the vicinity of these singular points (see Fig. 2). In particular, such a truncated expansion provides a good
approximation for the integrand in the neighbourhood of the saddle points where the integral is saturated.
The preexponential factor is replaced by the leading term of the Laurent series in the vicinity of the singular
point. Thus we have
S ≈ i
( nm2
mgmgsω
− ωng˜
2
mgmgs
− πmgegsω
b2‖
2λ22
th(
πn
2
mge
mgm
)
)
+ x
(m2
ω
− ωg2
)
+ ω
B2n
x
, (107)
where x := τ − in/(mgmgs),
B2n :=
b2⊥
2λ21
[
1− (−1)n cos(nH/(mgmgs))
]
, (108)
and all the terms of the order of ε and higher are thrown away. As seen from this expansion, the variable x
is of the order of unity in a neighbourhood of the saddle point. The preexponential factor in σ˜lν expanded in
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a neighbourhood of the singular points reads as
eipiνe±ipi(3−2ν)/4
(−1)n
16π2i
ω3/2+l−νg
3/2−ν
s m1−νgm m
1/2
ge
x|n|1−ν sh1/2(π|n|mge/mgm)
, (109)
where the upper sign corresponds to positive n’s, the lower sign is for negative ones, and the first term of
the Laurent series is only retained. The integral over x is easily evaluated
∮
dx
x
e−x
(
ωg2−m
2
ω
)
+ω
B2n
x = 2πiJ0
(
2Bn(g
2ω2 −m2)1/2). (110)
As we see, this contribution to ζ˜+(ν, ω) is essentially quantum one.
From the formulas (107), (109), and (110) we deduce that a pair of singular points corresponding to ±n,
n > 0, makes a contribution to σ˜lν of the form
σ˜lν
∣∣∣
±n
≈ eipiν
∫
dx
√
g¯
4π
(−1)ng3/2−νs m1−νgm m1/2ge
n1−ν sh1/2(πnmge/mgm)
∫ ∞
m/g˜
dωω3/2+l−νJ0
(
2Bn(g
2ω2 −m2)1/2)×
× sin
[
ω
( ng˜2
mgmgs
+ πmgegs
b2‖
2λ22
th(
πn
2
mge
mgm
)
)− nm2
mgmgsω
+
π
2
ν − π
4
]
. (111)
Usually b⊥ and, consequently, Bn are rather small (see Eq. (48) of [28]). Therefore, we shall consider
separately two cases, when (a) Bn = 0, and (b)
b2‖
2λ2
+
b2⊥
2λ1
(
1 +
2−H2/λ1
π2n2
)
< 0,
mmgmB
2
n
n
≫ 1. (112)
Recall that λ1 < 0. The origin of the conditions (112) becomes clear soon.
In the case (a), the major contribution to the integral over ω comes from the boundary point. The sine
argument also possesses the stationary point, but its contribution is exponentially suppressed at m/mgm ≫ 1
as compared to the contribution of the boundary point. The derivative of the sine argument calculated at
the boundary point takes the form
2ng˜2
mgmgs
+ πmmgegs
b2‖
2λ22
th(
πn
2
mge
mgm
) ≈ 2ng˜
2
mgmgs
. (113)
As a result, making use of the standard formula for the leading contribution from a boundary point and
neglecting the corrections of the order of ε in the preexponential factor, we have
σ˜lν
∣∣∣
±n
≈ eipiν
∫
dx
√|g|
8π
(−1)nm3/2+l−νm2−νgm m1/2ge
n2−ν sh1/2(πnmge/mgm)gls
cos
[
πmmge
gs
g˜
b2‖
2λ22
th(
πn
2
mge
mgm
) +
π
2
ν − π
4
]
. (114)
In the case (b), let us employ the asymptotic formula for the Bessel function at large arguments [62]:
J0(x) ≈
√
2
πx
cos(x− π/4). (115)
Then, substituting ω = mg−1s chψ, the integral over ω is reduced to∫ ∞
ψ0
dψ sh1/2 ψ ch3/2+l−ν ψ cos(2Bnm shψ − π/4) sin
[ mn
mgm
(an chψ − 1/ chψ) + π
2
ν − π
4
]
, (116)
where
ψ0 := arcch(g/g˜), an :=
g˜2
g2
+
πmgemgm
n
b2‖
2λ22
th(
πn
2
mge
mgm
). (117)
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Figure 3: The level lines of the imaginary part of the function (118) at an = 1 and ψ0 = 10−2. The dashed lines are the lines
of the steepest descent. The integration contours go along the lines of the steepest descent. Left panel: The function (118) with
the plus sign. Right panel: The function (118) with the minus sign. Remark that (though it is not relevant for our calculations)
the integration contour on the left plot does not pass through the saddle point. The integration contour on the right plot does
not traverse the saddle point in the left bottom corner either.
It is evident that the trigonometric functions in (116) are highly oscillating. To analyze the saddle points,
we write them via the exponents. This shows that the saddle points are located at the extremum points of
the function
mn
mgm
(an chψ − 1/ chψ)± 2Bnm shψ. (118)
The plot of this function is given in Fig. 3. This function has the extrema at the points
thψ ≈ ±
√
2, ψ ≈ ±mgeBn
n
. (119)
In the latter case the signs are consistent with (118). It follows from the assumptions (112) that the extremum
at the point ψ = mgeBn/n falls into the integration interval over ψ (the first condition in (112)) and is
sufficiently sharp (the second condition in (112)). In that case, the contributions from the boundary point
and other saddle points are small in comparison with the contribution of the extremum point ψ = mgeBn/n
(see the integration contour in Fig. 3). In particular, the contribution to the integral over ψ from the
exponent with (118) (multiplied by an imaginary unit) taken with the plus sign is small as compared to the
contribution of the analogous exponent, but with the minus sign in formula (118).
Developing (118) as a series in ψ up to the second order and keeping only the terms of the order of ε1/2
and lower, we come to (the minus sign is taken)
mn
mgm
[
an − 1−
B2nm
2
gm
n2
]
+
mn
mgm
(ψ −Bnmgm/n)2. (120)
Evaluating the Gaussian integral, the contribution to σ˜lν becomes
σ˜lν
∣∣∣
±n
≈ eipiν
∫
dx
√
|g|
8π
(−1)nm3/2+l−νm2−νgm m1/2ge
n2−ν sh1/2(πnmge/mgm)gls
sin
[ mn
mgm
(
an − 1−
B2nm
2
gm
n2
)
+
π
2
ν +
π
4
]
. (121)
The total contribution of the singular points τ = in/(mgmgs) to σ˜
l
ν is obtained by summing the above
expressions (114) or (121) over all natural n. The arising series in n,
σ˜lν
∣∣∣
gm
:=
∞∑
n=1
σ˜lν
∣∣∣
±n
, (122)
26
converges for any ν ∈ C. At ν = 0 and mge/mgm > 1, the series is rapidly convergent and well approximated
by its first term. Notice that, in deriving the expressions (114) and (121), we neglected the exponentially
suppressed terms as against the leading contribution. These disregarded terms may be of the order of or
even larger than the exponentially suppressed terms in (97) and (106). We are only interested in the leading
non-perturbative contributions.
The corrections (209)-(218) can be estimated as follows. In the vicinity of the singular points τ =
in/(mgmgsω), the most relevant contributions come from the terms in the t and ℓ tensors that are the most
singular at these points. For the tree and one-loop contributions containing R¯(acb)d, they are proportional to
x−2, while for the two-loop contributions with the V2p vertex they are proportional to x
−1. Hence, we have
∼ ωR¯
x2mgmgs
, ∼ R¯
x2(mgmgs)2
, ∼ R¯
xω(mgmgs)2
. (123)
Taking x at the extremum point of (107), substituting ω = mg−1s chψ, and expanding the resulting expression
in ψ, we find
∼ mn
mgm
R¯ψ2
B2nn
, ∼ mn
mgm
R¯ψ2
B2nnmgmm
, ∼ R¯ψ
Bnm2gmm
. (124)
where the terms at most quadratic in ψ have been only kept. These contributions should be compared with
the terms in (120) at the same powers of ψ. We see that the contributions (124) are negligible in the weak
field limit for a large mass m. As for the rest contributions of the order α2 with the vertices V1p and V0,
they are much smaller than those we have considered.
High-temperature expansion. Thus, σ˜lν can be written as
σ˜lν = τ˜
l
ν + σ˜
l
ν
∣∣∣
II
+ σ˜lν
∣∣∣
III
+ σ˜lν
∣∣∣
gm
, (125)
where the items are presented in (90), (97), (106), and (122). It is only the first term in τ˜ lν which possesses
singularities in the complex ν plane. The mention should be made that the non-perturbative contributions
(97), (106), and (122) in σ˜lν cannot be developed as a Laurent series with a finite principal part in the inverse
powers of m2. The point m2 = ∞ is a transcendent branch point for these contributions. Having cast out
the exponentially suppressed contributions at β → 0, the high-temperature expansion takes the form
− Fb =
∞∑
k,j,n=0
∫
dx
√
|g|a¯(j)k
(4π)d/2
(−1)kΓ(D + j − 2ν − 2k − 2n)ζ(D + j − 2ν − 2k − 2n)
n!Γ(d/2− ν − k − n+ 1)βD+j−2ν−2k−2nT (−m2)−ne−ipiν
+
+
∞∑
l=−1
(−1)lζ(−l)
Γ(l + 1)
σ˜lνβ
l, (126)
where βT :=
√
ξ2β is the Tolman reciprocal temperature, and the limit of a vanishing ν is implied. In
accordance with the general properties of the high-temperature expansion investigated in Sec. 2 and the
direct calculations [16], Fb is an entire function of ν. Besides, as long as e
ipiν can be factored out in front
of the expression regular at ν → 0, this factor can be omitted in proceeding to the limit ν → 0. Also note
that the first and second terms in (126) taken separately possess the poles in the ν plane. However, these
divergencies are mutually canceled out. For the “scalar fermions” the analogous expansion reads as
−Ff =
∞∑
k,j,n=0
∫
dx
√
|g|a¯(j)k
(4π)d/2
(1−22n+2k+2ν−j−d)(−1)
kΓ(D + j − 2ν − 2k − 2n)ζ(D + j − 2ν − 2k − 2n)
n!Γ(d/2 − ν − k − n+ 1)βD+j−2ν−2k−2nT (−m2)−ne−ipiν
+
+
∞∑
l=0
(1− 21+l)(−1)
lζ(−l)
Γ(l + 1)
σ˜lνβ
l. (127)
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Figure 4: The typical diagrams contributing to the one-loop effective action Γ[gµν ]. The external lines are just the labels
and do not correspond to propagators. The internal wavy lines depict the graviton propagators, while the solid lines are for
the scalar field propagators. The ghosts also contribute to the one-loop effective action. The diagrams for these contributions
look like the diagrams with gravitons on the right, but with the replacement of the graviton loop by the ghost one. It is clear
from the diagrams that the contributions with the graviton and ghost loops presented in the right figure are independent of m2.
Other one-loop contributions are absent for a vanishing background scalar field. Formula (130) contains only the contributions
of the diagrams depicted in the left figure.
In fact, one just needs to add the non-perturbative corrections we found to the high-temperature expansions
given in Sec. 7 of [16]. At that, the formulas of [16] should be rewritten in terms of m2 rather than the
effective mass squared m˜2. In particular, ln m˜2 must be expanded in the inverse powers of the mass squared
as
ln m˜2 = lnm2 +O(m−2). (128)
Then the explicit expressions for the finite and divergent parts of the high-temperature expansion presented
in [16] are left unchanged save ln m˜2, which should be replaced by lnm2.
One of the interesting consequences of the result we have obtained is that we explicitly separated the
perturbative and non-perturbative contributions to the effective action at zero temperature, the convergent
(in terms of the Feynman diagrams) perturbative corrections standing at the negative powers of the mass
squared being independent of the Killing vector and expressed through the metric only. Indeed, the one-loop
nonrenormalized contribution of one bosonic degree of freedom to the effective action at zero temperature
can be obtained from (127) by the use of the formula [16, 19]
Γ
(1)
1b /T = − limβ→0∂β(βFf ), (129)
where β−1 plays the role of a cutoff parameter and T is the time interval tending to infinity. Upon cancelation
of singularities in the ν plane, the divergent and finite parts of the high-temperature expansion of Ff for D
even have the form (see (42) of [16])
− Ff =
∫
dx
√
|g|
(4π)d/2
∞∑
k,j=0
(−1)k
{ ∞∑′
n=0
(1− 22k+2n−j−d)Γ(D + j − 2k − 2n)ζ(D + j − 2k − 2n)a¯
(j)
k
n!Γ(d/2− k − n+ 1)βD+j−2k−2nT (−m2)−n
− (−m
2)(D+j)/2−k a¯
(j)
k
4((D + j)/2 − k)!Γ((1 − j)/2)
[
ln
4m2β2T e
2γ
π2
− ψ((D + j)/2 − k + 1) + ψ((1 − j)/2)]
+ a¯
(j)
k m
D+j−2kΓ(k − (D + j)/2)
4Γ((1 − j)/2)
}
+
1
2
(
σ˜00
∣∣∣
II
+ σ˜00
∣∣∣
III
+ σ˜00
∣∣∣
gm
)
, (130)
where ψ(x) := Γ′(x)/Γ(x) and γ is the Euler constant. The prime at the sum over n says that the singular
terms are discarded, the second term is zero by definition when the argument of the factorial is negative,
and the last term in curly brackets vanishes by definition when the gamma function entering the numerator
tends to infinity. In Sec. 3, we proved that the coefficient in front of lnβ in (130) and the terms at the
negative powers of m2 (the last term in the curly brackets in (130)) do not depend explicitly on the Killing
vector and are expressed solely in terms of the metric.
The formula (130) allows us to understand why we do not “see” the dependence on the Killing vector
when evaluating the effective action using the standard perturbation theory on a flat background. The sum
of all the diagrams presented on the left picture in Fig. 4 corresponds exactly to the terms in the curly
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brackets in (130). Despite the fact that the terms at the nonnegative powers of m2 does explicitly depend on
the Killing vector, they can be completely canceled out by the appropriate counterterms added to the initial
action (see [16] for details). In the framework of the dimensional regularization, this cancelation happens
automatically, whereas for the other regularization schemes this cancelation is achieved by requiring the
fulfillment the Ward identities for the vertex functions. The terms standing at the negative powers of m2
correspond to the convergent contributions of the perturbation theory, are unambiguously evaluated, and
can be represented in a general covariant form in terms of the metric. On the other hand, the last three
terms in (130) cannot be reproduced at any finite order of the perturbation theory on a flat background. In
order to reveal these non-perturbative terms, one has to sum the asymptotic series of perturbation theory in
some way. This, in essence, is equivalent to the introduction of the background field. In a certain sense, one
may say that the effective action is nonanalytic in the vicinity of the point gµν = ηµν .
One could think, keeping in mind the analogy with the vector gauge fields in the presence of their sources,
that the components of the metric g0µ can be expressed through the components of the energy-momentum
tensor with the help of the constraints. Obviously, even if such a situation took place, the problem of the
explicit dependence on the Killing vector would not be solved since, in this case, we would also need some
extra structure distinguishing the time components of the energy-momentum tensor. One could also hope
that the non-perturbative contribution found would be canceled out if we took into account the contributions
from the graviton sector (see Fig. 4). However, this is not the case in the one-loop approximation. For a
vanishing background scalar field, the non-perturbative corrections depend nontrivially on the mass m,
whereas the one-loop contributions from the graviton sector are independent of the mass of a scalar field.
The non-perturbative corrections obtained cannot be canceled by the counterterms either, inasmuch as these
corrections describe the actual physical phenomena similar to the Landau oscillations at a nonzero chemical
potential [42–45, 63, 64] or the vacuum polarization effects [65, 66] in quantum electrodynamics. Also
recall that, in the standard model, m2 is expressed in terms of the SU(2) doublet φ of the Higgs field. The
addition of the counterterm nonpolynomial in φ2 violates the renormalizability of the Higgs sector (even with
the inclusion of the nonminimal term R|φ|2). Thus we conclude that the effective action at zero temperature
(its non-perturbative part, at least) depends explicitly on the Killing vector and cannot be written solely in
terms of the metric.
4.2.2 Massless case
Main contribution. Let us turn now to the massless case m2 = 0. In this case, the inequality (100) is
always satisfied and we can deform the integration contour as depicted in Fig. 2
∫
C
dττν−1
2πi
Tr e−τH˜(ω) =
[ ∫
C0
dττν−1
2πi
+
∫
Cge
dττν−1
2πi
+
∫
Cgm
dττν−1
2πi
]
Tr e−τH˜(ω). (131)
Then it is necessary to evaluate the contributions from the contours C0, Cge, and Cgm. We begin with the
main contribution C0. Substituting the heat kernel expansion, we obtain
σ˜lν
∣∣∣
C0
=
∞∑
k=0
eipid/2
∫
dx
√
g¯
(4π)d/2
∫ ∞
0
dωωla¯k(ω, x)
∫
C0
dτ
2πi
τk+ν−d/2−1e−τω
2g2 . (132)
The integral over τ is the incomplete gamma function γ(α, x). Therefore,
σ˜lν
∣∣∣
C0
=
∞∑
k,j=0
∫
dx
√
g¯eipiν
π(4π)d/2
sinπ(ν − d/2)a¯(j)k (x)
∫ ∞
0
dωωl(gsω)
d−2ν−2k+jγ(k + ν − d/2, gsω/mge), (133)
where we have expanded a¯k(ω, x) in ω as in formula (50). The integral over ω converges in the strip of the
complex ν plane
D + j + l
2
− k < Re ν < d
2
+ j + l + 1− k. (134)
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This allows us to find unambiguously the function σ˜lν |C0 in the form of an analytic function of ν. Making
use of the formula [62],
∫ ∞
0
dxxµ−1γ(ν, x) = −µ−1Γ(µ+ ν), Re(µ+ ν) > 0, Reµ < 0, (135)
which is easy to prove integrating by parts, we arrive at
σ˜lν
∣∣∣
C0
=
∞∑
k,j=0
∫
dx
√
|g|
(4π)d/2
eipiν(−1)k+l+j+1g−ls mD−2ν−2k+j+lge a¯(j)k
(D − 2ν − 2k + j + l)Γ(k + ν − d/2− j − l) . (136)
Contour Cge. We shall calculate the contributions of the contours Cge and Cgm by the steepest descent
method supposing that the estimations (68) and the inequality (71) are fulfilled. Let us start with the contour
Cge. Upon stretching the integration variable, τ → ω−1τ , the expression S0 standing in the exponent in (84)
is written as
S0 =
b2‖
λ22x
− xg2 − 2n+ 1
mgegs
g˜2 + πgsmgm
b2⊥
2λ21
ch(π(2n + 1)mgm/mge)− ch
(
(2n + 1)H/(mgegs)
)
sh(π(2n + 1)mgm/mge)
, (137)
in the neighbourhood of the singular points. Here, x = τ − (2n + 1)/(mgegs) and we have discarded all the
terms of the order ε and higher. The extremum points are now readily found
x± = ±i
|b‖|
λ2gs
, S′′0 |extr = ±2iωg3s
λ2
|b‖|
. (138)
The value of x± is of the order of ε
0. The contribution of the two extremum points x± becomes
σ˜lν
∣∣∣
±
=
∫
dx
√
|g|
8π
(mgegs
2n+ 1
)1−ν eipiνmgmgs
sh(π(2n + 1)mgm/mge)
∫ ∞
0
dωω1+l−ν
eS0(τ+)−ipiν − eS0(τ−)+ipiν
2i
, (139)
where
S0(τ±) ≈ −gsω
(2n + 1
mge
± 2i|b‖|
λ2
)
, (140)
and we have only kept the leading contribution in ε in the preexponential factor. As we see, the contribution
of the contour Cge to ζ˜+(ν, ω) is essentially quantum one and has the form (44).
The integral over ω converges for Re ν < (l + 2) and is easily taken. Then
σ˜lν
∣∣∣
±
=
∫
dx
√
|g|
8πgls
( mge
2n+ 1
)l+3−ν eipiνmgmΓ(l + 2− ν)
sh(π(2n + 1)mgm/mge)
Im
[
e−ipiν
(
1 +
2imge|b‖|
(2n + 1)λ2
)ν−l−2]
, (141)
where Im acts on the expression in the square brackets just as the operation of taking the imaginary part for
ν real. The total contribution of the contour Cge is obtained by summing (141) over all natural numbers n:
σ˜lν
∣∣∣
Cge
=
∞∑
n=1
σ˜lν
∣∣∣
±
. (142)
The mention should be made that, in contrast to the massive case, the essentially quantum contribution σ˜lν
possesses the “infrared” poles at ν = l+2, l+3, . . .. Proceeding to the limit of a vanishing ν and taking into
account that the second term in the round brackets under the Im sign in (141) is small, we derive in the
leading order
σ˜l0
∣∣∣
Cge
= −
∞∑
n=1
∫
dx
√
|g|
4πgls
|b‖|
λ2
( mge
2n+ 1
)l+4 mgm(l + 2)!
sh(π(2n + 1)mgm/mge)
= −(l + 2)!
∫
dx
√|g|
4πgls
|b‖|
λ2
mgmm
l+4
ge
[
φ1
(
l + 4, π
mgm
mge
)− 2−l−4φ1(l + 4, 2πmgm
mge
)]
,
(143)
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where we have introduced the function
φµ(ν, z) :=
∞∑
n=1
1
nν shµ(zn)
= 2µ
∞∑
k=0
Γ(µ+ k)
k!Γ(µ)
Liν(e
−z(µ+2k)). (144)
The special function Liν(z) is the polylogarithm which is defined as
Liν(z) =
z
Γ(ν)
∫ ∞
0
dx
xν−1
ex − z , Liν(z) =
∞∑
k=1
zk
kν
, |z| < 1. (145)
Using the Poisson summation formula, it is no difficult to find the asymptotic expansion of φµ(ν, z) for z
small:
φµ(ν, z) =
∑
p
Γ(µ +
∑
k pk)
Γ(µ)
ζ
(
µ+ ν − 2
∑
k
pkk
)
z−µ+2
∑
k pkk
∏
k
(−1)pk
pk!((2k + 1)!)pk
+ zν−1
∫ ∞
0
dxx−ν
shµ x
+O(e−2pi
2/|z|) =
=z−µζ(µ+ ν)− µ
6
z2−µζ(µ+ ν − 2) + · · ·+ zν−1
∫ ∞
0
dxx−ν
shµ x
+O(e−2pi
2/|z|),
(146)
where, in the first line, the summation is carried over all the collections p = {pk}, pk = 0,∞, k = 1,∞.
The integral over x, for those values of µ and ν where it diverges, should be understood in the sense of an
analytical continuation in these parameters. In particular, for µ = 1,
∫ ∞
0
dxx−ν
shx
= (2− 2ν)Γ(1− ν)ζ(1− ν) = π1−ν 2
1−ν − 1
sin(πν/2)
ζ(ν). (147)
Contour Cgm. It is left to evaluate the contribution to σ˜
l
ν from the contour Cgm. From formula (111) with
m2 = 0, we have for the contribution of a pair of singular points
σ˜lν
∣∣∣
±n
≈ eipiν
∫
dx
√
g¯
4π
(−1)ng3/2−νs m1−νgm m1/2ge
n1−ν sh1/2(πnmge/mgm)
∫ ∞
0
dωω3/2+l−νJ0(2Bngsω)×
× sin
[
ωgs
( ng˜2
mgmg2s
+ πmge
b2‖
2λ22
th(
πn
2
mge
mgm
)
)
+
π
2
ν − π
4
]
. (148)
This contribution is evidently quantum one. The integral over ω is reduced to the Gauss hypergeometric
function ([62], 6.699)
∫ ∞
0
dxxν−1 sin(ax+ ϕ)Jλ(bx) =
( b
2
)λ
a−λ−ν
Γ(λ+ ν)
Γ(λ+ 1)
sin
(π
2
(λ+ ν) + ϕ
)
F
(λ+ ν
2
,
1 + λ+ ν
2
;λ+ 1;
b2
a2
)
,
(149)
for 0 < b < a and −Reλ < Re ν < 3/2. In our case, the integral over ω on the right-hand side of (148)
equals
− Γ(5/2 + l − ν) sin πl
2
( mgm
gsnan
)ν−5/2−l
F
(5 + 2l − 2ν
4
,
7 + 2l − 2ν
4
; 1;
4m2gmB
2
n
n2a2n
)
, (150)
where an is given in (117). We see that the integral vanishes at ν = 0 and l even. In particular, the
contribution of the contour Cgm to the finite part of the effective action (l = 0, ν = 0) is equal to zero. The
vanishing of this contribution at even l is the exact property of the heat kernel (84) for m2 = 0, i.e., it holds
not only for the weak field limit that we are considering now. Further, we shall be interested only in the
leading contribution in ε. In this limit, an and the hypergeometric function equal to unity. Then, (148) is
written as
σ˜lν
∣∣∣
±n
≈ eipiνΓ(5/2 + l − ν) sin πl
2
∫
dx
√
|g|
4πgls
(mgm
n
)7/2+l−2ν (−1)n+1m1/2ge
sh1/2(πnmge/mgm)
, (151)
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and the contribution of all the singular points on the imaginary axis of the τ plane takes the form
σ˜lν
∣∣∣
Cgm
=
∞∑
n=1
σ˜lν
∣∣∣
±n
≈ eipiνΓ(5/2 + l − ν) sin πl
2
×
×
∫
dx
√|g|
4πgls
m1/2ge m
7/2+l−2ν
gm
[
φ1/2
(
l +
7
2
− 2ν, π mge
mgm
)− 22ν−l−5/2φ1/2(l + 72 − 2ν, 2π
mge
mgm
)]
. (152)
Notice that the oscillations are not present in σ˜lν . This is a characteristic feature of a massless case at zero
chemical potential (see, e.g., [19]).
High-temperature expansion. In order to obtain the high-temperature expansion, we just need to sub-
stitute the expressions (136), (143), and (152) to the general formula (126) or (127) and cancel the poles at
ν → 0, if they arise. For even D such singularities do appear in the first terms of (126) and (127) and in the
contribution (136) of the contour C0 to σ˜
l
ν . Consider separately these two contributions to the free energy.
Bearing in mind that a¯
(j)
k = 0 for j even and j ≤ [4k/3], we get for the divergent and finite parts of the
high-temperature expansion in the bosonic case
−F 0b =
∫
dx
√
|g|
(4π)d/2
∞∑′
k,j=0
(−1)k a¯(j)k
[Γ(D + j − 2k)ζ(D + j − 2k)
Γ(d/2 − k + 1)βD+j−2kT
+
md+j−2kge β
−1
T
(d+ j − 2k)Γ(k − j − d/2 + 1)
]
+
+
∫
dx
√|g|
(4π)d/2
3D/2∑
k=D/2
(−1)ka¯(j)k
4Γ
(
(1− j)/2)
[
ln
m2geβ
2
T
64π2
+ 2
(
ψ((1 − j)/2) + γ + ln 4)]
j=2k−D
−
− (−1)D/2
∫
dx
√|g|
(4π)d/2
∞∑′
s=−D/2
m−2sge
4πs
2s+D∑
n=0
Γ(1/2 − s+ n)a¯(2n)s+D/2+n + · · · ,
(153)
where the omission points denote the terms at β in higher powers. The primes at the sum signs recall that
all the singular terms arising at certain values of the indices k, j, and s are thrown away. The term in the
second line is deliberately written in such a form to make a comparison of (153) with (41) of [16] simpler
(the values of the digamma functions are presented in (43) of [16]). Matching (153) with formula (41) of [16],
it is easy to see that the first term in (153) is the same as the first term in (41) of [16] expressed through
m2 and then m2 set to zero. The coefficient at the logarithm in (153) coincides with the same coefficient
in (41) of [16] at m2 = 0. The expression in the argument of the logarithm is obtained by the replacement
m˜2 → m2gee−2γ/4. The second term in the second line of (153) equals two times the expression in the third
line in (44) of [16] expressed via m2 (see (B21) of [16]) at m2 = 0, the terms at the negative powers of m2
being absent here. The coefficient at β−1T and the last term in (153) are the expansions in derivatives of the
metric and the Killing vector field. These expansions do not coincide with the analogous terms in (41) of
[16] on identifying m2ge → m2 (it is not surprising, of course). In particular, the coefficients at m2ge in the last
term of (153) are not expressible solely in terms of the metric. In the fermionic case, the formula analogous
to (153) can be cast into the form
−F 0f =
∫
dx
√
|g|
(4π)d/2
∞∑′
k,j=0
(−1)k a¯(j)k (1− 22k−j−d)
Γ(D + j − 2k)ζ(D + j − 2k)
Γ(d/2 − k + 1)βD+j−2kT
−
−
∫
dx
√|g|
(4π)d/2
3D/2∑
k=D/2
(−1)k a¯(j)k
4Γ
(
(1− j)/2)
[
ln
m2geβ
2
T
4π2
+ 2
(
ψ((1 − j)/2) + γ + ln 4)]
j=2k−D
+
+ (−1)D/2
∫
dx
√|g|
(4π)d/2
∞∑′
s=−D/2
m−2sge
4πs
2s+D∑
n=0
Γ(1/2− s+ n)a¯(2n)
s+D/2+n
+ · · · .
(154)
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Recall that the coefficients a¯
(j)
k are expressed through the coefficients a˜
(j)
k found in [16] (see (56)). The total
high-temperature expansion without the exponentially suppressed terms at β → 0 becomes
Fb = F
0
b −
∞∑
l=−1
(−1)lζ(−l)
Γ(l + 1)
(σ˜l0
∣∣
Cge
+ σ˜l0
∣∣
Cgm
)βl, Ff = F
0
f −
∞∑
l=0
(1− 21+l)(−1)
lζ(−l)
Γ(l + 1)
(σ˜l0
∣∣
Cge
+ σ˜l0
∣∣
Cgm
)βl,
(155)
where the non-perturbative contributions are presented in (143) and (152).
In conclusion, we outline how the procedure above is changed when mge < mgm. In that case, the
expansion in τ of the heat kernel G(τ) is convergent in the disc |τ | < 1/(mgmgsω). Therefore, it is convenient
for both massive and massless cases to part the integration contour C in (6) into two: C1 passing from the
singular point τ = i/(mgmgsω) to τ = −i/(mgmgsω), and the contour C¯1 being the rest part of the contour
C (see the structure of singularities in Fig. 2). The integral along the contour C1 is evaluated in the same
way as we did for the integrals along the contours C1 in the massive case and C0 for the massless one. The
integration contour C¯1 is rotated in an appropriate way subject to the sign of the expression standing on
the left-hand side of (100). Then the integral over τ is calculated by the steepest descent method just as we
did for the contour C¯1 and the contributions of the singular points on the imaginary axis of the τ plane. A
detailed study of the expressions resulting from this procedure will be given elsewhere.
5 Discussion
The results that we obtained are valid within the bounds of the approximations made, when the Klein-Gordon
equation on a curved background holds and the basic principles of QFT are kept. Using the background
field gauge [6, 7], one may expect on the basis of the perturbative analysis on a flat background that, in
the infrared limit, the effective action Γ[gµν ] is expressed in a covariant form in terms of the metric, its
curvature, and covariant derivatives constructed with the help of this metric. However, as we saw, this can
be done only for the perturbative contributions after a suitable renormalization procedure (see the details
of this procedure in [16, 18]). Non-perturbative corrections depend explicitly on the Killing vector, which
defines the vacuum state and, consequently, the representation of the algebra of observables according to
the GNS construction. This dependence is just a manifestation of the dependence of averages on the state
with respect to which they are calculated. Of course, there could be a situation that the unique vacuum
state is singled out by a certain natural local structure made of the metric gµν alone. In particular, for a
stationary gravitational background this would mean that the Killing vector, or some its analog, should be
constructed in terms of the spacetime curvature and its covariant derivatives. However, there is no such
a natural construction (see, e.g., the discussion in [1]). The Killing vector field is not expressed through
the metric in a local form. Furthermore, if one tries to construct QFT on the background metric, which
is “produced” by some extended massive object (say, a star) that at the initial moment moved uniformly
and rectilinearly, then was accelerated by some external force, and after that became moving uniformly and
rectilinearly, but with other velocity, then one comes almost inevitably to the conclusion that, under the
assumption of locality and causality of QFT, the field ξµ must be dynamical.
The non-perturbative corrections we found are extremely small far from the ergosphere. For example,
the leading non-perturbative contribution to the energy density in the massive case (121), (122) is of the
order of
σ˜00
∣∣∣
gm
/V ∼ 5.5
( m
GeV
)3/2
× 10−70GeV4, (156)
on the Earth surface. For comparison, the “vacuum energy density” associated with the cosmological constant
is approximately equal to 10−47 GeV4. Nevertheless, the fact that the non-perturbative corrections cannot
be expressed via the metric in a covariant way is very important. For comparison, one may recollect the non-
perturbative contributions to the effective action of quantum electrodynamics. The Heisenberg-Euler effective
action is invariant with respect to the U(1) gauge transformations and expressible in terms of curvatures.
On the other hand, there is another suggestive example in QFT. It is quantum chromodynamics (QCD) with
the spontaneously broken chiral symmetry. At the present moment, the well established proof (starting from
the QCD Lagrangian) of the existence of spontaneous breaking of the chiral symmetry and the description
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of the quark condensate properties are not given. However, the very assumption that this symmetry is
spontaneously broken leads to a great number of nontrivial phenomenological consequences formalized in
chiral perturbation theory (see, e.g., [52]). In particular, as long as the non-perturbative corrections to the
effective action for gravity depend explicitly on the Killing vector, this vector field (or gµ = ξµ/ξ
2) and its
derivatives must appear in the initial Lagrangian in accordance with the general prescriptions of the effective
field theories [51, 52] and renormalization theory (see, e.g., [67, 68]). Therefore, a complete cancelation
of the perturbative quantum contributions to the effective action depending on the Killing vector by the
appropriate counterterms is unnatural, at least.
At the same time, one should bear in mind that an immediate transfer of reasonings used in constructing
chiral perturbation theory is illicit. For instance, the Goldstone theorem does not apply in the case we
consider since it rests on the assumption that an open system tends to a minimum energy state (the ground
state). It is clear that this principle does not work in general relativity so long as the energy operator is an ill-
defined concept till the symmetry is broken, i.e., until a certain external structure defining the representation
of the algebra of observables and the energy operator is introduced.
In general relativity it is natural to demand the fulfillment of the principle of general covariance from the
in-in effective action Γ[g±µν ,Φ
±, . . .] (in the background field gauge) for all the fields including those defining
the vacuum state and the representation of the algebra of observables. The omission points in the argument
of the effective action denote these fields. The calculations presented in this paper and many others [3, 4, 11–
16, 18, 28, 56] suggest that the role of such fields is played by some quantum timelike vector field ξµ, or the
Tolman temperature one-form gµ constructed in terms of this vector field. For stationary spacetimes, the
average of this field should coincide with (or be close to) the Killing vector field. The requirement of general
covariance appears to be sufficient to determine the dynamics of this field [15]. In this case, the so-called
background independence is nothing but the existence of the in-in effective action Γ[g±µν ,Φ
±, g±µ ] satisfying
the Ward identities following from the general covariance:
∇µ+
δΓ[g±µν ,Φ
±, g±µ ]√
|g+|δg+µν
≈ 0, (157)
where the approximate equality means the fulfilment of this equality on the solution to the equations of
motion for the fields Φ+ and g+µ . The same equality holds for the “minus” fields as well. The vacuum state
of quantum fields and all their correlators are restored from Γ. The dynamics of the fields g±µ are found
from the Ward identities (157), i.e., in fact, from the self-consistency condition for the quantum Einstein
equations. In particular, the equations of motion for the average field gµ look like (157), but with the
“plus” and “minus” fields identified upon variation. Note that, for a stationary spacetime, this last equation
possesses the solution coinciding with the Killing vector [15], although other solutions to (157) may also
exist in this case. Therefore, the Killing vector field, which is usually taken to define the vacuum state, does
not violate the Ward identities for the average field (see, e.g., [13]). The higher Ward identities, i.e., (157)
without identification of the “plus” and “minus” fields, can be satisfied only if the field gµ is quantized.
As shown in [15], the equations (157) for the field gµ are the equations of a hydrodynamical type. It is
interesting to note that the sound speed in this “fluid”, i.e., the speed of propagation of small disturbances
of the field gµ, is determined by the asymptotics of the energy-momentum tensor in the weak field limit
[15, 16, 28] and independent of the details of the model. Of course, inasmuch as the field gµ interacts with
the metric gµν , whose perturbations propagate with the velocity of light, the disturbances of the metric induce
the perturbations of the field gµ that propagate with the velocity of light too, as for the usual fluid in a
gravitational field. The quantization of the field gµ can be constructed employing the well-known relativistic
Lagrangian for an Eulerian fluid (see, e.g., [69–75]).
It would be interesting to investigate the quantum dynamics of the field gµ in the weak field limit, when
the dispersion law for its small perturbations is known, and obtain possible phenomenological restrictions
on its vertices. The immediate generalization of the results of the paper is, of course, the development of a
procedure, similar to the one presented in the paper, for higher spin fields at a nonzero chemical potential
including the interaction with the background fields other than metric.
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A The proof of ζ+(ν, 0) = 0
Let us show that if a vacuum is stable (11) then ζ+(ν, 0) = 0, i.e., H(0) does not possess positive eigenvalues.
Let a be a real parameter characterizing the background fields entering H(ω, a) such that at a = 0 the
operator H(ω, 0) ceases to depend on the background fields and becomes the standard relativistic wave
operator in the Minkowski space, while at a = 1 we have the initial operator H(ω) ≡ H(ω, 1). The operator
H(0, 0) has no positive eigenvalues. It is proven by the standard means (see [76], Ch. 9) that εk(ω, a) is
an analytic function of ω in the neighbourhood of the real axis and for complex ω may possess the branch
points ω0, when
εk(ω0, a) = εl(ω0, a), ψk(ω0, a) = ψl(ω0, a), (158)
where ψk and ψl are the eigenfunctions of the operator H corresponding to the eigenvalues εk and εl,
respectively. In other words, the resolvent (ε − H)−1 has multiple poles at these points. The analytic
function εk(ω, a) obeys the Schwarz symmetry principle
ε∗k(ω, a) = εk(ω
∗, a). (159)
We shall be interested in the behaviour of the eigenvalues εk(0, a) as functions of a. At that, we suppose
that εk(ω, a) is a smooth function of a. Let the eigenvalue εk(0, a) change its sign at a = a0 ∈ (0, 1):
εk(0, a0) = 0, ∂aεk(0, a)|a=a0 > 0, ∂ωεk(ω, a0)|ω=0 = 0, (160)
where the last equality follows from (11). In a small vicinity of the point a0, we deduce that
ωk ≈ ±i
√
2(a− a0)∂a0εk(ω, a0)/∂2ω0εk(ω0, a0), ∂2ω0εk(ω0, a0) > 0, (161)
where ωk is the solution to the equation εk(ω, a) = 0. As we see, the vacuum becomes unstable at a > a0
and εk(0, a) > 0.
Now we have to trace the subsequent “dynamics” of the roots ω1,2k (a) of the equation εk(ω, a) = 0 with
a changing from a0 to 1. In virtue of the Schwarz symmetry, the complex root ωk(a) always comes with its
complex conjugate ω∗k(a). Consequently, the roots ω
1
k(a), ω
2
k(a) leave the real axis colliding and scattering
to the opposite directions along the line parallel to the imaginary axis. They return to the real axis in the
reverse manner moving perpendicularly to the real axis (in its small neighbourhood) from the opposite sides,
colliding, and scattering to the opposite directions along the real axis. Further, we assume that these two
roots do not tend to infinity in increasing a from a0 to 1 and also other roots of the equation εk(ω, a) = 0
do not appear in the complex ω plane. Otherwise, we call that the two operators (at a = 0 and at a = 1)
are not smoothly deformable to each other.
In increasing a from a0 to 1, different situations may occur. The roots ω
1,2
k (a) may stay complex, or they
may come back to the real axis, or they may come back to the real axis and then leave it and so on. Let us
distinguish the following cases, which are realized in increasing a from a0 to 1:
1. ωk(1), ω
∗
k(1) ∈ C;
2. ω1k(1), ω
2
k(1) ∈ R and the roots ω1k, ω2k cross the point ω = 0 even times moving along the real axis;
3. ω1k(1), ω
2
k(1) ∈ R and the roots ω1k, ω2k cross the point ω = 0 odd times moving along the real axis.
Denote as N the number of crossings of the point ω = 0 by the roots ω1k, ω
2
k moving along the real axis in
increasing a from a0 to 1. In the case, when the roots collide at the point ω = 0 and disperse along the
imaginary axis just as at a = a0 (161), we count this as one crossing.
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It follows from (159) that the quantity εk(0, a) is real. The function εk(0, a) changes its sign when one
of the roots ω1,2k (a), or both at once, traverses the origin of the ω plane. Therefore,
sgn(εk(0, 1)) = (−1)N . (162)
In the case 1, the system is unstable at a = 1 (since ωk(1) is complex) and N is an even number. Indeed, if
the roots remain complex for a ∈ (a0, 1] then N = 0. If they returned to the real axis and then go out to
the complex plane then, as follows from the properties of ω1,2k (a) discussed above, N must be even. In the
case 2, the system is unstable since ω1k and ω
2
k lie on the one side from the point ω = 0 and ε
′(ω1k)ε
′(ω2k) < 0,
which contradicts (11). The case 3 is only left. Consequently, N is an odd number provided the vacuum is
stable at a = 1, and so εk(0, 1) < 0 for any k. Thus we have shown that ζ+(ν, 0) = 0 subject to the above
mentioned assumption on a smooth deformability of H(ω, 0) into H(ω, 1) and the vacuum stability at a = 1.
B Perturbation theory
B.1 General formulas
We shall use the condensed notations for the fields φ:
µ := (t, i), i := (x, a), δij ≡ δab δ(x − y), (163)
where a is a set of tensor indices, viz.,
φµ ≡ φi(t) ≡ φa(x). (164)
In our case, the set (xi(τ), pj(τ)) plays the role of φ
µ. The field operators in different representations are
labeled as
φi(t)− Heisenberg, φiI(t)− interaction picture, φi − Schrödinger. (165)
The relations among the representations (H = H0(t, φ) + V (t, φ)):
φi(t) := U0,tφ
iUt,0, φ
i
I(t) = U
0
0,tφ
iU0t,0, φ
i(t′) = U0,t′Ut,0φ
i(t)U0,tUt′,0,
φi(t) = U0,tU
0
t,0φ
i
I(t)U
0
0,tUt,0 = S0,tφ
i
I(t)St,0,
(166)
where U0 is the evolution operator corresponding to H0 and the S-matrix is defined as
St2,t1 = U
0
0,t2Ut2,t1U
0
t1,0, Ut2,t1 = U
0
t2,0St2,t1U
0
0,t1 ,
St3,t2St2,t1 = St3,t1 , S
†
t2,t1St2,t1 = St2,t1S
†
t2,t1 = id.
(167)
This operator satisfies the equation
i∂tSt,t′ = VI(t)St,t′ , St,t = id, St,t′ = Texp
[
− i
∫ t
t′
dτVI(τ)
]
, (168)
where VI(t) = V (t, φI(t)). The instant of time t = 0 is arbitrary. In general, for each its choice there will be
its own interaction and Heisenberg representations. All of them are related by a (formal) unitary transform.
Let us given the eigenvectors of the Schrödinger Hamiltonian taken at the initial and final times
H(tin)|in, tin〉 = Ein|in, tin〉, H(tout)|out, tout〉 = Eout|out, tout〉. (169)
Such a definition of the initial and final states is typical for QFT. Generally, the states |in, tin〉 and |out, tout〉
can be determined by any other way. All the subsequent formulas are left intact in this case. For example,
in case of the perturbation theory for the matrix element of the evolution operator in the x representation,
the initial and final states are specified by the relations
xˆi|in, tin〉 = yi|in, tin〉, xˆi|out, tout〉 = xi|out, tout〉. (170)
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Define the in- and out-states in the Heisenberg representation and the interaction picture as
|in〉 : = U0,tin |in, tin〉, |out〉 : = U0,tout |out, tout〉,
|in〉 : = Stin,0|in〉 = U00,tin |in, tin〉, |out〉 : = Stout,0|out〉 = U00,tout |out, tout〉.
(171)
Then
〈out, tout|Utout,tin |in, tin〉 = 〈out|Stout,tin |in〉 = 〈out|in〉, (172)
and the Heisenberg averages calculated in the standard in-out perturbation theory take the form
〈out|T{φ(tn) · · · φ(t1)}|in〉 = 〈out|T{φI(tn) · · · φI(t1)Stout,tin}|in〉. (173)
In order to construct the perturbation theory, let us define the generating functional of the free Green
functions
Z0(J) = e
iW0(J) = 〈out|Texp
{
i
∫ tout
tin
dτJi(τ)φ
i
I(τ)
}
|in〉 =
= 〈out, tout|Texp
{
− i
∫ tout
tin
dτ [H0(τ, φ)− Ji(τ)φi]
}
|in, tin〉. (174)
If H0(t, φ) is quadratic in the fields φ
µ (this will be assumed henceforward), the evolution operator in the
last line can be explicitly calculated. It is not difficult to show that
δ3W0(J)
δJµδJνδJρ
≡ 0. (175)
Therefore, varying (174), we obtain
eiW0(J) = 〈out|in〉e− i2JµDµνJν+iφ¯µJµ , (176)
where
〈out|in〉φ¯µ := 〈out|φiI(t)|in〉, 〈out|in〉Dµν := −i〈out|T{(φiI(t1)− φ¯i(t1))(φjI(t2)− φ¯j(t2))}|in〉. (177)
Using (176) and (172), we derive for the matrix element of the evolution operator
〈out|in〉
〈out|in〉 = e
−i
∫ tout
tin
dτV (τ,−i δ
δJi(τ)
)
e−
i
2
JµDµνJν+iφ¯µJµ
∣∣∣
J=0
=
= e
i
2
δ
δφµ
Dµν δ
δφν
+φ¯µ δ
δφµ e
−i
∫ tout
tin
dτV (τ,φ(τ))
∣∣∣
φ=0
= e
i
2
δ
δφµ
Dµν δ
δφν e
−i
∫ tout
tin
dτV (τ,φ(τ))
∣∣∣
φ=φ¯
.
(178)
One of the simplest ways to take the noncommutativity of the operators in the vertex V (φ) into account is to
shift their arguments by infinitesimal quantities so that under the T -ordering they would stand in the proper
order. This resolves the ambiguity of the expressions like Dij(t, t) arising in the perturbative computations.
The Feynman diagram technique is just a graphic representation of the right-hand side of (178). The
easiest way to get it is to use the last formula in (178). From now on, we follow [77]. The following relation
holds
F
( ∂
∂φ
) n∏
k=1
Fk(φ) = F
( n∑
k=1
∂
∂φk
) n∏
k=1
Fk(φk)
∣∣∣
φk=φ
. (179)
This formula is obviously valid for the functions Fk = exp(pkφk) (no summation). All the other functions that
can be Taylor expanded are obtained by a differentiation of
∏
k exp(pkφk) with respect to the parameters pk,
these parameters vanishing after a differentiation. The differentiations with respect to φk and pk commute.
The formula (179) implies that
e
i
2
δ
δφµ
Dµν δ
δφν Snint(φ) = exp
{ n∑
k=1
iDkk
2
+
∑
k<l
iDkl
}
Sint(φ1) · · · Sint(φn)
∣∣∣
φµ
k
=φµ
, (180)
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where
Sint := −
∫ tout
tin
dτV (τ, φ(τ)), Dkl :=
δ
δφµk
Dµν
δ
δφνl
. (181)
Developing the exponent as a series, we come to
exp
{ n∑
k=1
iDkk
2
+
∑
k<l
iDkl
}
Sint(φ1) · · ·Sint(φn) =
∑
pi
∏
k
[(iDkk)pikk
2pikkπkk!
]∏
k<l
[(iDkl)pikl
πkl!
]
Sint1 · · ·Sintn , (182)
where π = {πkl, k ≤ l}, πkl = 0,∞, k, l = 1,∞, and Sintk ≡ Sint(φk). The right-hand side of the last formula
can be represented graphically as a sum of all possible graphs with n numbered vertices, where πkl defines
the number of lines3 coming from the vertex k to the vertex l, the vertices with L lines correspond to the
expressions
δLSintk
δφµ1k · · · δφµLk
, (183)
and the lines correspond to
iDµν , (184)
the summation over all the identical Greek indices is implied. The coefficient at the diagram equals
[∏
k
(
2pikkπkk!
)∏
k<l
πkl!
]−1
. (185)
It is easy to see that this quantity does not depend on the way of numeration of the vertices. On identifying
φk = φ, the vertices (183) become independent of the number k. Collecting all the identical diagrams
with unnumbered vertices, we see that the coefficient at every the unnumbered diagram is given by (185)
multiplied by n!/s, where n! is the number of permutations of vertices in the diagram and s is the number
of permutations of the numbered vertices in the graph that do not affect it (the symmetry factor). Thus, we
have the following Feynman rules for the right-hand side of (178):
line = iDµν , vertex =
iδLSint
δφµ1 · · · δφµL
∣∣∣
φ=φ¯
, coefficient =
[
s
∏
k
(
2pikkπkk!
)∏
k<l
πkl!
]−1
, (186)
where πkl, k ≤ l, is the number of lines coming from the vertex k to the vertex l for some fixed (arbitrary)
numeration of the diagram vertices.
The computation of higher orders of the perturbation theory can be simplified if we observe that
ln
〈out|in〉
〈out|in〉 = conn.part
〈out|in〉
〈out|in〉 , (187)
where “conn.part” means that only the connected diagrams with their coefficients are left in the expression.
The connected diagram is a graph where one can pass moving along the lines from any vertex to any other
vertex. A graph consisting of a single vertex is connected by definition. Let us prove the formula (187). If
ln
〈out|in〉
〈out|in〉 =
∞∑
a=1
caWa, (188)
where ca is the numeric coefficient (186) of the connected diagram Wa, then
〈out|in〉
〈out|in〉 = e
∑
a caWa =
∏
a
∞∑
ma=0
(caWa)
ma
ma!
=
∑
m
∏
a
cmaa
ma!
Wmaa , (189)
3The graph can be identified with a symmetric matrix with nonnegative integer elements pikl, the so-called adjacency matrix.
Two numbered graphs are equal if their adjacency matrices are equal.
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where the sum is performed over all the possible collections m = {ma, a = 1,∞}, ma = 0,∞. On the other
hand, let us gather all the identical disconnected diagrams in the expansion of the right-hand side of (178)
containing the diagrams W1, . . ., Wn as the connected parts that are replicated with the multiplicities m1,
. . ., mn. The symmetry factor for such a diagram is
s =
n∏
a=1
ma! s
ma
Wa
, (190)
where sWa is the symmetry factor for the graph Wa. The factorial in this formula corresponds to the number
of permutations of the numbered vertices in ma copies of the graph Wa (all the vertices of one copy are
permuted with all the vertices of the other). Other factors in the coefficient (186) at the diagram fall into
the product of multipliers corresponding to the connected components Wa. Therefore, the coefficient at such
a diagram is equal to
n∏
a=1
cmaa
ma!
, (191)
where ca is the coefficient (186) of the diagram Wa. Comparing the derived expression with (189), we arrive
at (187).
Sometimes it is useful to make certain components of the fields φµ → φia(t) explicit, where the index a
numbers the components. Then the Feynman rules can be cast into the form
lineab = iD
µν
ab , vertex =
iδLSint
δφµ1a1 · · · δφµLaL
∣∣∣
φ=φ¯
,
coefficient =
[
s
∏
k
∏
a
(
2pi
aa
kkπaakk!
)∏
k
∏
a<b
πabkk!
∏
k<l
∏
a,b
πabkl !
]−1
,
(192)
where πabkl is the number of lines of the type ab connecting (directly) the vertices k and l. The symmetry
factor s is calculated in the same way, but taking into account that the lines are of a different type now.
The statement about the connectedness of the diagrams defining (187) remains valid. Also, in some cases, it
is convenient to single out the “mean field” φ¯ explicitly and expand all the expression in it. It follows from
the first formula in the second line of (178) that, in this case, the additional ingredient in the Feynman rules
arises
external line = φ¯µ, (193)
and the coefficient at the diagram acquires the extra factor
(∏
k
πk!
)−1
, (194)
where πk is the number of external lines joining to the vertex k. With this definition, the free endpoints of the
external lines must not be considered as vertices in calculating the symmetry factor s. If the free endpoints
of the external lines are regarded as vertices, the factor (194) ought not to be placed. It is reproduced
automatically in evaluating s. It is clear that the statement about the connectedness of (187) holds true
even after the inclusion of external lines.
B.2 Correction of order α2
Let us obtain, using the above general theory, the correction of order α2 to the diagonal matrix element of
the evolution operator (64). The Hamiltonian H0 defined in (72) with the coefficients satisfying the relations
(77) determines the averages x¯(τ), p¯(τ), the propagators, and the matrix element 〈out|in〉, where the states
|in〉 and |out〉 are specified in (170) and (171). Solving the Heisenberg equations for the Hamiltonian H0,
which are equivalent to the corresponding Hamilton equations in this case, it is not difficult to find (see [28]
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for details)
xI(τ) =
sin(τωκ)
sin(sωκ)
e(s−τ)ωf (x0 + x) +
sin((s− τ)ωκ)
sin(sωκ)
e−τωf (x0 + y)− x0,
pI(τ) =
1
2
(x˙I + fxI) =
ωκ
2
cos(τωκ)
sin(sωκ)
e(s−τ)ωf (x0 + x)− ωκ
2
cos((s − τ)ωκ)
sin(sωκ)
e−τωf (x0 + y)− 1
2
ωfx0,
(195)
where κ :=
√
−f2 − 2E, x0 := E−1b, x = xI(s), y = xI(0), and
[yi, xj ] =
( 2i
ωκ
sin(sωκ)esωf
)
ij
. (196)
Consequently, we have for the averages and propagators (177):
x¯(τ) =
[sin(τ κ¯/s)
sin κ¯
e(1−τ/s)f¯ +
sin((1− τ/s)κ¯)
sin κ¯
e−τ f¯/s − 1
]
x0 =
=
[sin b+
sin κ¯
eib−σ − sin b−
sin κ¯
eib+σ − 1
]
x0,
p¯(τ) =
[
κ¯
cos(τ κ¯/s)
sin κ¯
e(1−τ/s)f¯ − κ¯ cos((1 − τ/s)κ¯)
sin κ¯
e−τ f¯/s − f¯
]x0
2s
=
=
[
κ¯ sin b+
i sin κ¯
eib−σ +
κ¯ sin b−
i sin κ¯
eib+σ − f¯
]x0
2s
,
(197)
Dxx(σ1, σ2) =
2s
κ¯
[
θ(σ1 − σ2)sin((1− σ1)κ¯/2) sin((1 + σ2)κ¯/2)
sin κ¯
+
+ θ(σ2 − σ1)sin((1 + σ1)κ¯/2) sin((1 − σ2)κ¯/2)
sin κ¯
]
ef¯(σ2−σ1)/2,
Dxp(σ1, σ2) =
[
θ(σ1 − σ2)sin((1− σ1)κ¯/2) cos((1 + σ2)κ¯/2)
sin κ¯
−
− θ(σ2 − σ1)sin((1 + σ1)κ¯/2) cos((1 − σ2)κ¯/2)
sin κ¯
]
ef¯(σ2−σ1)/2,
Dpp(σ1, σ2) =− κ¯
2s
[
θ(σ1 − σ2)cos((1− σ1)κ¯/2) cos((1 + σ2)κ¯/2)
sin κ¯
+
+ θ(σ2 − σ1)cos((1 + σ1)κ¯/2) cos((1 − σ2)κ¯/2)
sin κ¯
]
ef¯(σ2−σ1)/2,
(198)
where we have taken into account that the action of the operator xˆ on the left state and yˆ on the right one
vanishes for the matrix element 〈out|in〉. The general expression (out of the diagonal) for the averages and
the propagators is presented in (80). There was introduced the notation in (197) and (198):
σ = 2τ/s − 1, b± = sω
2
(if ± κ), κ¯ = sωκ, f¯ = sωf. (199)
The variable σ ranges between −1 and 1. In particular, it follows from (198) that
Dxx(σ, σ) = s
cos(κ¯σ)− cos κ¯
κ¯ sin κ¯
, Dpp(σ, σ) = − κ¯
4s
cos(κ¯σ) + cos κ¯
sin κ¯
,
Dxp(σ + 0, σ) =
sin κ¯ − sin(κ¯σ)
2 sin κ¯
, Dxp(σ, σ + 0) = −sin κ¯ + sin(κ¯σ)
2 sin κ¯
,
(200)
The representation of the averages (197) and the propagators (198), (200) in terms of σ appears to be more
useful for the calculation of integrals in vertices. The expressions for the propagators (198) are resolved into
factors depending only on σ1 or σ2, with the exception of the θ functions; this simplifies the integration.
The potential defining the perturbation of the free Hamiltonian H0 at the order α
2 takes on the form
(see (63), (65), and (66))
V2 =
1
3
R¯ikjlpixkxlpj +
ω
3
∂jfki(pixjxk + xkxjpi) +
1
2
∇¯ihi + 1
4
hihi − 1
6
R¯. (201)
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Whence, we get for the vertices of the type V2p, V1p, and V0 at the order α
2 (see the notation in (81)),
=− i
3
R¯i′k′j′l′
∫ s
0
dτ
[
δi′i(τ + 0− τ1)δj′j(τ − 0− τ4) + δi′j(τ + 0− τ4)δj′i(τ − 0− τ1)
]×
× [δk′k(τ − τ2)δl′l(τ − τ3) + δk′l(τ − τ3)δl′k(τ − τ2)],
=− iω
3
∂j′fk′i′
∫ s
0
dτ
[
δi′i(τ + 0− τ1)δj′j(τ − τ2)δk′k(τ − τ3) + δi′i(τ + 0− τ1)δj′k(τ − τ3)δk′j(τ − τ2)
+ δi′i(τ − 0− τ1)δj′j(τ − τ2)δk′k(τ − τ3) + δi′i(τ − 0− τ1)δj′k(τ − τ3)δk′j(τ − τ2)
]
,
= is
(1
6
R¯− 1
2
∇¯ihi − 1
4
hihi
)
,
(202)
respectively. The shifts of time arguments by the infinitesimal quantities are responsible for the ordering of
the operators in (201). Similar expressions can be derived for the vertices of higher order in α.
In order to simplify the subsequent formulas, it is convenient to use the basis specified by a tetrad
eia := {υi1, υ¯i1, υi2}, (203)
where its vectors are defined in (77). It is useful to introduce the following tensors in this basis
t
a1···an+k
x···xp···p := (−i)kκ¯an+1 · · · κ¯an+k
∑
σ
σ(1) · · · σ(n)
sin
∑n+k
r=1 b
ar
σ¯(r)∑n+k
r=1 b
ar
σ¯(r)
n+k∏
r=1
sin barσ(r)
sin κ¯ar
, (204)
where σ(r) = ±, r = 1, n + k, the sum over σ denotes the sum over 2n+k combinations of σ(r), the bar over
σ(r) implies the sign change of σ(r), n is the number of indices of x, and k is the number of indices of p.
The quantities ba±, κ¯a, and f¯a are the eigenvalues of the matrices (199). The tensor (204) is recovered in the
initial basis as
ti1j1···in+kjn+k =
∑
a1,...,an+k
t
a1···an+k
x···xp···p e
i1
a1 e¯
i1
a1 · · · e
in+k
an+k e¯
in+k
an+k . (205)
The tensor t arises in calculations of the tree one-vertex diagrams. In fact, this tensor equals the half of
the integral over σ from −1 to 1 of the product of a corresponding number of the “first” terms (containing
exp(ib±σ)) in the expressions for x¯ and p¯ in (197).
For the one-vertex diagrams involving tadpoles, the integral over σ will contain the product of several
sines and cosines coming from the propagators with the coinciding arguments (200), in addition to the factors
from x¯ and p¯. Therefore, it is also useful to introduce the tensors
ℓ
a1···an+kb1···bm+l
x···xp···ps···sc···c :=
(−i)k+m
2m+l
κ¯an+1 · · · κ¯an+k
sin κ¯b1 · · · sin κ¯bm+l
×
×
∑
σ,ρ
σ(1) · · · σ(n)ρ(1) · · · ρ(m)
sin
(∑n+k
r=1 b
ar
σ¯(r) +
∑m+l
q=1 κ¯
bq
ρ(q)
)
∑n+k
r=1 b
ar
σ¯(r)
+
∑m+l
q=1 κ¯
bq
ρ(q)
n+k∏
r=1
sin barσ(r)
sin κ¯ar
, (206)
where ρ(q) = ±, q = 1,m+ l, the sums are over all 2n+k+m+l combinations of (σ(r), ρ(q)), m is the number
of indices s, and l is the number of indices c. Furthermore, κ¯± := ±κ¯. In the initial basis, the tensor is
constructed as given in (205). The obvious properties hold for the ℓ tensor
ℓ
a1···an+k
x···xp···p = t
a1···an+k
x···xp···p , ℓ
b1···b2m+1c1···cl
s···s c···c = 0. (207)
The tensors t and ℓ are symmetric with respect to permutations of the indices in each of the group x, p, s,
and c. Here are some specific values:
tax =
( 1
ba−
− 1
ba+
)sin ba− sin ba+
sin κ¯a
, tap =
(
κ¯a
ba−
+
κ¯a
ba+
)sin ba− sin ba+
2i sin κ¯a
, ℓac =
1
κ¯a
, ℓas = 0. (208)
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With the help of these tensors it is not difficult to write all contributions of the perturbation theory of
the order α2. Exploiting (197), (200), and (202), we arrive at
1
4
= −s
4
2i
3
R¯(acb)d
[
tacdbpxxp − tacbpxp − tadbpxp + tabpp − f¯ (a(tcdb)xxp − tcb)xp + tb)p ) + f¯a(tcdxx − tcx − tdx + 1)f¯ b
]xa0xc0xd0xb0
4s2
= − iR¯(acb)d
24s
[
tacdbpxxp − tacbpxp − tadbpxp + tabpp − f¯ (a(tcdb)xxp − tcb)xp + tb)p ) + f¯a(tcdxx − tcx − tdx + 1)f¯ b
]
xa0x
c
0x
d
0x
b
0,
(209)
1
4
= − is
2
4
2i
3
R¯(acb)d
δcd
κ¯c
[
ℓabcppc − f¯ (aℓb)cpx + f¯af¯ bℓcc − ctg κ¯c(tabpp − f¯ (atb)p + f¯af¯ b)
]xa0xb0
4s2
=
1
24
R¯(acb)d
δcd
κ¯c
[
ℓabcppc − f¯ (aℓb)cpx + f¯af¯ bℓcc − ctg κ¯c(tabpp − f¯ (atb)p + f¯af¯ b)
]
xa0x
b
0, (210)
1
4
=
is
4
2i
3
R¯(acb)dδab
κ¯a
4s
[
ℓacdcxx − ℓaccx − ℓadcx + ℓac + ctg κ¯a(tcdxx − tcx − tdx + 1)
]
xc0x
d
0
= − 1
24
R¯(acb)dδabκ¯a
[
ℓacdcxx − ℓaccx − ℓadcx + ℓac + ctg κ¯a(tcdxx − tcx − tdx + 1)
]
xc0x
d
0, (211)
= − is
2
i
3
R¯acbd
[
δcb(t
ad
px − f¯atbx − tap + f¯a − ℓcadspx + f¯aℓcdsx + ℓcdsp)
xa0x
d
0
2s
−
− δad(tcbxp − tbp − tcxf¯ b + f¯ b + ℓacbsxp − ℓabsp − ℓacsxf¯ b)
xb0x
c
0
2s
]
= −1
6
R¯acbdδad(ℓ
acb
spx − f¯ cℓabsx − ℓacsp)xb0xc0, (212)
1
4
= −1
4
2i
3
R¯(acb)dδabδcd
κ¯a
4κ¯c
(ℓaccc − ctg κ¯cℓac + ctg κ¯aℓcc − ctg κ¯a ctg κ¯c)
= − is
24
R¯(acb)dδabδcd
κ¯a
κ¯c
(ℓaccc − ctg κ¯cℓac + ctg κ¯aℓcc − ctg κ¯a ctg κ¯c), (213)
= −s i
3
R¯acbd
2
4
δadδbc(1− ℓabss) =
is
6
R¯acbdδadδbc(ℓ
ab
ss − 1), (214)
1
2
= −s
2
iω
3
2∂(bfc)a
[
tabcpxp − tacpx − tabpx + tap − f¯a(tbcxx − tbx − tcx + 1)
]xa0xb0xc0
2s
= − iω
6
∂(bfc)a
[
tabcpxp − tacpx − tabpx + tap − f¯a(tbcxx − tbx − tcx + 1)
]
xa0x
b
0x
c
0, (215)
1
2
= − is
2
2
iω
3
2∂(bfc)a
δbc
κ¯b
[
ℓbacp − f¯aℓbc − ctg κ¯btap + ctg κ¯bf¯a
]xa0
2s
=
ωs
6
∂(bfc)a
δbc
κ¯b
[
ℓbacp − f¯aℓbc − tap ctg κ¯b + f¯a ctg κ¯b
]
xa0, (216)
= −is iω
3
∂bfca(−δabℓacsx)xc0 = −
ωs
3
∂bfcaδabℓ
ac
sxx
c
0, (217)
= is(
1
6
R¯− 1
2
∇¯ihi − 1
4
hihi). (218)
The coefficients at the diagrams are calculated making use of the formulas (192). The summation is implied
over all the tetrad indices. Note that four terms (see (202)) correspond to each of the diagram on the left
apart from the last one. However, in virtue of the symmetry properties of the tensors R¯acbd and ∂bfca, some
terms are similar or vanish. For instance, the contraction of the fields with the indices a, c or b, d for V2p and
the indices a, c for V1p vanishes in the loop diagrams. The total contribution to the logarithm of the diagonal
of the evolution operator G(ω, s;x,x) of the order α2 is given by the sum of the expressions (209)-(218).
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