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Introduction
Copulas have become popular tools for modelling dependence between random quantities in many application areas, including finance [4, 20, 29] , actuarial science [15, 28] , risk management [13] , hydrology [16] , reliability analysis [34] and pattern recognition [32] . Copulas are attractive due to their ability to model dependence between random quantities separately from their marginal distributions [4, 27] . Throughout this paper, attention is restricted to bivariate data, the proposed method can straightforwardly be generalized to more dimensional data but its performance would need to be studied in detail. By the well-known theorem by Sklar [33] , every joint cumulative distribution function F of continuous random quantities (X, Y ) can be written as F (x, y) = C(F x (x), F y (y)), for all (x, y) ∈ R 2 , where F x and F y are the continuous marginal distributions and C : [0, 1]×[0, 1] → [0, 1] is a unique copula corresponding to this joint distribution. So, a copula is a joint cumulative distribution function whose marginals are uniformly distributed on [0, 1] [4, 27] .
Many parametric families of copulas have been presented in the literature, see e.g. [4, 21, 27] . In this paper, we use four common bivariate oneparameter copulas, namely the Normal (or Gaussian), Clayton [5] , Frank [14] and Gumbel [17] copulas, these are briefly reviewed below. It should be emphasized that the semi-parametric method presented in this paper can be used with any parametric copula. Of course, if one has specific knowledge in favour of a particular family of copulas for the application considered, then using this family is most sensible and should lead to best results, if indeed this knowledge is correct. The main message of this paper is that the proposed predictive method provides robustness with regard to the choice of the parametric copula. This is not an argument for neglecting important information about the dependence structure, but for many applications it will enable trustworthy predictive inference with the use of a relatively basic copula. Semiparametric methods using copulas have been presented in the literature before [31] , but the emphasis has thus far been on estimation while we explicitly consider predictive inference in this paper.
We use the following four well-known parametric copulas in this paper. The Normal copula, with parameter θ n , has cumulative distribution function (cdf)
where Φ is the cdf of the standard normal distribution, and Φ B is the cdf of the standard bivariate normal distribution with correlation parameter θ n ∈ (−1, 1). The Clayton copula [5] with dependence parameter θ g ∈ [1, +∞). These four commonly used copulas all have their own characteristics, for example the Gumbel copula models strong right-tail dependence and relatively weak left-tail dependence [35] . There is a one-to-one relationship between the dependence parameters of these four copulas and the concordance measure Kendall's tau, as given below [4] . Note that the Gumbel copula cannot be used to model negative dependence.
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Many methods to estimate the parameter of a copula have been presented in the literature [4, 29, 35] . For the semi-parametric predictive method presented in this paper, any of the available methods to estimate the copula parameter can be used, of course advantages and disadvantages of specific estimation methods are carried over. In the presentation of our method, we will denote a parameter estimate byθ without the need to specify a particular estimation method. In our numerical studies to investigate the performance of the method and to illustrate its use, we will mention the specific estimation method applied.
Semi-parametric methods using copulas for statistical inference have been presented before, see e.g. [3, 22, 36] . The main approach presented involves combining the empirical estimators for the marginals with a parametric copula, in nature this is very close to the method presented in this paper. Even more, Chen et al. [3] use a rescaled empirical estimator which, effectively, deals with the marginals in the same manner as the method used in this paper. However, these presented methods in the literature all consider estimation, while our approach is explicitly developed for predictive inference.
In this paper, we introduce a semi-parametric predictive model by applying nonparametric predictive inference (NPI) on the marginals, combined with the use of a parametric copula for modelling the dependence, where the parameter value is estimated based on the data. NPI is based on the assumption A (n) , proposed by [19] , which gives a direct conditional probability for a future real-valued random quantity, conditional on observed values of n related random quantities [1, 6] . Effectively, it assumes that the rank of the future observation among the observed values is equally likely to have each possible value 1, . . . , n + 1. Hence, this assumption is that the next observation has probability 1/(n + 1) to be in each interval of the partition of the real line as created by the n observations. We assume here, for ease of presentation, that there are no tied observations (these can be dealt with by assuming that such observations differ by a very small amount, a common method to break ties in statistics).
Inferences based on A (n) are predictive and nonparametric, and can be considered suitable if there is hardly any knowledge about the random quantity of interest, other than the n observations, or if one does not want to use any such further information in order to derive at inferences that are strongly based on the data. The assumption A (n) is not sufficient to derive precise probabilities for many events of interest, but it provides bounds for probabilities via the 'fundamental theorem of probability' [12] , which are lower and upper probabilities [1, 2] . Augustin and Coolen [1] proved that NPI has attractive inferential properties, it is also exactly calibrated from frequentist statistics perspective [24] , which allows interpretation of the NPI lower and upper probabilities as bounds on the long-term ratio with which the event of interest occurs upon repeated application of this statistical procedure.
It should be emphasized that such attractive frequentist properties are not claimed to hold generally for the inferences presented in this paper, due to the assumption of a parametric copula. If this model assumption would indeed reflect the true underlying data generating mechanism, then the method would adopt the attractive properties, including crucially that the resulting predictive inferences would be exactly calibrated for any sample size; this is illustrated via simulations in Section 4. However, in practice one would never know precisely the actual dependence characteristics for the data, so the use of a parametric copula will affect the inferences which are not fully nonparametric anymore, and hence do not fully adapt to the data anymore. This is very natural and indeed the case for all statistical inferences using parametric models. Our research programme, of which this paper reports the first stage, aims at providing predictive inference methods which, for small to medium data sets, are robust to misspecification of the dependence structure, while for larger data sets a fully nonparametric predictive method is the aim, such that the method fully adapts to the data and hence maintains the attractive properties of NPI for univariate (one-dimensional) data.
So far, NPI has only been introduced for univariate data, this is the first paper introducing a method which attempts to generalize NPI to bivariate data. This generalization is not straightforward as NPI for univariate data relies on the ordering of observations, and there is no natural (complete) ordering of bivariate data (and beyond this for general multivariate data). Furthermore, the well-known curse of dimensionality tends to lead to problems with fully nonparametric methods for multivariate data once the dimension of the data is not small; for bivariate data this would not normally be a problem, but attempts to generalize NPI to larger-dimensional data using alternative data orderings would probably suffer from data scarcity for realistic data sets. This provides a substantial range of research questions and opportunities, where for example some suggested bivariate data orderings (e.g. using concepts like data-depth [25] ) can be explored and utilized. The approach presented here, however, benefits from the remarkable ease of the use of copulas combined with NPI for the marginals, leading to a semi-parametric method. This avoids the need to provide an ordering in the two-dimensional space and we expect that the resulting method does not suffer from the curse of dimensionality when extended to more than two dimensions.
This paper is organized as follows. In Section 2 we introduce how NPI can be combined with an estimated parametric copula to provide a semiparametric predictive method. Section 3 demonstrates how the proposed semi-parametric predictive method can be used for inference about different events of interest. In Section 4 we investigate the performance of this method via simulations, with particular attention to robustness with regard to the assumed copula in case of small data sets. This study includes simulations where we assume to know the underlying family of parametric copulas exactly, with only the parameter value left to be estimated; this is included to illustrate the good properties of our method for such situations and also to illustrate and discuss aspects of imprecision in relation to sample size. This study further includes simulations where the assumed family of parametric copulas is not in agreement with the data generating model; here we illustrate the robustness of the presented method with regard to such misspecifications. In Section 5 two examples are presented to illustrate the application of the method to real world scenarios, these examples use data from the literature. This method raises interesting questions for future research, some brief comments on this are included in Section 6.
Combining NPI with an estimated parametric copula
The proposed semi-parametric predictive method consists of two steps. The first step is to use NPI for the marginals, the second step is to use a bivariate parametric copula to take the dependence structure in the data into account. To explain these steps further we introduce some notation. Suppose that we have n bivariate (real-valued) observations (x i , y i ), i = 1, . . . , n, these can be thought of as observed values of n exchangeable bivariate random quantities. Henceforth, to simplify notation, we will actually use x i and y j to denote the ordered observations when considering the marginals, so x 1 < . . . < x i < . . . < x n and y 1 < . . . < y j < . . . < y n . So it is important that, with the plain indices now related to the separately ordered data related to the marginals, the values x i and y i do not form an observed pair. It should be emphasized that the information about the actual observation pairs is only used in the second step, where the parameter value of the assumed copula is estimated, the first step considers the marginals and hence only uses the information consisting of either the n observations x i or the n observations y i .
We are interested in prediction of one future bivariate observation, denoted by (X n+1 , Y n+1 ). Using the assumption A (n) we can derive a partially specified predictive probability distribution for X n+1 , given the observations x 1 , . . . , x n , and similarly a partially specified predictive probability distribution for Y n+1 , given the observations y 1 , . . . , y n . These are as follows:
, where x 0 = −∞, x n+1 = ∞, y 0 = −∞ and y n+1 = ∞ are introduced for simplicity of notation. If we are only interested in inference on events involving either X n+1 or Y n+1 , then these partially specified predictive probabilities can be used to derive optimal bounds for probabilities of such events, and these bounds are lower and upper probabilities in theory of imprecise probability with strong frequentist properties [1, 2] . It should be emphasized that, in the method presented in this paper where dependence of X n+1 and Y n+1 is taken into account through the use of copulas, the marginal distributions for X n+1 and Y n+1 remain only partially specified according to the A (n) -based equal probabilities for all intervals created by the respective data, as given above.
To link this first step to the second step, where the dependence structure in the observed data is taken into account in order to provide a partially specified predictive distribution for the bivariate (X n+1 , Y n+1 ), we introduce a natural transformation of these two random quantities individually. Let X n+1 and Y n+1 denote transformed versions of the random quantities X n+1 and Y n+1 , respectively, following from the natural transformations related to the marginal A (n) assumptions,
for i, j = 1, 2, . . . , n + 1. This is a transformation from the real plane R equal-sized squares. The A (n) assumptions for the marginals lead to
Note that, following these transformations of the marginals, we have discretized uniform marginal distributions on [0, 1], which therefore fully correspond to copulas, as any copula will provide exactly the same discretized uniform marginal distributions. Hence, this basic transformation shows that the NPI approach for the marginals can be easily combined with any copula model to reflect the dependence structure, leading naturally to step 2 of our method.
The second step of the proposed method deals with the information, in the observed data, with regard to dependence of the two random quantities X n+1 and Y n+1 . A bivariate parametric copula is assumed, with parameter θ. Using the data, the parameter can be estimated by any statistical method, e.g. maximum likelihood or a convenient (for computation) variation to it, resulting in a point estimate denoted byθ. In order to correspond to the transformation method for the marginals, and to avoid having to consider the marginals whilst estimating the copula parameter, to estimate θ we use also transformed data, where each observed pair (x i , y i ), i = 1, . . . , n, is replaced by (r x i /(n + 1), r y i /(n + 1)), with r x i the rank of the observation x i among the n x-observations (where the smallest value has rank 1), and similarly r y i the rank of y i among the n y-observations. It should be noticed that, as this estimation process does not involve any estimation of the marginals, it can be performed in a computationally efficient manner, as it is often the simultaneous estimation of the copula and related marginals that may cause computational difficulties.
NPI on the marginals can now be combined with the estimated copula by defining the following probability for the event that the transformed pair ( X n+1 , Y n+1 ) belongs to a specific square from the (n + 1) 2 squares into which the space [0, 1] 2 has been partitioned,
for i, j = 1, 2, . . . , n + 1, with P C (·|θ) representing the copula-based probability with estimated parameter valueθ. The fact that all copulas have uniform
for all i, j = 1, . . . , n + 1, which indeed corresponds to the use of the standard NPI approach for the marginals.
These (n + 1) 2 values h ij (θ), which sum up to 1, provide the complete discretized probability distribution for the transformed future observation ( X n+1 , ( Y n+1 ), which can be used for statistical inference on the actual future observation (X n+1 , Y n+1 ) or an event of interest involving this bivariate random quantity, as explained in the next section. Note that, although a completely specified copula is used initially, for our inferences we only use the discretized version on the (n + 1)
2 equal-sized squares with probabilities h ij (θ). In this discretized setting, h ij (θ) = for all j = i = 1, . . . , n + 1, so h ij (θ) = 0 for all other i, j, would reflect correlation 1 between these random quantities (both for the transformed and the actual future observations), while correlation −1 would be reflected by h ij (θ) =
(n+1)
for all j = (n+2)−i with i = 1, . . . , n + 1, and h ij (θ) = 0 for all other i, j.
Semi-parametric predictive inference
In this section, the semi-parametric predictive method presented in Section 2 is used for inference about an event which involves the next bivariate observation (X n+1 , Y n+1 ). Let E(X n+1 , Y n+1 ) denote the event of interest and let P (E(X n+1 , Y n+1 )) and P (E(X n+1 , Y n+1 )) be the lower and upper probabilities, based on our semi-parametric method, for this event to be true. As explained in the previous section, the observed data (
The fact that we work with a discretized probability distribution leads to imprecise probabilities as follows [2] . We define E ij = max (x,y)∈B ij E(x, y), so E ij = 1 if there is at least one (x, y) ∈ B ij for which E(x, y) = 1, else E ij = 0. Furthermore, we define E ij = min
all (x, y) ∈ B ij , else E ij = 0. Then the semi-parametric method presented in the previous section leads to the following lower and upper probabilities for the event E(X n+1 , Y n+1 ),
Many events of interest can be considered with the new inference method presented in this paper. Suppose, for example, that we are interested in the sum of the next observations, say T n+1 = X n+1 + Y n+1 . Then the lower probability for the event that the sum of the next observations will exceed a particular value t is
with L t = {(i, j) : x i−1 + y j−1 > t}, and the corresponding upper probability is
with U t = {(i, j) :
Equations (4) and (5) also represent the lower and upper survival functions for the future observation T n+1 , based on our newly presented semi-parametric method, we denote these by S(t) = P (T n+1 > t) and S(t) = P (T n+1 > t) and will use them in our analysis of the predictive performance of our method in the next section. Before analysing the performance of this new semi-parametric method, it is useful to explain the idea behind it. NPI has been developed over the last two decades, with many applications in statistics, reliability, risk and operations research (see www.npi-statistics.com). It has excellent frequentist properties, but relies on the natural ordering of the observed data or of a reasonable underlying latent variable representation with a natural ordering (e.g. used for Bernoulli and categorical observations [7] ). Moving to multivariate observations, however, causes problems due to the absence of a natural ordering. At the same time, copulas have proved to be powerful tools to model dependence, and as shown in this paper they can be linked in an attractive manner to NPI on the marginals, via discretization after a straightforward transformation. The resulting semi-parametric method is, however, a heuristic approach, in that it lacks the theoretical properties which make NPI for real-valued (one-dimensional) observations an attractive frequentist statistics method.
In the final section of the paper, we will discuss some further research topics, but the main idea of the larger research project to which this paper presents the first step is as follows. To take dependence into account, and ideally based only on the observed data, would require a substantial amount of data in the bivariate setting discussed in this paper (and this is of course far worse in higher dimensional scenarios). If one has much data available, it may be possible to use nonparametric copula methods in combination with NPI for the marginals, in order to arrive at good predictive inference. This is the topic of ongoing research, where the fact that prediction differs substantially from estimation provides many questions that require attention, for example on criteria for selecting good bandwidths to use for kernel-based nonparametric copulas. For smaller data sets, however, it is unlikely that the data reveal much information about the dependence between the random quantities X n+1 and Y n+1 . The method proposed in this paper aims at being robust in light of such absence of detailed information, by using the imprecision in NPI on the marginals, together with the discretization of the estimated copula, with the hope that for many scenarios of interest the resulting heuristic method will have a good performance. Of course, if even small or medium sized data sets already reveal a particular (likely) dependence structure, then this should be taken into account in the selection of the copula in our method. But if the data do not strongly indicate a specific dependence structure, then we propose to use a family of parametric copulas which is quite flexible and convenient for computation. In addition, the method used for estimation of the parameter will normally not be that relevant due to the robustness that is implicit in our approach, although of course there are situations where care will be needed (e.g. if the likelihood function has multiple modes one may wish to find an alternative to maximum likelihood estimation; these are well-known general considerations that do not require detailed attention in this paper but which provide interesting topics for future research).
Interestingly, one could consider the way in which imprecision is used in this paper as being somewhat different to the usual statistical approaches based on imprecise probabilities [2] . Traditionally, it is advocated to add imprecision to parts of a problem where one has less information, indeed to reflect the absence of detailed information. Yet in our presented method, the imprecision is mainly a result from using NPI for the marginals, while the information shortage is most likely to be about the dependence structure. Of course, the discretisation of the copula also provides some imprecision, but the main idea is that the imprecise predictive method used for the marginals, which is straightforward, provides robustness with regard to taking the dependence structure into account, which is normally the harder part of such inferences. Furthermore, it turns out that, with NPI used for the marginals, the resulting second step involving the copula estimation can be kept conveniently simple. This is an important advantage of this method, in particular if one would consider implementing it in (more or less) automated inference situations which require fast computation. In the following section we show how the predictive performance of this method can be analysed, focussing on a case where interest is in the sum of X n+1 and Y n+1 . This will also illustrate aspects of the imprecision in relation to the number of data observations and the dependence structure in the data.
Predictive performance
To investigate the predictive performance of the semi-parametric method presented in this paper, we conduct a simulation study. In each run of the simulation N = 10, 000 bivariate samples are generated, each of size n + 1, where we have used n = 10, 50, 100. For each simulated sample, the first n pairs are used as the data for the proposed semi-parametric predictive model, with the additional simulated pair to be used to test the predictive performance of this model.
In this analysis, we focus on the sum of of the next observations, so T n+1 = X n+1 + Y n+1 , as presented in Section 3. Let (x j i , y j i ) be the jth simulated sample, consisting of n pairs, so with subscript i = 1, 2, . . . , n indicating the pair within one sample, and superscript j = 1, 2, . . . , N indicating the specific simulated sample. Let (x j f , y j f ) be the additional simulated pair for sample j, and let the corresponding sum be denoted by t where t q ≤ t q obviously holds as is illustrated in Figure 1 . It is reasonable to claim that the proposed semi-parametric predictive method performs well if the two following inequalities hold,
We will investigate the performance in this manner by considering q = 0.25, 0.50, 0.75. One could of course investigate different quantiles but these values will provide a reasonably general picture of the performance of the method, together with some particular aspects which are important to illustrate. If one was specifically interested in, e.g., the performance of this method for extreme values, one could consider the corresponding quantile(s) to evaluate the performance of our method, detailed investigation of the performance for a wider range of inferences is left as a topic for future research.
To perform the simulation, we consider different values of Kendall's τ . For each value of τ we simulate from an assumed parametric copula with the parameter set equal to the value which corresponds to τ . We consider two main scenarios: first that, in our semi-parametric method, we actually assume a copula from the same parametric family as used for simulation, and secondly that the assumed parametric copula belongs to a different family. For the first case, we expect the method to perform well. Of course, this scenario is highly unlikely in practice, but it is important to study the performance of the method in this case, and the simulations will also reveal some interesting facts about the level of imprecision in the predictive inferences. The second scenario is of more importance, as it represents a more likely practical situation, namely where a parametric copula is assumed but this is actually not fully in line with the data generating mechanism. This can be considered as misspecification, and it is in such scenarios that we hope our method will provide sufficient robustness to still provide relatively good quality predictive inference.
Given the simulated data in a run, we estimate the parameter of the assumed parametric copula using the pseudo maximum likelihood method which is included in the R package VineCopula [30] . As mentioned before, alternative estimation methods can be used; of course these may lead to slightly different results, but the overall performance of the method is unlikely to be affected much by minor differences in the estimation method. With the estimateθ for the copula parameter, we obtain the probabilities h ij (θ) as given in Equation (1), and these form the basis for any possible inferences of interest.
We have run N = 10, 000 simulations with sample sizes n = 10, 50, 100, and with q = 0.25, 0.50, 0.75 and τ = −0.75, −0.5, −0.25, 0, 0.25, 0.5, 0.75. We restricted attention to the four parametric copulas discussed in Section 1, noting that the Frank copula does not allow τ = 0. Due to space limitations we only report a small subset of the simulations we ran; for each reported case we report the results of the first simulation we performed, later ones gave very similar results which led to identical conclusions.
First, we applied our semi-parametric method with the assumed copula actually belonging to the same parametric family used for the data generation. Tables 1 and 2 present the results for the Normal and Frank copula, respectively (for the Clayton and Gumbel copulas results were very similar and led to the same conclusions). These tables report the values p 1 and p 2 for the different values of τ and n, as described above, for q = 0.25, 0.50, 0.75.
For good performance of our method, we require p 1 ≤ q ≤ p 2 . Furthermore, these tables also present a valueθ, this is the average of the 10,000 estimates of the parameter, so for these two tables this value is expected to be close to the value for θ which corresponds directly to the τ used, and which is given in the second column of each table. However, we will not focus on these estimated values as it is really the predictive performance that is important to consider, due to the predictive nature of our approach. It is clear though that the parameter estimates tend to be closer to the real value for larger values of n, which is of course fully as expected. It may be of interest to implement other estimation methods for the copula parameter, which may provide a slightly better performance, detailed study of this is left as a topic for future research.
All cases in Tables 1 and 2 have q ∈ [p 1 , p 2 ], which shows an overall good performance of our semi-parametric predictive method, which is fully in line with expectations due to the use of the same parametric copula family in our method as the one that was actually used to simulate the data.
These tables illustrate two important aspects of the imprecision in our method. First, for corresponding cases with increasing n, the imprecision, reflected through the difference p 2 − p 1 , decreases. This is logical from the perspective that more data allow more precise inferences, which is common in statistical methods using imprecise probabilities [2] . Indeed, if one increases the value of n further, imprecision will decrease to 0 in the limit, where, informally, limit arguments are based on NPI for the marginals converging to the empirical marginal distributions, which in turn will converge to the underlying distributions, and with the assumed copula actually belonging to the same family as the one used to generate the data, this also will ensure an increasingly good performance of the method for increasing n.
A perhaps somewhat less expected feature of our method is seen by comparing corresponding cases with the same absolute value of τ , but negative τ compared to positive τ . For such cases, the imprecision p 2 − p 1 is always greater with the negative correlation than with the positive correlation, and this effect is stronger the larger the absolute value of the correlation. This feature occurs due to the fact that we are considering events that the sum T n+1 = X n+1 + Y n+1 exceeds values t, and can be explained by considering the probabilities h ij (θ) which are the key ingredients of our method for inference. In case of positive correlation, the h ij (θ) tend to be largest for values of i and j close to each other, while for negative correlation this is the case for values of i and j with sum near to n + 2, and this effect is stronger the larger the absolute value of the correlation. Calculating the lower and upper probabilities (4) and (5) tends to include several more h ij (θ) values in the latter than in the former, and for events T n+1 > t these extra h ij (θ) included in the upper probability tend to have the sum of their subscripts i and j about constant. Hence, for positive correlation these extra h ij (θ) tend to include a few larger values for most values of t. For negative correlation the effect is quite different, as then these extra h ij (θ) tend to include relatively small values for small and for large values of t, in relation to the observed data, but when t is closer to the center of the empirical distribution of the values x i + y i , corresponding to the n data pairs (x i , y i ), then many of the extra h ij (θ) are quite large, resulting in large imprecision. This effect can also be seen from plots of the lower and upper survival functions for T n+1 , where positive correlation leads to imprecision being fairly similar over the whole range, while for negative correlation there is little imprecision in the tails but much imprecision near the center of the empirical distribution of the x i + y i . As these lower and upper survival functions do not illustrate further relevant aspects for the discussion, we have not included a figure here, but we do include such a figure in an example in Section 5, where we will emphasize this issue again.
As mentioned before, the main idea of the new method presented in this paper is to provide a quite straightforward method for prediction of a bivariate random quantity, where imprecision in the marginals provides robustness with regard to the assumed copula. This is attractive in practice, because one often has less knowledge about the dependence structure than about the marginals, in particular if one has a relatively small data set available. The practical usefulness of the method is therefore dependent on its ability to provide reasonable quality predictive inference in case one does not assume to know exactly the parametric family of copulas which generated the data. To study the performance of our semi-parametric predictive inference method, we perform simulations as before, but now we generate the data from one of the four mentioned copula families, while we assume a different parametric copula for the second step of our method. The simulations are further performed in the same manner as those above, with attention again on prediction of T n+1 = X n+1 + Y n+1 .
We report again first simulation results for just a few scenarios, the other combinations of real and assumed copulas, out of the four parametric cop- Table 1 : Predictive performance, Normal copula Table 2 : Predictive performance, Frank copula ula families discussed before, provided very similar results, as did repeated simulations of the same scenarios. Table 3 presents the results with data generated from the Frank copula whilst assuming the Normal copula in our method. While we mostly focus on the predictive performance, it is important to briefly consider the parameter estimateθ n . Of course, this is not an estimate of the parameter θ f as used in the Frank copula for generating the data, the values θ n corresponding to the respective values for τ are given in Table 1 . These estimated values for θ n are now a bit further from the values given in Table 1 , which results from the fact that the data are not generated from the Normal copula but from the Frank copula. It is more important to consider the predictive performance of our method. The values of p 1 and p 2 in Table 3 are mostly pretty similar to those in Tables 1 and 2, although there are now a few cases for which q is not contained in the interval [p 1 , p 2 ]. These are high-lighted by bold font numbers in the table. For n = 10 there are no such cases, indeed the imprecision in the method provides sufficient robustness to still have q ∈ [p 1 , p 2 ]. For n = 50 this is also mostly the case, although there is one case here, for τ = 0.5 and q = 0.75, where p 2 < q, albeit only just. For n = 100 there are substantially more cases where the interval [p 1 , p 2 ] does not contain the corresponding q, although in these cases q tends to be only just outside the interval. This is in line with expectation, because for larger n the method has only small imprecision on the marginals, hence these provide less robustness against the misspecification of the dependence structure, so assuming the wrong parametric copula starts to have a stronger effect. Table 4 presents the results of a similar simulation with the data generated from the Normal copula and the Frank copula assumed in our method. The results for this case are very similar to those just described.
For larger numbers of data, such as n = 100 or more, one could add methods for model selection to our method, to try to find a parametric copula that fits well with the data. While this will be of interest, we intend to focus future research in a different direction, namely by applying nonparametric copula methods combined with NPI for the marginals for larger data sets, in order to arrive at predictive inference which is fully flexible to adapt to the data. Tables 5 and 6 present the results of similar simulation studies with data generated from the Clayton and Gumbel copulas, respectively. For both these cases the Frank copula was assumed for our method; in further simulations with the Normal copula assumed instead the results were very similar. For Table 3 : Simulations from Frank copula; Normal copula assumed for inference n = 10 the robustness is again sufficient to always get q ∈ [p 1 , p 2 ], indeed we have not encountered any simulation, for any combination of these four copulas, where this was not the case. For n = 50 and n = 100 the results are now slightly worse than before, but where q is outside the interval [p 1 , p 2 ] it is always close to it. This reflects that the Clayton and Gumbel copulas differ more from the Frank copula than the Normal copula does. We also included the case n = 30 here, for which the results were all fine. This simulation study has illustrated our new semi-parametric method and revealed some interesting aspects, as discussed above. The main conclusion we draw from it, is that for small values of n the imprecision provides sufficient robustness for the predictive inferences to have good frequentist properties. This depends on the copulas used, the random quantity considered, and also the percentiles considered. Differences would show more strongly if one considers quite extreme percentiles. If data were generated with a very different dependence structure than can be modelled through the assumed parametric copula, then the method would also perform worse. However, we would hope that in such cases, either there is background knowledge about the dependence structure, which can be used to select a more suitable copula, or that the data already show a certain pattern to make us aware of the unlikely success of the proposed method with a basic cop- Table 4 : Simulations from Normal copula; Frank copula assumed for inference Table 6 : Simulations from Gumbel copula; Frank copula assumed for inference ula. Overall, this work fits in a larger project where the idea is that, for larger sample sizes, the parametric copula in our method can be replaced by a nonparametric copula. We expect that this would be of benefit for larger sample sizes. Hence, the idea is that a combination of the use of a convenient parametric copula for smaller sample sizes, and a nonparametric copula for larger sample sizes, provides a suitable predictive inference method for bivariate data. This raises substantial questions, which are considered in ongoing research.
Examples
In this section, two examples are presented to illustrate application of the proposed semi-parametric predictive method. The data sets are quite small, for which the study in Section 4 showed that our method provides good robustness with regard to choice of copula due to quite substantial imprecision resulting mostly from the use of NPI for the marginals. We only present results using one family of parametric copulas in each example. When we applied the other parametric copulas used in this paper we got results that were very close to those reported here. More details of these further investigations, and also of additional simulation studies, are reported in the PhD thesis of the third-named author [26] .
Example 5.1. Consider the data set in Table 7 the payment of the loss (the 'allocated loss adjustment expenses', ALAE) for an insurance company on twenty claims. The loss and the ALAE are usually positively correlated [23] , there is some suggestion that this is also the case in these data as can be seen from Figure 2 . The original data consist of 24 bivariate data observations, to illustrate our approach we have removed four 'outliers' and we have adjusted the data to avoid tied observations (namely 2501, 7001, 51 are used instead of 2500, 7000, 50). There is no strong need to exclude outlying data from the analysis when our semi-parametric method is used, but the effect of data which influence the copula estimation very strongly requires further study, for example into the use of copulas with multiple parameters that can separate different dependence relations over the ranges of the data considered. This is left as an important topic for future research, in particular to compare when it is better to use more complicated parametric copulas and when it is better to use nonparametric copulas. In line with the earlier presentation in this paper, Loss will be the X variable and ALEA the Y variable. Suppose that we are interested in the event that the sum of the next Loss and ALAE will exceed t, that is T n+1 = X n+1 + Y n+1 > t, based on the available data (x i , y i ), i = 1, 2, . . . , 20. We apply the new semi-parametric method presented in Section 3, where we assume a Normal copula and again use pseudo maximum likelihood estimation as available in the R package VineCopula [30] . The probabilities h ij (θ) in our method, resulting from the parameter estimation with the Normal copula, are presented in Figure 3 , which clearly shows the positive correlation between X n+1 and Y n+1 , and hence between X n+1 and Y n+1 , in this example.
The lower and upper probabilities for the event T n+1 > t are presented in Figure 4 and, for selected values of t, in Table 8 . These results can be used in a variety of ways, depending on the actual question of interest. Figure 4 shows that the imprecision, reflected through the difference between corresponding upper and lower probabilities, is pretty similar through the main range of empirical values for x i + y i . This is due to the effect discussed for the simulations in Section 4, namely the positive correlation between Loss and ALEA combined with interest in the sum of these quantities. If the data would have indicated a negative correlation, then imprecision would vary more substantially when interested in the sum of the two quantities; similarly, with positive correlation in the data, imprecision would also vary more substantially if one is interested in the difference of the two random quantities. Such effects on our method can be studied in detail by considering the probabilities h ij (θ). . In order to illustrate application to scenarios where interest is in a different function of (X n+1 , Y n+1 ), consider the data presented in Table 9 and Figure  5 [18] . These present the heights (cm) and weights (kg) of n = 30 elevenyear-old girls attending Heaton Middle School in Bradford. Suppose that one is interested in the body-mass index (BMI) of a further girl, where one can imagine there having been 31 girls with one selected randomly to not be included in the data set, and whose BMI one would wish to predict after learning the heights and weights of the other 30 girls. Interest in the BMI may be in order to investigate whether they have healthy weight, are underweight or overweight, or even obese, so we derive the lower and upper probabilities for the thirty-first girl to be in each of these categories, based on our semiparametric method. The BMI is calculated using the well-known formula,
For this illustrative example, we use the classification of BMI values provided by the Center for Disease Control and Prevention (www.cdc.gov), according to which an eleven-year-old girl is considered underweight if her BMI is less than 14.08, has healthy weight if the BMI is between 14.08 and 19.50, is overweight if the BMI is between 19.50 and 24.14, and obese if the BMI is at least 24.14. The lower and upper probabilities for these events of interest, calculated using Equations (2) and (3) and using again the Normal copula with the same estimation method as before, are given in Table 10 . To avoid difficulties due to the functional form of the BMI, we restricted the range of 'possible' values for the height and weight quantities by setting finite endpoints for the ranges used in NPI for the marginals. We set these values at x 0 = 125, x 31 = 170, y 0 = 20 and y 31 = 60, which seem quite realistic and lead to corresponding minimum BMI 6.92 and maximum BMI 38.40, which are included in the ranges in Table 10 . Choosing different values for x 0 , x 31 , y 0 and y 31 will have some impact on the lower and upper probabilities resulting from our method, but the effect of minor differences to these values is neglectable.
Concluding remarks
This paper presents a new semi-parametric method for predictive inference about a future bivariate observation, which can be used to consider any function of interest involving the two quantities in such an observation. It combines NPI on the marginals, which is predictive by nature, with the use of a parametric copula to take dependence into account, where the parameter of the copula is estimated based on available data. This method can be used with a wide variety of estimation methods because only a single point estimator is used. A possible generalization of the method is by introducing some further robustness, or imprecision, in the copula, either by using a range of parameter values (e.g. related to a confidence interval) or a set of copulas. Implementing these straightforward ideas would require further research, as they would lead to imprecise probabilities instead of the precise probabilities h ij (θ) which are central to our method.
By combining NPI with an estimated copula, the proposed method does not fully adopt the strong frequentist properties of NPI, and hence has a heuristic nature. We have investigated its performance via simulation studies, more detailed research of its performance in a wider range of applications will be of benefit. The main thesis of this research, going beyond this paper, is that the robustness provided by our method, with the use of a quite basic copula, will often lead to satisfactory inferences for small to medium sized data sets. For large data sets, it is expected that the method can be applied with a nonparametric copula, this is the topic of ongoing research.
Throughout this work, we restricted attention to a single future observation. In practice, one may be interested in multiple future observations, in NPI the inter-dependence of such multiple future observations is taken into account [7] . It will be of interest to develop this bivariate method for multiple future observations. NPI has recently been presented for a number of inferential problems, including accuracy of diagnostic tests [10, 11] , inferences with right-censored observations [9] and reproducibility of basic nonparametric tests [8] . For all such applications, it is of interest to develop predictive methodology for bivariate, and more generally multivariate data. The approach presented in this paper may be a suitable starting point for research on these topics.
A major advantage of the presented method is its relatively easy computations, as the use of NPI on the marginals combines naturally with the discretization of the copula. Hence, the computational complexity is only with regard to the estimation of the copula parameter, which for the copulas considered in this paper is a routine procedure for which standard software is available. It may be attractive to use copulas with multi-dimensional parameters, which would provide better opportunities to take more information about dependence in the data into account. As long as suitable estimation methods are available, this can be implemented in our method without any difficulties.
The bivariate method presented here can straightforwardly be generalized to multivariate data, where the curse of dimensionality implies that the number of data required to get meaningful inferences grows exponentially with the dimension of the data. We restricted attention to the bivariate case in order to illustrate and investigate the method, application to higher dimensional situations is an important topic for future research.
Finally, it is important to emphasize that the method presented in this paper has a novel aspect within statistical theory using imprecise probabilities. Traditionally, imprecision is used particularly on aspects for which one has relatively little information. Here, however, we use imprecision on the marginals but not on the copula, while the data tend to contain less information about the dependence structure than about the marginals. This is done as the imprecision on the marginals provides robustness with regard to the copula choice, with the added benefit that the imprecise probability method used on the marginals is easy to implement and fits naturally to discretization of the copula. This idea, to add imprecision to the easier part of an inference in order to provide robustness for the harder part, and all together simplifying computation, promises to have wider applicability, for example in big data scenarios where fast computation is crucial. We will explore this idea in other settings in future research.
