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ABSTRACT11
Inferring geostrophic velocity fields from CTD data distributions can be handicapped by the 12
impossibility of referring dynamic height to a no-motion level. This is often the case over the 13
continental shelf, but also at open sea, even when velocity measurements (e.g. from a vessel 14
mounted ADCP) are available. In this paper we test and compare four different methods aimed 15
to estimate the geostrophic and total velocity fields from hydrodynamical data. Two of them can 16
either use only CTD data (then relying on the election of a no-motion level) or incorporate 17
ADCP data (through a multivariate interpolation); the other two methods always combine CTD 18
and ADCP data. A 3D primitive equation model is used to reproduce realistic scenarios that 19
provide control velocity fields and typical CTD and ADCP data profiles. The chosen scenarios 20
represent different dynamic situations (in terms of data quality, bathymetric constrictions and 21
dynamical characteristics such as the relative ageostrophic/geostrophic velocity variance) and22
make possible a broad discussion on the capabilities and limitations of the examined methods. 23
Results show that the performance of the methods is highly dependent on the dynamics to be 24
resolved. The combination of CTD and ADCP data constitutes the best approach for most of the 25
analyzed situations, though special attention has to be paid when dealing with low quality 26
ADCP data and when the circulation is characterized by intense non-divergent ageostrophic 27
velocities.28
29
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21. Introduction32
Inferring geostrophic velocities from CTD data distributions is reasonably simple. The most 33
important limitation is that dynamic heights have to be referred to a given level surface, the so 34
called “reference level”. In the deep ocean the reference level is often taken as deep as possible, 35
in order to approach a true no-motion level (hereafter NML) and hence to capture the whole 36
baroclinic contribution to the motion field. However, the data availability at deep levels is 37
sometimes constrained by the sampling methodology (e.g. when data is acquired by an 38
undulating CTD) or by the bathymetry (e.g. when the surveyed domain includes the continental 39
shelf). In such cases, the choice of a proper reference level is problematic: errors in the derived 40
geostrophic velocity can be of the order of several cm/s, having a large impact on higher-order 41
derived variables such as vorticity or the vertical component of the velocity.42
Several methods have been developed to overcome these problems. A first group includes the 43
methods that assume the existence of a NML. In coastal regions this level often intersects the 44
bathymetry and therefore many CTD profiles may not extend down to the NML. In such cases 45
the simplest approach is to compute dynamic height only at those stations reaching the reference 46
level, but this usually results in large data voids over the continental shelf. Another common 47
approach is to complete the missing lower part of the water column of shallow profiles (i.e., the 48
layer in between the lower limit of the profile and the reference level) with the same layer of the 49
nearest offshore station that does reach the NML. In practice this so-called nearest-neighbour 50
approach has been applied in different ways.51
Still within the same group of methods, some better founded approaches have been developed. 52
For instance, the one proposed by Csanady (1979), aimed to estimate the along-shore and 53
across-shore pressure gradients on the continental shelf. The theoretical frame of the method54
assumes that density gradients are parallel to bathymetry gradients and that the surface elevation 55
field is induced by a uniform density along the coastline. These requirements are not fulfilled in56
regions where the circulation over the shelf shows significant along-shore gradients and eddies; 57
in such cases Csanady’s method is not more accurate than the simple methods described above. 58
3Another method proposed by Pedder and Gomis (1998), bases on the use of empirical 59
orthogonal functions. The leading modes of the vertical structure are first computed from 60
profiles spanning the whole vertical domain. Then, the amplitudes of these modes are computed 61
for shallow stations under the constraint of reproducing the existing part of the profile. Finally, 62
the missing part of the profile is obtained by using the leading modes in its full vertical 63
extension. The main limitation of this method is the assumed statistical homogeneity between 64
the shelf and offshore domains, an assumption that is not always fulfilled.65
A second group of methods are those that do not necessarily assume the existence of a NML, 66
but make use of independent velocity observations (e.g. obtained by a vessel mounted ADCP)67
to define a “level of known motion”, rather than a NML. The two main methods falling within 68
this group are the one proposed by Chereskin and Trunnell (1996) and the one proposed by 69
Rudnick (1996). Both methods are constrained by the same assumption: that the non-divergent 70
component of the measured velocity field is equivalent to the addition of the geostrophic71
velocity (due to the baroclinic component relative to a reference level) plus the eventual 72
barotropic component of the flow. That is to say that the ageostrophic non-divergent component 73
of the field is negligible compared with the geostrophic component.74
Finally, another option to estimate the geostrophic velocity over the entire domain is the use of 75
inverse models such as the beta-spiral method (Stommel and Schott, 1977; Schott and Stommel, 76
1978), the Wunsch method (Wunsch, 1978) or the Bernoulli method (Killworth, 1986). All of 77
them rely on constraining the recovered hydrodynamical fields to obey some balance equations, 78
typically geostrophy, hydrostatic balance and mass conservation (Davis, 1978). They are 79
specially useful at open sea, typically for large-scale domains enclosed by observation transects 80
but poorly sampled inside (Wunsch and Grant, 1982); in such cases, the constraints are 81
reasonable and help to recover the poorly sampled field. However, in the case of small, well 82
sampled coastal regions, the methods described above are more suitable, since some of the 83
constraints used by inverse models (the mass conservation, for instance) may not apply.  84
4In this work, we test the capabilities and limitations of four of the methods described above: two 85
methods based on the election of a NML [The methods proposed by Csanady (1979) and by 86
Pedder and Gomis (1998) are not considered because their assumptions do not fit with the 87
dynamics of the selected scenarios] and the methods proposed by Chereskin and Trunnell88
(1996) and Rudnick (1996) that combine CTD and ADCP data to infer geostrophic velocities.89
The methods are applied to synthetic data extracted from different realistic scenarios produced 90
by a numerical model that intend to simulate different coastal and open sea regions of the 91
western Mediterranean Sea. Density and velocity pseudo-observations are extracted simulating 92
a real surveying strategy in terms of spatial sampling and observational errors.93
Except for one of the examples, the pseudo-observations are not time dependent and thus they 94
do not account for an eventual lack of synopticity of the data set. The lack of synopticity is 95
recognized as a key error source (Gomis et al., 2005), but the magnitude of the associated errors 96
is highly dependent of the dynamics of the region and on the survey strategy. Here we give 97
some estimation of the magnitude of these errors relative the errors associated with the different 98
diagnostic methods, but the nucleus of the work focuses on the intercomparison between the 99
methods themselves. The application of all the methods to these pseudo-observations implies100
the use of an interpolation scheme, which is also recognized as an error source (Gomis and 101
Pedder, 2005). In this work the interpolation scheme is common to all the methods, in order to 102
avoid interfering with the test results. The errors associated with the different methods are 103
computed as the differences between the dynamical fields produced by the methods and the 104
geostrophic and total (geostrophic plus ageostrophic) velocity “control” fields given by the 105
numerical model.106
The paper is organized as follows. The main methodological aspects are presented in section 2:107
first, the different analysis methods and the interpolation scheme; next, the extraction of data 108
from the numerical model; and last, the scenarios and test cases constituting the core of this 109
work. In section 3 we present the results, dedicating a subsection to each test case. They are all 110
discussed in section 4 and conclusions are outlined in section 5.111
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2. Methodology113
2.1 Analysis methods114
Within the group of methods that assume a NML, the approach of computing dynamic height 115
only for the profiles extending down to the reference level is referred to as ‘standard NML’; this 116
is the first of the four methods considered in this work. In this approach, stations not reaching 117
the reference level are simply not considered in the computations, so that in the regions covered 118
by shallow profiles dynamic heights are extrapolated from deeper nearby stations during the 119
spatial objective analysis that precedes the computation of geostrophic magnitudes. 120
The second method is a version of the nearest-neighbour method: at shallow stations dynamic 121
height is computed at each level relative to the next (in the sense of the vertical spacing of the 122
output grid) and not relative to a common reference level. After station dynamic height data 123
have been interpolated onto the grid, all levels are referred to the lowest one by adding the 124
contributions of all the levels below. The a priori advantage of this method with respect to the 125
standard NML method is that profiles obtained at shallow stations take part in the recovery of 126
the dynamic height field (only the missing part of the water column is interpolated from nearby 127
stations). This method will be referred to as ‘stepped NML.’128
The third method belongs to those based on a level of known motion and was proposed by 129
Chereskin and Trunnell (1996) (hereafter referred to as the ‘Chereskin method’). This method 130
consists of estimating dynamic height relative to a level z0 where the total velocity field can be 131
determined from independent, simultaneous measurements. Following Chereskin and Trunnell 132
(1996) at any level z we can recover the total geostrophic stream function ( g ) as the addition 133
of two contributions: (i) the baroclinic stream function (i.e. the dynamic height) referred to the 134
known motion level zo (
0g z
| ), obtained from hydrographic data, and (ii) the stream function 135
obtained from the velocity field at zo ( f (z0)), which contains the baroclinic contribution of all 136
levels underneath z0 plus an eventual barotropic component: 137
6fzgg

0
(z0) [1] 138
Although in principle z0 can be any depth at which we know the total velocity field, in practice 139
the election is constrained by two features. On one hand, it should be chosen as deep as possible 140
to avoid the presence of ageostrophic currents, which are usually stronger at surface layers. On 141
the other hand, the quality of ADCP data usually decreases with depth, and therefore the 142
reference level should be chosen where the noise-to-signal ratio of velocity data is still 143
acceptable. Another reason to avoid a deep reference level is that in the vicinity of the 144
continental shelf the intersection with the bathymetry prevents the computation of the baroclinic145
stream function 
0g z
| at shallow stations. 146
In order to mix in a consistent way the geostrophic velocities obtained from CTD data and the 147
velocity measurements at z0, only the non-divergent part of the latter is considered (expressed as 148
f (z0) in [1]). The objective is to filter out ageostrophic components of the velocity field such 149
as those produced by tidal or inertial oscillations. Hence, the method implicitly assumes that the 150
non-divergent part of the velocity field measured at level zo is equivalent to the total geostrophic151
velocity field (i.e., to the baroclinic component from a reference level up zo plus an eventual 152
barotropic current). This equivalence is not always reasonable, as it depends on the case-to-case 153
dynamics. For instance, a constant wind far from the coast can induce ageostrophic non-154
divergent currents within the Ekman layer, in which case the hypothesis will only be fulfilled 155
below the Ekman layer. More problematic are deep, rapidly rotating vortices, which can have a 156
significant non-divergent ageostrophic component extending beyond the lower limit of velocity 157
measurements. 158
Finally, the fourth method is the one proposed by Rudnick (1996). This method is a 159
generalization of the Chereskin method: it also bases on the comparison between the 160
geostrophic stream function obtained from CTD data and the stream function derived from 161
observed velocities. However, in Rudnick’s method f (z0) is not estimated from the velocity 162
field measured at z0, but from the differences between the dynamic height field computed from 163
7CTD data 
0g z
| (z) and the stream function computed from the velocity measurements at the 164
same level g (z). In principle this difference should be constant in depth, so that doing it at 165
any level z would be enough. In practice this is not the case, due to the incidental presence of 166
ageostrophic contributions (which can vary with depth) and to the impact of observational 167
errors. In order to minimize these undesirable contributions, Rudnick proposed to obtain 168
f (z0) as the average of the differences )(
0z
gg  obtained at the different levels, with the 169
aim that non desired contributions average to zero. Once f (z0) is determined, the total 170
geostrophic stream function can be obtained at every level following [1].171
Note that if the average proposed by Rudnick really smoothes the impact of ageostrophic 172
structures and observational errors on the analysis, some of the constraints on the election of the 173
reference level mentioned for the Chereskin method can be relaxed. Still, the intersection with 174
the bathymetry will prevent the computation of the geostrophic stream function at shallow 175
stations, and therefore the level z0 should not be too deep in the vicinity of the continental shelf.176
When applying his method in practice, Rudnick (1996) noted that the average of the differences 177
is equivalent to the difference of the averages. Hence, f (z0) can be obtained as the difference 178
between the stream function obtained from the vertically integrated total velocities  vu ~,~ and179
the vertically integrated dynamic height (equivalent to the stream function obtained from the 180
vertically integrated baroclinic velocities computed relative to z0, 
0
~
zg
u , 
0
~
zg
v ):181
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2.2 Interpolation schemes183
The tests carried out for each method intend to simulate the actual processing of data from 184
oceanographic surveys. Hence, the pseudo-observations extracted from model outputs are first 185
interpolated onto a regular grid in order to compute derived magnitudes such as geostrophic 186
velocities or vorticity. In order to facilitate the comparison with model values, the interpolation 187
8grid will be the same than the model grid (see Figures 1-3). However, it is worth noticing here 188
that when the results of the different methods are displayed in Figures 4-8, only one out of two 189
rows and columns are displayed, in order to simplify the Figures.190
A common interpolation scheme is used for all the methods; it bases on the principles of 191
optimal statistical interpolation (see for instance Bretherton et al, 1976). This common scheme 192
is the simplest version of OSI, and only considers observations of the variable to be interpolated 193
(univariate approach, hereinafter referred to as “OSI UV ”). Additionally, a second version of 194
OSI is used for two of the methods: it is a multivariate version (referred to as “OSI MV”) in 195
which independent velocity data (e.g. ADCP data) are combined with dynamic height 196
observations (e.g. obtained from CTD profiles) to produce the spatial interpolation of both fields 197
(Gomis et al, 2001). 198
The multivariate version bases on the physical relation linking the two variables and takes 199
advantage that each field contains information on the other one. In fact, the velocity data 200
entering the multivariate OSI scheme are not actual velocity observations, but the velocity shear 201
with respect to the reference level used to compute dynamic height. If the subtracted velocity 202
field (the velocity field at the reference level) is afterwards added to the analysis, the method 203
becomes equivalent to the Chereskin method except in two features: i) dynamic height is 204
obtained via multivariate analysis and therefore is supposed to benefit from a more accurate 205
interpolation; ii) the multivariate interpolation produces two different estimations, one for the 206
geostrophic velocity (derived from the reconstructed dynamic height) and one for the total 207
velocity, so that the ageostrophic component of the field is also recovered (see Gomis et al., 208
2001). 209
The drawback of multivariate analysis is that it cannot extend below the vertical range of ADCP 210
data. The same happens with a direct interpolation of ADCP data (using either a univariate 211
analysis for each of the two velocity components or a multivariate version linking the two 212
components). The latter will be referred to as OSI-ADCP and altogether with the multivariate 213
interpolation must be considered at a different level than the four tested methods, since they214
9cannot produce the current field below the ADCP domain (the other methods can provide 215
estimates for the whole vertical extent of hydrographic data).216
The main characteristics of the interpolation schemes are given in the Appendix. The 217
parameters used to carry out the interpolation for each of the test cases described in section 2.4 218
are summarized in Table 1. 219
2.3 Building-up the pseudo-observation data set 220
The hydrographic and velocity data are obtained from numerical simulations of the circulation 221
in the Mediterranean Sea. For that purpose, we use the 3D free-surface primitive equation 222
model SYMPHONIE (Marsaleix et al., 1998; Marsaleix et al., 2008), which produces realistic 223
scenarios including a wide variety of structures and processes. In particular, ageostrophic 224
motion caused by current-topography interactions or wind forcing is included; conversely, tides 225
are not included in the simulations. The model has a horizontal resolution of 3 km and 41 226
vertical hybrid σ-z layers (Marsaleix et al., 1998). The control fields used to test the skill of the 227
different methods are the geostrophic field (inferred from the model 3D density field and the 228
free surface height) and the total velocity fields of the model outputs.229
For each scenario we extract salinity, temperature and velocity profiles at given stations. The 230
resulting data set is characterized by its vertical extent and by its horizontal resolution. In all the 231
cases considered here, the station distribution consists of 8x8 equally spaced stations (12 km in 232
each direction), with vertical profiles that reach a maximum depth of 1000 m for S and T (when 233
not constricted by the bathymetry), and 350 m for the velocities (Table 1).234
In order that the extracted temperature and salinity profiles have the characteristics of actual 235
CTD profiles and velocities resemble those obtained by a vessel mounted ADCP, errors are236
added to the data extracted from the model. The salinity and temperature profiles are distorted237
by a vertically varying random error in the way: 238
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where r is a random number extracted from a zero-mean, unity-variance normal distribution, the 240
superindex ‘obs’ denotes the virtual observations and the superindex ‘mod’ denotes model 241
control fields. ET and ES are the error standard deviations considered for temperature (T) and 242
salinity (S), respectively. For the velocity profiles, errors consist of a random contribution plus a 243
vertically constant error that intends to resemble a systematic error (e.g. derived from the 244
uncertainty in the navigation data used to subtract the ship velocity). This systematic error can 245
be different for each profile (though the magnitude is considered the same): 246
 
 
 
 
 
 
bias
v
rand
v
zzz
z
z
obs
zz
obs
z
obs
z
E
b
b
b
E
r
r
r
vu
vu
vu
vu
vu
vu
*
.
.*
.
.
,
.
.
,
,
,
.
.
,
,
1
0
mod
mod
1
mod
0
1
0
maxmax









































































[4]247
where r and b are again random numbers extracted from a zero-mean, unity-variance normal 248
distribution, randVE is the ADCP error standard deviation and 
bias
VE represents the magnitude of 249
the vertically coherent error.250
Except for test case III, data are extracted from the respective 3D model fields at a single time 251
step, and therefore the lack of synopticity affecting actual surveys is not considered. Test case 252
III has been considered to illustrate the effect that these errors may have on the performance of 253
the different methodologies.254
2.4 Scenarios and test cases255
Three different scenarios (named as A, B and C) are used to perform five different tests 256
(enumerated from I to V). The details on the assumed observation errors, the vertical range of 257
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pseudo-observations and the interpolation parameters used in each test are summarized in Table 258
1.259
The first scenario (A) represents a dynamical situation very similar to that observed by Rubio et 260
al. (2005) in the Catalan Sea. In this scenario (Figure 1) the slope current flows over the 1000-261
2500 m isobaths with a mean speed of about 20 cm/s at 20 m depth. An anticyclonic eddy is 262
observed over the shelf break, also characterized by velocities of about 20 cm/s at 20 m and 263
extending down to 100 m depth. The circulation is mainly geostrophic and the spatial mean 264
speed at 20 m is around 12 cm/s. The field has a non-negligible ageostrophic component (spatial 265
mean speed around 3 cm/s) located in the central area of the domain and clearly associated with 266
the anticyclonic eddy. 267
This scenario is the base for test cases I, II and III. Cases I and II differ in the magnitude of the 268
assumed ADCP errors: test II assumes ADCP errors one order of magnitude higher than test I, 269
in order to evaluate the influence of data quality on the results. In test case III ADCP errors are 270
the same than in case I, but pseudo-observations are extracted using 5 days of model 271
simulations (the time period derives from typical surveying speeds). The simulated non-272
synoptic sampling starts at the north-west part of the domain and transects perpendicular to the 273
coast are subsequently covered. Hence, a major difference between case III and the others is that 274
errors due to the lack of synopticity of the sampling will add to CTD and ADCP errors. Namely, 275
the south-westwards propagation of the anticyclone over the shelf break and the cross-shore 276
migrations of the slope current during the sampling period induce large errors at the southwest 277
part of the domain (i.e. the last region covered by the synthetic sampling) when compared to the278
total reference field corresponding to the initial time step (not shown).279
For these three test cases, the reference level is taken at 200 m for the standard NML method, 280
since a deeper NML would result in very large dynamic height data voids. For the stepped 281
method the reference level has been set to 1000 m, though the method is also tested taking the 282
NML at 200 m, with the aim of comparing the results with those of the standard approach. For 283
the Chereskin method the known-motion level is set at 200 m. The same reference level is used 284
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for the Rudnick method, for which the integration domain extends from surface to 350 m (a 285
common ADCP data range). The interpolation parameters are the same for all cases except the 286
velocity NTS ratio, which is set according to the different velocity errors considered in tests I 287
and II.288
Scenario B is located over the continental shelf of the Gulf of Lions (Figure 2). In this case the 289
velocity field is highly influenced by strong NW winds and simulates a situation observed by290
Estournel et al (2003). In the south-western sector of the Gulf of Lions a strong south-eastwards 291
current contours the coast. At 20 m depth, the mean speed of the coastal current is about 11 292
cm/s, while the maximum value reaches 38 cm/s. The geostrophic contribution shows part of 293
the coastal current and a shallow cyclonic gyre of about 60 km diameter located in the middle of 294
the domain. The ageostrophic contribution contains the other part of the coastal current and also 295
shows a strong divergence in the middle of the domain. At 20 m depth the mean ageostrophic 296
speed is around 11 cm/s, slightly stronger than the geostrophic mean speed that is around 9.8 297
cm/s. The ratio of the ageostrophic component relative to the geostrophic one decreases with 298
depth, but for the shallow stations it remains significant down to the bottom.299
Scenario B is the basis of test case IV, carried out with the objective of evaluating the 300
performance of the different methods in presence of highly ageostrophic fields. It is worth 301
noting that the reference level cannot be chosen deep enough to assure the absence of 302
ageostrophic velocities. For the standard NML method, dynamic height is referred to 80 m, 303
again with the aim of avoiding large data voids. For the stepped method the reference level has 304
been chosen at 200 m depth. The dynamic height computed for Chereskin and Rudnick methods 305
is referred to 80 m, and the vertical domain considered for the Rudnick method extends from 306
surface to 200 m.307
Finally, scenario C (Figure 3) corresponds to a situation dominated by a large, intense eddy, 308
similar to those observed in the Algerian sub-basin (Ruiz et al. 2001). The open-sea eddy is309
centred over the 1000-2000 m isobaths and has a vertical extension of 1000 m. The anticyclonic 310
circulation has mean velocities of 40 cm/s and maximum velocities of 80 cm/s at 20 m, showing 311
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an eddy with a diameter of 100 km. At 200m the eddy shows the same diameter, with mean 312
velocities around 35 cm/s and maximum velocities of 61 cm/s. The field is mainly geostrophic, 313
as it corresponds to a large, coherent-in-depth structure in absence of wind. Nevertheless, the 314
ageostrophic circulation has a mean speed of about 12 cm/s at 20 m and shows an anticyclonic 315
pattern clearly associated with the normal acceleration inherent to the eddy; unlike for scenario 316
B, this acceleration is mostly non-divergent (see for instance Gomis et al, 2001, for a similar 317
case in the Alboran subbasin).318
Test case V, based on this scenario, intends to assess the performance of the different methods 319
when the field presents a significant ageostrophic non-divergent contribution. In this case there 320
are no significant topographic constraints (practically all profiles are located at open sea) and 321
therefore the standard and stepped NML methods are practically equivalent. Nevertheless, in 322
order to check the influence of the NML depth, this has been set to 200 and 1000 m. The 323
dynamic height computed for the Chereskin and Rudnick methods is referred to 200 m and the 324
vertical domain considered for the Rudnick method extends from surface to 350 m depth. 325
326
3. Results327
For each test case we compare the velocity fields produced by the different methods with the 328
geostrophic and total control velocities obtained from the model. Regarding the comparison 329
with total velocities, it is worth stressing that, of the tested methods, only the multivariate 330
analysis applied to NML methods can account for the divergent part of the velocity field. The 331
univariate version of NML methods and the Chereskin and Rudnick methods only give the non-332
divergent component. On the other hand, since the reference-level velocity field has not been 333
added when applying the multivariate analysis to NML methods (in order to avoid becoming 334
practically equivalent to the Chereskin method), the crucial difference between those and the 335
Chereskin and Rudnick methods is that the latter incorporate information from underneath the 336
reference level (both the baroclinic component and an eventual barotropic component). The 337
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comparison of the results of the different methods with the control total velocity fields must be 338
examined in the light of these considerations.339
Since the interpolation and model grids are the same for all the tests, the error field is obtained 340
simply as the difference between estimated and model velocities at grid points. RMS errors 341
(computed as <(u-umod)
2 + (v-vmod)
2>1/2, where <.> denotes a spatial average) and relative RMS342
errors (RMS errors divided by the RMS of the respective control fields, computed as <umod
2 + 343
vmod
2>1/2) are summarized in Table 2 for the five test cases. Relative RMS errors allow the 344
comparison of the performances of the different methodologies through the different test cases.345
In order to simplify the comparison, all values and Figures refer to 20 m depth, as we expect the 346
errors to be similar (in terms of relative RMS) at greater depths..347
3.1 Test case I: Weak ageostrophic contribution over the shelf break348
Figure 4 shows the velocity field recovered by each method. The smallest errors correspond to 349
Chereskin and Rudnick methods, with respective RMS errors of 3.6 and 4.1 cm/s (with respect 350
to the model geostrophic velocity control field, Table 2). The errors associated with the NML 351
methods are significantly larger (more than 7 cm/s) when the reference level is set to 200 m. 352
However, when the stepped method uses data down to 1000 m the errors reduce to 3.7 cm/s. It 353
is worth reminding that choosing such a deep reference level for the standard NML would imply 354
that only a few profiles would enter the interpolation, then resulting in very large errors in the 355
shallow areas. 356
The explanation of the numbers given above makes clear when looking at Figure 4: Chereskin, 357
Rudnick and the stepped method referred to 1000 m properly resolve the slope current, whereas 358
the standard NML and the stepped method referred to 200 m do not. The error distribution of 359
the standard NML (Figure 4a) clearly concentrates over the slope, with values of up to 10 cm/s. 360
When compared with the total velocity control fields, the relative performance of the methods is 361
similar: the RMS is about 5 cm/s for the Chereskin and Rudnick methods, as well as for the 362
stepped method referred to 1000 m; when the NML methods are referred to 200 m the RMS 363
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increases up to 8 cm/s. It is worth noting that the direct interpolation of ADCP data gives errors 364
of the order of 2.2 cm/s, a small value compared to those obtained for the four methods. Hence, 365
it turns out that although the ageostrophic component of the field is relatively small, its impact 366
on the recovery of both, geostrophic and actual velocities is not negligible. 367
3.2 Test case II: Weak ageostrophic contribution over the shelf break, low quality 368
ADCP data. 369
The quality of ADCP data obviously does not influence the univariate NML methods, since 370
velocity observations are not used in the computations. Conversely, the impact of low quality 371
ADCP data on the multivariate application of NML methods is significant: errors are larger than372
those obtained in the former test case (Table 2), to the point that the multivariate approach 373
becomes worse than the univariate one. This occurs despite the MV approach attenuates in part 374
the impact of large ADCP errors by giving less weight to velocity observations when their 375
quality is poorer (a higher NTS ratio value is used in this case for the ADCP, see Table 1). The 376
impact of low quality ADCP data is higher in the case of Chereskin and Rudnick methods. The 377
results of the Chereskin method, which base on the velocity field at a single level, are 378
particularly bad (RMS error of 8.8 cm/s), in fact they are worse than for the standard NML 379
method. The Rudnick method clearly benefits of some error cancellation during the vertical 380
integration, giving similar results to those of the previous case in terms of relative and absolute 381
errors. Compared to the rest of the methods Rudnick gives better results than the standard NML, 382
but worse than the stepped method referred to 1000 m.383
Total velocities obtained from interpolated ADCP data are also significantly worse than in the 384
previous case: RMS errors are about 6.3 cm/s, being in this case slightly better for the 385
multivariate version. The errors derived from the direct multivariate interpolation of ADCP data 386
are similar to those obtained for the Rudnick and the stepped methods (the latter referred to 387
1000 m). For the rest of methodologies, the differences between the recovered velocity field and 388
the total velocity control fields are higher (over 8 cm/s), though in terms of relative RMS errors389
they are comparable to those obtained when recovering the geostrophic fields.390
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391
3.3 Test case III: Weak ageostrophic contribution over the shelf break, non-392
synoptic sampling.393
In this case, the non synopticity of observations generate large errors at the southwest 394
part of the domain which is the last area covered by the synthetic sampling (Figure 5). 395
As a result, all methods behave significantly worse and the relative difference between 396
them become shorter (Table 2). For the geostrophic velocities, the worst performance is 397
obtained using the standard and the stepped methods (for both the univariate and 398
multivariate versions) when referred to 200 m. That is because, in addition to the 399
synopticity errors, they cannot recover correctly the slope current. The best results for 400
the geostrophic fields are obtained using Chereskin, Rudnick or the stepped method 401
referred to deep data (1000 m). These three methods yield similar errors: about 8 cm/s.402
In the case of the Chereskin method, the errors are of the same order than those obtained 403
for the previous case, while the Rudnick and the stepped NML methods are now clearly 404
worse with relative errors around 0.7. For total velocities the worst results (errors over 405
13 cm/s, relative errors of 0.8) are obtained when using the univariate optimal 406
interpolation of ADCP data. A tentative explanation could be that the ageostrophic 407
contribution has smaller time scales and therefore is more affected by the non 408
synopticity of observations; nevertheless, errors are reduced when using the multivariate 409
version). As for the geostrophic component, the best results are obtained using Rudnick, 410
Chereskin and the stepped method referred to 1000m. 411
3.4 Test case IV: Large ageostrophic contribution over the shelf412
For the geostrophic velocities, the results of the different methods are quite close to each other, 413
but the analysis of the differences is still interesting. The worst results (errors over 6.7 cm/s) 414
correspond to Chereskin and Rudnick, as well as to the univariate standard NML method. This 415
indicates that the velocities entering the Chereskin and Rudnick methods are contaminated by a 416
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significant ageostrophic contribution, even if only the non-divergent part is considered. The bad 417
results of the standard NML level can be attributed to the shallow reference level. The 418
multivariate application of the NML methods seems to improve the univariate one (for both 419
NML methods). This indicates that the multivariate analysis is successful in separating the 420
divergent and no-divergent part of the flow, which is one of the characteristics of the version of 421
the method applied here (for more details see Gomis et al., 2001). In the multivariate analysis, 422
only the non-divergent part is used to recover the geostrophic component.423
The best estimation of the geostrophic field is produced by the multivariate stepped method 424
with errors of about 5 cm/s (Table 2 and Figure 6). Again, a key difference with respect to the 425
standard NML is that the NML considered for the stepped method (200 m) is considerably 426
deeper than the one considered for the standard NML method (80 m). Figure 6 shows that all 427
methods except the stepped MV analysis have problems to recover the geostrophic velocity 428
field. Errors are larger on the western side of the domain, where ageostrophic velocities are not 429
the largest ones, but the bathymetry is very shallow (see Figure 2). 430
For the total velocities all methods give estimations with comparable errors; they are all larger 431
than 11 cm/s, which results in relative errors over 0.8 (i.e., notably larger than those obtained for 432
the geostrophic fields). As it could be expect from a highly ageostrophic field, good estimations 433
are only obtained from the direct interpolation of ADCP data, which gives RMS errors under 4434
cm/s.435
3.5 Test case V:  Energetic eddy at open sea. 436
As expected, errors are very large (above 25 cm/s in terms of absolute error, and 0.8 in terms of 437
relative error of 0.8) when a shallow reference level is chosen (200 m). When the deepest 438
available level (1000 m) is chosen as reference level the errors decrease, but they are still quite 439
high (over 17 cm/s, see Table 2). This indicates either that the baroclinic contribution below 440
1000 m is still significant or the presence of a significant barotropic component (at 1000 m the 441
model velocities are still of the order of 10 cm/s). 442
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The best estimations of the geostrophic field are by far produced by the Chereskin and Rudnick 443
methods (around 5-6 cm/s RMS). Nevertheless, Figures 7c and 7d still show an error field with 444
a clear anticyclonic pattern and speed errors around 10 cm/s. That is, both methods tend to 445
overestimate the geostrophic component of the anticyclonic eddy. In fact, a feature that may be 446
surprising at first sight is that both methods give a better estimate for the total velocities (errors 447
between 4 and 5 cm/s) than for the geostrophic velocities. As it will be explained later on, the 448
reason is that the geostrophic approximation fails to reproduce rapidly rotating vortices such as 449
the one modelled in this case.450
451
4. Discussion452
Taken altogether, results suggest that the election of a method to estimate geostrophic and total 453
velocity fields from in-situ observations is not a trivial question. However, there are some 454
features that are common to all test cases and shed some light in the election process. 455
Concerning the estimation of geostrophic fields, Chereskin, Rudnick and the stepped NML have 456
demonstrated similar skills, with some particularities that depend on the test case. Generally 457
speaking, the three methods are able to estimate the geostrophic circulation with smaller errors 458
than the standard NML, which is seriously handicapped by the topography. However, this is 459
only true when the stepped NML can be applied to deep CTD data: if hydrographic data are not 460
available down to a reasonable no-motion level, then Chereskin and Rudnick are the only 461
methods than can recover the deep baroclinic contribution. 462
Chereskin and Rudnick are generally better than the stepped NML when the total velocity is to 463
be recovered. The reason is that both methods can recover (at least to some extent) the 464
barotropic component, whereas the stepped NML can at most recover the whole baroclinic 465
component, but not the barotropic one. None of the methods is as accurate as the direct 466
interpolation of ADCP data. [However, as stated above, the direct interpolation can only attempt 467
to recover the velocity field within the ADCP range, whereas the other methods give results 468
down to the deepest level covered by hydrographic observations.]469
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Another common feature is that the multivariate version is not much better than the univariate 470
one (i.e., the differences in favour of the first are small compared to the differences between the 471
tested methods). On the positive side, multivariate OSI does not suffer too much in presence of 472
high ADCP errors, provided that the NTS parameter is set accordingly to observational errors. 473
Hence, beyond the described general features, the election of a particular method will depend on 474
the characteristics of the particular case study.475
The results leading to the general conclusions outlined above base on the assumption that 476
ADCP velocities can be recovered with an uncertainty of the order of 1 cm/s (partitioned in a 477
random plus a systematic part). In practice, such accuracy can be achieved only if ADCP data 478
are acquired and processed very carefully. If this is not the case, random errors can increase up 479
to several cm/s; moreover, in absence of bottom-tracking the uncertainty of ship navigation data 480
can also increase systematic errors by some cm/s. Test case II has shown that in such cases the 481
performance of the Chereskin method is significantly poorer than the stepped NML method 482
(which does not include ADCP data in the analysis), whereas the Rudnick method is much less 483
handicapped. The reason is that at least the random part of the errors is partly averaged out 484
during the vertical integration carried out by the Rudnick method. Conversely, Chereskin485
entirely relies on the accuracy of the velocity field at the level of known motion, and the errors 486
involved in the estimation of the stream function at that level are added to the estimation of the 487
geostrophic field at all depths.  488
Another assumption implicit in the above conclusions is that observations were synoptic. In the489
case of large and non random observational errors such as those derived from a non synoptic 490
sampling (test case III) all methods result in significant errors when inferring the geostrophic 491
fields. In this case Chereskin and Rudnick methods have similar performances to the stepped 492
method applied to deep data (i.e., the vertical integration involved in Rudnick’s method does not 493
improve results significantly). This conclusions must however be taken with caution, since the 494
impact of the lack of synopticity is strongly case dependent. For some surveys this impact can 495
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be small enough as for the above conclusions to be entirely valid, and for other surveys the 496
impact can be much larger than the differences between the skills of the tested methods.497
The conclusions stated above also hold for the estimation of total velocities. It is worth noting 498
that in presence of poor quality ADCP data the stepped method is even better than the direct 499
interpolation of ADCP data. The errors associated with the Rudnick method are of the same 500
order than those associated with the direct interpolation. Another point to note is that the impact 501
of the lack of sinopticity is probably larger for the ageostrophic component of the circulation 502
(due to its smaller time scale) which strongly affects the direct interpolation of the ADCP data; 503
nevertheless, these errors can be partly reduced by the use of CTD data through a multivariate 504
approach. The best recovery of total velocities undertaken from a non synoptic sampling is505
obtained applying the stepped method to deep data or using Chereskin and Rudnick methods.506
When the field contains large ageostrophic velocities (test case IV), the assumption that the non-507
divergent and the geostrophic fields are equivalent is no longer true (the ageostrophic 508
component usually has a non-divergent part). In that case the addition of that component to the 509
baroclinic one distorts the geostrophic velocity, rather than improving it. This explains why in 510
such cases the stepped NML method (and even the standard NML) gives the best results for the 511
geostrophic velocities. Another worth noting feature is that in the tested cases the use of ADCP 512
data (even if they are “contaminated” by the non divergent ageostrophic contribution) produces513
a geostrophic field that is more energetic and, in consequence, closer to actual velocities. 514
However, differences are small and it is difficult to assure that these results can extend to most 515
ageostrophic situations.516
In the case of the Chereskin method, the presence of a significant non-divergent ageostrophic 517
contribution in the velocity field only affects the level of known motion, and therefore its 518
impact can be minimized when the reference level is below the layer submitted to ageostrophic 519
forcing. Conversely, in the Rudnick method the presence of a non-divergent ageostrophic 520
contribution affects all levels in a systematic way (i.e., this component will likely not average 521
out during the vertical integration) and therefore its impact cannot be minimized. In the 522
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particular test case IV, Chereskin and Rudnick give similar results because in Chereskin the 523
level of known motion cannot be chosen very deep due to bathymetric constraints.524
Regarding total velocities, it seems clear that in presence of a large ageostrophic component 525
none of the methods can properly recover the actual field. For all of them, errors are 526
significantly larger than for the direct interpolation of ADCP data.527
Finally, test case V has examined a case without wind induced circulation, but with a deep,528
rapidly rotating structure (the structure of test case I also has strong curvature, but it is less 529
intense and vanishes at a relatively shallow depth). The effect of rotation is that the normal 530
acceleration term is no longer negligible and therefore the so-called gradient-wind balance 531
(between the Coriolis, baric and normal accelerations) represents more accurately the total 532
component of the velocity field than the geostrophic balance. For Rossby numbers Ro<<1 the 533
normal acceleration is negligible relative to the Coriolis and baric ones. For Ro~0.1-0.15 (test 534
case I) the resulting non-divergent ageostrophic component is around 10-15% of the total 535
velocity. This results in velocity errors of the order of 2-3 cm/s at 20 m, i.e., within the order of 536
instrumental errors and therefore their impact is not expected to severely distort the results. For 537
test case V, however, the Rossby number is around 0.15-0.2 and total velocities are of the order 538
of 40 cm/s at 20 m. Hence, errors inherent to the geostrophic assumption are around 6-8 cm/s at 539
that level. The error fields of Figure 7 show that errors are clearly associated with the eddy and, 540
as expected, they form a clockwise rotating closed pattern.541
The fact that NML methods give much worse results than Chereskin and Rudnick is due to the 542
vertical extension of the structure, which still has significant velocities at 1000 m. Moreover, 543
since the Chereskin and Rudnick methods include the non-divergent ageostrophic component 544
(not included in NML methods), they also produce the best estimate for the total velocity field.545
The non-divergent ageostrophic component cannot be avoided by the Chereskin method 546
because the eddy is deeper than the ADCP range. Conversely, all methods can benefit from the 547
application of the gradient-wind balance instead of the geostrophic balance. In particular, the 548
Chereskin and Rudnick methods can be improved if the stream function f of [1] is not 549
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computed from the geostrophic balance but from the gradient wind balance. Using a natural 550
coordinate system (Holton, 1992) the gradient wind balance can be written as:551
2
gw
gw
V
fV
R n
  

  [5]552
where Vgw is the gradient wind velocity, f is the Coriolis parameter, R is the curvature radius553
and Φ is the streamfunction, so that the baric acceleration is given by –δΦ/δn. When R tends to554
 (i.e. when there is no curvature and in consequence the normal accelerations is negligible)555
expression [5] reduces to the geostrophic balance:556
n
fVg 
         [6]557
And combining equations [5] and [6] it results that:  558
ggw
gw fVfV
R
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2
             [7]559
Following Shearman et al. (2000) the gradient wind velocities can be easily estimated from 560
CTD observations after a few weak approximations. One of the simplifications proposed by 561
Shearman et al. (2000) is the “Quasi geostrophic approximation”, which consists of computing562
the curvature radius R and then the whole normal acceleration term from the geostrophic 563
velocity derived from CTD observations. In this case, expression [7] becomes: 564
fR
V
VV gggw
2
     [8a]565
When simultaneous ADCP data are available, the curvature radius R and the whole normal 566
acceleration can be inferred form the non divergent component of the ADCP velocity field:567
fR
V
VV adcpggw
2
     [8b]568
Taking for instance the second approach, the Chereskin and Rudnick forcing terms can be 569
rewritten as:  570
Rf
adcp
adcpgadcpf

           [9]571
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where  adcp and  g denote the stream functions derived from ADCP data and from dynamic 572
height, respectively (estimated at the reference level in the case of the Chereskin method and 573
vertically integrated through the whole domain in the Rudnick method).574
In order to quantify the eventual benefits of this new approximation, we modified the Rudnick 575
method following [9] and used it to recalculate geostrophic and total fields for test case V576
(Figure 8). Errors are significantly lower for the geostrophic field (around 3.1 cm/s instead of 577
5.6 cm/s obtained by using the classical scheme). The anticyclonic pattern observed in the error 578
field of Figure 7 is no longer observed in Figure 8, since the contribution of the normal 579
acceleration has now been considered. For the total velocities the new approximation yields 580
higher errors (7.1 cm/s) than the classical version of the Rudnick method (3.9 cm/s). This is an581
expected result, since the main ageostrophic contribution to the total velocity field has now been582
removed from the estimations.583
584
5. Conclusions585
The main conclusion is that none of the methods is clearly superior to the others for all the 586
tested scenarios. Nevertheless, some meaningful recommendations can be extracted from the 587
results presented above:588
1) In absence of large errors due to the lack of synopticity of the sampling and at those levels 589
where ADCP data are available, a multivariate interpolation carried out in the way proposed by 590
Gomis et al. (2001) is clearly the best option to recover the total velocity field. This method is 591
quite robust in front of high ADCP errors, provided a right value is used on input for the noise-592
to-signal parameter. However, this method cannot be applied below the range of ADCP data 593
(typically 300 to 600 m depth), and therefore must be considered at a different level than the 594
four methods tested in this work. For non synoptic sampling, the use of deep CTD data or the 595
combination of CTD data with ADCP data give significantly better results.596
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2) For the recovery of the velocity field over the whole vertical range covered by CTD data, the 597
use of ADCP data collected at upper levels is the best option in most cases. The equivalence 598
between the geostrophic and the non-divergent total stream functions assumed by the Chereskin 599
and Rudnick methods gives the best estimates of the geostrophic and total fields for most 600
surveyed fields. However, this is not the case when: 601
(i) The quality of ADCP data is low. The Chereskin method is particularly sensitive to ADCP 602
errors, since the reference velocity field added to all levels relies on ADCP data acquired at a 603
single level. The Rudnick method is less sensitive, since it benefits from random error 604
cancellations during the vertical integration. Nevertheless, systematic errors (those extending 605
through the whole profile) persist, and results indicate that when these are of the order of 10 606
cm/s it would be better to use only CTD data (e.g., in the way proposed by the stepped method).607
(ii) The field is highly ageostrophic. In that case it will also be better to rely only on CTD data 608
to estimate the geostrophic component. None of the methods is able to recover the total velocity 609
with an acceptable accuracy.610
iii) In presence of strong curvatures. In these cases, the use of the gradient wind balance is 611
strongly recommended for the forcing terms of Cherekin and Rudnick methods. 612
3) Over the continental shelf and when only CTD data are available, the stepped NML is clearly 613
superior to the standard NML method. The reason is simple: it can be applied to deep data 614
without resulting in large data voids in the dynamic height field. 615
616
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Appendix: the Optimal Statistical Interpolation scheme617
The OSI scheme is linear: gridpoint values are obtained as a weighted sum of observations. The 618
main difference with respect to empirical methods (e.g. those based on distance-weighted 619
functions) is that OSI weight functions are determined under the constraint of minimizing (in a 620
statistical sense) the differences between the true field and the analysis. A related consequence 621
is that OSI not only considers the distance between each station and the grid points, but also the 622
distance of the stations relative to each other (see for instance Bretherton et al., 1976; Gomis et 623
al, 2001).624
The application of the OSI scheme makes necessary to fix some parameters. First, the values to 625
be interpolated must have a zero mean: the scheme does not use raw observations, but the 626
deviation between these and a statistical mean field (e.g., a climatology). In principle the mean 627
field should be derived from historical data. However, since oceanographic data bases are too 628
poor for this purpose, it is commonly assumed that the mean field can be obtained by fitting a 629
low-order polynomial to observations. Thus, a first parameter to be fixed is the order of this 630
polynomial (usually a low order, to avoid pouring most of the variability of the observed field 631
into the mean field). 632
Other parameters to be determined are those characterizing the lag-correlation function, which 633
is related to the scale of the structures dominating the dynamics of the surveyed domain. Here 634
the correlation is assumed to be homogeneous and isotropic and to have a Gaussian shape, so 635
that a single parameter (the so-called “characteristic scale length”) is enough to determine the 636
lag-correlation model. 637
A third parameter required by the OSI scheme refers to observational errors, here defined as a 638
noise-to-signal ratio (hereafter NTS) parameter. This ratio is defined as the variance of the 639
observational error divided by the variance of the interpolated field (the latter referring to the 640
deviations between observations and the mean field). In the univariate version of OSI this 641
parameter has been taken constant for all stations entering the 2D interpolations (though varying642
with depth). In the multivariate version of OSI the NTS parameters are different for dynamic 643
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height and velocity observations, and determine the influence of each variable on the analysis 644
(the largest the NTS parameter, the smallest the influence). 645
Finally, we also set a smoothing length scale, which is not strictly part of the OSI scheme, but it 646
has been shown to mitigate the aliasing produced by small structures that cannot be resolved by 647
the sampling (Gomis and Pedder, 2005). The smallest scale that can be resolved is determined 648
by the Nyquist wavelength, which is given by twice the mean spacing between stations. The 649
parameters used to carry out the interpolation for each of the test cases described in section 2.4 650
are summarized in Table 1.651
652
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FIGURE CAPTIONS713
FIGURE 1: Snapshots of the (a) total, (b) geostrophic and (c) ageostrophic model velocity 714
control fields at 20 m used for SCENARIO A (test cases I , II and III). X-axis and 715
Y-axis: longitudes and latitudes in degrees.716
FIGURE 2: Snapshots of the (a) total, (b) geostrophic and (c) ageostrophic model velocity 717
control fields at 20m used for SCENARIO B (test case IV). X-axis and Y-axis: 718
longitudes and latitudes in degrees.719
FIGURE 3: Snapshots of the (a) total, (b) geostrophic and (c) ageostrophic model velocity 720
control fields at 20m used for SCENARIO C (test case V). X-axis and Y-axis: 721
longitudes and latitudes in degrees.722
FIGURE 4: From left to right: estimated geostrophic field, error field (with respect to the 723
control geostrophic velocity) and module of the error field at 20 m obtained for 724
TEST CASE I using the following methods: (a) Multivariate fixed NML, (b) 725
Univariate stepped NLM referred to 1000 m, (c) Chereskin and (d) Rudnick. X-726
axis and Y-axis: longitudes and latitudes in degrees.727
FIGURE 5: From left to right: estimated geostrophic field, error field (with respect to the 728
control geostrophic velocity) and module of the error field at 20 m obtained for 729
TEST CASE III using the following methods: (a) Multivariate fixed NML, (b) 730
Univariate stepped NLM referred to 1000 m, (c) Chereskin and (d) Rudnick. X-731
axis and Y-axis: longitudes and latitudes in degrees.732
FIGURE 6: From left to right: estimated geostrophic field, error field (with respect to the 733
control geostrophic velocity) and module of the error field at 20 m obtained for 734
TEST CASE IV using the following methods: (a) Multivariate fixed NML, (b) 735
Univariate stepped NLM referred to 200 m, (c) Chereskin and (d) Rudnick. X-axis 736
and Y-axis: longitudes and latitudes in degrees.737
FIGURE 7: From left to right: estimated geostrophic field, error field (with respect to the 738
control geostrophic velocity) and module of the error field at 20 m obtained for 739
TEST CASE V using the following methods: (a) Multivariate fixed NML, (b) 740
Univariate stepped NLM referred to 1000 m, (c) Chereskin and (d) Rudnick. X-741
axis and Y-axis: longitudes and latitudes in degrees.742
FIGURE 8:  From left to right: estimated geostrophic field, error field (with respect to the 743
control geostrophic velocity) and module of the error field at 20m obtained using744
the Rudnick method corrected for the gradient wind balance in TEST CASE V745
velocity fields. X-axis and Y-axis: longitudes and latitudes in degrees.746
29
TABLE 1: Parameters used for the optimal interpolation carried out for each test case. From left 747
to right: Test case and scenario, maximum vertical extent of the profiles and errors 748
added to the synthetic profiles (ET, ES for the ‘CTD data’ and ADCP ERAND, 749
EBIAS for the ‘ADCP data’), noise to signal ratios (NTS), lag-correlation scale 750
(SCL) and cut-off wavelength (λ). 751
TABLE 2: RMS differences (cm/s) between the estimated and the control velocity fields 752
obtained for the different methods and each test case. RMS errors are estimated at 753
20 m depth, as explained in section 3. Relative RMS errors are calculated relative 754
to the RMS of the geostrophic and total control fields at 20m depth. OSI ADCP 755
denotes the direct interpolation of ADCP data using the Optimal Interpolation 756
Scheme defined in the Appendix. UV stands for univariate and MV stands for 757
multivariate and refers to the version of the OSI used to interpolate ADCP or CTD 758
observations.759
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Max. 
Data 
depth 
(m) 
ET(ºC), 
ES(p.s.u) 
Max. 
Data 
depth 
(m) 
ERAND (cm/s), 
EBIAS (cm/s) 
NTS ratios  
(CTD, ADCP) 
SCL 
(Km) λ (Km) 
A I, III 1000 0.005, 0.005 350 0.5,  0.5 0.005, 0.05 15 20 
A II 1000 0.005, 0.005 350 5,  5 0.005, 0.10 15 20 
B IV 350 0.005, 0.005 350 0.5,  0.5 0.005, 0.05 15 20 
C V 1000 0.005, 0.005 350 0.5,  0.5 0.005, 0.05 15 20 
 
 
 
TABLE 1 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table(s) - TABLE1
Click here to download Table(s): table1.pdf
  
 
VS. model geostrophic velocities VS. model total velocities 
 Method Ref level (m) RMS error 
(cm/s) 
RMS error/ RMS  
geostrophic control 
field  
RMS error 
(cm/s) 
RMS error/ 
RMS total 
control field  
UV - - - 2.23 0.14 OSI-
ADCP MV - - - 2.32 0.14 
UV 200 7.80 0.50 8.07 0.5 Standard 
NML MV 200 7.68 0.49 7.92 0.49 
UV (1000) 200 (3.74) 7.80 (0.24) 0.5 (5.05) 8.09 (0.31) 0.5 Stepped 
NML MV 200 7.62 0.49 7.89 0.48 
CHERESKIN 200 3.65 0.24 5.14 0.31 
TE
ST
 
C
A
SE
 
I 
RUDNICK 200 4.12 0.26 5.38 0.34 
UV - - - 6.29 0.39 OSI-
ADCP MV 
0.1 - - - 5.92 0.36 
UV 200 7.80 0.50 8.07 0.5 Standard 
NML MV 200 8.10 0.52 8.41 0.52 
UV (1000) 200 (3.74) 7.80 (0.24) 0.5 (5.05) 8.09 (0.31) 0.5 Stepped 
NML MV 200 7.92 0.51 8.23 0.51 
CHERESKIN 200 8.78 0.56 9.76 0.6 
TE
ST
 
C
A
SE
 
II
 
RUDNICK 200 4.54 0.29 5.81 0.36 
UV - - - 13.08 0.82 OSI 
ADCP MV - - - 11.00 0.68 
UV 200 10.42 0.67 11.14 0.69 Standard 
NML MV 200 10.40 0.67 11.10 0.68 
UV (1000) 200 (8.62) 10.31 (0.55) 0.66 (10.04) 11.06 (0.62) 0.68 Stepped 
NML MV 200 10.27 0.66 11.01 0.68 
CHERESKIN 200 8.67 0.55 10.16 0.68 T
ES
T 
C
A
SE
 
II
I 
RUDNICK 200 8.44 0.54 9.99 0.61 
UV - - - 3.79 0.25 OSI 
ADCP MV - - - 3.98 0.27 
UV 80 6.85 0.55 12.72 0.84 Standard 
NML MV 80 6.03 0.48 12.57 0.83 
UV 200 5.18 0.41 12.16 0.81 Stepped 
NML MV 200 4.97 0.4 12.45 0.82 
CHERESKIN 80 6.97 0.56 14.72 0.98 T
ES
T 
C
A
SE
 
IV
 
RUDNICK 80 6.78 0.54 11.07 0.73 
UV - - - 3.35 0.08 OSI 
ADCP MV - - - 3.42 0.08 
UV 200 29.5 0.83 35.22 0.86 Standard 
NML MV 200 29.4 0.83 35.09 0.85 
UV (1000) 200 (17.46) 29.13  (0.49) 0.82 (20.95) 34.86 (0.51) 0.85 Stepped 
NML MV  200 29.14 0.82 34.87 0.85 
CHERESKIN 200 6.28 0.17 4.64 0.11 T
ES
T 
C
A
SE
 
V
 
RUDNICK 200 5.61 0.15 3.93 0.09 
 
 
TABLE 2 
Table(s) - TABLE2
Click here to download Table(s): table2.pdf
 a) 
2.6 2.8 3 3.2 3.4 3.6 3.8
40.9
41
41.1
41.2
41.3
41.4
41.5
41.6
41.7
41.8
41.9
CASES I, II and III: Total velocities     
50
100
150
300
500
1000
2000
40 cm/s
 
b) 
2.6 2.8 3 3.2 3.4 3.6 3.8
40.9
41
41.1
41.2
41.3
41.4
41.5
41.6
41.7
41.8
41.9
CASES I, II and III: Geostrophic velocities     
50
100
150
300
500
1000
2000
40 cm/s
 
c) 
2.6 2.8 3 3.2 3.4 3.6 3.8
40.9
41
41.1
41.2
41.3
41.4
41.5
41.6
41.7
41.8
41.9
CASES I, II and III: Ageostrophic velocities     
50
100
150
300
500
1000
2000
40 cm/s
 
 
 
 
FIGURE 1 
 
 
 
 
Figure 1
Click here to download Figure(s): figure1.pdf
a) 
3 3.2 3.4 3.6 3.8 4 4.2
42.3
42.4
42.5
42.6
42.7
42.8
42.9
43
43.1
43.2
43.3
CASE IV: Total velocities
50
10
0
15
0
100
150
450
50
1000
100
40 cm/s
 
b) 
3 3.2 3.4 3.6 3.8 4 4.2
42.3
42.4
42.5
42.6
42.7
42.8
42.9
43
43.1
43.2
43.3
CASE IV: Geostrophic velocities
50
10
0
15
0
100
150
450
50
1000
100
40 cm/s
 
c) 
3 3.2 3.4 3.6 3.8 4 4.2
42.3
42.4
42.5
42.6
42.7
42.8
42.9
43
43.1
43.2
43.3
CASE IV: Ageostrophic velocities
50
10
0
15
0
100
150
450
50
1000
100
40 cm/s
 
 
 
 
FIGURE 2 
 
 
Figure 2
Click here to download Figure(s): figure2.pdf
a) 
−3.2 −3 −2.8 −2.6 −2.4 −2.2 −2 −1.8 −1.6 −1.4
35.2
35.4
35.6
35.8
36
36.2
36.4
36.6
36.8
37
CASE V: Total velocites
200
50
20
00
200
0
100
0
20
0
50
50
80 cm/s
 
b) 
−3.2 −3 −2.8 −2.6 −2.4 −2.2 −2 −1.8 −1.6 −1.4
35.2
35.4
35.6
35.8
36
36.2
36.4
36.6
36.8
37
CASE V: Geostrophic velocities
200
50
20
00
200
0
100
0
20
0
50
50
80 cm/s
 
c) 
−3.2 −3 −2.8 −2.6 −2.4 −2.2 −2 −1.8 −1.6 −1.4
35.2
35.4
35.6
35.8
36
36.2
36.4
36.6
36.8
37
CASE V: Ageostrophic velocities 
200
50
20
00
200
0
100
0
20
0
50
50
80 cm/s
 
 
 
 
FIGURE 3 
 
 
 
 
 
Figure 3
Click here to download Figure(s): figure3.pdf
a) 
2.5 3 3.5 4
40.8
41
41.2
41.4
41.6
41.8
30cm/s
Standard NML
2.5 3 3.5 4
40.8
41
41.2
41.4
41.6
41.8
10cm/s
Error field
2
2
4
4
4
6
6 8
10
10
10
Error field module (cm/s) 
2.8 3 3.2 3.4 3.6 3.8
40.8
41
41.2
41.4
41.6
41.8
 
b) 
2.5 3 3.5 4
40.8
41
41.2
41.4
41.6
41.8
30cm/s
Stepped NML
2.5 3 3.5 4
40.8
41
41.2
41.4
41.6
41.8
10cm/s
Error field
22
2
2
2
2
4
4
4
4
4
4
6
6
8
Error field module (cm/s) 
2.8 3 3.2 3.4 3.6 3.8
40.8
41
41.2
41.4
41.6
41.8
 
c) 
2.5 3 3.5 4
40.8
41
41.2
41.4
41.6
41.8
30cm/s
Chereskin
2.5 3 3.5 4
40.8
41
41.2
41.4
41.6
41.8
10cm/s
Error field
2
2
2
4
4
4
4
4
4
6
Error field module (cm/s) 
2.8 3 3.2 3.4 3.6 3.8
40.8
41
41.2
41.4
41.6
41.8
 
d) 
2.5 3 3.5 4
40.8
41
41.2
41.4
41.6
41.8
30cm/s
Rudnick
2.5 3 3.5 4
40.8
41
41.2
41.4
41.6
41.8
10cm/s
Error field
2
2
2
2
2
2
2
24
4
4
4 4
6
6
6
6
6
Error field module (cm/s) 
2.8 3 3.2 3.4 3.6 3.8
40.8
41
41.2
41.4
41.6
41.8
 
 
 
FIGURE 4 
 
 
 
 
 
 
Figure 4
Click here to download Figure(s): figure4.pdf
a) 
2.5 3 3.5 4
40.8
41
41.2
41.4
41.6
41.8
30cm/s
Standard NML
2.5 3 3.5 4
40.8
41
41.2
41.4
41.6
41.8
10cm/s
Error field
2
2
2
4
44
4
6
6
6
8
8
10
10
Error field module (cm/s) 
2.8 3 3.2 3.4 3.6 3.8
40.8
41
41.2
41.4
41.6
41.8
 
b) 
2.5 3 3.5 4
40.8
41
41.2
41.4
41.6
41.8
30cm/s
Stepped NML
2.5 3 3.5 4
40.8
41
41.2
41.4
41.6
41.8
10cm/s
Error field
2
2
2 4
4
4
4
4
4 6
6
6
6
6
8
8 1010
10
Error field module (cm/s) 
2.8 3 3.2 3.4 3.6 3.8
40.8
41
41.2
41.4
41.6
41.8
 
c) 
 
2.5 3 3.5 4
40.8
41
41.2
41.4
41.6
41.8
30cm/s
Chereskin
2.5 3 3.5 4
40.8
41
41.2
41.4
41.6
41.8
10cm/s
Error field
2
2
4
4
4
4 4
6
6
6
6
8
8
8
8
10
Error field module (cm/s) 
2.8 3 3.2 3.4 3.6 3.8
40.8
41
41.2
41.4
41.6
41.8
 
d) 
2.5 3 3.5 4
40.8
41
41.2
41.4
41.6
41.8
30cm/s
Rudnick
2.5 3 3.5 4
40.8
41
41.2
41.4
41.6
41.8
10cm/s
Error field
2
2
244
4
4
66
6
6 8
8
8
8
10
10
Error field module (cm/s) 
2.8 3 3.2 3.4 3.6 3.8
40.8
41
41.2
41.4
41.6
41.8
 
 
FIGURE 5 
 
 
 
 
Figure 5
Click here to download Figure(s): figure5.pdf
a) 
3 3.5 4
42.2
42.4
42.6
42.8
43
43.2
30cm/s
Standard NML
3 3.5 4
42.2
42.4
42.6
42.8
43
43.2
30cm/s
Error field
2
2
2 2
4
4
4
44
4
6
66
6
6
8
8
8
8
10
10
10
Error field module (cm/s) 
3 3.5 4
42.2
42.4
42.6
42.8
43
43.2
 
b) 
3 3.5 4
42.2
42.4
42.6
42.8
43
43.2
30cm/s
Stepped NML
3 3.5 4
42.2
42.4
42.6
42.8
43
43.2
30cm/s
Error field
2
2
2
2
2
2
2
2
44
4
4
4
4
66
6
6
68
8
8
8
10
Error field module (cm/s) 
3 3.5 4
42.2
42.4
42.6
42.8
43
43.2
 
c) 
 
3 3.5 4
42.2
42.4
42.6
42.8
43
43.2
30cm/s
Chereskin
3 3.5 4
42.2
42.4
42.6
42.8
43
43.2
30cm/s
Error field
2
2
2 4
44
4
6
6
66
6
8
8
10
10
Error field module (cm/s) 
3 3.5 4
42.2
42.4
42.6
42.8
43
43.2
 
d) 
3 3.5 4
42.2
42.4
42.6
42.8
43
43.2
30cm/s
Rudnick
3 3.5 4
42.2
42.4
42.6
42.8
43
43.2
30cm/s
Error field
2
2
2
4
4
4
4
4
4
4
66
8 8
10
Error field module (cm/s) 
3 3.5 4
42.2
42.4
42.6
42.8
43
43.2
 
 
 
FIGURE 6 
 
 
 
 
 
 
 
 
Figure 6
Click here to download Figure(s): figure6.pdf
 a) 
−3 −2.5 −2 −1.5
35.5
36
36.5
50cm/s
Standard NML
−3 −2.5 −2 −1.5
35.5
36
36.5
30cm/s
Error field
510
15
15
20
20
25
25
25 30
30
35
35
40 45
Error field module (cm/s) 
−3 −2.5 −2 −1.5
35.5
36
36.5
 
b) 
−3 −2.5 −2 −1.5
35.5
36
36.5
30cm/s
Stepped NML
−3 −2.5 −2 −1.5
35.5
36
36.5
20cm/s
Error field
5
5
5
5
10
10
10
15
15
20
20
25
25
30 35
40
Error field module (cm/s) 
−3 −2.5 −2 −1.5
35.5
36
36.5
 
c) 
−3 −2.5 −2 −1.5
35.5
36
36.5
30cm/s
Chereskin
−3 −2.5 −2 −1.5
35.5
36
36.5
50cm/s
Error field
5
5
5
5
5
5
10
15
Error field module (cm/s) 
−3 −2.5 −2 −1.5
35.5
36
36.5
 
 
d) 
−3 −2.5 −2 −1.5
35.5
36
36.5
30cm/s
Rudnick
−3 −2.5 −2 −1.5
35.5
36
36.5
20cm/s
Error field
5
5
5
5
5 10
Error field module (cm/s) 
−3 −2.5 −2 −1.5
35.5
36
36.5
 
 
 
 
 
 
FIGURE 7 
 
Figure 7
Click here to download Figure(s): figure7.pdf
  
 
−3 −2.5 −2 −1.5
35.5
36
36.5
30cm/s
Rudnick corrected
−3 −2.5 −2 −1.5
35.5
36
36.5
20cm/s
Error field
2
2
22
2
2
4
4
4 444
4
6
Error field module (cm/s) 
−3 −2.5 −2 −1.5
35.5
36
36.5
 
 
 
 
FIGURE 8 
 
 
 
Figure 8
Click here to download Figure(s): figure8.pdf
