flexible substrates, with 20.4% efficiency [6] . As the efficiency increases towards the ideal Shockley-Queisser limit, it is becoming more difficult to improve it. Much effort has been put into investigation of the absorber layer and its interfaces where the material parameters are critical to the device performance. One of these parameters is the compositional ratio of Ga to In, which is known to influence the conduction band edge energy level [7] . We define this compositional parameter as GGI ≡ Ga/(Ga + In), where we use atomic ratios of respective elements, and the variation of GGI through the depth of the absorber is defined as the Ga-profile. With the ability to control the bandgap throughout the absorber layer, it is possible to introduce quasi-electrical fields, change conduction band alignment, change the absorption regions and suppress recombination pathways.
To study the influence of a GGI-graded absorber one can use modeling, and there are several studies on this topic [8] [9] [10] [11] [12] [13] [14] [15] . The conclusions of these studies are diverse, however, where some argue that CIGS absorbers have a double-graded Ga-profile with the highest efficiency of notch yield [8] [9] [10] 15] . The primary argument for a notch-type Ga-profile is because of high current density due to absorption in the low bandgap region (notch), while also maintaining high voltage though a larger bandgap in the space charge region (SCR). Other studies are more critical of notch-type GGI-grading, arguing that front grading is detrimental to cell efficiency [11] , or that front grading could be detrimental in certain conditions, and that the benefits of any GGI-grading are smaller than commonly believed and dominated by positive effects of the added Ga in itself [12] . Decock et al conclude that alternative back grading (flat step in GGI towards the back contact) is redundant for thick absorber layers and that front grading (mainly in the valence band) might be beneficial if it is engineered in such a way that it moves generation to a region with a lower probability of recombination [13] . In general, the consensus is that notch-type GGI-grading is or could be beneficial rather than detrimental, but it is hard to decouple the benefits from grading and the benefits from deposition processes. One example is the three-stage-process, known for yielding high quality CIGS films, where the notch-type Ga-profile is formed as a consequence. Also, one should take care to have a solid framework when comparing different profiles, as pointed out in previous studies [12, 13] , and be aware that a varying GGI will also introduce changes in other parameters, e.g. the recombination rate [16] . Moreover, when doing simulations, one needs to be aware that the net effects of GGI-grading are dependent on defect levels and their distributions [13, 15, 17] . Thus, it becomes important to build models on the basis of experimental data in order to be able to predict the effects of changing the Ga-profile. Moreover, the use of data from high quality solar cells is important in order to correctly predict possible enhancements for high efficiency devices.
In this work, we simulated the role of the Ga-profile in the SCAPS software [18] on the basis of experimental data from a reference solar cell. This device is a representative stateof-the-art in-house CIGS solar cell with efficiency η > 19%. This reference device was created in a similar fashion to our baseline process [19] , with a Mo back contact on top of a soda lime glass, a CIGS absorber layer, a CdS buffer layer, a non-doped ZnO layer (i-ZnO) as well as an Al-doped ZnO layer (ZnO : Al) in connection to the grid fingers. Some small modifications of the baseline process were done to the back and front contacts. The back contact was created by sputtering a thicker Mo layer, with a 15 nm thick evaporated layer of NaF on top, to ensure that enough Na was available during the growth of the CIGS layer. We also used a thinner ZnO and the addition of MgF 2 on top to minimize reflection and parasitic absorption, respectively. The absorber layer deposition for the reference device was done in a batch evaporation tool at 540 °C with a simulated in-line process, see figure 1. This deposition process is similar to our in-line evaporation baseline process [19] , but with a small modification towards the end where a front grading is formed. The metal deposition rates shown are the values measured with a quadruple mass spectrometer and corrected with the known composition from x-ray fluorescence (XRF) analysis. In our deposition process, with no temperature gradients during deposition or sharp steps in metal evaporation rates, the Ga-profile is thought to be more decoupled from the absorber film quality as compared to the classical three-stage-process. According to the evaporation data, seen in figure 1 , where the integrated CGI ≡ Cu/(Ga+In) and GGI are shown on the right-hand y-axis, the CIGS was in slightly Cu-rich state in the first half of the deposition window: CGI peaks at 1.15. The notch is formed 12 min into the deposition process.
The simulations were done in four different models: two simple defect models with a constant or Ga-dependent absorber defect concentration placed in the middle of the bandgap, and variations of these models with a donor/double acceptor amphoteric defect complex with constant distribution in the CIGS layer. Within these models, single-graded (SG) and double-graded (DG) Ga-profiles were optimized and compared with each other. On the left-hand y-axis: the evaporation rates as a function of time, measured with a mass spectrometer and corrected with XRF analysis according to the final integrated value of CGI and GGI, which are shown above and related to the right-hand y-axis. The sources and substrate are heated prior to the actual deposition window shown above, and subsequently cooled afterwards. The deposition temperature at the substrate holder is 540 °C.
Experimental

Models
Four SCAPS models are described in this study-A, B, C and D-with different defect type and distribution. The models are based upon our earlier baseline model from 2011 [20] . Presented in this work are the most fundamental parameters as well as the new sets of parameters of each model that either have been changed with input from optical or electrical characterization of the actual reference device, or altered to fit with current-voltage (JV) and external quantum efficiency (EQE) measurements of the same device.
Each model consists of a four-layer structure, representing the CIGS, CdS, i-ZnO and ZnO:Al of the reference device. The thickness of each layer is an average of the thicknesses measured with cross-section transmission electron microscopy (TEM), see figure 2.
There are three interfaces considered in the models: the front contact, the interface in between the CIGS and CdS layers, and the back contact. The option to have flat bands in SCAPS was used at both contacts, meaning that the metal work function is dependent on the contacting semiconductor, i.e. the electron affinity, the band edge energies, the density of states and the doping concentration, but no other defects, in order to minimize the metal-semiconductor barrier. At the contacts fixed surface, recombination velocities, S b and S f , were set, where S b was decreased from the previous baseline value 10 7 to 10 6 cm s −1 based on a more recent study in the group [21] . In addition, there is an optical filter at the front contact, whereas no reflection is assumed at the back contact. The optical filter corresponds to the reflectance measured with a spectrophotometer with an integrating sphere. This measurement was done on the complete reference solar cell stack. Carrier generation, in each layer, is calculated with wavelength-dependent absorption coefficients [22] and an AM1.5 spectrum. The composition of the CIGS layer was measured with energy dispersive x-ray spectroscopy (EDS) for three individual CIGS grains from our reference device. On each grain we performed and averaged 10 parallel measurements, with a step width of 25 nm. The EDS data were calibrated using the average composition XRF analysis. For this study, the XRF calibration was refined by comparing the absorption edge from EQE of flat Ga-profile CIGS devices with varying Ga content. We used the following empirical expression in the models and for extracting the bandgap from EQE: E g = 1.01 + 0.626x − 0.167(x − x 2 ), where x = GGI [23] . In the models an average Ga-profile was used, created from the EDS data of the three individual grains. The shallow acceptor concentration of the CIGS layer was estimated from temperature-dependent capacitance (CV-T) measurements. The reference device was either in a relaxed state, treated at 330 K in darkness for one hour, or in a light-soaked state where it was light-biased with white LED light for one hour at room temperature (RT), and then cooled with constant light bias. A JV-measurement was performed under a halogen lamp with a cold mirror (ELH) and the light intensity was calibrated with the J sc from an EQE measurement [24] . From a dark JV-measurement, the series resistance and the shunt conductance, used as one-diode model parameters in SCAPS, were extracted according to the method presented by Hegedus and Sharfarman [25] . In all models, the recombination centers were placed in the middle of the bandgap in order to act as efficiently as possible; we are not attempting to model the exact and complicated nature of the defect-rich and highly self-compensated CIGS material. Instead, we model an equivalent recombination behaviour to replicate the behaviour of the reference device. The concentration of the recombination centers in the CIGS bulk and the interface trap density at the absorber/buffer interface in each model were set by comparing the simulated four figures of merit, V oc , J sc , FF and η, with their measured counterpart, as well as by comparing the overall shape of the JV-curves. The amphoteric defect concentration was set using CV-T data.
The four different models in this work are described in detail below: (a) Model A is our simple defect model with bulk and interface mid-gap donor defects, uniformly distributed through the depth of the CIGS layer. (b) In model B, the bulk defects are set similarly to model A, but with a Ga-dependent concentration in line with previous findings [16] : it is empirically known that for the CIGS, V oc deficit increases with increasing GGI, and classically the best devices have been made with GGI ≤ 0.3 [26] . Two criteria when setting the defect distribution were to set its concentration one order of magnitude higher at GGI = 1 compared to GGI = 0, and the minimum defect concentration at GGI = 0.3. (c) In model C, the simple defect model is assumed with an additional metastable amphoteric defect complex, treated in previous modeling [18] and set to behave as the Cu and Se di-vacancy (V Cu -V Se ) complex [27] , with electron/hole capture and emission energies from an experimental investigation [28] . Naturally, with this defect complex there will be an added shallow acceptor and donor concentration, and the p-doping will be either enhanced or partly compensated. As such, the doping of the CIGS is chosen differently [29] than in models A and B. The defect levels of the V Cu -V Se complex can be seen in figure 3. (d) Model D is a combination of models B and C, including both a Ga-dependent defect distribution and the metastable amphoteric defect complex.
Radiative recombination is taken into account in each model; it was not present in the previous baseline model due to a dominating Shockley-Read-Hall (SRH) recombination. However, it was observed that radiative recombination had an impact for highly efficient CIGS with low bulk defect concentration, especially in the case of notch-type Ga-profiles allowing accumulation of minority carriers at a notch [30] .
All individual defects in these models are set with a uniform energy distribution, i.e. single energy level, in the bandgap. The distribution as discussed in this work refers to the depth of the CIGS layer.
Simulations
Three main sets of simulations were performed in this study: (1) to finalize model A, B, C and D in order to fit them with the reference device data by setting the magnitude of the defect concentrations, (2-3) to see how the efficiency could be improved by changing the CIGS composition and optimizing the Ga-profiles in each model. In detail:
(1) The bulk defect concentration, distinguished by the model, was varied together with the interface trap density in order to fit the measurement of the reference device.
(2) The optimum SG Ga-profile was found by varying the value of GGI at the CIGS/CdS interface and at the back interface of the CIGS layer. (3) The optimum DG Ga-profile was found with the same steps mentioned in part (2) , and by additionally varying GGI at the notch in between the two interfaces, as well as the position of the notch in the CIGS layer.
SCAPS allows the user to create layers with a spatial resolution of 1 nm or manipulate a certain layer with even higher resolution. For simplification in the process of optimizing the Ga-profiles, a spatial resolution in the order of 10 nm was used, and the optimized Ga-profiles were restricted to linear gradients in between points of interest.
Results and discussion
Material characterization
In this section, the results from the material characterization are presented, and a list of model parameters, based on the material characterization, fitting of JV-data and previous studies, can be found in table 1. A TEM image of the reference device from which the layer thicknesses were estimated, can be seen in figure 2. Marked is the average measured CIGS absorber thickness. The window layers are both thinner (310 nm) in our reference device than in the baseline (440 nm), and the Mo back contact is 550 nm in our device instead of 350 nm which is the baseline. The CIGS and CdS thicknesses are similar to those normally used in the group. The EDS data of Ga-profiles for three different grains can be seen in figure 4 . The difference in composition at the notch is 5% GGI between grain 1 and grain 3, which corresponds to a bandgap variation of about 25 meV. The thickness of the absorber varies 225 nm between grain 2 and grain 3. Note that the position of the notch from the CIGS/CdS interface is similar for all three grains even if the total thickness varies. The average profile (line in figure 4 ) was used in order to fit the models with the reference data, but the thickness of this profile was chosen according to the average CIGS thickness from the measurement seen in figure 2, and correlates with the thickness of grain 1. The composition of the reference sample is CGI = 0.87, an average measured with XRF, and GGI = 0.24, calculated for the average EDS profile using the refined XRF data.
The doping concentration of the CIGS layer was estimated from the derivative of the Mott-Schottky plot of the CV-T measurements seen in figure 5. According to Cwil et al, the doping concentration is given by the minimum of the net doping concentration curve [29] . In models A and B, this apparent doping concentration corresponds to N A ≈ 7 × 10 15 cm −3 for the CV-measurement of the light-soaked reference device at RT. The main reason to choose the doping concentration from this measurement is that the JV-measurement, used to fit the defect concentrations in the model, was performed under prolonged illumination from the ELH lamp in the JV-setup. As such, the RT CV-measurement of the light-soaked reference device is assumed to best fit the models without considering the extra amphoteric defect complex. For reference, the RT The band diagram of a CIGS device in equilibrium, including (from left to right), ZnO:Al, i-ZnO, CdS and CIGS. The conduction and valence band edge energies are represented as E C and E V respectively, and E i is the intrinsic energy in the middle of the bandgap. In the amphoteric defect model, the position of the Fermi level, E F , in relation to the amphoteric transition energy, E TR , determines the configuration of the defect complex. In the case shown here, the band bending thus enhances the p-doping of the front region of the CIGS layer, while the back region is compensated. Model dep., see figure 7 , 5 × 10
Energy level
, 10 -17 CV-measurement for the relaxed reference device is included in figure 5 .
In models C and D, when introducing the V Se -V Cu amphoteric defect complex, we also introduce the availability of more shallow acceptors or compensational shallow donors depending on the configuration of the defect complex. In theory [27] , the V Se − V Cu complex in a relaxed solar cell will appear in the acceptor configuration close to the CIGS/CdS interface, where the band bending causes the Fermi level to rise above the amphoteric transition energy (E TR = 0.23 eV in our models), and it will appear in a donor configuration some distance from the CIGS/CdS interface, where the Fermi level is below E TR for a device in equilibrium. The assumption is made that for a low temperature CV-measurement of the relaxed reference device, the minimum of the net acceptor concentration corresponds to maximum compensation, i.e. the V Se -V Cu complex in 100% donor configuration. In contrast, the peak net acceptor concentration, measured from the light-soaked CIGS reference device at low temperature, was assumed to correspond to the V Se -V Cu complex in 100% acceptor configuration. From these assumptions, the doping and amphoteric metastable defect concentrations were derived. The value of the amphoteric defect concentration at N T = 9 × 10 15 cm −3 in this work corresponds well with the values presented in previous studies [18, 29] .
The optical reflectance data from the reference device is seen in figure 6 , and the minimum around 770 nm corresponds to negligible reflection. This agrees very well with the chosen MgF 2 thickness at around 140 nm, optimized to fit the peak photon flux of the AM1.5 spectra. The plot shows the reflectance of active area and was used as an optical filter for EQE simulations. For JV-simulations the reflectance was uniformly shifted up 2.5% absolute corresponding to the shadowing area of the front contact grid fingers.
Models
The fit between simulations and JV-measurement data from the reference device was made by adjusting the defect concentrations in each model, as seen in figure 7 and table 1. The plots of corresponding JV-simulations and JV-parameters can be seen in figure 8 and table 2, respectively. Noticeable is the low bulk defect concentration that has been used in all models, in the order of 10 12 cm −3
. In reality, CIGS is defect-rich, and this low number represents an effective concentration of recombination centers in the absorber layer that makes the best fit in our models. The recombination rate is exponentially decaying with the increasing difference of the defect energy level in respect to the intrinsic level. In other words, with fixed Figure 6 . The reflectance of the full stack was measured and is used as an optical filter, as shown above, in the EQE-simulations. For JV-simulations, the whole curve is shifted 2.5% up to compensate for the area of the grid fingers, shadowing the active area of the solar cell. The JV-simulations of all models, A-D, and the measured JV-data of the reference device. As can be seen in the graph, models A and B have better current collection than models C and D, which seems to fit better with the reference device in this region (V < V mp ). For higher voltages, the diode behavior of models C and D seem to fit better with the reference device.
capture cross-sections, the defect concentration set here is the minimum defect concentration for this recombination rate for a single level defect of this type with uniform distribution through the depth of the absorber. In these models, back contact surface recombination has an impact equivalent to, or higher than, the recombination in the bulk absorber. The cause of this effect is that the low defect concentrations make the electron diffusion length longer, so the influence of the back contact extends further into the CIGS absorber.
The CIGS/buffer layer interface trap density is much debated and in this work was set to a nominal value [20] , 10 12 cm −2 . In one simulation study, Song et al mention only a 'high recombination interface layer' [9] , while others do not include any interface traps due to their negligible influence for positive conduction band offset (CBO) [12] (true for CBO between around 0 and +0.2 eV), or simply do not mention it at all. A sensitivity analysis shows that in our four SCAPS models, with the reference Ga-profile, the JV-parameters do not change substantially for an interface trap density variation spanning from 10 11 to 10 13 cm −2 . Recently, NREL presented a study based on time-resolved photoluminescence concluding that SRH and surface recombination are insignificant for highefficiency CIGS solar cells [31] ; this is in accordance with the low bulk defect concentrations and insensitivity to CIGS/ buffer layer interface trap densities modeled in this work.
Regardless of the low bulk defect concentrations set in our models, V oc in models A and B was in both cases slightly lower than the experimental value of the reference device. The difference of 4 mV is not considered substantial, but it is interesting to note that, even without recombination in the bulk of the CIGS layer and at the CIGS/CdS interface, the V oc does not increase more than an additional 6 mV, indicating that it is limited by the bulk shallow acceptor concentration, i.e. the doping concentration. In models C and D, with higher shallow acceptor concentration assumed, the measured V oc is no longer on the limit set by the doping.
J sc is higher in all models compared to the reference device, and as seen in figure 9 the simulations overestimate the current generated for all wavelengths, except for long wavelengths at the absorption edge. The general difference in EQE is assumed to originate from the dead cell area. Since the reflection was measured on the full stack, however, and the model is restricted to absorption as the only other optical input parameter, some of the difference in EQE at shorter wavelengths could be caused by interference at the buffer/window layer interface. Also, the difference could partly originate from low absorption coefficients for the CdS and the ZnO in the models. Contribution to the photocurrent in terms of the hole injection from the CdS is small in the models, and is not the cause of the overestimated current in EQE. A quantitative analysis shows that for wavelengths between 300 and 514 nm the overestimated current is 0.84 mA cm −2 , about half of the total difference in J sc . A more complex simulation tool with the optical constants of each layer would be required to further analyse this difference. For the reverse relationship at wavelengths longer than about 1100 nm, this could be attributed to reflection at the back contact which is absent in the models. As an effect of J sc being overestimated in the simulations, the efficiency is slightly overestimated as well.
The overall shape of the JV-curve in the forward bias regime V > V mp fits considerably better for models C and D which include amphoteric defects, and where the doping concentration was set higher, as compared to models A and B. In this regime, the diode diffusion current becomes large enough to impact the solar cell performance. The simpler models A and B with lower mid-gap defect concentrations fit better for V < V mp , where it is clear that the current collection loss is smaller than for models C and D. Shunt conductance and series resistance were set to equal values in all four models.
Optimization of single-graded Ga-profiles
The optimum SG Ga-profiles were found by simulating different values for GGI at the back contact and at the CIGS/CdS interface, and the results can be seen in figure 10 . The optimized SG Ga-profiles are similar to each other, and compared to the EDS-measured Ga-profile the efficiency is increased by 0.9-1.3%. The JV-parameters are found in table 3, where 1.56 Figure 9 . Simulated external quantum efficiency of each model and the measured data from the reference device. A general good fit was achieved by using the reflectance spectrum in figure 6 as an optical filter. The mismatch around 400 nm can be attributed to an incorrect absorption coefficient of CdS and i-ZnO/ZnO:Al, and enhanced parasitic absorption due to internal reflectance which would not be visible in the reflectance of the full stack. The total difference in J sc up to 514 nm is around 0.8 mA cm −2 .
the highest efficiency for an optimized SG Ga-profile was achieved in model B, at 20.8%. The overall Ga concentration is higher for these profiles compared to the measured Ga-profile in the reference device, indicating that the efficiency could be improved by increasing GGI in the CIGS layer according to these results, provided that the absorber film quality is unaffected by the compositional variation. By comparing the Ga-dependent/constant defect concentration models, models B/A, and D/C, it is observed that the models with a Ga-dependent defect distribution have, in general, a lower optimum bandgap value than their counterparts. This difference can be explained by the increase in defect concentration for higher GGI and by the fact that the lowest defect concentration at GGI = 0.3 is lower than the compared constant defect concentration in models A and B. The latter fact means that the total defect concentration of a profile in models B and D is allowed to be smaller than in models A and C, leading to an increase of efficiency for model B compared to A, and model D compared to C. No quantification of the profile differences has been done due to the nature of the selection of the Ga-dependent defect distribution. Experimental verification would be required for cells made with our process, and while the Ga-profile trend is clear, especially for the A/B comparison, the differences are not substantial.
By comparing the models with/without amphoteric defects, models C/A and D/B respectively, we see that optimum GGI towards the back contact is lower for the models with amphoteric defects compared to their counterparts, while optimum GGI at the CIGS/CdS interface is slightly higher. This difference is an effect predominantly caused by the increased doping in the models with amphoteric defects; a tradeoff between J sc and V oc , with a small net efficiency gain, makes it more beneficial with a lower GGI towards the back contact for models C and D as compared to models A and B, where optimum GGI is higher towards the back contact. The increase towards the CIGS/CdS interface is partly a net benefit of efficiency due to the tradeoff between V oc and J sc , and partly due to the mitigation of recombination in the SCR via the deep acceptor state of the amphoteric defect complex. The increase in FF originates from the reduced SCR, lowering the recombination that otherwise causes the FF to drop.
In a comparison between respective optimized Ga-profiles, the efficiency is still lower in models C/D, mainly due to a lower V oc, caused by higher recombination in the bulk due to a higher mid-gap defect concentration, compared to models A/B. Moreover, there is additional recombination in models C/D via the deep acceptors at 0.85 eV above the valence band, which is especially effective in the SCR close to the interface.
Optimization of double-graded Ga-profiles
For optimization of the DG Ga-profiles, it is observed that the position of the notch can play a crucial role depending on the other parameters in the model, e.g. the value of GGI towards the CIGS/CdS interface. In the case of steep front grading, a notch situated in the SCR can suppress detrimental effects, also noted by Gloeckler and Sites [12] . However, in cases of lower front Ga-grading, it is not detrimental to cell performance to have the notch further away from the CIGS/CdS interface. These situations are illustrated in figure 11 . Table 3 . The JV-parameters of the optimized single-graded Ga-profiles. Figure 10 . The optimum single-graded Ga-profile, where the distance starts at the front interface. When compared between the models, the results are similar to each other, and the narrow spread at the front interface corresponds to 4% GGI (comparing models B and C). At the back contact the difference is about 10% GGI (between models A and C). The efficiency as a function of the position of the notch from the CIGS/buffer layer interface. In the unrestricted case, the maximum efficiency was achieved by having the notch 30 nm from the front interface with a very high front grading; however, when placing the notch at 200 nm from the front interface and optimizing the Ga-profile at this point, the efficiency is not lowered more than 0.1%. Moreover, the lower Ga-grading in such a profile lessens the detrimental effects of having the notch further into the bulk.
A maximum efficiency is observed for a notch situated around 80 nm from the CIGS/CdS interface in models A and B, while for models C and D the maximum was observed for a notch situated 30-40 nm into the CIGS layer. In addition, the optimum GGI towards the CIGS/CdS interface, in the cases of models C and D, are 0.8 and 0.7 respectively. These changes of GGI over such short distances are problematic in terms of stability of the CIGS film, and in practice are impossible to realize. Limited control of the CIGS deposition processes, in part due to thermal diffusion, and inter-diffusion that might take place on a larger time scale are the main factors. Therefore, the constraint not to have the notch closer than 200 nm from the CIGS/CdS interface was introduced for the DG Ga-profile optimization process. Figure 11 shows two cases of the extent of the efficiency variation, compared to an optimized point (highlighted), as a function of the notch position in the absorber. The two illustrated cases consider the constrained case where the Ga-profile is optimized for a notch 200 nm from the CIGS/CdS interface, and the unconstrained case where the position of the notch is 30 nm from the CIGS/ CdS interface. The two examples mentioned here come from simulations performed in model D, but the constraint on the optimized DG Ga-profile is applied to all four models, see figure 12 . Noteworthy is the insensitivity to the notch position observed for the constrained case as seen in figure 11 , and more importantly that it exhibits high efficiencies over a wide range of notch positions. In the unconstrained case, the efficiency drops rapidly when the notch is moved further than 100 nm from the CIGS/CdS interface, and this drop is attributed to a rapid drop of FF.
The JV-parameters for the optimized DG Ga-profiles in the four models can be found in table 4 where the parentheses mark the values from the unconstrained process. The highest efficiency of 21.4% is achieved in model B, and 21.2% is achieved in model A. These are the models without amphoteric defects, and the difference is a tradeoff between V oc and J sc , where the simulation in model B has a higher FF due to the lower front grading. When comparing these simulations with the optimum DG Ga-profiles of models C and D, in the former models we see a higher back grading, lower GGI at the notch and therefore a steeper front grading. The difference in back grading is attributed to the difference in doping between the models, similar to the case of optimized SG profiles. The lower and more pronounced notch of models A and B can be attributed to the more extended SCR of these models, due to the lower doping concentration. The simulations show that models C and D, contrary to models A and B, suffer higher SRH recombination via the deep acceptors in the SCR at forward bias due to an increase of minority carriers injected from the buffer layer. Models C and D are in general dominated by SRH recombination throughout the absorber layer. On the other hand, models A and B suffer a dominating radiative recombination current at the notch, which constitutes the critical recombination path due to a high concentration of minority carriers accumulated at the notch. The higher bandgap gradient towards the back contact provides a higher quasi-electrical field, increasing the effective electron diffusion length towards the notch.
General discussion
The optimized Ga-profiles and the corresponding JV-parameters vary between each model. This shows that there is a dependence on defect-related properties, such as recombination rates and doping concentrations, when optimizing the Ga-profile. Furthermore, it means that a more rigorous electrical analysis is required to have a better understanding and correctly predict the optimum Ga-grading that results in the highest efficiencies for real CIGS thin film solar cells.
Overall, there is a higher efficiency increase in models A and B, when comparing the optimized DG profiles with optimized SG profiles, as compared to models C and D. It increases as much as 0.6% in models A and B, but only 0.1 -0.2% in models C and D. Nonetheless, the trend is clear: the optimum DG Ga-profiles perform better in simulations than SG profiles within these models, even if the benefit of the DG Ga-profile is marginal. It turns out that interface traps as set in these models play an important role for simulations with SG Ga-profiles. The interface trap density in the four models was set when simulating the measured Ga-profile; however, the power conversion efficiency only changed +0.1% between the case of nominal (10 12 cm −2
) and negligible (<10 11 cm −2 ) interface trap densities. In the case of optimized Ga-profiles, the same variation-from the nominal value to negligible amounts of interface trap densities-caused the efficiency of the optimized DG Ga-profiles to have a maximum change of +0.2%, while the optimized SG Ga-profiles had an efficiency change of up to +1.0%. Table 5 summarizes these simulations, and in figure 13 there is a comparison of how the efficiency in model A, with the measured Ga-profile ( figure 13(a) ) and the optimized SG Ga-profile ( figure 13(b) ), varies with bulk Figure 12 . The optimum double-graded Ga-profiles, where the front interface is placed at 0 µm. With the exception of model D, the GGI value at the front interface for the other three models is indistinguishable. The GGI at the notch and back contacts varies mostly due to doping, as seen comparing models A/B with C/D. The Ga-dependent defect models, models B and D, have a slightly lower GGI than their counterparts A and C, respectively. defect concentration and interface trap densities. Due to the nature of these simulations, with the Ga-profile being optimized in only one case ( figure 13(b) , although not for every point), one cannot compare the absolute values of efficiencies between the two plots. Even so, the trend tells us that if the interface traps can be minimized, the DG Ga-profiles might be redundant. Similar findings were found by Hirai et al [15] .
There are several indications that a more advanced simulation tool would be required in order to achieve a better understanding of the complex behaviour exhibited by our device, such as lateral bandgap fluctuations, electromagnetic interference, interfacial parameter-dependence on the underlying bulk material, metastable transitions, and so on. All of these would be of importance to better understand CIGS. The results from the simulations in all the models point towards the same thing: if the quality of our CIGS can be maintained, compared to the measured Ga-profile of the reference device, we would benefit from increasing the overall GGI in the Ga-profile.
Conclusion
In this work, four SCAPS models were studied and compared with experimental data. The models were different in defect concentration and doping values of the CIGS layer: (A) a simple defect model with a constant concentration of midgap recombination centers, (B) a model with a Ga-dependent defect concentration, (C) a model with high doping due to 1.56 Figure 13 . The efficiency as a function of bulk defect concentration and interface trap density in the case of (a) the simple defect model A with the measured Ga-profile and (b) model A with the optimum single-graded Ga-profile. Clear from figure (a) is the insensitivity of interface defects as compared to figure (b), which is problematic since the model is set in the conditions corresponding to figure (a). 1.56 the addition of amphoteric defects, and (D) a combination of models B and C. These models were set to fit a high efficiency reference device with a power conversion efficiency of 19.1%. The device was made with a single stage co-evaporation process and characterized with electrical and optical methods, providing input data for the models. Models A and B exhibited better fit with the reference device measurement for JV-simulation at V < V mp , while models C and D exhibited better fit for V > V mp . Good fits were achieved with all four models by setting a mid-gap defect concentration in the order of 10 12 cm −3 in the CIGS layer. Simulations with this low defect concentration indicate that bulk SRH recombination is not the dominant limiting factor for our high efficiency CIGS reference device, and one should also consider that, for long minority carrier diffusion lengths, the back contact surface recombination plays a larger part than for more defective CIGS devices.
In each model, single-and DG Ga-profiles were optimized and compared by using JV-simulations. The optimum DG Ga-profiles yielded 0.2-0.6% higher power conversion efficiencies than the SG counterpart in each model. While the original models were insensitive to the interface trap density between the CIGS absorber layer and the CdS buffer layer, it was clear that for the optimized SG Ga-profile the interface trap density plays a role. Back contact surface recombination impacts the choice of optimum Ga-profile as well, and if the back contact could be passivated, the back grading would be less important. Moreover, if the CIGS/buffer layer interface could be passivated, the front grading would become useless, meaning that a SG Ga-profile might be as effective as a DG Ga-profile.
With the effects of different doping concentrations between the complex and simple defect models in mind, the results are consistent. It is obvious that there is potential to change the Ga-profile in the CIGS layer, and thereby enhance the efficiency of solar cells with a simulated in-line deposition process. If the quality of the CIGS absorber layer can be maintained for this deposition process, power conversion efficiency of 21% or above can be achieved by increasing the GGI and deposit Ga-profiles as proposed in this work.
