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A generalization of the concept of dimension of a poset, the stable dimension, 
is introduced, and it is shown that there is a simple procedure for determining 
its value. No such procedure is known for the dimension itself. The main theorem 
shows that the stable dimension is equal to the maximum number of elements in 
a pair of antichains of the set, one lying above the other. The stable dimension 
can be used to find bounds for the dimension, including one which is an im- 
provement on a bound given by W. T. Trotter, Jr., [Irreducible posets with 
large height exist, J. Combinatorial Theory (A) 17 (1974), 337-3441. 
The basic concepts of this note are the dimension and the width of a poset. 
For the convenience of the reader, and because I propose to generalize them, 
I recall the definitions. 
DEFINITION 1. An ordering on a poset S is a transitive relation R on S, 
such that a < b in S implies (a, b) E R. I shall write a < b (R) for (a, b) E R. 
The ordering R is called linear if a < b (R) or b ,< a (R) for all a, b E S; 
it is called separable if a < b (R) and b < a (R) implies a = 6. A base on S 
is a set of linear orderings Ri on S, such that a < b in S if and only if a < b 
(R,) for all i (i runs through some index set). The dimension of S is the 
minimum cardinality of a base on S. 
DEFINITION 2. A chain in S is a linearly ordered subset of S, and an 
antichain is a trivially ordered subset. The width w(S) of S is the minimal 
cardinality of a set of chains covering S. 
The width is a well-behaved invariant of S, as Dilworth’s famous theorem 
[l], that it is the maximal cardinality of an antichain in S, shows. On the 
other hand, the dimension is awkward and difficult to calculate. It is easy to 
see that 
dim(S) d w(S), 
and that there are sets for which equality holds [2]. However, in a paper of 
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1974 [3], Trotter, shows that if A is an antichain in S and S\A is not empty, 
then 
dim(S) < 2w(S\A) -+ 1, 
and that there are posets for which this inequality becomes an equation. His 
theorem led me to investigate the following generalization of the dimension. 
DEFINITION 3. If S C Tare posets, then a set of linear orderings Ri on T 
is called a relative base for S in T, if for s E S and t E T 
for all i, 
and 
for all i. 
The relative dimension of S in T, dim(S, T), is the minimum cardinality of 
a relative base. The stable dimension of S, st. dim(S), is sup dim(S, T) for all 
T2S. 
It is easy to see that 
w(S) < st. dim(S) d 2w(S) , 
for all posets S, but I shall not prove this as the main theorem. of this article 
gives more precise bounds. The stable dimension is (as only to be expected) 
much better behaved than the dimension, and the principal result of this 
article is that for corresponding generalizations of the width (the double 
width) and of antichains (double antichains) the following theorem holds. 
MAIN THEOREM. The stable dimensiolz of S is equal to its double width 
which is equal to the maximum cardinality of a double antichain in S. 
This gives an improvement of Trotter’s bound for the dimension of a 
poset. The second equation is equivalent to Dilworth’s theorem, and could 
be generalized to all n, but I do not know of any use for such a generalization. 
Instead of looking at extensions of S, one can also look at subsets U Z S. 
In the course of the proof, a sufficient condition on an ordering R of S 
emerges, for 
dim(S,) < st. dim(U) 
to hold (S, is the poset of equivalence classes of R in S). 
The proof of the theorem is based on the investigation of the properties of 
the universal extension of S, U(S). 
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Construction. Let S’ be the set of pairs (F, F’), where F is a filter of S 
(with X, F contains every y > x), and F’ is a cofilter, such that x E F’ and 
y E F implies x < y. Order S’ by 
(F,F’) <(G,G’)--FIG and F’ _C G’. 
Define U(S) = S u S’ with the given orderings on S and S’, and for s E S 
and (F, F’) E S’, 
s < (F,F’) -SEE.’ and s > (F,F’) +sEF. 
The following proposition is an easy consequence of the construction. 
PROPOSITION 1. Let S C T. Then dim(S, 7’) < dim(S, U(S)). So st. dim(S) = 
dim(S, U(S)). 
Proof. The following notation will prove useful throughout the paper. 
IfsES,thenH&) ={x~Sl~~~}andH~(s)is(x~S/~),~}. 
Define a map /3: T -+ U(S) by 
,B Is = identity, for t E T\S: 
P(t) = (f&(t) c-7 s, H<(t) n S). 
The map p is order preserving, and s < t C- s < p(t), and s > t * s > 
/3(t). Now if {&} is a relative base on U(S), then clearly {p-1(RJ) is a relative 
base on T. 
The set U(S) is far too large to be of practical use in determining the stable 
dimension of S. It turns out that one can restrict oneself to a small portion 
of the elements of U(S). 
DEFINITION 4. If s ES, then s* = (0, S\H>(s)) and s* = (S\Hc(s), ia) 
in S’. Further, S* = {s* 1 s ES} and S, = {s* 1 s ES}. 
The next proposition lists the elementary properties of the mappings * 
and * , including the fact that they are order isomorphisms. 
PROPOSITION 2. Let s, t E S, x, y E S’ _C U(S), then the following statements 
hold: 
(i) s* < t*; 
(ii) s < t e s* < t” 0 t g s* -3 s* < t, * t, 4 s; 
(iii) x~y~~s~S,~~~andy~s,or3s~S,~~sandy~s; 
(iv) s < x - x 4 s*, s 2 x 0 x > s* . 
Proof. I shall only prove (iv). Let x = (F, 8”). Then s > x c> s E F - 
H<(s) n F # o o F $ S\H<(s), but B C F’, so this is equivalent to s* 4 x. 
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PROPOSITION 3. Let {Ri} be a set of Iinear orderings on U(S), such that for 
each s E S there exist i and j, such that s* < s (R), and s < s+ (RJ. Then (Ri} 
is a base for U(S). 
Proof. We have to show that for a, b E U(S): a $ b implies that b < a (Ri) 
for some i. It is necessary to distinguish whether a or b lies in S or S’. So let 
s, t E S and x, y E S’. 
(a) s Q t 3 t < s*. So for some i, t < s* < s (RJ. 
(b) s 4 x 3 x < s*. So the same argument works. x $ s * s* < x. 
So for some j, s < s* < x. 
(c) x < y. Assume (WLOG) there exists s with s < x, y $ X. 
Then y < s* so for some i, y < s* < s < x. 
COROLLARY. The following equations hold: 
dim(U(S)) = dim(S, U(S)) = dim(S u S* u S,) 
= dim(S, S u S* u S,) = st. dim(S). 
The next step is to find out how many orderings are needed to include all 
relations of the type s < s* and s* < s. The following lemma, which answers 
this question, is the crux of the proof of the main theorem. 




ThenCandDarechainsinS,andsEC,tED JS 4 t. 
(b) Conversely, if C and D are chains in S, such that s E C, t E D + 
s 4 t, then there exists a separable ordering R on U(S), such that s* < s for 
allsECandt < t,foralltED. 
Proof. (a) Let s, t E C and s 4 t and t 4 s, then s < t* < t < s* < s 
(R), which is impossible. The analogous argument applies to D. So C and D 
are chains. Now lets E C, t E D, and s < t. Then s < t < t, < s* < s (R), 
which is again impossible. 
(b) Let 
and 
A, = ((a, b) / a < b in U(S)), 
AI = Ns*, 4 I s E C>, 
A, = ((t, t*) 1 t E D). 
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Then if R is the transitive closure of A, u A, u A, , we have to show that R 
is separable. In that case s* < s (R), and s # s* imply s* < s (R) as required. 
Now u < 21’ (Ii) means that there exist c0 ,.. ., c, E U(S), such that u = c0 , 
u = c, , and (ciel , cJ E A, for some j = 0, 1, 2 depending on i (i = l,..., n). 
We shall denote such a chain by uAj ... Ag, j, k = 0, 1, 2. Note that sub- 
sequences of the form A,A,, A,A,, A,A, , A,A, , and A,A,A, are impossible 
in such a sequence (the last because it implies s < t for some s E C, t E 0). 
We now choose II minimal. In that case there will be no consecutive A, 
terms, as A, is already transitive. Suppose a sequence contains a subsequence 
A,A,A, . This is of the form r*, Y < s*, s, with Y, s E C. Now r < s* * s 4 r, 
but C is a chain, so this implies r < s. Thus the second A, term can be 
amalgamated with the A, . A dual argument shows that a minimal sequence 
contains no terms of the form A,A,A, . So minimal sequences are sub- 
sequences of 
Now assume u < u (R) and v < u (R), Then we have 
uA,A,A,A,A,r;A,‘A,‘A,‘A,‘A,“u, 
where some terms may be empty. The sequence AIA,A,‘A,’ is prohibited, 
and so is the sequence A,‘A,‘A,A2 obtained by interchanging u and v (and 
the two sequences). Thus either both A, terms or both A, terms are empty. 
Say the sequence is 
uA,A,A,vA,‘A,‘A,‘u. 
Now if both A, terms are not empty, we have Y, s E C, such that u < r*, 
r < v < s*, s < u in U(S). This leads to Y < s* and s < Y*. But we have 
already proved above that we can delete the asterisks, so r = s. Now r < r* 
in U(S), which is not true. So the sequence reduces to 
ztA,A,A,vA,‘u, 
or its dual. But in this case we have ZL < r*, r < v < u for some r E C, 
and again r < r*. Hence ZI < v and v < u in U(S) so u = v; and R is 
separable. 
The lemma suggests a definition for the double width of S. 
DEFINITION 5. The double width of S is the minimal cardinal k for which 
there exist chains Ci , Di , i = l,..., k, in S, such that 
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The following theorem follows immediately from the lemma and the 
elementary extension properties of orderings [4]. 
THEOREM 5. The stable dimension of S is equal to the double width of S. 
It would now be nice to generalize Dilworth’s theorem to the double width, 
and indeed all the necessary constructions are already at our disposal. 
PROPOSITION 6. The double width of S is equal to the width of S w S*. 
Proof. Let K be a chain in S u S*. Define C = K n S, and D” = K 0 S*. 
Then C and D are obviously chains and c < d” * c 4 d for c E C, and 
d E D. The converse construction is obviously possible. 
It now only remains to describe the subset of S corresponding to an anti- 
chain of S v S* and call it a double antichain. 
DEFINITION 6. A double antichain in S is the union of a pair of antichains 
B, v B, in S, either of which may be empty, such that b, E B, , b, E Bz + 
b, < b,. 
THEOREM 7. The double width of S is the maximal number of elements in a 
double antichain 
Proof. It is clear that if A is an antichain of S u S*, then BI = A n S 
and B2, B,* = A n S” constitute a double antichain. Dilworth’s theorem 
for S n S* now implies the statement. 
Theorems 5 and 7 together form the main theorem of this paper. 
COROLLARIES. (1) st. dim(S) = w(S u S*) = w(S u S* u S,). 
(2) Let S be the direct sum of subsets Si , that is, it is their disjoint union 
and no element of Si is comparable to any of Sj for i f j. Then 
st. dim(S) = max 12 lv(SJ, st. dim(&)/. 
Applying this and Theorem 7 to T = S 0 S retrieves Dilworth’s theorem. 
(3) If S is the “stacked sum” of subsets SC , that is, it is their disjoint 
union, andfor i < j, s E Si , t E Sj , it follows that s < t, then 
st. dim(S) = max{w(&) f w(Sj) (i f j), st. dim(&)). 
(4) w(S) < st. dim(S) < 2w(S). 
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The following remark indicates a possible application of the ideas of this 
paper. 
Remark. Let o f S C T be posets. Then 
dim(T) < st. dim(S) + dim(T\S). 
In particular, if T\S is an antichain, then dim(T) < st. dim(S) + 1, and if 
T\S is a chain, then dim(T) < st. dim(S). 
The first statement is an improvement of Trotter’s bound [3], and the 
second is extended in Proposition 8. We now have two independent sufficient 
conditions for dim(T) < st. dim(S), the one above and the rather restrictive 
T C U(S). Proposition 8 attempts to combine and generalize them, but 
I feel it is still far too restrictive and should be capable of great improvement. 
PROPOSITION 8. Let m # S C T be pose& and let /3 be the natural map 
from T to U(S) (see Proposition 1). For each x E U(S) let R, be a linear ordering 
on ,6-l(x) (necessarily trivial in S). Define R by 
t < 24 (R) * /3(t) < ,B(u) or P(t) = /3(u) = x and t < u V&J. 
Then dim(T,) < st. dim(S), where TR is the set of equivalence classes of R in T, 
ordered by R. 
Proof. A simple enumeration of cases shows that R is an ordering. 
Furthermore, for s ES, s < t (R) * /3(s) < P(t) Z- s < t, by Proposition 1. 
Similarly s > f (R) 3 s >, t. It follows that we may assume that R is the given 
ordering on T. Now let {Ri} be a base on U(S). Define Ri* on T by 
t < u (Ri*) -+ P(t) < p(u) (R<*) or P(t) = P(U) and t < U. 
Then the same cases as before show that Ri* is a linear ordering on T. 
Now if t 4 U, it follows that either /3(t) 4 P(U) or t > U. In either case 
t > u (Ri*) for some i. Hence the set {Ri*} is a base for T. Now the corollary 
to Proposition 3 gives the desired conclusion. 
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