INTRODUCTION
Model estimation programming was developed to obtain extreme solutions to functions subject to constraints, where the function being optimized and the constraint functions are defined by discrete data points. The data points may be developed by computer simulation or experimentation.
The programming method was developed originally as a multivariable flight path optimization technique for trajectory simulation problems. Its successful use in this application and its general nature suggested use in other applications.
Subsequently, the method has been successfully incorporated into a solid propellant automated design and performance program developed and used at Thiokol Ch emical Corporation's Wasatch Division.
A typical motor design problem on which the program has be en used is that of a small, single stage, air-to-air missile where values for motor chamber pressure, nozzle expansion ratio, nozzle half-angle, and average thrust are to be selected so that missile ideal velocity will be maximized subject to the constraints that: nozzle exit diameter D; nozzle length _:: L; and maximum motor thrust-toweight ratio ~ ax. The numerical solution to this problem is presented later in this paper.
This example involves only four independent variables and three conditions of constraint; however, analytically , there is no reason to restrict the problem size. In fact, problems in the design of multistage vehicles have been successfully solved using 20 independent variables and 15 constraints.
Even with the small example problem, the optimization process becomes complicated, and it is apparent that some systematic procedure must be us ed.
Befor e this procedure is discussed, however , let us consider the scop e of th e g eneral programming problem.
REVIEW OF PROGRAMMING METHODS
Usage of the term "programming" implies an optimal allocation of limited resources. Although programming nomenclature was derived from problem s in econo mics, the methods themselves are precise algorithms embracing a ll the rigor of app lied mathematics. Each programming method developed to date solves a class of problems which are a subset of the general programming problem.
The genera l programming problem is to maximize or minimize an objective function with n independent variab les subject to m conditions of constraint. The basic mathematics required for solving the general programming probl e m are classic; however , the classical method is cumbersome, awkwa rd , and somet imes impossible to use. For this reason optimi za tion remains an art rather than a science .
We will first consid er the classical method.
The Classical Method
First consider the simple optimization problem of maximizing y = f(x , X , ... , X ) 1 2 n
The nec essa ry con dition for y to hav e a maximum valu e at the solution vector X, is that the first partial derivatives of y with respect to each xj vanish.
If s uch so lution points exis t , they will describe local maximums , local minimums , or sad dle points. The classical method would require the deter mination of a ll s uch points, testing to determine which sets were local maximums, and then comparing all of the local maximums for the greatest solution which we expect to be the global maximum.
Even when the global maximum is apparently found, the function can still be unbounded at some point not detectable by a stationary point. For a simple maximization, there may be infinitely many candidate solutions from which to choose.
For the constrained optimization where m inequality constraints exist, m < n, the above process must be expanded to 2m cases for each of the possible combinations of active constraints. If m is greater than n, the number of possible solutions is increased to
Although the classical method is extremely useful for many problems, it is impractical to apply the general case because of the large number of possible solutions which must be examined. These difficulties have resulted in the development of programming algorithms for obtaining optimal solutions for restricted problem types. A partial list of programming methods is discussed below to provide background and basis for comparing current methods with Model Estimation programming.
Methods Which Yie ld Exact Solutions
Of the current methods which yield exact algebraic solutions for the global extremal, we will examine linear programming, quadratic programming, and dynamic programming. with increment intervals to a continuous function, it becomes a problem in approximation and the solution depends upon the size of the unit interval chosen .
For the integer problem, dynamic programming guarantees that an extremal solution will be the global extrema l ; this desirable property makes dynamic programming an extremely powerful tool for integer problems.
Methods Which Use Optimal Seeking Approximations
Those problems for which the exact methods do not apply must be s olved by some approximate method. In general, optimal seeking methods will determin e a n approximate solution for a local extremal.
In most applied problems, th e investigator is satisfied with a local extremal solution ; if this is not satisfactor y , a broad area of the feasible domain must be investigated for other solutions.
Polygonal Approximations.
Many nonlinear programming problems may be solved with the use of polygonal approximations.
If the problem can be tr ansform ed into one in which all of the functions are separable, a solution for the approximation problem may be found by using linear programming techniques. The separable functions are eva luated at a finite number of equally spaced points for eac h of the independent variab l es . Each point sampled becomes an independent variable in the linear programming problem.
It is beyond the scope of this review to provide complete details of the method. However , because of the large number of times that the functions must be eva luated, the many independent var iables and the numerous linear constraint equa tions which must be solved, the method appears to be practical only when ap plied to small problems.
Steepest Path of Ascent. The solution of a general programming problem using the steepest path of ascent is effective for finding a local extremal for many problem classes . Generally the problem is started either in the interior of the feasible domain, or with some var iation of the problem where a starting routine is s ed to find a feasible constraint boundary.
The solution is then moved in finite increments along the boundary of the co straint condition in a direction providing maximum gain to the objective fun c tion. The so lution will move along this constraint boundary until a new constra int is violated. When the second constraint is encountered, the steepest pat will ei th er follow along the intersection of the two constraint conditions, or the path will follow th e secon d constraint and depart from the first. This general procedure is followed until a solution near the local extremal has been obtained.
For thos e problems where the partial derivatives must be estimated by varying th e functions, the method has two disadvanta ges: first, the partial derivatives are often inaccurate ; and second, the required number of variations may result in excessive computation time.
There are many unique forms of the steepest path of ascent solution and, while no attempt is made to catalogue them, it appears that each method has problem class limitations when applied to the general programming problem.
Need for General Non-Linear Programming Methods
Although the algorithms developed for linear programming, quadratic programming, and dynamic programming are well established, there is a need for a general computational method which may be applied to non-linear programming (1) subject tom conditions of constraint, where the constraints are expressed in the
In addition to the constraints on the dependent variables, upper and lower bounds constraints may be imposed on the independent variables , i.e.,
The expression of an applied problem (such as that presented in the introduction) in the framework of Eqs (1) , (2), and (3) is not difficult, if data can be supplied in the form of discrete data points obtained from computation (or experimentation). Supplying data in discrete point form, however, necessitates s om e form of an estimating function to convert those data points into the continuous functions required in Eqs (1) and (2) 
ha s better numerical convergence properties than Eq (4) , because the independ en t variab le s are separable , and less data are required for evaluation of the coefficents.
Consistent with usage by Hadley (2J, a function is defined as separable if it may be expressed as a sum of functions of one variable . Precisely ,
This µroperty of ;::;eparability will be used in the algorithms which follow.
Subsequent discussion on estimating functions will be limited to equations in the form of Eq (5).
To obtain the data for eva lu ating the estimating function coefficients, an initial estimate of the value of each of independent variables must be made ; these estimates are defined as the est imation so lution vector, X. Evaluation of the coefficients for Eq (5) With the coefficients evaluated, the estimating functions may be used in an approximation problem.
The Approximation Problem. The approximation problem, like the applied problem, is a special case of the genera l programming problem defined as Eqs (1), (2), and (3). Specifically, the approximation problem is defined by Eqs (1), (2), and (3) where Eqs (1) and (2) are estimating functions.
Even though the applied problem is described by data points, the functions of the approximation problem have the desirable properties of being separable and continuous, and having continuous first and second derivatives.
When the approximation problem is evaluated at the estimated solution vector X, we say that X is a feasible solution to the general programming problem if the inequalities of Eqs (2) and (3) are true. An optimal feasible so lu tion of the approximation problem is an approximate solution for the applied problem. The so lution of the applied problem is obtained by repeatedly so lvi ng the approximation problem with new estimating functions.
Concavity.
A function may be convex, concave, or neither.
If for any two arbitrary points, a or b, in n space,
the function is concave; if Eq (7) is true without equality, the function is strictly (7) concave . When the inequality is reversed, the function is convex; if Eq (7) is true without equality and the inequality i s reversed, the function is strictly convex. If
Eq (7) is not true with either sense of the inequality for all a rbitrary points, a and b, the function is neither concave nor convex.
Because the form of Eq (5) is separable, testing the estimation function concavity is simple , as only the sign of the squared term coefficients need be examined.
If all b .. .....: 0 , the function is strictly concave ; if all b . . > 0 , the function is strictly JJ JJ convex.
As the estimation functions are separable, we may also determine the concavity of their separated components. If f (x.) is strictly concave, we define the J independent variable x. to be a concave variable. If f(x.) is strictly convex, we J J define the independent variable x. to be a convex variable. J
The approximation problem is solved by the method of Lagrange.
The Lagrange Function
For a large class of problems, the method of Lagrange is a simple and straightforward approach to finding an extreme solution to a function that is subject to constraints. This paper first considers the Lagrange function, G, and later deve lop s a numerical method of its solution.
where:
G is the function actually maximized or minimized;
f is the objective function for which a maximum or 0 minimum solution is desired; partial derivatives are set equal to zero, a system of n ., m eq uations in n , m unknowns is obtained. Wl1en solved simultaneously, these equations will re s ult in valu es for the independ ent vari a bles which will yi eld eith e r a maxim um , a minimum , or a saddl e point of G.
Next we will ex amine some properties of Eq (8) . We will adopt th e convention that X* , A* specifies the coordinates and Lagrange multiplier s for a l oca l extremal of the Lagran ge function G.
Equation ( Defining .>,. = 1. O, the coeff ici ents are determin ed by:
.,.
A'.' 1.
1. nn. (8) must have the capability of selecting the proper local extremal.
The logic needed to guarantee this capability is derived below for the maximization case.
The multiroot solution of Eq (8) 
where g. is a hyperplane tangent to f. at the estimated solution vector X. Differ- • This is accomplished moving X incrementally in the direction of the solution and then solving for new hyperplanes. The rules for modifying the estimated solution vector X for each iteration of Eq (10) will be described in the next section . As f 0 is concave, then the solution to Eq (10) will always describe a global maximum, and the converged solution of Eq (10) will be a local maximum of Eq (8) . This iterative solut ion converges at least linearly, and in the final steps , it converges quadratically.
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Objective Function, f 0 , Is Not Strictly Concave.
If f 0 is not strictly concave,
another approac h must be taken. As H is concave and yields a global maximum at X*, H will a lso yield a local maximum to the solution of Eq (8) .
To us e the above principle , we will develop a method to numerically evaluate the coefficient s of H.
As f is a separable function, we may separate the so lution of Eq (10) into 0 two parts; that portion which is strict ly concave and that portion which is convex.
The strictly concave portion of Eq (10) may be solved if we hold the convex variables constant.
This partial solution provides estimates for the Lagrange multipli ers, 1_, and provides a method to estimate the combined fw1ction H.
function H(X) is estimated as: Using these classifications, we must make a new estimate for X. First, we will form a vector XR, which we will make up according to the above classifications by using: the solution of Eq (12) for those elements in Group l ; the /\ solution of Eq (10) for Group 2; and force Xj uphill in H for Group 3.
During the early iterations, the direction of the solution is more meaningful than the values contained in XR. Convergence will result if we move in the general gradient direction of H(X) and limit the total change of OX to some predetermined step s ize 6. Using the new value of X, we may repeat the above process until convergence is obtained.
Objective Function, f 0 , Is Convex. Before examin ing this problem, we will briefly examine the two preceding concepts.
In the first case, where f is strictly 0 concave the sol ution of Eq (10) always yields unique values of X , 'X.. When we allow p X to approach X at a controlled rate, the problem will converge to a local extremal. In the case where f is neither concave nor convex, we took advantage of th e 0 separability property of Eq (5), and separated the problem into two subproblems.
We first solved the portion of Eq (10) which is 1::>trictly concave in f while holding 0 the remaining independ ent variab l es fixed. The Lagrange multiplier s, 'X., obtained from so lvin g the concave portion of the problem were used to form ll.
Maximizing A subject to the linearized constraints, Eq (12), yielded estimates for the concave independent variables. If the approximation problem was unbounded, the independent variables were convex in both f and A. In this case, 0 the so lution can only be improved for forcing variables convex in both functions uphill in A.
These latter principles must be used in solving Eq (8) when f is convex.
0
Let us now examine the problem where f is convex in a ll variables. The 0 numerical so lution of this problem is more difficult, and its development is still in process.
The following method appears valid; however, it has yet to be proven as a computational procedure.
If X is a feasible solution of :f'l, we can simply force f uphill on its steepest 0 path until one or more constraints become active. Appro ac hing the so lution as in the preceding s ubsection , we ass ume that if an optimal so lution X*, >.. * does exist, an eq ui va l ent es timatin g function H(X) may be derived. The major difficulty with this ass umption is that there is no direct method for obtaining an estimate for 'X with which we can form ll. A less direct method must be use d to est im ate 'X. In the case of inequality constraints, we know that A. 0 for upper bound constraints Work to date indicates that if we eliminate the extreme terms from the summation of Eq (13), the prediction for 'X will be improved. These extremes of0clf may be eliminated by selectin g the ratio, .,, 0 ~, whose absolute value is
greatest, and then testing to determine if it is within a reasonable limit (say four standard deviations) of the mean and standard deviations of the remaining ratios.
If th e largest ratio is eliminated, the next largest is tested , and so on. Although this es timat e for A. appears to be crude, it provides a starting point. As 'X was used to est im ate ~. then A is a measure of the error in the estimation of 'X. Using this relationship, we will so lv e for'X by iteratin g Eqs (10) and (11), where
where r is an iteration counter and O < ~ : If there is a nonqualifying constraint, the function H will u.lways be convex
Having established an algorithm for solving the approximation problem, we will next consider the convergence of the app lied problem.
The Applied Problem
As previously stated, the solution to the approximation problem is used as a predicted solution of the applied problem. A block diagram showing the overall process is presented in Figure 1 . The applied problem is evaluated initially at 4n + 1 points to provide data for evaluating the coefficients of the first set of estimating functions. These estimating functions define the approximation problem which is solved to provide a predicted solution of the applied problem. The applied prob l em is then evaluated at this solution vector. Finally, an error analysis is evaluated to establish a probable bound on the remaining gain that has not been detected by the Lagrange function G.
We will next consider the constrained least squares fit used to evaluate the coefficients for the estimating functions.
Constrained Least Squares Estimate. The derivation for the least sq uare s estima te is well documented in literature ; however, it is included to introduce the constrained least squares so lution.
In the case of least squares estimates, more observations have been made than there are coefficients. The objective is to minimize the square of th e differences between values of the es timatin g function and the observations obtained from samp lin g the applied problem.
The sum of the squares for these differences may be expressed as:
where there are h observations. Differentiating Eq (16) with respect to each coefficient and setting the derivatives equal to zero yields a set of simultaneous equations from which the least squares coefficients can be determined. Bringing the coefficients of Eq (16a) outside the summation sign and factoring the coefficients into a vector, this system of equations may be written in the matrix form:
( 1 7) where X is the coordinate matrix, Y is the observation matrix, and f3 is the coefficient matrix.
The above derivation was for one dependent variable ; however, as all dependent variables have the same form for the same observations, the set of solutions may be collected by adding a column to the coefficient matrix and a column to the Y matrix for each additional dependent variable.
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The constrained solution to the least squares estimate is made to force the error between the estimating functions and the applied problem to zero at a selected set of observations. Identifying the coordinate of these observations as vectors P , 1 P 2 , ... , P q' the least sq uares problem may be written sub ject to q constraints as: In applying the constrained lea8t 8quarc8 fit, we will produce a set of c8ti-mating functions which duplicates the applied µroblcm as closely as possible in a µarticular region of interest.
For the first set of estimating functiom;, the expec t ed solution is at the center of the array; therefore, when the cocfficicnt8 of the e8timating
functions are eva luated , we constrain the solution to pass through the initial estimated sol ution vector, X O .
For the second set of estimating functions we will constrain the 8olulion to µass through both X and the first predicted solut ion X . When the8e two points are 0 1 constrained, the estimating functions, even though separable, will be warped to include the effects of the general interactions which are measured between x 0 and X. 1
For the third and 8uccecding sets of estimating solutions, the solution for the coefficients is constrained to force the estimating function to pass through the last three observatio ns . This constrained so lution warps the model in n-spacc so that the effec ts of th e n-space interactions projected into a plane defined by these three constrained points are satisfied. For com para ti ve purposes, we shall consider the two additional estimating functions wherein the values of y at x = 5 and at x = G are both satisfied, Eq (21c).
In Eq (21d ) , the function is satisfied at x = 5, x = 6, and x = 7. Thus, This type of convergence pattern is typical of the method.
Analysis of Variance of the Constrained Extremal
The applied problem is defined to have converged when the solution is feasible and f is within the tolerance 6 Z of the predicted va lu e.
0
We may eva lu ate the variance of the last approximation problem to determine if the model adequately described a va lid so lution for the applied problem.
First we must develop an analysis oJ variance for a constrained least squares fit, then apply the variance of the coefficients to the Lagrange function G.
First we will simplify Eq (19) to the form An = C:
Then we will consider the following analysis of variance L Next we will examine Figure 3 , from which the sums of squares for the constrained least squares fit can be visualized. The calculations are as follows.
(1) The total sums of squares is the summation of the squares of all observations. This is calculated as
The sum of s quares due to regression is the summation of the sq uare of the ordinates to the regression line. This is calculated as
The sum of squares due to the error in regression is the summation of the square of the distance from the observation to the regression line. This is calculated as
The sum of squares due to the constraint is the summation of the square of the distance between the regression line and th e constrained line at each observation. This is calculated as 
Inverting Matrix A by partitioning, we s ee that the upper left hand comer of the resultant inverse yields the variance-covariance distribution for re g r e ssion less con s traints. 
The above derivation for the analysis of variance for one dependent variable will ne xt be applied to calculation of the variance of G at X*.
We will define S to be a vector containing the a • s for each dependent C C variable and SR to be a vector containing the aR's. Then, differentiating Eq (8) with respect to L. , we note that 1 dG ex;' ,)
dL.
--A. Using an assumption of normality with a~*' confidence limit s on G may be established using th e t distribution having n + n -nR degr ees of freedom.
O C
The confidence limits estab lished on the probable error of the extreme so lution may be used to determine if the problem sho uld be re-eva lu ated using the final so lution point as the center of a new array.
The sample applied problem had a probable error of 0. 02 ft/sec with 95 percent confidence, based upon a set of est imatin g functions which converged
to within a A Z of 1 ft/sec. This establishes an error upper bound of 1. 02 ft/sec on ideal velocity for it eration No. 10 of the samp le problem.
CONCLUSIONS
Model estimation µrogramming has been successfully used to determine optimum design criteria for rocket propulsion systems. The method is original and it may be applied as a solution to the general programming problem.
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The method has been programmed for a digital computer and used for the µast 18 months. Because of its initial s ucc ess and ease of application, ii is being incorporated into an ever-broadening spectrum of computer programs at the Wasatch Divi sion of Thiokol Chemical Corporation.
