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Abstract
In this paper, we ﬁrst give an interesting operator identity. Furthermore, using the q-exponential operator technique to the multiple
q-binomial theorem and q-Gauss summation theorem, we obtain some transformation formulae and summation theorems of multiple
basic hypergeometric series.
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1. Introduction
The theory of basic hypergeometric series consists of many known summation and transformation formulae [5].
The most important of these is probably the q-binomial theorem, q-Gauss summation and Heine’s 21 transformations.
These and many other basic hypergeometric series identities conspicuously appear in combinatorics and in related
areas such as number theory, statistics, physics, and representation theory of Lie algebras, see Andrews [1].
Multiple basic hypergeometric series associated to the unitary U(n + 1) have been investigated by various authors.
Many different types of such series exist in the literature. In this paper, using the q-exponential operator technique
to the multiple q-binomial theorem and q-Gauss summation theorem, we obtain some transformation formulae and
summation theorems of multiple basic hypergeometric series.
Throughout this paper, let 0<q < 1.We adopt the following notation and terminology in [5]. The q-shifted factorial
is deﬁned by
(a; q)0 = 1, (a; q)n =
n−1∏
k=0
(1 − aqk), (a; q)∞ =
∞∏
k=0
(1 − aqk).
It is easy to see that
(a; q)n = (a; q)∞
(aqn; q)∞ . (1)
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We also adopt the following notation for multiple q-shifted factorial:
(a1, a2, . . . , am; q)n = (a1; q)n(a2; q)n . . . (am; q)n,
where n is an integer or ∞. The q-binomial coefﬁcient is deﬁned by[
n
k
]
= (q; q)n
(q; q)k(q; q)n−k .
The basic hypergeometric series r+1r is given by
r+1r
(
a1, a2, . . . , ar+1
b1, b2, . . . , br
; q, x
)
=
∞∑
n=0
(a1, a2, . . . , ar+1; q)n
(q, b1, b2, . . . , br ; q)n x
n
.
In this paper, we will use frequently the following equations:
(q/a; q)n = (−a)−nq(
n+1
2 )
(q−na; q)∞
(a; q)∞ (2)
or
(q−na; q)∞ = (−a)nq−(
n+1
2 )(q/a; q)n(a; q)∞. (3)
The q-difference operator and the q-shift operator  are deﬁned by
Dq{f (a)} = 1
a
(f (a) − f (aq))
and
{f (a)} = f (aq),
respectively. These two operators have been introduced in [12–14] due to Rogers, who applied them for proving
Roger–Ramanujan identities. In [3], Chen and Liu construct operator
= −1Dq . (4)
Then they introduce further two operators:
T (bDq) =
∞∑
n=0
(bDq)
n
(q; q)n
and
E(b) =
∞∑
n=0
(b)nq(
n
2 )
(q; q)n .
It should be pointed out that similar operators have also been constructed earlier by Sears [15–17], where numerous
univariate basic hypergeometric formulae and transformations have been established.
For both T (bDq) and E(b), there hold the following operator identities.
Theorem 1.1 (Chen and Liu [3,4]). Let T (bDq) and E(b) are deﬁned as in above, respectively. Then
T (bDq)
{
1
(at; q)∞
}
= 1
(at, bt; q)∞ , (5)
T (bDq)
{
1
(as, at; q)∞
}
= (abst; q)∞
(as, at, bs, bt; q)∞ , (6)
E(b){(at; q)∞} = (at, bt; q)∞, (7)
E(b){(as, at; q)∞} = (as, at, bs, bt; q)∞
(abst/q; q)∞ . (8)
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2. An operator identity
First of all, we state two lemmas which will be used later.
Lemma 2.1 (the Leibnize rule, Chen and Liu [3,4]). Let  be deﬁned as (4). Then
n{f (a)g(a)} =
n∑
k=0
[
n
k
]
k{f (a)}n−k{g(aq−k}. (9)
Lemma 2.2.
n{ak} = (−1)nqn(q−k; q)nak−n. (10)
Proof. Use the deﬁnitions of  and induction. 
Now we give the following operator identity.
Theorem 2.3.
E(d){an(as, at; q)∞} = an (as, at, ds, dt; q)∞
(adst/q)∞ 3
2
(
q−n, q/as, q/at
0, q2/adst ; q, q
)
. (11)
Proof.
E(d){an(as, at; q)∞}
=
∞∑
k=0
dkq(
k
2 )
(q; q)k 
k{an(as, at; q)∞}
=
∞∑
k=0
dkq(
k
2 )
(q; q)k
k∑
j=0
[
k
j
]
j {an}k−j {(asq−j , atq−j ; q)∞}
=
∞∑
k=0
dkq(
k
2 )
(q; q)k
k∑
j=0
[
k
j
]
(−1)j qj (q−n; q)j an−jk−j {(asq−j , atq−j ; q)∞}
=
∞∑
j=0
(−1)j q( j+12 )dj an−j (q−n; q)j
(q; q)j
∞∑
k=0
(dqj )kq(
k
2 )
(q; q)k 
k{(asq−j , atq−j ; q)∞}
= an
∞∑
j=0
(−1)j q( j+12 )(d/a)j (q−n; q)j
(q; q)j · E(dq
j){(asq−j , atq−j ; q)∞}
= an
∞∑
j=0
(−1)j q( j+12 )(d/a)j (q−n; q)j
(q; q)j ·
(asq−j , atq−j , ds, dt; q)∞
(adstq−j /q; q)∞
= an (as, at, ds, dt; q)∞
(adst/q; q)∞
∞∑
j=0
(q−n; q)j (q/as, q/at; q)j
(q; q)j (q2/adst); q)j q
j
= an (as, at, ds, dt; q)∞
(adst/q)∞ 3
2
(
q−n, q/as, q/at
0, q2/adst ; q, q
)
. 
Corollary 2.4.
E(d){an(as; q)∞} = an(as, ds; q)∞21
(
q−n, q/as
0 ; q, ds
)
. (12)
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Proof. Take t = 0 in Theorem 2.3. 
3. Nonterminating U(n+ 1) reﬁnement of the q-binomial theorem
Proposition 3.1 (The nonterminating U(n + 1) reﬁnement of the q-binomial theorem, Theorem 5.42 of [10]). Let
b, z and x1, . . . , xn be indeterminate, and let n1. Suppose that none of the denominators in the following identity
vanishes, and that 0< |q|< 1 and |z|< |x1 . . . xn| · |xm|−n|q|(n−1)/2, for m = 1, 2, . . . , n. Then
(bz; q)∞
(z; q)∞ =
∑
yk0,
k=1,2,...,n
⎧⎨
⎩
∏
1 r<sn
[
1 − xr/xsqyr−ys
1 − xr/xs
] n∏
r,s=1
[(
q
xr
xs
; q
)−1
yr
]
×
n∏
i=1
[xnyi−(y1+···+yn)i ]qy2+2y3+···+(n−1)yn+(n−1)[(
y1
2 )+···+( yn2 )]−e2(y1,...,yn)
× (−1)(n−1)(y1+···+yn)(b; q)y1+···+ynzy1+···+yn
⎫⎬
⎭ , (13)
where e2(y1, . . . , yn) is the second elementary symmetric function of {y1, . . . , yn}.
Proof. See [10]. 
Theorem 3.2. Let b, c, z and x1, . . . , xn be indeterminate, and let n1. Suppose that none of the denominators in the
following identity vanishes, and that 0< |q|< 1 and |z|< |x1 . . . xn||xm|−n|q|(n−1)/2, for m = 1, 2, . . . , n. Then
(bz, cz; q)∞
(z, bcz; q)∞ =
∑
yk0,
k=1,2,...,n
⎧⎨
⎩
∏
1 r<sn
[
1 − xr/xsqyr−ys
1 − xr/xs
] n∏
r,s=1
[(
q
xr
xs
; q
)−1
yr
]
×
n∏
i=1
[xnyi−(y1+···+yn)i ]qy2+2y3+···+(n−1)yn+(n−1)[(
y1
2 )+···+( yn2 )]−e2(y1,...,yn)
× (−1)(n−1)(y1+···+yn) (b, c; q)y1+···+yn
(bcz; q)y1+···+yn
zy1+···+yn
⎫⎬
⎭ , (14)
where e2(y1, . . . , yn) is the second elementary symmetric function of {y1, . . . , yn}.
Proof. Applying (a; q)k = (a; q)∞/(aqk; q)∞, Proposition 3.1 can be rewritten as
1
(z, b; q)∞ =
∑
yk0,
k=1,2,...,n
⎧⎨
⎩
∏
1 r<sn
[
1 − xr/xsqyr−ys
1 − xr/xs
] n∏
r,s=1
[(
q
xr
xs
; q
)−1
yr
]
×
n∏
i=1
[
x
nyi−(y1+···+yn)
i
]
qy2+2y3+···+(n−1)yn+(n−1)[(
y1
2 )+···+( yn2 )]−e2(y1,...,yn)
× (−1)(n−1)(y1+···+yn) 1
(bz, bqy1+···+yn; q)∞
zy1+···+yn
⎫⎬
⎭ .
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Applying T (cDq) to both sides of the equation with respect to the variable b gives
1
(z; q)∞(b, c; q)∞ =
∑
yk0,
k=1,2,...,n
⎧⎨
⎩
∏
1 r<sn
[
1 − xr/xsqyr−ys
1 − xr/xs
] n∏
r,s=1
[(
q
xr
xs
; q
)−1
yr
]
×
n∏
i=1
[xnyi−(y1+···+yn)i ]qy2+2y3+···+(n−1)yn+(n−1)[(
y1
2 )+···+( yn2 )]−e2(y1,...,yn)
× (−1)(n−1)(y1+···+yn) (bczq
y1+···+yn; q)∞
(bz, bqy1+···+yn, cz, cqy1+···+yn; q)∞
zy1+···+yn
⎫⎬
⎭ . (15)
Rewriting above identity gives the theorem. 
In the case when n = 1, this formula reduces to
Corollary 3.3 (the q-Gauss summation formula, (1.5.1) of [5]).
21
(
b, c
bcz
; q, z
)
= (bz, cz; q)∞
(z, bcz; q)∞ . (16)
Theorem 3.4 (The U(n + 1) generalization of the Jackson q-analogy of the Euler transformation). Let b, c, z and
x1, . . . , xn be indeterminate, and let n1. Suppose that none of the denominators in the following identity vanishes,
and that 0< |q|< 1 and |z|< |x1 . . . xn||xm|−n|q|(n−1)/2 and |b|< |x1 . . . xn||xm|−n|q|(n−1)/2, for m = 1, 2, . . . , n.
Then
∑
yk0,
k=1,2,...,n
⎧⎨
⎩
∏
1 r<sn
[
1 − xr/xsqyr−ys
1 − xr/xs
] n∏
r,s=1
[(
q
xr
xs
; q
)−1
yr
]
n∏
i=1
[xnyi−(y1+···+yn)i ]
× (−1)(n−1)(y1+···+yn)qy2+2y3+···+(n−1)yn+(n−1)[( y12 )+···+( yn2 )]−e2(y1,...,yn)
× (ab, bc; q)y1+···+yn
(abcz; q)y1+···+yn
zy1+···+yn
⎫⎬
⎭
= (b; q)∞
(z; q)∞
∑
yk0,
k=1,2,...,n
⎧⎨
⎩
∏
1 r<sn
[
1 − xr/xsqyr−ys
1 − xr/xs
] n∏
r,s=1
[(
q
xr
xs
; q
)−1
yr
]
×
n∏
i=1
[xnyi−(y1+···+yn)i ]qy2+2y3+···+(n−1)yn+(n−1)[(
y1
2 )+···+( yn2 )]−e2(y1,...,yn)
× (−1)(n−1)(y1+···+yn) (az, cz; q)y1+···+yn
(abcz; q)y1+···+yn
by1+···+yn
⎫⎬
⎭ , (17)
where e2(y1, . . . , yn) is the second elementary symmetric function of {y1, . . . , yn}.
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Proof. Replacing (b, z) by (ab, z) and (az, b) in Proposition 3.1, we have
(abz; q)∞
(z; q)∞ =
∑
yk0,
k=1,2,...,n
⎧⎨
⎩
∏
1 r<sn
[
1 − xr/xsqyr−ys
1 − xr/xs
] n∏
r,s=1
[(
q
xr
xs
; q
)−1
yr
]
×
n∏
i=1
[xnyi−(y1+···+yn)i ]qy2+2y3+···+(n−1)yn+(n−1)[(
y1
2 )+···+( yn2 )]−e2(y1,...,yn)
× (−1)(n−1)(y1+···+yn)(ab; q)y1+···+ynzy1+···+yn
⎫⎬
⎭
and
(abz; q)∞
(b; q)∞ =
∑
yk0,
k=1,2,...,n
⎧⎨
⎩
∏
1 r<sn
[
1 − xr/xsqyr−ys
1 − xr/xs
] n∏
r,s=1
[(
q
xr
xs
; q
)−1
yr
]
×
n∏
i=1
[xnyi−(y1+···+yn)i ]qy2+2y3+···+(n−1)yn+(n−1)[(
y1
2 )+···+( yn2 )]−e2(y1,...,yn)
× (−1)(n−1)(y1+···+yn)(az; q)y1+···+ynby1+···+yn
⎫⎬
⎭ .
Therefore, we immediately have
∑
yk0,
k=1,2,...,n
⎧⎨
⎩
∏
1 r<sn
[
1 − xr/xsqyr−ys
1 − xr/xs
] n∏
r,s=1
[(
q
xr
xs
; q
)−1
yr
]
n∏
i=1
[xnyi−(y1+···+yn)i ]
× (−1)(n−1)(y1+···+yn)qy2+2y3+···+(n−1)yn+(n−1)[( y12 )+···+( yn2 )]−e2(y1,...,yn)
× (ab; q)y1+···+ynzy1+···+yn
⎫⎬
⎭
= (b; q)∞
(z; q)∞
∑
yk0,
k=1,2,...,n
⎧⎨
⎩
∏
1 r<sn
[
1 − xr/xsqyr−ys
1 − xr/xs
] n∏
r,s=1
[(
q
xr
xs
; q
)−1
yr
]
×
n∏
i=1
[xnyi−(y1+···+yn)i ]qy2+2y3+···+(n−1)yn+(n−1)[(
y1
2 )+···+( yn2 )]−e2(y1,...,yn)
× (−1)(n−1)(y1+···+yn)(az; q)y1+···+ynby1+···+yn
⎫⎬
⎭ .
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Rewriting this equation we have
∑
yk0,
k=1,2,...,n
⎧⎨
⎩
∏
1 r<sn
[
1 − xr/xsqyr−ys
1 − xr/xs
] n∏
r,s=1
[(
q
xr
xs
; q
)−1
yr
]
n∏
i=1
[xnyi−(y1+···+yn)i ]
× (−1)(n−1)(y1+···+yn)qy2+2y3+···+(n−1)yn+(n−1)[( y12 )+···+( yn2 )]−e2(y1,...,yn)
× 1
(abqy1+···+yn, az; q)∞
zy1+···+yn
⎫⎬
⎭
= (b; q)∞
(z; q)∞
∑
yk0,
k=1,2,...,n
⎧⎨
⎩
∏
1 r<sn
[
1 − xr/xsqyr−ys
1 − xr/xs
] n∏
r,s=1
[(
q
xr
xs
; q
)−1
yr
]
×
n∏
i=1
[xnyi−(y1+···+yn)i ]qy2+2y3+···+(n−1)yn+(n−1)[(
y1
2 )+···+( yn2 )]−e2(y1,...,yn)
× (−1)(n−1)(y1+···+yn) 1
(azqy1+···+yn, ab; q)∞ b
y1+···+yn
⎫⎬
⎭ . (18)
Noting that
T (cDq)
{
1
(abqy1+···+yn, az; q)∞
}
= (abczq
y1+···+yn)∞
(abqy1+···+yn, az, bcqy1+···+yn, cz; q)∞
and
T (cDq)
{
1
(azqy1+···+yn, ab; q)∞
}
= (abczq
y1+···+yn)∞
(azqy1+···+yn, ab, czqy1+···+yn, bc; q)∞ ,
and applying T (cDq) to both sides in (18) with respect to the variable a, we obtain the theorem. 
In the case when n = 1, this formula reduces to
Corollary 3.5 (the equivalence form of the Jackson q-analogy of the Euler transformation, (1.4.3) of [5]).
21
(
ab, bc
abcz
; q, z
)
= (b; q)∞
(z; q)∞ 21
(
az, cz
abcz
; q, b
)
. (19)
4. The terminating U(n+ 1) reﬁnement of the q-binomial theorem
In the context of this section, convergence of multiple basic hypergeometric series is no issue at all because they are
the terminating q-series.
Proposition 4.1 (The terminatingU(n+1) reﬁnement of the q-binomial theorem,Theorem5.44 of [10]). Letx1, . . . , xn
and z be indeterminate, and let Ni be nonnegative integers for i = 1, 2, . . . , n with n1. Suppose that none of the
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denominators in the following identity vanishes. Then
(zq−(N1+···+Nn); q)N1+···+Nn =
∑
0ykNi,
i=1,2,...,n
⎧⎨
⎩
∏
1 r<sn
[
1 − xr/xsqyr−ys
1 − xr/xs
]
×
n∏
r,s=1
[
(xr/xsq
−Ni ; q)yr
(qxr/xs; q)yr
]
qy2+2y3+···+(n−1)ynzy1+···+yn
⎫⎬
⎭ . (20)
Proof. See [10]. 
Theorem 4.2. Let x1, . . . , xn and z, y, b be indeterminate, and let n1. Suppose that none of the denominators in the
following identity vanishes, and that 0< |q|< 1 and |z|< 1 and |y|< 1. Then
(zq−(N1+···+Nn), yq−(N1+···+Nn); q)N1+···+Nn
(byzq−(N1+···+Nn)/q; q)N1+···+Nn
=
∑
0ykNi,
i=1,2,...,n
⎧⎨
⎩
∏
1 r<sn
[
1 − xr/xsqyr−ys
1 − xr/xs
] n∏
r,s=1
[
(xr/xsq
−Ns )yr
(qxr/xs)yr
]
qy2+2y3+···+(n−1)yn
× 32
(
q−(y1+···+yn), q/z, q/bz
0, q2/byz ; q, q
)
zy1+···+yn
⎫⎬
⎭ . (21)
Proof. Rewrite (20) as
(zq−(N1+···+Nn); q)∞ =
∑
0ykNi,
i=1,2,...,n
⎧⎨
⎩
∏
1 r<sn
[
1 − xr/xsqyr−ys
1 − xr/xs
]
×
n∏
r,s=1
[
(xr/xsq
−Ns ; q)yr
(qxr/xs; q)yr
]
× qy2+2y3+···+(n−1)ynzy1+···+yn(z; q)∞
⎫⎬
⎭ . (22)
Multiply both sides by (bz, q)∞ in the equation above
(zq−(N1+···+Nn), bz; q)∞ =
∑
0ykNi,
i=1,2,...,n
⎧⎨
⎩
∏
1 r<sn
[
1 − xr/xsqyr−ys
1 − xr/xs
]
×
n∏
r,s=1
[
(xr/xsq
−Ns ; q)yr
(qxr/xs; q)yr
]
qy2+2y3+···+(n−1)ynzy1+···+yn(z, bz; q)∞
⎫⎬
⎭ . (23)
Applying E(y) to both sides in (23) with respect to the variable z, we obtain the theorem by using Theorems 1.1
and 2.3. 
5. The U(n+ 1) generalization of the Kalnins–Miller transformation formula
Proposition 5.1 (TheU(n+1) generalization of the q-Gauss summation theorem, Theorem 7.9 of [10]). Let a, b, c and
x1, . . . , xn be indeterminate, and let n1. Suppose that none of the denominators in the following identity vanishes,
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and that 0< |q|< 1 and |c|< |ab|. Then
(c/a, c/b; q)∞
(c, c/ab; q)∞ =
∑
yk0,
k=1,2,...,n
⎧⎨
⎩
∏
1 r<sn
[
1 − xr/xsqyr−ys
1 − xr/xs
] n∏
r,s=1
[(
q
xr
xs
; q
)−1
yr
]
× qy2+2y3+···+(n−1)yn
[
(a, b; q)y1+···+yn
(c; q)y1+···+yn
]
·
[( c
ab
)y1+···+yn]⎫⎬⎭ . (24)
Proof. See [10]. 
Theorem 5.2 (The U(n + 1) generalization of the q-Chu–Vandermonde identity). Let b and c and x1, . . . , xn be
indeterminate, and let n1. Suppose that none of the denominators in the following identity vanishes, and that
0< |q|< 1. Then
(c/b; q)N
(c; q)N b
N =
∑
0ykN,
k=1,2,...,n
⎧⎨
⎩
∏
1 r<sn
[
1 − xr/xsqyr−ys
1 − xr/xs
] n∏
r,s=1
[(
q
xr
xs
; q
)−1
yr
]
×
n∏
i=1
x
nyi−(y1+···+yn)
i q
n((
y1
2 )+···+( yn2 ))−( y1+···+yn2 )+(y1+2y2+···+nyn)
× (−1)(n+1)(y1+···+yn) (q
−N, b; q)y1+···+yn
(c; q)y1+···+yn
⎫⎬
⎭ . (25)
Proof. In (24), taking a → q−N we have
(c/b; q)N
(c; q)N =
∑
0ykN,
k=1,2,...,n
⎧⎨
⎩
∏
1 r<sn
[
1 − xr/xsqyr−ys
1 − xr/xs
] n∏
r,s=1
[(
q
xr
xs
; q
)−1
yr
]
×qy2+2y3+···+(n−1)yn
[
(q−N, b; q)y1+···+yn
(c; q)y1+···+yn
]
cy1+···+ynqN(y1+···+yn)
by1+···+yn
⎫⎬
⎭ .
Supposing q → 1/q and applying (c; q−1)k = (−1)kckq−1/2k(k−1)(1/c; q)k , we get
(
1
b
)N
(b/c; q)N
(1/c; q)N =
∑
0ykN,
k=1,2,...,n
⎧⎨
⎩
∏
1 r<sn
[
1 − xr/xsqys−yr
1 − xr/xs
] n∏
r,s=1
[(
q−1 xr
xs
; q−1
)−1
yr
]
× q−(y2+2y3+···+(n−1)yn)
[
(qN , b; q−1)y1+···+yn
(c; q−1)y1+···+yn
]
cy1+···+ynq−N(y1+···+yn)
by1+···+yn
⎫⎬
⎭ .
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Taking xi → 1/xi (i = 1, 2, . . . , n), we have
(
1
b
)N
(b/c; q)N
(1/c; q)N =
∑
0ykN,
k=1,2,...,n
⎧⎨
⎩
∏
1 r<sn
[
qys−yr 1 − xr/xsq
yr−ys
1 − xr/xs
] n∏
r,s=1
[(
q−1 xs
xr
; q−1
)−1
yr
]
× q−(y2+2y3+···+(n−1)yn)
[
(qN , b; q−1)y1+···+yn
(c; q−1)y1+···+yn
]
cy1+···+ynq−N(y1+···+yn)
by1+···+yn
⎫⎬
⎭ .
Applying (c; q−1)k = (−1)kckq−1/2k(k−1)(1/c; q)k again, we obtain
(
1
b
)N
(b/c; q)N
(1/c; q)N =
∑
0ykN,k=1,2,...,n
⎧⎨
⎩
∏
1 r<sn
[
1 − xr/xsqyr−ys
1 − xr/xs
] n∏
r,s=1
[(
q
xr
xs
; q
)−1
yr
]
×
∏
1 r<sn
(qys−yr )
n∏
r,s=1
(
(−1)yr qyr q( yr2 )
( xs
xr
)yr
)
× (−1)y1+···+ynq−(y2+2y3+···+(n−1)yn)−( y1+···+yn2 ) (q
−N, 1/b; q)y1+···+yn
(1/c; q)y1+···+yn
⎫⎬
⎭ .
Since ∏
1 r<sn
qys−yr = qy2+2y3+···+(n−1)yn−((n−1)y1+(n−2)y2+···+yn−1),
n∏
r,s=1
(−1)yr qyr+( yr2 ) = (−1)n(y1+···+yn)qn(y1+···+yn)+n(( y12 )+···+( yn2 )),
n∏
r,s=1
(
xr
xs
)yr
=
n∏
i=1
x
nyi−(y1+···+yn)
i ,
we have
(
1
b
)N
(b/c; q)N
(1/c; q)N =
∑
0ykN,
k=1,2,...,n
⎧⎨
⎩
∏
1 r<sn
[
1 − xr/xsqyr−ys
1 − xr/xs
] n∏
r,s=1
[(
q
xr
xs
; q
)−1
yr
]
×
n∏
i=1
x
nyi−(y1+···+yn)
i (−1)(n+1)(y1+···+yn)
× qn(( y12 )+···+( yn2 ))−( y1+···+yn2 )+(y1+2y2+···+nyn) (q
−N, 1/b; q)y1+···+yn
(1/c; q)y1+···+yn
⎫⎬
⎭ .
The theorem is proved after taking b → 1/b and c → 1/c in above equation. 
Theorem 5.3 (TheU(n+1) generalization of the Kalnins–Miller transformation formula). Let b and c and x1, . . . , xn
be indeterminate, and let n1. Suppose that none of the denominators in the following identity vanishes,
1434 Z. Zhang, M. Liu / Discrete Mathematics 306 (2006) 1424–1437
and that 0< |q|< 1. Then
∑
yk0,
k=1,2,...,n
⎧⎨
⎩
∏
1 r<sn
[
1 − xr/xsqyr−ys
1 − xr/xs
] n∏
r,s=1
[(
q
xr
xs
; q
)−1
yr
]
×
n∏
i=1
x
nyi−(y1+···+yn)
i (−1)(n+1)(y1+···+yn)qn[(
y1
2 )+···+( yn2 )]−( y1+···+yn2 )+(y1+2y2+···+nyn)
×
[
(q−N, az, abcdqN−1; q)y1+···+yn
(ab, ad; q)y1+···+yn
]⎫⎬
⎭
=
(a
c
)N (bc, cd; q)N
(ab, ad; q)N
∑
yk0,
k = 1, 2, . . . , n
⎧⎨
⎩
∏
1 r<sn
[
1 − xr/xsqyr−ys
1 − xr/xs
] n∏
r,s=1
[(
q
xr
xs
; q
)−1
yr
]
×
n∏
i=1
x
nyi−(y1+···+yn)
i (−1)(n+1)(y1+···+yn)qn[(
y1
2 )+···+( yn2 )]−( y1+···+yn2 )+(y1+2y2+···+nyn)
×
[
(q−N, cz, abcdqN−1; q)y1+···+yn
(bc, cd; q)y1+···+yn
]⎫⎬
⎭ . (26)
Proof. Replacing (b, c) by (az, ab) and (cz, bc), respectively, in Theorem 5.2, we have
(b/z; q)N
(ab; q)N (az)
N =
∑
yk0,
k=1,2,...,n
⎧⎨
⎩
∏
1 r<sn
[
1 − xr/xsqyr−ys
1 − xr/xs
] n∏
r,s=1
[(
q
xr
xs
; q
)−1
yr
]
×
n∏
i=1
x
nyi−(y1+···+yn)
i (−1)(n+1)(y1+···+yn)
× qn[( y12 )+···+( yn2 )]−( y1+···+yn2 )+(y1+2y2+···+nyn)
[
(q−N, az; q)y1+···+yn
(ab; q)y1+···+yn
]⎫⎬
⎭
and
(b/z; q)N
(bc; q)N (cz)
N =
∑
yk0,
k=1,2,...,n
⎧⎨
⎩
∏
1 r<sn
[
1 − xr/xsqyr−ys
1 − xr/xs
] n∏
r,s=1
[(
q
xr
xs
; q
)−1
yr
]
×
n∏
i=1
x
nyi−(y1+···+yn)
i (−1)(n+1)(y1+···+yn)
× qn[( y12 )+···+( yn2 )]−( y1+···+yn2 )+(y1+2y2+···+nyn)
[
(q−N, cz; q)y1+···+yn
(bc; q)y1+···+yn
]⎫⎬
⎭ .
Z. Zhang, M. Liu / Discrete Mathematics 306 (2006) 1424–1437 1435
Therefore, we immediately obtain
∑
yk0,
k=1,2,...,n
⎧⎨
⎩
∏
1 r<sn
[
1 − xr/xsqyr−ys
1 − xr/xs
] n∏
r,s=1
[(
q
xr
xs
; q
)−1
yr
]
n∏
i=1
x
nyi−(y1+···+yn)
i
× (−1)(n+1)(y1+···+yn)qn[( y12 )+···+( yn2 )]−( y1+···+yn2 )+(y1+2y2+···+nyn)
[
(q−N, az; q)y1+···+yn
(ab; q)y1+···+yn
]⎫⎬
⎭
= (bc; q)N
(ab; q)N
(a
c
)N ∑
yk0,
k=1,2,...,n
⎧⎨
⎩
∏
1 r<sn
[
1 − xr/xsqyr−ys
1 − xr/xs
] n∏
r,s=1
[(
q
xr
xs
; q
)−1
yr
]
×
n∏
i=1
x
nyi−(y1+···+yn)
i (−1)(n+1)(y1+···+yn)
× qn[( y12 )+···+( yn2 )]−( y1+···+yn2 )+(y1+2y2+···+nyn)
[
(q−N, cz; q)y1+···+yn
(bc; q)y1+···+yn
]⎫⎬
⎭ .
Using (2) we can write this as
∑
yk0,
k=1,2,...,n
⎧⎨
⎩
∏
1 r<sn
[
1 − xr/xsqyr−ys
1 − xr/xs
] n∏
r,s=1
[(
q
xr
xs
; q
)−1
yr
]
n∏
i=1
x
nyi−(y1+···+yn)
i
× (−1)(n+1)(y1+···+yn)qn[( y12 )+···+( yn2 )]−( y1+···+yn2 )+(y1+2y2+···+nyn)
× (q−N, az; q)y1+···+yn{(abqy1+···+yn, bcqN ; q)∞}
⎫⎬
⎭
=
(a
c
)N ∑
yk0,
k=1,2,...,n
⎧⎨
⎩
∏
1 r<sn
[
1 − xr/xsqyr−ys
1 − xr/xs
] n∏
r,s=1
[(
q
xr
xs
; q
)−1
yr
]
n∏
i=1
x
nyi−(y1+···+yn)
i
× (−1)(n+1)(y1+···+yn)qn[( y12 )+···+( yn2 )]−( y1+···+yn2 )+(y1+2y2+···+nyn)
× (q−N, cz; q)y1+···+yn{(bcqy1+···+yn, baqN ; q)∞}
⎫⎬
⎭ .
Applying the operator E(d) with respect to the variable b to both sides of the equation and using Theorem 1.1
and Eq. (3), we can obtain the theorem. 
In the case when n = 1, this formula reduces to
Corollary 5.4 (Kalnins and Miller [8]).
32
(
q−N, abcdqN−1, az
ab, ad
; q, q
)
=
(a
c
)N (bc, cd; q)N
(ab, ad; q)N 32
(
q−N, abcdqN−1, cz
bc, bd
; q, q
)
.
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6. The multiple basic hypergeometric series involving the Rogers–Szego polynomials
The Rogers–Szego polynomials play an important role in the theory of orthogonal polynomial;s, particularly in the
study of the Askey–Wilson integral [2,6,7].
The Rogers–Szego polynomials are deﬁned by
hn(x|q) =
n∑
k=0
[
n
k
]
xk . (27)
We have
Theorem 6.1.
∑
yk0,
k=1,2,...,n
⎧⎨
⎩
∏
1 r<sn
[
1 − xr/xsqyr−ys
1 − xr/xs
] n∏
r,s=1
[(
q
xr
xs
; q
)−1
yr
]
n∏
i=1
[xnyi−(y1+···+yn)i ]
× qy2+2y3+···+(n−1)yn+(n−1)[( y12 )+···+( yn2 )]−e2(y1,...,yn)
× (−1)(n−1)(y1+···+yn)hy1+···+yn(y|q) · zy1+···+yn
⎫⎬
⎭
= 1
(z, yz; q)∞ . (28)
Proof. Taking b = 0 in Proposition 3.1 we have
∑
yk0,
k=1,2,...,n
⎧⎨
⎩
∏
1 r<sn
[
1 − xr/xsqyr−ys
1 − xr/xs
] n∏
r,s=1
[(
q
xr
xs
; q
)−1
yr
]
n∏
i=1
[xnyi−(y1+···+yn)i ]
× (−1)(n−1)(y1+···+yn)qy2+2y3+···+(n−1)yn+(n−1)[( y12 )+···+( yn2 )]−e2(y1,...,yn) · zy1+···+yn
⎫⎬
⎭
= 1
(z; q)∞ , (29)
where e2(y1, . . . , yn) is the second elementary symmetric function of {y1, . . . , yn}. Noting that
T (yDq){xn} = hn
( y
x
∣∣∣ q) xn (30)
(see [3]), and applying the operator T (yDq) with respect to the variable z to both sides of Eq. (29), we obtain the
theorem after substituting y by yz. 
In the case when n = 1, this formula reduces to
Corollary 6.2 ((8.2) of [3]).
∞∑
n=0
hn(y|q) z
n
(q; q)n =
1
(z, yz; q)∞ .
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Theorem 6.3.
∑
yk0,
k=1,2,...,n
⎧⎨
⎩
∏
1 r<sn
[
1 − xr/xsqyr−ys
1 − xr/xs
] n∏
r,s=1
[(
q
xr
xs
; q
)−1
yr
]
n∏
i=1
[xnyi−(y1+···+yn)i ]
× (−1)(n−1)(y1+···+yn)qy2+2y3+···+(n−1)yn+(n−1)[( y12 )+···+( yn2 )]−e2(y1,...,yn)
× hy1+···+yn(y|q) · hy1+···+yn(x|q) · zy1+···+yn
⎫⎬
⎭
= (xyz
2; q)∞
(z, yz, xz, yxz; q)∞ . (31)
Proof. Noting (6) and applying the operator T (x|Dq) with respect to the variable z to both sides of Eq. (28), we obtain
the theorem after substituting x by xz. 
In the case when n = 1, this formula reduces to
Corollary 6.4 ((8.4) of [3]).
∞∑
n=0
hn(y|q)hn(x|q) z
n
(q; q)n =
(xyz2; q)∞
(z, yz, xz, yxz; q)∞ .
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