The covering radius of a code is a fundamental parameter that is closely related to the quality of the code. Determining the exact value of the covering radius of a binary linear code is a NP-complete problem (Assmus Jr, 1960). The question arises as to whether extra information on the code parameters can help in determining its covering radius. In this paper we are concerned with this question and in particular with the potential relationship between the covering radius of a code and its weight enumerator. This is motivated by the observation that knowledge of the weight enumerator sheds a light on the way codewords are distributed. We shall give an upper bound on the covering radius of arbitrary linear codes in terms of their parameters and show that inequivalent codes with the same weight enumerator do not necessarily have equal covering radius.
Introduction
The covering radius of a code is one of its fundamental parameters and good covering codes have a number of applications in data compression, cellular telecommunications (see (Cohen, 1997) ) and interrelations with other areas of Mathematics. It is bounded above by the external distance of the code (Delsarte, 1973) , but cannot be determined by the weight enumerator (Shareef, 2001) . The problem of finding the exact covering radius of a binary linear code has been classified a NPcomplete problem (see (Cohen, 1997) ), i.e. no polynomial time deterministic algorithm is known that solves this problem.
The rest of the paper is organised as follows. In section 2 we review basic definitions and relevant results and in Section 3 we prove the main theorem of this paper about a new upper bound on the value of covering radius in terms of the code parameters. We have finally given some counter examples in section 4.
Standard Definitions
A linear [ , ] n k code C is a k -dimensional vector subspace of GF(q) n , where GF(q) is the field of q elements (for binary q=2) and n is the length of the code. A linear code can be described by its generator matrix. The generator matrix of a [ , ] n k code C is a k×n matrix, whose rows form a basis of the linear code C and usually denoted by
G . An [ , , ] n k d code is an [ , ] n k with minimum (non- There are several equivalent ways of defining the covering radius of codes. Here we adopt the following. The covering radius of a block code of length n is, the minimal number ( ) R R C = such that all vectors in the containing space are within Hamming distance ( ) R C of some codeword; thus for a code over GF(q) n :
where ( , ) d x c is the distance between the words x and the codeword c .
If we define the inner product of two words , x y 〈 〉 in GF(q) n in the usual way, that is, , x y 〈 〉 = 1 1 2 2 ... n n x y x y x y + + + , then the dual code C ⊥ can be defined as follows.
The dimension of C ⊥ equal to n-k, and a generator matrix for C ⊥ is called a parity check matrix for C and denoted by H .
That is, : { ( ) : 0}
n T C x GF q xH = ∈ = and 0
Before we present the upper bound of the covering radius, we start with a theorem of Delsarte (Delsarte, 1973) . We define the external distance of a code to be the number of non-zero weights in the dual code.
Theorem 2.1 (Delsarte, 1973) . If a code has covering radius R and external distance m , then R m ≤ .
Now by the Mac Williams identities (MacWilliams, 1977) the weight enumerator of a code determines the weight enumerator of the dual code and so determines the external distance, which is an upper bound for the covering radius by Delsarte's bound in Theorem 2.1. However, this bound is not always attained.
Example 2.1: The extended Golay code is self-dual and has weights 0, 8, 12, 16 and 24. So its external distance is 4, which is also the covering radius.
Example 2.2:
The self-dual code D 14 [14, 7, 4] has weights 0, 4,6, 8,10, and 14, so its external distance is 5. But the covering radius is equal to three; this is an example where the Delsarte bound is not attained.
Delsarte (De lsarte, 1973) defines C as having a strength s if each s -subset of coordinates of the code containing all q-ary s -tuples a constant number of times. We say a code has full support when it has strength s =1; the cardinality of its support is equal to its length, and this means that the generator matrix has no zero columns. Proof. We first show that, for any word w in GF(q) n , the average distance from 
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and hence the average distance from w to the codewords of C is
as claimed. In particular, any word lies within distance ( ) ∑ of the entries of p is not zero. That is. 
in the positions of ( ) S c , for each λ ∈F(q), the entry of w is λ times the entry of c for
The numbers ( ) ( ) S m S c I are expressed in terms of the numbers ( ) ( ) S m T p I using the same matrix M as before:
by considering the code punctured on positions outside ( ) S w . Since these equations have a unique solution,
for all j , as was to be shown. Conversely, if each ( ) T p has a cardinality of a multiple of q , choose a word w such that, in each set ( ) T p , w contains each entry of GF(q) exactly 1 ( ) T p q times. Then the word w is at distance
 from every codeword, and the covering radius is 1 q n q
Note that, Delsarte theorem 2.1 is more general than theorem 3.1. And the new upper bound is not a improvement on Delsarte bound. However, the proof and the result of theorem 3.1 have been used to construct the counterexample to prove the conjecture that the weight enumerator of a linear code determines its covering radius.
Counterexamples
In this section we present four pairs of codes. Each pair has the same weight enumerator but distinct covering radii. This makes them counterexamples to the conjecture that the weight enumerator of a linear code determines its covering radius. The first pair of codes has dimension three. The strategy of the construction is as follows. The weight distribution of a code does not specify the weights of individual words. We take a weight distribution where, for convenience, all the weights are distinct, and assign the weights to words in two different ways. Then we solve the equations for the numbers ( ) T p , hoping for an example where in one case all the ( ) T p are even and the other case they are not. The reason this works is that not all permutations of seven possible weights give equivalent codes. and (3, 7, 0, 5, 6, 3, 2) respectively. By theorem 3.1 the first code has covering radius 18 and the second has a covering radius strictly smaller than 18. In fact, the covering radius of the second code is 17, as can be seen by considering a word in which the numbers of non-zero entries in the sets T(p) are 2, 3, 0, 2, 3, 1 and 6 respectively. Such a word has distance 17 or 19 from every codeword, as is easily checked.
Remark. If 1
C is projected onto two complementary sets of coordinates giving codes 1 C and 2 C then the covering radius of C is at least the sum of the covering radii of 1 C and 2 C . For, if we choose words 1 w and 2 w whose distances from 1 C and 2 C are the covering radii of these codes, then the word whose projections are 1 w and 2 w is at distance at least the sum of these distances from C . In general this bound is not sharp. However, we can produce a decomposition related to the binary case in Theorem 3.1 as follows. Let 1 X be a set of coordinates containing one coordinate from each T(p) of odd cardinality, and 2 X the complementary set. Then, by Theorem 3.1, the covering radius of the projection 2 C onto 2 X is half its length. In the example constructed above with covering radius 17, the code 1 C consists of all words of length 4 and even weights; its covering radius is 1. The covering radius of the other projection 2 C is 1 2 (36 4) 16 − = .
The covering radius of C is the sum of these two numbers.
Example 4.2. Pless and Sloane (Pless & Sloane, 1975) determined the weight distributions of the indecomposable binary self-dual codes of length 24. In (Shareef, 2001 ) the covering radii were determined.
The codes labeled S 24 and T 24 in Table 1 have the same weight enumerator, but different covering radii: R(S 24 )= 5 and R(T 24 )= 6.
The assumption that the code has full support is equivalent to saying that its dual has minimum weight greater than one. The codes in Example 4.1 necessarily have repeated columns in their generator matrices, which is equivalent to saying that their duals have minimum weight exactly two. By the MacWilliams Identities, if the codes have the same weight distribution, then so do their duals, so Example 4.2 gives two codes whose duals have minimum weight at least three.
Example 4.3. To find another example, we investigated a class of codes where the weight enumerators are very restricted. The strategy is that if we found two codes in the class with different covering radii, then the chance that they would have the same weight enumerator was better. By Gleason's Theorem and its variants, self-dual codes form such a class. The weight enumerator of a doubly-even self-dual code of length 16 is ( ) There are exactly two inequivalent codes having the above weight enumerator, the code E 16 and the direct sum of two binary extended Hamming codes of length 8 (that is A 8 + A 8 The covering radius of the code A 8 + A 8 is 4 and computation showed that the covering radius of the code E 16 is 4. Hence we have two inequivalent codes having the same weight enumerator and the same covering radius. During the process of finding an example of two codes having the same weight enumerator but different covering radii, we found by trial and error a code ' 20 R and compared it with the code 20 S .
The code ' 20 R is a small modification of 20 R it is formally self-dual but not self-dual.
The two codes 20 S and ' 20 R have the same weight enumerator but different covering radii. The generator matrix, weight enumerator and covering radius of each code is given below. 20 S is a linear [ 20, 10, 4] code (see (Pless, 1972) 
The weight distribution of 20 S is 1, 0, 0, 0, 13, 0, 64, 0, 242, 0, 384, 0, 242, 0, 64, 0, 13, 0, 0, 0, 1 The covering radius of 20 S is five. 
The weight distribution of ' 20 R is 226 1, 0, 0, 0, 13, 0, 64, 0, 242, 0, 384, 0, 242, 0, 64, 0, 13, 0, 0, 0, 1 The covering radius of ' 20 R is 4.
Remark. The first code 20 S is self-dual, whereas the second code ' 20 R is not self dual and not self orthogonal, however its dual has the same weight enumerator (i.e., it is a formally self dual code) and same covering radius. The code ' 20 R found by trial and error and its generator matrix is very similar to the generator matrix of the code 20 R they only differ by one row.
Example 4.4. The smallest example we know of was given in (Rutherford, 2001 ) as an example of code pairs with identical weight enumerators but with dissimilar higher weight enumerators. The codes generated by 
Conclusion and open problem
We have investigated a suggested alternative relationship between the covering radius of a code and its weight enumerator polynomial. We have given a new upper bound for the value of covering radius of a code in terms of its parameters. We have also demonstrated, using counterexamples, that the weight enumerator of a code does not determine its covering radius uniquely. However, determining all cases where the upper bound is attained remains an open problem. Future work will be focused on this problem.
Problem: Determine all cases where the bound is attained.
