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Let H, be the (2n + 1 )-dimensional Heisenberg group, and let K be a compact 
subgroup of Aut( H,), the group of automorphisms of H,. The pair (K, H,) is called 
a Gelfand pair if Li(H,), the subalgebra of elements of L’(H,) that are invariant 
under the action of K, is commutative. In this case, the continuous homomorphisms 
on Lk(H,) are given by integrating against certain K-invariant functions on H,. 
These functions are the K-spherical functions associated to the Gelfand pair 
(K, H,). In this paper we show how to compute the bounded K-spherical functions 
on H,. ‘i‘ 1992 Academic Press, Inc. 
Suppose that G is a Lie group and K is a compact Lie subgroup of 
Aut(G). We say that (K, G) is a Gelfand pair if the convolution algebra 
L:(G) of K-invariant L’-functions on G is commutative. Equivalently, 
Kc K cc G is a Gelfand pair in the usual sense that L’(K a G//K), the 
space of K-bi-invariant L’-functions on K a G, is *-commutative. 
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In [BJR] the authors considered Gelfand pairs (K, G) with G a 
connected, solvable Lie group. The classification of such Gelfand pairs was 
reduced to the classification of Gelfand pairs (K, N) with N a connected, 
nilpotent Lie group. In order for (K, N) to be a Gelfand pair, it was shown 
that N could be at most 2-step. Gelfand pairs of the form (K, H,), where 
H, is the (2n + 1 )-dimensional Heisenberg group, play a key role in the 
more general theory. 
Let (K, N) be a Gelfand pair with N nilpotent. We denote the set of 
differential operators on N that are invariant under the action of K and 
the left action of N by aK(n). A smooth K-invariant function 4: N -+ C is 
K-spherical if d(e) = 1 and d is a joint eigenfunction for all DE eK(n). 
Reference [BJR] provides a parametrization for the bounded K-spherical 
functions on N, yielding a description of the Gelfand space for L;(N). We 
review this below in Section 2. The main focus here is to specialize the 
theory to Heisenberg groups, obtaining methods to construct, in principle, 
all bounded K-spherical functions on H,. 
Section 1 begins with some basic facts about Heisenberg groups and 
their representation theory. We identify H,, with Vx R where VZ C”. A 
maximal compact connected group of automorphisms of H, is given by the 
unitary group U(n) acting via k. (z, t) = (kz, t). Conjugating by an 
automorphism of H, if necessary, we can always assume that a given com- 
pact connected group KcAut(H,,) is contained in U(n). It is well known 
that (U(n), H,) is a Gelfand pair (see, for example, [Ko]) and as discussed 
in Section 1, there are many proper closed subgroups Kc U(n) for which 
(K, H,) is a Gelfand pair. 
There is a representation theoretic criterion, due to Carcano [Cal, for 
(K, N) to be a Gelfand pair. In Section 1, we show that this implies that 
(K, H,,) is a Gelfand pair if and only if the action of K on the holomorphic 
polynomials P( V) is multiplicity free. Let 9( V) = C, P, denote the decom- 
position of P(V) into K-irreducibles. 
The general theory in [BJR] describes the bounded K-spherical 
functions for a Gelfand pair (K, N) in terms of representation theory. In 
Section 2 we show that for Gelfand pairs (K, H,), there are two distinct 
classes of bounded K-spherical functions. 
1. The first type is parametrized by pairs (2, P,) where 1 is a non- 
zero real number. These arise from the infinite dimensional representations 
of H, and we denote them by #&, t). We will see that di,%(z, t) = 
#i a(A1’2z, At) for A >O and di,a = din,,% for A ~0. Subsequently, we will 
concentrate on 4, := bi,%. 
2. The second type arise from the l-dimensional representations of 
H,, and are parametrized by V/K, the space of K-orbits in V N C”. For 
o E V we write qw for the associated K-spherical function. One has I], = qw, 
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if K. w  = K. w’. q,(z, t) is independent of t and given by the Fourier 
transform of the unit mass on K. o. 
The type 2 K-spherical functions reflect the abelian component of 
analysis on H, and are non-generic (they have zero Plancherel measure). 
The main concern here is the study of the type 1 K-spherical functions. 
The prescription for the q511’s derived from [BJR] involves integrating 
matrix coefficients over K. This is difficult to carry out (at best) except in 
very simple cases. The main results in this paper (contained in Section 4) 
provide alternative approaches. We will show that gi,(z, t) = e”q,(z) e-- “‘4)br” 
where q,(z) is a polynomial function in (z, Z). One also has the (real) 
K-invariant polynomial p%(z) = (l/dim(P,)) C vi(z) u,(z) where {u,} is 
an orthonormal basis for P,. This turns out to be (up to sign) the 
homogeneous component of highest degree in qm. In fact, the qm’s are com- 
pletely determined by the pa%. We provide two computational procedures: 
Orthogonalization. The qor’s are obtained (up to normalization) by 
applying the Gram-Schmidt algorithm using the measure e -(1/2)~Z12 dz dZ to 
the p%‘s. (One can order the pz’s in any way that ensures c( < /3* 
deg(pd Gdeg(pp).) 
Rodrigues’ F~rmulu. There is a constant coefficient differential operator 
D,< with the property 
D,% is essentially the abelian symmetrization of p,. 
These results show that the spherical functions #Ix can be written down 
explicitly once one has the K-invariant polynomials pa in hand. 
Recent results of Howe and Umeda show that 9( V,)K, the K-invariant 
polynomials on the underlying real vector space I’, of V, is a polynomial 
ring. In fact, Y( V,)K= C[yi, . . . . yd] where {y,, . . . . yd) is an essentially 
canonical subset of (p,} [HU]. In Section 3, we use y1 , . . . . yd together with 
the symmetrization map for H, to produce two sets of K-invariant differen- 
tial operators Li, . . . . Li and 
qa(z) ep(“4)1’12} and {q,(z)} 
L’f, . . . . Li on V. The functions {1+5,(z) := 
{ Lj >, respectively. 
are simultaneous eigenfunctions for {L.: } and 
In Section 5, we show how the analysis can be reduced to “radial direc- 
tions.” We can regard the functions p,(z) and +,(z) as living on Tc (R + )*, 
the space of values assumed by the fundamental invariants y = (y,, . . . . yd). 
Let 8, and $a be the functions on r characterized by ploy = px and 
$,o y = $,. The orthogonalization procedure and Rodrigues’ formula can 
be formulated on r to obtain algorithms for computing the $%‘s from the 
580/10512-I3 
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~3~‘s. The Gn’s solve eigenvalue problems for differential operators L, , . . . . zd 
obtained from L:, . . . . Li. 
There is an alternative radial reduction when the representation K 1 V is 
polar. This means that there is a cross section d meeting every orbit 
orthogonally [Da]. We show that for Gelfand pairs (K, H,) with K 1 V 
polar, the orthogonalization procedure and the Rodrigues’ formula can be 
reformulated on d. These results provide algorithms for determining the 
restrictions J/, ) .d given (pm] .&}. 
In Section 6 we apply the general theory to the motivating example 
(u(n), H,). Most of the results here have been obtained independently by 
other authors using different methods and viewpoints. (See [Fa, Ko, HR, 
St, Str].) The type 1 spherical functions #Jz, t) = e”$Jz) can be expressed 
in terms of even Hermite functions on a cross section d N R and as 
Laguerre functions on the value space r= R + for the fundamental 
invariant y,(z) = (z12/2n. The orthogonalization procedure and Rodrigues’ 
formula reduce to classical theorems concerning these special functions. 
Our main results generalize these well known theorems. We also show how 
an easy abstract identity (Proposition 2.4) can be used to derive non- 
obvious formulas involving Laguerre polynomials (Theorem 6.16). 
The results in this paper reduce the study of K-spherical functions on H,, 
to problems in classical invariant theory. The type 1 K-spherical functions 
are computable given the multiplicity free decomposition 9( I’) = C, P,. 
The relevant differential operators and a radial reduction procedure 
require the fundamental invariants in p(V,). Determination of the type 2 
K-spherical functions involves the dual problem of describing the 
K-orbits in V. The connected groups K which act irreducibly on V and are 
multiplicity free on Y(V) have been classified by V. Kac [Ka]. This yields 
a table (Table 1.8 below) of all possible “irreducible” Gelfand pairs (K, H,). 
The decompositions of Y( V) and the fundamental invariants for all of these 
groups can be found in [HU]. The authors hope to study the resulting 
spherical functions in a subsequent paper. 
1. GELFAND PAIRS (K,H,J 
We begin with a representation theoretic criterion for (K, H,) to be a 
Gelfand pair. We identify H, with C” x R with multiplication given by 
(2, t)(z’, t’) = (2 + z’, t + t’ + go(z, z’)), (1.1) 
where o(z, z’) := -Im(z, z’) = -Im(z.Z) for z, z’EC, and t, t’ER. The 
natural action of the group of n x n unitary matrices on C” (which we 
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denote by k . z for k E U(n) and z E Cn) gives rise to a compact subgroup of 
Aut(H,), the group of automorphisms of H,, via k. (z, t) = (k .z, t). This 
subgroup, again denoted U(n), is a maximal connected, compact subgroup 
of Aut(H,), and thus any connected, compact subgroup of Aut(H,) is the 
conjugate of a subgroup K of U(n). Since conjugates of K form Gelfand 
pairs with H, if, and only if, K does, and produce the same spherical 
functions, we will always assume that we are dealing with a compact 
subgroup of U(n). 
It will occasionally be more congenial to have a “coordinate free” model 
for H,. In such cases, we assume that V is an n-dimensional vector space 
over C equipped with a Hermitian inner product (., .). H, is then iden- 
tified with Vx R, and the multiplication is given by (u, t)(t?, t’) = (u -t c’, 
t + t’ + (l/2) o(u, u’)) where o(u, u’) := -Im(u, u’). We will write HV for 
the Heisenberg group given by (V, (., .)). U(V) u U(n), the subgoup of 
GI( V) preserving (., .), is again naturally identified with a closed subgroup 
of Aut(H,). 
The irreducible unitary representations of H, which are non-trivial on 
the center, R, are determined up to equivalence by their central character. 
The Fock model, for real 3, > 0, is defined on the space 4 of holomorphic 
functions on C” which are square integrable with respect to the measure 
di+;, = (/l/27c)” e ~ (1’2)“w’2 dw dG [Ba]. The space P(C) of holomorphic 
polynomials is dense in FA, and contains an orthonormal basis given by 
{a,,,: acZ”+}, where 
jb14/*w1 W”i’ WE 
‘“‘~i(w)= (21~lo1!)lP = ((2/].)“1 a1 !)lj* ... ((2/j,)%a,f!)l!*' (1.2) 
Pm(C) (=P,) will denote the subspace of homogeneous polynomials of 
degree m, and is thus spanned by {U,,j.: la1 = m}. We will write U, for u,., . 
For p E Pm, let p(D) be the constant coefficient differential operator 
P(WW1 3 .**, alaw,). One has an alternative description of the Hilbert space 
structure. 
LEMMA 1.3. For p, q E 9’,, the inner product in % := 5, is given by 
(P, 4) = 2”P(D)9. 
Proof For monomials w’, w8, with Ial = \/?I =m, the inner product on 
9 is 
( wl, w@) = 
{ 
0, if a # p; 
2”a!, if a = j?. 
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Remark. In general, for polynomials p, q E@‘(C”), we have 
(P, 4) = (pW)q)(O). 
The representation rci of H, of 9). is given by 
71%(2, t) u(w) = e d- (lP)~<wz) -(1/4)~1# u(w + z). (1.4) 
For 1< 0, %. consists of antiholomorphic functions which are square 
integrable with respect to dfi,,,, and the representation is given by 
x,(z, t) u(w) = eii.f+ (llz)~<w--> + (l/4)1 14’ u(W+z). (1.5) 
For kE U(n), the representation rct(z, t) := nn(k .z, t) has the same 
central character as zn,, and hence is equivalent to x1. For 1>0 the 
operator that intertwines these two representations comes from the 
standard action of U(n) on C”. More precisely, 
[zA(k.z, t)u](k.w)= [TCJZ, t)(k-‘.u)](w), (1.6) 
where k. U(W) = u(k-’ . w). One has a similar formula for A < 0, except 
that the action of U(n) on antiholomorphic functions is given by 
k . u(W) = u(k . IV). 
The following theorem is a special case of a general result proved by 
G. Carcano [Cal. 
THEOREM 1.7. (K, H,,) is a Gelfand pair is, and only if, the action of K 
on 4 decomposes into irreducible components of multiplicity one for all 
/? # 0. 
Since P(C’) is dense in Pi, 1 >O, and Ym is invariant under U(n), for 
Kc U(n), the K-irreducible components of & have multiplicity one if, and 
only if, the action of K on P,(P) is multiplicity free. 
A similar statement holds for the decomposition of 4, 1< 0, and the 
action of K on the antiholomorphic polynomials. Thus one concludes that 
(K, H,) is a Gelfand pair if, and only if, 9 ( = 4) decomposes into 
K-irreducible components of multiplicity one, which in turn is equivalent to 
requiring that the action of K on P(Cn) be multiplicity free. 
Let K, c Gl(n, C) be the complexification of K. Then the irreducible 
components of 9(C) with respect to K and K, are identical. The 
connected groups K, which act irreducibly and without multiplicity have 
been classified by V. Kac [Ka]. These groups and their representations are 
given in the following table. 
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1.8. Multiplicity Free Representations. 
Group Acting On 
wn, Cl 
Gl(n, c ) 
Mk C) 
C* x Sp(k, C) 
c* x SO(n, C) 
Wk Cl 
Wk. C) 
Gl(k, C ) 
Sl(k, C) x SI(I, C) 
Gl(k, C) x S/(1, C) 
GO C) x Sp(k, C) 
W3, Cl x Wk, Cl 
G/(3, C) x Wk C) 
G/(4, C) x W4, C) 
S@, C) x Q(4, C) 
Wk. Cl x sp(4, C) 
C* x Spin(7, C) 
C* x Spin(9, C) 
Spin( 10, C) 
C* x Spin( 10, C) 
C*xGz 
C’xE, 
C” 
C” 
C” 
C” 
C” 
P(Ck) z C” 
/P(P) 2: C” 
nqcq = C” 
Ck@C’E C” 
Ck@C’EC” 
CZ@@k2.C” 
C3@cP =C” 
C3@c?2C” 
C4@C82C” 
Ck@C8YCn 
Ck@C8=Cn 
C” 
C” 
C” 
C” 
C” 
C” 
Subject To 
n>2 
?I>1 
n = 2k 
n = 2k 
n>3 
n=k(k+l)/2,k>2 
n = (“, ) and k is odd 
n=(r) 
n=kl, kfl 
n=kl 
n=4k 
n = 6k 
n=6k 
n=32 
n=8k,k>4 
n=8k,k>4 
n=8 
n=16 
n= 16 
n=l6 
n=7 
n=27 
2. K-SPHERICAL FUNCTIONS 
There are several equivalent definitions for the K-spherical functions 
associated to a given Gelfand pair (K, N). By one definition, a K-spherical 
function associated to such a pair is a smooth K-invariant complex-valued 
function 4 on N such that 4(e) = 1, and 4 is a joint eigenfunction for all left 
N-and K-invariant differential operators on N. Equivalently, they can be 
defined as the homomorphisms of the commutative convolution algebra of 
compactly supported, K-invariant distributions, or the commutative 
convolution algebra L;(N). (See [He].) In the latter case, the 
homomorphisms corresponding to bounded K-spherical functions are 
continuous in the L’-norm. In [BJR] we give a parametrization for the 
bounded K-spherical functions. Given rt E fi, we define 
K, = (k E K: nk is unitarily equivalent to rr }, 
where 7~~ :=nok. 
(2.1) 
THEOREM 2.2. Given a Gelfand pair (K, N), and an irreducible represen- 
tation n of N, let I-I, = Q, P, be the decomposition of the representation 
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space into K,-irreducible subspaces. For each subspace P,, and each 
representation z, we have the bounded K-spherical function 
for any unit vector v E P,, and x E N. All bounded K-spherical functions are 
obtained in this manner, and rj,,, = #,,,,, 1% and only if, n’= nk for some 
k E K and v, v’ belong to the same P,. 
Notation. We set @,,, = d,,, for any unit vector v E P,. 
The proof of (2.2) given in [BJR] yields an alternative formula for #,,, 
in certain cases. 
COROLLARY 2.3. Suppose that K, = K and that {vl, . . . . u,} is any 
orthonormal basis for P,. Then 
d71,Ct(x) =f ,i (n(X) vj, Uj>* 
J=l 
Recall that rc$ N rri for an infinite dimensional representation rrd of H, 
and any k E U(n). (See Eq. (1.6).) Thus, K,, = K for any compact subgroup 
K of U(n) and (2.3) can be applied to compute the associated K-spherical 
functions di, r := #II,, oL. 
Remark. Although the group K is used explicitly in (2.2) to define the 
K-spherical functions, one sees from (2.3) that when K, = K, the K-spheri- 
cal functions (as well as the K-invariant polynomials pt, given in (3.9)) 
depend only upon the decomposition p(V) = @ P,, not upon the group K 
itself. For example, the K-spherical functions on H,, given by rri coincide if 
K, is any of the first four groups in Table 1.8. These are computed in 
Section 5. In addition, the C*-factors do not affect the decomposition of 
g(V). Thus, when two groups in Table 1.8 differ by the addition or 
removal of C*, they yield the same spherical functions. 
PROPOSITION 2.4. Suppose that K’ is a compact subgroup of K, and that 
(K’, N) is a Gelfand pair. Let P, = @ ye 1 P,,i be the decomposition of P, 
into K’-irreducible subspaces. Let qt5a,a,i denote the K’-spherical function 
corresponding to a unit vector in P,,i. Then 
#n,ct(X) = [K,K, ti,,i(k ’ XI dk (2.5) 
Moreover, tf K, = K then 
‘“,“=dim(P,) i=l L f dMP,J Qn,or,i. (2.6) 
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Proof: If K, = K then K; = K’ n K, = K’. Thus, (2.6) follows easily from 
(2.3) by using an orthonormal basis for P, that is a union of orthonormal 
bases for the PC,,%. 
For the first equation, note that the right hand side of (2.5) is equal to 
~/j,&k.x)dk= jKjK, (n(k’k.x)u,v)dk’dk 
= 
5 
(n(k .x)v, v) dk 
K 
We now return to the Heisenberg group, and first determine how the 
bounded K-spherical functions for different representations Z~ are related. 
For each A > 0 we have an automorphism of H,, 
S&, y) = (P,, ;I[). (2.7) 
called dilation and an isometry d;. : 4 + Fin, 
d,u(w) = u(E,“2w). (2.8) 
For A> 0, 7~~ and 71;. are related by the formula 
dix1(6j.(zy t)) = ~j.(=, t) dl. (2.9) 
We temporarily adopt the notation (., .) j. for the inner product on $ 
given by dG,. For A > 0 and v E P, with (u, v), = 1, one has the associated 
K-spherical function, 
4i,&, t) = jK <n,W. z, t)~, v)A dk = ei”rll/,,(z), 
where 
G+(z) = jK <n,(k .z, O)vv U>A dk 
3 (d,n,(a>.(k.z, 0)) d,‘u, V>>. dk (by formula (2.9)) K 
= 1 (n,(6,(k.z, 0)) d,‘u, d,‘u), dk 
JK 
= 
s 
(n,(k.JJz,O)) d,‘u, d,;‘u), dk 
K 
= l+b,,,(Pz) 
(since (d;‘v, d,;‘u)l = 1). 
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That is, for I > 0 
4& t) = h,,(n “‘2, At) = e’“‘lC/,,,(1’12z). 
For I < 0, one has 
(2.10) 
4&m = 44.01 = +4.,(14 li2z, 111 t) = e’“‘~,,,(I~~‘b). (2.11) 
Indeed, rrL = G and hence the matrix coefficients of rc, are obtained via 
complex conjugation from those for r~,~,. 
Thus the K-spherical functions arising from infinite dimensional 
representations of H,, are all obtained by dilating certain K-spherical func- 
tions associated to rc (=x1). We will focus our attention on this representa- 
tion. Henceforth 7~, 9, q5,, and P, will be used instead of n, , Fl, q41,0r, 
and P,,,. 
Suppose now that K, is a compact subgroup of U(n;) for‘i= 1, . . . . d, and 
that K” =nf=‘=, Ki. Let n=C ni. Then K” c U(n), and from [BJR] one 
has that (K” , H,) is a Gelfand pair if, and only if, (K,, H,,) is a Gelfand 
pair for i = 1, . . . . d. Let H,= VxR and let Y=@f=i Vi be such that 
K” IV, = Kj. Then 9( I’) = Of= i 9( I’,). Let P( Vi) = @T! i P,j be the 
decomposition of S(I’,) into Krirreducible subspaces. Then 9(V) = 
@A, . . ..~d 
pil...jd where pil...jd=.p Q . . . @P, jd, is the decomposition of 
9(V) into K”lirreducible subsparkA. Denote by #j,, .,,,jd the K”-spherical 
function associated to rc and Pj“““‘, and by 4; the Krspherical function on 
H,, associated to rr and Pi,j, for i = 1, . . . . d. 
PROPOSITION 2.12. Let ui E Vi, for i = 1, . . . . d. Then 
$jl. ._., jJ"l + ’ ” + Ud, t) = e” fi $),(Ui), 
i= 1 
Proof. By an obvious induction argument we may reduce to the case 
d= 2. Now note that since K” acts trivially on the center of 
H,, di,, j,(z, t) =e”1+5~,,~,(z). Let (0;: 1 < p < mi) be a basis for P,, for 
i= 1, 2. By Corollary 2.2, 
(bi,, j*t”l + u2* tf=e’Vjl.j2(~1 + u2) 
The two latter sums are m&i, for i= 1,2, respectively. 
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In addition to the infinite dimensional representations rt of H,, one also 
has infinitely many one dimensional representations corresponding to one- 
point coadjoint orbits. These are parametrized by C” where for o E C”, 
x&, t) = e iRe<w,r) for (z, t) E H,. If (K, H,) is a Gelfand pair, then for each 
such character, one has by Theorem 2.1 a K-spherical function, vu,, that is 
the K-average of x,,, i.e., 
Thus q, depends only on the K-orbit through w, and Theorem 2.1 ensures 
that if o’ $ K. o then qUJ. # qB. 
Let pLK.w denote the unit mass supported on the K-orbit through o. As 
a distribution this is given by 
for all f E C,“(H,). We define the (Euclidean) Fourier transform for such 
a function by 
Note that 
&I, 5) = s,. x R f  (z, t) t~~(~~<‘~‘,=) + ‘I) dz d2 dt. 
fHn ~Jz, t) f(z, t) dz dF dt = JH, .r, eiReck-‘-“‘%‘) f(z, t) dk dz dZ dt 
= /(km s ‘.o,O)dk 
= (I-iK.oJr f  >> 
for f  E C,?(H,). Therefore we have 
PROPOSITION 2.13. qw = fiK.cO. 
Finally we observe that if K = K, x K,, where Kit U(n,), for i = 1, 2, 
then the one point K-orbits are naturally parametrized by (o,, q), where 
WEEP with K.(w,,w,)= {(k, .o,, k,.o,): kiE Ki). One easily checks 
that ~(~,,~~)h z2, t) = qo,(z,) qwZ(z2), which establishes 
bx’OsITION 2.14. qo,.o*=~~,.~u,Oli~~.~u*. 
The Gelfand space of a commutative Banach algebra E is the subspace 
of E’, the dual of E, consisting of all continuous, complex valued 
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homomorphisms of E equipped with the weak topology. For a Gelfand 
pair (K, H,), the Gelfand space of Li(H,) is the point set 
(R* x {a}) u V/K, w  ere h {a> is the index set for the decomposition 
P(V) = eII P, into irreducible K-modules and V/K denotes the K-orbits in 
V. The topology on the first subset is the product of the usual topology on 
R* with the discrete topology on {a}, and V/K has the quotient topology. 
One knows from general principles that V/K is in the closure of R* x {a}. 
For example, at 0 = K. 0 E V/K, one easily sees from (2.10) and (2.11) that 
as il --t 0, bl,E + 1 uniformly on compacta, for each a. Thus, each 
neighborhood of 0 contains (A, a) for each CI and all sufficiently small 
I = I(a). It would be interesting to know how c1 must behave as A--, 0 in 
order to produce convergence to a non-zero point in V/K. For K= U(n), 
this was studied in [Str]. 
3. K-INVARIANT POLYNOMIALS AND DIFFERENTIAL OPERATORS 
Suppose that N is a nilpotent Lie group with Lie algebra n and let K be 
a compact group of automorphisms of N. Given a differential operator 
DE%(~), the universal enveloping algebra of n, and k~ K, we define the 
differential operator Dk by 
ok(f) = D(fo k) 0 k - ’ for f rz C”(N). (3.1) 
D is said to be K-invariant if Dk = D for all k E K. We write SK(n) for the 
algebra of K-invariant differential operators. 
The derived action of K on n is given by 
exp(k . X) = k. exp(X) (3.2) 
and K acts on n* = Hom,(n, R) via 
(k.a)(X)=a(k-‘4) (3.3) 
and on P(n*), the C-valued polynomial functions on the R-vector space n* 
via 
(k.p)(a)=p(k-’ .a). (3.4) 
We identify P(n*) with the complexified symmetric algebra S(n), so 
that the symmetric product X,X, . . . X, of X,, X,, . . . . X, E II becomes the 
polynomial n* + C given by 
(3.5) 
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One has 
k.p,,...,(a)=a(k.X,)...a(k.X,) 
=P~k.X,)...(k-X,)(Co. (3.6) 
The symmetrization map A : 9(n*) + a!(n) is defined by 
where {X, , . . . . X,} is any basis for n. This definition is independent of the 
basis chosen and 3, is characterized by the fact that n(p) = (Ik)m where k 
denotes the first order differential operator (left invariant vector field) given 
by XE n. 3, is a linear bijection, but not an algebra map. We refer the reader 
to [He] for these facts about the symmetrization map. 
LEMMA 3.8. Let (K, N) be a Gelfand pair. Then A(k . p) = A( P)~ for 
all kE K, PE 9(n*), Hence A yields a linear isomorphism between 
iP(n*)” 1: S(n);, the K-invariant elements in 9(n*) 1: S(n),, and %,Jn). 
Proof. The result follows immediately from the fact that A is natural 
and hence equivariant with respect to Lie algebra automorphisms. 
We turn now to the Heisenberg group H, = V x R and the action of a 
compact subgroup Kc U(n) for which (K, H,) is a Gelfand pair. As before, 
9( V) = @ ti P, denotes the decomposition of the holomorphic polynomials 
into K-irreduicble components of multiplicity one. Since the constant poly- 
nomials gO( V) are the component for the trivial representation of K, we 
must have that 9(V)“= C. That is, the only K-invariant holomorphic 
polynomials V+ C are constant. However, one can also consider the larger 
space Y( V,) of C-valued polynomial functions on the underlying real 
vector space V, of V. As a C-vector space, 9’( V,) = 9(V) @I o 9(V) (and 
identifying V with C” one can write 9(V) = C[zr, . . . . z,], 9( V,)= 
ccz 1, ..., z,, T, . . . . ‘i;;]). K acts on Y( V,) via v”(k) = v(k) @ v(k), where v(k) 
denotes the standard action on 9(V). We have the following description of 
the K-invariant elements 9( V,)K in 9( V,). 
PROPOSITION 3.9. Let (K, H,) be a Gelfand pair and let C, P, be the 
decomposition of p( V) (or equivalently 9) into K-irreducible subspaces. Let 
{V I, ..., vi> be an orthonormal basis for P,. Then 
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is a K-invariant element of 9( VR). Moreover, {p,} is a vector space basis 
for 9( VR)K. 
Proof: One has Y( V,) = 9( V) 0 P( V) = Csr,B P, Q &. Decompose a 
given VE .Y( V,)K as v =Cor,B v+, where v,,~ E P,@i$ (This must be a 
finite sum, i.e., v+ = 0 for a.e. (a, fi).) Since the P, @ PB’s are K-invariant 
and pair-wise orthogonal, each vaL must also be K-invariant. Thus, the 
K-invariant elements in each P, @ P, span .!Y( V,)“. 
As Y(V) is multiplicity free, an application of Schur’s Lemma shows that 
P, 05 has no K-fixed vectors when CI # p and that P, 0 z has a one- 
dimensional space of K-fixed vectors which is spanned by p,. 
Finally, the set {pa) is linearly independent since there are no non-trivial 
linear dependence relations between the subspaces P, @E of Y( V,). 
Remark. The polynomial pcl is homogeneous of degree 2 deg(P,). Thus, 
all invariant polynomials have even degree. If q is an invariant polynomial 
of degree 2m then we must have 
q E Span( poL : deg(P,) < m). 
This fact is used later in the proof of Proposition 4.2. 
Proposition 3.9 yields a vector space basis for p( V,)K. Since K is com- 
pact, Y( V,)K is finitely generated. Recent results of Howe and Umeda 
show that p( V,# is in fact a polynomial algebra. We summarize some 
ideas from [HU]. 
If f(z) and g(z) are K-highest weight vectors in S(V) (with respect to 
sotie fixed choice of a Cartan subalgebra and set of positive roots for K) 
then so is f(z) g(z). A highest weight vector in 9(V) is called primitive if 
it can’t be written as a product of highest weight vectors in this way. These 
will be finite in number. Let P,, , . . . . P,, be the irreducible components in 
p(V) that contain primitive highest weight vectors and let yi := p,,. We call 
y,, . . . . yd the fundamental invariants. 
THEOREM 3.10 (See[HU]). Y( VR)K= C[y,, . . . . yd]. 
Remark. When V is K-irreducible, V* c Y( V) is one of the primitive 
K-irreducible components. We will always let yI be the corresponding 
invariant in g( V,). One has y,(z) = lz12/2n (where n = dim,( V)). 
The symplectic structure w  on V, sets up an isomorphism V, N V,f and 
an induced algebra isomorphism 
a:8(vR)+qV,*). (3.11) 
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Define x: 9( I’,) -+ %!(h,) by 
X:=11~joQ, (3.12) 
where j is the obvious inclusion 9( Vg) 4 P(h,*) and d is the symmetriza- 
tion map for H,,. Let (z,, z2, . . . . z,) be coordinates on V with respect to 
any (., .)-orthonormal basis. We obtain isomorphisms k’ z C” and 
9’( VR) N C[z,, . . . . z,, Z,, . . . . Z,] and 1 is given by 
LEMMA 3.13. 
(X(p)f)(z, t)=p *a 22 f +i, r+$w) 
( ai’ a[) Cz )I:=0 
Proof: Write zj= xJ -t Qj, with corresponding basis (X,, Y,} for the Lie 
algebra h, of H,. Then by (3.7), for PEP(~,T), 
(4~)f)(z,t)=~ a a f ( t)exp (i,'aJ ( ', ( Cu,Xi+Cv,Y, ))I u=,,=o 
=P(~,~)f(z+(U+iU).t+fUJ(z,u+iv))~~~~,~(~ 
Let [ = u + iu. Then for p E C[z, Z], 
(I(p)f)(z,t)=p g+i$,g-i$ ( > 
We have x(9( V,)“) c %K(hn) since I, j, and Q are all K-equivariant. In 
fact, SK(hn) is generated by I(S( VR)K) and the operator d/at. Let 
L 1, . . . . Ld E eK(h,,) be defined by 
Lj := I(?,). (3.14) 
LEMMA 3.15. A smooth K-invariant function (6: H, + C with 4(e) = 1 is 
K-spherical if and only if4 is a joint eigenfunction for L,, . . . . L, and a/at. 
Indeed, 1 induces an algebra map on the associated graded algebras and 
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one can use induction to show that eigenfunctions of L1, . . . . Ld and a/& are 
eigenfunctions of any element in %Jh,). 
We know (see (2.10)) that dA, &, t) has the form #1,1(z, t) = e”‘+,,,(z). 
(Here 40, * := q* .) Thus, 
where Li~%~(h,) is the operator obtained by replacing each copy of a/at 
in Lj by iA. 
THEOREM 3.17. The K-spherical functions {4,(z, t)} are obtained from 
the bounded K-invariant simultaneous eigenfunctions {$Jz)} of Li, . . . . Li 
with $,(O) = 1 via d,(z, t) = e”$,(z). The K-spherical functions {qW(z)> are 
the bounded K-invariant eigenfunctions for Ly, . . . . L: with q,(O) = 1. 
Remark. For K acting irreducibly on V, y1 = lzj2/2n and one computes 
(3.18) 
and 
L:=i 4$&z;+&; ,212 
( ) 
Lo-La a --
1-2na.2& 
(3.19) 
L1 is a scalar multiple of the usual Heisenberg sub-Laplacian. 
We conclude this section with the following observation on the spectrum 
of an element DE %,Jh,). 
PROPOSITION 3.20. Let (K, H,) be a Gelfand pair, and let 9 = @ P, be 
the decomposition of Fock space into K-irreducible supspaces. Then for 
DE %(hn), &4w = W,w where the eigenvalue A, is obtained from the 
equation 7c(D)v, = lDv, for any v, E P,. 
Proof: Note that D is a K-invariant distribution supported at the 
identity, and hence one can find a sequence {g,} of smooth, compactly 
supported, K-invariant functions on H, which converge weakly to D. Then 
(n( g,)u, v ) + (Z(D) u, v ) for all u, v E 9. Since each g, is K-invariant, 
n(g,) commutes with the action of K on .P. Since the representations of K 
on the various P,‘s are inequivalent, x( g,) preserves each P,. Thus, by 
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Schur’s Lemma, rr(g,) is constant on each P,. It follows that x(D) also is 
a constant multiple of the identity on each P,, say &I,#. Then 
= 
5 
(n(k.x) n(D) o,, u,) dk 
K 
and the result follows. 
4. K-INVARIANT POLYNOMIALS AND K-SPHERICAL FUNCTIONS 
We now fix a Gelfand pair (K, H,) (with H, = Vx R) and decompose 
the space 9( I’) = @ P, into K-irreducible subspaces. For a given P, with 
orthonormal basis {ui, . . . . u,}, we have 
(i) The K-invariant polynomial p. = f ,i uj Cj. 
/=l 
(4.1) 
(ii) The K-spherical function d,(x) = f ,i (K(X) vi, u,). 
J=l 
PROPOSITION 4.2 (Orthogonalization Procedure). Q)Jz, t) = @q,(z) 
e --(1’4)‘Z’2, where qo, is a polynomial with homogeneous component of highest 
degree ( - 1 )“‘p, where m = (l/2) deg( p,). More specifically, the polynomials 
(qa} are obtained, up to scalar multiples, by applying Gram-Schmidt 
orthogonalization with respect to the measure dZ = e-(1’2’iZ’2 dz dZ to the 
polynomials {p,} and normalizing so that q,(O) = 1. The sequence { px} may 
be ordered in any way that ensures (~1 c t!?) * deg( p,) < deg( pa). 
Proof. First note that since gm( V), the homogeneous polynomials of 
degree m on I’, is invariant under U(n) and KC U(n), P, c 9,( V) for some 
m. Then 
(~(2, t) v, u) = j- [TC(Z, t)u](w) V(W) d6 
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q(z) = S eC(“2)cw’~Z)u(w +z) V(w) LG. 
We use two expansions: 
and the Taylor’s series 
u(w + z) = u(w) + . . . + u(z). 
Thus, 
q(z)= f A( -;)rj(w.i)l(u(w)+ ... +v(z))u(w)dGi 
r=O 
Note that distinct monomials in P(V) are orthogonal with respect to d@, 
so that in the integrand only terms of degree m in w  will give a non-zero 
integral against D(w). (In particular, the integral will be zero for r > m.) 
Thus q is a polynomial in z and 5. The highest order term of q is obtained 
from 
1 1” - 
m! -2 ( H 
(y. 2)” u(z) v(w) die. 
Since for r #m 
5 (w.Z)‘u(w)d~=O, 
we have 
1 1” 
m! -5 ( >, 
(W.Z)mu(W)dfi=(-l)m 2 ‘S(W.qU(W)G% 
,=0 r! 2’ 
= (- 1)" j e(1/2)w.i D(w) &j 
= ( - 1)” u(z), 
since e(“*)*” is the reproducing kernel in Fock space [Ba]. Thus, 
q(z) = ( - l)‘%(z) V(z) + lower order terms. 
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Applying this result to d,, we obtain 
where 
q,(z)=? i, Uj(Z) Vi(z) + lower order terms. 
To complete the determination of the polynomials {qa} we next note 
that rr is a square integrable representation modulo the centre of H,, so 
that for v, E P, and v,, E P,,, 
s (~(z,0)~,,u,)(n(z,O)u,~,u,~)dzd~=Const I(u~,u~,)~~=O, 
if a#a’ (cf. [Ki]). Thus if afa’, 
qh) 4A4 e - -(1;2l1=1* dz & 
= 
s 
c/4,(2, 0) c$~,(z, 0) dz dZ 
= (n(k ‘Z, 0) fJ,, v,) dk j (n(k’ .z, 0) t’,,, u,,) dk’ 
K I( K 
z 
i i‘ (c 
(n(z,O)k~v,,k~v,)(n(z,O)k’~v,~,k’~v,~)dzd~ 
KK 
= Const I(k.u,, k’.v,,)12dkdk’ 
= 0. 
To ease the notation, take for the discrete index set {a> the numbers 
(0, 1,2, 3, . . . > and suppose that the various P,‘s have been ordered 
so that i -=c j * deg( Pi) < deg( Pi). So P, = go( V); P, + . + P,, = Y,( V); 
P /1+1+ . . . + P,* = pz:( V); etc. 
Up to normalization constants, there is a unique sequence of non-zero, 
pair-wise orthogonal polynomials ro, r, , r2, . . . with the property that 
Span(r,, . . . . rd) = SwO,, . . . . pd/) for all d. (4.3) 
S80/105'2-I4 
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This sequence can be obtained from (pO, p,, . ..> by applying Gram- 
Schmidt (using the measure d.). 
In view of the orthogonality established above, we need only show that 
Condition (4.3) holds with rO, . . . . rd replaced by qo, . . . . qd. This is clear for 
d=O since qo(z) and pO(z) are both constants. Assume inductively that 
(4.3) holds. Then 
Span(q,, . . . . qd+ A = SpWh . . . . pdy qd+ J 
= Span( po, . . . . Pd, Pd+l +L+lh 
where &,+,(z) denotes the lower order terms in (- l)deg(Pd+l)qd+ 1. As 
qd+l and Pd+l both belong to Y( VR)K, so does their difference Id+,. 
Thus, by (3.9) ld+ i E Span( pi: deg pj < deg pd+ , ) c Span( po, . . . . pd) in view 
of our ordering on the Pj’s. Therefore we have Span(q,, . . . . qd+ i ) = 
Spank? . ..? Pd+ 1). 
Remark. The polynomials qa are normalized so that qJ0) = 1. It 
follows in particular that since each polynomial pa, as well as the measure 
d5, is real, each qa is real. Combining this observation with Eqs. (2.10) and 
(2.11) shows that for 2 # 0, 
q$&, t) = e”’ e-(1/4)11’ ‘d2 qa( 11) ‘122). 
Proposition 4.2 shows that the polynomials qa, which determine the 
spherical functions 4,, are obtained from the invariants pm by applying the 
Gram-Schmidt algorithm. This involves computing certain integrals. We 
now present an alternative method which requires only the taking of 
derivatives! 
Given p(z, Z) = p(zl, . . . . z,, Z,, . . . . 2,) E C[z,, . . . . z,, Z,, . . . . 2,], let D, 
denote the constant coefficient differential operator 
,‘=p(2-$ -2;). (4.4) 
That is, replace each occurrence of zj in p by 2(8/Zj) = a/ax, + i(a/ay,) and 
each occurrence of 5j by - 2(a/azj) = - a/axj + i( a/ayj). 
The map PH D, can be given a coordinate free description. Let 
(V, (., .)) be a finite dimensional Hermitian vector space. Then 
o(., .) := Im(., .) is a symplectic structure on the underlying real vector 
space V,. The pairing w  sets up an isomorphism V, N V,* and we obtain 
an induced isomorphism 
Q:.qV,)+B(V,*). (4.5) 
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LEMMA 4.6. For pug homogeneous of degree m, i” D, = 
(- 1 )“‘AJQ( p)) where I, denotes the symmetrization map (3.7) for the 
abeiian group V, (see (3.7)). 
Proof. Let B = {X,, . . . . X,, Y,, . . . . Y,,} be a basis for V, which is both 
o-symplectic (i.e., w(X,, Yi) = 6,, j, etc.) and orthonormal with respect to 
the real inner product (., .) = Re( ., . ). Setting Zi = X, + iY,, {Z, , . . . . Z,, 1 is 
a (., .)-orthonormal basis for V. Let 3’ = {X;, . . . . X,:, Y;, . . . . Y,:) be the 
dual basis for Vz and let (x, J)) = (x,, . . . . x,, y,, ,,., y,) and (x’, y’) = 
(xi, . . . . x:,, y;, . . . . y;) be coordinates on V, and Vz with respect to A? 
and 93’. 
The isomorphism V, ‘Y Vi given by o is u t, V* := o(u, .). We have 
XF = Yi and Y,* = -Xl. Regarding the coordinate functions x,, y, and 
x.l, J),! as polynomials on V, and Vz one sees that Q(x,) = - ,I’: and 
Q( y,) = x:. Indeed, 
Q(Xj)(X’, y’) = .n(x,)(x\ X,’ + . . . + x;x:, + y; u; + ‘. + JJ;, Y;) 
=Q(x,)(-y,‘x:- ... -y:,x,*+.u; r:+ “’ +&Y?) 
=.xj(-y;xy- . . . - y;x,* + x; r: + ‘. + x:, Y,*) 
= -Yj, 
and the second identity is similar. 
The abelian symmetrization map A,: P( V,*) + %( VR) is multiplicative 
and characterized by 1 V(x,!) = a/ax, and 3. J yl) = d/dy, on the generators. 
Thus, 
(;l,d2)(Xj) = - $ and 
J 
Now let zj = xj + iy, so that (zr , . . . . z,) are coordinates for V with respect 
to {Z,, . . . . Z,}. We have 
(nVoa)(z,j)= -$+i-$ 
I I 
and similarly 
(Avo52)(2,)= -2i-j+. 
I 
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Since 52 and IV are algebra maps (Vn is abelian), we conclude that 
(Ayos2)(p(z, Z))=p 2i-$ -2ii 
( > 
=imp(2$ -2:) 
when p is homogeneous of degree m in (z, 2). 
Since A, is K-equivariant and the action of K on Y preserves o, 
Lemma 4.6 shows that D, is K-invariant for p E 9( V,)? In particular, the 
Dpa’s are K-invariant differential operators on V. 
With notation as in Proposition 4.2, one has 
PROPOSITION 4.7 (Rodrigues’ Formula). 
Dpb(e- ww~) = qu(z, 5) e-u/2)14* 
and hence 
ProoJ: We will identify H,, with its Lie algebra h, via the exponential 
map. The Lie bracket is given by [(z, t), (z’, t’)] = (0, o(z, z’)). The left and 
right derivations given by A E h, are 
and 
(R, is the left invariant vector field given by A.) Let {e,, . . . . e,} be the 
usual basis for C” and X, :== (ej, 0), Y, := (iej, 0), Zj := Xj + iY,, and 
.Zj := Xj - iYj. We compute 
(4.8) 
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The Fourier transforms in the t-direction at 1 are given by replacing “a/at” 
by i in these equations. 
(4.9) 
Note that, for example, L, (&j(z)) = e”( LLj$)(z). 
Let M: P(C”) + P(C’) be given by (My)(z) := e-lzlzi4f(z). One has, 
(4.10) 
We also obtain differential operators from the derived representation of 
71 on Fock space 9. For a smooth vector f~ 9, one has 
(4A)fNW) = $1 _ (4SA)f)(W). 
S-O 
Using ( 1.4) one computes that 
(xn(Zj)f)(w) = -wjf(w) 
(x(Zj)f)(w) = 2 $$. 
I 
(4.11) 
Extending rr to !&(h,), we see that for a homogeneous polynomial 
u(z1 3 . . . . z,) of degree m, 
n(u(Z))l := rc(u(Z1, . . . . Z,))l = (- l)“o(w,, . . . . II,) - (- l)“u(w). (4.12) 
Moreover 
7c(Zj)* = n(Xj)* - i?r( Yj)* 
= -x(X,) + i?r( Yj) 
= ?r( -zj, = -7$zji, (4.13) 
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so that 
qu(z))* = n(zq 4-j)) = (- l)“n(v(Z)), (4.14) 
where V is the polynomial whose coefficients are the complex conjugates of 
those in u. 
Let {uI, . . . . u,} be an orthonormal basis for a K-irreducible subspace 
P, c SQC”). We have 
rjor(z, t) = eir e-(1’4)~z12qa(z) 
=f $ <71(z, t)"j, uj>F 
J=l 
= f j$l Cntz3 j) n("j(z)) 19 n("j(z))l >9 
= f ,f: (n(uj(z))*n(z> j) K("j(z))l' l >.F 
J=l 
by (4.12) 
=f jc, (nn(tij(-z)) 71(z9 j) R("j(Z))19 ' >F 
= f jc, u,(RZ) vj(Lt)(<n(z9 j)lP l >F). 
Here (~(2, t)l, l), =E?c(~‘~)‘~‘*, so 
,ir e-(U4)l~12qbl(z) 
by (4.14) 
Hence, 
(1’4)‘r’2) by (4.10). 
4k) e- (1/4)l~12=M-1 (3 uj(2&)oj( -2;)) (Me-“/4”‘9 
so that, 
q,(z) e - (1/2)l4* - -(5 42-g) Cj( -2;)) (e-(‘~2)l~l*)=~,~~e-(‘i2)1’1*) 
as claimed. 
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Proposition 4.7 can be reformulated using the symplectic Fourier 
transform on V N C” defined by 
= f(x, y) -i(-xV--Yt) dx dy 
s 
for i = < + iq, z =x-t- iy. One has that 
and that e--(1’2)~z12 is fixed by “I”. 
(4.15) 
(4.16) 
COROLLARY 4.17. (p,(z, 2) eC(1/2)iz12)h’D = qJ[, [) e-~-(‘!2)lr12. 
5. THE VALUE SPACE AND POLAR REPRESENTATIONS 
Suppose that (K, HY) is a Gelfand pair with associated fundamental 
invariants y1 , . . . . yd as introduced in Section 3. By construction each yi (and 
indeed each p,) is a homogeneous polynomial on v/R that takes on only 
non-negative real values. Thus the range of yi is R +. Let y := y1 x . x yd 
and 
I-=y(V)c(R+f. (5.1) 
Any polynomial q E 9( V,)K will factor through the projection y : V + I’, 
and we obtain a polynomial 4 on r defined by 
qoy=q. (5.2) 
We may also transplant K-invariant differential operators L on V to obtain 
operators 2 on r by the rule 
y*(Z) = L. (5.3) 
We see that the functions p,(z), qJz), and $a(z) correspond to functions 
d,, qz, and $, on r. This provides a mechanism for reducing the analysis 
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of K-spherical functions to “radial directions.” In particular, the SE’s are 
precisely the bounded simultaneous eigenfunctions for Ly , . . . . LT which 
satisfy G,(O)= 1 (where L; is given by (3.16)). 
Thus, K-spherical functions on H,, can be obtained from solutions to 
eigenvalue problems on ZY The orthogonalization procedure (Proposi- 
tion 4.2) and Rodrigues’ formula (Proposition 4.7) both descend to r In 
principle, these results provide algorithms for identifying solutions. 
THEOREM 5.4. Let v be the measure on r defined by y*(v) = e-1Z12’2 dz di. 
The polynomials 4, on r are obtained by applying the Gram-Schmidt 
algorithm using dv to the d,‘s (ordered as before) and normalizing so that 
q.(o) = 1. 
The Rodrigues’ formula can be recast on r most clear.ly when K acts 
irreducibly on V. Recall that in this case, the first fundamental invariant is 
yl(z) = lz12/2n. Al so note that the operators D,= are K-invariant. 
THEOREM 5.5. Let K act irreducibly on V. The polynomials ijo1 on r are 
given by b,ol(e-“yJ) = g,(y) e-nyl. 
Polar Representations 
There is an alternative and more geometric radial reduction which can 
sometimes be performed. Consider the Hermitian vector space (V, (., .)) 
with Kc U(V). A point ZJ,, E V is called regular if the K-orbit K. oO has 
maximal dimension. The real part (., .) of ( ., . ) is an inner product on the 
underlying real vector space V,. We define 
~~:=(k~uO)~={u~Vl(~,X~u,)=OforallX~k}. (5.6) 
d = s&, meets every K-orbit in V (possibly more than once) [Da]. The 
representation V of K is polar if 
(k.u,d)=O for all u E d. (5.7) 
That is, each K-orbit meets the cross section d orthogonally at each point 
of intersection. 
The representation V of K may or may not be polar. For example, direct 
computations show that the first ten entries in Table 1.8 are polar but that 
the next six are not. For the remainder of this section, we assume that the 
representation V of K is polar. 
Polar representations of compact groups are studied in [Da]. It is 
shown there that 
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LEMMA 5.8. V is a polar representation of K if and only if the translated 
tangent spaces k . vO and k . v1 to the K-orbits through any two regular points 
vO, v, differ by the action of K. 
It follows that the cross section d is unique modulo the action of K 
on V. 
As a K-orbit is compact and orthogonal to d, it meets d in a finite set 
of points. The Weyl group for & is defined as 
W(d) := N(d))lZ(d), (5.9) 
where N(sZ)=(~EKI k.&‘=&‘} (the normalizer of &‘) and Z(d)= 
(k E K ) kJ,, = id} (the centralizer of d). It is shown in [Da] that 
LEMMA 5.10. W := W(d) is a finite group with (K . u) n d = W. u for 
all u E JS?. 
Thus we obtain correspondences 
&/WE V/K and CZ( vy cz cyEqw (5.11) 
(via the inclusion JY# G V and restriction). 
We see that the p,(z)% and the polynomial components q%(z) of the 
spherical functions can be viewed as W-invariant polynomials on .d via 
restriction. 
The radial part D, of a K-invariant differential operator D on V is 
characterized by 
DJfId)=(Df)l, for all ,f~ Cz( V)“. (5.12) 
(See [He].) As an immediate consequence of Theorem 3.16, the functions 
$,(a) = e-1”1z’2q,(a) on d are precisely the bounded W-invariant 
simultaneous eigenfunctions for (L:),,, . . . . (Li),, that satisfy tj,(O) = 1. 
Similarly, the K-spherical functions q,(a) on d are the bounded 
W-invariant simultaneous eigenfunctions for (Ly), , . . . . (LO,),, satisfying 
ko(O) = 1. 
The orthogonalization procedure can be formulated explicitly in this 
setting. For p E 9( V,)K, 
v P(Z) e- 
1 
1+/* dz & = Iw( 
s p(a) e-‘“‘*‘*J,(a) da, (5.13) 
.d 
where JK(a) := Vol(K. a). Propositions 4.2 and 4.7 yield the following two 
theorems. 
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THEOREM 5.14. The polynomials qa E 9(d) w are obtained by applying 
the Gram-Schmidt algorithm to the polynomials pcll d E Y’(d) w using the 
measure 
1 
&(a) = k e - ‘012’2JK( a) da 
and normalizing so that qrr(0) = 1. The pm’s are ordered as in Proposition 4.2. 
THEOREM 5.15. (D,E),(e-1”12’2)= q,(a)e-1°12/2, 
Remarks. 1. In practice, the operators LT on the value space f can be 
computed directly, using the chain rule for y : V-+ ZY In the first ten cases 
in Table 1.8, where V is a polar representation of K, yI &is a local 
diffeomorphism, so the operators (L,?), are pull-backs of the Lj ‘s via y. 
2. As the spherical functions are normalized by their values at 0, one 
can ignore any constant factor in J,(a) = Vol( K. a). Again, if y : d -+ r is 
a local diffeomorphism, the measure dp can be pushed down to r. 
In the next section, we provide explicit computations for the groups 
K= T(n) and K= U(n) on H, to illustrate these results. Further examples 
from Table 1.8 will appear elsewhere. 
6. THE GELFAND PAIRS (T(n), H,) AND (U(n), H,) 
We begin with the pair (T(n), H,), where T(n) is the n-torus, 
{ eie = (eiol, . . . . eien) : 8 = (8, , . . . . 0,) E R”}. 
It is an easy consequence of (1.7) that (T(n), H,) is a Gelfand pair. One 
also has a straightforward proof, found in [HR, FS], of this fact: Given 
any T(n)-invariant function f on H,, and any representation a, of H,,, we 
see that nn(f) commutes with the action of T(n) on Fock space sA. Since 
the eigenvalues for the action of T(n) are distinct on each monomial in flL, 
nA(f) must be diagonalized by the monomials. Thus nn(f) and 7r1( g) 
commute for all f, g E LkJH,), and all 0 fl~R. By the Plancherel 
theorem, one concludes that f * h = g * jI 
Let woL = w;’ . . . wz for a = (al, .,., CI,) E Z; . Then 9 decomposes into the 
T(n)-invariant subspaces Cw”. The corresponding invariant polynomials 
are p. = (z(~~/~%x!. The spherical functions may be found by direct 
computation as in [HR], or by using Theorem (4.2). One has 
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PROPOSITION 6.1. The bounded spherical functions ,for the Gelfand pair 
(T(n), H,) associated to 7~ are 
n 
where 
&(z, t) = d’ e-(‘!4)‘z’2 n L,,( 4 lz,12), 
,=I 
is the k th Laguerre polynomial (of order 0). 
We now turn to the pair (U(n), H,). The irreducible subspaces in 9 are 
the full subspaces SQC”), with orthonormal basis { w’/m: ICI( = m}. 
PROPOSITION 6.2. The invariant polynomials ,for the pair (U(n), H,) are 
spanned by 
i 
PIi? = 
(n- l)! 
2”(m+n- l)! 
Iw12*: mEZ+ 
1 
The corresponding bounded spherical functions associated to n are 
$,(z, t)=eirLjnn-I)(tlz12)e~1114)l=/‘, 
where Lz- I’ is the generalized Laguerre polynomial of order n - 1 
(normalized to be 1 at 0), namely 
Lg-‘)(x)=(n- l)! f m 
0 
(-xl’ 
I=0 j (j+n-I)!’ 
Proof: First note that 
P,(Z) = 
m! (n-l)! 1 Iz”ZX 
(m+n- l)! ,a,=m2ma! 
(n - 1 )! 
c 
m! 
=2m(m+n-l)!~,+,,.+~~_m~,!....~! 
/qp . . .1zp 
(n-l)! ,Z,2m 
=2”(m+n-l)! ’ 
Now we need to obtain an orthonormal sequence from the pm’s with 
respect to the measure dZ = e ~ (1’2)‘zV dz d5. If f is a function of Jz] 2, then 
f(z) e- (l/2)14* dz &= c ,  f(,.2) e -(I/2)r2r2n 1 dr ,  (6.3) 
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where c, is the volume of the sphere S2”-‘. Substituting s= r2/2, (6.3) 
becomes 
s f(2s) e-“s”- l ds. 
Let II . )I denote the L2-norm on C” with respect to the measure dz”, and let 
I 11. (1 1 denote the L2-norm on [0, co) with respect to the measure 
dt:=e-ss”-l ds. For feL2([0, co), &) define 7 on C” by f(z)=f(IrI’/2). 
Then, by the above calculation, 113112 = c,2’-’ ) llfll 12. 
For mEZ+ set e,(s) = srn for s E [O, co). Then Z, = m! pm. The 
generalized Laguerre polynomials, {Lg-“}, are obtained by applying the 
Gram-Schmidt process to {e,} with respect to dS (cf., e.g., [Sz]). Thus 
{I?:-“} gives the desired polynomials, as claimed. 
Consider now the bounded K-spherical functions associated to the one- 
dimensional representations. For K= U(n) the distinct K-orbits are 
parametrized by real r 2 0. For r = 0, one has the trivial character and the 
K-spherical function &(z, t) = 1. For each t > 0, the sphere S, of radius r 
in C” is a K-orbit and we obtain from (2.13) the K-spherical function 
qr =/is,. The Fourier transform of the unit mass on the (2n - l)-sphere 
is given in terms of the Bessel function Jmel. (See, e.g., [Ey].) After 
normalization one has 
2”-‘(n - l)! 
dZ, t)= (t Iz,)n-, Jn-,(z lzlh (6.4) 
for each r > 0. 
Alternatively, by (3.19), 2nL7=4A where A is the usual Euclidean 
Laplace operator. Eigenfunctions of the form erio.’ with JwI = 1 give eigen- 
values --t2. Averaging these functions over K-orbits (zl = const, we obtain 
(6.4). 
For K= T(n) = n;= 1 U(l), the K-orbits in C” are parametrized by real, 
non-negative n-tuples, r = (rl, . . . . t,,). By (2.14) and the above result, the 
associated K-spherical functions on H,, are given by v,(z, f)= 
I’I”i= 1 Jo(z~ lZil)* 
Lemma 3.15 shows that the U(n)-invariant differential operators on H, 
are generated by L1 =x(7,) and a/at. Here we consider the more usual 
2nL, = + i (Zj.Tj+ ZjZj). (6.5) 
j=l 
We let L :=&zLj where Lf is as in (3.16). 
LEMMA 6.6. 
Proof. We 
SPHERICAL FUNCTIONS ON HEISENBERG GROUPS 
L=44 - !2(2/4. 
have 
439 
AS ~Jz, t) = e”+,(z), when applied to 4,, 
Note that ~i(~/&,)f(~z~2)=z,(~/~zj)f(~z~2). 
PROPOSITION 6.7. The functions t,b,,,(z) = Lz- “(jz1’/2) c’~‘~)“~ are 
“radial” eigenfunctions of the operator L = 44 - Iz/ 2/4, with eigenvalues 
- (2m + n). 
Proof. This is a direct consequence of Lemma 3.15 together with an 
application of Proposition 3.20. Choose v, = zT in Y’,. Then 
n 
( 
; i (Z,Z,+ZZ i 
/=l 
j))v.,=; i ( -2zj;-23y 
,=I J I 
= -(2m + n)z’;‘. 
As the action of U(n) on C” is polar, we can apply the techniques of 
Section 5. For u,, = e, = (1, 0, . . . . 0), 
kv, = iRe, @C” ‘, and .d = (kuo)i = Re,. (6.8) 
The value space r is R +, with y : C” -+ R + given by 
y(z) = /z12/2. (6.9) 
(Actually, p,(z) = \zI 2/2n, but the analysis is simplified by taking y = np, .) 
Note that y : .c4 -+ r is just 
y(ae,) = a2/2. (6.10) 
The proof of Proposition 6.2 used reduction to the value space via y. The 
measure p on R + appearing in Theorem 5.4 is p = dS = s-~s~- ’ ds in this 
case and the resulting orthogonal polynomials are ~,Js) = LE ~ l)(s). 
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An alternative proof for Proposition 6.2 uses Proposition 4.7 and 
Theorem 5.5. One needs to verify that 
Using y to reduce to the value space requires making the change of 
variables s = 1~1*/2 in (6.11). An exercise with the chain rule yields 
(n- 1Y 
DPm(e-“) = ( m  + n _ 1) 
( -1 ) ”  (~~+n~)m~-~=L’“-“(s)r-‘. (6.12) 
One can show by a painful induction on m that (6.12) is equivalent to 
(n-l)! 
(m+n-l)!S 
l-n,s d m(~~+“-le-~)=L(“~ll(S) 
0 ds 
m (6.13) 
which is the classical Rodrigues’ formula. 
A direct calculation shows: 
LEMMA 6.14. 
e,2yd2+2,d-Y 
dy2 4 2 
on r 
and 
on s4. 
As ~?(q,(y) e-?“) = - (2m + n) ~,JY) e-y’2, we can derive the equation 
( 21-$+(2n-2y)z-n 1 q,(y)= -(2m+n)ij,(y). 
That is, 
( y42 d2+(n-y)-jj+m G,(y)=0 > (6.15) 
which is the standard differential equation for the generalized Laguerre 
polynomial of order n - 1 and degree m. 
As d=Re,, N(d)={+l}xU(n-1) and Z(&)={l}xU(n-1). 
Thus W= ( + 1 }, and hence the polynomials qm 1 d are euen eigenfunctions 
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of L,. If we take the map a++a2 from d to f, (6.15) becomes the 
equation for Hermite polynomials of even order. 
Finally, an application of Proposition 2.4 yields some rather nice results 
on Laguerre polynomials. Part (b) of Theorem 6.16 can be found in 
[St, SC]. 
THEOREM 6.16. Let LE’ be the generalized Laguerre polynomial of 
degree m and order k. 
(a) Cl,, zm lYI;= I L,(u,) = tm+Z ‘1 LE ‘Vu) 
(b) u”~‘Ly$4) = ~t;“~‘~~.~;;‘L,,(u,)L1*(#2-u,)“.L,”(u-u,~~,) 
du, . ..du.,- ,, where L, := Lf’) and m = Ial. 
Proof. We apply Proposition 2.4 with K’ = T(n) and K= U(n). Then 
YM=&=,P,, where P,=Cwa. We have q,(z)=L g-“(lzj*/2) and 
q&l = n:=, L,(lq12/2). BY CW, 
so 
and (a) follows. 
By (2.5), for any CI with Ia1 =m, 
Thus, for f~ LUc,)(C”), 
s f(l4’) +,(z) dz dz 
L,(i lzj12) e--(1/4)lzl2 & & 
i= I 
=blf.( i 2~;) fi L,,(s,)e~(1/2)xsr,d~, . ..d.y., 
,=I i= I 
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=b jam joUfl-’ ... ji:f72u,) L&4,) 
= s f( 1~1’) $m(z) dz d2 
=C f(r’) L;- 1)(9*) e-U/4)l.12r*~- 1 dr 
=djom f(2u) LEpl’(u) e-(1’2)uun-1 du. 
Comparing normalizations, one concludes that for (LX = m, 
as claimed. 
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