Suppose that two large, high-dimensional data sets are each noisy measurements of the same underlying random process, and principle components analysis is performed separately on the data sets to reduce their dimensionality. In some circumstances it may happen that the two lower-dimensional data sets have an inordinately large Procrustean fitting-error between them. The purpose of this manuscript is to quantify this "incommensurability phenomenon." In particular, under specified conditions, the square Procrustean fitting-error of the two normalized lower-dimensional data sets is (asymptotically) a convex combination (via a correlation parameter) of the Hausdorff distance between the projection subspaces and the maximum possible value of the square Procrustean fitting-error for normalized data. We show how this gives rise to the incommensurability phenomenon, and we employ illustrative simulations to explore how the incommensurability phenomenon may have an appreciable impact.
this model can lead to undesirable incommensurability with significant deleterious effects on fusion and inference. In this manuscript, we quantify an appearance of this phenomenon.
In Section 2 we begin with an idealized Tale of Two Scientists and its accompanying Theorem 1,  in order to pave the way for our main result, Theorem 2-stated and proved in Section 3-wherein, under more general conditions, an asymptotic relationship is given between the Procrustean fittingerror of the two lower dimensional data sets and a distance between the projections.
Then, in Section 4, we perform simulation experiments to illustrate and support our main result Theorem 2, and we use these simulations to explore the implications of Theorem 2; in particular, when there is an insufficient spectral gap in the covariance structure at the projection-dimension cutoff, then large projection distance may result between the projections for the two data sets, and inordinately large Procrustean fitting-error then follows. This "incommensurability phenomenon" was named in Priebe et al. [4] .
A cautionary Tale of Two Scientists
For this section only, we explore an idealized scenario for the purpose of illustration; the general setting will be treated in Section 3. For this entire manuscript, a general background reference for matrix analysis tools that we employ (eg Procrustes fitting, singular value decomposition, spectral and norm identities and inequalities such as Weyl's Theorem for Hermitian matrices and Interlacing inequalities for Hermitian matrices) is the classical text [3] , background on the Grassmannian (eg principal angles, Hausdorff distance) useful for our particular work is easily accessible in [5] , and background on principal components analysis (henceforth "PCA") can be found in [1] . A classical and broad textbook on the Grassmannian is [2] .
Suppose that two scientists each take daily measurements of m features of a random process, where m is a large, positive integer. For each day i = 1, 2, 3, . . ., the first scientist records her daily measurements as X (i) ∈ R m , where
j is her measurement of the jth feature, and the second scientist records his daily measurements as
j is his measurement of the jth feature, for j = 1, 2, . . . , m. Although the two scientists want to record the same process, suppose that their measurements are made with some error, which we model in the following manner.
There are three collections of random variables {Z j with respective probabilities γ and 1 − γ. A second scenario is that, instead, for each day i = 1, 2, 3, . . . and feature j = 1, 2, . . . , m,
j . The main result of Section 2 is Theorem 1, which will hold in either of these two scenarios. At one extreme, if γ = 1, then the two scientists' measurements are perfectly accurate and
At the other extreme, if γ = 0, then the two scientists' measurements are independent of each other.
For each positive integer n, denote by
ing of the first scientist's measurements over the first n days, and denote by Y (n) the matrix
∈ R m×n consisting of the second scientist's measurements over the first n days.
Because the measurement vectors are in high-dimensional space R m , suppose the scientists project their respective measurement vectors to the lower-dimensional space R k for some smaller, positive integer k. This is done in the following manner. Let H n = I n − 1 n J n denote the centering matrix (I n and J n are, respectively, the n × n identity matrix and the matrix of all ones). Suppose that the first scientist chooses a sequence
. . of random (or deterministic) elements of the Grassmannian G k,m (the space of all k-dimensional subspaces of R m ), and suppose that the second scientist chooses a sequence B (1) , B (2) , B (3) , . . . of random (or deterministic) elements of the Grassmannian G k,m . No assumptions are made on the distributions of these elements of the Grassmannian or on their dependence/independence, but one example of interest is where, for n = 1, 2, 3, . . ., A (n) , B (n) ∈ G k,m denote the respective k-dimensional subspaces to which principal components analysis (PCA) projects X (n) H n and Y (n) H n , respectively. Let P A (n) denote the projection operator from R m onto A (n) . On each day n, the first scientist reports the scaled matrix
(n) H n ∈ R k×n to the Governing Board of Scientists, and the second scientist reports the scaled matrix
Board of Scientists. (Nota Bene: The specific choice of √ k in the scaling X (n)
is an innocuous notational convenience.)
Now, the Governing Board of Scientists wants to perform its own check that the two scientists are indeed taking measurements reflecting the same process. So the Governing Board of Scientists computes the Procrustean fitting-error (
F . It will later be seen (from (5) ) that the square Procrustean fitting-error satisfies 0
the Governing Board of Scientists reasons that this square Procrustean fitting-error should be small (negligible compared to 2k) if indeed γ is close to 1. Is this reasoning valid?
In the following, d(·, ·) denotes the Hausdorff distance on the Grassmannian G k,m ; in particular,
are the principal angles between A and B. Note that the square Hausdorff distance satisfies 0 ≤ d 2 (A, B) ≤ 2k.
The proof of Theorem 1 is given later, in Section 3.2, as a special case of the more general Theorem 2.
). In particular, if γ is close to 0, which implies that the two scientists' measurements are independent of each other, then indeed
) is close to its maximum possible value 2k, but if γ is close to 1, meaning that the scientists' measurements are close to being the same as each other, we then have 
close to 0.
The asymptotic relationship between Procrustean fittingerror and the projection distance
The main result of this section is the statement and proof of Theorem 2. We begin with a description of a general setting and a list of basic facts that will be used in the proof of Theorem 2.
Preliminaries and the general setting
From this point and on, we will consider a much more general setting than the idealistic setting of Section 2. Suppose now that
vectors (for convenience, let us denote X ≡ X (1) , Y ≡ Y (1) ) such that the stacked random vectors
. . ∈ R 2m are independent, identically distributed, with covariance matrix
(We no longer require, in the manner of Section 2, that X and Y have independent, nor identically distributed components, nor that they arise as a mixture of other random variables in any particular way.) Assume that Cov(X) and Cov(Y) are both nonzero matrices.
Then define, for each positive integer n, random matrices
subspaces to which principal components analysis (PCA) projects X (n) H n and Y (n) H n . In the special case where Cov(X) and Cov(Y) are scalar multiples of I m , then we will explicitly allow
to be any sequences of elements in G k,m whatsoever, deterministic or random. It is useful to consider the projections P A (n) and P B (n) as m×m symmetric, idempotent matrices (i.e., keep the ambient coordinate system R m for the projection's range) and, for each n = 1, 2, . . .,
(There is no difference for our results and for the Procrustean fitting-error if, as in Section 2, we instead treated P A (n) and P B (n) as functions R m → R k with the coordinate systems of A (n) and
For any matrix C ∈ R m×m with only real-valued eigenvalues (eg, symmetric matrices), let
and positive semidefinite (e.g., a covariance matrix) then
and recall that, for any C ∈ R m×n , D ∈ R n×m , the nonzero eigenvalues of CD are the same as the nonzero eigenvalues of DC. For any A, B ∈ G k,m (with projection matrices P A , P B ) and all i = 1, 2, . . . , m, we thus have σ
. In fact, P A P B has at most k positive eigenvalues and at most k positive singular values (the rest of the eigenvalues and the rest of the singular values are all zero) and, for all
where
are the principal angles between A and B.
We also define, for each n = 1, 2, . . ., the quantity
Later, in Proposition 6, we will prove it always holds that 0 ≤ ð
is not defined). For this reason, we like to view ð 2 (A (n) , B (n) ) as a weighted form of the square Hausdorff distance.
For each n = 1, 2, . . . , the Procrustean fitting-error is defined to be
In fact, it holds that
The result
Within the setting of Section 3.1, we now state and prove the main result of Section 3:
Theorem 2. In the setting of Section 3.1, it holds almost surely that
as n → ∞, where ρ is defined as
.
In Proposition 7 we prove that 0 ≤ ρ ≤ 1. To prove Theorem 2 we first establish Lemmas 3 and 4:
Lemma 3. Almost surely, trace
Proof of Lemma 3: For each n = 1, 2, 3, . . ., let us consider a singular value decomposition
where U (n) ∈ R m×m is orthogonal, Λ (n) ∈ R m×n is a "diagonal" matrix, with nonnegative diagonals non-increasing along its main diagonal, and V (n) ∈ R n×n is orthogonal. By the definition of PCA,
where E ∈ R m×m is the diagonal matrix with its first k diagonals 1 and its remaining diagonals 0.
Thus, the matrix
and the matrix
share their k largest eigenvalues, and the remaining m − k eigenvalues of the latter matrix are 0.
By the Strong Law of Large Numbers, almost surely
as n → ∞. Lastly, if Cov(X) = α · I m for some α > 0 then recall that we explicitly allow {A (n) } ∞ n=1 to be any elements of G k,m ; in this case note that by the boundedness of {P A (n) } ∞ n=1 and the Strong Law of Large Numbers that, as n → ∞,
as desired.
Proof of Lemma 4:
For each n = 1, 2, . . ., expand the expression
X,Y → 0 as n → ∞. Thus, by the subadditivity and submultiplicativity of the norm, and by the boundedness of {P A (n) } ∞ n=1 and {P B (n) } ∞ n=1 , we have almost surely that
as n → ∞. Now, by Lemma 3 and the definition of φ (n) , almost surely φ (n) → δ as n → ∞, hence by (6) and the boundedness of
, we have almost surely that
as n → ∞. Thus, by Weyl's Theorem for Hermitian matrices, for each i = 1, 2, . . . , m we have almost surely that
as n → ∞, from which Lemma 4 follows, after noting that P B (n) is symmetric.
We are now able to prove the main result of this section, Theorem 2.
Proof of Theorem 2: Let δ be as defined in Lemma 4. Note that for any nonnegative, bounded
as n → ∞. Thus, by Lemma 4, and noting that the rank of
have almost surely that, as n → ∞,
But the expression in (8) can be simplified, by (5) and (3), as
1 Indeed, because a (n) and b (n) are bounded, and since |a
(Without the boundedness assumption this implication may not hold.) Conversely, if
which establishes Theorem 2.
There is a special case of Theorem 2 that deserves attention:
Theorem 5. In the setting of Section 3.1, if Cov(X) = Cov(Y) and Cov(X, Y) = βI m for a real number β, then it holds almost surely that
Theorem 5 is an immediate consequence of Theorem 2, since we previously pointed out that when
Cov(X, Y) is a scalar multiple of the identity then
Finally, Theorem 1 from Section 2 is an immediate consequence of Theorem 5, after noting that the setting of Section 2 is a special case of the setting of Section 3.1, with (recall the definitions of α and γ from Section 2)
So |β| and α of Theorem 5 are, respectively, γ 2 ·α and α, thus in Theorem 5 we have
This proves Theorem 1.
Bounds for ð
2 and ρ
Proof of Proposition 6:
The upper bound is trivial. To prove the lower bound, first we reexpress (3) as
and we show that each summand in the summation of (9) will be nonnegative. Indeed, for any S ∈ R m×m and i = 1, 2, . . . , n, we have that σ i (S · P A (n) ) ≤ σ i (S) and σ i (P A (n) S) ≤ σ i (S); this is seen as follows. Say P A (n) = QEQ T is such that Q ∈ R m×m is orthogonal and E is diagonal with 1's and 0's on its diagonal. Then σ
, the inequality holding by the Interlacing Theorem for Hermitian matrices. By a similar argument σ i (P A (n) S) ≤ σ i (S), and applying these in succession yields that
Proposition 7. For ρ, as defined in Theorem 2, it holds that 0 ≤ ρ ≤ 1.
Proof of Proposition 7: Let Cov(X, Y) = U ΛV
T be a singular value decomposition; i.e.
U, V ∈ R m×m are orthogonal and Λ ∈ R m×m is diagonal, with nonincreasing nonnegative diagonal
where 0 m ∈ R m×m is the matrix of zeros. A covariance matrix is positive semidefinite, thus M is positive semidefinite, as well as all of its principal submatrices. For each j = 1, 2, . . . , k, the two-by-two submatrix consisting of the jth and j + mth rows and columns of M has nonnegative diagonals and a nonnegative determinant, thus
Now, summing (10) over j = 1, 2, . . . , k and applying the Cauchy-Schwartz inequality to the resulting right-hand side, we obtain
For any Hermitian matrix, the vector of its diagonals always majorizes the vector of its eigenvalues,
and Proposition 7 follows from (11), (12), and (12) applied to Cov(Y) and V .
An isometry-corrective property of ð 2
Suppose that W ∈ R m×m is an orthogonal matrix such that
where β ∈ R is nonzero; this might arise in situations similar to the cautionary Tale of Two Scientists in Section 2-wherein two scientists are taking measurements of the same random processexcept that the second scientist permutes the order of the features (i.e., W is a permutation matrix). Define W B (n) := {W x : x ∈ B (n) }. In this situation, the quantity d 2 (A (n) , W B (n) ) may be more interesting than the quantity d 2 (A (n) , B (n) ), since A (n) might be viewed as being more comparable to W B (n) then to B (n) . Indeed, if the eigenvalues of Cov(X) are distinct and n is large and W is not
Proposition 8. In the case of the previous paragraph, we have ð
Proposition 8 will be illustrated in Section 4.3.
Proof of Proposition 8:
Here we have
thus for all i = 1, 2, . . . , m
and
Because P W B (n) = W P B (n) W T , and by (2), (3), (13), and (14) it follows that
Simulations
In this section we use simulations to illustrate and support the theorems which we stated and proved in the previous sections, and we then use these simulations to illustrate how the "incommensurability phenomenon" can arise as a consequence. What is meant by this phenomenon is the occurrence of an inordinately large Procrustean fitting-error between projected data that was originally highly-correlated. (This phenomenon was named in Priebe et al [4] .) for assorted values of β. Note that ρ as defined in Theorem 2 is β here, note that α and β as defined in Theorem 5 are, respectively, 1 and β here, and note that here
A first illustration
because Cov(X, Y) is a scalar multiple of the identity. Also, this example may be seen as an illustration of Theorem 1-in the Tale of Two Scientists-with γ 2 there being β here.
The dimension of the space containing X and Y is m = 6, and we will project to spaces of dimension k = 2.
For each of β = 0, .1, .2, .3, .4, .5, .6, .7, .8, .9, .99, and for each of n = 1000 and n = 10, 000 we obtained 1000 realizations of X (n) and Y (n) and used PCA to obtain A (n) and B (n) . In Figure 1 , Figure 1 -lines with y-intercept (1−β)·2k and slope β, for each of the above-specified values of β; basically, Theorem 1, Theorem 2, and Theorem 5 state that the scatter plots will adhere to these respective lines in the limit as n goes to ∞. Indeed, notice in Figure 1 that the scatter plots adhere very closely to their respective lines, and such adherence substantially improves as n = 1000 is raised to n = 10000, which supports/illustrates the claims of Theorem 1, Theorem 2, and Theorem 5.
The above was done using PCA to generate A (n) and B (n) . What if we instead took A (n) and B (n) to (each) be the span of the first two standard-basis vectors in R 6 ? We will call this the "trivial" choice of A (n) and B (n) . Of course, the value of and B (n) ; the sample mean and sample standard deviation of 2 (X (n) , Y (n) ) for the 1000 Monte
Carlo replicates when n = 10000 were as follows: 
.8 (cyan), .9 (magenta), .99 (blue), for each of n = 1000 (left) and n = 10000 (right), there were 1000 Monte Carlo replicates using k = 2. Note that the axis-values are to be multiplied by 2k, which is 4 here, since the ranges of
Indeed, besides the notable exception when β = 0 (where there is no correlation anyway between X and Y), the values of 2 (X (n) , Y (n) ) were substantially larger when PCA was used to generate A (n) and B (n) than for the trivial choice of A (n) and B (n) . This is the incommensurability phenomenon, a situation where use of PCA has the consequence of inordinately large Procrustean fitting-error.
Let us call the values
It is noteworthy that in the above experiments the sample standard deviation of the residuals when PCA was used to generate A (n) and B (n) is very close to the sample standard deviation of 2 (X (n) , Y (n) ) for the trivial choice of A (n) and B (n) . Specifically, we computed:
st.dev. of residuals with PCA st.dev. of 2 (X (n) , Y (n) ) with trivial A (n) and B So, it seems empirically here that the variation in
when PCA generates A (n) and B (n) is approximately the same as the variation in
for the trivial choice of A (n) and B (n) (in which d 2 (A (n) , B (n) ) = 0 identically) and, as such,
) explains all of the rest of the variation here in 2 (X (n) , Y (n) ) when PCA is used.
A second illustration
Our next illustration of Theorem 2 and Theorem 5 is with X and Y multivariate normal (with mean vector of all zeros) such that Cov(X) =Cov(Y) = the diagonal matrix in R 20×20 with .7 on all diagonals except for the first diagonal, which has the value 1, and such that Cov(X, Y) = .6 * I 20 .
So we are using m = 20 here. As above, ≈ .8219.
Using PCA to generate A (n) and B (n) , we obtained 10000 realizations of X (n) and Y (n) when n = 10000, for each projection dimension k = 1, k = 2, and k = 10; the values of
are plotted against the respective values of d 2 (A (n) , B (n) ) in the left figure of Figure 2 , with k = 1 in blue, k = 2 in red, and k = 3 in green. As before, lines are drawn on the figure to indicate the limiting relationship between
) that is predicted by Theorem 2
and Theorem 5; indeed, the scatter plots adhere very closely to these respective lines. In the right hand side of Figure 2 is 2000 Monte Carlo simulations when k = 2 for each of n = 10 1 (yellow), n = 10 2 (blue), n = 10 3 (magenta) and n = 10 4 (black). As n is getting larger, these are seen to get increasingly closer to the corresponding limiting relationship between 2 (X (n) , Y (n) ) and
). All of this supports the claims of Theorem 2 and Theorem 5.
In the experiments for the left figure in Figure 2 , the sample mean and sample standard deviation of
were as follows:
sample mean of
sample standard deviation of
(We normalize 2 (X (n) , Y (n) ) with division by 2k since the range of
As k increases, the correlation ρ increases, so it would seem at first thought that the normalized Procrustean fitting-error
should decrease. Indeed, the leftmost green points in (the left figure of) Figure 2 are below the leftmost red points, which are below the leftmost blue points.
However, overall, the normalized Procrustean fitting-error is seen in the table above to be much higher in the case of k = 2 than the case of k = 1. This is explained by noting a substantial gap between the first eigenvalue of CovX and the second eigenvalue of CovX (1 vs .7) whereas there is no gap between the second eigenvalue of of CovX and the third eigenvalue of CovX (both are .7).
Thus when k = 1 the PCA projection has little variance whereas when k = 2 the PCA projection has much variance, often causing much larger Hausdorff distance between A (n) and B (n) , which results in larger Procrustean fitting-error by Theorem 2. As such, the case of k = 2 is an example of the incommensurability phenomenon of inordinately large Procrustean fitting-error. But then observe that when k = 10 we find that the normalized Procrustean fitting-error is competitive with the k = 1 case; even though the tenth and eleventh eigenvalues of CovX are the same, nonetheless the correlation ρ has increased, and the variance of the PCA projection has decreased enough to improve the normalized Procrustean fitting-error to be competitive with the case of k = 1. 
Not only may the incommensurability phenomenon occur when there is no spectral gap in the covariance structure at the projection dimension, but the incommensurability phenomenon may occur when this spectral gap is positive but small. Indeed, repeating the experiments performed for the left figure in Figure 2 , and just changing the second diagonal of Cov(X) =CovY from .7
to λ for each of λ = .71, .72, .73, .74, .75 but otherwise the experiments are the same, we got a very similar-looking scatter plot as the left figure in Figure 2 , and the sample mean and sample standard deviation of
when λ = .71 .4017 .4342 .2807
when λ = .72 .4018 .4329 .2809
when λ = .73 .4018 .4207 .2810
when λ = .74 .4018 .3997 .2815
when λ = .75 .4019 .3754 .2815
sample stdev of
when λ = .71 .0068 .0960 .0244
when λ = .72 .0070 .0953 .0243
when λ = .73 .0069 .0922 .0245 In the case of k = 2, the spectral gap in the covariance structure at the projection dimension is λ−.7, and note that as this gap grows to .75−.7 = .05 there is a lessening of the incommensurability phenomenon, but the phenomenon is still very much present. Indeed (from the table above), when λ = .75, the sample mean of
when k = 2 (see table above) is below the sample mean when k = 1, but it is only lower by less than a half of the sample standard deviation of 2 (X (n) ,Y (n) ) 2k when k = 2 and, in fact, notice that the sample standard deviation of
when k = 2 is more than 9 times the sample standard deviation when k = 1. Thus there is a significant probability of an inordinately high Procrustean fitting error in the case of k = 2 with λ = .75. 
Of course, this is exactly the illustration in the beginning of Section 4.2, with the only exception that the coordinates of Y have been permuted into reverse order. Performing the very same experiments from the beginning of Section 4.2, the scatter plots of
will not look like the scatter plots in Figure 2 . However, since the permutation transformation is an isometry, we then have by Proposition 8 in Section 3.4, that the scatter plots of
vs ð 2 (A (n) , B (n) ) will indeed look like the scatter plots in Figure 2 . The use of ð 2 automatically accounts for isometrical transformations of X and/or Y from a common frame, in the manner of this example.
It should also be mentioned that, for the illustration of this section (with the covariance matrix above), if A (n) and B (n) were not generated with PCA, but instead A (n) and B (n) were selected to be (the same as each other by setting them to be) the span of any number of standard-basis vectors in R 40 then the Procrustes fitting-error would be disasterously large. The fact that such a naive choice of A (n) and B (n) was successful in the illustration in Section 4.1 was just a byproduct of the good fortune that X and Y did not have permuted coordinates or any other isometrical transformation applied to them.
