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1 
In this paper we establish some results relating to solutions of the 
Yukawa equation 
where p is a positive constant. A C2-solution of (1) in a domain is called 
panharmonic. Equation (1) arose out of an attempt by the Japanese 
physicist Hideki Yukawa to describe the nuclear potential of a point charge 
as ~“‘/r. The resulting charge distribution then satisfies the 3-dimensional 
version of Eq. (1). A comprehensive Yukawan potential theory has sub- 
sequently been developed by Duflin [S], to which we refer the reader. 
In the next section, exploiting the Fourier representation, we obtain 
theorems about the Fourier coefficients of positive panharmonic functions. 
In the third section we consider the class of pseudo-analytic functions 
f = u + iv, where U, u are panharmonic and satisfy the CauchyyRiemann 
equations for (1). A special subclass of such functions have Fourier coef- 
ficients which are shown to satisfy a Bieberbachhde Branges type inequality 
in the unit disk. A similar inequality is established for another subclass 
defined on the entire complex plane. 
Throughout the sequel, a function u(x, y) is said to be panharmonic in a 
closed domain if it is panharmonic in the interior of the domain and 
continuous on the boundary. 
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2 
In lR2, a classical result of potential theory states that a positive 
harmonic function u in the whole plane degenerates to a constant. That this 
is not the case for solutions to the Yukawa equation is afforded by the 
example u(x, y) = cash px. 
However, what can be shown is that all the “Fourier coefficients” of a 
positive panharmonic function in the plane are bounded, as opposed to the 
harmonic case where all the Fourier coefticients vanish except for cO. 
We first state the theorem which gives the “Fourier expansion” of a 
panharmonic function. For the proof see [S, p. 1141. 
THEOREM 1. If u(r, Q) is panharmonic in the disk x2 + y2 < a2, then for 
O<r<a 
where 
1 
s 
2n 
cn = 27tIlnl(w) 
~(a, Q) epinH dQ. 
0 
Here Z, is the modified Bessel function of the first kind given by 
1,(x)=$ ; .o L n l+ (-m2 (42 j4 l.(n+l)+1.2.(n+l)(n+2)+ “’ 1 
We note that for each n, Z,,,(pr) e jnO is a solution and that in particular 
Io(pr) is another positive solution. 
THEOREM 2. Let u be a positive panharmonic function in the plane with 
Fourier expansion 
u(r, Q) = f c,,I,,,(pr)ernH. 
~ x 
Thenfor alln#O, lc,,I<co. 
Proof For any positive number a, 
1 
I 
277 
cfl = 27$&a) 
u(a, Q) epi”’ dQ. 
0 
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Since u is positive 
From [6, p. 2031, it follows that for all non-negative integers n and for 
large x, Z,(x) has the asymptotic expansion 
By taking the limit of (2) as a + co, we conclude that Ic,I <co. 
Another classical result of potential theory states that u(x, y) = y is the 
only function which is harmonic and positive on y > 0 and zero on the real 
axis. Two readily apparent panharmonic functions with similar properties 
are u(x, y) = sinh py and U(Y, 0) = I,@) sin 8. 
In general if u is positive and panharmonic on y > 0, continuous on 
y 2 0, and zero on the real axis, then the proof of the reflection principle 
for harmonic functions [ 1, p. 1721 may be modified, using the Fourier 
expansion, to show that u has a panharmonic extension to the whole plane 
which satisfies u(x, u) = -u(x, -y), y > 0. In this case the Fourier expan- 
sion of u reduces to the “Fourier sine” expansion, 
u(r, 0) = C b,Z,(pr) sin nB, 
n=l 
where 
2 J 
b,=---- 
s nln(Pa) 0 
~(a, 0) sin n0 de, 
and we have the following theorem. 
THEOREM 3. Let u be punharmonic and positive in the upper half plane 
and zero on the real axis with the expunsion 
u(r, 0) = f b,Z,(pr) sin n0. 
n=l 
Then for all n > 1, lb,/ < nb,. 
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Proof: For any positive number a 
2 7[ 
b,=p 
i nZn(w) 0 
~(a, 0) sin n0 de. 
Since /sin ntll <n sin 9, 0 < 8 6 7t, and since u is positive in the upper half 
plane, 
lb,\ 6 2 
~ZtAP) 
sz ~(a, O)n sin 0 d6 
0 
1, (Pa) =-nb,. 
In(P) 
The result now follows, as in the preceding theorem, by taking the limit 
as u-+oO. 
3 
In this section we consider a class of pseudo-analytic functions whose 
real and imaginary parts are panharmonic. 
Following DufIin [S], let f(z) = u(x, y) + iu(x, y) be a complex-valued 
function with U, v E C2, and suppose u and v satisfy the equations 
au au 
z=dy+PU 
au av 
-= -z-pv' aY 
These are the analogous Cauchy-Riemann equations for (1 ), and we call f 
p-regular. It follows that f is pseudo-analytic (cf., e.g., Colton [3]), and u 
and v are both panharmonic. 
For f E C2, p-regularity can also be expressed by the condition 
(3) 
where L = a/ax + i a/@. 
It is then possible to generate p-regular functions in the following way 
CSI: 
THEOREM 4. Zf u is punharmonic, then 
f=pu+(Lu) 
is p-regular. 
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As the Dirichlet problem for (1) in a disk is always solvable for con- 
tinuous boundary values, the preceding theorem guarantees a large family 
of p-regular functions in any such domain. 
EXAMPLE 1. The functions 
u2(x, 4’) = e 
are panharmonic in @ and consequently, by Theorem 4, 
are p-regular in @. Moreover, it is easily verified that fi is univalent in C 
and real (only) on the real axis. 
EXAMPLE 2. Following Duftin [S, p. 1241, we take u = ceti*‘Z,(pr), 
where c=n!2”~~+‘. If we write 
Zn(-x) = ; (;)” $Jx), 
where 
IjJx) = 1 + (x’2)2 
L 
WJ4 
1 .(n+l)+ 1 .2(n+ l)(n+2)+ ... 1 ’ 
we have 
u = n!2”~ --‘I ‘e”@Z&r) 
where z = re’*. Note that 
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and since also L = 2 a/& it follows that 
Hence a p-regular function called the nth pseudo-power is defined by 
Z@) = p + (Lz4) 
= zn$,(pr) + L zV,(w-) ( > ~ P 
= z”$,(pr) + ’ -2,$11cI.+1(v). 2(n + 1) 
Thus we are led to the following theorem of Duflin [S]. 
THEOREM 5. Let f(z) be p-regular in the disk Iz( f a. Then for 1~1 <a, 
f(z)= f a,z”rC/,(pr)+ f 5 LZ,lt 
n=O “W+ 1) 
*n+ l(w), 
II = 0 
where 
1 
i 
2n 
a’ = Zm”$,(pa) 
eeinef(ueie) dtl. 
0 
Proof: Since f is panharmonic in the disk, by Theorem 1, there is the 
expansion 
f(re’“) = f a,z”+,(pr) + f a-, z”$Jpr), 
?I=0 ,I = I 
1 2n 
an = 2na”~,,,(pu) s 
e p”“f(ue’s) d0. 
0 
It remains to show that 
P -- 
apnpl -2(n+ #L n=0,1,2 ,.... 
576 SCHIFF AND WALKER 
This is accomplished in [S] by the development of a theory of contour 
integration. We comment that it suffkes to equate coefficients of z” on both 
sides of the equation Lf = ,uj? 
The converse of the preceding result can also be established. 
THEOREM 6. rf the series given by 
f(z)= f a,,z”tj,(pr)+ f ci c1z”+1 
nzO “2(n+l) 
*,+ l(Pr) 
n=O 
converges uniformly in the disk IzI < R < a, then f is p-regular in IzI < a. 
Proof Note that 
and 
where we have used the identity 
to obtain the last equality. We conclude that Lf = pf and f is p-regular in 
121 < a. 
This means that any analytic function can be used to generate a corre- 
sponding p-regular function. 
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COROLLARY. Zff(z) = C,“=, a,z” is analytic in IzI < a, then the function 
given by 
Ff(z) = f a,z”$,(pr) + f a Lz”+’ 
‘2=o “2(n+ 1) 
*n+l(v) 
n=O 
is p-regular in IzI < a. 
In fact, the radius of convergence for each series of F, is at least a. 
For convenience we shall write a p-regular fin the form 
f(z) = ‘f. v” IClJv)+ f a-2$,(v), 
where it is understood that a-,_ 1 = (p/2(n + 1)) a,, n = 0, 1, 2, . . . . 
Let S?(U) denote the space of analytic functions in U: IzI < 1, and s$~( U) 
the space of p-regular functions in U. Define a mapping 
T: s&‘(U) -+ s$( U) 
by T(f) = <’ as in the preceding corollary. Then it is readily verified that 
T is a vector space isomorphism into SZ$ over the reals. Note that if /J = 0, 
T = identity. 
Furthermore. let Y be the well-known class of functions f~ &( U) such 
that f is univalent in U, f(0) = 0, f’(0) = 1, and denote YV = T(Y) E d(U). 
Note that the functions in YP need not be univalent. 
Thus we have the following Bieberbach type inequality. 
THEOREM 7. Zff(z) = C,“=, a,z”$,(pr) + C,“= 1 a-,,? $,(,ur) E %, then 
p n-l 
la,,--a-,[ <n+T - 
( > n 
and the inequality is strict. 
Proof Applying the Bieberbachcle Branges inequality (cf. [4]) to a, 
and a--n = (42~) L5, _ , , n = 1,2, 3, . . . yields 
p n-l 
la,-ap,l <n+T - 
( > n ’ 
Moreover , the function E(z) = z/( 1 + z)’ = C,“= r ( - 1 )n+lnzn belongs to 
9, and hence T(K) E YP with 
10,,--a-nI=n+~ n-l . ( > n 
578 SCHIFF AND WALKER 
Theorem 7 also holds for the quantity la,, + u ,!I with strict equality 
attained for the Koebe function k(z) = z/( 1 -z)‘. We were led to consider 
the theorem in the form given because of Theorem 9 concerning functions 
which are p-regular in the entire complex plane @. 
The expansion in (4) can also be written as 
(5) 
where c, = 1/27cZ,,,(~a) JEf(uei”) e ‘M d0. 
Note that if f(0) = 0 (= c,), then c ~~, = 0, by the relationship governing 
the c,‘s. From (5) we can readily establish the analogue to Liouville’s 
theorem (cf. Colton [3, p. 1441). 
THEOREM 8. Let f he p-regular and bounded in @, p # 0. Then f‘= 0. 
ProoJ If IfI 6 M in @, then (5) implies 
lc,,I 6 -!c 
MPR) 
n=O, +l, +2,... 
and the result follows by letting R -+ CG. 
There is another Bieberbach type inequality for certain unbounded 
functions which are p-regular in @ (cf. Boas [2] for the analytic case). 
THEOREM 9. Let ,f(z) be p-regular in @, f(0) = 0, c1 = 1, and supposef(z) 
is real on the real axis and only real there. Then the Fourier coefficients of 
(5) satisfi 
Ic,, - c ,,I d n, n = 1, 2, 3, . . . 
Proqf. Let 
f(z)= f ti,,z”$,(pr)+ i C.?+,,(p), 
,I= 1 ,r = I 
I;] = r, 
where a-,, = (p/2n) a,, I, n = 1, 2, 3, . . . Then by Theorem 6, p(z) is 
p-regular in ic. As P(X) =f(x) for x E R, the p-regular function f(z) -p(z) 
vanishes on the real axis. By the Identity Theorem for p-regular functions 
(D&in [5,p. 126]),f(z)-~(z)=O,z~C,implyinga,=ci,,n= kl, k2 ,.... 
Since c, = ln1!(2/p)‘“‘u,,, n = &1, f2, . . . , all the c,‘s are real. 
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Then we have by (5) 
f(z) = f cnZn(pr) eins + f c-,1,(p) eCmN 
n=l n=l 
=,,t, Z,(pr)(c,,+c_.)cosnd+i % Z,(pr)(c,,-c -.)sinnd 
,1= I 
= u(r, 0) + iu(r, 6). 
The hypotheses imply that u(r, 13) does not change sign on 0 < 0< 7-c. 
Consequently, the coefficients in the Fourier sine series for v satisfy 
Z,(p) Ic, - cc,,1 = 
u(r, 0) sin 8 A0 
=nZ,W)lc,-c-,1 
= nz, (v), n = 1, 2, 3, . . . . 
Letting r --) co gives the result. 
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