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SUMMARY
Sensor and microreactor technology plays a major role in the detection, mon-
itoring, and transformation of materials at interfaces. We study the dynamics of
acid/base interaction of gas analytes with the majority charge carriers of nanos-
tructure modified extrinsic semiconductor interfaces. Nanostructures are deposited
on highly sensitive surface layers, created by forming an array of nanopore-coated
micropores on p- or n- type silicon semiconductors. The balance of physisorption
and chemisorption is achieved by following the tenants of the inverse hard and soft
acid/base interaction model to select metal oxide nanostructures for deposition.
Chapter 1 introduces the concept of chemical sensors and provides a rationale for
the research outlined in this thesis. Chapter 2 provides the necessary background
on porous silicon (PSi), the key material utilized for fabrication of highly sensitive
chemical sensors, and an overview of the current applications of PSi devices. The
fabrication and characterization methods of the PSi sensors are outlined in Chapter 3.
An extended discussion of these topics are published in the following:
• C. Baker and J. L. Gole, “Interface Modifications of Porous Silicon for Chemical
Sensor Applications,” JSM Nanotechnol Nanomed 2, 1021 (2014). Reproduced
with permission, Creative Commons License.
• C. Baker and J. L. Gole, “PSi-Based Microreactors,” Copyright 2016. From
Porous Silicon: Opto- and Microelectronic Applications, edited by G. Korot-
cenkov. Reproduced by permission of Taylor and Francis Group, LLC, a divi-
sion of Informa plc.
Chapter 4 explores a simulated model of the PSi sensing interface, in the interest
of defining the physical and chemical processes associated with the interaction of the
xxix
PSi surface and select inorganic gas analytes. Chapter 5 provides an in depth study
of these interactions. Sensitivity enhancements of the PSi sensor response to low
concentrations H2S and CO, aligned with the recently developing Inverse Hard/Soft
Acid/Base (IHSAB) concept are presented. Also, a study of the selectivity of the PSi
sensor to inorganic analytes in the presence of volatile organic chemicals is presented.
These results are published in the following:
• C. Baker, W. Laminack, and J. L. Gole, “Sensitive and selective detection of
H2S and application in the presence of toluene, benzene, and xylene,” Sensors
and Actuators B: Chemical 212, 28 (2015). Reprinted with permission from
Elsevier.
• C. Baker and J. L. Gole, “Selective detection of the inorganic NOx, SO2, and H2S
in the presence of volatile BTEX contaminants toluene, benzene, and xylene,”
Air Quality, Atmosphere & Health, 1-9 (2015). With kind permission from
Springer Science+Business Media.
Chapter 6 introduces two proof-of-concept studies of using the PSi sensor, and
the accompanying IHSAB model, as an interfacial dynamics analysis device. First,
the PSi sensor is examined as a support for magnetic materials and the magnetically
enhanced inorganic gas sensing is discussed. Second, the interactions of Group IIA
metal decorated PSi sensors with the inorganic analytes NH3 and NO are utilized to
explore the chemical states of the deposited materials. These studies are published
in the following journal articles:
• C. Baker, W. Laminack, T. Tune, and J. Gole, “Magnetically induced en-
hancement of reversibly responding conductometric sensors,” Journal of Ap-
plied Physics 115, 164312 (2014). Reprinted with permission. Copyright 2014,
AIP Publishing LLC.
xxx
• T. C. Tune, C. Baker, N. Hardy, A. Lin, T. J. Widing, and J. L. Gole, “Forma-
tion of nanostructured Group IIA metal activated sensors: The transformation
of Group IIA metal compound sites,” Applied Surface Science 337, 216 (2015).
Reprinted with permission from Elsevier.
Extending the application of the PSi sensors to the identification of organic sol-
vents, Chapter 7 presents a study of impedance spectroscopy of the PSi interface. An
equivalent circuit model is developed for both n-type and p-type PSi sensors allowing
an exploration of the physical and chemical changes of the sensing interface upon
exposure to various organic solvents. The changes to the individual equivalent circuit
elements are monitored and compared. This allows for a calculation of changes to
the circuit elements as a function of time to view how the organic solvents interact




Chemical sensors are devices that undergo a measurable physical change upon ex-
posure to a particular gas phase or liquid phase analyte. A complete sensor device
both interacts with the analyte species (recognition) and translates the response cor-
responding to this interaction into a measurable quantity (transduction) [18]. Ideal
sensors are those that exhibit a change proportional to the concentration of the an-
alyte, are rapidly responding, and are reversible. Significant resources have been
expended by both academic and national research labs on developing sensors with
these ideal characteristics, with an emphasis on enhancing both sensitivity (a larger
response to lower analyte concentrations) and selectivity (the ability of a sensor to
detect and identify an analyte in the presence of other species) [13,163,187]. Chemical
sensors offer an alternative to traditional analytical methods such as spectrometry,
chromatography, and biochemical techniques as they are designed to be inexpen-
sive, mobile, simple to use and to repair. The development of chemical sensors
is a multidisciplinary endeavor, requiring expertise in fields such as physics, chem-
istry, computer science, electrical engineering, and biology. Major research challenges
in the field, such as species characterization against complex background environ-
ments, sensitivity and selectivity at ppb concentrations, and complete electronic nose
(e-nose) devices, necessitate a better understanding of bulk and surface properties of
gas sensing materials, better design of integrated electronics, and advanced statistical
and data analysis methods for sensing arrays.
There is an ever-increasing demand for sensitive and selective gas sensing with ap-
plications in environmental air quality and pollution monitoring, occupational health
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and safety, industrial manufacturing process monitoring, agriculture, automotive ex-
haust monitoring, and air-conditioning of enclosed spaces, such as airplanes and space-
craft [32,67,68,101,138]. Gas sensors also have enormous potential in the health care
industry, as breath analysis can be used for rapidly accessed non-invasive disease
detection and point-of-care applications [18,101,182,197,221,286].
In 1970, the United States Congress established the Environmental Protection
Agency (EPA) and the Clean Air Act Amendments (CAAAs), which were sub-
sequently revised and strengthened in 1977 and 1990 [106]. In 1996, the Euro-
pean Council created a series of Directives to assess and manage air quality [19].
The Occupational Safety and Health Administration (OSHA), founded in 1970, has
set personal exposure limits (PELs) for air contaminants including volatile organic
compounds such as BTEX (benzene, toluene, ethylbenzene and xylene), ethanol,
methanol, propanol, and methane, and inorganic pollutants such as ammonia car-
bon dioxide, carbon monoxide, hydrogen sulfide, sulfur dioxide, nitrogen oxides, and
phosphine. These limits are summarized in Table A.4. Consequently, a major focus
of research involves the development of a low cost, low power, sensitive, ambient air
sensor array suitable for identification of the quality of breathable air in the environ-
ment and for detection of hazardous gases and odors and, if necessary, their liquid
precursors [68,118].
Nitrogen oxides (NO, NO2, NOx) are toxic gases associated with air pollution,
combustion, and respiratory disease [68,197]. Monitoring of automotive and industrial
combustion exhaust, responsible for acid rain, photochemical smog, and corrosion,
involves the detection of NOx and SO2 [68]. There is also an increasing demand for
the detection of fuel combustion products CO (toxic and odorless) and CO2 (a global
warming factor) [68]. Phosphine (PH3), an extremely toxic gas, is used in agriculture
for fumigation and also represents an unfortunate byproduct in the production of
methamphetamines [26,32].
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Exhaled nitric oxide is of particular importance in the health industry, specifically
diagnostics. NO is correlated with asthmatic conditions such as airway inflammation
and has the potential to provide rapidly accessed noninvasive disease detection [286].
Additionally, an asthmatic attack produces large quantities of NO, which can combine
with O2 to produce NO2. NO is also a dominant indicator for pulmonary inflammation
related to type II diabetes [209]. As such, a mass produced portable sensor device,
capable of detecting separately small changes in NO and NO2 concentrations in the
breath, could dramatically improve in-home and point-of-care testing.
The air quality in enclosed livestock barns can strongly affect both the health of the
animals as well the health of human operators in the industry [83, 260]. The decom-
position of nitrogenous compounds in manure, represented by non-degraded proteins,
produces ammonia (NH3) [45]. In poultry operations, specifically in broiler chicken
houses, NH3 polluted air can reach high enough concentrations to cause Chronic Res-
piratory Disease in chickens and even death [260]. Workers reported experiencing
eye and upper respiratory irritation in chicken houses [83,230]. This suggests that the
ability to detect NH3 selectively at low ppm levels at room temperature can represent
a valuable asset where farm animals are sequestered.
Hydrogen sulfide (H2S) is a toxic and flammable gas used as a process gas in many
chemical research and industrial applications. H2S is found naturally in hydrocarbon
reserves, which include oil reservoirs [62, 194]. Similar to NO, H2S is recognized
as a signal molecule in biological processes such as a neuromodulator, neuroprotec-
tant, and smooth muscle relaxation signaling [126,137]. OSHA recognizes that acute
symptoms of H2S exposure include nausea, headaches, bronchial constriction, and
drowsiness. Prolonged exposure can cause pulmonary edema, serious eye damage,
unconsciousness, and even death. H2S is particularly dangerous analyte because,
while the odor threshold for detection in humans is as low as 0.1 ppm, the loss of
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sense of smell due to olfactory fatigue or paralysis occurs at concentrations well be-
low toxic concentrations [62]. Therefore, detection of low ppm levels of H2S is a
significant motivator for the development of chemical sensors. Of equal importance
is the selective detection of H2S in the presence of volatile organic compounds, espe-
cially the BTEX compounds toluene, benzene, and xylene [62]. A significant source
of anthropogenic H2S is as a by-product of the combustion of sulfur-containing fuels,
the purification of natural gas, and the refinement of crude oil [31, 58]. As a result,
stringent regulations are in place to control sulfur air pollution from fuels [31]. For
instance, the United States Code of Federal Regulations lists a maximum allowed
sulfur content of 15 ppm for diesel fuel refiners [1].
Chemical sensors are also developed for the purpose of detecting volatile organic
compounds (VOCs), in both liquid and gas phase. The sources of VOCs are both
natural and anthropogenic; a majority (over 90%) of VOCs result from transporta-
tion, solvent use, vegetation, production processes, and combustion power [39, 72].
Organic solvents are used in many applications including anesthetics in the medi-
cal industry, research laboratories, dry cleaning, house and car painting, and com-
mon consumer products such as laundry products, personal care products, cleaning
supplies, and air fresheners [37, 108, 239, 246, 285]. Solvents represent a major con-
taminant of ground water due to both ubiquitous use across so many industries and
indiscriminant disposal. Liquid-phase detection and identification is thus necessary
for monitoring and evaluating treatment methods such as phytoremediation [246]. In
indoor settings, building materials, indoor furnishings, and chemical products release
VOCs [235,257]. In particular, the BTEX compounds represent a major environmen-
tal concern in urban areas. Common urban sources of BTEX compounds include fuel
stations, service stations, and automotive emissions [39]. Exposure to VOCs, espe-
cially benzene, ethylbenzene, and toluene, even below recommended levels, represent
significant risk factors for the development of childhood asthma [227]. Benzene is a
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known carcinogen, toluene may affect the reproductive and central nervous systems,
and the xylenes are known for respiratory and neurological effects [62].
Analytical techniques for chemical gas sensing include Fourier Transform Infrared
Spectroscopy (FTIR), gas chromatography (GC), and mass spectrometry (MS). Gas
chromatographs separate gaseous species by passing analyte samples through a col-
umn. These analytes will stream at different rates depending on their physical and
chemical characteristics. The separated species can then be identified by a mass spec-
trometer, where an applied magnetic field will characteristically deflect a molecule’s
path depending on its mass and charge. GC-MS is a highly accurate method for
species identification. FTIR, which collects IR absorption spectra of gaseous sam-
ples, is advantageous for monitoring pollutant gases as spectra can be collected and
measured in-situ, indoors or outdoors. Large libraries of FTIR spectra exist for vari-
ous compounds, including over 130 different pollutants [67]. However, GC, MS, and
FTIR suffer from complexity of operation, high cost of operation and maintenance,
and are bulky and non-mobile.
Metal oxide (MOX) semiconductors have been extensively studied as chemical gas
sensors since the first report of a hydrogen-sensitive MOX semiconductor field effect
transistor in 1975 [129,173,245,269]. MOX gas sensors, which are well known for their
variable electrical conductivity in the presence of different gas atmospheres, are widely
used as an alternative to the above mentioned analytical methods due to advantages
such as compact size, simple electronics, and low cost of production [50, 68, 245].
Typical MOX sensors are in the form of thin or thick film SnO2, TiO2, WO3, ZnO,
Fe2O3, and In2O3 [50, 68]. Selectivity, a common problem for MOX sensors, can
in some cases be potentially addressed by the addition of noble metals such as Pd,
Pt, Au, and Ag [50]. Reduction of the crystallite size through an exploration of
nanostructured MOXs, and thus a reduction in grain size, also improves sensor per-
formance [50, 67, 245]. However, MOX sensors suffer from several key disadvantages;
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MOX sensors must be operated at elevated temperatures of 150 ◦C to 500 ◦C and lack
compatibility with integrated circuit technology [68,85,110,117,269,284]. As most in-
tegrated circuits are built on silicon, MOXs deposited onto silicon wafers can only be
heated to around 150 ◦C [68]. Additionally, selectivity to different gases often requires
operating the MOX sensors at different precisely defined temperatures [68, 85,110].
Porous silicon (PSi) based gas sensors have attracted attention as an alternative
to MOX sensors due to their unique combination of advantageous properties [142].
Electrochemically fabricated by anodic etching in an HF solution, PSi features high
surface area, luminescence properties, and a chemically active surface. By adjusting
the etch parameters, the morphology, pore size, and porosity can be changed and
reasonably controlled [236]. PSi is compatible with well-established microfabrication
techniques and therefore easily integrated with microelectronic platforms. Addition-
ally, PSi gas sensor devices can be operated at room temperature and do not require
a heating element [85,110]. However, for applications requiring elevated temperature
environments, such as identification of combustion products, PSi sensors can operate
in a heat sunk configuration [13,85].
As an analog to chemical sensing, PSi is also a promising material for microreactor
technology operating both as a surface-area-enlarger and a heterogeneous catalyst
support. Freshly prepared PSi features a hydrogen-terminated surface, which can act
as a reducing agent to easily form noble metal catalyst nanoparticles throughout the
porous structure [192]. Additionally, deep quantum confinement due to the presence
of nanometer-sized features, surface bound fluorophors, and the ability to absorb a
broad spectrum of light make PSi an excellent candidate for photocatalysis [164,217,
244]. As an added benefit for microreactor technology, PSi can serve as a thermal
insulation barrier, which allows for local heating [238,282].
This thesis will discuss design of PSi chemical sensors, the enhancement of the
sensitivity and selectivity through metal oxide nanostructure depositions, and probe
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the applications of this technology as a tool to explore interface interaction dynamics.
Using the nanostructure-directed modification of the Lewis acid/base character of an
analyte-extrinsic PSi semiconductor interface, we have developed the ability to con-
trol the degree of electron transduction (and therefore energy transfer) between an
extrinsic semiconductor interface and interacting analyte gases. Based on the inver-
sion of the hard/soft acid/base theory (HSAB), the careful selection of nanostructure
directed modifications can enhance or impair electron transduction, which can be
made to precisely control the increase or decrease the sensor response to a given ana-
lyte. This concept has led creation of a general road map, the Inverse Hard/Soft
Acid Base (IHSAB) concept, for sensor design [94]. Beyond controlling electron
transduction as a function of nanostructure deposition [92], in-situ modification of
the deposited nanostructures has been explored [146, 151]. We have demonstrated
that the change in conductometric response allows a more detailed monitoring of
the interaction of various materials deposited to an extrinsic semiconductor inter-
face in contrast to standard characterization methods such as X-ray photoelectron
spectroscopy (XPS) and energy dispersive X-ray spectroscopy (EDX). We are now
extending the application of PSi sensors to the identification of organic solvents using
modifications of impedance spectroscopy. Through the use of an equivalent circuit
model [8], we can explore the physical changes of the PSi sensors with a diversity
of distinctly interacting metal oxide nanostructure depositions and upon exposure to
various organic solvents. Through mobile PSi sensor device development and formu-
lation of a table cataloging materials’ effects on interface interactions, we can create a
complete interfacial analysis system with applications as a materials characterization
tool, a research project starter, and a classroom demonstration of basic and advanced
solid state and condensed matter physics concepts.
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CHAPTER II
BACKGROUND AND LITERATURE REVIEW
First discovered during an investigation of electropolishing methods for Si, porous
silicon (PSi) is formed by electrochemical etching in a solution containing hydrofluoric
acid. PSi is generally classified by pore size; micropores or nanopores refer pore
diameters below 2 nm, mesopores refer to diameters between 2 nm and 50 nm, and
macropores are defined as pores with diameters above 50 nm [142]. However, the
morphology of the PSi featured in this thesis consists of hybrid ∼2 µm diameter pores
with ∼10 nm diameter porous walls, which will be referred to as micro- or nanopores.
PSi can be fabricated from p-type or, under illumination, n-type silicon and the
morphology, pore size, pore depth, and porosity can be controlled by adjusting etch
parameters such as current density, etch duration, and etch solution. Figure 2.1 shows
a scanning electron microscope (SEM) cross-sectional image comparing p-type and
n-type PSi morphology. PSi morphology also depends on the bulk Si properties such
as doping level, resistivity of the Si wafer, and crystal orientation.
PSi is an extremely versatile material with a wide range of applications including
(but not limited to) optoelectronics, magneto-optical devices, microelectronics, mi-
croreactors, biomedical and pharmaceutical research, photovoltaics, chemical filtering
and chemical sensing [104, 110, 142, 238, 282]. PSi can also be utilized as a template
for the formation of nanostructured materials [104]. In particular, PSi is a great ma-
terial for chemical sensing featuring an ideal combination of a large internal surface
area as high as 500 m2 cm−2, a crystalline structure perfectly compatible with inte-
grated circuit technology, and ease of fabrication in a range of morphologies [104,142].
Additionally, PSi is a desirable sensor material as the transduction process can use
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(a) (b)
Figure 2.1: SEM micrograph of a cross-sectional view of PSi layers formed from
(a) p-type and (b) n-type silicon. The samples are beveled at 45 deg. C. Baker,
unpublished.
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both conductometric properties and optical properties [8, 85, 128, 142]. As a result,
PSi offers the possibility to mass produce compact, low-cost, easy-to-use, and fully
integrated chemical sensor arrays.
2.1 History of Porous Silicon
Porous silicon (PSi) was discovered in 1956 at Bell Labs during research on electropol-
ishing Si in a hydrofluoric acid (HF) solution [258,259]. The attempted electropolish
produced a matte black, brown or red stain assumed to be a thick layer of Si subox-
ide [55,258]. In 1957, Fuller and Ditzenberger [78] reported the fabrication of similar
matte films in HF−HNO3 solutions in the absence of an applied electrical bias. In
1958, Turner at Bell Labs [255] determined the critical minimum current density re-
quired to electropolish Si. Dissolution of Si at current densities below the critical value
would form a thick stain layer instead. Turner also suspected that, due to the absence
of discontinuity in the cell resistance during the layer formation, the layer was likely
porous [255]. However, the porous nature of the film was not investigated further or
confirmed until over a decade after this original suggestion [272]. Later, Archer [9]
performed additional detailed studies of the mysterious colored stain films grown on
Si during etching in HF−HNO3 solutions and determined that the film consisted of
either elemental silicon or silicon hydride for p-type or n-type silicon respectively.
The stain films first became known as PSi almost ten years later when Watanabe
et al. [271, 272] reported the isolation by oxidized porous silicon (IPOS) technique
for bipolar integrated circuits. PSi was formed on both p- and n-type silicon and
subsequently oxidized to create an insulating film. For the first time, a relationship
between the porous layer thickness and anodization time was reported as well as a
relationship between current density and layer growth rate [271].
The application of PSi as a dielectric isolation material was explored in the late
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1970s [10, 125, 261]. The development of the full isolation by porous oxidized Si (FI-
POS) process [124] stimulated increased interest in PSi for silicon-on-insulator (SOI)
applications in integrated circuit technology [22,251,253]. During an investigation of
PSi properties for SOI applications, Pickering et al. reported PSi photoluminescence
spectra with band energies within the visible light range at 4.2 K [211]. However, it
was Canham’s seminal paper in 1990 on the photoluminescence (PL) of PSi in the
visible spectrum at room temperature that generated a dramatic rise in the popu-
larity of PSi research [35]. Canham ascribed the red PL of mesoporous silicon to
quantum size effects. The PL properties were supported by the independent research
of Lehman and Gösele a year later by comparing the increased band gap of PSi to
that of bulk Si, which was also attributed to quantum size effects [157]. Subsequent
research suggested that the wavelength of the emitted light might depend on porosity;
porosity above 70% emits shorter wavelength green/blue light and porosity around
50% emits longer wavelength red light [35, 142, 157]. However, this relationship was
shown to be superficial.
The mechanism for producing PL emission in PSi has been a subject of controversy
stimulating numerous research investigations [215]. Various suggested mechanisms
range from radiative recombination of electrons and holes that are quantum confined
on nanostructures [55, 267] to suggesting that small non-passivated Si crystallites
with surface states are responsible for the PL effect [140]. However, in contrast to
the theories focussed on the semiconductor size effects, Gole et al. [89–91,99] demon-
strated substantial evidence that PL was actually due to surface conditions. They
explained that surface-bound emitters or fluorophors are the dominant source for PSi
PL, which was supported by an extensive set of experimental results correlated with
time-dependent density functional theory (TD-DFT) calculations [89, 91, 99]. This
explanation was further supported by the observation of PL after only 10 s of PSi
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etching, a time scale much too short for any significant pore formation but suffi-
cient for the formation of surface-bound emitters [64]. For many years, worldwide
excitement surrounded research on the phospholuminescence of PSi with significant
interest in potential applications in optoelectronics and the potential for a fully inte-
grated light-emitting diode [49,215].
Following the exploration of PL mechanisms in PSi, numerous research endeavors
were conducted on the various parameters of PSi that are sensitive to the surrounding
atmosphere. One of the earliest applications of PSi as a sensor was as a humidity
sensor that experienced a measurable change in conductance with changing humidity
[70,179]. The capacitance of p-type PSi was found to increase by 440 % when exposed
to 0 % to 100 % relative humidity [70]. The large surface area sensitive to adsorption
and capillary condensation and the transduction of that sensitivity through optical
and electrical characteristics combine to create highly effective sensor systems [55,70,
180]. With the advent of numerous studies concerning the feasibility for the detection
low concentrations of analyte gases, PSi has been rapidly becoming a pivotal material
of interest in the chemical sensing field. PSi has been demonstrated as an effective
sensor for NO2 in the low-ppm regime [20, 21, 28, 181, 202] as well as other harmful
atmospheric pollutants [163,197,198,233]. Currently, continued PSi sensor research
focuses on the ability to control and transform the PSi interface for the purpose of
increased sensitivity and selectivity, which is fundamental for creating an effective
chemical sensor [13, 27,92,128,142,167,197].
2.2 Intrinsic and Extrinsic Semiconductors
To understand the details of PSi formation and applications, the properties of semi-
conductors must first be discussed. Intrinsic (pure) semiconductors are defined by
conductivity that lies between that of conductors and insulators. The chemical po-
tential, or “Fermi level,” sits in the band gap between the valence and conduction
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band. The existence of the band gap makes for a poor conductor up to moderate tem-
peratures. While charge carrier population increases with temperature, the introduc-
tion of impurities is generally a more useful method of increasing conductivity [226].
In reality, all semiconductors have impurities and/or defects, and it is the extrinsic
properties of these impurities that make them useful for electronic devices [176].
For semiconductors of elements from the tetravalent group IV elements of the Pe-
riodic Table (such as silicon and germanium), trivalent elements from group III and
pentavalent elements from group V can be impurity dopants [226]. By doping silicon
with a group V element, such as phosphorus, the dopant atom replaces a silicon atom
in the crystal lattice. As phosphorous has five valence electrons, compared to the
four valence electrons of the silicon atom it replaced, each group V dopant atom will
contribute one extra weakly bound electron. The energy levels for these extra elec-
trons lie slightly below the conduction band. Since at even moderate temperatures
the electrons are easily excited into the conduction band, the energy levels are termed
donor levels and group V dopants are labelled donors. As a result of the electrons
excited from the donor levels into the conduction band, the majority charge carriers
of this type of semiconductor are electrons. Therefore, extrinsic semiconductors with
donor impurities are referred to as n-type, after the negative charge of the majority
charge carriers. At high enough temperatures to excite electrons from the valence
band, minority charge carriers, holes, are formed [226]. The band structure of an
n-type semiconductor at 300 K is shown in Figure 2.2a. Note the large carrier con-
centration of electrons (red shaded region) in comparison with the concentration of
holes (blue shaded region).
In contrast, by doping silicon with an element with one less valence electron, such
as boron, an electron vacancy is created bound to the dopant atom. It is important
to note that, similar to the extra weakly bound electron in donor atoms, the vacancy
is not a charge carrier. However, as the energy level of the vacancies lie just above
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the valence band, an electron from a neighboring atom can be easily excited into the
vacancy, creating a hole in the valence band. Therefore, the trivalent impurity levels
are called acceptor levels and the impurities are referred to as acceptors. An analogous
description of this process is considering the vacancy as a weakly bound hole that
can be ‘excited’ into the valence band. The majority charge carriers are positively
charged holes, and thus extrinsic semiconductors with acceptor impurities are called
p-type. Electrons excited to the conduction band are considered the minority charge
carriers [226]. Figure 2.2c demonstrates the band structure and carrier concentrations
for p-type semiconductors.
2.2.1 Carrier concentrations and conductivity
The density of states, Fermi distribution, and carrier concentrations of intrinsic and
n- and p-type extrinsic semiconductors at 300 K are shown in Figure 2.2. The Fermi





where kB is the Boltzmann constant, T is the temperature, and µ is the chemical
potential or “Fermi level.” The Fermi distribution gives the probability that a state
at energy E is populated at thermodynamic equilibrium. At the energy of the Fermi
level, f(E = µ) is equal to 1/2 for all temperatures.
The density of charge carriers, electrons in the conduction band and holes in the
valence band, is the most important property of a semiconductor and depends on the
chemical potential, which in turn depends on temperature and extrinsic impurities
[11]. Regardless of semiconductor purity, the density of electrons in the conduction
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Figure 2.2: Density of states (g(E), black line), Fermi distribution (f(E), red line),
and carrier concentrations of electrons (nc(T ), red shaded) and holes (pv(T ), blue
shaded) of (a) n-type, (b) intrinsic, and (c) p-type semiconductors at 300 K.








dE gv(E) (1− f(E)) . (2.2b)
The density of states in the conduction band (E > Ec) and valence band (E < Ev)
are gc(E) and gv(E), respectively. Although information about the impurity levels is
required to determine the chemical potential (and thus precise carrier concentrations),
useful information is available regardless of the precise value. As long as the chemical
potential is far enough away from either the conduction or valence bands,
Ec − µ kBT , (2.3a)
µ− Ev  kBT , (2.3b)
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then the Boltzmann approximation may be used to solve the previous integrals:
f(E) ≈ e−(E−µ)/kBT E > Ec , (2.4a)
1− f(E) ≈ e−(µ−E)/kBT E < Ev . (2.4b)
This condition holds true for a wide range of chemical potential values, even for small
energy gaps. Semiconductors that satisfy this condition are called “non-degenerate”
and semiconductors that do not satisfy this condition are “degenerate.” The density








|E − Ec,v| , (2.5)
where mc and mv are the effective masses of electrons and holes. Using the Boltzmann
approximation [176,226], the concentration of charge carriers are
nc(T ) = Nc(T )e
−(Ec−µ)/kBT , (2.6a)
pv(T ) = Pv(T )e
−(µ−Ev)/kBT , (2.6b)
where,












It is of note that the product of the electron and hole charge carrier densities is




is known as the “law of mass action,” which means that knowing the density of one
carrier type is sufficient to know the density of the other.
For intrinsic semiconductors, the electron and hole concentrations are the same,
or nc(T ) = pv(T ) ≡ ni(T ). The mass action law becomes ncpv = n2i and, therefore,
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3/4 e−Eg/2kBT . (2.9)
Using Equation (2.9), the intrinsic electron concentration in silicon (Eg = 1.124 eV)













= 1.074× 1016 m−3 (2.11)
≈ 1× 1010 cm−3 , (2.12)
where kB = 8.62× 10−5 eV/ K, ~ = 6.58× 10−16 eV s, and m0 = 5.11× 105 eV/c2
[105]. Additionally, the chemical potential can be found by combining Equations (2.6)













However, at 300 K, mv ∼= 1.06mc and Eg  kBT , so the intrinsic chemical potential
can be approximated as:
µi =













µi ≈ Ev + Eg/2 , (2.16)
where O(1) represents terms with values on the order of 1.
For extrinsic semiconductors with an impurity density ∆n, the law of mass action
still holds, but now nc − pv = ∆n. The charge carrier densities can be written in
terms of the intrinsic properties, as
nc(T ) = nie
(µ−µi)/kBT , (2.17a)
pv(T ) = nie
−(µ−µi)/kBT . (2.17b)
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The Boltzmann approximation is still valid for extrinsic semiconductors, given that
certain conditions are met. Recall that in the intrinsic case, as long as Eg  kBT ,
then µi satisfies the non-degeneracy assumption (Equation 2.3), which requires µi
to reside far from both Ec and Ev. For extrinsic semiconductors to also satisfy this
assumption, the extrinsic chemical potential must also be far away from both Ec
and Ev. This is typically the case, except in cases of extreme extrinsic behavior, in
which ∆n is many orders of magnitude larger than ni [11]. This will be demonstrated
through a derivation of the a relation between chemical potential and impurity density
(Equation 2.20d). In practice, semiconductors are doped with either acceptor or donor
impurities and so one carrier type will dominate. To determine the carrier densities
and chemical potential as explicit functions of temperature, impurity concentrations
must be considered.
The donor and acceptor levels can be estimated by recognizing that the ionization
energy of the impurity atom is similar to that of the Coulomb interaction. The key
difference is that the interaction is screened by the dielectric constant of the intrinsic






× 13.6 eV . (2.18)
For p-type silicon doped with boron, the acceptor level resides approximately 0.043 eV
to 0.046 eV above the valence band [11, 121, 186] and for n-type silicon doped with
phosphorus, the donor level resides approximately 0.043 eV to 0.044 eV below the
conduction band [11,121]. It is important to note that exciting an electron from the
donor level into the conduction band or a hole into the valence band from the acceptor
level (or “ionizing” an impurity) is possible with significantly less thermal energy than
exciting an electron across the intrinsic energy gap. As such, at moderate tempera-
tures (in particular at room temperature, which is of interest for this thesis) almost
all of the impurities will be ionized. The additional charge carrier density, ∆n, will be
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equal to the difference between the density of Nd donor impurities and Na acceptor
impurities. The condition for using the Boltzmann approximation (Equation (2.4))
must be modified to
Ed − µ kBT , (2.19a)
µ− Ea  kBT , (2.19b)
which is easily satisfied at the moderate temperatures being considered. Combining
Equation (2.17) with ∆n = Nd − Na = nc − pv allows the chemical potential to be
written as an explicit function of temperature:
Nd −Na = nc − pv (2.20a)
= ni(T )e










Equation 2.20d demonstrates the condition that if µi is far from both Ec and Ev
(satisfying the non-degeneracy assumption), then µ will be as well, unless ∆n =
Nd −Na is many orders of magnitude larger than ni.
The chemical potential, as a function of temperature, is shown in Figure 2.3 for
n-type (Nd > Na) and p-type (Na > Nd) semiconductors. For n-type semiconductors,
as the temperature rises from 0 K , the chemical potential will gradually lower, first
dropping below the donor level as all donor electrons are excited to the conduction
band. At high enough temperatures (600 K) , a significant number of electrons have
been excited across the gap energy and the carrier densities revert to that of the
intrinsic semiconductor, where nc ∼= pv. For p-type semiconductors, a similar process
occurs where the number of electrons excited to the conduction band is approximately
equal to the total number of holes in the valence band (due to electrons excited to
both the conduction band and acceptor level).
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Figure 2.3: µ(T ) for n-type (dotted line) and p-type (dashed line) semiconductors.
Note that µ→ µi at temperatures greater than 600 K (300 ◦C).
In general, the conductivity of a semiconductor can be written as,
σ = nceµc + pveµv , (2.21)
where µc and µv are the carrier mobilities in the conduction and valence band. In
intrinsic semiconductors, nc = pv = ni, and so the conductivity of an intrinsic semi-
conductor is given by
σi = nie (µc + µv) , (2.22)




where σ0i is a constant. For extrinsic semiconductors, first let µ − µi ≡ eφF for
convenience, where φF is the potential difference between the extrinsic and intrinsic
Fermi level, so that the carrier densities can be written as simply
nc(T ) = nie
eφF /kBT , (2.24a)
pv(T ) = nie
−eφF /kBT . (2.24b)










where φF is dependent on the impurity doping density through Equation (2.20d).
2.2.2 Space charge region
A key feature of semiconductors is the behavior at the interface when in contact with
another material, such as a metal, another semiconductor, or electrolyte solution.
In general, the semiconductor and the contact material will have different Fermi
levels, that will equalize to establish thermodynamic equilibrium [107,226]. Figure 2.4
demonstrates the shift of Fermi levels when an n-type semiconductor is brought into
contact with a metal with both a lower and higher Fermi level than the semiconductor.
Considering the example of a metal-semiconductor interface, the band bending can
be understood from an examination of the work functions of each material. The work
function, φ, is defined as the energy separation between the Fermi level and vacuum
level. The electron affinity, χ, is the energy required remove an electron from the
semiconductor, measured from the bottom of the conduction band to the vacuum
level (also shown in Figure 2.4). This useful quantity is often defined as it has a clear
physical meaning (in comparison to the semiconductor work function).
As demonstrated in Figure 2.4a, when an n-type semiconductor with work function
φs comes into contact with a metal with a greater work function, φm, electrons will
flow from the semiconductor to the metal until the Fermi level, µ, is continuous across
both materials [107,226]. Electrons leaving the the donor levels in the semiconductor
near the interface will create a depletion layer (a region that is depleted of charge
carriers) with positive space charge, shown in Figure 2.4a with width, w. This positive
space charge induces an accumulation of negative charge (an accumulation layer) in
the metal at the junction. The positive and negative space charge layers form a
dipole layer that grows until the electric field between them is strong enough to
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Figure 2.4: Band structure of metal-semiconductor interface (top) before and (bot-
tom) after contact: (a) for φm > φs, a rectifying contact is formed; for φm < φs, an
ohmic contact is formed.
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inhibit further electron movement [226]. The depletion layer in the semiconductor
is highly resistive; the upward bending of the energy bands form a potential energy
barrier with height e(φm − φs). The upward bending of the energy bands can be
understood as electrons moving closer to the negative space charge layer in the metal
must experience an increase in energy. Only the few electrons in the semiconductor
conduction band with enough energy to pass over the potential barrier can flow into
the metal.
Figure 2.5 demonstrates the effect of applying a bias voltage, V , or external volt-
age, to the n-type semiconductor-metal junction where φm > φs. A reverse bias
(Figure 2.5b), where the semiconductor is made positive with respect to the metal,
lowers the Fermi level of the semiconductor and widens the depletion layer. While
electron flow from the metal into the semiconductor is unchanged from the zero-bias
condition, the potential barrier for electrons traveling from the semiconductor into
the metal increases to e(φm−φs)+eV . This high potential barrier almost completely
prevents electron flow. In the case of a forward bias (Figure 2.5c), the Fermi level
of the semiconductor is raised and thus the potential barrier for electrons traveling
from the semiconductor to the metal is lowered by eV . Again, the electron flow from
the metal to the semiconductor is unaltered. Under this forward bias voltage, the
conventional current (opposite the direction of electron flow) increases exponentially
with applied voltage. Therefore, this type of metal-semiconductor interface is referred
to as a rectifying contact : a junction in which a large current flows in one direction
and only a small current flows in the opposite direction. In the case of a p-type
semiconductor-metal interface, a rectifying junction is formed when φm < φs, with
similar considerations given to the flow of electronic holes.
Alternatively, in the case of an n-type semiconductor coming into contact with a
metal with a smaller work function (Figure 2.4b), the potential difference will cause
electrons to flow from the metal into the semiconductor until thermal equilibrium is
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Figure 2.5: (a) zero bias, (b) reverse bias, and (c) forward bias applied to an n-type
semiconductor-metal junction where φm > φs. The magnitude of the applied bias is
|eV |.
reached. Therefore, an electron accumulation layer (negative space charge) will form
in the semiconductor at the junction and a depletion layer (positive space charge) will
form in the metal. The energy bands of the semiconductor will then bend downwards
representing the decrease in energy of electrons as they move towards the positive
charge in the metal near the junction. As there is no potential energy barrier and
electrons can move freely in either direction across the junction, this type of junction
is referred to as an ohmic contact [226]. For p-type semiconductors, an ohmic contact
is formed when φm > φs.
However, this ideal interface description, with no consideration of semiconductor
surface states, does not hold up to experimental measurements [107, 226, 256]. In
reality, metal-semiconductor junctions almost always form rectifying junctions, re-
gardless of relative sizes of work functions. Semiconductor surface states trap charge
and pin the surface chemical potential to the surface state energy. The chemical po-
tential of the bulk semiconductor, generally at a different value to the surface, must
then bend near the surface to remain continuous [176]. Surface states can be due to
discontinuities in the crystal lattice at the cleaved surface, absorbed impurity atoms,
oxide layers, or other physical defects [226].
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Figure 2.6 demonstrates the band bending within the space charge regions (de-
pletion, accumulation, or inversion layers) due to surface state electron or hole traps.
Similar to the case of an n-type semiconductor coming into contact with a metal of
a larger work function, the negatively charged surface states (surface electron traps)
will create a depletion layer. This potential energy barrier will exist regardless of any
metal contact. At large enough surface state concentrations, electrons can also be
removed from the valence band creating electronic holes. If the concentration of holes
at the surface becomes larger than the electron concentration, then the layer becomes
p-type in character, and the layer is referred to as an inversion layer. An accumula-
tion layer can be formed in an n-type semiconductor in the presence of surface hole
traps. Again, this analysis is inverted for p-type semiconductors.








where x is the distance from the interface into the semiconductor, εs is the static
dielectric constant of the semiconductor, and eND is the space charge density provided





(x− x0)2 , (2.27)
which provides the parabolic bending shown in Figure 2.6. The potential energy
barrier height is provided by eφ(x = 0):










where φB ≡ φ(x = 0) is the barrier energy barrier height. Plugging in typical values
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Figure 2.6: Schematic plots of the band structure for n-type and p-type semiconduc-
tors at low temperature for depletion, inversion, and accumulation space charge layers
due to surface states. The inversion layer occurs when the midband, Ei, crosses the
Fermi energy, µ. Here Ec and Ev are the conductance and valence band edges. The
number of surface acceptors (As) and surface donors (Ds) as a function of energy are
shown.
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for n-type semiconductors of εs/ε0 = 10, φB = 0.3 eV, and ND = 10
18 donors/cm3
gives a depletion layer width of only 18 nm [176].
For the purpose of fabricating semiconductor devices, ohmic contacts must be pro-
duced [226]. Techniques for ensuring ohmic contacts include removal of oxide layers
from Si by dipping in hydrofluoric acid (HF), surface cleaning, and careful deposition
of the metal contact. Heavy doping of the surface of the semiconductor prior to the
application of a metal contact is a common method of producing ohmic contacts [226].
For example, increasing the donor concentration at the surface of an n-type semicon-
ductor can counteract the depletion region caused by electron surface traps.
2.3 Fabrication and Formation of PSi
The process of fabricating PSi involves a electrochemical reaction consisting of di-
rect dissolution, oxide formation, and subsequent dissolution of the oxide, typically
under the influence of an applied current density [142]. A uniform reaction at suffi-
ciently high current density results in electropolishing, the creation of a completely
flat surface free of any defects [17]. The etch reaction can also proceed non-uniformly
across the entire exposed surface or in highly localized regions with self-organization,
resulting in PSi.
Electroless PSi etching is possible using methods such as stain etching or metal-
assisted etching [141, 143]. Stain etching methods consist of immersing Si in an HF
solution containing an oxidizing agent such as HNO3 or NaNO2 [141]. The oxidizing
agent performs the function of generating electronic holes at the Si surface, forming
an intermediate SiO2, which is then dissolved by the fluoride component in the so-
lution. Metal-assisted etching uses noble metals (Pd, Pt, Au, Ag) to catalyze the
silicon oxidation reaction [141]. However, metal-assisted stain etching suffers lim-
ited controllability, uniformity and reproducibility since the etching process is highly
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dependent on the physical characteristics of the metal film [143].
PSi can also be formed through dry etching methods, such as reactive ion etching
(RIE). Deep reactive ion etching (DRIE) of silicon creates a high aspect ratio nanos-
tructuration on the silicon surface called black silicon, a type of porous silicon named
for its light absorbing properties [172,225]. Roumanie et al. [225] estimated that the
planar surface area of the silicon surface increased by a factor of 15 after the forma-
tion of black silicon, greatly increasing the potential active surface area of a deposited
catalyst. However, the dry etching method of producing PSi is typically limited to
producing macropores and nanostructures with characteristic lengths greater than
50 nm. This is due to the fact that the process of pore formation via RIE requires a
masking layer to define the pore spacing and cross-sectional shape/area. The masking
pattern, and therefore the subsequent pore morphology, is dependent on the existing
limitations of photolithography technology [143]. While electroless and dry etching
methods are promising, electrochemical etching methods are the most widely studied
and offer the ability to fabricate a large variety of well-controlled morphologies.
2.3.1 Etch process and chemistry of pore formation
The electrochemical process, which involves the dissolution of silicon wafers in an
aqueous HF solution, is performed in either a single or double cell configuration (Fig-
ure 2.7). Galvanostatic anodization is preferred over potentiostatic anodization for
greater control and reproducibility [55]. The etch cell is made of HF-resistant ma-
terials, such as Teflon or high density polyethylene and a rubber gasket is placed
between the wafer and etch cell to ensure the maintenance of the etch solution. For
single cell configurations, a Pt cathode is submerged into the HF solution and the Si
wafer acts as the anode with a backside metallic contact. A simple metallic contact,
used by the Gole group, is a steel plate covered with aluminum foil. The aluminum
foil can be inexpensively replaced as needed and combined with the flat steel plate,
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securely clamped onto the sensor-gasket-etch cell configuration, creates a good elec-
trical contact. The contact should be ohmic to obtain the greatest consistency of
etch. Double etch cells produce better etch uniformity than single cells because the
contact is electrolytic on both sides of the silicon wafer, removing the need for back-
side metallization. However, besides being more complicated in design and set-up
than single cells, double etch cells are potentially rate limited by the backside elec-
trochemical reaction [142]. For example, the electrolyte contact on the backside of a
p-type silicon wafer is reverse biased, hindering current flow. This can be overcome
by backside illumination or by using highly doped p+-type Si, but these additional
etching requirements can limit the range of potential pore structures [143].
While many different theoretical models of the porosification mechanism have been
proposed [41, 74–76, 157, 204, 236], a complete common point of view has yet to be
established. However, the experimental process of forming various pore morphologies
is well understood. In general, it is agreed that the dissolution oxidation reaction,
Si + 6 F− + 2 H+ + 2 h+ −→ SiF2−6 + H2 , (2.30)
requires both electronic holes and an electrolyte solution capable of dissolving oxides
[104, 142, 229]. Silicon reacts spontaneously in water or air to form silicon dioxide,
SiO2, an insulating and surface passivating film. Therefore, HF, which can dissolve the
silicon oxides, is an essential component of the etch solution [229]. The dissolution
of Si in the presence of HF is still slow, requiring either strong oxidizing agents
(stain etching) or electrochemically driven oxidation [110, 229]. Figure 2.8 displays
a representative current density-potential curve of Si in an HF-based solution with
three defined regions. Region I encompasses the initial exponential rise in current
density versus increasing potential, corresponding to PSi formation. Region II is a
transition region leading into Region III, which is the electropolishing regime [287].
As long as the system proceeds in Region I of Figure 2.8, the reaction described
in Equation (2.30) proceeds along a two-electron electrochemical oxidation reaction,
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Figure 2.7: Cross-section schematics of a (a) vertical and (b) horizontal electrochem-
ical single cell and (c) double cell for etching PSi in an HF-based solution. The
electrodes submerged in the electrolyte solution are typically Pt. The backside wafer
contacts for single etch cells shown here are steel plates. The horizontal single etch
cell is used for etching under frontside or backside illumination (note the opening in
the steel backside contact indicated by the arrows).
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Figure 2.8: Typical anodic IV -curve measured on a moderately doped p-type Si in
1 % HF solution. Adapted with permission from X. G. Zhang (2004) Morphology
and Formation Mechanisms of Porous Silicon, J. Electrochem. Soc. 151, C69-C80.
Copyright 2004, The Electrochemical Society.
given by,
Electrochemical step: Si + 2 F− + 2 h+ −→ [SiF2] (2.31)
Chemical step: [SiF2] + 4 F
− + 2 H+ −→ SiF2−6 + H2 , (2.32)
where electronic holes, h+, in the Si valence band are the oxidizing equivalents of
the two electrons supplied by the cathode or counter electrode (typically Pt). The
cathodic reduction half-reaction balances the anodic dissolution oxidation reaction
(Equation 2.31). The silicon surface is inert to hydrofluoric acid attack, thus requiring
the electrochemical step given by Equation (2.31) [157]. An electronic hole (h+),
driven by the applied bias, reaches the surface and allow nucleophilic attach on the
Si−H bond and subsequent formation of a Si−F bond. The large electronegativity of
the fluoride atom destabilizes the adjacent Si−H bond, resulting in another F– attack
and Si−F bond, which releases an H2 molecule. The chemical step described by
Equation (2.32) proceeds as the recently formed Si−F bonds destabilize the backside
Si−Si bonds, which are easily attacked by HF. Lehmann and Gösele [157] explain
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that after the first Si atom is removed from an otherwise atomically flat Si surface,
the subsequent pore formation will occur preferentially at that location. This is due
to a change in the electric field distribution that causes the holes (h+) required for
dissolution to focus at the pore tip (Figure 2.9). The holes (h+) are supplied by the
valence band of the Si. While plentiful in p-type Si, n-type Si requires illumination
to generate the necessary holes. In the electropolishing regime (Region III), the
electrochemical etching reaction follows a four-electron oxidation reaction given by,
Si + 6 F− + 4 h+ −→ SiF2−6 . (2.33)
Here the electronic holes, h+, in the silicon valence band are the oxidizing equivalents
of the four electrons supplied by the cathodic reduction half-reaction occurring at
the counter electrode. In this region, the current density has exceeded the critical
current density, jPSL, the maximum current density that can form porous silicon layers
(PSL) [156].
The electrolyte solution for HF electrochemical etching is commonly either aque-
ous or organic [74]. Aqueous electrolytes refer to those from the HF−H2O system
as well as ions of fluorine containing salts, such as NH4F, in water-based etch so-
lutions. Often, ethanol, acetic acid, or surfactants are added to the aqueous so-
lution depending on the desired pore morphology. Alternatively, organic solvents,
most commonly acetonitrile (MeCN), dimethylformamide (DMF), or dimethylsulfox-
ide (DMSO), are combined with HF for an organic electrolytic etch solution. Water
present in the organic electrolyte etch solution is supplied by the standard 49 % HF
solution. Tetrabutylammonium-perchlorate (TBAP) can be added to MeCN as a
salt to improve conductivity. Organic electrolytes are important as they aid recent
advances in producing p-type microporous silicon [74].
Crystallographic orientation greatly influences PSi formation. A large single crys-
tal, produced via the Czochralski (CZ) process or float zone (FZ) process, is cut at
various angles to produce individual Si wafers coinciding with a particular crystal face
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Figure 2.9: Illustration of electric field lines in the space charge region around pores
during anodization in an electrolyte, demonstrating the collection of electronic holes
(h+) at the pore tips. Reprinted with permission from V. Lehmann and H. Föll (1990)
Formation Mechanism and Properties of Electrochemically Etched Trenches in n-Type
Silicon, J. Electrochem. Soc. 137, 653-659. Copyright 1990, The Electrochemical
Society.
33
Figure 2.10: Schematic of p-type and n-type (100) wafers with fiducial flats. Dashed
lines indicate the (110) natural cleavage planes.
(Figure 2.10) [65]. Crystal planes are indicated on the wafer by fiducial flats; p-type
(100) wafers have a major flat parallel the to (110) plane and a minor flat offset by
90◦; n-type (100) wafers have a major flat parallel the to (110) plane and a minor flat
opposite. PSi growth is anisotropic and propagates primarily in the 〈100〉 direction
of the Si crystal and secondarily in the 〈113〉 direction [224]. This is due to the dif-
ferential chemical stability of the different crystalllographic faces during dissolution.
The (111) face is capped with hydrogen atoms bonded perpendicularly to the surface
where the (100) face contains strained Si−H bonds [229].
Theoretical models seek to describe both the initiation of pore formation as well
as the subsequent growth. Through an analysis of the morphological stability of
independently varied etch parameters, Kang and Jorné [132] developed an extensive
theoretical model to predict the relationship between applied etch conditions and the
resultant PSi morphology. This model confirmed the significance of the supply of
holes in the silicon wafer, suggesting that PSi formation is simultaneously dependent
on both materials and process. Kang and Jorné also propose that pore nucleation
is due to planar surface instability to small perturbations. Other theories for pore
nucleation include near-surface variations in vacancy-type defects [51] and selectively
etched hydrogen-induced structural micro-defects [6]. Beale et al. [23] propose that
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a Schottky barrier between the silicon and electrolyte interface exists due to surface
states. As a result, the dissolution of silicon preferentially occurs at the pore tips
where the intensity of the electric field is higher, lowering the Schottky barrier. Other
mechanisms explaining pore growth include a correlation of the space charge region
(SCR) width with the distance between pores and the current burst model [74, 159].
First proposed by Lehmann and Föll [156], the space charge region pore formation
model explains the formation of n-type macropores. The authors explain that the
space charge region at the Si surface will bend around newly formed pore tips (Fig-
ure 2.9). The electronic holes required for dissolution are focused at the pore tips were
the space charge region is thinnest [74,156]. This focussing of holes at the pore tips is
enhanced for the case of n-type anodization with backside illumination, as the holes
will be generated primarily from the back side of the space charge region following the
preferential path to the pore tips. In this case, large constant diameter macropores
will grow [74]. This model has been extensively studied by Lehmann and cowork-
ers [155,156,158] and a quantitative formula has been created to reliably predict and
refine n-type macropore formation. This successful formula relates pore morphology
parameters, such as the cross-sectional area of the pore and spacing between pores, to
the applied current density and critical current density, jPSL [155]. However, the SCR
model is insufficient to describe the formation of macropores in general. In particular,
this is true for the case of macropores formed in organic electrolyte solution, which
do not typically have a characteristic peak current density, jPSL [74].
The current burst model explains that low frequency current oscillations are due
to spacially and temporally inhomogeneous current. Each current burst isolated to a
nm sized region is composed of a sequence of direct dissolution, oxidation, and then
oxide dissolution [74]. Hydrogen passivation will then occur if another current burst
does not follow in the same location. However, subsequent current bursts tend to
occur in the same locations as previous bursts, creating a pore-producing cycle.
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Chazalviel et al. [41] explain that theoretical models are often separated into sil-
icon electrochemical theories and physical theories focussed on the semiconducting
character of silicon and hole availability. However, these categorically separated an-
odization models are only able to provide general qualitative predictions. A robust
quantitative model requires a framework that incorporates chemical and physical as-
pects simultaneously [41].
2.3.2 Pore morphology
While a robust quantitative model for the formation of PSi has not yet been given
[104,142], extensive studies of the dissolution process have led to the ability to create
a wide variety of PSi morphologies tailored to particular applications [74,75,132]. Due
to the drastic difference in the number of holes, porosification of n-type Si produces
a different set of morphologies than does p-type [74, 75]. Traditionally, n-type Si
is used to fabricate large diameter macropores through the application of backside
illumination generating the necessary holes at pore tips [104]. Highly doped p+ and n+
silicon yields dendridic mesopores, and p-type PSi commonly consists of micropores
[104,142,229]. However, all three pore geometries can be formed by a variety of etch
conditions. In particular, p-type macropores, formed using an organic electrolyte etch
solution, are being investigated as an alternative to the involved process of forming n-
type macropores [38,74]. Advantages of using p-type Si to produce macropores include
a simpler etch setup (no need for backside illumination) and no known limitations
to the parameter space (for example, no limits on etch rate or pore depth have been
established for p-type macropore formation) [74]. PSi can be formed as a single
layer with no porosity gradient by the application of a single value of current density
or as multi-layers of varied pore diameters by sinusoidally modulating the current
density [104,134,275].
Demonstrated in even the earliest studies of porous silicon [271], the depth of the
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pores formed during dissolution increases with etch time, as shown in Figure 2.11.
However, the growth rate decreases with etch duration eventually limiting the maxi-
mum depth for a particular set of parameters. For long etch durations, the electrolyte
becomes exhausted at the pore tips where the dissolution takes place due an to in-
creasing difficulty of diffusion of electrolyte molecules into the deep pores [74,104,156].
Similarly, the average pore diameter and porosity (the distance between pores) in-
creases with applied current density, as explained by the SCR pore formation model
proposed by Lehmann and Föll [156], which is demonstrated in Figure 2.12. Also
shown in Figure 2.12, Granitzer et al. [103] investigated the four-fold symmetry of
self-assembled pores and the relationship between this regularity and current den-
sity. This relationship of a monotonically increasing pore-diameter and regularity of
pore-arrangement is explained by the higher electric field strength at the pore tips
with larger current densities [104]. Granitzer et al. [103, 104] found that the regular
arrangement of the pores only occurred within a specific window of current densities,
holding all other etch-parameters constant. The current density must be above a crit-
ical value, that required for pore diameters of approximately 30 nm. Below this value,
the pore spacing is greater than the pore diameters, leading to an enhancement of
dendritic pore growth, all of which contributes to an irregular pore arrangement [104].
By the application of sophisticated etching techniques, advanced PSi morphologies
can be constructed. Pores with enhanced regularity, smooth walls, and a high aspect
ratio, demonstrated in Figure 2.13, are achieved by pre-patterning the Si wafer prior
to anodization. Llorca et al. [168] have developed a lithographic patterning process
to produce periodic macropores for utilization as a membrane microreactor. Taking
advantage of the channel structure of PSi, bulk silicon can be removed to expose the
backside of a PSi layer to create a flow-through-PSi membrane reactor [168,214,238].
The square array of 220 µm deep pores, shown in Figure 2.13, was lithographically
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Figure 2.11: Relation between PSi thickness and anodizing time for p- and n-type
silicon. Reprinted with permission from Watanabe et al. (1975) Formation and
Properties of Porous Silicon and Its Application, J. Electrochem. Soc. 122(10) 1351-
1355. Copyright 1975, The Electrochemical Society.
prestructured on n-type (100) silicon wafers. Pre-defining the position of pores is es-
sential for PSi membrane reactors to ensure that membranes can be stacked without
dead-end channels [214]. An earlier study on the fabrication of PSi membranes for
the purpose of hydrocarbon reforming used an SiNx etch mask to pre-define pore loca-
tions [214]. Inverted pyramids, created by tetramethylammonium hydroxide (TMAH)
etching, guided the subsequent electrochemical etch to create pores every 4 µm. With
a solution of 5 wt% HF and 0.1 mmol Triton X-100 surfactant, the etch was carried
out at 288 K for 330 min with backside illumination. The etch current was reduced as
the etch progressed to compensate for the restricted diffusion of HF into the growing
high aspect ratio pores. To turn the pore structure into a membrane of channels, the
backside of the silicon was etched away by a TMAH solution at 358 K. The recently
created front-side porous structure was protected from the TMAH etch by oxidation
in O2 at 1373 K, and the resultant oxide was removed by HF as a final step [168].
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Figure 2.12: Relation between PSi pore diameter, pore spacing and regularity with
current density for n-type Si anodized in 10 wt% HF and current density of (a)
125 mA/cm2, (b) 100 mA/cm2, and (c) 75 mA/cm2. Top row: SEM of top view of
PSi samples showing variation of pore diameters and pore spacing; middle row: SEM
of cleaved edge of PSi samples; bottom row: Fourier transform of top view SEM im-
ages showing decreasing regularity with decreasing current density. Reprinted from
Physica E: Low-dimensional Systems and Nanostructures, 38(1-2), P. Granter, K.
Rumpf, P. Pölt, A. Reichmann, H. Krenn, Self-assembled mesoporous silicon in the
crossover between irregular and regular arrangement applicable for Ni filling, 205-210,
Copyright 2007, with permission from Elsevier.
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Figure 2.13: SEM image of lithographically patterned n-type macroporous silicon
membrane. Reprinted from Journal of Catalysis, 255, Llorca J., Casanovas A., Tri-
fonov T., Rodrguez A., and Alcubilla R., First use of macroporous silicon loaded with
catalyst film for a chemical reaction: A microreformer for producing hydrogen from
ethanol steam reforming, 228-233, Copyright 2008, with permission from Elsevier.
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Figure 2.14: Schematic of the motion of holes generated at the pore tips by tunnel-
ing (a) without and (b) with an external magnetic field. Reprinted from Japanese
Journal of Applied Physics, 47, Hippo et al., Formation Mechanism of 100-nm-Scale
Periodic Structures in Silicon Using Magnetic-Field-Assisted Anodization, 7398-7402,
Copyright 2008, with permission from IOP Science.
Alternatively, with the utilization of an external magnetic field during anodization
of pre-patterned PSi, Hippo et al. [114] have created highly directional and high aspect
ratio pores with diameters under 100 nm. Mesoporous silicon formation typically
requires highly doped silicon. As doping density increases, the space charge region
experiences greater fluctuations, causing pore growth to deviate from the intended
unidirectional path. Under the application of a magnetic field parallel to the direction
of desired pore growth, the induced Lorentz force confines the electronic holes to the
cyclotron radius (Figure 2.14). As a result, pore growth is limited to the pore-tip,
restricting the subsequent pore radius. The magnetic field confinement of the holes
also suppresses dendridic growth [114].
Multi-layered PSi is created by varying the anodization current density during
the etch (Figure 2.15) [104,275]. As dissolution occurs primarily at the pore tips, the
adjusted current density will only affect subsequent pore growth and leave the already
formed pore structure for the most part unaltered [104, 275]. A key application for
multi-layered PSi is as an optical chemical sensor. The layers of different porosity
exhibit unique reflectivity and chemical sensing is based on monitoring changes in
the refractive index and peak shift of these PSi layers exposed to various species
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(a) (b)
Figure 2.15: (a) PSi with three layers of different porosities, etched with three chang-
ing current densities (j1 = 75 mA/cm
2, j2 = 50 mA/cm
2, and j3 = 125 mA/cm
2).
(b) Zoomed-in boundary between layers etched with current densities j2 and j3.
Reprinted with permission from P. Grantzer and K. Rumpf (2010) Porous Silicon
- A Versatile Host Material, Materials 3, 943-998, Creative Commons License.
[134, 200, 275]. Multi-layered PSi, where the deeper layers have sequentially smaller
diameters, is particularly useful for monitoring biomolecules. The depth to which
biomolecules can penetrate the porous layers is limited by their size, thus creating
different optical signals for different sizes of biomolecules. Pacholski et al. [200] created
a double-layer of PSi with a top layer of large pores that could support the diffusion
of large protein molecules, and a smaller bottom layer into which only the smaller
sucrose molecule could penetrate (Figure 2.16). Reflected light from the multi-layers
contain three superimposed interference patters (Figure 2.16), which are resolved
by fast Fourier Transform (FFT) of the reflectivity spectrum. The peaks in the
FFT indicate positioning of large and small molecules in the size-selective membrane.
Therefore, the reflectance spectra of the bottom layer could be used as an on-chip
reference channel to detect certain large proteins in the presence of smaller sucrose
molecules [200].
The technique of creating PSi multi-layers can also be applied to the fabrication of
microfilters or micromembranes. In contrast to the PSi membrane fabrication method
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Figure 2.16: Schematic of the porous Si double-layer biosensor consisting of a top layer
with large pores and a bottom layer with smaller pores. The three different interfering
light beams are shown. Interference of beams a and b occurs from reflections at the
interfaces bordering layer 1, interference of beams b and c originates from layer 2, and
interference of beams a and c originates from layer 3. Analyte-containing solution
is introduced at the top of the structure. Reprinted with permission from Journal
of the American Chemical Society, 127, Pacholski et al., Biosensing Using Porous
Silicon Double-Layer Interferometers: Reflective Interferometric Fourier Transform
Spectroscopy, 11636-11645. Copyright 2005, American Chemical Society..
described by Llorca et al. [168] and others [238], which requires additional steps of
protecting the PSi layer, removing the backside bulk silicon, and then subsequent
removal of the PSi protectant, an increase of the current density after an initial
PSi layer is created can fabricate a PSi membrane in a single etch procedure [34].
The microfilters are etched in a 1:15 volumetric ratio of 49 % HF and DMF in two
contiguous stages of current densities. The first stage corresponds to formation of
the porous structure of the microfilter with a moderate current density and long
etch duration to create deep pores, which will correlate with the durability of the
final microfilter. The second stage of the etch is performed at a significantly higher
current density, 3 times to 4 times that of the first stage, for a duration of around
300 s. This causes a rapid widening of the pores at the pore tips to the extent that
the pore diameter exceeds that of the pore spacing, cutting off the porous structure
formed in the first stage from the bulk-Si. Recent work on optimizing the fabrication
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process has reliably produced large (approximately 1 cm2) robust microfilters that
easily lift off from the bulk-Si by rinsing with MeOH (Figure 2.17).
Careful selection of appropriate electrochemical etch conditions can produce PS
with a hybrid morphology of macropores covered with a nanoporous layer [88, 219,
244]. For example, Su et al. [244] developed a hierarchical macroporous silicon with
a nanoporous surface (NP-MPSi) by anodic etching of n-type silicon in a 49 % HF/
ethanol solution with a volume ratio of 1:1 at a current density of 50 mA/cm2 under
front-side irradiation of a Xe lamp. A pore size analyzer revealed that about 80 %
of the pore volume was due to pores with a diameter less than 20 nm, 60 % of which
had diameters less than 5 nm. In the context of chemical gas sensing, Gole et al. [88]
developed a hybrid PSi surface referred to as nano-/micropores, so named for the
pores with diameters of approximately 1 µm to 2 µm with walls coated with pores
of diameter below 50 nm. While the micropores allow for rapid Fickian diffusion
of gas molecules into the porous silicon structure, the nanoporous layer is optimal
for providing an extremely high surface area for sensing and for the deposition of
nanostructured metal oxides, which control and focus a variable and efficient analyte
interaction with the PSi interface [146]. The hybrid pores will be the foundation
for the chemical sensors described in this thesis and the procedure for fabricating
these hybrid nano-/micropores, shown in Figure 2.18, will be discussed in detail in
section 3.1.4.
2.3.3 Surface chemistry
The surface of freshly prepared PSi is predominantly consists of silicon hydrides (SiH,
SiH2, or SiH3) and trace amounts of oxygen and fluorine [229]. During the dissolution
process, the applied bias will cause holes to drift to the Si-solution interface, resulting
in a positively charged Si atom, which is then complexed with a fluoride ion [220]. The




Figure 2.17: SEM images of PSi microfilters fabricated from p-type silicon, beveled
at 45◦. The microfilters, with a width of approximately 30 µm, were fabricated with
etch conditions of (a) a current density of 9 mA/cm2 for 7500 s followed by 22 mA/cm2
for 300 s and (b) 6.5 mA/cm2 for 7300 s followed by 22 mA/cm2 for 300 s. C. Baker,
unpublished. 45
Figure 2.18: SEM image of hybrid nano-/microporous PSi fabricated from p-type
(100) Si (7 Ω cm to 13 Ω cm). C. Baker, unpublished.
adjacent Si−H bond, leading to a difluoride terminated surface. The fluoride surface
bonds will destabilize the backside Si−Si bonds, and the silicon fluoride is dissolved
into the electrolyte solution as SiF2–6 , leaving behind a newly formed stable hydrogen
terminated surface [216]. After exposure to air, the PSi surface rapidly oxidizes. The
PSi can be completely oxidized through exposure to wet or dry oxygen at elevated
temperatures [168, 282]. The resultant oxide can also be easily removed by soaking
in dilute HF [15, 168]. As such, the unique surface of PSi can be utilized in a wide
range of applications. In particular, PSi is an excellent support of various materials.
Catalytic activity is often dependent on the support surface. A wide range of cat-
alyst supports has been studied to enhance the activity of metal catalysts. Catalyst
supports are often inert, enhancing the catalytic activity by providing a high surface
area per volume for dispersed catalysts, and are thermally, chemically, and mechani-
cally stable [169, 213]. However, semiconductor supports, traditionally reducible ox-
ides, offer the ability to electronically interact with metal catalysts to further enhance
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catalytic sites. PSi is a desirable choice for a catalyst support due to the high surface
area porous structure and the semiconducting properties of bulk silicon [213]. PSi can
also enhance the activity of supported photocatalysts. Under irradiation, the small
band gap (2.0 eV) of PSi contributes additional electron-hole pairs to supported pho-
tocatalysts [247]. Additionally, the hydrogen-terminated surface of PSi is ideal for the
reduction of metal salts to form metal nanoparticle catalysts [66, 166, 192, 212]. The
process of reducing a metal salt into nanoparticles on a PSi surface can be described
as follows, using a metal chloride precursor [131,133]:
1. decomposition of a metal chloride salt in an aqueous acidic solution
MClz −→ Mz+ + ZCl− (2.34)
where M represents a noble metal,
2. hole injection into the valence band through a coupled redox reaction,
oxidation: Si + 2 H2O + 2 h
+ −→ Si(OH)2 + 2 H
+ (2.35)
reduction: Mz+ −→ M + zh+ , (2.36)
3. electron injection into the conduction band through a second coupled redox
reaction,
oxidation: Si(OH)2 −→ SiO2 + 2 H
+ + 2 e− (2.37)
reduction: 2 H+ + 2 e− −→ H2 . (2.38)
Polisski et al. [212,213] demonstrated the importance of the hydrogen-terminated
surface for Pt nanoparticle deposition by attempting a metal salt reduction on hydrogen-
effused PSi powder samples. Removal of the hydrogen-termination at the PSi surface
was performed by heating the samples to 400 ◦C. Fourier-transform infrared (FTIR)
spectroscopy was used to confirm the absence of hydrogen-termination on the heated
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samples. While FTIR peaks corresponding to Si−Hx bonds were present in the FTIR
spectra for the freshly prepared PSi powders, the Si−Hx peaks were absent from the
spectra of the heated samples. The hydrogen-effused samples did not participate in
any reductive activity, confirming the importance of Si−Hx groups in nanoparticle
formation. Copper and silver nanoparticles have also been successfully reduced from
metal salts onto a hydrogen-terminated PSi layer [66,166].
2.4 Porous Silicon Chemical Sensors
PSi has attracted significant attention for chemical sensor applications due to its
unique surface chemistry, high surface area, tailorable morphology, and facile inte-
gration with silicon based technology. Upon exposure to a chemical species, PSi can
transduce the interaction via a change in optical or electrical properties, allowing
the detection of a range of organic solvents [8, 123], organic vapors [44, 127, 128, 134,
167, 189], as well as inorganic gas pollutants [28, 174, 250, 278, 279]. In general, inor-
ganic vapors are detected at significantly lower concentrations than that of organic
vapors [13]. A key area of the development of PSi chemical sensors is not only im-
proving sensitivity but selectivity, the ability to differentiate between multiple species
present in an environment. In recent studies, selectivity is enhanced by simultane-
ously measuring and comparing signals from multiple transduction mechanisms. This
is exemplified by the combination of optical and conductance measurements. While
this method shows some promise, these studies are preliminary in nature and struggle
with optimizing the porous structure for both methods of transduction [128]. Alter-
natively, increasing or decreasing the sensitivity to individual gas analytes for allows
for the creation of a complete sensing array [92]. The following sections will outline
recent advances in the development of sensitive and selective PSi chemical sensors
with a focus on improvements through interface modification.
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2.4.1 Optical transduction
Optical transduction represents one of the most widely studied properties of PSi in
the context of chemical sensing [142]. PSi sensors based on monitoring photolumi-
nescence (PL) quenching with respect to changes in surrounding gas are extremely
sensitive. Threshold sensitivities to alcohol vapor concentrations below 4 ppm have
been reported [46] and detection of 70 ppb NO2 [109] and 440 ppb SO2 [136] have been
achieved. However, PSi sensors based on PL quenching suffer from saturation at
concentrations above 50 ppm, excluding the ability to discern and distinguish higher
vapor concentrations [115]. Other disadvantages of PL-based sensors include low se-
lectivity and a low degree of reversibility, limiting their applicability for commercial
devices [109,142].
In contrast, optical PSi sensors based on monitoring the change in refractive in-
dex in the presence of chemical vapors are a promising sensor design. These Bragg
reflector-based sensors utilize multi-layered PSi created by alternating current densi-
ties during anodization, illustrated in Figure 2.19. Optical sensors have fast response
times and do not require electrical components near the PSi sensing interface, which
is desirable for detection of highly flammable gases. Jalkanen et al. [127] have devel-
oped an optical Bragg reflector based sensor, constructed from multi-layered PSi, to
detect various organic vapors. The multi-layered PSi sensor interface is formed by
anodizing a p+-type (100) silicon wafer (0.01 Ω cm to 0.02 Ω cm) in a 1:1 HF/ethanol
solution. The current density was modulated between 10 mA/cm2 and 100 mA/cm2
with a 20 s period. The Bragg reflector operates on the principle that light reflected
off the various PSi layers of different morphology will form an interference pattern
with distinct bands of high reflectivity at particular wavelengths. A redshift in the
interference peak signals the presence of chemical vapors, which increases in magni-
tude with increasing vapor concentration [127]. However, selectivity, the ability to
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Figure 2.19: SEM image of porous silicon layers consisting of 4 period Bragg mirrors.
Alternating layers of 165 nm, 50 % porosity (5 mA/cm2 for 32 s) and 190 nm, 70 %
porosity (35 mA/cm2 for 11 s) porous silicon layers constitute the Bragg mirrors. The
defect layer located between the two Bragg mirrors has a thickness of 205 nm and a
porosity of 75 % (50 mA/cm2 for 8 s). Reprinted with permission from Physica Status
Solidi (a), 197, S.M. Weiss and P.M. Fauchet, Electrically tunable porous silicon
active mirrors, 556-560, Copyright 2003, with permission from John Wiley and Sons.
distinguish between signals from different vapors, is low and would require the moni-
toring of other properties of the reflectance spectra, such as spectral shape or response
time. A typical complete sensor device setup involves an InGaAs-photodetector for
observing the changes in reflected IR radiation, introduced via a bifurcated optical
fiber.
Chemical instability due to the natural oxidation of a PSi surface is detrimental
to the optical transduction mechanism. Oxidation leads to a gradual blue shift of
the reflectance peak (drift of the sensor baseline) and can also diminish sensitivity.
Jalkanen et al. [127] describe a method of thermal carbonization to passivate the PSi
layers for improved stability. The freshly prepared PSi layer is sealed into a quartz
tube and exposed to a continuous flow of a 1:1 volumetric ratio of acetylene and ni-
trogen. The PSi layer is then simultaneously raised to 500 ◦C in a furnace for 10 min,
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then cooled under just nitrogen to complete the carbonization process. Carboniza-
tion below 600 ◦C creates a stabilized sensor resistant to humidity. In contrast, a
hydrophilic surface is created by carbonization above 680 ◦C, which is ideal for for a
sensor sensitive to humidity changes [127,128].
The delicate method of reflectance monitoring involves challenges including repro-
ducibility due to the imprecise positioning of optical fibers. To improve reproducibil-
ity of the monitoring of optical property changes, Karcali et al. [134] have developed
an elegant fabrication process to integrate a fiber optic cable directly into the bulk
Si. The new design (Figure 2.20) features more robust reflectivity measurements by
eliminating measurement error from the variation in fiber optic cable alignment angle.
Once the device is fabricated, each subsequent experiment can be quickly and easily
assembled. In contrast to the traditional experimental setup (Figure 2.20a), which
requires the PSi sensor to be secured to a“basement” or base layer and a carefully
positioned fiber optic cable, the new design (Figure 2.20b) can be flexibly positioned.
This is optimal for sampling vapors in difficult to access environments.
The first fabrication step involves hole milling by reactive ion etching (RIE) of the
insulator backside (handle layer) of a silicon on insulator (SOI) wafer. A thin oxide
layer between the silicon and insulator is used to reliably stop the RIE process [134].
The porous layer is formed by electrochemical anodic etching in a 1:2 HF (40 %) and
ethanol (95 %) solution. The etching current density is set to 600 mA/cm2 for 120 s
to thin the silicon layer by electro-polishing. The current density is then adjusted
linearly from 100 mA/cm2 to 20 mA/cm2 for 10 s, to create an index profile to suppress
undesired reflections. This is followed by 876.8 s of sinusoidally modulated current of
19 mA/cm2 to 21 mA/cm2 to fabricate the detection multilayers. A final linear change
over 5 s from 20 mA/cm2 to 0.2 mA/cm2 again eliminates unwanted reflections [134].
The fiber optic cable is then integrated into the PS sensor by fixing with epoxy at an
optimized position. The authors admit that this new design necessitates a “thorough
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(a) (b)
Figure 2.20: Comparison of optical measurement schematics of (a) a conventional
reflectance PSi sensor and (b) an integrated PSi sensor. c©2013 IEEE. Reprinted,
with permission, from T. Karacali, U.C. Hasar, I.Y. Ozbek, E.A. Oral, H. Efeoglu,
Journal of Lightwave Technology, 31, 2013.
and methodological preparation” [134]. This extensive process of device fabrication
could represent a significant barrier to adaptation into ready applications.
PSi sensor device optical measurements were compared for ethanol, methanol,
propanol, and butanol. The mean and standard deviation of wavelength shifts in
reflectivity for each organic vapor are listed in Table 2.1. The measurements from
the integrated PSi sensor had a lower variance for all vapors [134]. Both the inte-
grated and conventional PSi sensor reported unique reflectivity wavelength shifts for
butanol, propanol, ethanol, and methanol. The integrated PSi sensor, as opposed to
a conventional PSi sensor, was able to detect distinct reflectivity wavelength shifts for
1-propanol versus 2-propanol. However, the conventional PS sensor could differentiate
between 1-butanol and 2-butanol where the integrated PSi sensor could not [134].
In the interest of obtaining selectivity of optical sensors to different chemical
species, Jalkanen el al. [127] propose monitoring multiple aspects of the reflectance
spectra. In addition to an observed redshift, the shape of the spectra was also slightly
altered in response to the various vapors. The full width at half maximum (FWHM)
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Table 2.1: Wavelength shifts in reflectivity measurements (in nm). The difference in
the standard deviations of the conventional and integrated sensor are also provided.
Organic solvent Conventional Sensor Integrated Sensor STD Difference
1-butanol 40.00± 1.35 39.00± 0.93 0.42
2-butanol 39.00± 1.25 39.00± 0.85 0.40
1-propanol 38.00± 1.10 37.00± 0.77 0.33
2-propanol 38.00± 0.98 36.00± 0.68 0.30
Ethanol 35.00± 0.90 34.00± 0.63 0.27
Methanol 30.00± 0.80 28.00± 0.55 0.25
c©2013 IEEE. Reprinted, with permission, from T. Karacali, U.C. Hasar, I.Y.
Ozbek, E.A. Oral, H. Efeoglu, Journal of Lightwave Technology, 31, 2013.
of the spectra was measured to compare the degree of spectral shape alteration with
acetone, decane, and methylamine having the strongest effect [127]. While is it normal
for the FWHM value to increase with a redshift in the spectra, the FWHM change
due to the organic vapors was greater than expected, in the case of acetone, or the
inverse of that expected, in the case of decane. Instead, adsorbate affinity to PSi layers
with different indexes of refraction, related to porosity, is a possible reason for the
FWHM change [127]. Selectivity of the optical sensors to acetone and methylamine is
illustrated in Figure 2.21, by analyzing both the redshift and spectral shape change.
2.4.2 Conductometric transduction
Conductometric based PSi chemical sensors, sensitive to resistance changes as a func-
tion of gas analyte concentration, represent one of the simplest and least expensive
methods to construct a complete chemical sensing device [85, 142]. Resistance is a
function of both charge carrier mobility and density, the latter of which changes in
response to the surrounding gas analytes. This corresponds to an adjustment of the
position of the Fermi level in the PSi sensor. The precise response mechanism for
the transduction of the interaction with gas analytes through a change in charge car-
rier concentration is a subject of contrasting opinions and a rich topic of continuing
study [8, 25, 142, 241]. The presentation of a full fundamental response mechanism
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Figure 2.21: Comparison of redshift and FWHM reflectance spectral change in re-
sponse to acetone and methyl amine at various concentrations to demonstrate optical
sensor selectivity. Reprinted with permission from Optics Express, 17, Jalkanen et
al. Optical gas sensing properties of thermally hydrocarbonized porous silicon Bragg
reflectors, 5446-5456, Copyright 2009, with permission from the Optical Society of
America.
is discussed in detail in Chapter 4. In general, Gole and Ozdemir [94] describe the
changes in the extrinsic semiconductor charge carrier populations that occur in the
presence of inorganic gas analytes as follows. An analyte acting as a Lewis base
can donate electrons to the PSi interface. For p-type PSi, the majority charge car-
riers, electron holes, combine with the donated electrons and are reduced in number
therefore increasing the resistance of the PSi sensor. In contrast, for n-type PSi, the
majority charge carriers are electrons and so the electron transfer from analytes in-
creases the majority charge carrier population, thus decreasing resistance [94]. Device
electronics, potentially fully integrated with the PSi sensing interface on a single Si
wafer, can be easily expanded into an array of conductometric PSi sensors with only a
minimal increase in overall device size [147]. Careful considerations for conductomet-
ric PSi sensors include developing ohmic contacts and choosing optimal direct current
(DC) or alternating current (AC) electrical operating conditions [142]. Ohmic con-
tacts, characterized by a low-resistance or non-rectifying junction between the metal
54
contact and PSi semiconductor, are essential for producing a low-power device, prefer-
able in particular for portable applications [163, 233]. In general, a resistance-based
PSi sensor is operated in DC mode.
Development of both the sensitivity and selectivity of conductometric PSi sensors
has been explored through select modifications of the PSi interface. Yan et al. [279]
have studied room temperature detection of NO2 with a PSi layer enhanced by ZnO
electrochemical deposition. The PSi sensors were exposed to various concentrations
of gas by injecting the analyte gas into an enclosed chamber. The PSi layer was
fabricated by a double cell anodic etching of p-type silicon wafers in a 1:2 HF and
DMF solution with a current density of 100 mA/cm2. Pt electrodes 100 nm thick were
deposited onto the PSi surface by RF magnetron sputtering [279]. The final, relatively
large, sensor measured 4 mm × 16 mm with two 3 mm × 3 mm Pt electrodes. SEM
characterization revealed that the morphology of the deposited ZnO nanostructures
depended on the pH value of the electrochemical solution [279]. As seen in Figure 2.22,
a pH value of 6 resulted in nanosheets of ZnO, a pH value of 6.5 resulted in nanorods,
and a pH of 7 encouraged the formation of dendritic ZnO nanostructures.
The resistance change response of the PSi/ZnO sensors was compared showing
samples with ZnO nanosheets to have the greatest increase in sensitivity and a sample
with dendritic ZnO to have almost the same sensitivity as PSi. Yan et al. [279]
propose that the reason for the better gas sensing properties of the nanosheets is
due to either possible higher surface area or a more apparent interface effect between
the nanosheets and PSi, since the thickness of the sheets is much smaller than the
diameter of the nanorods. Additionally, the ZnO nanostructured PS sensors exhibited
a high selectivity to NO2 over NH3, H2S, and organic vapors. The sensor response
to 1 ppm NO2, defined as S = Rg/R0 where Rg and R0 denote the resistance of
the sensor in the test gas and in clean air, respectively, was approximately 3 times
larger than 10 ppm NH3 and 4 times larger than 10 ppm H2S. However, it should be
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Figure 2.22: SEM images of PS and ZnO nanostructures/PS: (a) PS; (b) pH 6,
nanosheets; (c) pH 6.5, nanorods; (d) pH 7, dendritic nanostructures; the inset in
(a) and (d) are cross-sectional view of the corresponding products. The inset in
(b) and (c) are the high magnification SEM images of the corresponding products.
Reprinted from Electrochimica Acta, 115, Yan et al., Electrochemical deposition of
ZnO nanostructures onto porous silicon and their enhanced gas sensing to NO2 at
room temperature, 297-305, Copyright 2014, with permission from Elsevier.
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noted that PSi sensors, even without surface modification, have been shown to be
more sensitive to NO2 than other gas species [14,20,21,202]. The sensor response to
methanol, ethanol, and acetone was negligible [279].
Tungsten oxide nanowires also appear to enhance the response to NO2 [174]. Ma
et al. [174] prepared PSi/WO3 nanostructured sensors by first coating PSi with a
thin film of tungsten by magnetron sputtering. Tungsten is deposited up to 150 nm
thick on PSi, and then forms nanowires by annealing under oxygen and argon at
temperatures of 600 ◦C to 750 ◦C for 1 h. The resistance change of the PSi/WO3
nanowire sensor was measured in response to NO2, NH3, ethanol, and acetone. The
sensor showed selectivity to NO2 with a sensor response approximately 6 times greater
for 5 ppm NO2 than 50 ppm NH3, 100 ppm of ethanol, and 100 ppm of acetone. The
optimal testing temperature of 100 ◦C is analogous to traditional metal oxide devices.
The sensor response to the other gas analytes was negligible [174].
Similarly, the PSi sensor response to NO2 was enhanced by the addition of TeO2
nanowires [278]. Tellurium powder was thermally evaporated onto the PSi sample
for 2 h at 400 ◦C. The response (change in resistance) of the PSi/TeO2 sensor to
1 ppm of NO2 was approximately 5.7 times the response of blank PSi [278]. This
result demonstrates the potential for signal improvement with the proper deposition
of nanostructured metal oxides, but the use of TeO2, an extremely dangerous material,
and the complexity of the approach used to prepare the surface does not justify its
use over similarly sensitive surfaces.
Nanopore coated microporous PSi interfaces have been created to detect low ppm
levels of NH3, NOx, CO, SO2, H2S, and PH3 [15, 163, 197, 198]. These are rapidly
responding, reversible, and sensitive sensors, which operate at room temperature.
Selectivity to different gas analytes has been established with the deposition of select
metal oxide nanoparticles. These nanoparticles direct a reversible electron transduc-
tion, predicted by the now developing IHSAB principle [92, 94]. The metal oxide
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nanoparticles are amenable to in-situ modification, thus extending the range of selec-
tive responses and providing additional applications through the modification of the
metal oxide nanostructures at the PSi gas sensor interface. The details of fabrication
are described in section 3.1.
Metal oxide deposition on the PSi interface has been shown to increase or decrease
the resistance response of the PSi sensors to inorganic analyte gases depending on the
combination of analyte and decorating metal oxide. The recently implemented Inverse
Hard/Soft Acid/Base (IHSAB) model, which predicts the interaction of acidic, basic,
and amphoteric gas analytes with nanostructure treated p- and n-type PS sensor
interfaces [92], complements the tenants of the HSAB concept [207] and serves as an
explanation of this phenomenon.
Figure 2.23 shows the estimated positions of deposited nanostructures (acids) and
analytes (bases) on the IHSAB scale relative to p- or n-type PSi. The interaction
strength is correlated with the relative acidity and basicity of the reactants, as strong
acids react with strong bases and weak acids interact with weak bases, resulting
in significant ionic and covalent bonding, respectively. We wish to minimize this
bond formation. A nanostructure-treated PSi gas sensor can be made to behave in
a physisorption/weak chemisorption dominated mode, and the IHSAB concept can
be used to explain this behavior. Here, the physisorption (electron transduction)
process is found to dominate for primarily strong acid-weak base and weak acid-
strong base interactions. The emphasis is to impede bond formation by creating
a molecular orbital mismatch. By assessing trends within the IHSAB framework,
appropriate selections can be made for the modification of the PSi hybrid interface
with nanostructured metal/metal oxide deposits to create a range of sensitivities for
a number of gases [87]. A weak interaction with minimal chemical bonding occurs
if the donor orbital (highest occupied molecular orbital, HOMO) energy is not well
matched with the acceptor (lowest occupied molecular orbital, LUMO) energy. As the
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Figure 2.23: IHSAB scale and estimated hard and soft acidities and basicities based on
response changes relative to a p- and n-type PSi interface. Reprinted with permission
from ChemPhysChem, 13, J.L. Gole, E.C. Goude, and W. Laminack, Nanostructure-
driven Analyte-Interface electron transduction: A general approach to sensor and
microreactor design,” 549-561, Copyright 2012, with permission from John Wiley
and Sons.
HOMO (donor)-LUMO (acceptor) energy gap decreases, there will be more charge
transfer and a stronger Lewis acid-base interaction. The greater the separation, the
greater the orbital mismatch, leading to the greater response of the sensor [87]. As
dictated by the IHSAB scale, AuxO will produce the largest response to NH3 and
TiO2 and SnO2 will produce the largest response to CO. The IHSAB principle may,
in fact offer an alternate explanation to the observations of Yan et al. [279].
Figure 2.24 demonstrates the effect of nanoparticles on the detection of PH3.
If nanoparticles of NiO, which lie just the the soft side of PSi on the IHSAB scale
(Figure 2.23) are deposited on a p-type PSi sensor, they slightly enhance the response
to PH3. The NiO nanostructure shifts the PSi interface toward a position slightly
farther away from PH3, increasing the inverse hard/soft relation and improving the
physisorption directed response. As a further demonstration of the IHSAB principle,
a p-type PSi sensor decorated with AuxO nanoparticles enhances the response to PH3
to an even greater degree. This is due to the fact that AuxO lies even further away
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Figure 2.24: Comparison of resistance response to 1 ppm to 5 ppm of NH3 of untreated
p-type PSi (black line) and NiO (left) and AuxO (right) treated PSi interfaces (red
line). Reprinted from Sensors and Actuators B: Chemical, 151, S. Ozdemir and J. L.
Gole, A phosphine detection matrix using nanostructure modified porous silicon gas
sensors, 274-280, Copyright 2010, with permission from Elsevier.
from PH3 on the IHSAB scale (Figure 2.23) than both PSi and NiO, representing an
increase in orbital mismatch. Acting as a base, PH3 contributes electrons to a p-type
PSi sensor, which combine with and thus decrease the concentration of the majority
charge carriers (electronic holes), corresponding to an increase in resistance [198].
The IHSAB model guides the choice of metal oxide nanoparticles deposited onto
the PSi micro-/nanoporous interface to create an array of selectively tuned sensors
[87]. The relative change in response to NO and NH3 for an n-type PSi sensor resulting
from various nanostructure depositions is summarized in Table 2.2, where the change





This array has recently been expanded by in-situ modification of the deposited
metal oxide nanostructures. The metal oxide nanostructure islands on the PSi sensors
have been functionalized using triethlyamine in a manner similar to the nitridation of
TiO2 described previously [151]. The sensor is then aged for 24 h in a desiccator before
testing, thus allowing unreacted triethlyamine to evaporate. The in-situ modification
of the deposited metal oxides changes the reversible interaction with NO, NH3, and
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Table 2.2: Response change, ∆, due to nanostructure depositions on n-type PSi
sensor. The changes in response correlate with shifting the position of the PSi sensor
on the IHSAB relative to the target analyte gas species. An increase in response
indicates a greater mismatch position on the IHSAB scale and thus orbital mismatch.
Nanostructured Deposition
Analyte Gas TiO2 NiO AuxO
NO −12a 4 1.5–2
NH3 3.5–4 1.5 3
a Recorded signal results as the strong acid
TiO2 attracts electrons from the amphoteric
NO radical, forcing NO to act as an acid rather
than a base.
other analytes in accordance with relative shifts predicted on the IHSAB scale and
result from the creation of oxynitrides [98, 150].
Nitridation shifts the position of a NiO decorated PSi sensor toward the soft acid
side of the IHSAB scale [150], farther away from NH3. This enhances the hard/soft
inverse matching, increasing the response shown in Figure 2.25b as manifest by a
larger decrease in resistance in the presence of NH3. In contrast, the NiO treated PSi
interface moves closer to NO upon nitridation. This enhances the molecular orbital
matchup, decreasing the sensor response. This is shown in Figure 2.25a as a smaller
decrease in resistance in the presence of NO [149].
Sulfur group functionalization is also facilitated on the metal oxide decorated
PS interface following a similar deposition process as that applied for nitridation
[146, 150]. Exposure to diethyl sulfide and/or ethane or butane thiol, analogous to
the nitridation process, now produces a more complex functionalization. Rather than
a change in basicity or acidity of the metal oxide/PS interface, the interaction with
the gas analytes suggests a change in molecular electronic structure explained by the
IHSAB model [146, 150]. The sulfur and nitrogen donate electron density, shifting
the metal oxide interface towards the softer acid end of the IHSAB scale (Figure
10). When applied to TiO2 decorated PSi, the doped TiO2 moves closer to the fixed
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(a) (b)
Figure 2.25: Response of NiO/PSi sensor (blue) and nitridated NiO/PSi sensor
(green) to (a) NO and (b) NH3. Reprinted with permission from W. Laminack and
J.L. Gole (2013) Nanostructure-directed chemical sensing: The IHSAB principle and
the effect of nitrogen and sulfur functionalization on metal oxide decorated interface
response. Nanomaterials 3, 469-485, Creative Commons License.
position of NH3 or NO, decreasing the interface/analyte orbital mismatch and the
sensor signal decreases. However for NiO, which lies equidistant between NH3 and NO
on the IHSAB scale, a sulfur/nitrogen induced shift to the softer acid side increases
the orbital mismatch with NH3, increasing the sensor response, and decreases the
orbital mismatch with NO, decreasing the sensor response (Figure 12). Laminack
and Gole encourage the application of these results to form “materials sensitivity
matrices” for a given analyte to facilitate sensing gas analyte mixtures [146,150,151].
Light enhanced PSi gas sensing has also been studied [120, 149]. Hui-Qing et
al. [120] have measured the enhancement of PSi sensor response to NO2 in the presence
of UV radiation. PSi at different levels of porosity are formed by electrochemical
anodization of p+-type silicon wafers (0.01 Ω cm to 0.012 Ω cm) in 1:1 HF and ethanol
with current densities of 40 mA/cm2, 60 mA/cm2 and 80 mA/cm2. The porosities,
measured by the gravimetric method, were 65.2 %, 71.1 %, and 76.8 % respectively.
To measure the potential change in sensor response to NO2 due to illumination, a
UV lamp was introduced in the enclosed testing chamber. UV radiation was found
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to increase the relative resistance change of the PSi sensors in the presence of NO2.
The PSi with the highest porosity was observed to have the greatest enhancement of
sensor response, which was observed to increase by a factor of 4 to 1 ppm of NO2.
Hui-Qing et al. [120] suggest that this is due to the large number of photo-generated
charge carriers of the p+-type PSi facilitating the reduction and oxidation chemistry
of the analyte and PSi sensor interface [120].
With the high cost and limited accessibility of UV photons, in combination with
studies of the effects of metal oxide deposition and in-situ nitridation, Laminack and
Gole [149] take advantage of the visible-light absorbing spectrum of TiO2-xNx. TiO2
and TiO2-xNx are fractionally deposited to porous silicon, fabricated from n-type sil-
icon wafers as described previously [92]. The metal oxide/PSi and nitridated metal
oxide/PSi sensors are tested in response to NH3 and NO2. As a base, NH3 donates
electrons to n-type PSi, increasing the majority charge carriers, thus decreasing the
resistance. Both white light and UV light were shown to have no effect on the resis-
tance response of the PSi sensor prior to metal oxide deposition. Upon deposition of
the hard acid TiO2, the interface is shifted to the hard acid end of the IHSAB scale
and the response to NH3 increases. After in-situ conversion to TiO2-xNx, the interface
obtains a more basic character reducing the capture of the NH3 donated electrons and
the sensor response. In the presence of UV light, the response for the TiO2 decorated
PSi sensor improves by over 100 % whereas visible light has no effect. In contrast,
as shown in Figure 2.26, the response to NH3 is increased in the TiO2-xNx modified
PSi sensor for both UV and white light [25]. Laminack and Gole [149] explain that
UV and white light, which can now be absorbed by TiO2-xNx, causes the TiO2-xNx to
become more acidic, enhancing the electron withdrawing power and thus increasing
the sensor response.
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Figure 2.26: Relative resistance response to NH3 by TiO2-xNx decorated n-type PS
sensor under UV and white light. Reprinted with permission from Advanced Func-
tional Materials, 23, W. Laminack and J.L. Gole, Light Enhanced Electron Trans-
duction and Amplified Sensing at a Nanostructure Modified Semiconductor Interface,
5916-5924, Copyright 2013, with permission from John Wiley and Sons.
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2.4.3 Impedance transduction
Beyond measuring the changes in resistance across a PSi sensor operating with direct
current, complete impedance spectra can provide additional insights into the inter-
actions between chemical analytes and a PSi interface. Impedance-based PSi sensors
have been used for detection of organic solvents [8,123,167] and organic vapors [189]
by monitoring changes in the impedance magnitude, phase angle, conductance, and
capactitance as a function of frequency, for static experimental conditions, or as a
function of time for dynamic conditions. Additional features, such as changes in the
characteristic frequency of maximum complex impedance components and character-
istic time of charge accumulation have also been used as detection signals [189]. A
compete analysis of the impedance characteristics of a PSi sensor involves the devel-
opment of an equivalent circuit model (Figure 2.27), ideally based on real features of
the PSi interface.
Archer et al. [8] developed a PSi sensor for the purpose of detecting a range
of liquid phase organic solvents with various dielectric constants, dipole moments,
electronic polarizability, and bond character. The PSi sensor was fabricated from
p-type silicon (10 Ω cm to 20 Ω cm) in a 4 wt% HF in DMF with a current density
of 4 mA/cm2 to create pores with a diameter of ∼1 µm. An etch duration of 70 min
produced pore depths of 20 µm. Molecules interacting with the PSi interface cause a
change in current, which the authors attribute to a change in carrier concentration in
the crystalline silicon (c-Si) substrate. Archer et al. [8] created a space charge region
modulation (SCRM) model to explain this change. The SCRM model is modeled
after a field effect transistor (FET), where current flows through a channel from a
source to drain terminal due to an applied voltage. The current, proportional to
the number of charge carriers and the dimensions of the channel, can be modulated
by applying an electric field to a gate terminal between the source and drain. In
the SCRM model, the channel is synonymous with the c-Si substrate and the gate
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Figure 2.27: Schematic and equivalent circuit model of a PSi layer composed of pores
and crystalline silicon (c-Si) rods supported on a c-Si substrate. The PSi layer is rep-
resented by capacitors in series. The c-Si substrate is represented by a resistor, GSUBS
and the metal-silicon junction for the sensor contacts are represented by CJUNCT. In
the presence of of a positive charge on the PSi surface, the space charge width (Wd) of
the PSi layer increases, the charge carrier density (NA) redistributes, and the width of
the conductance channel (a) is reduced. The arrows on the equivalent circuit model
indicate the changes to each element corresponding to the changes in the schematic.
Reprinted from Sensors and Actuators B, 106, M. Archer et al., Electrical porous sil-
icon chemical sensor for detection of organic solvents, 347-357, Copyright 2005, with
permission from Elsevier.
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electrode is represented by the PSi layer. Upon interaction with liquid analytes, the
PSi layer acting as a charged layer, can modulate the field in the c-Si substrate.
This modulation is represented as a change in the space charge region by charge
redistribution and a change in the width of the conductive channel (Figure 2.27).
Archer et al. [8] suggest the equivalent circuit, shown in Figure 2.27, with circuit
elements corresponding to physical features of the PSi interface. Changes to the con-
ductance and capacitance of the sensor upon absorption of the various organic solvents
into the PSi layer, were correlated with the equivalent circuit elements and SCRM
model. Demonstrated in Figure 2.28, the impedance-based PSi sensor was able to se-
lectively detect chloroform, acetone, ethanol and acetonitrile [8]. The organic solvents
induced different magnitudes of conductance and capacitance change, which appeared
to correlate with the varying dielectric constants of each solvent. However, as will
be discussed in Chapter 7, careful investigation of changes to the equivalent circuit
upon exposure liquid organic solvents requires a comparison of complex impedance
plots (Nyquist plots). By correlating experimental complex impedance plots with an
equivalent circuit model, the changes to each individual equivalent circuit element can
be precisely characterized [123]. While presenting a unique equivalent circuit model
and explanation of changes in carrier concentration (SCRM model), the discussion
by Archer et al. [8] focuses on changes to conductance and capacitance corresponding
to a parallel C-G circuit only at a single frequency. A study comparing the response
of both p-type and n-type PSi sensors presents results suggesting instead that the
dipole moment is instead responsible for the changes to the complex impedance plots
(Chapter 7).
Liyanage and Blackwood [167] have achieved enhanced selectivity between ethanol
and acetone by attaching functional organic groups onto a porous silicon impedance
sensor. Here, different chemical modifications were used. Modification with 1-decane
yielded a hydrophobic non-functionalized hydrocarbon surface and modification with
67
Figure 2.28: Measured change in capacitance (% C) and conductance (%G) with
respect to the reference value as a function of the dielectric constant for chloroform,
acetone, ethanol and acetonitrile. Adapted from Sensors and Actuators B, 106, M.
Archer et al., Electrical porous silicon chemical sensor for detection of organic solvents,
347-357, Copyright 2005, with permission from Elsevier.
undecylenic acid produced an amphipathic (having both hydrophobic and hydrophilic
areas) carboxylic acid surface. The authors proposed that these two differently pre-
pared PSi interfaces would undergo distinctly different interactions with the organic
solvents [167]. The PSi was formed by an electrochemical etch of p-type Si wafer
(10 Ω cm) in a 1:2:1 solution of HF, ethanol, and deionized water for 20 min with a
current density of 22 mA/cm2 under backside 200 W halogen lamp illumination. After
freeze-drying to prevent cracking, the PSi was functionalized with either 1-decene or
undecylenic acid [167]. The functionalization method involved exposing the PSi layer
to a heated mixture of paraffin oil and organic molecules for 24 h. The paraffin was
then removed by immersion in pentane for 1 h. The impedance of both the 1-decane-
and undecylenic acid-functionalized PSi sensors decreased with increasing ethanol-in-
acetone concentration. However, the linearity of the response was not the same for
both types of prepared PSi sensors. The sensor functionalized with 1-decane displayed
68
a linear response increase for an increasing concentration of ethanol in acetone. How-
ever, the undecylenic acid functionalized sensor did not produce a continuous linear
response. The authors suggest that this is due to a difference of interactions available
to the functionalized surfaces. The 1-decane treated surface can only undergo weak
van der Waals interaction, but the undecylenic acid can undergo strong H-bonding.
Therefore, the undecylenic acid interacts more strongly with ethanol than acetone
leading to a non-linear response pattern as a function of the changing concentra-
tion [167]. This suggests that functionalization the PSi surface with undecylenic
acid, creating an amphipathic surface capable of strong H-bonding, represents a step
towards developing an array of selective PSi sensors. In this case, each sensor of an
array is treated with different functional groups providing individualized interacting
surfaces targeted to different analytes [167].
2.5 Extension to Porous Silicon Microreactors
Chemical synthesis, analysis of chemical kinetics, and process development all benefit
from the many advantages offered by microreactors [130]. Microreactors are partic-
ularly useful for surface-supported heterogeneous catalytic reactions, as only small
volumes of catalyst are necessary, the catalyst is inherently separated from the re-
action products, and essential thermal conditions are easily managed [36, 171, 225].
These conditions allow for swift, consistent, and reliable screening of catalytic ma-
terials and optimal reaction conditions [252]. Low reaction volumes are ideal not
only for laboratory use but also for on-site and on-demand production of fine chem-
icals [168]. Examples include hydrogen fuel production through steam reforming,
membrane reactor hydrogenation and dehydrogenation, and catalytic oxidation and
reduction for gas purification, [166, 168, 238, 282]. Biosensing and glucose monitor-
ing microreactors have been fabricated by the immobilization of enzymes or glucose
oxidizing catalysts [66, 154].
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Heterogeneous catalysts are those that are in a different phase than the reactants.
Most commonly, the catalyst is a solid upon which the gas or liquid phase reactants
absorb. Once the catalyzed reaction is complete, the products then desorb from the
catalyst. A great advantage of heterogeneous catalysis over homogeneous catalysis is
the ease of separating the catalyst from the reaction products. Immobilization of a
catalyst onto a support can facilitate this separation process in both traditional batch
reactions and in the context of microreactors [225].
The effectiveness of heterogeneous catalysts supported on microreactor surfaces
is highly dependent on the active surface area. In order to increase the catalytic
performance of microreactors, various modifications have been developed to further
enhance the surface area to volume ratio. This was conventionally accomplished using
a fixed bed of microchannels packed with catalyst pellets [170, 203], by introducing
flow obstacles such as pillars [225], or by depositing a high-surface area catalyst coat-
ing such as a zeolite [218]. Porous silicon offers a ideal alternative to these surface
enhancing methods. Firstly, silicon is a particularly favorable material for microre-
actors. Robust micromachining processes, due to the extensive use of silicon in the
electronics and semiconductor industry, offer a high level of precision to create a va-
riety of structures with small feature size [206]. Silicon is chemically inert, thermally
stable, mechanically rigid, and has beneficial electronic properties. Additionally, sil-
icon micromachining allows for facile integration of sensors, actuators, and heating
elements [282]. PSi, which is completely integratable with silicon technology, can be
utilized to both enhance surface area and uniquely support catalyst materials.
2.5.1 PSi layer enhancement microreactors
Roumanie et al. [225] used deep reactive ion etching (DRIE) to create a high aspect
ratio nanostructuration on the silicon microreactor surface called black silicon. Black
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Figure 2.29: Black silicon (a) formed by DRIE and after Pd catalyst deposition (b).
Reprinted from Chem. Eng. J. 135, Roumanie M., Delattre C., Mittler F., et al
Enhancing surface activity in silicon microreactors: Use of black silicon and alumina
as catalyst supports for chemical and biological applications, S317-S326, Copyright
2008, with permission from Elsevier.
silicon, a type of porous silicon named for its light absorbing property, can be fab-
ricated via DRIE, laser chemical etching, pulsed electrochemical etching, fast atom
beam etching, or recently by metal-assisted chemical etching [172]. The needle-like
structure of black silicon, shown in Figure 2.29, has been described as an “inverted”
porous silicon structure [242].
Black silicon was prepared on planar silicon, which was then diced and fitted into
a fixed bed microreactor [225]. Pt nanoparticles were deposited on both the planar
silicon and black silicon (Figure 2.29b) surface by cathodic sputtering. Catalytic
activity enhancement was measured by comparing the conversion of CO to CO2 for Pt
deposited surfaces with and without the black silicon nanostructuration. Roumanie
et al. [225] reported a factor of 10 increase in surface activity in the microreactors with
the black silicon. For comparison, a porous alumina layer deposited on the planar
silicon, requiring a several step washcoating procedure, exhibited an even greater
increase in catalytic activity. However, black silicon fabrication is comparatively
much simpler to use as it is produced by standard silicon micromachining fabrication
methods [225].
To enhance the performance of the catalytic oxidation of rosalva to costenal within
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a microstructured reactor, Cao et al. [36] supported a silver catalyst on PSi etched
into the reactor surface. The overall structure of the microreactor was formed in
three main steps, shown in Figure 2.30. First, a 6 mm wide reaction channel was
formed by DRIE with a depth of 0.12 mm. This was followed by Ag metal-assisted
HF chemical etching to form a 1 µm to 2 µm deep PSi layer on the reaction channel,
increasing the surface area by a factor of 40 000. Finally, Ag catalyst was deposited by
a sputter coater and the entire microreactor was anodically bonded with a glass wafer
to contain the chemical reaction within the reactor. For comparison, a microreactor
was fabricated without porous silicon. Catalytic activity was monitored by measuring
the reaction products using gas chromatography. Rosalva oxidation required a lower
activation energy and experienced six times more reactivity on the PSi supported
silver catalyst versus a thin film silver catalyst [36].
In a manner similar to the above-described deposition of metal catalysts on porous
silicon for enhanced catalysis, much research is being conducted on the functionaliza-
tion of PSi microreactors with enzymes such as Glucose oxidase (GOx) or trypsin for
glucose oxidation and other biochemical processes [24, 63, 201]. High aspect ratio Si
microreactor channels about 70 µm wide were anodically etched in an HF and ethanol
solution to create a PSi surface [24,63]. Drott et al. [63] created various depths of PSi
layer on the microreactor surface, shown in Figure 2.31, by increasing etch duration.
Enzymes were immobilized on the PSi surface in three steps: silanisation, glutaralde-
hyde activation, and finally coupling of the GOx or trypsin enzymes to the prepared
PSi surface [24, 63]. Compared to a similarly prepared non-porous microreactor, the
PSi surface increased catalytic efficiency by 170-fold for GOx enzyme activated glu-
cose turnover [63]. In all studies, increasing the etch duration to increase the PSi layer
depth and thus increase the active surface area resulted in an increase in catalytic
activity. In particular, the trypsin microreactor experienced an increase in catalytic
turnover of more than 200 % [24].
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Figure 2.30: Schematic illustration of the microreactor fabrication process: (a) pho-
tolithography and deep reactive ion etching, (b) porous silicon formation and (c)
catalyst deposition and glass bonding. Reprinted with permission from Cao E.,
Zuburtikudis I., Al-Rifai N., Roydhouse M., and Gavriilidis A. (2014) Enhanced
performance of oxidation of rosalva (9-decen-1-ol) to costenal (9-decenal) on porous
silicon-supported silver catalyst in a microstructured reactor. Processes 2 (1), 141-
157, Creative Commons License.
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Figure 2.31: SEM of the reactors anodized at 10 mA/cm2 (a) 10 min, (b) 25 min, and
(c) 50 min. Reprinted from Springer and Microchim. Acta, 131, 1999, 117, Porous
Silicon Carrier Matrices in Micro Enzyme Reactors-Influence of Matrix Depth, Drott
J., Rosengren L., Lindstrm K., and Laurell T., Figure 4, with kind permission from
Springer Science and Business Media.
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Heterogeneous photocatalysis is the process where a semiconducting catalyst ab-
sorbs photons and generates an electron-hole pair, which catalyzes redox reactions.
The photocatalytic mechanism depends on various aspects of the semiconductor band
structure. The band gap determines the effective range of radiation wavelengths; a
photon must be absorbed to excite an electron from the valence to the conduction
band. Reduction by the excited electron requires the base of the conduction band to
be at a more negative potential than the reaction potential. Similarly, oxidation by
electron holes requires that the top of the valence band must be at a more positive
potential [5]. Additionally, a slow rate of electron-hole recombination ensures a higher
probability for the electron-hole pair to participate in redox reactions, and thus cre-
ates a more effective photocatalyst [247]. A primary application of photocatalysis is
in environmental remediation, which includes oxidation of organic species for cleaning
wastewater, removal of volatile organic compounds and smog from the air, and cre-
ating active self-cleaning surfaces [5]. Photocatalysts are particularly well suited for
environmental remediation because they operate at or below room temperature [5].
Gole et al. [92] discuss the use of the IHSAB principle (see section 2.4.2) as a gen-
eral approach to the design of PSi microreactors. Through the deposition of carefully
selected metal oxide nanostructures, the PSi interface can be directed to operate
in a physisorptive mode, optimal for reversible chemical sensing, or chemisorptive
mode, optimal for microreactors [92]. Additionally, by incorporating the UV-light
absorbing TiO2 or its visible-light sensitive oxynitride form, TiO2-xNx into the PSi
framework, PSi photocatalytic microreactors can be produced [93, 149]. The TiO2
nanoparticles were converted to the oxynitride by application of triethylamine. The
TiO2 was converted both in the form of its nanocolloid or in-situ within the PSi
interface [93, 149]. The visible-light photocatalytic property of oxynitride formed
through direct nitridation was demonstrated by comparing a reflectance spectra of
the TiO2 and TiO2-xNx nanoparticles. While the TiO2 nanoparticles demonstrated a
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clear onset of reflectance at approximately 350 nm, the oxynitride reflectance onset
was red-shifted to 450 nm [93].
2.5.2 PSi membrane microreactors
Taking advantage of the channel structure of PSi, bulk silicon can be removed to
expose the backside of a PSi layer to create a flow-through PSi membrane reac-
tor [168, 214, 238]. Due to the ease of etching, device fabrication, and microelec-
tronic integration, PSi had already been recognized as an ideal candidate for de-
vices requiring membrane functionalities. Examples include a PSi membrane filled
with Nafionr [56, 210] or sulfuric acid [84] as a proton exchange membrane fuel cell
(PEMFC) or as a PEMFC integrated hydrogen gas diffusion layer [82]. As a microre-
actor, the PSi membranes have been evaluated as hydrocarbon steam reformers [168]
and CO preferential oxidation reactors [59, 238]. However, this approach requires
many steps of fabrication including pre-defining pore locations, carefully etching the
pores, and finally opening the backside of the pores.
For the purpose of enhancing the selectivity of resistive gas sensors to special
gases in the presence of CO, Splinter et al. [238] created a flow-through PSi micro
membrane reactor coated with a palladium catalyst to convert CO into non-detectable
CO2. Shown in Figure 2.32, the micro membrane reactor featured a 70 µm thick PSi
layer that serves as both the membrane, opened from the backside by advanced silicon
etching (ASE), and as a thermal insulator between an on-chip heating element and
bulk silicon. The on-chip heating element raised the temperature of the reactor to
140 ◦C to assist the reaction. Palladium was introduced into the pores by submersing
the entire silicon reactor into a palladium acetylacetonate solution with a toluene
solvent. Catalytic activity of the micro membrane reactor was then measured as a
drop in detection signal of an in-series resistive gas sensor, as the CO was converted
to the non-detectable CO2.
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Figure 2.32: SEM of PSi permeable micro membrane with PSi thermal isolation and
integrated heating element. Reprinted from Sens. Actuators, B, 83, Splinter A.,
Strmann J., Bartels O., and Benecke W., Micro membrane reactor: a flow-through
membrane for gas pre-combustion, 169-174, Copyright 2002, with permission from
Elsevier.
Due to the difficulties and hazards of storing and handling hydrogen for fuel cells,
Llorca et al. [168] created a macroporous silicon microreformer for onsite production
of hydrogen via the catalytic steam reforming of ethanol. Although ethanol requires
a higher reforming temperature than the more extensively studied methanol steam
reformers, ethanol yields more hydrogen on a molar basis and is also a renewable bio-
fuel. Macroporous silicon was used for the first time as a catalyst support structure to
assist in the chemical reaction to produce hydrogen as a parallel channel flow-through
microdevice [168]. This represents a good choice as silicon is stable to oxidation at
the higher temperatures required for ethanol reforming [84].
The macroporous silicon microreformer was fabricated in two stages: an elegant
electrochemical etching process to create the array of microchannels (described earlier
in section 2.3.2 and shown in Figure 2.13), followed by a deposition of Co3O4−ZnO
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Figure 2.33: Microchannel (a) before and (b) after deposition of zinc and cobalt
oxide catalyst layer. Reprinted from Journal of Catalysis, 255, Llorca J., Casanovas
A., Trifonov T., Rodrguez A., and Alcubilla R., First use of macroporous silicon
loaded with catalyst film for a chemical reaction: A microreformer for producing
hydrogen from ethanol steam reforming, 228-233, Copyright 2008, with permission
from Elsevier.
catalyst onto the pore walls [168]. Traditional methods of deposition were not suf-
ficient to produce a continuous and even catalyst layer in the newly created high
aspect ratio microchannels. Thus, catalyst deposition of zinc and cobalt oxides in a
consistent layer approximately 100 nm thick to the walls of the macroporous silicon
membrane (Figure 2.33) was completed through a novel complexation-decomposition
route.
The microreformer was constructed by gluing steel washers to the catalyst coated
microporous membrane with epoxy and then integrating these into a steel housing.
Catalytic experiments were carried out inside a furnace as varying molar ratios of
ethanol and water diluted in He were passed through the microreformer at atmo-
spheric pressure. Reaction products were measured continuously by online mass
spectrometry and compared against a non-catalyst loaded macroporous silicon mi-
croreformer. An optimal operation temperature of 773 K and steam-to-carbon ratio
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S/C = 3 produced a high conversion rate of ethanol and selectivity for H2 (73.4 vol%).
Only minimal amounts of CH4, an undesirable product of ethanol thermal decomposi-
tion, were produced by the catalyst-loaded microreformer. Additionally, the residence
time per microchannel was less than 5 ms. Llorca et al. [168] suggest that the pro-





This chapter will describe the PSi sensor fabrication process, the gas and liquid
chemical detection experiments, and details of the characterization studies used in
this work.
3.1 Sensor Design
The PSi sensors were created using microfabrication methods, applied at the Institute
for Electronics and Nanotechnology cleanrooms at Georgia Institute of Technology
(Georgia Tech IEN). Figure 3.1 illustrates the process flow for sensor fabrication. The
process can be summarized as SiC deposition (steps 1–2), photolithography (steps 3–
5), reactive ion etching (step 6), electrochemical anodization (step 8), and deposition
of metal contacts (step 9). This process creates 12 sensors on each 2 ” Si wafer, which
are then diced into individual sensors (step 10). The PSi sensors were fabricated
from 2 ” p-type and n-type silicon wafers grown using the Czochralski process [65]
and purchased from Siltronix. The p-type (100) silicon wafers are single-side polished,
boron doped, and have a resistivity of 7 Ω cm to 13 Ω cm. The n-type (100) silicon
wafers are single-side polished, phosphorous doped, and have a resistivity of 7 Ω cm
to 13 Ω cm.
3.1.1 Silicon carbide deposition
As discussed earlier (Chapter 2), the PSi morphology depends on precise etch con-
ditions, one of which is current density. To achieve an accurate current density, a
chemical mask that is resistant to HF-etching is used to create a clearly defined ex-
posed surface area of Si, which is then used to calculate, approximately, the current
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Figure 3.1: Process flow diagram for fabrication of PSi sensors.
that should be applied. The etching mask also allows for precisely patterned local
PSi formations on the Si wafer (Figure 3.2). The choice of material for an etching
mask depends on the selectivity of the etchant to the masking material. While Si3N4
is commonly used as a HF-etching mask [154,238,282], we use a masking layer of SiC.
SiC is highly resistant to HF and has a reported etch rate of only a few angstroms
per hour in contrast to Si3N4, which has an etch rate of several nanometers per
minute [240,248].
As shown in Figure 3.1, the Si wafers are first cleaned using the Standard Operation
Procedure for Substrate Clean recommended by the Georgia Tech IEN [4], in which
the wafer is rinsed with acetone, followed by methanol and isopropanol. The SiC
deposition was performed on an Oxford Plasma Enhanced Chemical Vapor Depositor
(PECVD) in the Georgia Tech IEN [3]. A layer of SiC was deposited to a thickness
of approximately 2000 Å, which was measured on a NanoSpec 3000 Nanospec Reflec-
tometer. This thickness was chosen to optimize the robustness of the mask during the
HF-etch and to ensure that the coating is thin enough to ensure continuity of a later
deposited metal contact layer across the PSi and SiC border. The PECVD reacts
with the precursor gases in a radio frequency (RF) induced plasma to enhance the
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Figure 3.2: Before (left) and after (right) electrochemical anodization of p-type Si.
The PSi formation is restricted to the rectangles of exposed Si pattered into the SiC
layer. After PSi formation, the surface becomes a dull gray in contrast to the mirror
finish of the Si wafer.
reaction and deposition process. The recipe for SiC deposition process requires the
precursor gases silane (SH4, 13 sccm), methane (CH4, 100 sccm), and nitrogen (N2,
185 sccm) [4]. The process is carried out at a temperature of 250 ◦C, a platen power
of 50 W, and total pressure of 1000 mtorr. Each process run can deposit SiC onto
four 2 ” wafers.
3.1.2 Photolithography
To pattern the SiC layer for use as an HF-etch mask, a set of photolithographic
steps are completed, shown in Figure 3.1 as steps 3–5. During these processing
steps, photoresist, a light sensitive polymer, is used to create a patterned mask that
will protect specific areas of the SiC from etching during the reactive ion etching
step. First, a negative photoresist, Futurrex NR9-1500py, is deposited onto the wafer
surface using an SCS G3 Spin Coater in the Georgia Tech IEN [3]. During the spin
coating process, approximately 5 ml of photoresist is pipetted onto the wafer surface,
then the wafer is accelerated at 500 rpm/s and then held spinning at 3000 rpm for 30 s.
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This creates an even layer of the photoresist on the wafer. The photoresist-coated
wafer is then soft baked at 150 ◦C for 2 min. The soft bake toughens the photoresist
layer in preparation for UV exposure. The photoresist-coated wafer is then exposed
to the final SiC pattern through the use of a Karl Suss MA-6 Mask Aligner [3].
When using negative photoresist, areas that are exposed to UV light are rendered
insoluble to the developer solution (areas that are not exposed to UV light will be
removed). Therefore, a shadow mask, shown in Figure 3.3, was created where the
chrome areas prevent UV light from reaching the photoresist-covered wafer. During
exposure, the mask is held in soft contact mode, with an alignment gap of 40 µm.
The Karl Suss MA-6 Mask Aligner uses a 350 W mercury lamp to provide UV light
for exposure, which is calibrated at 5 mW/cm2 at 365 nm. The photoresist-covered
wafer is exposed for 30 s. After UV exposure, the wafer is hard baked at 100 ◦C for
5 min prior to developing. To develop the photoresist pattern, the wafer is submerged
in Futurrex Resist Developer RD6 for 10 s, cleaned with DI water, and then baked
for 20 min at 120 ◦C to remove any remaining water or developer from the wafer [4].
3.1.3 Reactive ion etching
The pattern of SiC that is not protected by photoresist (step 6 in Figure 3.1), is
removed by reactive ion etching (RIE) to reveal the 2 mm by 5 mm windows to the Si
surface, shown in Figure 3.2. The Oxford Endpoint RIE (Reactive Ion Etcher) in the
Georgia Tech IEN was used to perform the SiC etch. The recipe used for RIE of SiC
requires the process gases tetrafluoromethane (CHF3, 13 sccm), argon (Ar, 10 sccm),
and oxygen (O2, 7 sccm). The process is run at a total pressure of 80 mtorr and a
platen power of 200 W. The total process time is calculated for each individual run
due to variance in etching rates. The etch rate is measured by recording the SiC
layer thickness before and after a short (∼ 40 s) RIE process on the NanoSpec 3000
Nanospec Reflectometer. After the complete RIE process to remove the entire layer of
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Figure 3.3: Schematic of 4 ” shadow mask used for exposure of UV light onto a
photoresist layer. Gray areas represent areas of a chrome layer that block UV light.
SiC from the patterned windows, a final check is done on the Nanospec Reflectometer
to verify that the Si surface has been exposed. A final wash with acetone removes
any residual photoresist (step 7, Figure 3.1).
3.1.4 Electrochemical anodization
As shown in step 8 of Figure 3.1, the SiC layer acts as a chemical mask during the elec-
trochemical etching to create a PSi layer (this effect is shown in Figure 3.2). The PSi
etching process is unique for the p-type and n-type Si wafers (for further discussion,
see section 2.3.1). The p-type wafers are electrochemically etched in a vertical single
etch cell (Figure 2.7a) in a solution containing a 1:25 ratio of 49 % HF and acetonitrile
(0.8 ml HF and 20 ml acetonitrile), with 0.69 mg of tetrabutylammonium-perchlorate
(TBAP). The applied current density is 3 mA/cm2 and the etch duration is 40 min.
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The resulting porous structure is a hybrid structure featuring ∼1.5 µm to 2 µm diam-
eter pores with ∼10 nm diameter porous walls (Figures 2.1a and 2.18). The n-type
wafers are electrochemically etched in a horizontal single etch cell (Figure 2.7a) in a
solution containing a 1:1 ratio of 49 % HF and ethanol. The anodization is done under
topside illumination using a Black-Ray mercury lamp. The applied current density
is 14 mA/cm2 and the etch duration is 10 min. The resulting n-type PSi has pore
diameters of 0.5 µm to 0.7 µm and pore depths of 50 µm to 75 µm (Figure 2.1b) [150].
3.1.5 Metalization
Electrical contacts are deposited to the PSi sensor array through e-beam evaporation
(step 9, Figure 3.1), using the Denton Explorer in the Georgia Tech IEN [3]. During
the e-beam evaporation process, the metal for deposition is held in a crucible and then
heated to the point of vaporization by a beam of electrons. The evaporation chamber
is evacuated to a pressure of approximately 10−7 torr to increase the mean free path
of the evaporated metal molecules, thus minimizing contamination and interruption
of the evaporated metal. The evaporated metal travels in a straight path from the
crucible upwards in a conical spray. The Si wafer is placed in a sample holder above
the crucible facing the evaporated metal spray. Therefore, a shadow mask can be
used to pattern the metal condensation onto the Si wafer, shown in Figure 3.4. To
create metal contacts for the PSi sensors, first a 100 Å layer of Ti is applied at a rate
of 1 Å s−1 to act as an adhesion layer for the subsequent layer of gold. A 3000 Å layer
of Au is deposited at a rate of 1.5 Å s−1. The shadow mask was fabricated from a
0.125 ” thick aluminum sheet using the water jet in the Invention Studio at Georgia
Tech. As a final step in the fabrication, the wafer is diced into individual PSi sensors




Figure 3.4: (a) Shadow mask used for depositing the Ti and Au layers for the electrical
contacts; (b) Si wafer after deposition of metal electrical contacts.
(a) (b)




In the interest of enhancing the sensitivity and selectivity of the PSi sensors, metal
oxide nanostructures are deposited to the PSi interface. Due to the unique hybrid
surface structure of the PSi, the formation of the metal oxide nanoparticles is a
simple room temperature process that does not require any time-consuming self-
assembly processes or the use of traditional film technology. The resulting metal
oxide nanostructures are deposited fractionally to form nanostructured island sites,
in stark contrast to interconnected nanostructures or thin films. As such, the metal
oxide nanostructures direct the interaction of the PSi interface with chemical gas
analytes [86, 92, 92, 100, 146, 150]. For additional discussion, see section 2.4.2 and
Chapter 5. Metal oxide depositions utilized in the studies in this thesis include TiO2,
SnOx, NiO, CuxO, and AuxO.
Figure 3.6 shows an SEM micrograph of TiO2 nanostructures deposited onto the
hybrid nanoporous covered micropores of a p-type PSi sensor. The deposited metal
oxide nanostructures are on the order of 10 nm to 50 nm in diameter. To create the
nanostructured metal oxide islands on the PSi sensors, the individual PSi sensors are
submerged into precursor metal solutions for 15 s, then dipped into deionized (DI)
water and then methanol for consecutive 120 s periods. The decorated sensors were
then dried over night in a fume hood and heated to at least 100 ◦C on a hot plate to
evaporate any remaining water or methanol from the pores.
A nanoparticle colloidal solution of TiO2 (anatase phase) [43,98,149] was prepared
as follows. First 500 ml of deionized (DI) water is combined with 160 ml acetic acid in
an Erlenmeyer flask, which is then placed in an ice bath on a stir plate. The solution
is cooled to 0 ◦C while under constant stirring with a magnetic stir bar and constant
N2 flow. Once the solution is cooled to 0
◦C, 20 ml of 2-propanol is combined with
75 ml titanium isopropoxide in a cylindrical separatory funnel with a dropping tube.




Figure 3.6: SEM micrograph of a p-type PSi sensor with TiO2 nanoparticles shown
at (a) 87 kX magnification and (b) 274 kX magnification.
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into the DI water and acetic acid solution, under constant stirring and N2 flow. Once
all of the 2-propanol and titanium isopropoxide solution has been added, the complete
mixture is allowed to stir over night. The resulting TiO2 colloidal solution is stored
under refrigeration [43, 98]. For deposition of the TiO2 on to the PSi interface, the
solution is diluted with methanol in a 1:1 ratio.
SnO2 was fabricated by combining 0.33 M tin chloride (SnCl2), 1.92 M sodium
hydroxide (NaOH), and 0.33 M sodium citrate at 70 ◦C. The resulting solution was
allowed to cool to room temperature and kept under constant stirring with a mag-
netic stir bar. This procedure was adapted from van Noort et al. [195] by L. Seals
and J. L. Gole. An electroless nickel solution was prepared by combining 20 g/l nickel
chloride with 40 g/l sodium hydroxide (complexing agent), 0.67 g/l sodium borohy-
dride (reducing agent) and 44 g/l ethylene diamine (stabilizer) [199]. A commercially
available electroless gold metallization solution (Transene) is used as the precursor for
the AuxO metal oxide nanostructured depositions. In Chapter 6, alternative materi-
als including cobalt oxide, iron oxide nanoparticles, and metal chlorides are explored.
The deposition solutions are discussed in detail in Chapter 6; however, the deposi-
tion process follows the same procedure as that for the metal oxides described in this
section.
3.2 Gas Sensing Experiments
As shown in Figure 3.7a, the various analyte gases were entrained in ultra high purity
(UHP) nitrogen (99.999+ % Matheson) and then brought to the PSi sensor interfaces.
The analyte gases were purchased from Matheson Gas as 1000 ppm mixtures with an
N2 balance gas. The gas flow through 1/8 ” stainless steel tubing for the analyte
and the entraining UHP nitrogen gases are controlled by MKS type 1179A (N2, NOx,
NH3) and 1159A (H2S, SO2) mass flow controllers (MFCs). In order to characterize
the sensitivities of the PSi sensors to inorganic analytes in the presence of volatile
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organic chemicals (VOCs), the gas testing setup was modified as shown in Figure 3.7b.
The MKS type 1479A MFC was used for directing the flow of nitrogen through the
bubble flow configuration to entrain the aromatics. The MFCs are controlled by either
a single-channel MKS 246 or a four-channel MKS 247 power supply/read out system.
The MKS power supply/read out systems are controlled by LabVIEW through a
National Instruments (NI) USB-6353.
The resistance of each PSi sensor is measured in 0.05 s intervals at 10 samples
per interval using a DC current. The voltage bias used in these experiments is 3 V
to obtain an optimum signal to noise ratio. This corresponds to the typical voltage
supplied by a lithium battery. The LabVIEW program that controls the MKS power
supply/read out systems also controls the supplied DC current and data collection
through the NI USB-6353. The LabVIEW block diagram is included in Appendix D.
Python and MATLAB were used in the analysis of the data.
Electrical connection to the PSi sensors was originally accomplished by precision
probes (Figure 3.8a), which were connected to the NI USB-6353 via a simple voltage
divider. However, in the interest of measuring the response of multiple PSi sensors
simultaneously, a new sensor contact apparatus was developed (Figure 3.8b). The
new contact apparatus features a clear plastic lid fabricated from 3D printed UV
curable resin on the Objet Eden 250 3D printer in the Invention Studio at Georgia
Tech. The lid supports the spring pin connectors that electrically connect the PSi
sensors to the base, which, in this design, directly integrates with a breadboard for
subsequent connection to the voltage divider and NI USB-6353. The new sensor
contact apparatus can also be directly connected to a mobile microprocessor (shown
in the background of Figure 3.8b) for mobile sensing. The microprocessor can send
the collected gas sensor data to a computer via bluetooth. Figure 3.9 demonstrates
an initial “proof of concept” test of the mobile sensor connector, microprocessor




Figure 3.7: Schematic of gas testing setup for (a) standard testing of inorganic pol-
lutants and (b) the modification of the testing setup for selectivity testing in the
presence of volatile organic chemicals (VOCs). 1/8 ” stainless steel tubing connects
the gas tanks and mass flow controllers (MFCs).
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(a) (b)
Figure 3.8: (a) Picture of electrical connection to a PSi sensor using precision probes
with the stainless steel tube directing the gas flow onto the PSi sensor interface. (b)
Picture of 3D printed contact and gas flow apparatus using spring pin connectors.
The apparatus can be directly integrated into a gas flow line and connect up to nine
sensors.
not only the ability to simultaneously test multiple sensors, but the ability to easily
switch out individual sensors for testing, as each sensor is non-permanently held in
place. The spring pin connectors create a sufficient electrical contact without the
need for permanent wire-bonding.
For each gas detection experiment run, the PSi sensor is first purged with a min-
imum of 30 min of nitrogen to establish a baseline resistance. Then the analyte
mixture is introduced at various concentrations for 120 s followed by a nitrogen purge
for 240 s. An example of a complete gas sensing experiment is given in Table 3.1.
The nitrogen purge facilitates desorption of the analyte gas from the PSi surface as
well as its diffusion back out of the pores. All sensors are evaluated in an unsaturated
mode to allow for a shorter time scale of experiments. A full cycle of saturation and
complete desorption is unnecessary as the onset of the sensor response (within 2 s)
is clearly detectable [85, 95, 199]. The time to return to the baseline resistance for
particularly sticky gases such as NH3 and H2S can be longer that the 240 s nitrogen
purge time, suggesting that the interaction of the inorganic gas analytes with the
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Figure 3.9: Demonstration of realtime bluetooth data from mobile PSi sensor con-
nector and microprocessor unit. In this demonstration, 20 ppm of NH3 was pulsed
through the PSi connection apparatus from approximately 400 s to 900 s and 3000 s
to 3300 s.
PSi interface is dominated by physisorption, but also displays weak chemisorption.
A long purge with UHP nitrogen will produce a return to baseline resistance and
sensors that have been rejuvenated by a short soak in dilute HF return to baseline
faster [86]. Sensor rejuvenation refers to the cleaning of contaminants and general
surface regeneration of the PSi interface. The rejuvenation process was developed to
return poisoned sensors to their original level of performance [86]. When considering
the effect of nanostructured materials depositions, each PSi sensor is tested before
and after materials deposition to control for variance from sensor to sensor and isolate
only those changes due to the deposition process.
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Table 3.1: Typical gas sensing experiment testing the response of a PSi sensor to
1 ppm to 5 ppm and 10 ppm of an analyte gas, where the standard cubic centimeters
per minute (sccm) and the corresponding concentrations of analyte gas are shown.
The supplied analyte gas is at a concentration of 1000 ppm in N2 and is then mixed
with a flow of UHP N2 according to the given sccm values.
Step N2 flow Analyte flow Analyte concentration Time per step
Number (QN2/sccm) (Qanalyte/sccm) (C/ppm) (t/s)
1 200 0 0 1800
2 200 0.2 1 120
3 200 0 0 240
4 200 0.4 2 120
5 200 0 0 240
6 200 0.6 3 120
7 200 0 0 240
8 200 0.8 4 120
9 200 0 0 240
10 200 1.0 5 120
11 200 0 0 240
12 200 2.0 10 120
13 200 0 0 240
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3.3 Organic Solvent Detection Experiments
Impedance measurements of the PSi sensors in the presence of organic solvents were
performed using a Solartron 1260 Impedance Analyzer controlled with ZPlot soft-
ware. The data was then analyzed with ZView software. For each sensor, the com-
plete impedance, Z, was measured for a frequency sweep from 100 Hz to 100 000 Hz
under dry conditions in a chemical hood. The impedance was collected every 100 Hz.
Electrical connections were made with the precision probes depicted in Figure 3.8a.
A dc bias of 0 V and an ac signal of 90 mVrms was used following studies reporting
ideal conditions for minimizing noise and optimizing reproducibility of PSi impedance
sensors [8]. From the impedance data gathered from 100 Hz to 100 000 Hz, a Nyquist
plot (ReZ versus ImZ) was generated both to serve as a basis for generating an
equivalent circuit model and as a baseline to compare to sensor response in the pres-
ence of organic solvents. Equivalent circuit models were created within the ZView
software and simulated using the internal fitting program. Figure 3.10 illustrates the
equivalent circuit models used for p-type and n-type PSi sensors. The differences in
the equivalent circuit models are due to the distinctly different porous structure of
p-type and n-type PSi. For further discussion, see Chapter 7.
To test for the PSi sensor impedance response to various organic solvents, first
the impedance was measured at 100 000 Hz, 90 mVrms, and a bias of 0 V for 20 min.
At this frequency, the sensors were operating in a capacitance-dominated mode. At
approximately 1 min to 2 min into the 20 min data collection period, 10 µl of the sol-
vent was deposited to the PSi interface. This allowed for monitoring how the solvent
affected the various aspects of the PSi sensor as a function of absorption of the sol-
vent into the pores and its subsequent evaporation. Also, the impedance spectra
was collected over a frequency range of 100 Hz to 100 000 Hz during exposure to the
organic solvents. Due to the quick evaporation time of some solvents, only 8 data










Figure 3.10: Equivalent circuit models for (a) p-type and (b) n-type PSi sensors where
Rs represents the resistance of the metal contacts and R1 and R2 represent the internal
resistance through the sensor. For p-type PSi sensors, the hybrid nanoporous-covered
microporous structure is represented by the two capacitances, C1 and C2. For n-type
PSi, the pores are represented by the distributed capacitance element (DE).
Nyquist plots under dry and solvent-exposed conditions. By simulating the equivalent
circuit model to each Nyquist plot, a change in the values of the equivalent circuit
elements can then be calculated. Each corresponding dry and solvent data collec-
tion was performed within ∼1 h and compared to repeated tests on different days at
different times. The sensors were gently heated to 100 ◦C to remove any remaining
solvent before subsequent tests.
3.4 Characterization Studies
All characterization studies were completed at the Georgia Tech IEN Microscopy
Laboratory. X-ray photoelectron spectroscopy (XPS) data of the binding energies of
C, Au, O, and the relevant metals (see Chapter 6) was collected on a Thermo K-alpha
XPS and analyzed using Thermo Avantage software [3]. The X-ray source was Al Kα
with a spot size of 400 µm2. An electron flood gun was used for charge compensation.
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The C and Au scans were repeated 4 times and the O and relevant metal scans were
repeated 8 times. All XPS experiments were conducted at 10−8 mbar. Deposition time
of the nanostructured materials was increased to 10 min to 40 min for XPS analysis,
as these experiments require a much higher concentration than that required for
conductometric analysis. Scanning electron microscope (SEM) images were obtained
on a Zeiss Ultra60 FE-SEM using SmartSEM software [3]. A high efficiency In-lens




RESPONSE MECHANISMS OF PSI SENSORS
This chapter presents developments of a simulated sensor Diffusion-Interaction model
that allows for an exploration of interaction mechanisms between the analyte gas
and a nanostructure decorated porous silicon sensor interface. This model sequen-
tially explores linear, Langmuir adsorption, and a new response model based on the
Fermi Distribution function. This modeling provides insight regarding the diffusion
mechanics of the porous structure and the adsorption characteristics of the analyte
gases, and gives credence to the dominance of electronic interactions. This model is
now extended to simultaneously incorporate diffusion, adsorption, the nature of the
Fermi-distribution, as well as explore the effect of nanostructure depositions. The
agglomerative combined diffusion-adsorption-interaction model endeavors to describe
the dynamics of the PSi interface with a focus on the first few seconds of interaction
with a target analyte. The development of the sensor model is as follows:
• The first stage of the development of the sensor simulation model focuses solely
on the diffusion mechanics of the analyte gas into and out from the porous
structure of the interface. A numerical simulation of Fick’s second law was
created to simulate the diffusion and dictate the average concentration within
the pores at every time step. The transduction of the interaction of this average
concentration into a simulated sensor response was accomplished through a
simple linear response mechanism.
• The impetus behind the second stage of model development was concerning the
nonlinearity of the magnitude of PSi sensor response even at concentrations as
low as 10 ppm. Therefore, the transduction of the interaction between the PSi
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sensor and analyte gas was updated to an adsorption response mechanism. This
version of the model translates only the fraction of the concentration of analyte
gas within the porous structure actively adsorbed to the PSi interface into a
simulated sensor response.
• The third stage of model development considered the effectiveness of the sim-
ulated sensor model to describe long time scale saturation conditions at higher
concentration levels. Here, a derivation of the response from a consideration of
charge carrier density led to the development of a Fermi-Distribution response
mechanism. Where the adsorption response mechanism struggled to describe
the sensor response for a progression of high concentration saturation condi-
tions, the Fermi-Distribution response mechanism excelled. This stage of the
model was also able to handle the intricacies of switching from simulated acidic
to basic gas analytes as well as switching from n-type to p-type systems, without
the use of empirical modeling.
• The final stage of the model development returned the focus of the sensor simu-
lation model to the low concentration unsaturated mode interactions and estab-
lished a combined adsorption-Fermi-Distribution response mechanism. In this
version of the model, the transduction of analyte-interface interactions were rep-
resented by the as-derived Fermi-Distribution function responding to the frac-
tion of the analyte concentration that is adsorbed onto the surface within the
porous structure. The observed weak chemisorption of some gas analyte species,
which effectively slowed down the desorption out of the porous structure, was
represented by a stickiness parameter incorporated into the time-dependent dif-
fusion portion of the sensor model. The complete sensor simulation model is
presented in Appendix D.
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For this analysis, the quality of fit of each stage of the model is evaluated through
a non-linear regression model, where the parameters are estimated and optimized
using the method of least squares. In the method of least squares, the sum of squares





yi − f(xi, ~̂β)
]2
, (4.1)
is minimized. Here, yi is the experimentally measured dependent variable (sensor
response), xi are the predictor or input values (concentration as a function of time)
and ~̂β =
{
β̂0, β̂1, . . .
}
are the estimated parameters or variables for optimization. In
this particular model, the parameters can include sensitivity factors (S, χ), the Fermi
level and charge carrier mobility constants (β0), and the adsorption coefficient (K).
A significant disadvantage of nonlinear least squares regression is the necessity
of iterative optimization of the parameters. This is accomplished with the Python
code, simulation.py, provided in Appendix D, which first performs an iterative search
on the diffusion constant, then estimates the remaining parameters by performing
a non-linear least squares curve fit with the algorithm scipy.optimize.curve_fit.
Iterative optimization requires user-provided starting values or initial guesses for the
parameters. These initial values must be reasonably close to the true value; otherwise,
the iterative search may converge to a local minimum instead of the true global
minimum. A general method for estimating good starting values is by taking partial
derivatives of Q with respect to each parameter, setting each derivative equal to
zero, and then solving the system of equations. Even in the simplest models, the
parameters are not independent of each other, which must be kept in mind when
adjusting initial guesses. As an additional parameter to compare the quality of fit for






where n is the number of data points and p is the number of parameters.
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4.1 Diffusion-Interaction Model
For the purpose of exploring the interactions of target gas analytes with nanostructure-
modified PSi interfaces, a diffusion-interaction model of the sensor response was cre-
ated [147, 163, 199]. Although an empirical model for the interaction, such as the
Freundlich adsorption isotherm [7], could provide a better fit to the experimental
data, a mechanistic model was chosen to provide insights into the physics of the in-
teractions. While the dominant diffusion mechanics can be analytically solved for the
one dimensional approximations used in this analysis, we seek to model the dynamic
interactions under changing atmospheric conditions. Therefore, a numerical simula-
tion following the process summarized in Figure 4.1 is used. The simulated sensor is
given an input of atmospheric conditions that are identical to the experimental gas
concentrations supplied to the real sensor. The sensor model first simulates diffusion
of the gas analyte into the porous structure. The model then calculates the sensor re-
sponse to the average concentration in the pores for a particular interaction response
mechanism. In general, the sensor response mechanism is given by,
R(t) = R0 + ∆R(C(t), ~β) (4.3)
where R(t) is the sensor response due to interactions with an analyte gas and R0 is the
baseline response (established in the absence of the analyte). The change in response,
∆R(C(t), ~β), is a function of both the average concentration of the analyte gas inside
the pores (C(t)) and a set of variable optimization parameters (~β = {β0, β1, . . .}).
Figure 4.1: Flow diagram of numerical simulation of the PSi sensor model.
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4.1.1 Linear response mechanism
A first-pass simulated sensor model, designed to explore the diffusion mechanics of
the PSi sensors, assumes the change in response is a linear function described by,
∆R(t) = S · C(t) (4.4)
where the average concentration of the analyte in the pores, C(t), is scaled by a
sensitivity factor, S. As the dimension of R and C are Ω and ppm respectively, the
dimensions of the sensitivty factor are Ω/ppm.
Modeling the diffusion of the analyte gas into the pores of the sensor interface
requires approximating the porous silicon as a collection of one-dimensional wells of
length L [54, 147, 163, 199, 274]. The concentration of the ambient analyte gas at
the open end of each well was assumed to be a constant source: the diffusion of the
analyte molecules into the pores does not deplete the concentration at the open end
of the well. Fick’s second law governs the diffusion of the analyte gas molecules into







where DPSi is the diffusion constant for porous silicon (PSi) [42,163,199]. The bound-
ary conditions for a pore of finite depth from a continuous source are,
C(z, t)|t=0 = 0 (4.6)





= 0 , (4.8)
where C0 is the concentration of the analyte gas at the surface of the sensor. The
explicit Euler method was used to solve the differential equation and a time step of
dt = 0.05 s was used. The time step was sufficiently small to achieve a convergence
of error within tolerance. Figure 4.2a demonstrates a visualization of the diffusion
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of 1 ppm of an arbitrary analyte gas into and out from a one-dimensional pore with
a length of 10 units and a plot of the average concentration within the pore (Fig-
ure 4.2b). Here, the porous interface is simplified to a single one dimensional pore
that is closed at one end. For the initial exploration of the diffusion mechanics of the
PSi sensor interface, the following assumptions were used:
• Pores are uniform in width throughout their entire length.
• The diffusion constant is constant throughout the pores.
• No significant adsorption occurs at the bottom of the pore.
• The response is linear with the average concentration of the analyte gas within
the pore.
Figure 4.3 demonstrates the reasonably good fit of the diffusion simulation with
experimental data. NH3 acts as a base, donating electrons to a p-type interface,
which combine with electronic holes. This represents a reduction in the majority
charge carrier concentration of the p-type sensor and, therefore, an increase in the
measured resistance. To illustrate the development of the simulated sensor model, the
same data set will be shown compared to a best fit for each subsequent modification of
the model. Here, the sum of squares for the best fit model is Q = 677. As this model
includes two parameters, DPSi and S, and the data set has 45 100 data points that are
compared with the simulation, the standard deviation of error is σ = 0.123. The first
derivative of the data and simulation is also shown. The first derivative is useful for
operation as a sensor; the peak amplitude of the derivative, which can be determined
within seconds of exposure to a particular concentration, can be correlated to ambient
concentration for development of a fast acting sensor.
The experimental supply of analyte gas is slightly delayed reaching the sensor




Figure 4.2: Simulated diffusion of 1 ppm of an arbitrary analyte gas into and out from
a 1D pore. (a) Visual representation where yellow indicates pure nitrogen and purple
represents 1 ppm of the analyte gas. (b) Plot of the average concentration within
the pore compared with the supplied atmospheric concentration. The selected points
correspond to the illustrated concentrations. A table of the calculated values used to
generate the image are provided in Appendix A and the program for generating the
values is provided in Appendix D.
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Figure 4.3: Comparison of diffusion simulation with experimental data collected for
the response of a p-type PSi sensor in the presence of 2 ppm to 20 ppm NH3 (red
dashed lines). The relative response defined as R/R0 (top) and the first derivative of
the response (bottom) are shown. Q = 677 and σ = 0.123.
supply (Figure 3.7) switches open. Initially, this was compensated for by applying a
linear ramp of the atmospheric conditions supplied to the PSi sensor model [147]. As
seen in Figure 4.4, this adjustment improves the fit of the model to the experimental
data. In particular, the first derivative of the response highlights the necessity of
more realistically modeling the atmospheric conditions experienced by the actual PSi
sensor. Figure 4.4c demonstrates that the model can be further improved by applying
an exponential ramp. The ramp function is also used for simulating turning off the
supplied concentrations.
While the diffusion model with a linear response mechanism is a simplistic first-
pass representation of the interactions of the analyte-PSi interface, the model provides
insight into the overall diffusion mechanics. The diffusion constant for the simulated
PSi sensors is on the order of 10−12 m2 /s to 10−9 m2 /s, which is characteristic of
Knudsen diffusion. Knudsen diffusion describes the diffusion of gas molecules through
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Figure 4.4: Comparison of diffusion simulation with experimental data collected for
the response of a p-type PSi sensor in the presence of 10 ppm NH3. The atmospheric
conditions supplied to the simulated PSi sensor model are created as (a) a step func-
tion, (b) a linear ramp, or (c) exponential function.
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nanometer scale pores [177]. This indicates that, while fast Fickian diffusion describes
the diffusion of the analyte gas into the micrometer-diameter porous structures, the
gas must also diffuse into the nanoporous features of the hybrid PSi, and these pores
are limiting.
4.1.2 Adsorption response mechanism
During our investigations to extract analyte concentrations from the experimental
data, we determined that the sensor response was not simply linearly related to
concentration. To improve the quality of fit of the sensor model, the Langmuir ad-
sorption isotherm was incorporated to simulate adsorption/desorption effects [152].
The change in response, ∆R, is now defined as a non-linear function of concentration
and includes an adjustable adsorption coefficient, K,
∆R(t) = S · KC(t)
1 +KC(t)
, (4.9)
where K = Ka/Kb is the rate of adsorption divided by the rate of desorption. Here, S
is again the sensitivity factor, now with the dimensions of Ω. Figure 4.5 demonstrates
the drastic improvement of the quality of the fit of the simulated sensor model by
incorporating adsorption/desorption effects. The sum of squares of the best fit is
Q = 163 and the standard deviation of error, now calculated with a total of three
parameters (DPSi, K, and S), is σ = 0.0601.
For the analysis of the adsorption response mechanism model, we focused on the
analytes NH3 and NO, which act as a base (electron donor) and an acid (electron
acceptor), respectively. Figure 4.6 demonstrates the application of the simulated
sensor model to a p-type PSi sensor exposed to 1 ppm to 10 ppm NO. The sum of
squares for this fit is Q = 31 and the standard deviation of error is σ = 0.0262.
Comparing the adsorption response mechanism model for NH3 and NO provides
insight into the behavior of various gas analytes with the PSi interface. Table 4.1
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Figure 4.5: Comparison of adsorption response mechanism simulation with experi-
mental data collected for the response of a p-type PSi sensor in the presence of 2 ppm
to 20 ppm NH3. The relative response defined as R/R0 (top) and the first derivative
of the response (bottom) are shown. Q = 163 and σ = 0.0601.
lists the estimated values of the simulation parameters, DPSi, K, and S for the p-
type PSi sensor used as an illustrative example in this chapter, as well as parameter
values calculated for p-type PSi sensors with a range of nanostructured depositions.
These values were calculated from a study of the PSi sensor in multiple-analyte gas
experiments, where NH3 and NO were pulsed onto the sensor both separately and
simultaneously during the experiment [147]. For simulating the response to multi-
ple analytes, the response mechanism was expanded to account for the competing





if ∆RNH3 −∆RNO < 0
∆RNH3 −∆RNO if ∆RNH3 −∆RNO > 0 .
(4.10)
The individual response changes due to the analyte gases are given by the Langmuir
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adsorption isotherm for the case of multiple adsorbing species:








Figure 4.6: Comparison of adsorption response mechanism simulation with experi-
mental data collected for the response of a p-type PSi sensor in the presence of 1 ppm
to 10 ppm NO. The relative response defined as R/R0 (top) and the first derivative
of the response (bottom) are shown. Q = 31 and σ = 0.0262.
The comparative sensitivities and adsorption coefficients reported in Table 4.1
are consistent with the expected behavior of NH3 versus NO. The response for NH3
is stronger than that for NO. Additionally, NH3 is a “sticky” gas, which desorbs
more slowly than it absorbs, especially when compared with other gas analytes. As
K = Ka/Kd, an adsorption constant of K > 1 indicates that the adsorption process
dominates the deposition process (and vice versa). In general, the adsorption constant
for “sticky” NH3 is smaller than NO for a particular PSi interface.
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Table 4.1: Sensitivity (S/ohm), adsorption coefficient (K) and diffusion constant
(DPSi/m
2s−1) for adsorption response mechanism model of NH3 and NO interacting
with p-type PSi sensors.
Sensor sensitivity adsorption constant diffusion constant
NO NH3 NO NH3 NO NH3
blank PSi −0.44 2.12 0.75 0.18 1.3× 10−11 3.7× 10−12
PSi + AuxO −0.27 24.8 14.4 0.47 4.9× 10−9 4.9× 10−9
PSi + TiO2 −0.73 69.8 0.93 0.41 4.9× 10−9 4.9× 10−9
PSi + MgO −0.21 0.527 0.21 0.377 4.9× 10−9 4.9× 10−9
PSi + CaO −0.40 13.8 4.82 0.28 4.9× 10−12 4.9× 10−12
PSi + BaO −0.44 2.24 0.38 0.12 4.9× 10−11 4.9× 10−11
Values for metal oxide nanostructure decorated sensors are reprinted from [147].
4.1.3 Fermi-Distribution response mechanism
While the diffusion focused linear response mechanism model and the adsorption re-
sponse mechanism model were useful for providing insights into the diffusion and
adsorption processes of the analyte gas-PSi interface, an analysis at saturation time
scales, up to concentrations of 50 ppm, revealed the necessity for improvements to the
model. Figure 4.7 demonstrates a comparison of a saturation curve for the experi-
mental data with the adsorption response mechanism model and a newly proposed
Fermi-distribution response mechanism [148]. Here, a p-type PSi sensor decorated
with AuxO nanoparticles is exposed to sequentially increasing concentrations of NH3
and NO. The response, ∆R, versus concentration, or saturation curve, is compared
with a log-log plot of the saturation curve and a derivative of the saturation curve.
This comparison magnifies the inability of the adsorption isotherm response mecha-
nism to fit the saturation curve, as the adsorption isotherm model only marginally
fits the experimental data for the log-log and derivative plots. In contrast, the Fermi-
Distribution response mechanism model adequately fits the experimental data for all




Figure 4.7: A comparison of the adsorption and Fermi-Distribution models with ex-
perimental data collected for a saturation response curve (right) for an AuxO nanos-
tructure decorated p-type PSi sensor for exposure to (a) NH3 and (b) NO concentra-
tions up to 50 ppm. The experimentally measured sensor response to NH3 or NO is
in blue. The log-log plot (middle) and the derivative of the saturation response curve
(right) illustrate the notably better fit of the Fermi-Distribution response mechanism
model. Reprinted with permission from [148].
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The Fermi-Distribution response mechanism model was derived from the consid-
eration of the charge carrier concentration of n-type and p-type semiconductors. The





where L is the length and A is the cross-sectional area of the resistor (PSi sensor).
Therefore, the resistance response of the PSi sensor can be written in terms of the





The conductivity of an extrinsic semiconductor of arbitrary doping concentration is








where φF is the potential difference between the midband and the Fermi level (chem-
ical potential), which is dependent on the impurity doping density by,




where µc and µv are the electron and hole mobilities in the conduction and valence
band, respectively. Therefore, it is clear that the resistance of the PSi sensor is
related to both the mobility and density of the charge carriers. It is assumed that the
analyte gas does not change the mobility of the charge carriers, but instead adjusts
the density of charge carriers by shifting the location of the Fermi level at constant






nie (µceeφF /kBT + µve−eφF /kBT )
(4.17)
For the p-type semiconductor systems used in this chapter, Na > Nd. Therefore,



















eeφF /kBT + 1
) . (4.19)
In the presence of an analyte gas, the Fermi level is shifted up or down by a factor,
∆φ. Here, φF + ∆φ represents the electronic chemical potential of the atmosphere
at the sensor interface (within the pores of the PSi sensor) when the analyte gas is
introduced [147]. In the absence of any gas analyte (an atmosphere of UHP nitrogen),
the system is assumed to be in equilibrium and ∆φ is set equal to zero and the
chemical potential of the surrounding atmosphere is equal to φF . When gas analytes




where Ci is the concentration of each individual chemical species and χi is a sensi-
tivity factor that scales the influence of a particular chemical species on the chemical
potential of the atmosphere. Here, the dimensions of χi are V/ppm. For example,









This is consistent with the discussion of the analyte gas acting as an acid or base. An
acid with an electrochemical potential lower than that of the PSi sensor will adjust
the Fermi level down, decreasing the electron density in the conduction band and
increasing the number of holes in the valence band; this represents an increase in
resistance for n-type semiconductor systems and a decrease in resistance for p-type
semiconductor systems. The opposite will occur with a base having an electrochemical
potential higher than that of the PSi sensor.
For the purpose of the simulated sensor model, the sensor response mechanism for
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where L and A are the length and cross-sectional area of the sensor and R(t) is again





where β0 = (µv/µc)e
−eφF and β1 = L/Aeni. The baseline resistance, R0, in the
























Shown in Figure 4.7, the Fermi-Distribution model can easily handle both in-
creases and decreases in resistance in response to gas analytes acting as bases or
acids. This should be compared to the more cumbersome conditional change in re-
sponse, which was necessary when using the Langmuir adsorption interaction model
(Equation 4.10). For the Fermi-Distribution response function, modeling the addi-
tion of electrons (in the case of NH3) versus the removal of electrons (in the case of
NO) is simply a matter of switching the coefficient of the analyte chemical potential
sensitivity factor, χi, from positive to negative.
The Fermi-Distribution response mechanism model also explains the observed de-
pendence of the response on temperature [13, 148]. In an experiment where sensor
114
response to NH3 was collected at gradually increasing temperature, the sensor signal
showed an exponential decay in amplitude [13]. This is in agreement with the thermal
exponential decay term in the Fermi-Distribution response mechanism model. While
this temperature dependence of the sensor response could potentially be explained by
an increase in chemisorption reaction rate, the ease of returning to baseline invalidates
this conclusion. Therefore, we suggest that the Fermi-Distribution response mecha-
nism model is a viable method of explaining the mechanisms occurring between the
analyte gas and the porous silicon interface, especially under saturation conditions.
To properly model the full range of analyte concentrations at saturation levels,
Figure 4.7 clearly indicates that a Fermi-Distribution response mechanism is required.
This reveals that the limit to the response of a particular sensor is a matter of elec-
tronic band structure saturation, rather than adsorption saturation. However, the
Fermi-Distribution response mechanism model has existing limitations in simulat-
ing the PSi sensor response at low concentrations when operating in an unsaturated
mode.
Figure 4.8 illustrates the best fit, minimizing the sum of squares, for the p-type
PSi sensor exposed to 2 ppm to 20 ppm NH3 used as an example throughout this
chapter. Here, the sum of squares was Q = 256 and the standard deviation of
error was σ = 0.0753. While this represents a better fit than the simple linear
response mechanism outlined in section 4.1.1 (Q = 677), the fit is not as good as the
adsorption isotherm response mechanism model described in section 4.1.2 (Q = 163).
In particular, the Fermi-Distribution response mechanism model struggles to properly
model the diffusion out of the pores, as can be seen in Figure 4.8 (note in particular
the fit of diffusion after exposure to 20 ppm). This suggests that while the Fermi-
Distribution response mechanism dominates at high concentrations and saturation
conditions, the limiting effects of adsorption are necessary to describe the dynamics at
low concentration and unsaturated conditions. In other words, at low concentrations,
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the response of the PSi sensors are likely limited by Langmuir adsorption, where
adsorbed analyte molecules only cover a fraction of a monolayer of the interface;
the changes due to the adsorbed analyte molecules are well below the limitations
governed by the Fermi-Distribution function. The following section will describe
two key modifications to the sensor model: incorporation of adsorption effects into
the Fermi-Distribution response mechanism, as well as introducing a parameter to
address the stickiness, or weak chemisorption, of some gases [85,198].
Figure 4.8: Comparison of Fermi-Distribution response mechanism simulation with
experimental data collected for the response of a p-type PSi sensor in the presence
of 2 ppm to 20 ppm NH3. The relative response defined as R/R0 (top) and the first
derivative of the response (bottom) are shown. Q = 256 and σ = 0.0753.
4.1.4 Combined adsorption-Fermi-Distribution model
The adsorption effects were introduced to the Fermi-Distribution model by adjusting
the change in Fermi level due to the presence of an analyte gas, ∆φ in Equation 4.27.
Rather than assuming that the shift in Fermi level, ∆φ, is linear with concentration,
the shift was instead set to be linear with the fraction of gas analyte molecules
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adsorbed to the PSi interface:
∆φ(t) = χ · θ(t) , (4.28)
where θ(t) is fraction of the maximum amount of possible gas analyte adsorption and
χ is the chemical potential of the particular chemical species with dimensions of V
(volt). This value is described by the generalized treatment of the Langmuir isotherm,





1 + (KBET − 1)C(t)C0
) , (4.29)
where, KBET is a dimensionless adsorption constant and C0 is the saturation concen-




where q1 is the heat of adsorption of the first layer, qL is the heat of liquefaction of
the adsorptive species (or also heat of adsorption of the multi-layers), R is the gas
constant, and T is the absolute temperature. Typical values of KBET range from 50 to
300. BET theory, named for the surnames of its originators, Brunauer, Emmett, and
Teller, is used to describe adsorption dominated by physisorption [273] (in contrast to
the Langmuir isotherm, which is usually a better model for describing chemisorption).
Therefore, the BET theory based adsorption model is appropriate for these PSi sensor
systems.
Figure 4.9 demonstrates the quality of fit of this combination adsorption-Fermi-
Distribution model. The least sum of squares is Q = 161 and the standard deviation
of error is σ = 0.0598. As predicted, incorporating adsorption effects improves the fit
of the simulation compared to the Fermi-Distribution model for the low concentra-
tion unsaturated conditions. Table 4.2 presents a comparison of the quality of fitting
for each of the response mechanisms. On average, testing a large number of sam-
ple PSi response experimental data sets, the combined adsorption-Fermi-Distribution
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model resulted in the highest quality of fit (lowest sum of squares). The next best
fitting model was the Langmuir adsorption response mechanism (section 4.1.2). The
BET adsorption model behaves similarly to the Langmuir adsorption isotherm in low
concentration conditions (C(t)  C0), which can explain the closeness of the qual-
ity of fit. However, the combined adsorption-Fermi-Distribution response mechanism
model represents a significantly more appropriate model for the PSi sensor system
for several reasons beyond a just having slightly better fit. The combined model can
handle both acidic and basic gas analyte interactions with a simple sign change, sim-
ilar to the Fermi-Distribution model. Also similar to the Fermi-Distribution model,
the combined model can still explain temperature effects, which are absent from the
linear and adsorption models. The temperature effect of exponentially reducing the
response is also present in the BET theory adsorption constant (Equation 4.30). Fi-
nally, the BET adsorption equation does not limit the response for high concentration
saturation conditions, allowing the Fermi-Distribution function to dominate in that
regime.
Table 4.2: Sum of squares criterion, Q, and standard deviation of error, σ, for the
best fit for each stage of the PSi sensor simulation model for a p-type PSi sensor
exposed to 2 ppm to 20 ppm NH3.
Response mechanism (RM) model Q σ
Linear RM 677 0.123
Langmuir adsorption RM 163 0.0601
Fermi-Distribution RM 256 0.0753
Combined BET adsorption-Fermi-Distribution RM 161 0.0598
To account for situations where the analyte gas is particularly sticky and exhibit-
ing weak chemisorption [85,198], a stickiness parameter, s was incorporated into the
diffusion model [139], rather than the response mechanism. The reasoning for this
was that the delayed release of the analyte molecules is a time-dependent behav-
ior that then affects the concentrations diffusing among segments of the simulated
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Figure 4.9: Comparison of combined adsorption-Fermi-distribution response mecha-
nism simulation with experimental data collected for the response of a p-type PSi
sensor in the presence of 2 ppm to 20 ppm NH3. The relative response defined as
R/R0 (top) and the first derivative of the response (bottom) are shown. Q = 161 and
σ = 0.0598.
PSi pore. As the response mechanisms, such as adsorption and adjustments of the
carrier density through a shift in Fermi level, were assumed to occur at time scales
much shorter than diffusion, only the diffusion mechanics of the simulation remained
time-dependent. The response mechanisms were thus calculated from the average
concentration dictated by the diffusion model at each time step.
The stickiness parameter, s was incorporated into the diffusion mechanism com-
ponent of the sensor model as a lag in the diffusion out of a particular pore segment.
Shown in the Python code, simulation.py within the function, Cavg_calc_new (Ap-
pendix D), the concentration of each segment of the simulated one dimensional pore
is updated at each time step by an evolution matrix, which applies the diffusion me-
chanics equation described in section 4.1.1. For every term in the evolution matrix
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that is negative, representing gas diffusing out of a segment and into another, a stick-
iness lag parameter is applied. Figure 4.10 demonstrates the effect of adjusting the
stickiness parameter for a p-type PSi sensor exposed to 100 ppm H2S. An increase
in stickiness or chemisorptive effects of an analyte gas represents a decrease in the
ability for that gas to desorb and then diffuse from any particular location within each
pore. Therefore, as s is used in the simulation code, simulation.py (Appendix D),
as a scaling factor for the desorption, a lower value of s signifies a greater stickiness
or weak-chemisorption effect [139]. The least sum of squares, Q is shown for each
subsequent adjustment of the stickiness parameter to illustrate the improvement of
the model.
4.2 Conclusions
The PSi sensor simulation model provides a fundamental understanding of the mech-
anisms of analyte gas and porous silicon sensor interface interactions. Through a
systematic exploration of the PSi sensor response to gas analytes and comparison
with a range of simulated response mechanisms, the characteristics of various chemi-
cal and physical parameters of the interface interactions were brought to light. The
linear response mechanism model provided an initial understanding of the diffusion
mechanics and highlighted the dominance of Knudsen diffusion of the gas analyte into
the nanometer diameter pores. The adsorption model allowed for a comparison of
interactions of the PSi sensors with gas analytes with different energies of adsorption.
The derived Fermi-Distribution model provided a high quality fit at high concentra-
tions and saturation conditions. The Fermi-Distribution model also offered insight
into the representation of changing atmospheric chemical composition by a change in
chemical potential. A combined adsorption-Fermi-Distribution model was developed
to include adsorption effects into the Fermi-Distribution model to improve the quality
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Figure 4.10: Comparison of simulation with experimental data collected for the re-
sponse of a p-type PSi sensor in the presence of 100 ppm H2S for increasing degrees
of simulated stickiness, s and the corresponding best fit sum of squares, Q.
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of fit at low concentrations in unsaturated conditions. Finally, a stickiness parame-
ter is introduced into the model to better represent situations where the analyte gas
exemplifies weak chemisorption.
As an extended consideration, the model was applied to PSi sensor experimental
data before and after metal oxide nanostructure depositions. For example, Figure 4.11
illustrates a best fit for the same p-type PSi sensor used throughout this chapter,
with a metal oxide nanostructured deposition (MgO), exposed to 2 ppm to 20 ppm
NH3. This represents a step towards developing a quantifiable model of the IHSAB
principle and illustrating how the sensor response to various gas analytes change
upon nanostructure decoration. However, the current PSi sensor simulation is no
longer a simple linear model with just a single adjustable sensor sensitivity parameter,
but instead includes multiple dependent parameters. For example, the estimated
parameters for the PSi sensor treated with MgO were changed from the untreated
PSi sensor as follows: the adsorption constant, KBET was slightly increased, the
influence of the chemical potential of NH3, χNH3 , was slightly decreased, and β0, the
collection of constants describing the Fermi level and carrier mobilities, was greatly
increased. Further development of a simulation fitting program, and comparison with
a much larger data set of similarly prepared and tested sensors, will allow for a more
defined correlation between sensor response and interface modifications.
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Figure 4.11: Comparison of combined adsorption-Fermi-distribution response mech-
anism simulation with experimental data collected for the response of a p-type PSi
sensor decorated with MgO, in the presence of 2 ppm to 20 ppm NH3. The relative




IHSAB: ENHANCED SENSITIVITY AND SELECTIVITY
Nanostructure modified PSi interfaces have been demonstrated as effective chem-
ical gas sensors for low levels of inorganic analytes such as NH3, NOx, SO2, and
PH3 [86, 92, 94, 95, 145, 163, 164, 197, 197]. The sensors are rapidly responding, as
demonstrated in Chapter 4 by monitoring the first derivative of the response, re-
versible, returning to the baseline resistance value within reasonable timescales, and
repeatable [162,163,197,233]. Observed sensitivities and the sensor system reversibil-
ity can be predicted from the recently developing Inverse Hard/Soft Acid/Base IHSAB
model [86, 92, 94, 95, 145, 163, 164, 197], which provides a means of linking chemical
selectivity and the mechanism of sensor response. This model combines the basic
tenants of acid/base chemistry (the ability of bases to donate electrons and acids to
seek electrons) and semiconductor physics. The materials selected for nanostructured
islands serve the role of guiding gateways to force a dominant electron transduction
(versus chemisorption) at the decorated extrinsic semiconductor interface. The selec-
tion of these nanostructures and the variable and controllable reversible interaction
they introduce for sensor applications is well predicted by the IHSAB model as it
dictates the coupling of analyte/interface acid-base interactions with the properties
of the majority carriers in an extrinsic semiconductor [86,92,94,95,145,163,164,197].
The inverse hard and soft acid and base (IHSAB) concept complements the tenants
of HSAB interactions [207, 208]. Based on the reversible interaction of hard acids
and bases with soft bases and acids, the IHSAB principle enables the selection of
interacting materials that do not form strong covalent or ionic chemical bonds, thus
it represents the inverse of the HSAB model for significant bond formation based
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on strong ionic (hard acid/base) or covalent (soft acid/base) interactions and chem-
ical bond formation. The selection of the nanostructures that are deposited to the
nanopore-covered microchannels can be predicated based on a clearly designed pro-
cedure and established materials properties [86, 92,94,95,145,163,164,197].
5.1 Sensitivity: Enhanced Detection of H2S and CO
Here, we apply the principles that we have outlined above to the reversible detection
of the H2S and CO analytes. The energy efficient and simple sensor platforms that
we develop demonstrate a superior sensitivity to H2S, display a very slow degrada-
tion due to the H2S gas, and can be readily rejuvenated both from extensive use
and excessive water contamination [86]. The nanostructure modified PSi sensors are
demonstrated as sensitive at room temperature to CO at concentrations well below
previously reported levels [28, 113, 119, 175, 188, 228]. Table 5.1 summarizes recent
advances in the detection of CO utilizing nanostructured metal oxides. Earlier work
with the nanostructure modified PSi sensors featured in this thesis demonstrated the
ability of a SnOx nanostructured deposition to greatly enhance the PSi response to
CO (Table 5.1) [163]. Using the IHSAB principle as a guide for the selection of nanos-
tructured deposition, here, an additional enhancement of the PSi sensor response to
CO is explored.
The placement of H2S and CO on the IHSAB scale [86,92,94,95,145,163,164,197]
is shown in Figure 5.1. These particular placements will be discussed in section 5.1.3.
Selected nanostructured metal oxides are deposited to the nanopore-covered microp-
ores of the PSi sensors, as described in Chapter 3, to provide for distinct and variable
sensitivities. The variable sensitivities of each sensor can be used in combination
as a basis to develop a matrix of selectivity. In this study, nanostructured deposits
generated from electroless gold, tin, and nickel [92,198], as well as nanotitania [43,98]
provide for a variable matrix for the detection of H2S on a p-type PSi interface. For
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Table 5.1: Lower exposure limit of CO gas sensor materials and methods.
Reported Operating Material Method Reference
LEL∗ Temperature
50 ppm 350 ◦C 0.2 wt% FSP (nanopowders); [175]
Pt/SnO2 Thermophoresis
(sensor)
500 ppm 200 ◦C to 400 ◦C SnO2 FSP (nanopowders); [228]
drop coating (sensor)




< 5 ppm 300 ◦C SnO2 single nanowire [113]
1 ppm 25 ◦C SnO2 Sn electroless solution [163]
treated PSi
*Lower Exposure Limit
sensitivity studies of the PSi response to small concentrations of CO, the PSi sensors
are decorated with nanotitania and tin oxide nanostructures. The PSi sensors are
tested as described in Chapter 3. After a purge in UHP nitrogen for a minimum of
30 min to establish a baseline for sensor response, the PSi sensor is exposed to various
concentrations of H2S or CO in cycles of 120 s followed by an UHP nitrogen purge for
240 s.
5.1.1 Sensor response to H2S
Figure 5.2 indicates the response to H2S for an untreated p-type porous silicon inter-
face at concentrations of 0.6 ppm to 6.0 ppm and demonstrates the repeatability of
experimental tests. Here, relative resistance is the measured resistance, R, divided by
the baseline resistance, R0. It is to be noted that running the sensor at 4 V does little
to improve the response at 3 V. A rapid response is observed at each concentration,
but the time frame for the H2S to desorb from the sensor surface clearly exceeds the
time scale for adsorption.
Figure 5.3a demonstrates the response to H2S for an untreated p-type PSi interface
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Figure 5.1: Approximate IHSAB scale showing the positioning of H2S and CO (red).
at concentrations of 6 ppm to 60 ppm and Figure 5.3b corresponds to H2S at 100 ppm.
The data in Figures 5.2 and 5.3 demonstrate a range of concentrations with which
we can assess the degree of consistent dependence on concentration and the nature
of signal quenching at higher concentration. These data indicate some evidence for
quenching at analyte concentrations in excess of 60 ppm. As shown in the figures, the
return to baseline, or “recovery”, takes longer than the 240 s UHP nitrogen purge.
However, the recovery time can be improved, as will be demonstrated, by using select
metal oxide depositions and the rejuvenation techniques that we have developed [86].
The effectiveness of the IHSAB model, as it predicts the changes in sensor sensi-
tivity as a function of the choice of metal oxide nanostructure deposition, is shown
in Figures 5.4 through 5.7. Figure 5.4 indicates the response to H2S for an SnOx
nanostructure decorated p-type PSi interface, compared to the response for the un-
decorated p-type PSi interface at concentrations of 6 ppm, 12 ppm, 18 ppm, 24 ppm,
30 ppm and 60 ppm. We observe a considerable enhancement of the response versus
an untreated PSi sensor after SnOx decoration. In view of the hard acid character
of SnOx resulting in a significant molecular orbital mismatch with H2S (Figure 5.1),
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Figure 5.2: Responses to H2S for an untreated p-type porous silicon interface at
concentrations of 0.6 ppm, 1.2 ppm, 1.8 ppm, 2.4 ppm, 3.0 ppm and 6.0 ppm at 3 V
and 4 V bias voltage. The boxes (black dashed) denote the analyte concentration
over the time of analyte gas exposure to the sensors.
this is not surprising.
Figure 5.5 indicates the response to H2S for a TiO2 decorated p-type PSi in-
terface, comparing this to the response for the undecorated p-type PSi interface at
concentrations of 6 ppm, 12 ppm, 18 ppm, 24 ppm, 30 ppm and 60 ppm. We observe a
considerable enhancement of the response after TiO2 nanostructure decoration. Not-
ing the scales for Figures 5.4 and 5.5, it is apparent that the enhancement exceeds
that induced with SnOx decoration. This is consistent with the positioning in Fig-
ure 5.1 and is, again, not surprising in view of the hard acid character of TiO2 . The
result is also consistent with previous observations [86,92].
Figure 5.6 indicates the response of H2S to an NiO decorated p-type PSi inter-
face, comparing this to the response for the undecorated p-type PSi interface at




Figure 5.3: (a) Responses to H2S for an untreated p-type PSi interface at concentra-
tions of 6 ppm, 12 ppm, 18 ppm, 24 ppm, 30 ppm and 60 ppm. (b) Response to H2S of
an untreated p-type PSi interface at a concentration of 100 ppm. The dashed boxes
denote the analyte concentration over the time of analyte gas exposure to the sensor.
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Figure 5.4: Response of SnOx treated PSi interface (green) to H2S and compari-
son to untreated PSi interface (blue). The boxes (black dashed) denote the analyte
concentration over a range from 6 ppm to 60 ppm.
notable enhancement of the response after NiO nanostructure decoration. However,
this enhancement is notably less than that induced with SnOx or TiO2 decoration.
As Figure 5.1 demonstrates, NiO is a much weaker acid and is much closer in orbital
makeup to H2S.
Figure 5.7 indicates the response of H2S to a AuxO (x 1) decorated p-type PSi
interface, comparing this to the response for the undecorated p-type PSi interface at
concentrations of 6 ppm, 12 ppm, 18 ppm, 24 ppm, 30 ppm and 60 ppm. We observe
a very substantial enhancement of the response after AuxO decoration, which well
exceeds that induced with SnOx or TiO2 decoration. Figure 5.1 demonstrates that
AuxO lies far to the weak acid side of H2S and displays a significant orbital mismatch
with this sulfurous base. The reversible AuxO interaction leads to a strong reversible
response. The onset of the sensor response is quite rapid and clearly visible and, as
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Figure 5.5: Response of TiO2 treated PSi interface (green) to H2S and comparison to
untreated PSi interface (blue). The boxes (black dashed) denote the analyte concen-
tration over a range from 6 ppm to 60 ppm.
well, the recovery of the sensor is sufficiently rapid that a clear baseline is maintained.
Table 5.2 demonstrates the relative responses for metal oxide nanostructure dec-
orated surfaces formed from nanotitania, electroless tin, copper, nickel, and gold
treatments for forming Ti4+, Sn2+,4+, Cu1+,2+, Ni2+ oxides, and Au1+,0 clustered ox-
ide nanostructured coatings, respectively. The relative responses in Table 5.2 for the
nanostructure decorated interfaces substantially exceed those for the untreated porous
silicon interface and represent multiplicative factors that exceed those of all other an-
alytes studied thus far. The PSi sensor response enhancement due to a particular





where Streated is the sensitivity of the treated sensor and Suntreated is the sensitivity
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Figure 5.6: Response of TiO2 treated PSi interface (green) to H2S and comparison to
untreated PSi interface (blue). The boxes (black dashed) denote the analyte concen-
tration over a range from 6 ppm to 60 ppm.








where R0 is the baseline resistance, R is the resistance in the presence of a given
analyte, and ∆R will be referred to as the sensor response.
5.1.2 Sensor response to CO
Figure 5.8 demonstrates the response to CO for a SnOx decorated p-type PSi interface,
comparing with the response for the undecorated p-type PSi interface at concentra-
tions of 2 ppm, 4 ppm, 6 ppm, 8 ppm, 10 ppm and 20 ppm. Here, the amphoteric CO
is acting as a weak acid, much like NO [86, 92]. The CO extracts electrons from the
PSi interface, which increases concentration of electronic holes, the majority charge
carriers in p-type semiconductors. Therefore, a decrease in resistance is observed for
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Figure 5.7: Response of TiO2 treated PSi interface (green) to H2S and comparison to
untreated PSi interface (blue). The boxes (black dashed) denote the analyte concen-
tration over a range from 6 ppm to 60 ppm.
the p-type PSi sensor in the presence of CO. We observe a considerable enhancement
of the response after SnOx nanostructure decoration. This result is consistent with
the positioning in Figure 5.1 as a SnOx nanostructure modification will increase the
orbital mismatch between the interface and the CO analyte gas. The result is also
consistent with previous observations [163].
Figure 5.9 indicates the response to CO for a TiO2 decorated p-type PSi interface,
comparing this to the response for the undecorated p-type PSi interface at concentra-
tions of 2 ppm, 4 ppm, 6 ppm, 8 ppm, 10 ppm and 20 ppm. We observe a considerable
enhancement of the response after TiO2 nanostructure decoration. Again, the am-
photeric CO is shown to act as a weak acid, extracting elections and thus decreasing
the resistance of the p-type PSi sensor. Similar to the interaction of H2S with a SnOx
versus TiO2 decorated PSi interface, the TiO2 appears to enhance the sensor response
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Table 5.2: Resistance response enhancement, Mtreatment (Equation 5.1), for various
nanostructured metal oxide depositions on a p-type PSi sensor. The baseline resis-
tance values for these experiments were on the order of 300 Ω to 600 Ω.




AuxO (x 1) 60
to CO to a greater degree than SnOx. This is consistent with the fact that TiO2 is
farther away from CO than SnOx on the IHSAB scale (Figure 5.1), representing a
larger orbital mismatch. The result is expected and also consistent with previous
observations [86,92].
5.1.3 Discussion
Figure 5.1 demonstrates that the strong acids TiO2 and SnOx represent ideal metal
oxide nanostructures to direct electron transduction with the amphoteric analyte CO.
Lewis et al. [163] demonstrated that treating the PSi sensor with gold clustered oxide,
AuxO (x 1), decreased the sensor response to CO. Therefore, CO can be reasonably
positioned close to AuxO on the IHSAB scale. As expected, and illustrated by a
comparison of Figures 5.8 and 5.9, TiO2 provides a larger increase in sensor response
(as the separation between CO and TiO2 is greater than CO and SnOx).
The basis for the positioning of H2S in Figure 5.1 was originally based on the
comparison of the relative responses for 1 ppm H2S with an AuxO (x 1) deposited
PSi surface versus an untreated PSi surface and to data obtained for NH3, PH3, and
NO [94]. Based on ionization potential, as well as proton affinity data, we suggested
that H2S lies close to, but probably to the soft acid side of PH3. The results presented
in Figures 5.4 through 5.7 support this suggestion. However, the comparison of those
results obtained for TiO2, SnOx, and AuxO (x 1) suggest that H2S acts as a harder
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Figure 5.8: Response of SnOx treated p-type PSi interface (green) to CO and com-
parison to untreated p-type PSi interface (blue). The boxes (black dashed) denote
the analyte concentration over a range from 2 ppm to 20 ppm.
acid than previously suggested. This adjustment has been made to Figure 5.1.
The responses reported for H2S in Figures 5.4 through 5.7 and CO in Figures 5.8
and 5.9 can be explained within the concept of the IHSAB principle [86, 92, 94, 95,
145, 163, 164, 197]. The underlying IHSAB principle dictates the physisorption di-
rected response (electron transduction) to a number of basic, acidic, and amphoteric
analytes as they interact with the nanostructure decorated p- or n-type PSi extrin-
sic semiconductor interface [86, 92, 94]. The dominant factor is the HOMO-LUMO
energy increment. If the donor orbital energy (highest occupied molecular orbital,
HOMO) is not well matched with the acceptor (lowest unoccupied molecular orbital,
LUMO), then the interaction will be weak and feature only minimal chemical bond-
ing. In the context of IHSAB, this mismatch occurs in cases where a hard acid
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Figure 5.9: Response of TiO2 treated p-type PSi interface (green) to CO and com-
parison to untreated p-type PSi interface (blue). The boxes (black dashed) denote
the analyte concentration over a range from 2 ppm to 20 ppm.
interacts with a soft base (or a soft acid with a hard base). As the HOMO(donor)-
LUMO(acceptor) energy gap decreases, there can be more charge transfer between
the analyte gas molecule and the sensor interface. This leads to a stronger Lewis
acid-base interaction, resulting in a chemisorption dominated interaction and a de-
creased sensor response. In the case of Lewis acid-base bonds, the donor retains the
electron pair [60]. At the other extreme is the interaction of an anion and a cation
forming an ionic bond with a much larger bond dissociation energy (BDE). A large
BDE will also result if the electrons are fully shared forming a covalent bond. The
IHSAB principle is, in large part, based on controlling the size of the Lewis acid-base
bond dissociation energy through appropriate choices of nanostructured decoration
for each target analyte.
A first order comparison of the response data for H2S with an exemplary list of
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hard, borderline, and soft acids and bases allows the positioning of this base. By mon-
itoring the trends in hard and soft acid and base behavior, first order selections can be
made for the modification of the PSi hybrid interface (or any extrinsic semiconductor
interface onto which a nanopore-coated microporous structure can be formed) with
nanostructured metal oxide deposits to create a range of sensitivities (responses) for
the target analyte. The change in Lewis acidity is the primary factor that affects
the interactions of the metal oxides TiO2, SnOx, NiO, and AuxO (x 1) with H2S.
As demonstrated in Figures 5.4 and 5.5, the significant orbital mismatch of the hard
acids SnOx and TiO2 interact similarly with the effectively moderate base H2S. Addi-
tionally, as expected from Figure 5.1, the mismatch of H2S with TiO2, which greater
than that for SnOx, produces a larger response enhancement (Table 5.2). Concomi-
tantly, AuxO represents a very weak acid and whose molecular orbital makeup is,
again, strongly mismatched with H2S (Figure 5.1). This leads to a weak interac-
tion, as opposed to strong chemical bonding, and a substantial electron transduction.
The AuxO decorated surface shows a stronger response than do the comparable TiO2
and SnOx decorated interfaces. Therefore, H2S should be positioned closer TiO2 and
SnOx than AuxO on the IHSAB scale. The observed change in sensor response upon
decoration of the PSi surface with NiO is consistent with the fact that it lies further
to the soft acid side of H2S than the undecorated PSi, representing a slight increase
in orbital mismatch.
Molecular data needed to address the orbital energy arguments is available in
terms of molecular proton affinities, acidities, and ionization potentials [122, 165].
However, these data are not broadly available for surfaces or nanoclusters. While
our measurements now provide semi- quantitative data about the doped metal oxide
surface sites, further experiments will help to quantify that data.
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5.2 Selectivity: Inorganic Detection in the Presence of Or-
ganic Vapor
In this section, we demonstrate the highly selective detection the inorganic pollu-
tants NOx (NO, NO2), SO2, and H2S in the presence of the volatile organic chemicals
(VOCs) toluene, benzene, and xylene using nanostructure metal oxide decorated in-
terfaces. This selectivity can be obtained for sensors with sensitivities that are varied
for a diversity of nanostructured metal oxides applied to a PSi interface. In all cases,
the response to these inorganic analytes strongly dominates that for toluene, benzene,
and xylene. The responses are also consistent with the recently developing IHSAB
concept. The nanostructure metal oxide decorated PSi conductometric sensors are
found to have selectivity ratios well in excess of 104 : 1 for toluene and benzene, and
well in excess of 103 : 1 for xylene. The dominance of the response of these small inor-
ganic sulfur and nitrogen compounds has important implications for the monitoring
of significant contaminants in the vicinity of oil and natural gas formations.
The reversible interaction of NOx, SO2, and H2S with a PSi interface is well repre-
sented by the recently developing IHSAB model. Our studies of these small inorganics
takes advantage of the fact that the sensitivity of our nanostructure decorated PSi
conductometric sensor configurations to small inorganic analytes far exceeds the sen-
sitivity to VOCs, including the aromatics toluene, benzene, and xylene. P-type PSi
sensors with SnOx, NiO, and AuxO nanostructure-directing depositions were used to
characterize the relative sensitivities of the sensor interface to the considered analytes
in the presence of these VOCs.
5.2.1 Propagation of Error Calculations
In view of the significant selective response observed for the described sensor systems,
standard deviations for the changes in the conductometric resistance (conductance),
the concentrations of inorganic analyte gases, and the relative sensitivities to these
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gases (NOx , SO2, and H2S) compared to volatile organic chemicals (benzene, toluene,
and xylene) were calculated to assess a complete propagation of error [144]. The
changes in resistance (∆R) are described by
∆R = R−R0 (5.3)
where R is the conductometric response resistance and R0 is the baseline resistance.







where σR and σR0 are the uncertainty of the response resistance and baseline resis-
tance.






where Qanalyte and QN2 are the volume flow rates provided by the mass flow con-
trollers (MFCs) in standard cubic centimeters per minute (SCCM) and Ctank is the
concentration supply inorganic gas tanks. The error of this concentration is found by
using the equation












where the uncertainty of the volume flow rates due to the calibration of the MFCs
are estimated at 1 % based on a realistic assessment of the manufacturer specifica-
tions, and the uncertainty of the concentration of the supplied inorganic gas tanks is





where the concentration of the volatile organic chemicals are extrapolated from the
analysis provided for a similar experimental setup [127]. The uncertainty is found
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using the relationship
















where the uncertainty of the concentration of the volatile organic chemicals is esti-
mated at 10 %.
5.2.2 Selective response to inorganic analytes
Figure 5.10 exemplifies the extremely weak response of a SnOx decorated p-type
porous silicon interface to toluene, which is only ∼ 2 Ω. This response is exceeded
slightly by the aromatics benzene and xylene, but, as we will demonstrate, their
response is greatly exceeded by all of the tested inorganic analytes.
Figure 5.10: Observed response for toluene for a SnOx decorated p-type PSi sensor.
The observed conductance change is (1.10± 0.28) Ω.
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Figure 5.11 corresponds to a scan of the conductometric response, at room tem-
perature, for benzene in comparison to H2S. The scan is taken as a function of time.
Initially, ultra-high-purity (UHP) nitrogen flows over the sensor for a period of 1200 s.
This is followed by a 120 s exposure to a benzene gas flow, obtained from a bubbler,
that is subsequently passed through a Mass Flow Controller (MFC) (see Chapter 3
for a schematic of the experimental setup). Here benzene, whose vapor pressure con-
siderably exceeds toluene, is mixed with the UHP nitrogen flow beginning at 1200 s.
The initial small rise in the response (resistance) to benzene (counter to a small in-
crease in conductance (decrease in resistance) due to benzene in the absence of H2S))
is most likely due to the initial cooling of the sensor. H2S is brought into the nitro-
gen/benzene flow at 1320 s. For this reason, the slight rise preceding the H2S signal
can also not be due to interaction with H2S.
Figure 5.11 presents the response for H2S in the presence of a benzene concen-
tration that is estimated to be (23 400± 2340) ppm. It should be apparent that the
benzene signal is barely visible over the time (abscissa) from 1200 s to 1320 s. Based









× (23 400± 2340) ppm
(20.98± 0.51) ppm
= 738 000± 398 000
(5.9)
which corresponds to a response ratio of approximately 340 000–1 136 000 to 1. Similar
data for H2S versus toluene [15] and xylene are given in Appendix B (Figures B.1
and B.2) and summarized in Table 5.3.
Figure 5.12 corresponds to a comparison of the relative sensor sensitivities for
SO2 versus xylene. The PSi interface is decorated with an AuxO (x  1) deposit,
which also increases the response relative to PSi [86, 94]. Here the signal for xylene
at (200± 20) ppm is barely visible versus that for SO2 at (16.85± 0.41) ppm. SO2 is
a moderate acid and withdraws electrons from the decorated porous silicon interface.
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Figure 5.11: Comparison of response for ∼ 20 000 ppm benzene over the range de-
noted by the red box and (20.98± 0.51) ppm H2S over the range denoted by the aqua
box for a SnOx decorated p-type PSi sensor.
This increases the majority charge carriers, holes, and increases the conductance of the
porous silicon interface [86,92,94]. The first dominant minimum corresponds to SO2
with xylene while the second minimum generated after a much shorter time scale
corresponds to SO2 alone. The recovery with the significant xylene concentration,
whose response appears to be barely observable, is slower than with toluene. The
dominant minimum corresponds to a conductance increase of (138± 7) Ω for the etch
conditions used in this experiment. Similar data for SO2 versus toluene and benzene
are given in Appendix B (Figures B.3 and B.4) and summarized in Table A.3.
Figure 5.13 corresponds to a comparison of the relative sensor sensitivities for
NO2 versus toluene. Here the signal for toluene at (500± 50) ppm is barely visible
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Figure 5.12: P-type, AuxO decorated, PSi sensor response to (200± 20) ppm xylene
over the range denoted by the red dashed boxes and (16.85± 0.41) ppm SO2 over the
range denoted by the black dashed boxes.
versus that for NO2 at (27.78± 0.68) ppm. NO2 is a moderate acid and withdraws
electrons from the porous silicon interface. This increases the majority charge carriers,
holes, and increases the conductance of the porous silicon interface [86, 92, 94]. The
first dominant minimum corresponds to NO2 with toluene while the while the second
minimum generated over a much shorter time scale corresponds to NO2 alone. These
minima are very similar and correspond to a conductance increase of (110± 1) Ω.
Figure 5.14 corresponds to a comparison of the relative sensor sensitivities for NO
versus toluene. Here the signal for toluene at (500± 50) ppm is again barely visible
versus that for NO at (27.78± 0.68) ppm. NO is amphoteric and in this case acts as
a weak acid withdrawing electrons from the porous silicon interface but not to the
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Figure 5.13: P-type PSi sensor response to (500± 50) ppm toluene over the range
denoted by the red dashed boxes and (27.78± 0.68) ppm NO2 (first zone with 280 sccm
N2 with the aromatics) and (38.46± 0.95) ppm (second zone with 200 sccm without
the aromatics) over the range denoted by the aqua dashed boxes.
extent of NO2. This increases the majority charge carriers, holes, and increases the
conductance of the porous silicon interface [86, 92, 94]. The first dominant minimum
corresponds to NO with toluene while the while the second minimum generated over
a much shorter time scale corresponds to NO alone. These minima are very similar
and correspond to a conductance increase of (11.8± 0.1) Ω.
Figure 5.15 corresponds to a comparison of the relative sensor sensitivities for
NO versus NO2 and toluene. Here the signal for toluene at (500± 50) ppm is again
barely visible versus that for NO and NO2 at (27.78± 0.68) ppm. The weaker acidic
nature of NO versus NO2 is emphasized in the figure. Similar data for NO and NO2
versus benzene and xylene are given in Appendix B (Figures B.5 through B.9) and
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Figure 5.14: P-type PSi sensor response to (500± 50) ppm toluene over the range
denoted by the red dashed boxes and (27.78± 0.68) ppm NO (first zone with 280 sccm
N2 with the aromatics) and (38.46± 0.94) ppm (second zone with 200 sccm without
the aromatics) over the range denoted by the aqua dashed boxes.
summarized in Table A.3.
5.2.3 Discussion and Conclusions
The most important result demonstrated in these studies is the strong dominance of
the response of the studied sensor interfaces to NOx, H2S, SO2, and H2S verses the
BTEX molecules toluene, benzene, and xylene. The observed behavior of the dom-
inant analytes also follows that expected from the recently developing IHSAB con-
cept [86,92,94]. The dominance of H2S, SO2, and NOx is apparent despite some small
differences in the nanopore-covered microporous arrays that support the nanostruc-
ture directing metal oxides and significant differences in the nanostructured oxides,
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Figure 5.15: Comparison of NO and NO2 p-type PSi sensor response to
(500± 50) ppm toluene over the range denoted by the red dashed boxes and
(27.78± 0.68) ppm NO or NO2 (first zone with 280 sccm N2 with the aromatics) and
(38.46± 0.94) ppm (second zone with 200 sccm without the aromatics) over the range
denoted by the black dashed boxes.
which decorate the systems.
Further improvements in the sensitivity for the analytes can be made. However,
of greatest importance is that in all the cases tested, the sensitivity to the analytes
greatly exceeds that of the BTEX (benzene, toluene, ethylbenzene, xylene) molecules.
We summarize these ratios for the particular interfaces studied in Table 5.3 where
we separate the sulfur and nitrogen based compounds considering first those analyte
surface interactions with the highest selectivity. First note that the ratios all greatly
exceed 20/1, an industry benchmark. As described in Section 5.2.1, the error prop-
agated in Table 5.3 is obtained with conservative estimates of the potential system
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Table 5.3: Relative sensitivity ratios of H2S, SO2, NO2, and NO to the BTEX
molecules toluene, benzene, and xylene for particular nanostructure decorated
nanopore-coated microporous structures used in this study.
Inorg. toluene benzene xylene Nanostructure
deposition
H2S (186 000± 27 000) (738 000± 398 000) (1630± 790) SnOx
SO2 (641± 369) (15 800± 5300) (418± 154) SnOx and AuxO
NO2 (1950± 340) (198 000± 91 000) (308± 63) untreated
(1150± 560) NiO
NO (4140± 1240) (27 900± 9400) (247± 31) TiO2, SnOx,
and AuxO
uncertainties in order to obtain a definite upper bound estimate on the propagated
error bounds. These bounds have purposely been somewhat inflated. However, in
virtually all cases, especially for benzene, the ratios well exceed 500/1.
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CHAPTER VI
EXPANDED MATERIALS DEPOSITION STUDIES
This chapter will highlight two initial studies for using the porous silicon (PSi) sensor
system to explore interface interactions: an analysis of magnetic materials depositions
and the potential for magnetically enhanced sensing [16], and a discussion on the
properties of Group IIA metal depositions and their effects on chemical sensing [254].
6.1 Magnetic Sensor Enhancement
In this study, small magnetic fields are found to greatly enhance the reversible room
temperature conductometric responses of n- and p- type PSi interfaces, treated with
nanostructured island sites containing paramagnetic Co(II) and Fe(II) [16]. At con-
centrations sufficiently low so as to avoid cross talk between the nanostructured island
sites, the response to NO concentrations demonstrates the significant effect that the
Co(II) and Fe(II) have on the decorated extrinsic semiconductor majority charge car-
riers. Co(II) and Fe(II) oxide sites enhance the PSi sensor response and provide a
means for small magnetic fields to interact with and enhance the sensor interface re-
sponse. For p-type systems, the interaction is small with virtually constant thermal
electron populations lying above the Fermi energy at 0 K. The electron removal rate
increases with magnetic field strength. At the highest magnetic fields and NO analyte
concentrations, the available electron population is depleted, and the response to the
analyte decreases at higher concentrations. At lower magnetic fields (< 1000 G) the
response faithfully follows concentration. For n-type systems, the magnetic field in-
teraction increases resistance, which may be attributed to the interaction with donor
levels ≈ 0.025 eV below the conduction band. A substantial enhancement of sensor
response relative to that for the Co(II) and Fe(II) treated PSi interfaces is observed
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with the introduction of a small magnetic field [16].
6.1.1 Magnetic materials and methods
In this study we treat the micro-/nanoporous framework with CoCl2 · 6 H2O at var-
ious initial concentrations and degrees of water removal, measuring the effect of a
magnetic field on the sensor response of the decorated interface [16]. For compar-
ison, we also treat the interface with nanotitania [43, 98]. We are not applying a
coating technique that requires an exacting structural film arrangement but a much
simpler process. In order to maintain a sensor response consistent with the IHSAB
principle, the nanostructure deposition must be maintained at a sufficiently low level
to avoid cross-talk between the nanostructures [92]. Selected nanostructured metals,
metal oxides, and nanoparticle catalysts can be deposited to the nanopore-covered
micropores to provide for distinct and variable sensitivities [92]. Following this pro-
cedure, we have also treated the micro-/nanoporous PSi interface with 10 nm iron
oxide particles functionalized with NH3. The iron oxide particles were provided by
Dr. Jie Xu, Senior Research Scientist for the Food Processing Technology Division
of Georgia Tech Research Institute.
Based on previous results [96, 97], nanostructured deposits of cobalt(II) chloride
hexahydrate are partially oxidized as the prepared sensor interfaces are subsequently
cleaned and as the sensors are tested at atmospheric pressure. The initially introduced
titania (anatase) may be crystalline, but we cannot be certain of this crystallinity
after deposition to the PSi surface. The untreated PSi hybrid structures are exposed
for 30 s to the CoCl2 · 6 H2O at varying concentrations, or to nanotitania solutions,
and are subsequently placed in deionized (DI) H2O and MeOH for consecutive 120 s
periods. At the lower cobalt concentrations, the conductometric response agrees well
with that expected from a well-behaved conductometric sensor response. However, the
introduction of a magnetic field diminishes this response. As the cobalt concentration
149
(a) (b)
Figure 6.1: (a) Classical iron magnet configuration. The iron magnet can be rotated
in the direction of the sensor, which is monitored with two precision microprobes as
a gas flow of entrained NO intersects the sensor. (b) Neodymium rare earth magnet
configuration interacting from below and corresponding to ∼ 2000 G. Reprinted with
permission from Journal of Applied Physics, C. Baker et al., Magnetically induced en-
hancement of reversibly responding conductometric sensors, 115, 164312. Copyright
2014, AIP Publishing LLC.
is increased, the sensor response decreases from that of the untreated PSi interface,
but can be enhanced substantially through introduction of a magnetic field [80, 81,
160,178,184,185,222,265].
The magnetic fields used in these experiments vary from 80 G to 2000 G (0.008 T
to 0.2 T). They are generated using the two configurations pictured in Figures 6.1a
and 6.1b. In the first configuration, a classical iron magnet creates a field of 80 G at
the sensor interface. The second configuration uses a neodymium rare earth (nickel
coated) magnet placed so as to create a magnetic field of ∼2000 G at the sensor
interface. The magnitudes of these fields are measured with a Lakeshore Model 421
Gaussmeter at the location of the sensor.
In all cases, low ppm concentrations of NO are brought to the hybrid surface
after entrainment in UHP nitrogen (Matheson 99.999+%) at room temperature. The
system is purged for a minimum of 30 min before use with UHP nitrogen, which
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provides for the removal of residual water, and establishment of a baseline resistance
[198]. The typical resistances for the base PSi structures range between 300 Ω and
10 000 Ω at room temperature.
6.1.2 Results
For comparison, Figure 6.2 reveals no effect by the magnetic field on untreated porous
silicon. Figure 6.3 indicates the response after TiO2 nanostructures, at a concentra-
tion limited to a value to avoid cross-talk between the nanostructures, is deposited
to an n-type PS interface. Amphoteric NO in the range 1 ppm to 10 ppm, entrained
in UHP N2 and brought to the PSi interface produces a conductometric signal corre-
sponding to an increase in resistance with analyte concentration. This is indicative
of the interaction of an acid gas with an interface that has been mildly treated with
TiO2 [86, 92]. Treatment after the TiO2 deposition to the PSi interface produces a
surface, which does not overcome the weak acidity of NO. Of greater importance
is the fact that the signal observed with a magnetic field (up to 2000 G) for this
non-magnetic material is virtually identical to that of the untreated interface. While
there is clear concentration dependence with analyte, the non-magnetic nanostruc-
tured TiO2 deposition is clearly not affected by the presence of the magnetic field.
6.1.2.1 Cobalt decorated interfaces
Figure 6.4 depicts results obtained as CoCl2 · 6 H2O from a solution at a concentra-
tion of 0.5 M (1.19 g ml−1) is deposited to an n-type PSi interface and dried in air.
Amphoteric NO in the range 1 ppm to 10 ppm, entrained in UHP N2 and brought to
the PSi interface produces a conductometric signal corresponding to an increase in
resistance and is indicative of the interaction of an acid gas [86, 92]. Treatment with
the CoCl2 · 6 H2O, produces a surface that overcomes the weak acidity of NO leading
to the extraction of electrons from this gas and a decrease in resistance as a function
of analyte concentration. Here, the Co(II) compound, deposited at a concentration to
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Figure 6.2: A comparison of the resistance response to 1 ppm–5 ppm and 10 ppm of
NO of untreated n-type PSi without any magnetic field (blue) and in the presence of
a 435 G magnetic field (green). Reprinted with permission from Journal of Applied
Physics, C. Baker et al., Magnetically induced enhancement of reversibly responding
conductometric sensors, 115, 164312. Copyright 2014, AIP Publishing LLC.
avoid cross-talk between the nanostructures, acts as a stronger acid than NO so as to
extract electrons. At this cobalt concentration, the introduction of an 80 G magnetic
field produces an enhanced conductometric response, which is a function of analyte
concentration and corresponds to a decrease in resistance with magnetic field.
Figure 6.5 depicts results obtained as CoCl2 · 6 H2O, from a solution at a concen-
tration of 0.5 M, is deposited to an n-type PSi interface and heated to a temperature
of 50 ◦C to remove a significant component of water and form a Co(II)Cl2 chain, ac-
companied by a decreased water concentration [266]. This leads to a water depleted
long chain of CoCl2 molecules surrounded on top and bottom by water molcules [266].
Amphoteric NO in the range 1 ppm to 10 ppm, entrained in UHP N2 and brought to
the PSi interface produces a conductometric signal corresponding to an increase in
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Figure 6.3: A comparison of the resistance response to 1 ppm–5 ppm and 10 ppm of
NO of TiO2 n-type PSi without any magnetic field (blue) and in the presence of
a 80 G magnetic field (green). Reprinted with permission from Journal of Applied
Physics, C. Baker et al., Magnetically induced enhancement of reversibly responding
conductometric sensors, 115, 164312. Copyright 2014, AIP Publishing LLC.
resistance and indicative of the interaction of an acid gas [86,92]. Now treatment with
the resulting CoCl2 hydrated polymer produces a surface that does not overcome the
weak acidity of NO. The Co(II) deposition leads to a decreased signal corresponding
to a considerable decrease in the extraction of electrons by the NO and a decrease in
the resistance as a function of NO concentration. Here, the Co(II) compound again
counters the extraction of electrons by NO. At this cobalt concentration, the in-
troduction of an 80 G magnetic field produces an enhanced conductometric response
relative to the Co(II) deposited surface and corresponding to an increase in resistance
with analyte concentration and magnetic field.
Figure 6.6 depicts results obtained as CoCl2 · 6 H2O at a solution concentration of
0.5 M is deposited to a p-type PSi interface. Amphoteric NO in the range 1 10ppm,
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Figure 6.4: A comparison of the resistance response to 1 ppm–5 ppm and 10 ppm
of NO of untreated n-type PSi (red), CoCl2 · 6 H2O treated n-type PSi (green), and
CoCl2 · 6 H2O treated n-type PSi in the presence of an 80 G magnetic field (blue).
Reprinted with permission from Journal of Applied Physics, C. Baker et al., Mag-
netically induced enhancement of reversibly responding conductometric sensors, 115,
164312. Copyright 2014, AIP Publishing LLC.
entrained in UHP N2 and brought to the PSi interface produces a conductometric
signal corresponding to a decrease in resistance and indicative of the interaction of
an acid gas as it removes electrons from a p-type PS surface [86, 92]. Treatment
with the CoCl2 · 6 H2O produces a surface, which quenches the effect of the weak
acidity of NO leading to a decrease in the extraction of electrons by this gas and a
decrease in the conductance as a function of analyte concentration. This change likely
results as the concentration of CoCl2 · 6 H2O is sufficient to force crosstalk between the
nanostructures, hence a decrease in conductance change. At this cobalt concentration,
the introduction of an 80 G magnetic field produces an enhanced conductometric
response corresponding to a decrease in resistance (increase in conductance) with
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Figure 6.5: A comparison of the resistance response to 1 ppm–5 ppm and 10 ppm
of NO of untreated n-type PSi (red), CoCl2·(6 − x)H2O (x > 2) treated n-type
PSi (green), and CoCl2·(6 − x)H2O (x > 2) treated n-type PSi in the presence of
an 80 G magnetic field (blue). Reprinted with permission from Journal of Applied
Physics, C. Baker et al., Magnetically induced enhancement of reversibly responding
conductometric sensors, 115, 164312. Copyright 2014, AIP Publishing LLC.
magnetic field and analyte concentration.
Figure 6.7 depicts results obtained as CoCl2 · 6 H2O at a solution concentration
of 0.25 M, half that of Figure 6.6, is deposited to a p-type PSi interface. Amphoteric
NO in the range 1 ppm to 10 ppm, entrained in UHP N2 and brought to the PSi inter-
face produces a conductometric signal corresponding to an increase in conductance
with analyte concentration and indicative of the interaction of an acid gas as it re-
moves electrons from a p-type PSi surface [86,92]. Treatment with the CoCl2 · 6 H2O
produces a surface that enhances the effect of the weak acidity of NO leading to an
increase in the extraction of electrons by this gas and an increase in the conductance
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Figure 6.6: A comparison of the resistance response to 1 ppm–5 ppm and 10 ppm of
NO of untreated p-type PSi (blue), CoCl2 · 6 H2O treated p-type PSi (green), and
CoCl2 · 6 H2O treated p-type PSi in the presence of an 80 G magnetic field (red).
Reprinted with permission from Journal of Applied Physics, C. Baker et al., Mag-
netically induced enhancement of reversibly responding conductometric sensors, 115,
164312. Copyright 2014, AIP Publishing LLC.
as a function of concentration. This result is consistent with the expected enhance-
ment of the conductometric conductance due to CoCl2 · 6 H2O at a concentration
sufficiently low so as to prevent crosstalk between the decorated nanostructures and
hence an increase in the conductance. The result is in agreement with the recently de-
veloped IHSAB principle. At this cobalt concentration, the introduction of a ∼2000 G
magnetic field does not interact so as to increase the conductometric response. While
there appears to be some increase relative to the PSi interface at 1 ppm to 3 ppm,
this increase does not match that observed for the Co(II) deposition. The signal is
also constant at pressures over the range 3 ppm to 10 ppm where the magnetic field
no longer appears to follow the analyte concentration increase.
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Figure 6.7: A comparison of the resistance response to 1 ppm–5 ppm and 10 ppm of
NO of untreated p-type PSi (blue), 0.25 M CoCl2 · 6 H2O treated p-type PSi (green),
and 0.25 M CoCl2 · 6 H2O treated p-type PSi in the presence of an 80 G magnetic field
(red). Reprinted with permission from Journal of Applied Physics, C. Baker et al.,
Magnetically induced enhancement of reversibly responding conductometric sensors,
115, 164312. Copyright 2014, AIP Publishing LLC.
6.1.2.2 Iron oxide decorated interfaces
Figure 6.8 depicts results obtained after 10 nm iron oxide (Fe(II)) nanoparticles func-
tionalized with NH3 are deposited to a p-type PSi interface at a concentration of
0.05 M. Amphoteric NO in the range 1 ppm to 10 ppm, entrained in UHP N2 and
brought to the PSi interface produces a conductometric signal corresponding to a de-
crease in resistance with analyte concentration and indicative of the interaction of an
acid gas as it removes electrons from a p-type PSi surface [86,92]. Treatment with the
iron oxide nanostructures produces a surface that greatly quenches the response due
to the weak acidity of NO, leading to a decrease in the extraction of electrons by this
gas and, hence, to a decrease in the conductance change as a function of concentration.
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This change likely results as the concentration of iron oxide nanostructures facilitates
cross talk between the nanostructures and hence to a drop in conductance [86, 92].
Further, it is apparent that the ratio of intensities at NO concentrations greater than
3 ppm is severely curtailed (quenched in intensity). At these Fe(II) concentrations,
the introduction of a ∼ 2000 G magnetic field produces an enhanced conductomet-
ric response relative to that obtained from the Fe(II) deposition, corresponding to a
decrease in resistance (increase in conductance) with magnetic field. However, this
response is still considerably less than that for the PSi interface.
Figure 6.8: A comparison of the resistance response to 1 ppm–5 ppm and 10 ppm of
NO of untreated p-type PSi (blue), 0.05 M iron oxide nanostructure treated p-type
PSi (green), and 0.05 M iron oxide nanostructure treated p-type PSi in the presence of
a ∼ 2000 G magnetic field (red). Reprinted with permission from Journal of Applied
Physics, C. Baker et al., Magnetically induced enhancement of reversibly responding
conductometric sensors, 115, 164312. Copyright 2014, AIP Publishing LLC.
Figure 6.9 depicts results obtained as 10nm iron oxide Fe(II) nanoparticles func-
tionalized with NH3 at a lowered concentration (0.045 M) relative to Figure 6.8 are
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deposited to a p-type PSi interface. Amphoteric NO in the range 1 ppm to 10 ppm,
entrained in UHP N2 and brought to the PSi interface produces a conductometric
signal corresponding to a decrease in resistance with analyte concentration and in-
dicative of the interaction of an acid gas as it removes electrons from a p-type PSi
surface and thus increases conductance [86,92]. Treatment with the iron oxide nanos-
tructures produces a surface that greatly enhances the response of the PSi interface
to the weakly acidic NO, leading to an increased extraction of electrons by this gas
and, hence, an increase in the conductance (hole carriers) as a function of analyte
concentration. This change results as the concentration of iron oxide nanostructures
is sufficiently low so as to avoid crosstalk between the nanostructures. The substantial
increase in conductance is expected from the IHSAB principle. Further, the response
follows the concentration up to levels of 4 ppm NO, but begins to quench at NO con-
centrations in excess of 5 ppm. The response, is not only considerably greater than
that in Figure 6.8, but far less noisy. At the deposited Fe(II) concentrations, the
introduction of a ∼ 2000 G magnetic field produces a response that parallels that of
Fe(II) at the lowest concentrations but then shows a considerable quenching relative
to both the response of the PSi interface and the Fe(II) decorated interface. This
degree of quenching suggests that limited available electron concentration (above the
0 K Fermi level - additional discussion in section 6.1.3), at the temperature of the
experiment, is being depleted at a significantly enhanced rate from the decorated PSi
interface through magnetic field interaction. This distinguishing characteristic is at
2000 G, which suggests a comparison with lower magnetic fields.
Figure6.10 depicts results obtained as 10 nm iron oxide Fe(II) nanoparticles func-
tionalized with NH3, again at a lowered concentration (0.045 M) relative to Figure 6.8,
are deposited to a p-type PSi interface. Again, amphoteric NO in the range 1 10ppm,
entrained in UHP N2 and brought to the PSi interface to produce a conductometric
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Figure 6.9: A comparison of the resistance response to 1 ppm–5 ppm and 10 ppm of
NO of untreated p-type PSi (blue), 0.045 M iron oxide nanostructure treated p-type
PSi (green), and 0.045 M iron oxide nanostructure treated p-type PSi in the presence
of a∼ 2000 G magnetic field (red). Reprinted with permission from Journal of Applied
Physics, C. Baker et al., Magnetically induced enhancement of reversibly responding
conductometric sensors, 115, 164312. Copyright 2014, AIP Publishing LLC.
signal corresponding to a decrease in resistance with analyte concentration and in-
dicative of the interaction of an acid gas as it removes electrons from a p-type PSi
surface [86, 92]. Treatment with the iron oxide nanostructures produces a surface
which greatly enhances the response due to the weak acidity of NO and leads to
an increase in the extraction of electrons by this gas and, hence, an increase in the
conductance as a function of analyte concentration. Again, the concentration of iron
oxide nanostructures is sufficiently low so as to avoid crosstalk between the nanostruc-
tures, leading to a substantial increase in conductance as expected from the IHSAB
principle. However, in sharp contrast to Figure 6.9, at the deposited Fe(II) concentra-
tions, the introduction of a ∼ 1000 G magnetic field produces a response that, while
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somewhat weaker, faithfully follows concentration through 5 ppm, and is comparable
to that at 10 ppm to that of both the Fe(II) decorated and untreated PSi interface. It
is apparent that the electron concentration at the PSi surface is depleted at a much
slower rate than that characteristic of the response recorded for the 2000 G field. The
response variation as a function of analyte concentration suggests that the thermally
populated electrons with which the magnetic field interacts are being depleted at a
significantly slower rate from the decorated PSi interface through magnetic field in-
teraction. This suggests an inherent limit to the electron population with which the
magnetic field is interacting dictated by thermal excitation above the Fermi level, EF .
These loosely bound electrons interact with the magnetic field and are depleted at a
rate proportional to the magnetic field thus increasing the concentration of holes and
p-type interface conductance.
Figure 6.11 depicts results obtained as 10 nm iron oxide Fe(II) nanoparticles func-
tionalized with NH3 at a lowered concentration (0.040 M) are deposited to an n-type
PSi interface. Amphoteric NO in the range 1 ppm to 10 ppm, entrained in UHP N2
and brought to the PSi interface to produce a conductometric signal corresponding to
an increase in resistance as a function of analyte concentration and indicative of the
interaction of an acid gas as it removes electrons from the n-type PSi surface [86,92].
Treatment with the iron oxide nanostructures produces a surface that greatly en-
hances the response due to NO and leads to an increase in the extraction of electrons
by this gas and, hence, an increase in the resistance as a function of concentration.
This change results as the concentration of iron oxide nanostructures is sufficiently
low so as to avoid crosstalk between the nanostructures. We again observe a substan-
tial increase in resistance as expected from the IHSAB principle. Further, one notes
that the response follows concentration up to concentrations of 4 ppm NO, beginning
to quench at 5 ppm. At the deposited Fe(II) concentrations, the introduction of a ∼
2000 G magnetic field produces a response that closely parallels that of Fe(II) at the
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Figure 6.10: A comparison of the resistance response to 1 ppm–5 ppm and 10 ppm
of NO of untreated p-type PSi (blue), 0.045 M iron oxide nanostructure treated p-
type PSi (green), and 0.045 M iron oxide nanostructure treated p-type PSi in the
presence of a ∼ 1000 G magnetic field (red). Reprinted with permission from Journal
of Applied Physics, C. Baker et al., Magnetically induced enhancement of reversibly
responding conductometric sensors, 115, 164312. Copyright 2014, AIP Publishing
LLC.
lowest concentrations but then shows a considerable increase relative to both the re-
sponse of the PSi interface and the Fe(II) decorated interface. This increase suggests
the possibility that the electrons with which the magnetic field interacts are being
removed from the donor levels at an increased rate. The electron removal will be sug-
gested to go through the conduction band for the n-type semiconductor. There is a
considerable increase in the response of the decorated PSi interface through magnetic
field interaction. This behavior is again significant.
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Figure 6.11: A comparison of the resistance response to 1 ppm–5 ppm and 10 ppm of
NO of untreated n-type PSi (blue), 0.04 M iron oxide nanostructure treated n-type
PSi (green), and 0.04 M iron oxide nanostructure treated n-type PSi in the presence of
a ∼ 2000 G magnetic field (red). Reprinted with permission from Journal of Applied
Physics, C. Baker et al., Magnetically induced enhancement of reversibly responding
conductometric sensors, 115, 164312. Copyright 2014, AIP Publishing LLC.
6.1.3 Discussion
The discussion of these systems should begin with the consideration of the Fermi-Dirac
level distribution and its correlation with the energy levels of extrinsic semiconduc-
tors depicted in Figure 6.12 [226]. Both p- and n-type semiconductors have similar
thermal distributions. We are concerned with the deviation of this distribution at
temperatures greater than 0 K as those electrons at energies above EF in Figure 6.12
can readily interact with a magnetic field. These electrons have thermal energies
kBT = (8.6173× 10−5 eV K−1)(300 K) = 0.025 eV at room temperature. It is unlikely
that an electron will be excited at room temperature if it lies more than 0.1 eV be-
low the Fermi level, as the states within an energy range of kBT are almost entirely
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filled [226]. This suggests that in a p-type semiconductor (see section 2.2), the easily
accessed electron population is small and virtually at a constant value at a given
temperature. As a magnetic field interacts with those electrons that are easily acces-
sible, the rate of interaction and electron removal increases with magnetic field. This
should produce a signal at the lowest NO concentrations that becomes muted at the
higher NO concentrations as the electron population is depleted. The effect should
be more pronounced the higher the magnetic field and lead to a notable quenching at
higher NO concentrations. We suggest that this effect is manifest in the response to
the 2000 G magnetic field in Figure 6.9. At lower magnetic field strengths, the avail-
able electron population should be depleted more slowly. The response to the 1000 G
magnetic field in Figure 6.10, that is initially weaker, follows the NO concentration
dutifully through 5 ppm and displays a significant intensity at 10 ppm. We suggest
that this results as the virtually constant electron population above EF at a given
temperature is not as rapidly depleted. The results we observe for the iron oxide
system in Figure 6.9 also appear to be manifest in the Co(II) results of Figure 6.7.
Figure 6.12: The Fermi-Dirac probability function at T = 0 K and T > 0 K. Reprinted
with permission from Journal of Applied Physics, C. Baker et al., Magnetically in-
duced enhancement of reversibly responding conductometric sensors, 115, 164312.
Copyright 2014, AIP Publishing LLC.
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In contrast, the n-type semiconductor framework, with free electrons readily ac-
cessible from the donor levels, within Ed ∼ 0.025 eV of the conduction band, furnishes
a significant population over and above the thermal level population (Figure 6.13).
This is in contrast to the acceptor level population lying within 0.01 eV of the valance
band and more than 1 eV below the conduction band for a p-type system.
Figure 6.13: (a) Schematic lattice for an n-type semiconductor; (b) donor levels at
absolute zero and (c) above absolute zero. Reprinted with permission from Journal
of Applied Physics, C. Baker et al., Magnetically induced enhancement of reversibly
responding conductometric sensors, 115, 164312. Copyright 2014, AIP Publishing
LLC.
The data in Figure 6.11 demonstrates the significant affect which the fractional
Fe(II) population has as it leads to an increase in sensitivity as dictated by the IHSAB
principle. Figure 6.11 demonstrates that the introduction of a small magnetic field
leads to a further considerable increase in the response of the interface. This increase
might be explained with the use of Figure 6.13. The excess electrons in the n-type
system are less tightly bound and should be more accessible to the magnetic field
than are other sites in the lattice. Calculations demonstrate that the applied magnetic
fields correspond to an energy increment that is of same order of magnitude or slightly
larger than the 0.025 eV donor level-conduction band separation. Alternatively, the
introduction of these magnetic fields should allow one to further remove electrons from
the donor level to the conduction band thus decreasing the donor charge carriers and
increasing the response of the system to NO (resistance increase). This equivalent
electric field, with energy 0.01 eV to 0.025 eV, exceeds by several orders of magnitude
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that which would be obtained from Eperp associated with the Hall effect [262, 263].
The magnitude of the Hall effect in these systems is sufficiently small that it must be
measured in an AC mode and is not accessible to DC measurement.
The small magnetic fields necessary to significantly enhance the sensor response
for the Co(II) and Fe(II) systems we have studied make use of the fundamental
properties of an extrinsic semiconductor as they are coupled to an easily deposited
and controllable interface. These results suggest the viability of small devices in which
the analog of small coils placed in close proximity to the Co(II) and Fe(II) decorated
interfaces will be amenable to the readily measurable enhancement of sensor response.
We have obtained response data for several metal oxides which we have found to
be predicted by the IHSAB concept forming “materials sensitivity matrices” for a
given analyte as outlined in Figure 6.14 [86, 92, 146, 150, 151]. This will enhance the
capability to sense analytes and their mixtures. In Figure 6.14, the analyte scale is
fixed in terms of acid/base properties, as determined by the energy of the lone pair
(lone electron) donating to the positive metal site. The analyte lone pair energies can
be evaluated from their ionization potentials or proton affinities (gas phase basicity).
Co(II) and Fe(II) are paramagnetic transition metal sites which fall in the region
close to Ni(II) in Figure 6.14. These ions respond to a magnetic field in contrast to
the Ti(IV) sites present in TiO2 (Figure 6.3). The cobalt and iron ion sites represent
borderline acid sites and both respond similarly to NO. The IHSAB principle would
predict that the presence of these sites would enhance the response of a sensor system.
6.2 Group IIA deposition
This study focuses on the oxides and hydroxides of the hard acids of the Group IIA
metals. In strong contrast to the remaining elements of the periodic table, the Group
IIA metals form hydroxides, which are decidedly of comparable or greater stability
than the corresponding metal oxides. Mg(OH)2 represents a weak base, whereas
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Figure 6.14: Estimated hard and soft acidities and basicities based on resistance
changes relative to a p- and n-type porous silicon interface.
the heavier metal hydroxides of Ca, Sr, and Ba are known to form strong bases [116].
However, since the dihydroxides can donate a hydrogen they are classified as Brönsted
acids. Based on the conductometric responses with respect to decorated p-type PSi,
the Mg2+ sites appear to act as oxide-based Lewis acids. This conductometric interac-
tion is modified for the heavier Group IIA compounds indicating a virtual reversal in
the interaction of a decorated PSi interface to NH3. This process causes a much more
significant change than in-situ nitridation [98, 151]. Within this study an important
observation is that the changes in conductometric reversible response and acid/base
interaction are easily monitored for very small M2+ deposition concentrations. This is
in sharp contrast to the corresponding changes associated with the transformation of
the Group IIA oxides to their hydroxides as measured by X-ray photoelectron spec-
troscopy (XPS), energy dispersive X-ray analysis (EDAX), infrared (IR) spectroscopy,
and nuclear magnetic resonance (NMR) measurements.
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6.2.1 Materials and Methods
Untreated PS hybrid structures, with an exposed PS area of 4 mm2, are fully sub-
merged in 0.02 M to 0.05 M Group IIA metal-based aqueous solutions, in which the
metal dichlorides are fully dissolved. These preparations are expected to initially pro-
duce the hydrated Group IIA ions, M2+ and Cl– and subsequently the metal oxides
and hydroxides (MgCl2, Ksp = 738; CaCl2, Ksp = 1210; Mg(OH)2, Ksp = 5.6× 10−12;
Ca(OH)2, Ksp = 5× 10−6; Ba(OH)2, Ksp = 5× 10−3) or combinations thereof. The
solubility in water of the metal hydroxides increases with increasing atomic number
but is notably lower than the chlorides. The PSi interface is exposed to these so-
lutions for 15 s. After the 15 s exposure they are subsequently placed in deionized
(DI) H2O for a 120 s period and rinsed in MeOH for 120 s. The nanostructure sites
studied with X-ray diffraction (XRD) appear to correspond to amorphous structures,
which display no diffraction pattern [198]. However, this might be attributed to the
extremely small amount of deposited material. It is unlikely that crystallization oc-
curred during the short deposition and subsequent surface cleaning process, as the
deposition solutions were prepared from the metal dichloride dissolved in DI H2O.
The concentrations of the Group IIA metals Mg, Ca, and Ba optimum deposition
concentrations are approximately an order of magnitude lower than the metal oxide
sites we have previously studied [92,94,95,151].
X-ray photoelectron spectroscopy (XPS) data of the binding energies of C, Au,
O, and the relevant Group IIA metal was collected on a Thermo K-alpha XPS and
analyzed using Thermo Avantage software. The X-ray source is Al Kα with a spot size
of 400 µm2 and an electron flood gun was used for charge compensation. The C and Au
scans were repeated 4 times and the O and relevant metal scans were repeated 8 times.
All XPS experiments were conducted at 10−8 mbar. Deposition time of the Group
IIA metals was increased to 10 min to 40 min for XPS analysis, as these experiments
require a much higher concentration than that required for conductometric analysis.
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Scanning electron microscopy (SEM) studies [85, 95, 100, 151, 163, 164] demonstrate
that the nanostructure deposits are physically well separated.
6.2.2 Results
This section will outline the responses of Mg, Ca, and Ba treated PSi interfaces. In
all cases, these responses are compared to that for the untreated PSi interface. We
find that the Mg decorated PSi interfaces are consistent with the formation of an
acidic metal oxide surface whereas the Ca and Ba treated interfaces demonstrate a
very different behavior, correlating with a distinctly different reversible interaction
with NH3. This result is consistent with a greater bond strength for the M−OH bond
relative to both the M−Cl and M−O bond strengths for the majority of the Group
IIA metals of Mg, Ca, and Ba [264]. Table 6.1 presents a comparison of relative
responses for future reference.
Table 6.1: Average change in signal for p-type PSi interface for the average response
to 1 ppm and 2 ppm of NH3 and NO after decorating with the Group IIA metals,
relative to an undecorated PSi interface.
Mg Ca Ba
0.03 M 0.04 M 0.05 M 0.02 M 0.03 M 0.04 M 0.03 M 0.04 M 0.05 M
NH3 1 2.9 0.5 0.8 0.5 0.2 0.075 0.45 1.6
NO 0.55 0.5 1 0.75 0.45 0.3 1.4 0.65 0.5
6.2.2.1 Mg decorated interfaces
A response from interfaces created with Mg2+ deposition, a hard metal oxide based
Lewis acid, requires a much lower deposition concentration than the other metal oxide
directed systems studied previously [94, 151]. For this discussion, response, ∆R, is
defined as the resistance of the sensor in the presence of the analyte, R, divided by
the baseline resistance, R0. The results given in Figures 6.15 demonstrate that the
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deposited Mg2+-based decoration of a p-type PSi interface, to which ammonia read-
ily contributes electrons. This process decreases the semiconductor majority charge
carriers, which are holes, and thus increases the system resistance. This is consistent
with the formation of a metal oxide. Figure 6.15a demonstrates the response to NH3
observed as Mg2+ is deposited at a concentration of only 0.03 M. At this concentra-
tion, the Mg2+ deposition increases the response at the highest NH3, concentrations of
8 ppm, 10 ppm and 20 ppm. At 0.04 M, Figure 6.15b demonstrates that the response
to the Mg2+ deposited interface is greatly enhanced as a larger resistance change is
recorded for the treated PSi interface at 2 ppm–10 ppm and 20 ppm. Mg2+ is a very
strong Lewis acid, which, at an Mg2+ deposition of only 0.04 M, strongly enhances the
ability of NH3 to contribute electrons to the porous silicon interface. The NH3 analyte
donates electrons to a p-type PSi interface. These electrons combine with holes, thus
reducing the number of majority charge carriers and increasing resistance. Mg2+ is
a hard acid [94] acceptor atom of small size, which is not easily polarized. These
characteristics account for the considerably lower concentration range over which the
Mg2+ Lewis acid influences and enhances the NH3 interaction [86,92,94]. At 0.05 M,
the Mg2+ concentration the sensor response decreases (Figure 6.16). The acidic shift
of the interface, created by the Mg2+ deposition is found to have an optimal solution
deposition concentration between 0.03 M and 0.05 M. At concentrations of 0.05 M or
higher the Mg2+ centers begin to strongly interact, cross-talking with each other [100],
and decreasing effectiveness.
Figure 6.17 demonstrates the response of an Mg2+ treated PSi sensor to NO.
When interacting with the undecorated PSi interface, NO, appears to act as a weak
acid, attempts to withdraw electrons from the PSi interface, thus increasing the ma-
jority charge carrier concentration (holes). Figure B.10 demonstrates the response to
NO for an interface decorated with Mg2+ at a concentration of 0.03 M. The Mg2+




Figure 6.15: Response to NH3 of an Mg
2+ decorated p-type PSi interface before (solid
blue) and after (green) treatment of the surface for 15 s with a (a) 0.03 M and (b)
0.04 M solution. The boxes (black dashed) denote the analyte concentration from
2 ppm to 20 ppm over the time of analyte gas exposure to the sensors. Reprinted
from Applied Surface Science, 337, T.C. Tune, C. Baker, N. Hardy, A. Lin, T.J.
Widing, J.L.Gole, Formation of nanostructured Group IIA metal activated sensors:
The transformation of Group IIA metal compound sites, 216-223, Copyright 2015,
with permission from Elsevier.
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Figure 6.16: Response to NH3 of an Mg
2+ decorated p-type PSi interface before (solid
blue) and after (green) treatment of the surface for 15 s with a (a) 0.05 M solution. The
boxes (black dashed) denote the analyte concentration from 2 ppm to 20 ppm over the
time of analyte gas exposure to the sensors. Reprinted from Applied Surface Science,
337, T.C. Tune, C. Baker, N. Hardy, A. Lin, T.J. Widing, J.L.Gole, Formation of
nanostructured Group IIA metal activated sensors: The transformation of Group IIA
metal compound sites, 216-223, Copyright 2015, with permission from Elsevier.
weaker in the analyte concentration range 1 ppm to 3 ppm, increasing to a comparable
(4 ppm and 5 ppm) and slightly greater strength at 10 ppm. At 0.04 M, Figure 6.17
demonstrates that the response of the Mg2+ deposited interface greatly decreases,
as a smaller conductance change is recorded for the treated PSi interface at 1 ppm
to 5 ppm and 10 ppm. Mg2+ easily competes with NO for the available electrons
at an Mg2+ deposition concentration of only 0.04 M as the decorated PSi interface
overcomes the weak acid character of NO. The Mg2+ sites force NO to contribute
electrons to the decorated interface, which combine with holes. The total number
of majority charge carriers is still increased in the presence of NO, but however, the
change in majority charge carriers is decreased. At 0 · 05 M, the Mg2+ does not affect
the interaction of NO and the sensor response (Figure B.11). The acidic shift of the
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interface is found to have an optimal deposition concentration between 0.03 M and
0.05 M. At concentrations of 0.05 M or higher the Mg2+ centers appear to strongly
interact, cross-talking and decreasing their effectiveness.
Figure 6.17: Response to NO of an Mg2+ decorated p-type PSi interface before (solid
blue) and after (green) treatment of the surface for 15 s with a 0.04 M solution. The
boxes (black dashed) denote the analyte concentration from 1 ppm to 10 ppm over the
time of analyte gas exposure to the sensors. Reprinted from Applied Surface Science,
337, T.C. Tune, C. Baker, N. Hardy, A. Lin, T.J. Widing, J.L.Gole, Formation of
nanostructured Group IIA metal activated sensors: The transformation of Group IIA
metal compound sites, 216-223, Copyright 2015, with permission from Elsevier.
6.2.2.2 Ca decorated interfaces
Figure 6.18 demonstrates the response of a Ca2+ treated PSi sensor to NH3 and
NO. NH3 contributes electrons to an untreated p-type PSi interface, increasing the
sensor resistance response by decreasing the majority charge carriers (holes) and NO
attempts to extract electrons, increasing the majority charge carriers and the sensor
conductance. As Ca2+-based nanostructures are deposited to a PSi interface at a
concentration of 0.02 M, the Ca2+ deposition, only slightly affects the response to
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NH3, which shows a consistent slight decrease relative to the untreated PS interface
(Figure B.12). NO shows a slight decrease in response at 1 ppm to 3 ppm, virtually
the same response at 4 ppm, and a slightly increased conductance change at 5 ppm
and 10 ppm (Figure B.13).
Figures 6.18 and B.14 demonstrate the responses to NH3 and NO as Ca
2+-based
nanostructures were deposited to PSi interfaces from a solution at concentrations
of 0.03 M and 0.04 M, respectively. At both concentrations a clear change in the
response for both NH3 and NO is observed. The Ca
2+ deposition decreases the
resistance response to NH3. This is in stark contrast to the response of the Mg
2+
decorated interface. The response to NO decreases substantially relative to that for
the undecorated PSi interface for all concentrations 1 ppm to 10 ppm. The ability of
NO to extract electrons decreases substantially, as would be expected on the basis
of a metal oxide decorated interface. These results suggest that the Ca2+-based
nanostructure sites do not correspond precisely to sites that extract electrons but
rather to an interface dominated by inverse interactions relative to the PSi surface.
In other words, the decrease in response for NH3 is consistent with an interface with
decreased ability to attract electrons. The similar behavior with respect to NO is
puzzling and suggests several possibilities. The response to NO may be due to an
enhanced chemisorption, impeding the reversible response of NO. NO, an amphoteric
free radical, behaves as both an acid and a base. If the decorated interface attracts
electrons from NO to form the more stable NO+ this will produce a decrease in
response. The decrease in response might also result as the alkali hydroxides are




Figure 6.18: Response to (a) NH3 and (b) NO of a Ca
2+ decorated p-type PSi interface
before (solid blue) and after (green) treatment of the surface for 15 s with a 0.03 M
solution. The boxes (black dashed) denote the analyte concentration from (a) 2 ppm
to 20 ppm (NH3) or (b) 1 ppm to 10 ppm (NO) over the time of analyte gas exposure
to the sensors. Reprinted from Applied Surface Science, 337, T.C. Tune, C. Baker, N.
Hardy, A. Lin, T.J. Widing, J.L.Gole, Formation of nanostructured Group IIA metal
activated sensors: The transformation of Group IIA metal compound sites, 216-223,
Copyright 2015, with permission from Elsevier.175
6.2.2.3 Ba decorated interfaces
At a concentration of 0.03 M, the Ba2+ deposition leads to a greatly muted sensor
response for NH3 corresponding to a substantial decrease in resistance change (Fig-
ure 6.19a), similar to the change in response shown in Figure 6.18a due to the Ca2+
deposition. This is counter to the observed behavior for Mg2+. The NO response for
the Ba2+ treated PSi interface increases relative to that for the untreated PSi interface
as the analyte concentration increases from 1 ppm to 10 ppm (Figure 6.19a). This is
counter to that expected for a Lewis acid-based interface, suggesting the influence of
hydroxyl bonding. The relative behaviors of the NH3 and NO systems are therefore
consistent. Figure B.15 indicates that, while the Ba2+ treated interface at first shows
a notable increase in response to NO, this signal degrades as a function of time. This
could result from the presence of hydroxyl groups. However, the initial response is in
complete contrast to the Mg2+ system and also differs from the Ca2+-based deposited
interface.
The Ba2+ deposition at a concentration of 0.04 M leads to a muted sensor response
for NH3 (Figure B.16a), although not to the degree observed at 0.03 M. This result
is counter to the observed behavior for Mg2+. The response to NO corresponds to
a decrease in resistance (increase in conductance). However, the relative change in
response for the treated interface at 0.04 M (Figure B.16b) is notably less than that at
0.03 M. This might also result from the much larger size of the Ba2+ site as it shields
active sites from the analytes at the higher concentration leading to a decrease of the
response to NH3 and NO at 0.04 M.
Figures B.17a and B.17b demonstrate the response to NH3 and NO observed
as Ba2+-based nanostructures are deposited to PSi interfaces from a solution at a
concentration of 0.05 M. The response to the Ba2+ decorated interface exceeds that
for the untreated PSi interface in a manner similar to that for Mg2+. The response




Figure 6.19: Response to (a) NH3 and (b) NO of a Ba
2+ decorated p-type PSi interface
before (solid blue) and after (green) treatment of the surface for 15 s with a 0.03 M
solution. The boxes (black dashed) denote the analyte concentration from (a) 2 ppm
to 20 ppm (NH3) or (b) 1 ppm to 10 ppm (NO) over the time of analyte gas exposure
to the sensors. Reprinted from Applied Surface Science, 337, T.C. Tune, C. Baker, N.
Hardy, A. Lin, T.J. Widing, J.L.Gole, Formation of nanostructured Group IIA metal
activated sensors: The transformation of Group IIA metal compound sites, 216-223,
Copyright 2015, with permission from Elsevier.177
1 ppm to 10 ppm, again similar to Mg2+, although this effect is more likely due to the
size of the Ba2+-based nanostructures.
6.2.2.4 XPS results
XPS results are shown for Ca2+ and Ba2+ decorated PSi interfaces in Figures 6.20
and 6.21, respectively. It is of note that deposition time for detection of these Group
IIA metals by XPS was required to be in excess of 10 min. The spectral plotting and
peak fitting was done using Igor software (http://www.wavemetrics.com/index.html).
The peaks were found using the “multi-peak fit 2” analysis package with Gaussian
functions. Adventitious carbon is present in all air exposed materials and dependent
on the machine usage prior to the runs discussed in this monograph. Thus, the C1s
peak of adventitious carbon, present on both treated and untreated samples, was used
as a reference to correct peak offset due to sample charging. The C1s scans also show
evidence of a higher binding energy shoulder suggesting the presence of C−O bonds
(Figure 6.22). This is consistent with samples treated with MeOH throughout the
sensor fabrication process [198].
Ciston et al. [47, 48] explain that the presence of OH bonds will present as a
shoulder of higher binding energy on the O1s spectrum. We have investigated the
O1s spectra for the magnesium, calcium, and barium systems and have been unable to
detect a clear asymmetry in any of the O1s peaks. However, this may not be surprising
due to the much larger concentration of silicon oxide sites whose total intensity dwarfs
the deposited Group IIA metal bonds to oxygen and hydroxyl groups. All previous
studies of the decorated PSi interfaces demonstrate that the observed character of
the interface is dominated by the nanostructure deposition [85]. The cross section for
magnesium is sufficiently low and the XPS spectrum is quite noisy making definitive
peak observation and identification tenuous.
The C1s peak of the Ca2+ decorated PSi interface is ∼ 0.16 eV lower than that
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Figure 6.20: Calcium 2p XPS spectrum of PSi interface with a 10 min deposition
of Ca2+. Reprinted from Applied Surface Science, 337, T.C. Tune, C. Baker, N.
Hardy, A. Lin, T.J. Widing, J.L.Gole, Formation of nanostructured Group IIA metal
activated sensors: The transformation of Group IIA metal compound sites, 216-223,
Copyright 2015, with permission from Elsevier.
for adventitious carbon at 284.8 eV. Adjusting for the offset gives calcium peaks at
351.64 eV and 347.68 eV. According to Selvam et al. [234] and correlated with the
NIST data compilation [2], Ca(OH)2 has a Ca2 p1/2 peak at 351.5 eV and a Ca2 p3/2
peak at 347.6 eV. In contrast, the NIST data compilation has values for CaO Ca2 p1/2
peaks at 351.1 eV and Ca2 p3/2 at 347.0 eV. These data are obtained for air-exposed
samples. Sosulnikov and Teterin [237] report for CaO a Ca2 p1/2 peak at 349.7 eV and
Ca2 p3/2 peak at 346.0 eV. For CaCO3, which Selvam et al. [234] suggest will have a
similar XPS spectrum to Ca(OH)2, Sosulnikov and Teterin [237] provide a Ca2 p1/2
peak at 351.0 eV and Ca2 p3/2 at 247.3 eV. Both studies suggest that the Ca
2+ on the
PSi interface is that of the hydroxide.
Fukuda et al. [77] studied the difference in XPS spectra for BaO and Ba(OH)2.
Fukuda et al. [77] worked with data uncorrected for sample charging and so compared
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Figure 6.21: Barium 3d XPS spectrum of PSi interface with a 40 min deposition
of Ba2+. Reprinted from Applied Surface Science, 337, T.C. Tune, C. Baker, N.
Hardy, A. Lin, T.J. Widing, J.L.Gole, Formation of nanostructured Group IIA metal
activated sensors: The transformation of Group IIA metal compound sites, 216-223,
Copyright 2015, with permission from Elsevier.
the difference between Ba3 d5/2 and O1 s peaks for BaO and Ba(OH)2, which were
250.9 eV and 249.0 eV respectively. For the Ba2+ decorated PSi interface, the Ba3 d5/2
peak was at 780.39 eV and the O1 s at 533.04 eV (Figure 6.23). This gives a difference
of 247.35 eV, which is closer to the Ba(OH)2 results of Fukuda et al. [77].
6.2.3 Discussion
The most significant result obtained in this study is the observation of the conversion
of the decorated sensor interface interaction with NH3 for the Ca
2+ and Ba2+ treated
interfaces versus the Mg2+ interface. Figure 6.14 demonstrates that the oxides of the
Group IIA metals are expected to be among the hardest acids. The data that we
have obtained for magnesium (surface preparation solution pH 5–7) clearly demon-
strates this trend as the concentration range over which changes in response occur
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Figure 6.22: XPS spectrum of adventitious carbon on PSi interface with 40 min depo-
sition of Ba2+. Reprinted from Applied Surface Science, 337, T.C. Tune, C. Baker, N.
Hardy, A. Lin, T.J. Widing, J.L.Gole, Formation of nanostructured Group IIA metal
activated sensors: The transformation of Group IIA metal compound sites, 216-223,
Copyright 2015, with permission from Elsevier.
is approximately an order of magnitude lower than that observed in previous studies
involving the nanostructured metal oxides. The depositions in the present study, es-
pecially those involving Mg2+ form well separated nanostructured islands, 30 nm or
smaller [85]. However, the depositions formed by the heavier Group IIA metals (also
pH 5–7) modify the character of the interface as it changes from a strongly acidic
character. The primary indicator is the change in response observed for NH3 for the
Ca2+ and Ba2+ decorated surfaces. This must represent a complex interaction involv-
ing the deposited products of the heavier Group IIA metal-based solutions, which
renders a response that appears to be the inverse of that for the Mg2+ deposited
solutions. This manifestation is easily observed but must be the subject of further
study before this trend will be useful in sensor development.
The results in Table 6.1 may provide further insight. The maximum change for
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Figure 6.23: XPS spectrum of oxygen on PSi interface with 40 min deposition of Ba2+.
Reprinted from Applied Surface Science, 337, T.C. Tune, C. Baker, N. Hardy, A.
Lin, T.J. Widing, J.L.Gole, Formation of nanostructured Group IIA metal activated
sensors: The transformation of Group IIA metal compound sites, 216-223, Copyright
2015, with permission from Elsevier.
the NH3 signal response is approximately 0.1 to 3 corresponding to a factor of 30.
The maximum change for NO is 0.3 to 1.5, corresponding to a factor of approximately
5. If we relate these changes to a free energy difference, the factor of 30 corresponds
to an energy change of 2 kcal/mol. A factor of 5 corresponds to an energy difference
of about 1 kcal/mol. Although the signal differences are clearly real, they represent
energy range changes of less than 2 kcal/mol, which is quite small. Thus, the con-
ductometric response associated with IHSAB behavior would appear to monitor very
small energies.
The nature of the interactions observed for metal oxide deposited interfaces can
be described by the recently developing IHSAB model. By depositing metal oxide
nanostructure islands to the PSi interface, the response of a sensor can be enhanced
or diminished [92]. The IHSAB model explains this phenomenon by linking chemical
182
selectivity and the balance of electron transduction (electron transfer) and chemisorp-
tion [86, 92, 150, 151] with the sensor response mechanisms. This model predicts the
interaction of acidic, basic, and amphoteric gas analytes with nanostructure treated
PSi sensor interfaces. A hard acid will form a strong ionic bond with a hard base
and a soft acid will form a strong covalent bond with a soft base. For the pur-
poses of chemical sensing, we wish to minimize this bond formation [205, 280, 281].
The IHSAB model guides the fabrication of a nanostructure-treated PSi gas sensor to
stimulate an electron transduction-physisorption-dominated mode as an inorganic gas
analyte interacts with a decorated interface. Electron transduction (transfer) domi-
nates chemisorption through the interaction of a hard acid and soft base or soft acid
and hard base. Figure 6.14 indicates that the Group IIA metal oxides are among the
hardest acids and we expect that, if they decorate a PSi interface, they will interact
reversibly with several basic analytes. The dominant factor is the HOMO-LUMO
energy increment. If the donor orbital energy (HOMO) is not well matched with
the acceptor (LUMO), then the interaction will be weak. As the HOMO (donor)-
LUMO (acceptor) energy gap decreases, there can be more charge transfer between
the molecule (analyte) and the created interface, leading to a stronger Lewis acid-base
interaction. Conversely, the greater the HOMO-LUMO energy gap, the greater the
orbital mismatch, enhancing the electron transduction mode. The IHSAB principle
is in large part based on controlling the size of the Lewis acid-base bond dissociation
energy.
The trends which we observe in the present study suggest that while the IHSAB
model is appropriate to describe the interaction with an Mg2+ decorated interface, the
character of the interfaces generated from the heavier alkaline earths appear to follow
the known trends in basicity associated with the Ca2+ and Ba2+ hydroxides [116]. As
described within the IHSAB model, the Brönsted acid character should facilitate a
more significant HOMO-LUMO mismatch than the M2+ sites [150]. It seems apparent
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that the weak interactions associated with the IHSAB effect (see above), while they
apply to Mg2+, are dominated by the formation of basic interfaces for Ca2+ and Ba2+.
The significant changes in the conductometric signals observed in these studies as
we traverse from magnesium to calcium and barium decorating solutions are easily
monitored. The XPS studies on calcium and barium suggest that metal-hydroxide
bonds are present but the changes observed much smaller than the manifest effects
observed in the conductometric responses. EDAX, with its extremely low cross section
for hydrogen cannot be used to distinguish the presence of hydroxide bonds vs. the
oxides. IR studies, while indicating the formation of the hydroxide, are difficult
to correlate. Finally, NMR studies for the Group IIA systems produce very broad
signals, which may be indicative of the presence of hydroxide sites but this requires
extensive calibration for not only the Group IIA centers but also for porous silicon.
The results that we have obtained for the Group IIA metals demonstrate a limit
of the periodic acid strength of what one can use with porous silicon. It is quite
significant that the PS interface can be converted from acidic to basic character and
that the resulting conductometric response is then the inverse of that predicted by
the IHSAB model. The data in Figure B.15 indicate that the Ba2+-based solutions
will degrade the PSi interface with time. This is not surprising in view of results
that have been observed in the etching of PS with the alkali hydroxides KOH and
NaOH [74, 161]. This implies that the use of alkaline-based nanostructures, which
would be expected to form stronger hydroxides than oxides, while they might facilitate
the formation of basic interfaces, may also be deleterious to the interaction of the
decorated PSi interface in a manner similar to the alkali hydroxides. Thus, their use
for sensor devices may be tenuous.
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6.3 Conclusions
We have demonstrated the efficacy of a relatively small magnetic field to enhance
the performance of a conductometric sensor interface. The effect, which is mani-
fest for those transition metals that possess magnetic moments, may have potential
significant implications for the development of small-scale sensor devices employing
paramagnetic ion distributions to enhance sensor response in small magnetic fields.
Future experiments will more closely analyze the effect of magnetic field strength on
sensor response.
We have demonstrated that the conductometric measurement of the sensor re-
sponse to interfaces decorated from Group IIA metal ion solutions. The observations
suggest that we have observed a response consistent with Group IIA oxide formation
for magnesium. However, we observe a change in conductometric character for cal-
cium and barium depositions following an easily monitored change in the decorated
PSi interface that appears to correspond to a decrease in acid character. While the
hydroxides give up a hydrogen and are Brönsted acids their behavior when deposited
to a PSi interface is not commensurate with an acid site and the IHSAB model. This
is consistent with the known increase in base strength for the hydroxides of calcium
through barium relative to magnesium. The data suggest that differing Group IIA
compounds are formed from the deposition of the metal chlorides in aqueous solution
and that a pattern suggestive of the known increase in basic character from mag-
nesium to calcium and barium is manifest in the conductive response observed for
these systems. The data that we have obtained demonstrate the readily monitored
conversion of the decorated PSi interface commensurate with a reversal of reversible
sensor behavior and consistent with XPS monitoring of the decorated interfaces. The
effects observed are easily monitored in contrast to the corresponding changes asso-
ciated with the transformation of the Group IIA oxide to hydroxide bonds observed
in XPS, EDAX, IR, and NMR measurements.
185
These studies represent an initial demonstration of the capacity for the PSi sen-
sor systems, combined with an understanding of the developing IHSAB concept, to
provide a tool for exploring a variety of interface interactions.
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CHAPTER VII
IMPEDANCE LIQUID SOLVENT DETECTION
This chapter will discuss extending the use of PSi sensor technology to the detec-
tion and selective identification of a range of organic solvents with applications in
many industries including pharmaceuticals, consumer goods (cleaning products and
personal care products), ground water quality monitoring, and phytoremediation of
the environment [37,108,239,246]. Expanding the PSi sensor system to include liquid
solvent detection represents an additional step towards creating a complete electronic
nose or environment analysis system.
Table 7.1 lists the organic solvents that were tested with their various physical
properties. The solvents were selected so that a range of the different properties
could be explored and correlated with the observed changes in the impedance of
the sensors. Archer et al. [8] specifically considered the dielectric constant, dipole
moment, electronic polarizability, and bond character (polar versus non-polar) of
organic solvents. The surface tension and vapor pressure are included to correlate
with response and evaporation times of the various organic solvents.
Many different geometries of electrical contacts have been used for conductometric
sensors. While PSi impedance sensors featuring backside electrical contacts have
been used extensively [8, 167], we chose to use the simple sensor design outlined in
Chapter 3. Frontside contacts can be expected to display a faster response time, as the
solvents initially interacts with the pore openings before infiltration [111]. The design
and fabrication process, including electrical contact deposition, is fully integrated with
standard microfabrication methods. Additionally, we wish to correlate our findings



























































































































































































































































































































in Chapters 5 and 6.
N-type and p-type PSi sensors were fabricated according to the description in
Chapter 3. Impedance measurements were performed with a Solartron 1260 Impedance
Analyzer and controlled with ZPlot software. The data was then analyzed with ZView
software. For each sensor, the complete impedance was measured for a frequency
sweep from 100 Hz to 100 000 Hz. A dc bias of 0 V and an ac signal of 90 mVrms was
used based on studies reporting ideal conditions for minimizing noise and optimizing
the reproducibility of PSi impedance sensors [8]. The impedance response of the PSi
sensors in the presence of organic solvents was tested both as a function of time (at
100 kHz) and as a function of frequency, for comparison of complex impedance plots
(Nyquist plots). For each response test, 10 µl of an organic solvent was placed on
the PSi interface. The volume was chosen to balance optimizing both ease of han-
dling and time of evaporation (corresponding to the duration of sensor response). To
collect a complete complex impedance spectra across the entire frequency range of
interest before evaporation of the solvent, the impedance was collected at 8 equally
logarithmically spaced increments of frequency. This allows for a complete picture of
the the complex impedance to be collected in under 10 s, which is less than the time of
evaporation for the organic solvents used in this study. The surface morphology of the
PSi sensors used in this study were characterized by SEM (Zeiss Ultra60 FE-SEM)
using an In-lens SE detector.
7.1 Equivalent circuit model
The response mechanism of PSi sensors to liquid organic solvents is a combination
of several mechanisms. At a surface/liquid interface, electrostatic equilibrium must
be reached. This is accomplished through the formation of an electrical double layer
consisting of the space-charge region of the semiconductor and the Gouy layer in





Figure 7.1: Schematic diagram of a Simplified Randles Cell.
semiconductor surface form the Stern layer and nearby ions form the Diffuse layer
[123]. As a result of the adsorbed molecules forming a double layer, the space-charge
region of the semiconductor must compensate the charge to reach equilibrium [8,123].
The changes to the space-charge region then modulate the carrier concentration within
the PSi sensor as well as the width of the conducting channel. In order to study the
impedance response of the PSi sensors to organic solvents, these physical features can
be explored through the correlation with an equivalent circuit model.
The development of equivalent circuit models for the PSi sensors began with a
consideration of the Simplified Randles Cell equivalent circuit, shown in Figure 7.1.
The Randles equivalent circuit, which is a commonly used equivalent circuit for de-
scribing electrochemical cells, produces a simple semicircle Nyquist plot similar to
that of the PSi sensors [73,123,153]. When used to describe electrochemical cells, RS
is the solution resistance, RP is the charge transfer/polarization resistance, and Cdl
describes the double layer capacitance [73,153]. For the PSi sensors, RS is considered
the resistance of the electrical contacts, RP represents the charge-transfer resistance
to move carriers through the PSi sensor, and Cdl is still considered a double-layer
capacitance [123]. While the Simplified Randles cell equivalent circuit is a convenient
first-pass model due to its simplicity and the clear physical interpretation of circuit
elements, the limited parameters are unable to accurately model the experimental
data.
Figure 7.2a shows the Nyquist plot (ReZ versus ImZ) of the impedance spectra
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for an n-type PSi sensor in dry air at atmospheric temperature and pressure and the
equivalent circuit model used to simulate the experimental data collected for n-type
PSi sensors. The total impedance of the equivalent circuit model, which features a
distributed capacitance element (DE), is given by,








P ] is the impedance across the distributed capacitance element of
where P is an empirical factor that can range from 0 to 1 and ω = 2πf is the angular
frequency, where f , the linear frequency, is measured in Hz. Here, the distributed
capacitance element is a constant phase element (CPE), where the impedance ZDE
has a constant phase angle in the complex plane and the exponent, P , determines
this angle. Physically, the empirical factor, P , describes the deviation from an ideal
perfectly smooth electrode (P = 0.5 for an ideal porous electrode and P = 1 for a
perfectly smooth electrode) [123]. Table 7.2 lists the values of the equivalent circuit
model that provides the simulated data shown in Figure 7.2a. The simulated equiva-
lent circuit model was fit to the experimental data by a non-linear regression model
using the method of least squares. The minimized sum of squares value, Q, for the
n-type equivalent circuit model is 1.1636. For comparison with other models, the
standard deviation of error is σ =
√
Q/(n− p) = 0.037, where the number of data
points is n = 1000, and the number of parameters is p = 4.
In contrast, Figure 7.2b shows the Nyquist plot of the impedance spectra for a p-
type PSi sensor in dry air at atmospheric temperature and pressure and the equivalent
circuit used to simulate the experimental data collected for p-type PSi sensors. The
total impedance of the equivalent circuit model, which features a series of two parallel
capacitor and resistor elements, is given by,

















Figure 7.2: Nyquist plot of (a) an n-type PSi sensor and (b) a p-type PSi sensor in
dry air at atmospheric temperature and pressure comparing experimental data (blue)
to simulated data (red).The equivalent circuit model shown was used to provide the
simulated data (red).
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Table 7.2: Parameter values for the equivalent circuit model describing an n-type PSi
sensor in dry air at atmospheric temperature and pressure. The minimized sum of
squares for this model is Q = 1.1636 and the standard deviation of error is σ = 0.037.
Element Value Unit
RS 1× 10−7 Ω
DE CPE type 1
DE-C 1.138× 10−8 F
DE-P 0.83016
R1 17 554 Ω
Table 7.3: Parameter values for the equivalent circuit model describing a p-type PSi
sensor in dry air at atmospheric temperature and pressure. The minimized sum of
squares for this model is Q = 0.6844 and the standard deviation of error is σ = 0.022.
Element Value Unit
RS 287.4 Ω
C1 5.2961× 10−9 F
R1 1103 Ω
C2 1.2377× 10−8 F
R2 2928 Ω
data shown in Figure 7.2b, with a minimized sum of squares value of Q = 0.6844 and
the standard deviation of error is σ = 0.022.
The equivalent circuit models for the PSi sensors, and in particular the differ-
ences between the n-type and p-type models, can be explained through an analysis
of the porous structure. Figure 7.3 shows the differences in the porous structure of
the n-type and p-type PSi sensors used in this study. The n-type PSi sensors feature
densely packed pores with diameters of approximately 0.4 µm (Figure 7.3a). The dis-
tributed capacitance element in the n-type equivalent circuit model could, therefore,
represent the distribution of slightly varying micropores across the PSi interface. In
contrast, the p-type PSi structure has widely spaced micrometer-diameter pores and
a nanoporous coating (Figure 7.3b). Correlating with the proposed equivalent circuit,
each of the parallel capacitance and resistance elements could represent each of the
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hybrid-porous structure regimes; one component set represents the parallel capaci-
tance and resistance of the nanoporous coating in series with the parallel capacitance
and resistance of the microporous structure.
7.2 Signatures of organic solvents
7.2.1 Complex impedance behavior
Organic solvents have a clear effect on the impedance spectra of the PSi sensors.
Figure 7.4 illustrates typical changes to the Nyquist plots of n-type sensors in the
presence of various polar organic solvents. A simulation of the equivalent circuit for
the n-type PSi sensors was fit to the experimentally collected impedance data in both
dry conditions and upon application of the organic solvents. To control for small
variations in temperature and humidity, the sensor was tested in dry conditions and
then under solvent conditions within 1 h for comparison for each solvent test.
Figure 7.5 demonstrates the typical changes in both the real and imaginary impedance
after exposure to non-polar organic solvents. Again, the equivalent circuit was fit to
the experimentally collected impedance data in dry conditions and in the presence of
organic solvents. Table 7.4 lists the changes to each circuit element of the equivalent
circuit model due to each liquid chemical species. Of particular note is the clear trend
in the diameter of the complex Nyquist curve semicircle to decrease upon exposure
to organic molecules with dipole moments above 1.66 D or decrease upon exposure to
organic molecules with dipole moments of 1.15 D and less.
The increase or decrease in the complex Nyquist plot semicircle corresponds to
an increase or decrease in the value for the charge transfer or polarization resistance,
R1, as shown in Table 7.4. The empirical factor, P , experiences very little change
with changing environments and the contact resistance. RS is completely unaffected
by the presence of the organic solvents. This is consistent with the results of other




Figure 7.3: SEM micrographs of a top view of (a) n-type and (b) p-type PSi sensors





Figure 7.4: Complex impedance plots (Nyquist plots) of n-type PSi sensors comparing
dry conditions (blue) and upon exposure to various polar organic solvents (orange).
The experimental data is shown as triangle markers and the fitted equivalent circuit
simulation is shown as a solid line.
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(a) (b)
Figure 7.5: Complex impedance plots (Nyquist plots) of n-type PSi sensors comparing
dry conditions (blue) and upon exposure to various non-polar organic solvents (or-
ange). The experimental data is shown as triangle markers and the fitted equivalent
circuit simulation is shown as a solid line.
made that the metal-semiconductor contact junction does not affect the PSi sensor
response and remains constant [8]. With the exception of the interaction with toluene,
the capacitance of the distributed capacitance constant phase element is increased
upon exposure to the organic solvents. A table of the values of the equivalent circuit
elements corresponding to the complex Nyquist curves for the PSi sensors is provided
in Appendix A.
In complement to the study of the effects on n-type systems, the typical interac-
tions of polar and non-polar organic solvents on p-type PSi interfaces are presented
in Figures 7.6 and 7.7 respectively. Here the increase or decrease in the radius of the
complex Nyquist diagram is represented by an increase or decrease of the two paral-
lel resistors (Figure 7.2b). The calculated changes of the values for each equivalent
circuit element is provided in Table 7.5. For all cases, the simulated parameter values
for the parallel equivalent circuit elements R2 and C2 were larger than R1 and C1
(for example, see Table 7.3). With the exception of toluene, which only minimally
affected the equivalent circuit values of the p-type PSi sensor, the magnitude of the
change for R2 and C2 was also notably larger than the magnitude of the change for
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Table 7.4: Changes in equivalent circuit elements for n-type PSi sensors upon appli-
cation of organic solvents.
Solvent RS DE-C DE-P R1
Acetone 0 % 279 % −7 % −39 %
Water 0 % 111 % −4 % −23 %
Methanol 0 % 10 % 3 % −49 %
Ethanol 0 % 273 % −1 % −43 %
Isopropanol 0 % 56 % −2 % −52 %
Chloroform 0 % 63 % −3 % 30 %
Toluene 0 % −14 % 1 % 6 %
Isoprene 0 % 59 % −3 % 27 %
Table 7.5: Changes in equivalent circuit elements for p-type PSi sensors upon appli-
cation of organic solvents.
Solvent RS C1 R1 C2 R2
Acetone 0 % 111 % −34 % 143 % 42 %
Water 0 % 3 % −14 % 14 % −18 %
Methanol 0 % 33 % 4 % 536 % −65 %
Ethanol 0 % 60 % −37 % 125 % −59 %
Isopropanol 0 % 28 % −25 % 143 % −51 %
Chloroform 0 % −1 % 18 % 11 % 26 %
Toluene 0 % 1 % 3 % 8 % 3 %
Isoprene 0 % −15 % 19 % −9 % 83 %
R1 and C1. Therefore, for the purposes of the present analysis, the focus will lie with
the changes to the values of equivalent circuit elements R2 and C2.
Interestingly, all of the organic solvents induced changes to the complex Nyquist
diagram for the p-type system of equal sign and comparable magnitude to those
changes experienced by the n-type PSi sensors. The exception to this trend, however,
is acetone. Interaction of the p-type PSi sensor with acetone expanded the Nyquist
diagram in the low frequency range (right side of the complex plot) and appeared to
shrink the Nyquist diagram in the high frequency range (left side of the complex plot).





Figure 7.6: Complex impedance plots (Nyquist plots) of p-type PSi sensors comparing
dry conditions (blue) and upon exposure to various polar organic solvents (orange).
The experimental data is shown as triangle markers and the fitted equivalent circuit
simulation is shown as a solid line.
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(a) (b)
Figure 7.7: Complex impedance plots (Nyquist plots) of p-type PSi sensors comparing
dry conditions (blue) and upon exposure to various non-polar organic solvents (or-
ange). The experimental data is shown as triangle markers and the fitted equivalent
circuit simulation is shown as a solid line.
illustrates the changes to the real and imaginary parts of impedance as a function
of time at high and low frequencies. The low frequency data points are heavily
influenced by the value of R2, which increases in the presence of acetone, in contrast
to the n-type systems. The high frequency data points are heavily influenced by the
value of R1, which decreases in the presence of acetone, similar to the n-type systems.
The unique response to acetone is possibly due to the much larger dipole moment in
comparison with the other organic solvents. Here, the strength of the dipole moment
of acetone may induce a local field on the PSi layer, leading to an injection of electrons
into the conducting channel. As p-type and n-type systems are characterized by their
opposite charge carriers (electronic holes versus electrons), this would then represent
a decrease in resistance of the n-type PSi sensors, but an increase in resistance for
the p-type PSi sensors.
7.2.2 Real-time capacitance and conductance
The real-time changes to the capacitance and conductance of the PSi sensors were




Figure 7.8: The real (blue) and imaginary (red) part of impedance of (a,b) n-type and
(c,d) p-type PSi sensors upon exposure to acetone at (a,c) 2 kHz and (b,d) 100 kHz.
The vertical dashed line indicated the time at which the solvent was dropped onto
the PSi sensor.
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have studied the PSi response to liquid organic solvents through an examination of
changes to a parallel conductance and capacitance, without correlating their results to
an equivalent circuit [8,111]. These studies have reported contrasting results, possibly
due to not considering the capacitance and conductance related to actual equivalent
circuit elements. This discussion will look at the capacitance and conductance calcu-
lated from the equivalent circuit models defined in this chapter.
The complex impedance was collected at 100 kHz, which corresponds to an en-
hancement of the capacitive behavior of the sensor [8]. This frequency was also chosen
in order to compare results to previous studies in the literature [8, 111]. Figures 7.9
and 7.10 illustrate the real-time capacitance and conductance changes for n-type PSi
sensors exposed to polar and non-polar organic solvents, respectively. The capacitance
and conductance for the n-type system were calculated from the real and imaginary
impedance values collected by the impedance analyzer through the relation,




where G = 1/R1. Therefore, solving for capacitance and conductance as functions of
ReZ and ImZ, where jP = cos(πP
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As shown in Table 7.4, RS is unaffected by the presence of the organic solvents and
P is only very slightly affected. Therefore, both RS and P were treated as constants.
As can be seen in Equation 7.8, the conductance can actually be greatly affected by
the empirical exponent, P . For example, for a value of P < 1, the second term in
Equation 7.8 is non-zero and can therefore reduce the calculated value for G and even
change its sign. Therefore, the equivalent circuit is critical for properly establishing





Figure 7.9: Conductance (red) and capacitance (blue) of n-type PSi sensors upon
exposure to various polar organic solvents. The vertical dashed line indicated the
time at which the solvent was dropped onto the PSi sensor.
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Figure 7.10: Conductance (red) and capacitance (blue) of n-type PSi sensors upon
exposure to various non-polar organic solvents. The vertical dashed line indicated
the time at which the solvent was dropped onto the PSi sensor.
In contrast, for the p-type systems, while the changes to the values of one set of
parallel resistance and capacitance was larger than the other set, the smaller changes
were not negligible (Table 7.5). As a result, the individual changes as a function
of time were not separable. Therefore, for the purpose of comparison to the n-type
system and the results of previous studies, the conductance and capacitance of the p-
type systems were calculated from a simple Randles circuit with a contact resistance,
RS in series with a parallel C-G circuit, where the total impedance is given by,




The capacitance and conductance are then given by,
C =
− ImZ/ω




(ReZ −RS)2 + (ImZ)2
. (7.8)
Figure 7.11 shows the calculated real-time conductance and capacitance of p-
type PSi sensors in the presence of polar organic solvents. Figure 7.12 shows the





Figure 7.11: Conductance (red) and capacitance (blue) of p-type PSi sensors upon
exposure to various polar organic solvents. The vertical dashed line indicated the
time at which the solvent was dropped onto the PSi sensor.
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Figure 7.12: Conductance (red) and capacitance (blue) of p-type PSi sensors upon
exposure to various non-polar organic solvents. The vertical dashed line indicated
the time at which the solvent was dropped onto the PSi sensor.
The conductivity and capacitance of the PSi sensors are influenced by several
different parameters, rather than one single effect [231]. While at first a separation
of polar versus non-polar effects would seem intuitive, the behavior of chloroform
(and acetone for p-type systems) dispels that theory. Instead, an examination of
a combination of dipole moment and polarizability provides insight into interface
interactions. Depending on the intensity of the dipole moment of the organic solvent
analyte, different response mechanisms are dominant. The organic molecule dipole
moment produces a local field, which is dependent on the value of the dipole moment,
the distance from the interface and the orientation of the molecule [135]. This local
field can shift the energy position of the surface states, which subsequently modifies
the space-charge region (SCR) of the PSi interface (for full discussion, see Chapter 2,
section 2.2.2) [231]. The modification of the space charge region modulates the energy
distribution of the density of states of the bulk Si. The Fermi level or chemical
potential shifts relative to the conduction band thus shifting the carrier concentration
[231], which is transduced as a change in conductance. The modulation of the surface
states also produces shifts in the observed double layer capacitance.
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For organic solvents of dipole moments of 1.66 D and larger, the dominant effect
is the dipole moment. This is seen as an increase of the conductance and capaci-
tance for those organic solvents with moderate to large dipole moments (Figures 7.9
and 7.11). For organic solvents with low dipole moments, the polarizability must
also be considered to explain the response. As seen in Table 7.1, the organic solvents
with the lowest dipole moments also have the highest polarizability, α. The electric
field within the PSi framework can create an induced dipole moment on the organic
molecules. This induced dipole moment is then able to affect the PSi interface in the
same way as the permanent dipole moment of the other organic solvents. However,
the influence of the induced dipole moment is opposite in sign to the permanent dipole
moments, as represented by the negative change in the conductance and capacitance.
This results as either the induced dipole moment has opposite sign or the orientation
is such that produces this effect. Chloroform and isoprene represent borderline cases.
For chloroform, the change in capacitance, while positive, is very small for both p-
type and n-type systems. However, the affected change in conductance is negative
for the p-type systems at 100 kHz. Similarly, the total dipole moment of isoprene
(permanent plus induced), which has a similar polarizability to chloroform, is on the
border of producing a positive or negative change.
In the case of acetone, which features both a large dipole moment and a large
polarizability, this balancing effect of permanent and induced dipole moment may be
significant. As shown in Figure 7.8, the direction of change for the imaginary part of
the impedance across the p-type sensor is opposite at low and high frequencies. Shown
in Figure 7.13, the sign of the conductance change is opposite at 2 kHz versus 100 kHz.
Therefore, the electric field at high and low frequencies is different, producing a
different magnitude for the induced dipole moment. Thus, the total dipole moment
of the acetone molecules could be different enough to produce these opposite effects.
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Figure 7.13: The capacitance (blue) and conductance (red) of a p-type PSi sensor
upon exposure to acetone at (a) 2 kHz and (b) 100 kHz. The vertical dashed line
indicated the time at which the solvent was dropped onto the PSi sensor.
7.3 Influence of nanostructure metal oxide depositions
Nanostructure modification of PSi interfaces has been shown to be an effective method
to adjust the sensor response to a range of chemical analytes for the purpose of de-
veloping an array of uniquely interacting interfaces [13, 85, 86, 93, 167, 174, 199, 278].
To further explore the dipole interactions of the PSi sensors with organic solvents,
interactions were compared for PSi sensors treated with nanostructured metal oxide
depositions. Figure 7.14 illustrates the effect of AuxO and SnOx nanostructure depo-
sitions on the complex Nyquist diagram for p-type PSi sensors under dry conditions.
The nanostructures are prepared and deposited to the PSi interface as described in
Chapter 3, section 3.1.6.
Schmeißer et al. [232] explain that nanoscale particles, in contrast to their bulk
counterparts, feature unique properties. In particular, nanoparticles with a metallic
core and oxide shell have large dipole moments. These metal clusters with oxide
coatings can modify the properties of substrates they are in contact with by inducing
a dipole moment at the interface [232]. The metal oxide nanoparticles used in this
study are not the same core-shell structure as those investigated by Schmeißer et
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(a) (b)
Figure 7.14: Complex impedance plots (Nyquist plots) of p-type PSi sensors in dry
conditions comparing before and after decoration with (a) AuxO nanostructures and
(b) SnOx nanostructures.
al. [232], but may exhibit similar properties.
As shown in Figure 7.14, the metal oxide nanostructures greatly affect the com-
plex impedance. However, it should be noted that this effect is size dependent limited
to nanoscale particles [85, 86]. Therefore, the deposition of the metal oxide nanos-
tructures must be at a level low enough to produce such particles. Husairi et al. [123]
investigated the influence of a layer of ZnO nanostructures on the interactions of a PSi
interface with liquid ethanol. Through an analysis of the complex impedance curves
and complementary equivalent circuit elements, Husairi et al. [123] demonstrated that
the ZnO nanostructures increased both the real and imaginary parts of the complex
impedance. They explain that the ZnO layer acted as an additional capacitive layer
storing additional charge and increasing the value of the double-layer capacitance
element in the equivalent circuit. The increase in the the real part of impedance was
explained as resulting from the oxide layer forming a barrier for charge and mass
transfer [123]. They also determined that the effect was dependent on the ZnO layer
thickness.
Figure 7.15 demonstrates the effect of AuxO and SnOx nanostructure depositions
on the interaction with the polar organic molecule ethanol. Here, the significant effect
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of the dipole moment interactions of the metal oxide nanostructure depositions can be
seen. The treatment of an n-type PSi sensor with AuxO not only expanded the radius
of the complex Nyquist curve but enhanced the response to ethanol: the change in
charge transfer/polarization resistance, R1, upon exposure to ethanol was increased
by a factor of 1.5. This effect is even more pronounced with the SnOx decorated n-
type PSi sensor, where the change in charge transfer/polarization resistance, R1, upon
exposure to ethanol was increased by a factor of 3. The ratio of R1 in the presence
of ethanol to R1 in dry conditions decreased from 0.57 to 0.38 upon treatment with
AuxO and from 0.76 to 0.39 upon treatment with SnOx. Figure 7.16 demonstrates
the effect of AuxO and SnOx nanostructure depositions on the interaction with the
polar organic molecules isopropanol and acetone. Here, the ratio of R1 in the presence
of the solvent to R1 in dry conditions was modified upon deposition of metal oxide
nanostructures. The enhanced response upon nanostructure decoration can be seen,
a greater effect produced by the SnOx deposition.
In contrast, the metal oxide nanostructure depositions have little effect on the
response to organic solvents with small dipole moments, such as toluene. Figure 7.17
illustrates that while the metal oxide nanostructure depositions expanded the complex
Nyquist diagrams, the amount by which the equivalent circuit elements changed was
virtually the same before and after metal oxide treatment. For example, the ratio
of R1 in the presence of toluene to R1 in dry conditions changed from 1.06 to 1.07
for upon treatment with AuxO and from 1.09 to 1.15 upon treatment with SnOx.
Therefore, the dipole interactions of the metal oxide nanostructure depositions appear





Figure 7.15: Complex impedance plots (Nyquist plots) of n-type PSi sensors in dry
conditions and in the presence of ethanol, comparing before and after decoration with




Figure 7.16: Complex impedance plots (Nyquist plots) of n-type PSi sensors in dry
conditions and in the presence of (a,b) isopropanol and (c,d) acetone, comparing





Figure 7.17: Complex impedance plots (Nyquist plots) of n-type PSi sensors in dry
conditions and in the presence of (a,b) toluene and (c,d) chloroform, comparing before
and after decoration with (a,c) AuxO nanostructures and (b,d) SnOx nanostructures.
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7.4 Conclusions
In summary, the PSi sensor systems clearly demonstrate the capacity to detect the
presence of liquid organic solvents and distinguish between solvents with different
chemical properties. The differences in the response to various organic solvents is
correlated with the dipole moments of the organic molecules, suggesting the domi-
nance of dipole-dipole interactions at the PSi interface. Deposition of nanostructured
metal oxides, which produce large dipole moments, drastically affect the interactions
of the PSi interface with organic solvents with dipole moments larger than 1.15 D.
These findings suggest that an appropriate focus for future study of the interactions
of PSi sensors and liquid organic solvents should revolve around exploring the effects
of metal oxide nanostructure deposition of varying dipole moments. Controlling the
response to various organic solvents through select nanostructure depositions could
allow for the creation of an array of selective and uniquely interacting interfaces.
Therefore, identifying the optimal deposition range for the nanostructured metal ox-




Table A.1: Environmental safety standards for select VOC vapors and pollutant gases.
Gas/Vapor Chemical Formula PEL/ppm REL/ppm IDLH/ppm
Benzene C6H6 1 0.1 500
Ethanol C2H5OH 1000 1000 3300
Isopropanol C3H7OH 400 400 2000
Methanol CH3OH 200 200 6000
Toluene C7H8 200 100 500
Xylene C8H10 100 100 900
Ammonia NH3 50 25 300
Carbon dioxide CO2 5000 5000 40000
Carbon monoxide CO 50 35 1200
Hydrogen sulfide H2S 20 10 100
Nitric oxide NO 25 25 100
Nitrogen dioxide NO2 5 1 20
Phosphine PH3 0.3 0.3 50
Sulfur dioxide SO2 5 2 100
VOC, volatile organic compound; PEL, permissible exposure limit; REL, recom-
mended exposure limit; IDHL, immediately dangerous to life or health.
Safety standards reported by the National Institute for Occupational Safety and
Health (NIOSH, http://www.cdc.gov/niosh/).
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Table A.2: Simulated diffusion of 1 ppm of an arbitrary analyte gas into and out from
a 1D pore.
t/50 s 1 2 3 4 5 6 7 8 9 10 11 12
atmos. 1.00 1.00 1.00 1.00 1.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00
0.02 0.82 0.88 0.91 0.93 0.95 0.94 0.15 0.10 0.07 0.06 0.04
0.00 0.65 0.76 0.82 0.86 0.89 0.92 0.28 0.20 0.15 0.11 0.08
0.00 0.50 0.65 0.73 0.80 0.85 0.88 0.41 0.29 0.21 0.16 0.12
0.00 0.37 0.55 0.66 0.74 0.80 0.85 0.51 0.37 0.28 0.21 0.16
sim. 0.00 0.27 0.46 0.59 0.69 0.76 0.82 0.60 0.44 0.33 0.25 0.19
pore 0.00 0.19 0.38 0.53 0.64 0.73 0.79 0.66 0.50 0.38 0.29 0.22
0.00 0.13 0.33 0.49 0.61 0.70 0.77 0.70 0.54 0.41 0.31 0.24
0.00 0.09 0.29 0.46 0.59 0.69 0.76 0.73 0.57 0.44 0.33 0.25
0.00 0.07 0.27 0.44 0.58 0.68 0.75 0.74 0.59 0.45 0.34 0.26
0.00 0.07 0.27 0.44 0.58 0.68 0.75 0.74 0.59 0.45 0.34 0.26
avg. 0.00 0.32 0.48 0.61 0.70 0.77 0.82 0.55 0.42 0.32 0.24 0.18
Table A.3: Sensor response (and percentage change from baseline resistance) to
the BTEX molecules toluene, benzene, and xylene to the nanostructure decorated
nanopore-coated microporous structures used in this study for each inorganic gas
test.
Inorganic Toluene Benzene Xylene
analyte
H2S (0.50± 0.07) Ω (0.1 %) (11± 6) Ω (0.4 %) (30± 15) Ω (1.1 %)
SO2 (0.5± 0.3) Ω (0.1 %) (30± 7) Ω (0.9 %) (4± 1) Ω (0.7 %)
NO2 (1.0± 0.1) Ω (0.2 %) (5± 2) Ω (0.3 %) (4.0± 0.7) Ω (0.6 %)
NO (1.0± 0.5) Ω (0.2 %) (1.0± 0.1) Ω (0.2 %) (2.0± 0.1) Ω (0.5 %)
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Table A.4: Values for equivalent circuit elements for n-type PSi sensors in dry condi-
tions and in the presence of various organic solvents.
Sensor Environment RS/Ω C/F P R1/Ω
PSi dry 1× 10−7 1.46× 10−8 0.8345 52182
acetone 1× 10−7 5.54× 10−8 0.7722 32075
dry 1× 10−7 1.00× 10−8 0.8116 61000
water 1× 10−7 2.11× 10−8 0.7762 47000
dry 1× 10−7 1.97× 10−8 0.8108 35722
methanol 1× 10−7 2.17× 10−8 0.8367 18305
dry 1× 10−7 6.70× 10−9 0.8302 25325
ethanol 1× 10−7 2.50× 10−8 0.8199 14502
dry 1× 10−7 1.35× 10−8 0.8377 31401
isopropanol 1× 10−7 2.11× 10−8 0.8209 15215
dry 1× 10−7 9.13× 10−8 0.8500 24680
chloroform 1× 10−7 1.49× 10−8 0.8215 31981
dry 1× 10−7 1.46× 10−8 0.8345 52182
toluene 1× 10−7 1.16× 10−8 0.8492 35473
dry 1× 10−7 1.15× 10−8 0.8302 17554
isoprene 1× 10−7 1.83× 10−8 0.8043 22325
PSi/AuxO dry 1× 10−7 1.85× 10−8 0.8171 54597
ethanol 1× 10−7 2.19× 10−8 0.8218 20857
dry 1× 10−7 1.94× 10−8 0.8039 49888
chloroform 1× 10−7 1.97× 10−8 0.8038 63472
dry 1× 10−7 1.94× 10−8 0.8039 49888
toluene 1× 10−7 1.79× 10−8 0.8102 53328
PSi/SnOx dry 1× 10−7 5.18× 10−9 0.9220 75352
ethanol 1× 10−7 1.76× 10−8 0.8680 29157
dry 1× 10−7 6.11× 10−9 0.8637 76477
chloroform 1× 10−7 5.29× 10−9 0.8525 90314
dry 1× 10−7 6.66× 10−9 0.8610 59546




Figure B.1: SnOx decorated p-type PSi sensor response to (500± 50) ppm toluene
over the range denoted by the red box and (20.98± 0.51) ppm H2S over the range
denoted by the aqua box. A signal from toluene is barely visible. Reprinted from
Sensors and Actuators, B, 212, Baker C., Laminack W., and Gole J.L., Sensitive and
selective detection of H2S and application in the presence of toluene, benzene, and
xylene, 28-34, Copyright 2015, with permission from Elsevier.
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Figure B.2: Comparison of relative response as the xylene concentration is calculated
to be (200± 20) ppm over the range denoted by the red box and the H2S concentration
is (20.98± 0.51) ppm over the range denoted by the aqua box for an SnOx decorated
p-type PSi sensor.
Figure B.3: P-type, AuxO decorated, PSi sensor response to (500± 50) ppm toluene
over the range denoted by the red dashed boxes and 16 · 85 (41)ppm SO2 over the
range denoted by the aqua dashed boxes. The first minimum corresponds to SO2
with toluene while the second minimum generated over a much shorter time scale
corresponds to SO2 alone. These minima are very similar and correspond to a con-
ductance increase of (10± 2) Ω for the etch conditions used in this experiment.
219
Figure B.4: P-type, SnOx decorated, PSi sensor response to > 20 000 ppm benzene
over the range denoted by the red dashed boxes and (16.85± 0.41) ppm SO2 over the





Figure B.5: (a) TiO2 decorated p-type PSi sensor and (b) untreated p-type PSi sensor
response to > 20 000 ppm benzene over the range denoted by the red dashed boxes
and (27.78± 0.68) ppm NO (first zone with 280 sccm N2 with the aromatics) and
(38.46± 0.94) ppm (second zone with 200 sccm without the aromatics) over the range
denoted by the aqua dashed boxes.
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Figure B.6: SnOx decorated p-type PSi sensor response to > 20 000 ppm benzene over
the range denoted by the red dashed boxes and (2.85± 0.07) ppm NO (first zone with
280 sccm N2 with the aromatics) and (3.98± 0.10) ppm (second zone with 200 sccm
without the aromatics) over the range denoted by the aqua dashed boxes.
Figure B.7: P-type PSi sensor response to (200± 20) ppm xylene over the range
denoted by the red dashed boxes and (27.78± 0.68) ppm NO (first zone with 280 sccm
N2 with the aromatics) and (38.46± 0.94) ppm (second zone with 200 sccm without
the aromatics) over the range denoted by the aqua dashed boxes.
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Figure B.8: P-type, untreated PSi sensor response to> 20 000 ppm benzene over the
range denoted by the red dashed boxes and (27.78± 0.68) ppm NO2 (first zone with
280 sccm N2 with the aromatics) and (38.46± 0.94) ppm (second zone with 200 sccm
without the aromatics) over the range denoted by the aqua dashed boxes. The first
dominant minimum corresponds to NO2 with benzene while the second minimum,
generated over a much shorter time scale, corresponds to NO2 alone.
Figure B.9: P-type, NiO decorated PSi sensor response to (200± 20) ppm over the
range denoted by the red dashed boxes and (27.78± 0.68) ppm NO2 (first zone with
280 sccm N2 with the aromatics) and (38.46± 0.94) ppm (second zone with 200 sccm
without the aromatics) over the range denoted by the aqua dashed boxes.
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Figure B.10: Response to NO of an Mg2+ decorated p-type PSi interface before (solid
blue) and after (green) treatment of the surface for 15 s with a 0.03 M solution. The
boxes (black dashed) denote the analyte concentration from 1 ppm to 10 ppm over
the time of analyte gas exposure to the sensors.
Figure B.11: Response to NO of an Mg2+ decorated p-type PSi interface before (solid
blue) and after (green) treatment of the surface for 15 s with a 0.05 M solution. The
boxes (black dashed) denote the analyte concentration from 1 ppm to 10 ppm over
the time of analyte gas exposure to the sensors.
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Figure B.12: Response to NH3 of an Ca
2+ decorated p-type PSi interface before (solid
blue) and after (green) treatment of the surface for 15 s with a 0.02 M solution. The
boxes (black dashed) denote the analyte concentration from 2 ppm to 20 ppm over
the time of analyte gas exposure to the sensors.
Figure B.13: Response to NO of an Ca2+ decorated p-type PSi interface before (solid
blue) and after (green) treatment of the surface for 15 s with a 0.02 M solution. The
boxes (black dashed) denote the analyte concentration from 1 ppm to 10 ppm over




Figure B.14: Response to (a) NH3 and (b) NO of a Ca
2+ decorated p-type PSi
interface before (solid blue) and after (green) treatment of the surface for 15 s with
a 0.04 M solution. The boxes (black dashed) denote the analyte concentration from
(a) 2 ppm to 20 ppm (NH3) or (b) 1 ppm to 10 ppm (NO) over the time of analyte gas
exposure to the sensors.
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Figure B.15: Response to NO of an Ba2+ decorated p-type PSi interface before (solid
blue) and after (all other colors) treatment of the surface for 15 s with a 0.03 M
solution. Each subsequent run was collected over a series of days. The boxes (black
dashed) denote the analyte concentration from 1 ppm to 10 ppm over the time of




Figure B.16: Response to (a) NH3 and (b) NO of a Ba
2+ decorated p-type PSi
interface before (solid blue) and after (green) treatment of the surface for 15 s with
a 0.04 M solution. The boxes (black dashed) denote the analyte concentration from
(a) 2 ppm to 20 ppm (NH3) or (b) 1 ppm to 10 ppm (NO) over the time of analyte gas




Figure B.17: Response to (a) NH3 and (b) NO of a Ba
2+ decorated p-type PSi
interface before (solid blue) and after (green) treatment of the surface for 15 s with
a 0.05 M solution. The boxes (black dashed) denote the analyte concentration from
(a) 2 ppm to 20 ppm (NH3) or (b) 1 ppm to 10 ppm (NO) over the time of analyte gas
exposure to the sensors.
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APPENDIX C
ACTIVITY OF TITANIA AND ZEOLITE SAMPLES
DOSED WITH TRIETHYLAMINE
This work is the result of the collaborative efforts of Caitlin Baker, James L. Gole,
Jonathan Brauer, Samuel Graham, Jianzhi Hu, Jeff. Kenvin, Andrew D. D’Amico,
and Mark G. White.
C.1 Introduction
Recently, we discussed the catalytic activity of nitrogen and metal ion doped titania,
comparing the activity of nanotitania to a commercial catalyst [43, 98]. The goal of
these studies was to convert Lewis acid sites to basic sites employing a relatively simple
nitration process at the nanoscale [30, 43, 98, 151]. Titanium oxide nanocolloids were
treated with alkyl amines, such as triethylamine (TEA) in solution. It was apparent
that nitrogen species were added to the colloid before the system was converted to its
oxide. We show here our attempts to extend this approach to treating already formed
oxides to determine if this technique will be effective with a similar TEA-treatment
for Y zeolites.
Zeolites represent low-density, aluminosilicates and play an important role in a
variety of petrochemical processes where they are used as molecular sieves, selective
adsorbents, and catalysts [12, 40, 71, 79, 191, 276]. Zeolites are known to play an
important role in petroleum refining and chemicals production [53]. The singular
properties of zeolites are closely correlated to their physical structure, which consists
of fully, corner-connected (Al,Si)O4 tetrahedra as well as surface-based octahedral
sites and results from their ability to form cavities and channels of various sizes.
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These are usually occupied by charge-balancing cations, which can include H+, Na+,
and Fe2+, as well as solvent molecules.
For active molecular sieves and catalytic surfaces, there has been considerable
interest in the design and synthesis of extra-large zeolite pores [61] and in the for-
mation of basic sites in the normally acidic zeolite lattice (for example, tetrahedral
AlO4-sites, which bind a proton for charge neutrality) [276]. In complement to the
generation of high pore volumes, it is desirable to demonstrate that the rigidity of
the complex zeolite structure can be altered, perturbing but not destroying its in-
trinsic character. The modification of the properties of zeolites has been done using
a variety of methods [183, 276]. In particular, amine-treatment of zeolites has been
used in an effort to enhance the CO2 storage capacity of zeolites [243]. An important
modification of a typical zeolite, such as zeolite Y, with acidic catalytic sites would
result if these sites can be converted to basic sites capable of binding and converting a
reactant at the activating site [53]. It has been suggested that these basic sites could
be nitrogen-based [61,69].
Early attempts to produce basic sites in zeolites included the ion exchange of
group IA and IIA cations. Here, the goal was to replace the Na ions normally used
to balance the framework negative charge with ions of increasing electro-positivity so
as to realize the benefits of these strong Brønsted bases [183]. Zeolites have also been
decorated with strong Lewis bases as an alternate approach to create basic sites. For
example, zeolite beta was dosed with ammonia at 300 ◦C in an attempt to develop
basicity in this zeolite by developing a nitride surface species [243]. Aluminosilicates
and aluminophosphates have also been treated with ammonia at higher temperatures
to develop surface basicity [69]. Organic bases have been grafted to zeolites in another
attempt to confer basicity to acidic zeolites [52]. Alkyl amines have been used to
develop surface species onto silicon [288], and titania [283,289]. We demonstrate here
our attempts to change the properties of a titania nanocolloid and a crystalline, zeolite
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Y, using a treatment with triethylamine, completed at a temperature slightly elevated
from room temperature. In particular, we compare and contrast the effectiveness of
the TEA treatment to alter the properties of a loosely-assembled nanosized colloid of
titania with the properties of a fully-crystallized, rigid, zeolite Y.
C.2 Experimental
C.2.1 Catalyst Preparation
TiO2 nanocolloids were formed by hydrolysis of Ti(IV) tetraisopropoxide. 250 ml of
doubly ionized water and 80 ml of acetic acid were combined in a 1 l flask as the mix-
ture was cooled to 0 ◦C in an ice bath under vigorous stirring. Ten mL of 2-propanol
followed by 3.7 ml of Ti[OCH(CH3)2]4 were added to a dropping funnel fixed to the
flask as this solution was added slowly and drop-wise, under a dry nitrogen atmo-
sphere, again with vigorous stirring. Continued stirring of the initial mixture for 24 h
produces a clear colloidal solution. This clear solution can also be maintained under
refrigeration for several months. For the present experiments, the nanocolloid ranged
in size from 5 nm to 20 nm [98]. The highly porous TiO2 nanocolloid was treated di-
rectly using triethylamine (TEA) in order to form TiO2-xNx [43,98]. The reaction was
found to take place readily and appeared complete within several seconds accompa-
nied by heat release and the formation of a yellowish, partially opaque, mixture. XPS
studies indicate the presence of 4 % to 8 % nitrogen in the nitridated samples, not
only at the surface but also incorporated into several monolayers of the nano-particle
agglomerates.
The inordinately-high heat release of the triethylamine reaction with the titania
nanocolloid prompted us to characterized further this event by estimating the en-
thalpy of the reaction, ∆ĤTEA/titania, in the small, 2 ml bottle depicted in Figure C.1.
A thermocouple system was attached to the bottle under black electrical tape and the
temperature rise as a function of reaction time was recorded. A prescribed quantity
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of TiO2 nanocolloid, aqueous solution (0.0933 g titania and balance water to give a
total mass of 0.204 g) was mixed with TEA (1.58 g). The maximum temperature rise
was 16 ◦C for the reactants and bottle. The temperature rise could be related to the
enthalpy of reaction/mixing assuming that the system was adiabatic and that average
values of the heat capacities could be used to estimate the enthalpy change for the
reagents and the glass container. In addition, we included the heat of mixing of TEA
with water [33, 112,193], ∆Ĥ0mixing = −287 cal/mol mixture, given by,
−∆ĤTEA/titania = (∆Ĥ0mixing + [mwater∆Hwater +mtitania∆Htitania
+mTEA∆HTEA +mglass∆Hglass])/moles titania, (C.1)
where, mi, is the mass of species i, and ∆Hi is the enthalpy per unit mass of species
i. Because the titania nanocolloid samples contain a residual amount of acetic acid,
a control experiment was conducted to assess the activity and heat release from
the interaction of acetic acid and triethylamine (TEA). In an identical container to
that shown in Figure C.1, acetic acid was diluted 1:1 with distilled water and this
mixture was tested in the same manner as the nanocolloid/TEA mixture. Although
the interaction of the acetic acid and TEA, as expected, leads to heat release, the
corresponding temperature rise was less than 2 ◦C, demonstrating that the observed
heat release can be attributed mainly to the nanocolloid/TEA interaction.
As a control experiment to the TEA-treatment of the titania nanocolloid, we used
zeolites as sources of a microcrystalline, right metal oxide: the ammonium form of the
zeolite, NH4Y, and the proton form of the zeolite, HY, both having a silica/alumina
ratio of 5.2. These materials were obtained from Zeolyst Products with the com-
mercial designations of CBV 500 and CBV 600, respectively. The total aluminum
ion concentration in these samples was estimated to be 4.83 mmol/g zeolite, from a
consideration of the silica/alumina ratio provided by the vendor. Two methods were
used to contact the NH4Y and HY zeolites with the triethylamine (TEA). By method
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Figure C.1: 2 ml bottle used to evaluate heat rise for the TiO2-TEA reaction. The
major portion of TiO2-xNx is visible in the bottom of the container.
A, 5 g of zeolite was stirred in a 5 cm3 triethylamine solution, which corresponds to
35.9 mmol of triethylamine, at 48 ◦C for 45 min and dried at 73 ◦C. By method B,
the zeolite was contacted with TEA at 48 ◦C for 30 min in an open container with
stirring, followed by heating at 73 ◦C in a closed container for 30 min, and then cooled
to 48 ◦C in an open container with subsequent drying at 48 ◦C. We speculate that the
heating at 73 ◦C in a closed container will develop a higher vapor pressure of TEA in
the system and thus produce a higher loading of TEA on the zeolite. Treated samples
were labeled NH4YN and HYN followed by A or B to distinguish between treatment
methods. No significant heat release was observed by either treatment method. A
second control sample was established by heating a NH4Y zeolite at 400
◦C for 12 h
to convert it to the acidic form, labeled H-400 ◦C.
C.2.2 Surface Area
The specific surface areas were obtained using the nitrogen vapor adsorption technique
at 77 K. Data were recorded on the ASAP 2420, ASAP 2020 Accelerated Surface
Area and Porosimetry Systems, and the 3FLEX Surface Characterization Analyzer
at Micromeritics Instruments, Corporation (Norcross, GA). Samples were prepared at
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temperatures ranging from 50 ◦C to 400 ◦C on the ASAP 2420. Most samples achieved
a maximum surface area with an optimal preparation temperature of 300 ◦C. Prior to
testing, the samples were pretreated in two preparation stages. The samples were first
degassed on a SmartPrep 065 at 250 ◦C under nitrogen flow for 1 h. The second stage
of preparation was performed on the ASAP 2420 where the samples were degassed
under vacuum at 300 ◦C, the optimal preparation temperature, for 4 h.
C.2.3 Temperature Programmed Desorption, TPD, and Methanol Tem-
perature Programmed Surface Reaction, TPSR
Methanol and CO2 absorption isotherms over the zeolite were collected at 50
◦C after
pretreatment at 90 ◦C and 600 ◦C (TPSR) for methanol and 90 ◦C and 475 ◦C for
CO2. Methanol is a probe reaction that characterizes the samples for acidity and
basicity from a consideration of the products generated over each sample, vide infra.
Chemisorption of CO2 to these same samples was used to confirm the basicity of the
samples.
Several HY-Zeolite samples treated with TEA and untreated were subjected to
temperature programmed desorption (TPD) under a He purge gas at a program-
ming rate of 10 ◦C min−1 in a Micromeritics AutoChem II 2920 analyzer. The des-
orbed/evolved species were identified by an MKS Cirrus 2 Quadrupole mass spec-
trometer. This technique was used to describe the fate of the TEA species on the
zeolite over the temperature range of 100 ◦C to 400 ◦C.
In a separate set of tests, the TEA-treated, Y-zeolite was saturated with MeOH
before the TPD test was initiated. The motivation for this test was to determine
what reaction sites remained on the surface, if any, after the TEA-treatment. If the
MeOH does react, the reaction can be used to characterize the types of surface sites
present on the surface (acid, base, or redox) from a consideration of the products
observed. Acid sites give the product dimethyl ether, and base sites catalyze the
reaction to form CO + CO2 [33, 112, 193]. Under some conditions, redox sites also
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give the products CO + CO2 and formaldehyde. The samples were saturated with
MeOH vapors, generated by doses of MeOH at 35 ◦C after which the temperature
programmed surface reaction (TPSR) initiated by heating from 100 ◦C to 400 ◦C at
10 ◦C min−1. The evolved gases were detected by mass spectrometry on an MKS
Cirrus 2 Quadrupole mass spectrometer. The component signals were calculated
using mass fragment signals m/z = 15, 16, 17, 18, 26, 27, 28, 29, 30, 31, 44, 45
and 86. The relative intensities of the components were obtained using NIST data
(http://webbook.nist.gov/chemistry/).
C.2.4 XPS Characterization
The XPS experiments on the NH4Y and NH4YN zeolites were carried out on a Kratos
Axis 165 using a monochromatic Al K-alpha x-ray source at a pass energy of 80 eV.
The base pressure was 2× 10−8 Torr and all scans were charge-neutralized.
C.2.5 Raman Spectroscopy
Samples were examined by Raman spectroscopy to determine the effect of the triethy-
lamine molecules upon contacting the NH4Y zeolite. Raman spectroscopy measure-
ments, using a Horiba JobinYvon HR 800 system, were completed in the backscattered
configuration with a 532 nm diode laser with a 2400 l/mm grating and LN2 cooled,
backside illuminated, Symphony detector. A 50X microscope objective was used to
illuminate and collect the Raman signal. Integration times were 60 s. To reduce the
fluorescence background in some samples, photo-bleaching was performed for 4 min
prior to collecting the Raman data.
C.2.6 Solid State, MAS-NMR
High resolution 27Al MAS-NMR testing on the NH4Y and NH4YN zeolites was com-
pleted at the Pacific Northwest National Laboratories/Environmental Molecular Sci-
ences Laboratory (PNNL/EMSL) to determine how the amine treatment changed
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the Al environment, if at all. The NMR experiments were completed in the William
R. Wiley Environmental Molecular Sciences Laboratory at the Pacific Northwest Na-
tional Laboratory using the 900 MHz NMR spectrometer, which features a medium-
bore (63 mm) 21.1 Tesla Oxford magnet and a 4-channel Varian NMRS console. High-
resolution 27Al MAS NMR spectra were obtained for both the NH4Y and TEA-treated
NH4Y zeolites. An additional study was also performed to describe the higher-order,
quadrupole couplings involving the aluminum sites and the resulting spinning side
bands. In addition, the NMR was recorded for a NaY and an Alumina-blank control
samples.
C.2.7 XRD analysis
Powder, XRD spectra of the NH4Y and NH4YN zeolites were recorded on a Panalyt-
ical X’-pert Pro MPD diffractometer using the Cu Kα1 (λ = 1.54 Å) line with a Ge,
single crystal, monochromator.
C.2.8 FTIR Spectroscopy
Mid-infrared, transmission spectra (4000 cm−1 to 370 cm−1) of the HY and HYN-A
zeolites were obtained using a VERTEX 80v Fourier Transform Infrared Spectrometer
with the OPUS 6.5 software. The samples were mixed with potassium bromide and
subsequently this zeolite/KBr mixture was crushed in a marble, mortar and pestle.
The resulting fine powder mixture was then pressed into a translucent pellet using




The initial preparation of the catalyst in the small 2 ml tubes was conducted concur-
rent with the measurement of the temperature rise attending this catalyst preparation.
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The gross heating effect, that gave rise to the 16 ◦C increase in temperature of the
mixture, was estimated to be no higher than 21.4 cal to give a value of 984 cal/mol
mixture. We may begin to interpret these data by recognizing that this exothermic
heat effect cannot be attributed to physisorption since almost all such events are
endothermic.
So as to interpret these data further, we hypothesize that this exothermic event
must be related only to those mechanisms that give rise to exotherms, such as, heats of
mixing of reagents, chemisorption at surfaces, and exothermic chemical reactions. The
heat of mixing of water with TEA was 287 cal/mol of mixture for a system showing
72 mol% TEA [270]. In the present case, the mixture is 72 mol% TEA, so the observed
exotherm effect, 984 cal/mol mixture, is about three times the literature value for the
heat of mixing of water in TEA. Thus, we must include the value, 287 cal/mol into
the Equation C.1 so as to account for the heat of mixing of TEA with water. By
doing so, we estimate the enthalpy of combining the TEA mixture with the titania
sol-gel is −12.99 kcal/mol of titania in the mixture since titania is the limiting reagent
(or catalyst) in this system. We reasoned that the titania was the limiting reagent in
this mixing from a consideration of its molar content versus the liquid TEA (1.2 mmol
titania versus 15.6 mmol TEA) and considering that only a fraction of the solid TEA
was exposed to the TEA (surface area of TEA was (159± 3) m2/g).
One might compare this observed figure to the heat effect for the catalytic decom-
position of TEA over the titania catalyst according to the following stoichiometric
equation where A is a Lewis acid site:
TEA + 3 A −→ NH3 + 3 CH2−CH2 + 3 A (C.2)
If this reaction does occur during the mixing of the sample with TEA, one can es-
timate the heat effect by using the standard heats of formation at 298 K, to calcu-
late this enthalpy of reaction to be −13.8 kcal/mol TEA. From the stoichiometry of
this reaction, one TEA surface reaction requires 3 Ti surface atoms, and the unit
238
cell of anatase exposes 2 Ti ions per surface face. The unit cell shows constants of
a = 0.378 45 nm and c = 0.951 43 nm from which we can determine the Ti ion surface
density of 5.55× 1018 Ti atoms/m2. For a sample having 159 m2/g of catalyst, we
estimate the total Ti atom site density per mole of catalyst to be:
(





= 0.11 mol exposed Ti atoms/mol titania (C.3)
We estimate the heat effect for the TEA decomposition reaction is 1.61 kcal/mol
titania using a Lewis acid site density of 0.11 mol Lewis acid site/mol titania assuming
that the Lewis acid sites do not turnover. It is assumed that the TEA decomposition
reaction is proceeding at the reaction temperature of room temperature plus 16 ◦C,
for this liquid phase reaction. The gas phase reaction requires a temperature in excess
of 300 ◦C for the very acidic HZSM-5 catalyst (vide infra); whereupon the products
ethylene and ammonia desorb at temperatures > 300 ◦C. It is also assumed that the
ammonia product does not leave the titania reaction sites at this low temperature,
thus, only one turnover or less will be observed. This calculated heat effect for the
catalytic decomposition of TEA is much too low to explain the measured heat effect
of −12.99 kcal/mol of titania. We conclude that some other stoichiometric reaction(s)
are occurring that produce the bulk of the heat effect that we report here.
One possible interpretation of these calorimetric data involves reaction of the
TEA with the titania nanocolloid to produce a titanium oxide containing a N atom
for which the nitrogen could be furnished from the chemisorbed TEA. The control
experiment for the mixing of acetic acid and TEA showed an exothermic heat effect
that produced a temperature rise of ∼1 ◦C. Thus, we rule out this homogenerous
acid/base between acetic acid and TEA as contributing much to the observed heat
effect. Having ruled out several possible explanations, we conclude that TEA reacts
with the titania nanocolloid to produce a N-containing solid product. In contrast to
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this large exothermic heat effect observed when TEA was mixed with Ti nanocolloid,
very little, if any heat effect was observed when mixing TEA with the Y-zeolite in
aqueous solution. Given that the TEA/zeolite mixing produced very little heat, we
conjecture that the TEA is not causing much change in the structure of the rigid
zeolite.
C.3.2 Surface Area Testing
The BET surface areas for the nanotitania and zeolite samples are recorded in Ta-
bles C.1 and C.2 for the pretreatment temperature of 300 ◦C. This temperature
resulted in the highest surface area for most of the zeolite samples but differed some-
what for titania and its oxynitride. The repeat titania sample and oxynitride sample
was a separate sample of the material drawn from the same batch of titania of tita-
nium oxynitrides. For both titania samples and its oxynitride, the variation in the
BET SA was 6 m2/g.
Table C.1: Summary of specific surface area of TiO2 and the TEA treated material






The TiO2 and its oxynitride have surprisingly high surface areas ((149± 3) m2/g
for the parent oxide and (190± 3) m2/g for the oxynitride) compared to DeGussa P25
(sim56 m2/g) [43,98]. This may result in large part because the titania nanocolloids
used in this experiment are formed using the sol-gel technique and as a result are more
porous than DeGussa P25 [43,98] . The zeolites used in this study show a considerably
larger surface area than do the titania samples; however, the TEA treatment results
in a decrease in the zeolite surface area of 30 % to 40 %. The ammonium form of
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Table C.2: Summary of specific surface area of NH4Y and HY zeolites and the TEA-








HYN-A; Z2/method A, TEA-treated CBV600, H form 502
HYN-B; Z3/method B, TEA-treated CBV600, H form 632
the zeolite Y (NH4Y) heated to 300 ◦C showed a surface area of 548 m2/g whereas
the same zeolite heated to 400 ◦C showed a surface area of 515 m2/g. The hydrogen
form (HY) showed a surface area of 714 m2/g. Two treatment methods were used to
introduce N into the NH4Y-zeolite: methods A and B. The zeolite treated by method
A showed a surface area of 299 m2/g. We made two separate batches of the CBV500
treated by Method B, denoted by NH4YN−B. The surface areas of those two samples
were 345 m2/g and 251 m2/g, which demonstrates the variability in the surface areas
of this method B from batch to batch. The HY-zeolite treated by methods A and B
(HYN-A and HYN-B) showed surface areas of 502 m2/g and 632 m2/g. The sample
treated by method A is speculated to show a lower loading of TEA when compared
to the sample prepared by method B. The unexpected response in surface areas with
increasing loadings of TEA could be a result of the displacement of water from the
samples.
The different response of the sample surface area upon treatment of the Ti nanocol-
loid and the Y-zeolite with TEA is somewhat surprising and this result combined with
the heat effect upon mixing TEA with the oxide demonstates the contrasting response
of the nanocolloid and the microcrystalline rigid zeolite for the TEA treatment. In-
creasing surface area of the Ti nanocolloid treated with TEA could be indicative of
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Figure C.2: Total and reversible methanol adsorption isotherms at 50 ◦C on amine-
treated zeolite after pretreatment at 90 ◦C and after TPSR (600 ◦C).
sample reconstruction with the development of a porous solid. On the other hand,
treatment of the zeolite samples with TEA resulted in lower surface areas, perhaps
the result of pore plugging with the generation of alumina and coke residue inside the
pore system of the samples.
C.3.3 Methanol and CO2 Adsorption Isotherms
Adsorption isotherms for methanol and CO2 are shown over the same pressure range
in Figure C.3 and Figure C.3, respectively. All isotherms were collected at 50 ◦C, after
pretreatment at the indicated temperatures. Methanol adsorption data were collected
before the TPSR (90 ◦C pretreatment) and after the TPSR (600 ◦C pretreatment),
and CO2 isotherms were collected after comparable pretreatment. The zeolite always
adsorbs more MeOH than CO2, some of which may be surface adsorption and some
of which may be pore filling. For MeOH, more irreversible adsorption is observed
after the higher temperature pretreatment, corresponding to adsorption on acid sites.
For CO2, more irreversible adsorption is observed at low temperature, perhaps due
to interaction with excess amine.
Figure C.4 shows the total quantity of adsorbed methanol (80 Torr) and CO2
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Figure C.3: Total and reversible CO2 adsorption isotherms at 50
◦C on amine-treated
zeolite after pretreatment at 90 ◦C and 475 ◦C, with increased adsorption observed.
(500 Torr) at 50 ◦C. While the quantity of adsorbed methanol is greater than the
amount of adsorbed CO2, Figure C.2 and Figure C.3, the increasing trends in total
(and reversible) quantities adsorbed were comparable. From 90 ◦C to 475 ◦C, the
quantity of irreversibly adsorbed methanol increases from 16 % to 41 % while the
quantity of irreversibly adsorbed CO2 decreased from 12 % to 2 %.
The contrasting behavior of CO2 and MeOH adsorption with increasing temper-
atures is consistent with a model where the untreated zeolite shows predominantly
acid sites with few basic sites. In addition, the TEA treatment preferentially covers
the acid sites, leaving the basic surface sites uncovered for titration by CO2.
C.3.4 TPD and Methanol TPSR
Alkyl amines are known to react with Brönsted acid sites in zeolites to produce NH3
and alkenes which can be observed by TPSR characterization. In order to investigate
the TEA interaction with the zeolite, temperature-programmed experiments were
performed under helium flow on the untreated zeolite and as received TEA-treated
zeolite by two different methods.
When methanol was adsorbed on the amine-treated zeolite before the TPSR,
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Figure C.4: Comparison of adsorption (total, reversible, and irreversible adsorption)
of methanol and CO2 on amine-treated zeolite at two different pretreatment temper-
atures, increasing adsorption with increasing temperature.
methanol desorbed unreacted with no indication of methanol reaction products (CO,
CO2, dimethyl ether, or formaldehyde), indicating the presence of only weak adsorp-
tion sites. When methanol was adsorbed after the first TPSR, unreacted (weakly
adsorbed) methanol desorbed along with dimethyl ether, the product of methanol
reaction with acid sites. This result indicates that the acid sites on the zeolite were
blocked by amine but became accessible after the TEA was removed by heating.
The TPD data of the two, TEA-treated (HYN-A and HYN-B) and untreated Y-
zeolite (HY) are shown in Figure C.5. Consider as a control sample, the untreated
Y-zeolite TPD (top panel-Z6) where only water was observed in the purge gas, eluting
at temperatures between 100 and 600 oC. Water was also observed to elute from the
two, TEA-treated samples, HYN-A and HYN-B, over the same temperature range
in these TPD spectra (middle panels-Z2 TPD and Z3 TPD). In comparison, the two
TEA-treated Y-zeolites show the desorption of weakly adsorbed TEA at temperatures
of 150-400oC, and the decomposition products of TEA to ethylene (300-500oC) and
ammonia at temperatures between 350-600oC. These results show that the TEA is
not removed from the samples by heating to temperatures lower than 150oC. The
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ethylene and ammonia products suggest that the Hoffman elimination is occurring
on the Brnsted sites where the TEA is reacting by a series reaction sequence as follows:
(CH3CH2)3N + H
+ −→ (CH3CH2)2NH + H
+ + CH2−CH2 (C.4)
(CH3CH2)2NH + H
+ −→ (CH3CH2)NH2 + H
+ + CH2−CH2 (C.5)
(CH3CH2)NH2 + H
+ −→ NH3 + H+ + CH2−CH2 (C.6)
This same reaction sequence was reported for the decomposition of TEA over
H-beta zeolite [29]. The diethyl amine (DEA), Equation C.4, and the ethyl amine
(EA) intermediate, Equation C.5, products react at different temperatures producing
the asymmetric peak containing the ethylene products. Since this decomposition is
catalyzed by Brønsted acid sites, the reactivity of the substrates is highest for the
tertiary amine, TEA, less reactive for the secondary amine, DEA, and least reactivity
for the primary amine, EA. Thus, we expect that some of the ethylene products will
elute at temperatures different from the products of ethyl amine by Equation C.6:
ammonia and ethylene. One might expect the ethylene and ammonia products of ethyl
amine decomposition to elute together since they are co-products of the final Hoffman
elimination reaction, Equation C.6, and this common elution temperature would be
observed if the system was in reaction-rate control. In the present case, the delay in
the elution of the ammonia vis-á-vis the ethylene strongly suggests that desorption of
the products is the rate controlling process. Ammonia is a much stronger base than
ethylene and thus it is expected that ethylene will desorb from the zeolite at a lower
temperature than ammonia. Moreover, the elution of the TEA at temperatures below
350 ◦C shows that the continuous film of weakly adsorbed TEA is removed leaving
behind isolated patches of H+TEA–. Thus, the selective decoration of TEA to the
Brønsted sites is one attribute of this preparation method for adding N to the zeolite
that distinguishes this method from those methods which develop a continuous film
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Figure C.5: TPD of untreated Y-zeolite (top), two, TEA-treated Y-zeolites (two
middle panels) and TPSR of MeOH over TEA-treated Y-zeolite (bottom panel).
Component signals were calculated from m/z = 15, 16, 17, 18, 26, 27, 28, 29, 30,
31, 44, 45, and 86. Relative intensity values were obtained from the NIST database
(webbook.nist.gov).
on the sample.
The TPD curves shown in Figure C.5 for ethylene and ammonia products were
integrated to estimate the relative areas under these curves. We suggest that the
relative areas of the ethylene/ammonia products are proportional to the relative molar
amounts of ethylene/ammonia. The areas of ethylene/ammonia were found to be in
the ratio of 3.1 and 3.13 for the two TEA-treated Y-zeolites. The Hoffmann reaction
shows a stoichiometry of 3 ethylene molecules per one ammonia molecule products.
We suggest that the values of 3.1 and 3.13 mol ethylene per mol ammonia cannot
be explained as evidence for incorporation of the N atoms into the samples, owing
246
to the small deviations of the observed values (3.1) from the expected values for no
N-incorporations, 3.
The MeOH TPSR experiment, Figure C.5 bottom panel (Z3 MeOH TPSR), shows
a TEA-treated Y zeolite, initially decorated with 150 µmol of MeOH per gram of solid.
(58.0± 0.1) mg of sample were used for all experiments in this figure so that the peaks
and signals are directly comparable. Samples were degassed for 2 h (1 h under high
vacuum and 1 h under helium flow) at 90 ◦C before experiments. The TEA decompo-
sition was observed for this sample over the same temperature ranges recorded for the
TEA-treated, Y zeolite samples, middle two panels. Under heating at 10 ◦C min−1,
most of the MeOH (red line) desorbs over the temperature range of 100 ◦C to 250 ◦C
without reacting before the strongly-adsorbed TEA is decomposed to ethylene and
ammonia. No significant amounts of DME were observed in this TEA-treated sample
suggesting that the amine treatment eliminated much of the strong surface acidity
of the parent zeolite. Small amounts of carbon monoxide and formaldehyde, blue
and green lines, were observed in the purge gas at catalyst temperatures of 300 ◦C to
450 ◦C. The appearance of these products of the MeOH reaction can be attributed
to base catalysis [33,112,193].
A control experiment, not shown, was completed where the catalyst was the H+Y
zeolite that had not been treated with TEA. All other conditions were the same as that
described for the MeOH TPSR of the TEA-treated zeolite. The DME selectivity for
this control sample was 88 % at a MeOH conversion of 65 % indicating the existence
of Bronsted acid sites in the sample; whereas, the selectivity to CO, CO2, H2C−O
(products of base catalysis) were 6 %, 1 %, and 5 %, respectively. The data of this
control experiment using the H+Y zeolite shows that even acid zeolites, not treated
with TEA, show small amounts of base sites. Zeolyst data of elemental analysis of
the H+Y zeolites shows small amounts of Na were present in these acid zeolites (vide
infra). Apparently not all of the Na ions can be removed from these samples.
247
C.3.5 Core Level XPS
XPS profiles for the nanotitania and nitridated nanotitania samples, prepared fol-
lowing the same procedure as those used in this study, have been discussed in de-
tail [43, 98]. The Ti2p region near 460 eV, the O1s region near 530 eV, and the N1s
region near 400 eV were studied. The nitrogen signal is consistent with the formation
of NO sites in the titanium lattice [43,98]. The Ti2p binding energy for the nanocol-
loids peaks is at 458.8 eV (versus DeGussa P25 at 459.5 eV). The nitridated titania
nanocolloids show peaks at 458.6 eV, a shift of only 0.2 eV. The O1s peak for the
nanocolloids shows a value of 530.4 eV, shifting to an asymetric peak; whereas the
nitridated titania shows a value of 530.0 eV, a shift of 0.4 eV.
Table C.3 and Figure C.6 show the Al2p and Al2s, core level, XPS binding energies
in eV for the untreated and TEA-treated NH4Y zeolite. Depicted in Figure C.6 and
also included in Table C.3 are the corresponding XPS binding energies for Si2p and
Si2s in the same sample. These data demonstrate the large core level XPS Al2p and 2s
and Si2p and 2s shifts which correspond to a decreasing electron binding energy of the
order of 1 eV to 2 eV (the Al and Si are becoming less positive as they accept electron
density) with increasing degree of TEA-loading. These values represent the largest
XPS core binding energy changes that we have observed at the nanometer length
scale [43,98]. These results are consistent with a significant nitrogen interaction with
surface sites of the zeolite.
The corresponding O1s electron binding energies shift to lower binding energies
which are smaller in values than the BE shifts observed in the cations, but also
significant, being on the order of 0.4 eV to 0.65 eV with increased TEA loading for
the conditions under which the spectra were generated.
The results for aluminum and silicon are consistent with the accompanying shift
in the N1s binding energy. The N1s BE reported for the untreated zeolite, 401.5 eV,




Figure C.6: (a) Al2p XPS spectra for Y5.2 faujasite and the TEA-treated faujasites,
(b) Al2s XPS spectra. The binding energy shifts to considerably lower values on
treatment with TEA. (c) Si2p XPS spectra for Y5.2 faujasite and the TEA-treated
faujasites, (d) Si2s XPS spectra. The binding energy shifts to considerably lower
values on TEA-treatments.
249
shifted up by almost 1.8 eV from that of neutral ammonia (398.8 eV) [190], is char-
acteristic of an electron-deficient N as a result of the protonation of ammonia by
an acidic proton. The shift results because the N1s binding energy is higher when
the oxidation state of the nitrogen is more positive. This trend in shift vs. binding
energy can be illustrated from a consideration of the XPS core binding energies in
NaNO3(408 eV) [268], in NO2 (404.5 eV) [223] and in NO (400 eV to 401.5 eV) [57]
compared to 398.8 eV in NH3.
Now consider the N1s BEs for the NH4Y zeolite decorated with TEA by methods
A and B, where the values are 400.95 eV and 400.61 eV, respectively (Table C.3).
These BEs reflect electrons leaving from protonated ammonia and protonated TEA.
These values are to be compared to the N1s BEs of neutral triethylamine, which is
399 eV to 399.5 eV [190]. The N1s BE shows a systematic decrease in value, 401.59 eV
to 400.95 eV to 400.61 eV, which is consistent with the sample becoming enriched in
TEA, vide supra. These data show that the amine N experiences a shift of 1.1 eV to
1.5 eV to higher BEs upon contacting the surface of the zeolite. This shift to higher
BEs is consistent with a loss of electron density from the amine N to the zeolite.
We may speculate that this electron density is transferred to the zeolite O anions
through H atoms residing on silanols, aluminols, and the on the O bridges between
the framework Al and Si cations. This transfer of electron density to the oxygen
atoms is confirmed by the negative shifts in binding energies observed in the O1s of
0.4 eV to 0.6 eV, Table C.3.
Table C.3: XPS Binding Energies (eV) of NH4Y zeolite treated with TEA by Methods
A and B.
Sample Al2s Al2p Si2s Si2p N 1s O1s
NH4Y 120.68 75.99 154.33 103.7 401.59 531.25
NH4YN−A 119.59 74.88 153.5 102.73 400.95 530.84
NH4YN−B 118.63 73.77 152.68 101.73 400.61 530.58
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C.3.6 Raman Spectroscopy
Raman Spectroscopy was performed to show the effect of heating to remove the
ammonium ion from the NH4Y zeolite (Figures C.7a and C.7b) and also the effect
of amine treatment on the NH4Y zeolite (Figures C.7c and C.7d). The background
fluorescence has been subtracted from the NH4YN−B spectrum. The Raman signals
assigned to the TEA-containing species in the samples are marked with the letter N.
The Raman spectra of the zeolite materials are distinguished by two major fea-
tures: (1) a strong background fluorescence, which is suppressed in Figure C.7d, and
(2) a notable narrowing of the Raman spectral features upon increased loading of
TEA. The Raman spectra of Figures C.7c and C.7d suggest nitrogen incorporation
upon treatment with triethylamine as well as indicating the formation of additional
nitrogen-based sites (marked with a capital N in the figure).
The vibrational features of the zeolites have several common features [12, 53, 79,
276]. The modes between 700 cm−1 and 1100 cm−1 are primarily assigned to symmet-
ric and asymmetric Z−O−Z (Z = Al or Si) stretching vibrations. The intense mode
near 500 cm−1 is attributed to the motion of the oxygen atom in the plane perpendicu-
lar to the Z−O−Z bond. This mode is slightly red-shifted for the NH4YN−B relative
to the untreated zeolites and splits into two peaks at 490 cm−1 and 510 cm−1. Below
550 cm−1, the bands are assigned to bending and rotational modes [12,53,79,276].
We observe at least four new features in the spectra for the TEA-treated zeolites,
which grow with increased amounts of TEA (vide supra). The loadings of TEA
in these samples were not determined quantitatively; however, the procedure for
preparing sample B is speculated to produce a higher loading of the amine than the
procedure A. The sharp bands at ∼410 cm−1, 750 cm−1, 1150 cm−1 and 1460 cm−1
are likely associated with the bonding of a nitrogen-based species. See Table C.4
for a comparison of these data with the Raman data obtained from the literature




Figure C.7: Raman Spectroscopy of Faujasite Samples: (a) Raman spectrum for un-
treated Y5.2 ammonium-based faujasite superimposed on background fluorescence,
(b) Raman spectrum for Y5.2 faujasite treated at 400 ◦C (sample 1) for 12 h to convert
to an acidic faujasite whose Raman features are superimposed on the background fluo-
rescence, (c) Raman spectrum for TEA-treated faujasite (sample 2, NH4Y+TEA(A))
superimposed on the background fluorescence, (d) Raman spectrum for TEA-treated
faujasite (sample 3, NH4Y+TEA(B)) with background fluorescence removed.
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Table C.4: Comparison of RAMAN spectra peaks (cm-1) of triethylamine liquid and
TEA-treated NH4Y zeolite.
% Absorbance TEA Liquid NH4YN−A NH4YN−B
96 2937
62 2876
46 1457 1450 1450
12 1295
24 1096 1150 1150
29 1071 1070 1070
11 1022 1010 1010
13 1002
16 923
12 906 900 900
22 789 750 750
20 442 410 410
peaks at 1457 cm−1, 1096 cm−1 and 1071 cm−1 and weaker peaks at the following
wavenumbers: 1022 cm−1, 1002 cm−1, 923 cm−1, 906 cm−1, 789 cm−1 and 442 cm−1.
One of the observed peaks can be assigned to TEA Raman spectrum (1460 cm−1)
while the others cannot (1150 cm−1, 750 cm−1 and 410 cm−1). Peaks observed at
1070 cm−1 and 900 cm−1 for the untreated zeolite and the TEA liquid overlap. IR
data of the TEA-treated zeolite show a correspondence of that spectrum with the
spectrum of protonated TEA (vide supra). Therefore, we might expect that some
of the peaks observed in the Raman spectrum might be different from the Raman
spectrum of liquid TEA.
The observed narrowing of the Raman spectra (Figures C.7c and C.7d) upon treat-
ment of the NH4Y with triethylamine, while at first surprising, can be attributed to
the formation of faujasite cage sites, which are much less confined. In other words, the
Raman spectra are consistent with a loosening of the TEA-treated faujasite struc-
ture relative to that of the initial faujasite. This loosening is consistent with the
complementary NMR characterization (vide infra).
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C.3.7 27Al MAS-NMR
The 27Al MAS-NMR results for the NH4Y and NH4YN zeolites (labeled as FAU
and N-FAU in the figure) are shown in Figure C.8a. Major peaks for both samples
were identified as the tetrahedrally-coordinated Al (Td) and octahedrally-coordinated
Al (Oh). The Td peak for both solids appeared in the same position (61.6 ppm)
whereas the Oh peak for the TEA-treated zeolite was shifted 2.8 ppm downfield of
the untreated zeolite (8.8 ppm versus 6.0 ppm). Another small peak was observed for
each sample (35.0 ppm and 31.4 ppm), which has been assigned to penta-coordinated
Al. The peak at 8.8 ppm and the downfield shoulder at 11.9 ppm may show that
the triethylamine is interacting with the Al ions in the extra-framework Al. There
does not seem to be much direct interaction with the framework Al ions (Td) as the
dashed line almost traces exactly the solid line (Figures C.8a and C.8b). These same
samples were compared to two control samples: a sodium-form Y zeolite, NaY, having
the same silica/alumina ratio (5.2), and an alumina sample (Figure C.8b). For the
NaY control sample, only the Td peak was observed at a chemical shift of 63.9 ppm.
Apparently, the effect of the H-form was to show a smaller chemical shift for Td Al.
The Oh and penta-coordinated peaks are absent from this sample, which suggests
that the formation of the acid form of the zeolite is attended with the extraction of
Al ions from the framework to form the Oh and penta-coordinated Al species. The
alumina shows only the Oh Al species at chemical shifts of −1 ppm, −9 ppm and
−12 ppm. These peaks at −9 ppm and −12 ppm are similar to those observed in all
zeolite samples.
The 900 MHz 27Al MAS/NMR spectrum depicted in Figure C.9 supports our
hypothesis to explain the Raman spectral narrowing on amine treatment. The par-
ent NH4Y zeolite sample displays spinning side bands, but the TEA-treated sample
has lost these features for both the surface-based octahedral (∼8.8 ppm) and frame-
work tetrahedral (∼61.6 ppm) sites, consistent with increased molecular motion. The
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(a) (b)
Figure C.8: High Resolution, 27Al MAS-NMR Testing of FAU and amine treated
FAU. (a) zeolite Y and TEA-treated zeolite Y; (b) NH4Y zeolite, NH4Y
+TEA zeolite,
sodium form NaY zeolite, alumina control sample (blank).
rolling baseline is due to the dead time associated with probe ring-down and receiver
recovery. The disappearance of the spinning side bands upon TEA treatment may
suggest increased framework, molecular motion.
While the 27Al line shape of the NH4YN is similar to that of the parent zeolite,
the tetrahedral peak is slightly broadened as the center of the octahedral peak shifts
to 8.8 ppm. This result indicates that the nitrogen-based species most likely reside
primarily on the surface of the zeolite. One interpretation of these results is that the
TEA primarily adsorbs on acid sites near the Al species. However, the loss of spinning
side bands for the tetrahedral site (Figure C.9) would also suggest a mode of nitrogen
incorporation that loosens the faujasite structure (vide supra). The higher resolution
spectra in Figures C.8a and C.8b suggest that we have observed an ∼2.5 ppm to
2.8 ppm change in the chemical shift from the zeolite 27Al NMR spectrum upon
TEA-treated, consistent with the conversion of AlOx bonding sites to AlOx-1N sites
(http://www.basechem.org/).
Using the higher resolution data, Figure C.8, we estimated the fraction of the
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Figure C.9: Lower resolution 900 MHz 27Al MAS-NMR spectrum.
aluminum ions residing the zeolite framework by taking a ratio of the area of the
tetrahedral peak, Td, to the area of the octahedral peak, Oh. This fraction was
0.74 for the treated and untreated zeolites. Accordingly, the framework Al density
in each sample is 0.74 × 4.83 mmol/g = 3.56 mmol/g zeolite. The amount of amine
added to the zeolite, 5 g, was 35.9 mmol amine or 7.18 mmol amine per gram zeolite,
which is about 2 times the framework Al ion density of 3.56 mmol/g zeolite. Thus,
the amount of TEA added is enough to titrate all of the framework acid sites in the
sample initially, if all of the TEA were adsorbed only to framework Al and Brönsted
acid sites. It must be remembered that the non-framework Al species can also interact
with the TEA. Thus the degree of saturation of the framework Al and protonic sites
depends upon the distribution of TEA between framework and non-framework Al.
C.3.8 Powder X-ray Diffraction Spectra
All of the P-XRD spectrum peaks for the NH4Y zeolite, shown in Figure C.10, could
be reconciled with those reflections present in authentic samples of Y zeolite . The
peaks in the TEA-treated zeolite spectrum were uniformly lower in intensity and
256
(a) (b)
Figure C.10: PXRD of (a) H+Y-faujasite and (b) TEA-treated Y-faujasite.
broader than the corresponding peaks in spectrum of the untreated zeolite. No other
peaks were present/absent between the spectra of the two samples. It could be
conjectured that the TEA treatment slightly perturbed the crystal structure of the
zeolite to form a less rigid crystalline structure than that of the untreated zeolite.
The 27Al MAS-NMR suggests this possibility since the areas under the Oh peaks in
each spectrum were the same, indicative of very little removal of Al oxide from the
sample.
It is instructive to compare these P-XRD results with the surface area/porosity
results obtained from the surface area studies. Decreased crystallinity of the zeolite
is consistent with loss of microporosity, resulting in lower specific surface area and
lower specific pore volume. Since these extra amounts of amorphous products were
not observed in the P-XRD, another technique, such as solid state MAS-NMR, was
used to confirm the identities of these phases, vide supra. Finally, one might consider
the smaller P-XRD peaks to be consistent with a lower symmetry in the crystal
structure or a somewhat looser structure indicated by the change in the spinning side
bands in the 27Al MAS-NMR spectrum (vide supra).
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Figure C.11: Transmittance IR of HY zeolite and TEA-treated HY+TEA(A) zeolite.
C.3.9 IR Spectroscopy
Figure C.11 illustrates the differences in the mid-IR transmittance spectrum of HY
zeolite and HYN-A. Table C.5 compares the assignment of the peaks in these two spec-
tra upon consideration of the IR spectra of TEA liquid and the TEA-hydrochloride
salt.
Peaks characteristic of the zeolite [102] appear in both spectra at the follow-
ing wavenumbers: 3670, 3650 (ν, O−H); 3440 (ν, O−H); 1640 (δ, O−H); 1200,
1180, 1080 (Si−O−Si). The vibrations below 1080 are characteristic of the zeolite
framework vibrations. Peaks at wavenumbers of 2988, 2952, 2774, 2686, and 2490
also appeared in the spectrum of the solid TEA−H+Cl– salt and could be assigned
to the ν, C−H (http://www.chemexper.com/cheminfo/servelt/org.dbcreator.Main).
One peak at 2734 cm−1 compared well with a vibration (ν, C−H) of liquid TEA
(SDBS of Organic Compounds). Peaks in the finger-print region could be attributed
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Table C.5: Wavenumbers (cm−1) for Peaks in % T for proton-form zeolite, HY, and
method A treated zeolite, HYN-A.
HY HYN-A Assignments
3650 3670 ν,O−H
3440 3444 ν, O−H and ν C−H, H+TEA–
2988 ν, C−H, H+TEA–
2952 ν, C−H, H+TEA–
2774 ν, C−H, H+TEA–
2734 ν, C−H, TEA
2686 ν, C−H+TEA–
2500 2500 not assigned
2490 ν, C−H+TEA–
1640 1641 δ, O−H
1476 δ, C−H+TEA–
1397 ω, C−H+TEA–
1200 1198 Si−O−Si and C−N, TEA(?)
1180 1169 Si−O−Si
1080 1068 Si−O−Si and ω, C−H+TEA–
800 730 Zeolite framework
600 611 Zeolite framework
520 515 Zeolite framework
460 459 Zeolite framework
400 400 Zeolite framework
to the C−H deformation and wagging motions of the protonated TEA: 1476 (δ,
C−H+TEA–), 1397(ω, C−H+TEA–), 1068 (ω, C−H+TEA–). One small vibration at
2500 cm−1 could not be assigned.
C.4 Discussion of Results
The TEA molecule can interact with the zeolite 1) by hydrogen-bonding with surface
silanols and aluminols, 2) by forming strong chemisorption bonds to the framework
protons and framework Al cations in the zeolite, and 3) by association with extra-
framework alumina. Evidence is reported for these types of interactions of TEA
with the surface of titania, which shows both acid and base sites [69]. The NMR
data show that about 75 % of the Al species are incorporated into the zeolite leaving
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about 25 % of the Al species as extra-framework alumina. From a consideration of
the 27Al MAS-NMR characterization of the zeolite and the silica to alumina ratio,
we estimate that the average loading of TEA corresponds to 2 TEA molecules per
framework Al ion which should be sufficient to insure coverage of at least one TEA
per Brönsted/Lewis site provided that none of the TEA is sequestered by the extra-
framework alumina. However, if some of the TEA migrate to the available extra-
framework Al sites, we may set an upper limit on this TEA migration assuming 1
TEA per 1 Al site. Beginning with a loading of 2 TEA per framework Al, the amount
of TEA available is 3/2 of the total Al available in the sample. The number of non-
framework Al per framework Al is 0.25/0.75 = 1/3. If all of the non-framwork Al were
available for TEA sorption, then the amount of TEA on non-fraemwrok Al would be
divided according to the relative amounts of Al, provided that TEA is attracted to
each site equally well. Thus, 3/4 of the total adsorbed TEA is adsorbed to framework
Al, making this stoichiometry of 2(3/4) TEA per framework Al and 2(1/4) TEA per
non-framwork Al. That is, assuming the most favorable case for TEA redistribution,
each framework Al will sequester 3 TEA molecules between two such sites; whereas,
the non-framework Al will bind 1 TEA between 2 non-framework Al sites. From this
simple calculation, we estimate that the loading of TEA at the framework Al sites to
be bonded between 1.5 and 2 TEA molecules per framework Al site.
The zeolite contains both Brönsted acid, B, and Lewis acid, L, sites. The B site is
a proton sited on an oxygen anion close to the Al cation and the L site is an Al cation
showing a coordination of three and one uncoordinated position. The ratio of these
sites depends upon the degree of hydration as governed by the following equation:
B + heat −→ L + H2O (C.7)
The TEA molecule should be able to coordinate to either of these sites. When
TEA is coordinated to a B site, the proton can form the charged species: H+TEA;
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whereas, the coordination to Al cation forms the complex TEA−Al. The zeolites
were not dehydrated prior to the TEA treatment. The TPD experiments confirmed
that these samples contained water, Figure C.5; thus, we expect that Brönsted sites
should be present in these samples. The activity of the samples to catalyze the
Hoffmann elimination reaction to form ammonia and ethylene is further evidence of
proton acidity in the sample. We find direct evidence of the protonated TEA in the IR
data and also find evidence of the weakly adsorbed TEA in both the IR and Raman
spectra. These IR and Raman data are consistent with a model where the amine N
donates electron density to the Brönsted site proton, which resides on the O bridging
between the Si and Al cations. The XPS data of binding energies also supports
this model where the amine N surrenders electron density when it interacts with the
proton in the zeolite. As a result of this amine-proton interaction, we speculate that
the O anion bonded to the proton retrieves some of the electron density formally
residing on the proton in the untreated zeolite. Data of O1s BEs show that with
this electron transfer, these O anions show BEs which are 0.4 eV to 0.6 eV lower than
the undecorated zeolite Y. This increased electron density residing on the bridging O
anions is partially redistributed to the adjacent Al and Si cations, which is reflected
in a decrease of these BEs by 1 eV to 2 eV in the Al/Si XPS of the TEA-decorated Y
zeolites. The data obtained from Raman, IR, XPS, and TPD experiments show that
N species are retained in the TEA-treated Y-zeolites.
The formation of the H+TEA– species in the TEA-treated zeolite explains the
absence of activity to form the dehydration product, DME, from MeOH. This re-
sult is completely consistent with the surface model that we have advanced here
where Brönsted sites are “neutralized” by the triethylamine to form an unreactive,
protonated amine resting on the surface. The small yields of carbon monoxide and
formaldehyde were a surprising result because these products are associated with
base-catalyzed and/or redox catalysis of methanol. Thus, the decoration by TEA
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does eliminate all acidic catalytic activity, vide supra.
The formation of formaldehyde can be attributed to a reaction manifold that in-
volves a redox reaction and a mechanism that involves a base site [249]. We rule
out the redox chemistry since the metal cations in zeolite Y are considered to be
irreducible and thus we must look to another chemistry inferred by the appearance
of formaldehyde. Recently, it was reported that alkali-exchanged, faujasites, includ-
ing zeolite Y, and alkali-doped alumina catalyzed the decomposition of MeOH to
formaldehyde and CO [277]. This base catalysis explains the small yields of formalde-
hyde we observed over the untreated zeolite since it contained small amounts of
sodium (0.2 wt% reported as Na2O).35 Thus, we believe that the genesis of formalde-
hyde, CO, and CO2 observed in the untreated zeolite and the TEA-treated zeolite is
attributed to a reaction manifold that is catalyzed by Brnsted base sites, such Na+
and possibly OH–.
The interaction of TEA with the Ti nanocolloid was different from that observed
for the interaction with the already-formed, microcrystalline zeolite. In the case of
the nanocolloid, the large heat effect of −12.99 kcal/mol titania suggests that this
interaction between TEA and the Ti nanocolloid is much stronger than hydrogen-
bonding and does lead to significant incorporation of N species into the final oxide.
On the other hand, this type of heat effect is absent from the interaction between
TEA and the Y-zeolite suggesting no such wide scale reaction between the amine and
the zeolite. Moreover, the heat effect of TEA interacting with the Ti nanocolloid at
near room temperature is consistent with a low activation energy process, such as
ligand exchange with other ligands in solution. This ligand exchange process is not
possible in a rigid, already-formed metal oxide such as the zeolite. For the zeolite,
reactions with N-containing species were observed only at high temperatures, which
is characteristic of a high activation energy process.
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C.5 Conclusions
Room temperature treatment of porous nanotitania and Y-zeolite with triethylamine
was found to significantly change the properties of these materials in contrasting
ways. The titania nanocolloid reacts vigorously with TEA given an exothermic heat
effect of −12.99 kcal/mol titania; whereas, the microcrystalline Y-zeolite does not
show such a heat effect. A BET analysis shows a surprisingly large surface area
for the titania and not surprisingly a much larger surface area for Zeolite Y than
the titania samples. The physical properties including the surface area are modified
in contrasting ways upon treatment with TEA; the surface area increased by the
TEA treatment for titania and decreased by the TEA treatment of the zeolite. The
fate of the TEA on the surface of the zeolite, probed by IR spectroscopy and TPD,
demonstrates that the TEA was strongly adsorbed as the TEA+ cation, and this
cation reacted by the Hoffman elimination reaction to form ethylene and ammonia
upon heating. This strong chemisorption of the TEA to the zeolite, was found to
effectively neutralize the Brönsted sites as catalyst for the methanol probe reaction
to form the acid-catalyzed product–dimethyl ether. The TPSR data indicate that
TEA strongly interacts (reacts) with the Brönsted acid sites of the zeolite, while no
other sites remained strong enough to react with methanol were present on the surface.
Instead, the base catalysis manifold for this reaction became evident, possibly via the
action over the small amount of sodium ion left in the sample. Raman and IR data
are consistent with a model whereby the amine N contributes electron density to a
proton residing on the O atom shared by the zeolite framework Al and Si ions.
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import numpy as np
import csv as csv
import matplotlib.pyplot as plt
import math as math
from scipy.signal import gaussian
from scipy.optimize import curve_fit
##===============================================================##




df= float(raw_input("Diffusion constant" +/
"guess [normal = 0.0029]: ") or 0.0029)
K1 = float(raw_input("Gas 1 Asdorption/" +/
"Desorption [normal = 0.38]: ") or 0.38)
A = float(raw_input("Fermi A coefficent " +/
"guess [normal = 740000]: ") or 740000)
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E_F = float(raw_input("Fermi energy " +/
"guess [normal = 0.808]: ") or 0.808)
perform_fit = bool(int(raw_input("Perform f" +/
"it? [1=True/0=False]: ") or 1))
##Iteration cycles
tries_df = int(float(raw_input("Number of " +/
"iterations for df [normal = 20]: ") or 3))
cycles = int(float(raw_input("Number of " +/
"cycles [normal = 3]: ") or 3))
try:
force = bool(int(raw_input("Force iterated " +/
"search for para? [1=True/0=False]: ") or 0))
except:
force = False
if force == True:
tries_para = int(float(raw_input("Number " +/








gas_type = 1 #1 = NH3, 2 = NO, 3 = H2S




purge_time = 1700 #cut off from beginning
x_minimum = 0 #use this to zoom in.
x_maximum = 0 #cut off from end of run for plotting
sticky=1
report_sticky = True
sim_type = 1 #(1 = one gas; 2 = two gas)
sim = ’simulation’
window_size = 200 #widow size for gaussain window
window_sigma = 40 #standard div for gaussain window
#Other settings#
if data_set[0][2] == 4:
dt = 0.05
elif data_set[0][2] == 3:
dt = 0.1





#Set up acid/base definition for response mechanism
if gas_type == 1:
lewis = 1





#Set up p-type/n-type definition for response mechanism
if sensor_type == 1:
p_ntype = 1





## Response Mechanism ##
##===============================================================##
def fermi_response(C_avg, K1, A, E_F):
’’’This is the response mechanism with a langmuir adsoption,
and then a Fermi sensor response
*takes in C_avg, outputs resistance change
*K1 is the adsoption coefficent, chemical property of
gas/sensor
*A is a coefficent for fermi response, physical property
of sensor
*E_F is the change in Fermi energy when saturated’’’
global lewis
global p_ntype
#Various response mechanisms for testing
if RM == 1:
#Combined BET adsorption - Fermi-Distribution
#response mechanism
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##calculate sensor response via fermi distribution
R_c = (1+A)/(1+A*np.exp(-E_F*dE*lewis*p_ntype))
elif RM == 2:
#Langmuir adsorption isotherm response mechanism
dE = K1*C_avg/(1+K1*C_avg)
R_c = 1 + A*dE*lewis
elif RM == 3:
#Linear response mechanism
dE = C_avg
R_c = 1 + A*dE*lewis
elif RM == 4:
#Fermi Distribution response mechanism
dE = C_avg
R_c = (1+A)/(1+A*np.exp(-E_F*dE*lewis*p_ntype))




R_c = 1 + A*dE
return R_c
##===============================================================##


















’’’seeks baseline and normalizes the data’’’
if data_type == 1: #time step of 0.05 seconds
normalized_value = data[33000:36000,1].sum()/float(3000)
x = 20
elif data_type == 2: #time step in seconds
normalized_value = data[1400:1800,1].sum()/float(400)
x = 1













def movingaverage(interval, window_size, window_sigma):
’’’This is a Gaussain low pass filter,
used for noise reduction. Parameters hard coded
as global varible’’’
window = gaussian(int(window_size), window_sigma)
window = window/sum(window) #renormalize
return np.convolve(interval, window, ’same’)
##===============================================================##
## Concentration calculator (new) ##
##===============================================================##
def Cavg_calc_new(gastime, df, dt):
’’’New method of caclulating Cavg. Combines the original











for i in range(1,n):
a = np.zeros(n+1)
a[i-1], a[i], a[i+1] = [1,-2,1]
m[i] = a
delta = df*dt*n**2*m
#application of stickiness parameter
for i in range(n+1):
for j in range(n+1):















## Gas Generation Functions ##
##===============================================================##
def generateGas1(purge_time, gas_ppm, time_on, time_off):
’’’Generates gas picture for figures or simulations
*purge_time is an int
*gas_ppm is a vector of the different gas concentrations
*time_on is time on for the gas
*time_off is the time off for the gas
’’’
gastime = []
for time in range(purge_time):
gastime.append(0)
for i in gas_ppm:
for j in range(time_on):
gastime.append(i)


















’’’Generates gas picture for figures or simulations,
using imported gas table’’’
gas = []
counter = 1
for i in gas_table:







’’’Generates gas picture for figures or
simulations, using imported gas table.
*Includes linear concentration
increase (opposed to step fuction)’’’
gas = []
counter = 1
for i in gas_table:
counter2 = 1
for j in range(int(i[2]/dt)):










’’’Generates gas picture for figures
or simulations, using imported gas table.
*Includes exponential concentration turn on




for i in gas_table:
counter2 = 1
for j in range(int(i[2]/dt)):
try:
if i[0] != 0:




elif i[1] == 0:
gas.append([i[0]*(1-np.exp(-j/(5/dt))),
gas[-1][1]*np.exp(-j/(5/dt)), counter])
elif i[0] == 0:
















## Derivative Functions ##
##===============================================================##
def deriv(x, y):
’’’This will take the first derivative of the data’’’
z = range(len(x) - 1)
yp = []








’’’This will take the first derivative of the data’’’
z = range(len(x) - 600)
yp = []










## Fitting Programs (new) ##
##===============================================================##
def df_fit(datay, gastime, dt, para_guess, df_guess, tries_df):




K1_guess, A_guess, E_F_guess = para_guess












while i < tries_df:
print ’ Iteration #’+str(i+1)
print ’ [Mid] df: ’+str(guess)+’| SoS: ’+str(SoS)
##Create high and low guesses
guess_high = guess + guess_add
guess_low = guess - guess_subtract
if (guess_low < 0): guess_low = 0
##Run fit high and low simulations and calculate error
Cavg_high = Cavg_calc_new(gastime, guess_high, dt)
fity_high = fermi_response(Cavg_high,
K1_guess,A_guess,E_F_guess)
SoS_high = np.sum(np.square(np.subtract(datay, fity_high)))
print ’ [High] df: ’+str(guess_high)+\
’| SoS: ’+str(SoS_high)
Cavg_low = Cavg_calc_new(gastime, guess_low, dt)
fity_low = fermi_response(Cavg_low,
K1_guess,A_guess,E_F_guess)
SoS_low = np.sum(np.square(np.subtract(datay, fity_low)))
print ’ [Low] df: ’+str(guess_low)+\
’| SoS: ’+str(SoS_low)
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##Compare and choose best fit







elif min(SoS, SoS_low, SoS_high) == SoS:
guess_add = guess_add/2
guess_subtract = guess_subtract/2






print ’df: ’+str(guess)+’ | SoS: ’+str(SoS)
return [Cavg_calc_new(gastime, guess, dt), guess]
def para_fit(datay, C_avg, para_guess, tries_para):
’’’This is the fitting function for K1, A
and E_F using the same method as df’’’
##=====Initialize Everything========##











while i < tries_para:
print ’ Iteration #’+str(i+1)
print ’ [Mid] K1: ’+str(guess)+’| A: ’+\
str(A_guess0)+’ | E_F: ’+str(E_F_guess0)+’ |SoS: ’+str(SoS)
#Create high and low guesses
guess_high = guess+guess_add
guess_low = guess-guess_subtract




print ’ [High] K1: ’+str(guess_high)+\






print ’ [Low] K1: ’+str(guess_low)+\
’| A: ’+str(A_guess0)+’ | E_F: ’+\
str(E_F_guess0)+’ |SoS: ’+str(SoS_low)
#Compare and choose best fit
if min(SoS, SoS_low, SoS_high) == SoS:
guess_add = guess_add/2
guess_subtract = guess_subtract/2




















while i < tries_para:
print ’ Iteration #’+str(i+1)
print ’ [Mid] K1: ’+str(K1_opt)+’| A: ’+\
str(guess)+’ | E_F: ’+str(E_F_guess0)+\
’ |SoS: ’+str(SoS)
#Create high and low guesses
guess_high = guess+guess_add
guess_low = guess-guess_subtract
#Run high and low simulations and calculate error
fity_high = fermi_response(C_avg, K1_opt,
guess_high, E_F_guess0)
SoS_high = np.sum(np.square(np.subtract(datay,fity_high)))
print ’ [High] K1: ’+str(K1_opt)+\
’| A: ’+str(guess_high)+’ | E_F: ’+\
str(E_F_guess0)+’ |SoS: ’+str(SoS_high)




print ’ [Low] K1: ’+str(K1_opt)+\
’| A: ’+str(guess_low)+’ | E_F: ’+\
str(E_F_guess0)+’ |SoS: ’+str(SoS_low)
#Compare and choose best fit
if min(SoS, SoS_low, SoS_high) == SoS:
guess_add = guess_add/2
guess_subtract = guess_subtract/2




















while i < tries_para:
print ’ Iteration #’+str(i+1)
print ’ [Mid] K1: ’+str(K1_opt)+\
’| A: ’+str(A_opt)+’ | E_F: ’+\
str(guess)+’ |SoS: ’+str(SoS)
#Create high and low guesses
guess_high = guess+guess_add
guess_low = guess-guess_subtract




print ’ [High] K1: ’+str(K1_opt)+\





print ’ [Low] K1: ’+str(K1_opt)+\
’| A: ’+str(A_opt)+’ | E_F: ’+\
str(guess_low)+’ |SoS: ’+str(SoS_low)
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#Compare and choose best fit
if min(SoS, SoS_low, SoS_high) == SoS:
guess_add = guess_add/2
guess_subtract = guess_subtract/2




#E_F can be negative







para = [K1_opt, A_opt, E_F_opt]
covar = ’N/A’
return [para, covar]
def fermi_fit(datay, C_avg, para_guess, tries_para):
’’’Optimizes the rest of the varibles, returns
simulation data
*first tries non-linear least square fit
*if that falls through use the same method for df’’’
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global force
if force == False:
try:
print ’Optimizing para. . .’
para, covar = curve_fit(fermi_response,
C_avg, datay)
except RuntimeError:
print ’Optimizing para failed’
para, covar = para_fit(datay, C_avg,
para_guess, tries_para)
elif force == True:






print ’K1: ’+str(K1_opt)+’ | A: ’+\
str(A_opt)+’ | E_F: ’+str(E_F_opt)
print covar
return [fermi_response(C_avg,
K1_opt, A_opt, E_F_opt), para]
##===============================================================##




’’’This is the gas wrapper function that
runs the simulation and
plots the response vs time’’’
print "Importing Sensor Data. . ."
for data in data_set:
data0 = normalize_response(open_sensor_file(data[0]),
data[2])
txt_data = ’[’+ data[0] + ’]’
datay = movingaverage(data0[:,1], window_size,
window_sigma)
datay = datay[:-window_size] # Remove discontinuities
print "Generating gas. . ."
gas = generateGas4(open_gas_file(gas_table))
gas = gas[:-window_size,:] #Remove items from gas table






print "Running Fitting Program. . ."
n = 0
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para = [K1, A, E_F]
df_opt = df
if perform_fit == True:
while n < cycles:
print ’##### Starting cycle # %d #####’ %(n+1)
Cavg, df_opt = df_fit(datay, gas[:,1], dt,
para, df_opt, tries_df)






print ’##### Cycle # %d complete #####’ %n
else:
simulated = fermi_response(Cavg_calc_new(gas[:,1], df, dt),
K1, A, E_F)
SoS = 0




fig, ax1 = plt.subplots(2, sharex = True)
## Plotting simulated data
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ax1[0].plot(gas[:,2]*dt, simulated, color=’b’,label = sim)
ax1[1].plot(gas[:,2]*dt, D_simulated, color=’b’,
label = ’First Derivative’)
## Plotting Data
ax1[0].plot(gas[:,2]*dt, datay,’k’, label = data[1])
d = deriv(gas[:,2],datay)
ax1[1].plot(gas[:,2]*dt,d,color=’k’)







ax1[1].set_ylabel(’First Derivative of Response’, color=’k’)







if lewis == 1:
ax1[0].legend(loc = ’upper left’)
else:




for tl in ax2.get_yticklabels():
tl.set_color(’r’)




# ax2.legend(loc = ’upper center’)








’\nSum of Squares = ’+str(SoS)
elif RM == 2:
txt1 = ’\
\ntheta = K1*C_avg/(1+K1*C_avg)\
\nR = 1 + A*theta’+\
’\nSum of Squares = ’+str(SoS)




\nR = 1 + A*theta’+\
’\nSum of Squares = ’+str(SoS)




’\nSum of Squares = ’+str(SoS)




\nR = 1 + A*theta’+\
’\nSum of Squares = ’+str(SoS)
txt3 = ’df = ’ + str(df_opt) +\
’\nK = ’ + str(para[0])+’\nA = ’ + \
str(para[1])+’ | E_F = ’ + str(para[2])
## report fitted data file
if report_sticky:







## Run Code ##
##===============================================================##








Figure D.1: (a) LabVIEW screenshot and (b) block diagram for operating the gas
detection experiments for multiple sensors and multiple gases.
294
REFERENCES
[1] “e-CFR: Title 40: Protection of Environment PART 80—REGULATION OF
FUELS AND FUEL ADDITIVES , Subpart I—Motor Vehicle Diesel Fuel; Non-
road, Locomotive, and Marine Diesel Fuel; and ECA Marine Fuel,” 2006.
[2] “NIST X-ray Photoelectron Spectroscopy Database, Version 4.1,” 2012.
[3] “Equipment.” Georgia Tech Institute for Electronics and Nanotechnology,
https://cleanroom.ien.gatech.edu/equipment/, 2015.
[4] “Processing at the ien.” Georgia Tech Institute for Electronics and Nanotech-
nology, https://cleanroom.ien.gatech.edu/staff/process/landing/, June 2015.
[5] Abrams, B. L. and Vesborg, P. C. K., “Chapter 4 - Catalysts for En-
vironmental Remediation—Examples in Photo- and Heterogeneous Catalysis,”
in New and Future Developments in Catalysis (Suib, S. L., ed.), pp. 63–85,
Amsterdam: Elsevier, 2013.
[6] Allongue, P., de Villeneuve, C. H., Bernard, M. C., Péou, J. E.,
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Romano-Rodŕıguez, A., and Morante, J. R., “High response and sta-
bility in CO and humidity measures using a single SnO2 nanowire,” Sensors
and Actuators B: Chemical, vol. 121, pp. 3–17, Jan. 2007.
[114] Hippo, D., Nakamine, Y., Urakawa, K., Tsuchiya, Y., Mizuta, H.,
Koshida, N., and Oda, S., “Formation Mechanism of 100-nm-Scale Periodic
304
Structures in Silicon Using Magnetic-Field-Assisted Anodization,” Japanese
Journal of Applied Physics, vol. 47, p. 7398, Sept. 2008.
[115] Holec, T., Chvojka, T., Jelnek, I., Jindřich, J., Němec, I., Pelant,
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