We derive sufficient conditions for stability and asymptotic stability of second order, scalar differential equations with differentiable coefficients.
1. Introduction. We study, for differentiable a 0 , a 1 : R ≥0 → R, stability properties of linear time-varying second-order differential equations of the form x + a 1 (t)ẋ + a 0 (t) x = 0, (1.1) which describe, if a 0 , a 1 are non-negative, an oscillator with damping a 1 and rigidity a 0 . Numerous sufficient conditions for uniform (and asymptotic) stability of (1.1) are derived in terms of bounds of the coefficients and its derivatives. These results are presented in Section 2. In the remainder of the present section, we first recall and make precise various concepts of stability, and then give a brief overview about the results available in the literature and related to our findings.
Writing y = (y 1 , y 2 ) T = (x,ẋ) T , equation (1.1) is equivalent to the planar first-order systemẏ = A(t) y, where A(t) = 0 1 −a 0 (t) −a 1 (t)
.
For given (x 0 , x 1 ) T = y 0 ∈ R 2 and t 0 ≥ 0, we denote by x(·; t 0 , x 0 , x 1 ) : R ≥0 → R, y(·; t 0 , y 0 ) : R ≥0 → R 2 the solution of (1.1), (1.2) with initial data x(t 0 ; t 0 , x 0 , x 1 ),ẋ(t 0 ; t 0 , x 0 , x 1 ) = (x 0 , x 1 ), y(t 0 ; t 0 , y 0 ) = y 0 , respectively. Uniqueness and existence of the solution on R ≥0 is well known.
To investigate stability properties of the zero solution of (1.1), respectively of (1.2), or sufficient conditions of it, we recall the following definitions:
Definition 1.1. The zero solution of (1.2), and equally (1.1), is said to be • stable if, and only if, for every t 0 ≥ 0 and ε > 0 there exists a δ = δ(ε, t 0 ) > 0 such that y 0 < δ =⇒ y(t; t 0 , y 0 ) < ε for all t ≥ t 0 ;
• uniformly stable if, and only if, it is stable and the δ in (i) does not depend on t 0 • attractive if, and only if, for all (y 0 , t 0 ) ∈ R 2 × R ≥0 , we have lim t→∞ y(t; t 0 , y 0 ) = 0; • uniformly attractive if, and only if, for all δ > 0 there exists T = T (δ) > 0 such that, for all t 0 ≥ 0, for all t ≥ t 0 + T , and for all y 0 ∈ R 2 we have y(t; t 0 , y 0 ) ≤ δ y 0 ; • (uniformly) asymptotically stable if, and only if, it is (uniformly) stable and (uniformly) attractive, respectively.
(a) Stability, (uniform) asymptotic stability and (uniform) attractivity can be defined for arbitrary solutions of system (1.2). By linearity of system (1.2) each solution has the same stability type and hence we may speak of stability properties of the system instead of stability properties of the zero solution. (b) We repeatedly use the fact that for linear systems attractivity implies stability, i.e. if system (1.2) is attractive, then it is already asymptotically stable. (c) To prove stability, asymptotic stability or attractivity it suffices to check the conditions in Definition 1.1 for a single t * 0 ≥ 0 instead of for all t 0 ≥ 0, since one can use continuous dependence of the solution on the initial condition to estimate the size of λ(t; t 0 , y 0 ) on the compact interval [min{t 0 , t * 0 }, max{t 0 , t * 0 }]. A first step in the direction of sufficient conditions for asymptotic stability is via the time depending eigenvalues of the matrix A(t) in (1.2). However, in general these eigenvalues do not contain sufficient or necessary information about the stability type; Hoppenstead [7] gives a two-dimensional example where both eigenvalues of A(t) are located at −1 for all t ≥ 0, however, the system has an unstable solution. Only if the eigenvalues of A(t) depend "slowly" on time, then asymptotic stability is related to the time-dependent eigenvalues; see for example Desoer [3] , Rosenbrock [14] , Solo [19] , Rugh [15] and the references in the latter textbook.
A different approach using topological methods is the Sacker-Sell or dichotomy spectrum (see Siegmund [17] ). The spectrum consists of so-called spectral intervals in R which generalize the eigenvalue real parts to the nonautonomous situation. If the spectrum is negative, system (1.2) is uniformly asymptotically stable. Since only in rare cases is it possible to compute the dichotomy spectrum directly from the coefficients a 0 and a 1 , we do not follow this approach but instead derive stability criteria based on the coefficients.
If the rigidity coefficient a 0 (·) ≡ a 0 > 0 is constant and positive, then many sufficient conditions for stability and attractivity of the zero solution of (1.1) are known.
One approach to derive asymptotic stability of (1.1) is via an appropriate Lyapunovfunction and by invoking LaSalle's Invariance Principle. If the coefficients of (1.1) satisfy
whence the zero solution is uniformly stable. Moreover, if
holds, then, for all t ≥ 0, d dt V (t) ≤ −2a 1ẋ (t) 2 . Therefore, LaSalle's Invariance Principle yields that lim t→∞ẋ (t) = 0, the ω-limit set of the solution isẍ + a 0 x = 0, and hence that lim t→∞ x(t) = lim t→∞ẋ (t) = 0. This result is well known (see Theorem 1 in [10] ) and was also stated in [1] : Theorem 1.3 (Levin and Nohel [10] ). If the coefficients of (1.1) satisfy (1.3) and (1.4), then the zero solution of (1.1) is asymptotically stable.
The upper bound in condition (1.4) cannot be omitted, as can be seen from the equationẍ
with positive and constant a 0 > 0, since it admits the solution t → x(t) = 1/a 0 + e −t , and therefore the zero solution is not attractive.
In an attempt to weaken condition (1.4) two cases have been distinguished:
small damping: a 0 (·) ≡ a 0 > 0 and ∃ a 1 > 0 ∀ t ≥ 0 : 0 ≤ a 1 (t) ≤ a 1 and large damping: a 0 (·) ≡ a 0 > 0 and ∃ a 1 > 0 ∀ t ≥ 0 : 0 < a 1 ≤ a 1 (t).
In both cases, asymptotic stability is not guaranteed: for small damping there might be an oscillation so that the zero solution is not attractive; for large damping one has to exclude the phenomenon of overdamping, i.e. the existence of a solution x with lim t→∞ x(t) = x * = 0. An example of the latter is equation (1.5).
Smith [18] proved that the condition
is necessary for the asymptotic stability of equation (1.1). For the case of large damping he even gave a necessary and sufficient condition.
Theorem 1.4 (Smith [18] ). Suppose the coefficients of equation (1.1) satisfy large damping. Then the condition
is equivalent to asymptotic stability of the zero solution of equation (1.1).
Hatvani, Krisztin and Totik [6] proved that for any c > 0 condition (1.6) is equivalent to
which is sometimes easier to check, as can be seen from the examples a 1 (t) = t which does satisfy condition (1.6) and a 1 (t) = t 2 which does not. In general condition (1.7) is still difficult to verify. The following two theorems provide sufficient conditions in the cases of large and small damping.
Theorem 1.5 (Artstein, Infante [1] ). Suppose the coefficients of equation (1.1) satisfy large damping and, in addition, for some constants A, B > 0,
Then the zero solution of (1.1) is attractive and therefore asymptotically stable. Moreover, the exponent 2 is optimal in the sense that it cannot be replaced by any 2 + ε, ε > 0.
Theorem 1.6 (Hatvani [5] ). In the case of small damping, lim sup
is sufficient for asymptotic stability of equation (1.1). Moreover, the exponent −2/3 is optimal in the sense that it cannot be replaced by any ε − 2/3, ε > 0.
There are many results on asymptotic stability of certain nonlinear equations. We merely mention a series of papers by Pucci and Serrin [11, 12, 13] ; see also the references therein. A typical result restricted to the linear case (1.1) is the following theorem. Theorem 1.7 (Pucci, Serrin [11] ). Suppose there exist continuous functions σ, δ :
and either σ is of bounded variation or log σ is uniformly Lipschitz on R ≥0 .
If the coefficients of (1.1) satisfy
then the zero solution of (1.1) is asymptotically stable.
Compared to the amount of literature on small and large damping, there are only a few results on the stability of (1.1) available, where both coefficients a 0 (·) and a 1 (·) are allowed to be non-constant; see, e.g. Ignatyev [9] and, for the case of complex-valued coefficient functions, Hovhannisyan [8] and the references therein.
Theorem 1.8 (Ignatyev [9] ). Suppose that the coefficients of (1.1) satisfy the following:
Then the zero solution of (1.1) is uniformly asymptotically stable.
Criteria for asymptotic stability.
In this section we extend some of the results mentioned in the Introduction. The statement of the first theorem is in the spirit of Theorem 1.8, but the uniform bound on the absolute value ofȧ 0 is not needed. However, the method of proof is different, and we only show uniform stability and attractivity, not uniform asymptotic stability.
Theorem 2.1. Suppose that the coefficients of (1.1) satisfy the following
Then the zero solution of (1.1) is asymptotically stable. In fact, it is attractive and uniformly stable.
and therefore Theorem 2.1 generalizes Theorem 1.3.
be the solution to (1.1) starting at time 0 in (x 0 , x 1 ). In view of (2.1) and (2.3), the derivative of
along the solutions of (1.1) satisfies, by omitting the argument t,
and so, by integration and invoking (2.1),
Therefore, the zero solution of (1.1) is uniformly stable. Note also that, in view of (2.1) and (2.2),ẍ = −a 1ẋ − a 0 x is bounded. Furthermore,
and soẋ is square integrable. Finally, sinceẋ is square integrable and uniform continuous, the latter is a consequence of boundedness ofẍ, and we may apply Barbȃlat's lemma [2] , which then yields lim t→∞ẋ (t) = 0. Next we prove that V (t) → 0 as t → ∞, which then implies that x(t) → 0 as t → ∞. Supposing that this is not true, then due to the fact that t → V (t) is monotonically non-increasing, there exists δ > 0 such that V (t) ≥ δ 2 for all t ≥ 0. Sinceẋ(t) → 0 as t → ∞, there exists t 1 ≥ 0 such that
By continuity of x, this means that either
Integration givesẋ
and, by repeated integration, we arrive at
Since the right-hand side of this inequality tends to −∞ as t → ∞ and the left-hand side is bounded, this is a contradiction. The case x(t) ≤ δ for all t ≥ t 1 yields a contradiction in a similar manner. Thus V (t) → 0 as t → ∞, proving that x(t) → 0, i.e. attractivity, and the proof of the theorem is complete. where a 0 denotes a differentiable approximation ofâ 0 defined, for the sequence t n = n(n−1) 2
, n ≥ 2 , as follows:
See Figure 1 . There certainly exists an approximation a 0 ofâ 0 such that the assumptions (2.1)-(2.3) are satisfied and so by Theorem 2.1 the zero solution of (2.4) is attractive and uniformly stable. However, the approximation a 0 has unbounded derivative, and hence Theorem 1.8 cannot be applied. The next theorem deals with time-dependent, sign indefinite but bounded a 1 (·) (including the case of small damping; see Hatvani's Theorem 1.6); moreover, the coefficient a 0 (·) is only assumed to be bounded but not necessarily bounded away from 0. Theorem 2.4. Suppose that the coefficients of (1.1) satisfy the following:
7)
∃ k > 0 ∀ t ≥ 0 : 0 < k a 0 (t) 2 ≤ȧ 0 (t) + 2a 0 (t)a 1 (t) .
(2.8)
Then the zero solution of (1.1) is asymptotically stable. 
and since b ≤ k M + 4 + 4b 2 a 0 + a 1 k ,
and therefore
The derivative of
along the solution of (1.1) yieldṡ
and so, by integration,
Equation (2.11) shows stability of the zero solution. Moreover, in view of (2.5), we arrive at lim t→∞ W (t) = 0, and therefore,
Finally, this implies thatẋ(t) → 0 and thus also that x(t) → 0 as t → ∞, which proves attractivity of the zero solution of (1.1), and by Remark 1.2 (b) it also proves asymptotic stability, and hence the proof of the theorem is complete.
Example 2.6. It readily follows from Theorem 2.4 that the zero solution of the equationẍ
is asymptotically stable. In the following two theorems we use a time-dependent transformation to transform equation (1.1) intoz + b(t)z = 0. We distinguish the cases b(t) ≥ 0 and b(t) ≤ 0, for all t ≥ 0. In both cases this method allows us to treat unbounded coefficients.
Theorem 2.7. Suppose that the coefficients of equation (1.1) satisfy
where, for all t ≥ 0, g(t) := max{0, −ḃ(t)/b(t)}. Then the zero solution of equation (1.1) is asymptotically stable.
Remark 2.8. By Remark 1.2 (c) it suffices to check whether condition (2.12) holds only for all t ≥ t 0 for some t 0 ≥ 0.
Proof of Theorem 2.7. Let (x 0 , x 1 ) ∈ R×R and let x(·) ≡ x(·; 0, x 0 , x 1 ) be the solution to (1.1). The transformation
with z ≡ 0. The derivative of
along the solution of (2.16) satisfies 17) and hence integration gives
and so, invoking (2.15), we have lim t→∞ x(t) = 0. Since
an application of (2.13), (2.14) gives lim t→∞ẋ (t) = 0. Together with Remark 1.2 (c), this proves attractivity of the zero solution of (1.1), and by Remark 1.2(b) it also proves asymptotic stability. This completes the proof of the theorem.
Corollary 2.9. Suppose the coefficients of (1.1) satisfy a 1 (·) ≡ a 1 constant andȧ 0 (t) ≥ 0 for all t ≥ 0. Then g(·) ≡ 0, and (2.13), (2.15) in Theorem 2.7 are trivially fulfilled, and a sufficient condition for attractivity of the zero solution becomes
Thus, we may choose, for 0 < λ < a 1 , a non-decreasing function a 0 (·) with a 2 1 4 ≤ a 0 (t) ≤ e λt for all t ≥ 0. In this case, the zero solution of equation (1.1) is asymptotically stable.
Example 2.10. Consider, for α ∈ (0, 1), the equation
Then a straightforward calculation yields the existence of some t 0 ≥ 0 such that, for any t ≥ t 0 ,
In this case g(t) = 0 for t ≥ t 0 and therefore, for any t ≥ t 0 ,
Hence, the suppositions of Theorem 2.7 are satisfied, and the zero solution of equation (2.18) is asymptotically stable. Note that the criterion of Hatvani [5] cannot be applied to this equation if α > 1 3 . In the following theorem we treat the case b(t) < 0 for all t ≥ 0.
Theorem 2.11. Suppose that the coefficients in equation (1.1) satisfy
where,
for all t ≥ 0 .
Then the zero solution of (1.1) is asymptotically stable.
Remark 2.12. By Remark 1.2 (c) it suffices to check whether condition (2.19) holds only for all t ≥ t 0 for some t 0 ≥ 0.
Proof of Theorem 2.11. Using the same notation as in the proof of Theorem 2.7, we see that β = −b, and so equation (1.1) is equivalent toz − β(t)z = 0, which is equivalent, under y = (z,ż) T , to its first order formulatioṅ
Applying the transformation
Note that if λ(t) denotes the eigenvalue of B(t) with biggest absolute value, then h(t) = |λ(t)| and, invoking that B(t) is symmetric, and so
Furthermore,
for all t ≥ 0.
The conclusion now follows from the assumptions.
Example 2.13. The unbounded coefficients of the differential equation
x + tẋ + (t − 1)x = 0 satisfy the assumptions of Theorem 2.11, and therefore its zero solution is asymptotically stable.
The following two theorems are based on a more geometric point of view. In Theorem 2.14 we construct a polygon which is invariant under the dynamics forward in time and give conditions for the stability of system (1.2) or equivalently equation (1.1). In Theorem 2.15 we strengthen the hypothesis and provide geometric conditions for asymptotic stability. For both theorems, we consider, for r > 0, the compact set S r by the boundary given by the polygon 2 (b) , it suffices to prove attractivity of the zero solution. We proceed in two steps.
(i) If y(·) crosses the y 1 -axis only finitely many times, then there exists t 0 ≥ 0 such that, for all t ≥ t 0 , (a) (y 1 (t),
). We prove that in case (b) the claim of the theorem follows; case (a) is proved analogously and omitted for brevity.
Sinceẏ 1 (t) = y 2 (t) ≤ 0 for all t ≥ t 0 and y 1 is bounded, there exists M > 0 such that
Therefore, y 2 ∈ L 1 , and applying boundedness of y 1 and y 2 together with (2.24) to
givesẏ 2 ∈ L ∞ . So we may apply Barbȃlat's lemma (see [2] ) to conclude that y 2 (t) → 0 as t → ∞. By monotonicity of y 1 , there exists y * 1 ∈ R such that y 1 (t) → y * 1 as t → ∞. Applying (2.24) again gives
Since y 2 (t) → 0 as t → ∞, it follows that y * 1 = 0.
(ii) Since the vector field along (0, r) × {0} isẏ 2 = −a 1 y 1 < 0,ẏ 1 = 0, and along (−r, 0) × {0} isẏ 2 = −a 1 y 1 > 0,ẏ 1 = 0, it remains to consider the case that there exists a sequence (t n ) n∈N , with t n < t n+1 and y 2 (t n ) = 0, y 1 (t n ) > 0 ∀ n ∈ N.
In the proof of Theorem 2.14 we have shown that S r , r > 0, is positively invariant. Observe that, by ( Figure 3 ). We may choose t 0 ≥ 0 such that y 2 (t 0 ) = 0 and r := y 1 (t 0 ). By the above observations, we may also choose a sequence (t n ) n∈N such that y 2 (t n ) = 0 and 0 < y 1 (t n+1 ) ≤ 1 1 + ε y 1 (t n ) . Together with the fact that |y 2 (t)| ≤ |y 1 (t n )| for t n ≤ t ≤ t n+1 (see also Figure 3 ) this implies that y(t) → 0 as t → ∞, and the proof of the theorem is complete. Condition (2.25) ensures that each time a solution completes a rotation around the origin, the norm is reduced by a factor less than 1. Whereas this condition might not be necessary for asymptotic stability, condition (2.24) cannot be omitted, as the following examples show. shows (cf. equation (1.5) with a 0 = 1). It has the solution t → x(t) = 1 + e −t , which does not converge to 0 for t → ∞.
