High speed Arithmetic Units (AUs) are widely used in architectures used in signal and image processing applications. AUs involve multifunctions and have multiplier as the critical element. In this paper, we present design and implementation of high speed and area efficient AU using Vedic algorithm. The work uses a simple "vertical and crosswise sutra" of Vedic mathematics to produce low complexity Partial Product (PP) generation unit in multiplier which reduces critical delay. Implementation results using TSMC 180 nm CMOS process with CADENCE Encounter Digital Implementation of the proposed AU revealed delay and Area-Delay Product (ADP) reductions of 13.7% and 19.2% respectively compared to prior recent approaches.
INTRODUCTION
With the enrichment of new technology in the field of VLSI design to enhance the ability of processors for handling complex and challenging processes has resulted in the integration of a number of processor cores into one chip. Still the load on the processor is not less in generic system. This load is reduced by supplementing the main processor with co-processors, which are designed to work upon specific type of functions like numeric computation, signal processing, graphics etc. [1] . The main functional unit of these processing architectures is arithmetic unit. It is a fundamental building block of the Central Processing Unit (CPU) and performs arithmetic operation viz., addition, subtraction, multiply and accumulation. The speed of AU greatly limits the speed of the processing architecture and it depends mainly on the multiplier used, so there is a great demand for high speed and low power multiplier.
In addition the increased complexity of various applications, demands not only faster multiplier chips but also smarter and efficient multiplying algorithms that can be implemented in the chips. Two most common multiplication algorithms followed in the digital hardware are viz., array and booth multiplication algorithms. The drawback of these two algorithms is large propagation delay and increased hardware complexity [2] . So the use of these multipliers in AU designs increases either hardware complexity or propagation delay.
The rest of the paper is organized as follows. Section 2 presents an insight into the various related works on AU design. Section 3 presents an overview of the Vedic algorithms used for fast arithmetic operations. Section 4 evaluates the logic depth involved in conventional and UTS-Vedic multipliers. The details of the proposed AU are discussed in section 5. Section 6 presents the simulation results of the proposed AU. Final section 7 briefs the conclusion of the proposed work.
RELATED WORKS
To circumvent, a number of approaches and algorithms are proposed for design of arithmetic and multiplier units. Rong Lin [3] proposed a novel approach for inner product processor design. The proposed approach can be easily reconfigured for computing inner products of high bit width input arrays. Besides the use of parallel counters leads to, few control bits for computations and requires few instruction cycles for reconfiguration. Rong Lin's approach performs better in terms of area and power reductions with improved speed compared to prior similar approaches.
Wen-Chang Yeh and Chein-Wei Jen [4] proposed a novel high speed multiplication algorithm using modified Booth technique. The use of MBE algorithm and conditional adders at the final stages of PP reduction in the proposed design reduces number of PP rows to half and show significant delay reduction respectively. However the use of MBE technique increases hardware and routing complexity.
Lan-Da Van and Chih-Chyau Yang [5] developed a novel methodology for design of area-efficient Fixed-Width (FW) multipliers. The proposed design uses efficient truncation algorithms to produce low-error area-efficient FW designs. The implementation results with UMC 0.18-um CMOS process, reveals better performance of the proposed design compared to prior arts. However these designs cannot be used in precision computing architectures.
Higinio Mora-Mora et al. [6] in a novel approach proposed a multiplier unit with reduced PP generation. The design uses LookUp Tables (LUT) and counter elements. The advantage of the proposed technique is better improvement in speed and reduced resource utilization, when implemented on FPGA series boards. Jin-Hao Tu and Lan-Da Van [7] proposed a design for pipelined reconfigurable FW multiplier. The inclusion of the gated clock in the proposed design reduces switching and power dissipation.
Chalamalasetti et al. [8] proposed a novel coarse grain reconfigurable MORA architecture. The feature of the proposed architecture is that it achieves high throughput, speed and low power. Sotiris Xydis et al. [9] proposed a design methodology for reconfigurable AU. The insertion of flexibility into the computational resources of custom AU is done to provide operation re-configurability. The design when implemented on FPGA demonstrates low resource utilization, delay, power efficiency and reconfiguration compared to previous approaches mentioned in the literature. Shanthala and Kulkarni [10] proposed a Block Enabling Technique (BET) for the design of low power Multiply and Accumulate (MAC) Unit. The novelty of the proposed technique is that during each multiply and addition, the blocks in the pipeline are enabled only when the data is available from the previous stage. This in turn enables few blocks in the pipeline thus saving power. The proposed approach is implemented for an 8 bit granularity using Cadence Virtuoso design environment.
Khader Mohammed et al. [11] in a novel approach introduced Parameterized Digital Electronic Arithmetic (PDEA) for design of AU. Simulation results revealed that the proposed approach demonstrated better accuracy and speed. Implementation results on Xilinx FPGA Saprtan-3E revealed fewer logic cell utilization and low power dissipation. Manoranjan Pradhan et al. [12] proposed a novel MAC unit using vedic algorithm suitable for high performance processing elements. The proposed design when implemented on Virtex Spartan 6, demonstrated better speed improvement.
Harish Kumar and Hemanth Kumar [13] proposed a technique for design of multiplier unit using Vedic algorithm. The proposed technique when implemented with Xilinx 10.1 ISE, provided reduced delay and power consumption compared to previous approaches. In a novel multiplier design for AUs, Virendra B. Magar [14] utilized Urdhva Triyabhayam Sutra (UTS) of Vedic algorithm, which enables parallel generation of partial products. The proposed multiplier on implementation in Xilinx Spartan 3 FPGA board revealed improved speed grade and area, when compared to array and booth multipliers.
Purohit et al. [15] proposed two new high performance AUs for floating point applications. The novelty of the proposed methodology is that, it can be expanded for higher bit widths of input operand with ease. An implementation of proposed design on FPGA revealed reduced resource utilization compared to prior arts. In this paper we present the architecture of reconfigurable integer data path which can perform addition, subtraction, multiplication and accumulation operations. The proposed data path performs fast multiplication by subdividing inputs into two clusters and performing four n/2 × n/2 multiplications in parallel. The multiplier is configured and input multiplexed to perform the addition and subtraction operations whereas the accumulation operation needs an extra adder. The proposed architecture has uniform critical path across the operations and easily extendable for higher bit widths. Eight bit version of the proposed architecture is implemented with TSMC 180-nm technology process.
BASICS OF VEDIC MATHEMATICS
Vedic mathematics is the name given to the ancient Indian system of mathematics mainly used for fast arithmetic operations, discovered in early twentieth century. Vedic mathematics is based on sixteen principles or word-formulae which are termed as Sutras, or aphorisms, or algorithms and their upa-sutras or corollaries derived from these Sutras [16] .
The sutras find extensive application in solving mathematical problems viz., algebra, arithmetic, geometry or trigonometry with ease. In the proposed approach we use Urdhva Tiryakbhyam Sutra (UTS) of vedic mathematics meaning Vertical & Crosswise for fast multiplication to reduce critical delay in high performance processing units [17] .
URDHVATIRYAGBHYAM SUTRA
Urdhva Tiryakbhyam Sutra (meaning vertically and crosswise) is a general multiplication formula applicable to all cases of multiplication. The parallel generation of sub-operand PPs and PP reduction based on the UTS for a 4 × 4 multiplier is shown in Fig.1 [18] . The multiplier uses four 2 × 2 multipliers to generate PPs which are then compressed to produce final product of a 4 × 4 multiplication. 
AREA AND DELAY EVALUATION OF CONVENTIONAL & VEDIC MULTIPLIERS
Area and delay evaluation of the vedic and conventional multiplier designs are done based on their equivalent NAND implementation. We assume the delay of NAND gate to be 1 unit and its area count to be 1. The gates which are in parallel perform operation simultaneously and we use one gate delay in these cases for calculation of delay of circuit/element. Based on the above approach, the delay and area of the individual elements that make up the proposed design are shown in Table. 1.
The area count and worst case delay of the Vedic and conventional multiplier designs are calculated as follows. The worst case delay is found by counting the number of NAND the gates in the critical path and the area is evaluated by counting total number of NAND gates that make up the circuit and is shown in Table. 2. From the evaluation results it is found that the Vedic multiplier has fewer area and delay by 5 and 1 NAND gates. So we used Vedic multiplier in the design of proposed arithmetic unit discussed in section 5. 
PROPOSED ARITHMETIC UNIT
The proposed AU shown in Fig.2 . The input multiplexers directed by control inputs S3 -S0 sends the input sub-operands to the respective n/2 × n/2 multiplier units to produce intermediate products which are then compressed by the adder stages to produce final product. In addition the proposed AU performs addition, subtraction and accumulation operations on the inputs. Note that for accumulation operations the multiplier outputs are send back to adder stages.
ADDITION/SUBTRACTION
In case of addition operation, the multiplier on the left performs A [3: Fig.2 ) signal CIN is set to 1, thus enabling 2s complement addition on inputs to realise subtract operation without additional hardware.
MULTIPLICATION & ACCUMULATION
Multiply-Accumulate operation is a common step that computes the product of two numbers and adds the product to accumulator [19] . To perform accumulation operation, the results of the addition are sent back to the data path through multiplexers controlled by signal ACC in the proposed AU.
RESULTS AND DISCUSSION
The proposed arithmetic unit was described using structural VHDL and synthesized using CADENCE Encounter RTL Compiler with TSMC 180nm technology file. The simulation output of the proposed arithmetic unit is shown in Fig.3 . To validate different operations of AU the respective control inputs are triggered for a pair of inputs and is shown in Fig.3 . We used Chalamalasetti et al. [8] and Purohit et al. [15] designs for comparison. The designs used for comparison are also designed using structural VHDL and synthesized using CADENCE Encounter RTL Compiler with the same technology file, and the synthesis results including hardware area (Area), worst case delay (Delay) and power dissipation (Total power) are shown in Table. 3. From the synthesis results, it is seen that the proposed arithmetic unit demonstrates delay reduction of 21.5% and 13.7% compared to Chalamalasetti et al. [8] and Purohit et al. [15] arithmetic units respectively. This is due to parallel PP generation and reduced critical path of the Vedic multiplier used in the proposed AU. Note that the proposed arithmetic unit demonstrates an area reduction of 17.9% and 6.5% compared to Chalamalasetti et al. [8] and Purohit et al. [15] designs respectively, thanks to Vedic algorithm which reduces number of gates and number of full adders required for PP generation and compression respectively.
Also note that the better delay and area reductions of the proposed AU realizes better ADP saving, with the ADP of our proposed design reducing by 35.6% and 19.2% compared to the designs in [8] and [15] respectively. In addition we have extracted the physical layout of the proposed AU using CADENCE Encounter digital implementation and is shown in Fig.4 . 
CONCLUSION
The proposed work developed an approach for design of high speed and area efficient AU suitable for high performance processing architectures. Extensive comparisons using synthesis results shows that the proposed AU out performed previous designs in terms of critical delay and area. This suggests the suitability of the proposed AU for high speed portable VLSI implementation. Note that the structuring of our proposed AU with equal logic depth maintains parallelism and uniform delay across all the outputs. In addition the design of the blocks and multiplexers are such that the design can be reconfigured for higher bitwidths of input operand with ease.
