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1 Introduction
A class of enumerative combinatorial problems can be formulated as follows. Let Sn denote
the set of all permutations of {1, . . . , n}. Suppose that for each integer i ≥ 1 we have a set
S[i] of positive integers. How many of the permutations p in Sn satisfy pi ∈ S[i] for all
i, 1 ≤ i ≤ n? Problems of this form have been studied for more than a hundred years, and
several methods have been developed to attack such problem.
The problem considered in this paper is the enumeration of permutations which satisfy
|pi − i | ≤ d for all i . The motivation comes from coding theory. A permutation array is a
set of permutations of [n] = {1, 2, . . . , n}. Recently, Jiang et al. [3,4] showed an interesting
application of permutation arrays to flash memories, where they used different distance met-
rics to investigate efficient rewriting schemes. In [6], we studied the multi-level flash memory
model, using the Chebyshev metric. Another resent paper is [12].
The problem can be rephrased as: what is the size of a sphere of radius d in the set of
permutations of length n under the Chebychev distance.
More precisely, we consider the distance dmax between permutations defined by
dmax(p, q) = maxj |p j − q j |.
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Let ι denote the identity permutation in Sn . The object of study in this paper is V (d, n), the
number of permutations in Sn within distance d of the identity permutation, that is
V (d, n) = |Td,n |,
where
Td,n = {p ∈ Sn | |pi − i | ≤ d for 1 ≤ i ≤ n}.
We note that since dmax(ι, q) = dmax(p, pq) for any permutation p ∈ Sn , the number of
permutations in Sn within distance d of p will also be V (d, n). In [6] this fact was used to
obtain a Plotkin type bound for permutation arrays.
In general, no simple expression for V (d, n) is known. As far as I can tell, this particular
problem was first discussed by Lagrange [7] in 1962. He limited his study to d ≤ 3. He found
sets of recursions that could be used to compute V (d, n) numerically. The method was ad
hoc, and already for d = 3, the recursions and the discussion leading up to them became
quite complicated. The case d = 3 takes over five pages in his paper.
The problem was next considered by Lehmer [8] in 1970. For fixed d, V (d, n) satisfies
a linear recurrence in n. Lehmer determined the recurrences and generating functions for
d ≤ 3. The first values of V (1, n), V (2, n), and V (3, n) and the generating functions are
given as sequences A000045, A002524, and A002526, respectively, in [10].
One proof of the fact that V (d, n) satisfies a linear recurrence in n is given in Stanley’s
textbook [11] (Proposition 4.7.8 on page 246); Stanley considers a wider class of related
problems and he used a transfer-matrix method.
Baltic´ studied the problem more recently. Only a very short abstract of his work has been
published, in [1], p. 105. He has computed values of V (4, n) for n ≤ 24, posted in [10] as
sequence A072856.
The fact that V (d, n) satisfies a linear recurrence implies that
lim
n→∞ V (d, n)
1/n = μd ,
where μd is the largest root of the polynomial corresponding to the shortest linear recurrence
of V (d, n). For d = 1, d = 2, and d = 3, these recurrences were determined explicitly by
Lehmer [8] and he also determined μd (approximately).
The generating functions for d ≤ 6, the values of μd for d ≤ 8, and the first 30 values of
V (d, n) for d ≤ 10 are given in [5]. The first values of V (d, n) for 5 ≤ d ≤ 10 are posted as
sequences A154654-A154659 in [10]. We quote the values of μd (and μd/(2d + 1)) in the
following Table 1.
The purpose of this paper is to study lower bounds on V (d, n).
2 Lower bounds
The permanent of an n × n matrix A is defined by
per A =
∑
p∈Sn
a1,p1 · · · an,pn . (1)
In particular, if A is a (0, 1)-matrix, then
perA = |{p ∈ Sn | ai,pi = 1 for all i, 1 ≤ i ≤ n}|.
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Table 1 μd , the limit of
V (d, n)1/n when n goes to
infinity
d μd μd /(2d+1)
1 1.61803 0.53934
2 2.33355 0.46671
3 3.06177 0.43739
4 3.79352 0.42150
5 4.52677 0.41152
6 5.26082 0.40468
7 5.99534 0.39969
8 6.73016 0.39589
Let A(d,n) be the n × n matrix with a(d,n)i, j = 1 if |i − j | ≤ d and a(d,n)i, j = 0 otherwise. We
immediately get the following (well-known) result:
V (d, n) = per A(d,n).
Lehmer [8] stated (without giving any details) that the “van der Waerden conjecture” can be
used to prove that
μd
2d + 1 ≥
1
e
≈ 0.36788. (2)
The van der Waerden conjecture (now theorem, see e.g. [13, p.104]) states that for a doubly
stochastic n × n matrix, the permanent is lower bounded by n!/nn . Doubly stochastic means
that all the elements are non-negative and that the sum of the elements in any row or column
is 1. If A is an n × n matrix where the sum of the elements in any row or column is k, then
van der Waerdens’s theorem shows that the permanent is lower bounded by n!kn/nn .
In A(d,n), most rows and columns have sum 2d +1, but not all. For a closely related matrix
B(d,n), all rows and columns have sum 2d + 1. The matrix B(d,n) is defined as follows:
bi, j = 0 if i > j + d or j > i + d,
bi, j = 2 if i + j ≤ d + 1 or i + j ≥ 2n + 1 − d,
bi, j = 1 otherwise.
We see that B(d,n) is obtained from A(d,n) by changing elements in the upper left and lower
right corners from 1 to 2. From the discussion above we see that
per B(d,n) ≥ n!(2d + 1)
n
nn
>
√
2πn
(
2d + 1
e
)n
. (3)
The elements in B(d,n) with value 2 are all located in the first d and the last d columns. Hence
from the definition (1), we see that
per B(d,n) ≤ 22d per A(d,n), (4)
and so
V (d, n) >
√
2πn
22d
(
2d + 1
e
)n
. (5)
123
T. Kløve
We see that (5) implies that
(V (d, n))1/n >
(√
2πn
22d
)1/n
2d + 1
e
→ 2d + 1
e
when n → ∞, that is, (2) is true.
One way to improve the lower bound in (5) along the same line is to improve the bound
(4), and we (essentially) do this next. Let C be the d × 2d matrix in the upper left corner of
B(d,n), that is, for 1 ≤ i ≤ d we have
ci, j = 2 for 1 ≤ j ≤ d + 1 − i,
ci, j = 1 for d + 2 − i ≤ j ≤ d + i,
ci, j = 0 for d + 1 + i ≤ j ≤ 2d.
Further, let
Rd = {(ρ1, ρ2, . . . , ρd) | 1 ≤ ρi ≤ d + i, 1 ≤ i ≤ d, and ρr 	= ρs for r 	= s, }
σ(ρ) = c1,ρ1 c2,ρ2 · · · cd,ρd for ρ ∈ Rd ,
and
d =
∑
ρ∈Rd
σ(ρ).
For ρ, τ ∈ Rd , let (ρ, τ, n) be the number of permutations p ∈ T (d, n) such that pi = ρi
for 1 ≤ i ≤ d and pn+1−i = τi for 1 ≤ i ≤ d . Then
per B(d,n+2d) =
∑
ρ∈Rd
∑
τ∈Rd
σ(ρ)σ (τ)(ρ, τ, n + 2d).
The numbers (ρ, τ, n + 2d) will vary with ρ and τ . However, we have
(ρ, τ, n + 2d) = per An,ρ,τ ,
where An,ρ,τ is the n × n matrix obtained by removing from A(d,n+2d) the d first and d last
rows and the columns ρi for 1 ≤ i ≤ d and n + 2d + 1 − τi for 1 ≤ i ≤ d . In particular,
An,ρ,τ is obtained from A(d,n) by changing some ones to zeros (the number of changes is
between 0 and 2d). Hence per An,ρ,τ ≤ V (d, n). Therefore
per B(d,n+2d) ≤ V (d, n)
∑
ρ∈Rd
σ(ρ)
∑
τ∈Rd
σ(τ) = V (d, n)2d .
Let
ωd = d e
d
(2d + 1)d .
By (3), we get
Theorem 1
V (d, n) ≥
√
2π(n + 2d)
ω2d
(
2d + 1
e
)n
. (6)
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This gives an improvement of (5). To show how large the improvement is, we have to
determine or at least estimate ωd . Our argument is heuristic in that one step in the argument
will be based on numerical evidence only.
It is not obvious how we can obtain a useful general formula for d from its definition.
We (first) computed d by exhaustive search for 1 ≤ d ≤ 7. In the next table we give these
values: :
d 1 2 3 4 5 6 7
d 3 18 170 2200 36232 725200 17095248
A search in [10] came up with one sequence, A074932, that coincides with these seven
first terms. We will denote this sequence by ∗d . A general expression for ∗d is given in [10]:
∗d =
d∑
m=0
(
d
m
)
(m + 1)d . (7)
Since the numbers are so large, it is quite likely that it is not a coincidence that d = ∗d for
d ≤ 7 and that these sequences are the same for all d . We also computed (again by exhaustive
search)
8 = 463936896 and 9 = 14246942336
and checked that 8 = ∗8 and 9 = ∗9 as well. Based on this, we make the following
conjecture.
Conjecture 1
d = ∗d =
d∑
m=0
(
d
m
)
(m + 1)d for all d ≥ 1. (8)
So far, we do not have a proof of this conjecture. However, we will estimate ∗d and get a
conjectured estimate for d . Let
ω∗d =
∗d ed
(2d + 1)d
and
tm =
(
d
m
)(
(m + 1)e
2d + 1
)d
.
From (8) we get
ω∗d =
d∑
m=0
tm . (9)
If we write m = λd , we have for, 0 < λ < 1 (see e.g. [9, p. 466]):
(
d
λd
)
≈ 1√
2πλ(1 − λ)d
(
1
λλ(1 − λ)1−λ
)d
.
Let
f (λ) =
(
λ
1 − λ
)1−λ
.
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Then we get
tm ≈ 1√2πλ(1 − λ)d
(
1
λλ(1 − λ)1−λ
)d (
λ e
2
)d
= 1√
2πλ(1 − λ)d
( e
2
f (λ)
)d
. (10)
The function f (λ) is maximal for λ = λ0 ≈ 0.78219, and the maximal value is ψ = f (λ0) ≈
1.32110. Hence the maximal tm is
tλ0d ≈
1√
2πλ0(1 − λ0)d ϕ
d ≈ 0.96653√
d
ϕd .
where
ϕ = ψe
2
≈ 1.79556.
Since ω∗d has d + 1 terms, clearly,
ω∗d  0.96653
d + 1√
d
ϕd .
Numerical computations show that this is a quite weak upper bound. We can show the fol-
lowing much stronger bound:
Lemma 1 We have
ω∗d  1.67219
√
ln(d) − ln(ln(d)) ϕd .
Proof From the Taylor expansion of f (λ) at the point λ = λ0 we get
f (λ) = f (λ0)
{
1 − η(λ − λ0)2
} + O ((λ − λ0)3
)
,
where
η = 1
2λ20(1 − λ0)
≈ 3.75203.
Let
λ1 = λ0 −
√
ln(
√
d/{ln(d) − ln(ln(d))})
ηd
and
λ2 = λ0 +
√
ln(
√
d/{ln(d) − ln(ln(d))})
ηd
.
From (9) we get
ω∗d
ϕd
= S1 + S2 + S3,
where
S1 =
λ1d∑
m=0
tm
ϕd
, S2 =
λ2d∑
m=1+λ1d
tm
ϕd
, S3 =
d∑
m=1+λ2d
tm
ϕd
.
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First, we see that
ln(
√
d/{ln(d) − ln(ln(d))}) = 1
2
{
ln(d) − ln(ln(d)) − ln
(
1 − ln(ln(d))
ln(d)
)}
≈ 1
2
{ln(d) − ln(ln(d))}.
Hence,
S2  (λ2 − λ1)d tλ0d
 2
√
ln(d) − ln(ln(d))
2η
· 0.96653
≈ 0.70566√ln(d) − ln(ln(d)).
For S1 we get
S1  dλ1
1√
2πdλ1(1 − λ1)
f (λ1)d
ψd
≈ λ1
√
d√
2πλ1(1 − λ1)
(
1 − ln(
√
d/{ln(d) − ln(ln(d))})
d
)d
≈ λ1
√
d√
2πλ1(1 − λ1)e
− ln(√d/{ln(d)−ln(ln(d))}
= λ1√
2πλ1(1 − λ1)
√
ln(d) − ln(ln(d))
≈ λ0√
2πλ0(1 − λ0)
√
ln(d) − ln(ln(d)) ≈ 0.75601√ln(d) − ln(ln(d)).
Similarly,
S3  0.21052
√
ln(d) − ln(ln(d)).
From Lemma 1 we see that ω∗d <
√
3(ln(d) − ln(ln(d))) for d sufficiently large, and numer-
ical results strongly indicate that this is the case for all d ≥ 3. Combining this with (6), we
get
V (d, n) >
2
√
2
3
√
π
·
√
n + 2d
{ln(d) − ln(ln(d))} 1.795562d
(
2d + 1
e
)n
. (11)
provided ∗d = d . Hence, (6) clearly improves (5) (at least provided ∗d = d ).
Comments on Conjecture 1
There is an old saying: “If you can’t solve it, generalize it”. The idea is that a more general
problem may shed some light on a problem and even lead to a solution. Let us generalize
the matrix C to a matrix Cx that has the value x where C has the value 2 and ask the same
question as before. To be precise, let Cx be the d × 2d matrix defined by
ci, j = x for 1 ≤ j ≤ d + 1 − i,
ci, j = 1 for d + 2 − i ≤ j ≤ d + i,
ci, j = 0 for d + 1 + i ≤ j ≤ 2d,
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and let
d(x) =
∑
ρ∈Rd
c1,ρ1 c2,ρ2 · · · cd,ρd . (12)
In particular, d(2) = d . A study of (12) gave the following generalization of Conjecture
1; it has been verified for d ≤ 9.
Conjecture 2
d(x) = ∗d(x) =
d∑
m=0
(
d
m
)
(m + 1)d(x − 1)d−m .
If we expand (x−1)d−m , use the relation
(
d
m
) (
d − m
j
)
=
(
d
j
)(
d − j
m
)
, and rearrange
the terms we can get the equivalent expression
∗d(x) =
d∑
j=0
x j
(
d
m
) d− j∑
m=0
(
d − j
m
)
(m + 1)d(−1)d− j−m .
The inner sum can rewritten using the identity given by Gould [2] in his proof of the Gov-
indarajulu-Suzuki identity. For our parameters this identity can be written:
d− j∑
m=0
(
d − j
m
)
(−1)d−m(m − z)d =
j∑
r=0
(
d
d − j + r
)
(−1)r (d − j)!z j−r
{
d − j + r
d − j
}
(13)
for all z. Here,
{
n
k
}
are the Sterling numbers of the second kind. They have a generating
function
n∏
k=0
(1 − kz)−1 =
∞∑
k=0
{
n
k
}
zk .
There are several ways of writing the Sterling numbers as finite sums. For actual computa-
tions, the recurrence
{
n
k
}
= k
{
n
k
}
+
{
n − 1
k − 1
}
,
with the initial conditions
{
n
n
}
= 1 for all n ≥ 0,
{
n
0
}
= 0 for all n ≥ 1 is often useful.
Letting z = −1 in (13), we get
d− j∑
m=0
(
d − j
m
)
(−1)d−m− j (m + 1)d = (d − j)!
j∑
r=0
(
d
d − j + r
){
d − j + r
d − j
}
.
For small j , the right hand side expression is easier to compute, for large j (that is, for small
d − j), the left hand expression is the easier to compute.
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