Two dimensional, time-independent and time-dependent electro-osmotic flows driven by a uniform electric field in a closed rectangular cavity with uniform and nonuniform zeta potential distributions along the cavity's walls are investigated theoretically. First, we derive an expression for the one-dimensional velocity and pressure profiles for a flow in a slender cavity with uniform (albeit possibly different) zeta potentials at its top and bottom walls. Subsequently, using the method of superposition, we compute the flow in a finite length cavity whose upper and lower walls are subjected to non-uniform zeta potentials. Although the solutions are in the form of infinite series, with appropriate modifications, the series converge rapidly, allowing one to compute the flow fields accurately while maintaining only a few terms in the series. Finally, we demonstrate that by time-wise periodic modulation of the zeta potential, one can induce chaotic advection in the cavity. Such chaotic flows can be used to stir and mix fluids. Since devices operating on this principle do not require any moving parts, they may be particularly suitable for microfluidic devices. 
INTRODUCTION
In recent years, there has been a growing interest in developing microfluidic systems for biological and chemical minute laboratories [1] [2] [3] . Often it is necessary to propel fluids from one part of the device to another, control fluid motion, enhance mixing, and separate fluids. Electroosmosis provides an attractive means for manipulating liquids in microdevices. The electroosmotic phenomenon is caused by the accumulation of a net electric charge on the solid's surface that is in contact with an electrolyte solution. As a result, counterions accumulate in a thin liquid layer next to the solid's surface. This thin layer is known as the Debye (or double) layer, and its thickness is typically on the order of 10nm [4] . Away from the solid's surface, the electrolyte is neutral. This charge separation next to the solid wall causes either a positive or negative (ζ) potential difference across the Debye layer. The magnitude of the ζ potential depends, among other things, on the characteristics of the solid and the liquid. In the presence of an external electric field, the counterions in the double layer are attracted to the oppositely charged electrode and drag the liquid along. In other words, the electric field, through its action on the counterions, creates a body force that, in turn, induces fluid motion. When the Debye layer is much smaller than the conduit's dimensions, the electroosmotic flow can be described by specifying a slip velocity at the wall.
Most of the studies to date have focused on electro-osmotic flows in straight conduits with uniform ζ potential along the conduit's walls. See, for example, Dutta and Beskok [5] and the references cited therein. Just a few studies have addressed electro-osmotic flows in the presence of non-uniform zeta potentials. Assuming a harmonically varying, axi-symmetric zeta potential, Anderson and Idol [6] predicted the occurrence of secondary flows and showed that the average, axial electro-osmotic velocity is proportional to the axial average of the zeta potential. Ajdari [7] [8] [9] studied complex electro-osmotic flows induced by non-uniform, timeindependent and time-dependent ζ potentials along the conduit's walls. Qian and Bau [10] studied electro-osmotic flows in an infinite conduit whose wall potential was actively controlled spatially and temporally. They demonstrated that by alternating between two different flow fields, one could induce Lagrangian chaos that facilitates effective stirring. Erickson and Li [11] used surface heterogeneity to enhance mixing in a T-shaped microchannel.
Nonuniform ζ potentials can be obtained by coating the conduit's walls with different materials [12] or by using different buffer solutions. More interestingly, both spatial and temporal control of the ζ potential can be achieved by imposing an electric field perpendicular to the solid-liquid interface [13] [14] [15] . Such a normal electric field can be imposed with the aid of electrodes embedded beneath the solid-liquid interface and electrically insulated from the liquid.
Alternatively, when the solid surface is photosensitive (such as a semi-conducting TiO 2 film), the surface charge can be modified with light [16] .
In this paper, we study electroosmotic flows in rectangular cavities with nonuniform ζ potentials along the cavity's walls. The calculation of the flow field requires the solution of the Stokes problem. Using the superposition method, we derive expressions for the flow field in the form of infinite series. Unfortunately, the resulting series converge slowly. Using various acceleration techniques [17] , we recast the series in a fast converging form and demonstrate that just a few terms are sufficient to obtain highly accurate results. These series solutions are far superior both in precision and computational time to finite difference or finite elements solutions [18] when one desires to track the trajectories of passive tracers. The paper is organized as follows. We first set up the mathematical model (section 2), and then we review the results for one-dimensional flow driven by both electro-osmosis and the pressure gradient between two In the above, is the pressure, V =(u*, v*) is the velocity vector, u* and v* are, respectively, the velocity components in the x and y directions,
ρ is the fluid density, and e ρ is the net electric charge density.
We decompose the electric potential in the cavity into two components:
. φ satisfies the PoissonBoltzmann equation [4, 20] ,
where ε is liquid's permittivity; e ρ is the net charge density; is Faraday constant, and c F + and c -are, respectively, the concentrations of the positive and negative ions that satisfy the Boltzmann distribution.
Next, we rewrite the momentum equation as where , a n d
Using Fz RT and H as the potential and length scales, respectively, we define RT 
In the above, the first and second terms correspond, respectively, to the potential distribution in the vicinity of the upper and lower walls. + ζ and − ζ denote, respectively, the dimensionless zeta potentials at the upper (+) and lower (-) walls. When χ<<1, χ χ ≈ tanh (the Debye-Hückel linearization), and (2.7) can be further simplified to
(2.8) 
is the dimensionless velocity vector. We also eliminated the advection term since typically electro-osmotic flows are very slow (on the order of µm/s).
STEADY ELECTRO-OSMOTIC FLOW IN AN OPEN CONDUIT
In this section, we analyze briefly fully developed, steady electro-osmotic flows in an open, planar conduit with uniform ζ potentials at its top and bottom walls. Later, we will use this solution to construct the flow field far from the sidewalls in a closed, slender cavity. To this end, we solve the x-direction momentum equation (2.9) with the boundary conditions
where in our dimensionless scheme ζ + =1 and ζ -=α. The velocity profile is: 
An approximate expression for ( ) Y χ is given in equation (2.8). ( Fig.2a) and α= -1 (Fig.2b) . Witness the presence of very thin boundary layers next to the sidewalls (Y=±1). Within the boundary layers, the magnitude of the velocity drops quickly from its "core value" to a zero value at the solid surface. When 0 = dX dP and α=1, the flow is "plug"- 
BOUNDARY LAYER ANALYSIS OF THE FULLY DEVELOPED FLOW IN AN OPEN CONDUIT
As long as the Debye layer is very thin, for all practical purposes, one can replace the non-slip boundary condition at the wall with a "slip velocity " at the edge of the boundary layer [21] . This approximation provides a great simplification when one is computing complex flow fields since it eliminates the need to resolve the velocity field over vastly different length scales.
Since later in the paper, we will be using the slip velocity as a boundary condition, we formally justify its use here. Since χ decays rapidly away from the boundaries, we divide the domain into a core region and two boundary layers. The core variables will be denoted with superscript (c) and the boundary layers variables will be denoted with +/-. In the core region, the dimensionless momentum equation reduces to
(4.1).
Integrating (4.1) twice with respect to Y, we get ( )
In the upper and lower boundary layers, we introduce the stretched coordinates The coefficients C 2 , C 3 , and are obtained by matching the core and the boundary layer solutions. We assume the presence of an overlap region [22] and introduce the "intermediate"
, and .
Asymptotically matching the solutions for various powers of ν, we require: 
To obtain matching for all orders of ν, C must be on the order of (λ 
STEADY ELECTRO-OSMOTIC FLOW IN A SLENDER, CLOSED CAVITY
When the cavity is closed, the pressure gradient is no longer independent, and mass conservation requires 
In the case of a slender cavity, H/L<<1, and far from the side walls, one may assume that
The corresponding expressions for the core flow (when one assumes slip boundary conditions) derived in this section will assist us in assessing the accuracy of the two-dimensional solution for the flow field in a finite-length cavity.
STEADY ELECTRO-OSMOTIC FLOW IN FINITE ASPECT-RATIO CAVITIES
The solution given in section 5 is valid only far away from the sidewalls. In this section,
we compute the flow field in a finite aspect-ratio cavity with non-uniform, slowly varying 
In the above, h=L/H is the cavity's aspect ratio.
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The biharmonic equation (6.2) can be readily solved with various numerical methods. We choose to solve (6.2) analytically since we need an accurate (and compact solution) to compute the trajectories of passive tracers under quasi-static, time-periodic fluctuations in the zeta potential (section 7).
Without loss of generality, it is convenient to decompose the problem into the four subproblems:
In the above, the first subscript indicates whether the function is even (E) or odd (O) in X. The second subscript indicates whether the function is even (E) or odd (O) in Y. Accordingly, the boundary conditions for the various subproblems are:
Typically, the biharmonic equation in rectangular geometry is solved analytically with either biorthogonal 'Papkovich-Fadle' eigenfunctions [23] [24] [25] [26] or the method of superposition [27] . When the boundary conditions are not smooth, Fourier series exhibit slow convergence due to the Gibbs phenomenon. It is easier, however, to accelerate the rate of convergence of the series when using the superposition method. For the even-odd case, Meleshko [17, 28] demonstrated that it is possible to achieve very accurate results while retaining just a few terms in the modified (accelerated) series. Following and extending Meleshko, we obtain the three 
ab EE
Ψ is designed to mimic the dominating singularities of U so that they do not hamper the rate of convergence of the series . 
The series on the RHS of the equations are summed-up in terms of tri-gamma functions (Ψ', Abramowitz and Stegun [29] ). 
In the above, A=1 when the summation is over all integer m-values and A=2 when the summation is over either odd or even m-values.
1
The system of algebraic equations (6.14) with a=b=0 can be truncated and solved for the coefficients r m and . Kantorovich & Krylov [27] have shown that the resulting series is, indeed, convergent. Unfortunately, when the
is not continuous, the rate of convergence may be quite slow. It is possible, however, to accelerate the rate of convergence by removing the dominant singularities. In other words, we wish to accelerate the rate of decay of the RHS of equations (6.14) as m and l increase. This is done by choosing the arbitrary coefficients (a) and (b) in such a way as to increase the rate of decay of the RHS of the algebraic equations. The infinite sums in (6.17) and (6.18) are represented in terms of tri-gamma functions [17, 29] . By requiring that to the leading order, (6.17) and (6.18) are equal to zero (i.e., F m =0 and =0), one can solve for a and b.
Here we will consider only the special case of uniform ζ potentials along the top and Modeling, 29 (8), 726-753. ) ( X q e l into geometric series, exchange the order of summation, and sum-up the resulting inner series (Oberhettinger [30] ) to obtain: The resulting series converges rapidly, and as few as M=L=5 terms are sufficient to obtain the desired precision. Additional details on the rate of convergence will be provided later in the paper.
ODD ON X AND ODD ON Y ( )

OO
Ψ
The boundary conditions in this case satisfy U and U .
As before, we decompose into two components:
, is further decomposed into a sum of two Fourier series,
, (6.30) where 
(6.53) (Fig.6a) , and α=-1 (Fig.6b) . Both solutions are in excellent agreement. The small deviations may be attributed to h not being large enough.
The Accuracy of the Analytic Solutions
TIME-INDEPENDENT, ELECTRO-OSMOTIC FLOWS IN A SQUARE CAVITY WITH DIFFERENT ZETA POTENTIAL DISTRIBUTIONS
In this section, we compute a few examples of flow fields in a square cavity (h=1) with different distributions of the zeta potentials along the cavity's walls. (Fig. 7a ). When α=0 (Fig. 7c) , in addition to the primary eddy, Moffatt [31] corner eddies are visible next to the bottom corners. When α>0, the flow consists of a couple of counter-rotating eddies, whose size depends on α's magnitude. When α=±1, the flow patterns are symmetric with respect to both the X=0 and Y=0 axes (Figs. 7a and b) . When α∫±1, the symmetry with respect to the Y=0 axis is broken (Figs. 7c and d) . When |X|<c, U=ζ=0. In the above, c (>>λ D ) is a small gap between the two adjacent electrodes.
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In Fig. 9 , we will demonstrate that small values of c have no significant effect on the flow topology as compared to the case of c=0. Therefore, in Fig. 8 , we used c=0. Figs. 8a, b, c, and d correspond, respectively, to α= -1, 1, -0.5, and 0.5. By controlling the sign and magnitude of α, one can control the number of convective cells.
In Fig. 9 , we examine the effect of the gap's width (c) on the flows' topology. In Figs. 9a and b, α=-1. In Figs. 9c and d, α=1 . When c is small (c=0.1 in Figs. 9a and c) , the flow field is similar to the case of c=0 (Figs. 8a and b) . When c is large (c=0.5 in Figs. 9b and d) , the flow cells appear to be skewed.
More complex patterns are shown in Fig. 10 . In Fig. 10a , when -h≤X<0, U 
CHAOTIC ADVECTION INDUCED BY ELECTRO-OSMOSIS
So far, we have demonstrated that electro-osmosis can be used to induce complicated flow patterns in a closed cavity. These flows are, however, highly regular. In the absence of diffusion trace particles will follow the streamlines with no transport occurring transverse to the streamlines. In this section, we demonstrate that by appropriate time modulation of the ζ potential, one can induce chaotic advection. To this end, we choose two basic flow patterns, A and B say, and maintain flow field type A for a time interval 0<t<T/2, and then switch to flow field type B for the time interval T/2<t<T. Subsequently, the process is repeated. We assume that the Reynolds number is small and that the zeta potential alternations are sufficiently slow that the flow is quasi-static and the instantaneous flow field is given by the steady-state solution of the Stokes equation. This approximation has been widely used in the case of mixing problems at very low Reynolds numbers [19, [32] [33] [34] [35] . For example, when studying a magnetohydrodynamic stirrer, Yi, Qian, & Bau [35] found that as long as St<1, the predictions of the quasi-static theory were in good agreement with computational results that accounted for the inertia term and with experimental observations.
When the flow field alternates between patterns A and B, the instantaneous flow field is given by:
where
In the above, k=0,1,2,… is an integer, and the resulting flow field is periodic in time with periodicity T. Functions f(t) that provide a more gradual time-wise change will only modify the "effective" time interval T i without changing the qualitative nature of the flow.
The motion of a passive tracer particle can be computed by solving the kinematic equations: Cavities, Applied Mathematical Modeling, 29 (8), 726-753. ( ) ( )
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with the initial conditions
We compute the particle's trajectory by integrating equation (8.4) using Matlab's 4 th order
Runge-Kutta algorithm.
One can imagine the trajectory that a passive tracer will follow when the flow fields are alternately switched from pattern A to pattern B. In the time interval 2
, the tracer will move along a segment of the curve described by A = Ψ
In the time interval
, the tracer will follow a segment of the curve described by .
The net result is a zigzag path. When T is small, the particle trajectory will coincide with a path traced by the superposition of patterns A and B. When T is relatively large, the zigzag path will cover most of the cross-sectional area, thereby providing efficient stirring.
As already noted by Aref [19] among others, equations 8.4 are a Hamiltonian system. The flow conserves area, and the phase space (x, y) coincides with the physical space. Although our treatment is valid only when T>>0, it is nevertheless instructive to examine the system in the limit of T→0. In this limit, the flow fields A and B superpose. By examining the various fixed points of the superposed field, one can obtain useful information on the advection patterns as T Fig. 8(a) . The time interval for each of the patterns is T/4.
Often stroboscopic images (Poincaré sections) are used as a diagnostic tool to determine the effectiveness of the stirring process. These images are obtained by integrating the kinematic equations and documenting the tracer's location at the end of each period. In other words, each image is a superposition of snapshots that depict the location of the tracer particle at times t=kT, where k=0, 1, 2, … When the pattern of points that emerges lies on a smooth curve, the motion is deemed to be regular and provides poor mixing. When a scattered pattern emerges, the motion is likely to be chaotic.
The combined flow field of protocol A/B is depicted in Fig. 11a in the limit of T 0.
When the period T→0, the flow field is characterized by large outer eddies containing two subeddies separated by a saddle stagnation point. The flow field includes one hyperbolic and two elliptic fixed points.
When T=0, the system is autonomous and integrable. When T>0, the system may no longer be integrable. As T increases, chaotic behavior arises both because of the disruption of the hyperbolic fixed point and the perturbation of the tori. In the first instance, the stable and unstable manifolds of the hyperbolic point (in the Poincare section) intersect transversely infinitely many times to form a homoclinic tangle and a "hyperbolic mixing region". Additionally, according to the Poincare-Birkhoff theorem [36] , the tori with rational period ratios (Γ/T) will deform significantly and form a "petal" structure that leads in the Poincare section to the formation of a sequence of new hyperbolic (saddle) and elliptic fixed points. Like the original hyperbolic point, these newly formed hyperbolic points will give rise to chaotic behavior. In summary, in our system, there are two interacting mechanisms that lead to chaotic advection. This process is illustrated in Fig. 12 As the period T is further increased, the passive tracer particle inserted at (X0, Y0)=(0, 0.01) strays away from the "regular path", and it circulates from the upper right region to the bottom left region (Fig. 11b) . As T is further increased to T=2 (Fig. 11c) , the fraction of the cavity's area visited by the tracer also increases. Figs. 11b and 11c indicate the presence of isolated regions bound by KAM surfaces through which the tracer particles do not pass. As T increases, the size of these isolated islands decreases, and they are barely visible in Fig. 11d (T=8). Given the symmetries of each of the flow patterns, the appearance of the isolated islands is not surprising [37] . Presumably, more effective stirring would be achieved by minimizing the symmetries of flow patterns A and B. Alternatively, the KAM surfaces might disappear if one were to adopt a quasi-periodic alternation protocol instead of the periodic one that we used here.
In Fig. 11d (T=8) , the chaotic region spreads to cover most of the cavity and nearly wipes out the regular regions indicating an effective stirring process. Although some of the basic flow patterns presented here are similar to the ones calculated in previous works on chaotic advection in cavity flows [38] [39] [40] , the present study differs from the previous efforts in a number of ways. Prior workers used finite difference techniques to calculate the flow field. These calculations required a great amount of computer resources. In contrast, we derived quasi-analytical solutions for the flow field that provide a much better precision than the finite difference solutions with a relatively small computational effort, and do not require interpolation. In contrast to prior works, in which one or more of the stirrer's boundaries had to be set into motion, the proposed stirrer does not require any moving parts. Finally, local control of the zeta potential allows one to obtain a rich plethora of flow patterns that may not be feasible to realize by other means. In most cases of electroosmotic flows, the surface roughness exceeds the thickness of the electric double layer. Although the surface roughness distorts locally the electric and flow fields next to the boundary, it has little effect on the bulk flow [41] .
CONCLUSION
In this paper, we have studied electro-osmotic flows in cavities in which the zeta potential along the cavities walls varies both spatially and temporally. Asymptotic and quasianalytic solutions for the flow field were derived, respectively, for the cases of the slender and finite aspect ratio rectangular cavities. In the latter case, solutions have been derived for various canonical cases. By accelerating the rate of convergence of the series, we were able to obtain highly accurate solutions while maintaining just a few terms in the series. These series solutions have a clear advantage over finite difference and finite element solutions, particularly when one desires to track the progression of passive tracer particles; not only do they provide computational economy, they also save the need for interpolation, which would be required in finite difference and finite elements simulations. Non-uniform, wall zeta potentials lead to the formation of complex flow patterns. By temporally varying the wall's zeta potential, one can obtain chaotic advection that may provide efficient stirring. The stirring efficiency is somewhat compromised due to the appearance of islands. However, the ability to locally control the zeta potential allows one to induce a plethora of flow patterns and minimize the presence of symmetries in the flow. Furthermore, the islands might be eliminated with the use of aperiodic alternations of the flow patterns. Since the electro-osmotic stirrer does not require any moving parts, it is particularly suitable for applications in microfluidic systems. 
LIST OF CAPTIONS
1.
A rectangular cavity equipped with two electrodes (|X|=h) in contact with the liquid. These electrodes induce a uniform electric field in the x-direction. Additional electrodes (A i , i=1,2,3, and 4) are embedded in the upper and lower walls of the cavity beneath the surface. These electrodes are used to control the walls' zeta potential.
2.
Velocity profiles for various pressure gradients when α=1 (a) and α= -1 (b). .
Velocity profiles for different zeta potential ratios (α) when dP/dX=-2 (a) and dP/dX=2
Velocity profiles within a closed cavity. α=1(a) and α=-1(b). The solid line and symbols (o) correspond, respectively, to the exact and approximate core solutions. In (b), the horizontal upper and vertical RHS scales are blown up to facilitate a better appreciation of the boundary layer structure (dash line). .
The difference between the computed velocities at the boundary and the exact values.
M=L=5, h=1, and U .
The difference between the slender cavity's one-dimensional solution and the solution of the biharmonic equation when h=5, α=1 (a) and α= -1 (b). h=1 and M=L=5. 
