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Resumo
O turismo é um mercado que capta bilhões de reais todos os anos no Brasil. Ainda
assim, é evidente a carência de acesso à informação aos visitantes. Neste contexto, o
presente trabalho propõe dois métodos para a classificação automática de monumentos
de Brasília por meio de algorítmos de processamento de imagens. A primeira abordagem
avalia a comparação de histogramas de cores enquanto que a segunda visa solucionar o
problema com o emprego de redes neurais artificiais. Em ambos as técnicas, diversas
variações são consideradas a fim de se determinar o melhor ajuste.
Palavras-chave: classificação de imagens, comparação de histogramas, redes neurais
iii
Abstract
Tourism is a market that gemerates billions in revenues every year to Brazil. Yet,
it is evident the difficulty that visitors have to access relevant information at tourist at-
tractions. In this context, this work proposes two methods for automatic classification of
Brasília’s monuments using image processing algorithms. The first approach evaluates
the comparison of color histograms while the second one aims to solve the problem with
neural networks. In both techniques, several variations are considered to determine the
best adjustment.
Keywords: image classification, histogram comparison, neural networks
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Capítulo 1
Introdução
O processamento de imagens é uma disciplina de grande abrangência. Dentre suas
diversas áreas de aplicação, destaca-se a visão computacional que vem se desenvolvendo
intensamente nos últimos anos. Ela tem por objetivo a extração de significado de uma
imagem, de modo que um computador consiga de alguma forma entender o que está
representado em um determinado conjunto de píxeis. Aplicações neste campo podem ser
utilizadas de inúmeras formas, como para controle de máquinas em indústrias, criação
de sistemas de segurança sofisticados, auxílio em diagnósticos médicos, aperfeiçoamento
de interações humano-computador, criação de ambientes de realidade aumentada, entre
outras.
Ainda no meio tecnológico, uma área que vem ganhando grande destaque é a compu-
tação móvel. Dispositivos móveis estão cada dia mais presentes no cotidiano das pessoas
e passam a contar com mais poder de processamento a cada nova geração.
Inúmeras aplicações que aliem estas duas tecnologias podem ser imaginadas. Pensando
nisto e na aproximação de eventos de grande porte no Brasil, como a Copa do Mundo
de 2014, torna-se atraente a idéia da criação de sistemas que possam auxiliar os turistas,
fornecendo a eles informações sobre pontos turísticos e sobre suas localizações.
1.1 Definição do Problema
Deseja-se criar um classificador automático que consiga distinguir, por meio de fotos,
diferentes monumentos de Brasília utilizando algorítmos que demandem pouco processa-
mento, que possam ser implementados em um dispositivo móvel.
1.2 Objetivo Geral
• Classificar adequadamente diferentes monumentos de Brasília;
• Utilizar um método de classificação simples que possa ser implementado em um
dispositivo móvel.
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1.3 Objetivos Secundários
• Avaliar se a simples comparação de imagens por histogramas de cores é suficiente
para se realizar uma classificação eficiente;
• Avaliar diferentes configurações para a comparação de histogramas a fim de se en-
contrar os parâmetros mais adequados ao método;
• Avaliar o desempenho de Redes Neurais Artificiais na classificação dos diferentes
monumentos.
1.4 Organização do Documento
O Capítulo 2 dedica-se a apresentação de uma fundamentação teórica para embasar o
leitor sobre conceitos utilizados posteriormente no texto. O Capítulo 3 tem por objetivo
a exposição da metodologia proposta para se resolver o problema definido anteriormente.
No Capítulo 4, os resultados obtidos com a metodologia proposta são apresentados e
avaliados, sendo realizadas comparações entre os resultados esperados e obtidos. Por
fim, o Capítulo 5 apresenta uma conclusão para o trabalho, assim como as principais
dificuldades encontradas e propostas para trabalhos futuros.
Ao fim do texto são apresentados nos Apêndices A e B todos os resultados obtidos em
formas de tabelas para a possível verificação da análise realizada.
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Capítulo 2
Fundamentação Teórica
Este capítulo tem por objetivo fornecer ao leitor uma visão geral dos fundamentos e
conceitos necessários para o entendimento da metodologia desenvolvida neste trabalho.
Em um primeiro momento serão introduzidos os fundamentos em processamento de
imagens, tais como aquisição e formas de representação. Depois serão apresentados as
métricas a serem utilizadas para avaliação do desempenho. Na sequência, serão explicados
conceitos relacionados à histogramas e métodos de comparação dos mesmos. Por fim, serão
abordados conhecimentos associados à redes neurais artificiais.
2.1 Aquisição de Imagens Digitais
Podemos definir uma imagem como uma função f(x, y) de duas variáveis, onde x
e y representam um uma coordenada em um plano e o valor de f(x, y) corresponde a
intensidade luminosa [1]. Tratando-se dos computadores digitais atuais, dispomos de
uma quantidade limitada de bits para a representação de infinitas quantias. Portanto,
apenas quando os valores de x, y e f(x, y) são discretos, dizemos que f(x, y) representa
uma imagem digital. Uma imagem digital pode ser vista matematicamente como uma
matriz M ×N com M linhas e N colunas sendo que, a cada elemento desta matriz, dá-se
o nome de píxel.
Existem vários possíveis modelos de representação de cores [2] para imagens digitais,
vários deles orientados a hardware (impressoras ou monitores coloridos, por exemplo). Por
simplicidade, entretanto, serão consideradas, nesta Seção de Aquisição, apenas imagens
níveis de cinza, já que os conceitos podem ser facilemente extendidos aos outros mode-
los. Representações coloridas serão comentadas na próxima Seção (2.2 Representação de
Imagens Digitais).
A primeira etapa do processamento de imagens é a aquisição. Os objetos de uma
cena refletem a energia luminosa de uma fonte de luz e sensibilizam os sensores de algum
dispositivo, nos fornecendo informações sobre uma paisagem. Cada sensor responde com
um sinal elétrico de intensidade proporcional a quantidade luminosa recebida [3]. Uma
câmera fotográfica digital é um exemplo deste tipo de dispositivo e normalmente possui
um um arranjo de sensores na forma de matriz [1].
Para uma análise computacional, devemos transformar os elementos obtidos pelos
sensores em números representáveis digitalmente [4]. Portanto, é necessário aplicar ao
sinal elétrico que representa a imagem processos de amostragem e quantização.
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2.1.1 Amostragem
A Figura 2.1 retrata a ideia da amostragem. Queremos converter a função f(x, y)
contínua para a sua versão digital (discreta), nesta etapa, nos preocupamos apenas com os
valores presentes no domínio da função. Basta, então, que peguemos algumas amostras do
sinal em quantidade suficiente para manter suas características principais. Na Figura 2.1,
se considerarmos as pequenas variações da função como ruído, podemos observar que os
valores amostrados, indicados pelos quadrados brancos, representam satisfatoriamente a
forma geral da função original, mas alguns detalhes são perdidos, de forma que não será
possível recuperar toda a informação da função.
Figura 2.1: Amostragem [1].
Entretanto, no contexto de imagens, estamos normalmente mais interessados na infor-
mação visual, permitindo-nos a perda de elementos que farão pouca diferença na imagem
como um todo.
A chamada frequência de Nyquist nos diz o limite inferior de amostras que devemos
obter para que possamos manter as informações do sinal, fornecendo-nos um embasamento
matemático para o processo de amostragem [3]. Utilizando a frequência de Nyquist ne-
nhuma informação do sinal é perdida.
Uma imagem amostrada pode ser vista basicamente como um vetor de números, de
tamanho finito (que é o objetivo principal do processo), cada um representando um píxel
da imagem.
2.1.2 Quantização
Após a amostragem, realiza-se a quantização do sinal. Novamente, o processo será
explicado apenas para tons de cinza, uma vez que a extensão do método para outras
representações é análoga. Lembrando que os valores de f(x, y) representam as intensidades
luminosas de cada píxel, o processo de quantização consiste em definir a quantidade de
bits disponíveis para a representação (níveis de cinza) e associar os valores contínuos de
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f(x, y) a um valor discreto, um determinado nível de cinza. Geralmente se utiliza 256
níveis para cada componente.
A Figura 2.2 apresenta um exemplo de uma imagem analógica que foi digitalizada
(após ter passado pelos processos de amostragem e quantização).
Figura 2.2: Amostragem e Quantização [1].
Nota-se claramente a perda resultante do processo. A imagem mantém o aspecto geral,
mas perde informações tanto devido ao tamanho dos blocos quanto pelos níveis de cinza
utilizados.
Apesar das limitações, o aumento da qualidade dos recursos disponíveis nos dispositi-
vos tende a tornar estes desvios imperceptíveis aos usuários, mesmo porque a percepção
do olho humano é limitada.
2.2 Representação de Imagens Digitais
2.2.1 Formas de Representação
O resultado da amostragem e quantização é uma matriz de números. Convenciona-se
a origem dos eixos como sendo o canto superior esquerdo da imagem, que é representada
pela referida matriz. Cada elemento da matriz é denominado píxel. Devemos ressaltar
também que os píxeis encontram-se em número finito e são igualmente espaçados em uma
imagem digital. A Figura 2.3 exemplifica a representação.
Podemos utilizar a seguinte notação matemática:
f(x, y) =

f(0, 0) f(0, 1) ... f(0, N − 1)
f(1, 0) f(1, 1) ... f(0, N − 1)
... ... ... ...
f(M − 1, 0) f(M − 1, 1) ... f(M − 1, N − 1)
 (2.1)
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Alternativamente,
Ai,j =

a0,0 a0,1 ... a0,N−1
a1,0 a1,1 ... a0,N−1
... ... ... ...
aM−1,0 aM−1,1 ... aM−1,N−1
 (2.2)
Os valores para M e N são escolhidos de acordo com o equipamento utilizado e as
necessidades da aplicação. Os valores Ai,j também são obtidos durante o processo de
digitalização e representam, por exemplo, a quantidade de níveis de cinza.
Figura 2.3: Representação de imagens digitais [1].
No que tange às cores, existem inúmeras formas de representação. Nos tópicos que
seguem, serão consideradas algumas das maneiras mais comuns, visto que a utilização de
uma ou outra representação pode trazer benefícios e tornar o processamento mais simples
em situações específicas. Neste trabalho, serão abordados os seguintes tipos de imagens:
• Binárias;
• Escala de cinza;
• RGB;
• YCbCr.
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2.2.2 Representação Binária
Este é o caso mais simples, onde f(x, y) assume apenas os valores 0 ou 1 (comumente
branco e preto, respectivamente). Apesar de limitada, esta representação é extremamente
compacta: é necessário apenas 1 bit por píxel. Algumas aplicações interessantes que
podem ser mencionadas são a representação de textos, partituras, etc..
Figura 2.4: Partitura com representação binária de cores.
2.2.3 Representação em Escala de Cinza
Por escala de cinza entendemos que a imagem possuirá apenas tons de cinza que variam
entre o preto e o branco. A Figura 2.5 ilustra uma imagem colorida e sua respectiva versão
em escalas de cinza.
Figura 2.5: (a) Imagem em escala de cinza (8 bits) e (b) imagem original.
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Seja L o número de níveis de cinza (tons) e sabendo que comumente são utilizados
8 bits por píxel, temos L = 28 = 256 níveis de brilho como padrão. Desta maneira, o
número de bits necessários para se representar a imagem pode ser obtido pela fórmula:
Nbits = M ∗N ∗ L (2.3)
Vale ressaltar que o número de bits por píxel pode ser alterado de acordo com as ne-
cessidades, caso haja suporte do sistema. Se utilizássemos 10 bits, por exemplo, teríamos
L = 210 = 1024 níveis de cinza.
2.2.4 Representação RGB
RGB é uma sigla do inglês que significa Red, Green, Blue ou respectivamente Verme-
lho, Verde e Azul, sendo que cada letra designa uma de suas componentes. A sobreposição
de cada uma destas compontenes gera a cor final. Trata-se de um dos formatos mais sim-
ples e um dos primeiros padrões para imagens coloridas. As Figuras 2.8 e 2.7 apresentam
a imagem original e as suas respectivas componentes.
Figura 2.6: Imagem original.
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Figura 2.7: Na sequência, componentes (a) vermelha, (b) verde e (c) azul.
Assim como no caso das imagens em escala de cinza, assumiremos como padrão o valor
de 8 bits por píxel (em cada componente RGB). Da mesma maneira, este número é o mais
comum, mas não existe nenhum impedimento para a utilização de uma outra quantidade
de bits.
2.2.5 Representação YCbCr
O olho humano possui uma sensibilidade maior ao brilho (também chamado de lu-
minância) do que à cor (também chamada de crominância). O YCbCr é uma forma de
representação que visa tirar proveito deste fato, visto que o RGB não o faz.
A componente Y armazena uma maior quantidade de informações de luminância [5].
Em contrapartida, a esta componente tende a sofrer maiores variações causadas por di-
ferentes condições climáticas, diferentes dispositivos, entre outros. De maneira contrária,
as componentes Cb e Cr, por armazenarem informações cromáticas, tendem a apresentar
menos variações . Por estes motivos, podemos concentrar nossos esforços alternativamente
na luminância ou na crominância, dependendo dos nossos objetivos.
Figura 2.8: Imagem original.
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Figura 2.9: Na sequência, (a) componente Y, (b) componente Cb e (c) componente Cr.
Pode ser útil também saber como são realizadas as transformações entre os espaços
de cores RGB e YCbCr, que se dão através das seguintes fórmulas:
• De RGB para YCbCr
Y = 0, 299R + 0, 857G+ 0, 114B (2.4)
Cb = 0, 564(R− Y ) (2.5)
CR = 0, 713(R− Y ) (2.6)
• De YCbCr para RGB
R = Y + 1, 402Cr (2.7)
G = Y − 0, 344Cb− 0, 714Cr (2.8)
B = Y + 1, 772Cb (2.9)
2.3 Acurácia
A acurácia é uma medida que representa a probabilidade de acerto de um sistema
binário. É uma relação entre todas as respostas corretas retornadas pelo sistema e o total
de respostas, sendo definido da seguinte forma:
Acurácia =
TP + TN
TP + TN + FP + FN
(2.10)
Onde as medidas TP , FP , TN e FN são respectivamente, verdadeiro-positivo, falso-
positivo, verdadeiro-negativo e falso-negativo. Estes valores podem ser calculados utili-
zando a matriz de confusão da Figura 2.10.
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Ou seja, TP são as ocorrências que pertencem à classe e foram classificadas corre-
tamente, FP são as ocorrências que não pertencem à classe e foram classificadas como
pertencentes à classe, TN são as ocorrências que não pertencem à classe e foram classifi-
cadas como não pertencentes à classe e FN são as ocorrências que pertencem à classe e
foram classificadas como não pertencentes à classe.
2.4 F-measure
A F-measure é média harmônica das medidas precision e recall.
F -measure = 2 · precision× recall
precision+ recall
(2.11)
Onde precision e recall são definidas por:
precision =
TP
TP + FP
(2.12)
recall =
TP
TP + FN
(2.13)
A precision representa a probabilidade de uma classificação retornada pelo sistema
como positiva ser uma ocorrência verdadeiramente positiva (TP ). Ela é a relação entre a
quantidade de classificações verdadeiramente positivas e a quantidade total de classifica-
ções retornadas como positivas (TP + FP ).
A medida recall calcula a probabilidade de uma ocorrência verdadeiramente positiva
(TP ) ser classificada como tal. Ela é a relação entre a quantidade de classificações verda-
deiramente positivas e a quantidade total de ocorrências que deveriam ter sido classificadas
como positivas (TP + FN).
2.5 Histogramas
2.5.1 Definição de Histograma
O histograma [6] é uma ferramenta estatística para representação visual da distribui-
ção dos dados. Ele consiste de um gráfico de barras verticais no qual o eixo horizontal
representa os baldes (intervalos discretos, também conhecidos como bins, em inglês) e o
eixo vertical representa o a frequência de ocorrência dos dados em cada um dos baldes.
A análise de histogramas pode indicar, por exemplo, se os dados se aproximam de uma
distribuição normal.
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Os intervalos (baldes) são sequenciais e normalmente possuem o mesmo tamanho.
Deve-se notar que quando o número de baldes tende ao infinito (ou os intervalos tendem
a zero), a distribuição de frequência passa a ser uma distribuição de densidade de proba-
bilidades. Em ambos os casos, a área do gráfico representa o número total de amostras
de dados. A Figura 2.10 exemplifica um histograma.
Figura 2.10: Imagem cameraman e seu respectivo histograma.
A foto da Figura 2.10 possui tamanho 256x256 píxeis, cada qual com 256 níveis de
cinza. Para a formulação do histograma foram utilizados 50 baldes. Nota-se uma baixa
concentração de píxeis próximos ao branco (intensidade 255) e alguns picos de ocorrência
de cores bem próximas ao preto (intensidade 0). A maior concentração dos píxeis, entre-
tanto, está nos tons intermediários, com valores de intensidade entre 100 e 200. No caso
de imagens com mais de uma compontente de cor (RGB, por exemplo), seriam gerados
mais de um histograma, sendo um para cada componete.
Adotaremos a seguinte notação:
• Hx denota o histograma x;
• N denota o total de baldes utilizados no histograma x;
• Hx(i) denota o valor do balde i do histograma x;
2.5.2 Comparação de Histogramas
Em muitas situações, pode ser últil comparar histogramas a fim de se verificar a sua
similiradade. É razoável se pensar que um alto nível de semelhaça entre histogramas das
componentes RGB de duas fotografias pode indicar, por exemplo, uma maior probabili-
dade de as imagens também serem semelhantes. Esta hipótese será explorada com maior
profundidade nos capítulos seguintes.
Com a finalidade de se calcular a diferença entre dois histogramas, consideraremos
três seguintes métodos nas subseções seguintes, a saber:
• Correlação;
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• Teste Chi-quadrado;
• Distância de Bhattacharyya.
Para a definição formal das técnicas mencionadas, introduzir-se-á a seguinte notação
(em adição à notação previamente mencionada):
• m denota o método de comparaçãom,m ∈ {correlacao, chiquadrado, bhattacharyya};
• dm(H1, H2) denota a diferença entre os histogramas H1 e H2 utilizando-se o método
m;
• H¯x denota a média de todos os N baldes do histograma x.
2.5.3 Comparação por Correlação
A correlação é um método que indica a força e a direção do relacionamento linear
entre duas variáveis aleatórias. A seguinte fórmula é utilizada para o cálculo da mesma:
ρ(x, y) =
cov(x, y)
σxσy
=
E((x− x¯)(y − y¯))
σxσy
(2.14)
O coeficiente de correlação ρ varia no intervalo {−1, 1}. Dizemos que a correlação é
forte, se ρ se aproxima de 1 ou −1 e que é fraca se ela se aproxima de zero. Além disso,
sejam x e y variáveis aleatórias, denominamos a correlação de:
• Perfeita positiva (ρ = 1): x varia exatamente na mesma proporção que y. As
variáveis são diretamente proporcionais, isto é, se x aumenta em uma unidade, y
aumenta em uma unidade;
• Positiva (0 < ρ < 1): y cresce na medida em que x cresce, mas os valores não
aumentam na mesma proporção;
• Nula (ρ = 0): neste caso, não existe relação entre os valores de x e y;
• Negativa (−1 < ρ < 0): y decresce na medida em que x decresce, mas os valores
não diminuem na mesma proporção;
• Perfeita Negativa (ρ = −1): x varia exatamente na mesma proporção que y, mas em
sentido oposto. As variáveis são inversamente proporcionais, isto é, se x aumenta
em uma unidade, y diminui em uma unidade;
• Espúria: quando as variáveis são independentes, mas ainda assim o valor da corre-
lação se distancia de zero.
Os diagramas de dispersão da Figura 2.11 ilustram os tipos de correlação:
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Figura 2.11: Tipos de correlação.
Por fim, apresentamos a fórmula que será utilizada para o cálculo do índice de corre-
lação entre dois histogramas:
dcorrelacao(Ha, Hb) =
∑N
i=1[(Ha(i)− H¯a)(Hb(i)− H¯b)]√
[
∑N
i=1(Ha(i)− H¯a)2][
∑N
i=1(Hb(i)− H¯b)2]
(2.15)
2.5.4 Teste Chi-Quadrado e Distância de Bhattacharyya
O princípio básico dos testes de chi-quadrado é comparar proporções, isto é, se as
frequências observadas se aproximam das esperadas para um certo evento. É um método
muito útil para, por exemplo, se determinar se uma moeda ou um dado são viciados. O
coeficiente chi-quadrado (χ2) de Pearson é calculado pela fórmula
χ2 =
∑ (fo − fe)2
fe
(2.16)
onde fo e fe representam, respectivamente, a frequência observada e esperada para cada
classe.
No exemplo de um dado, se desejássemos verificar se ele está ou não viciado, cada face
representaria uma classe com frequência esperada de 1/6. O dado seria então lançado
diversas vezes e os valores registrados para serem computados na fórmula.
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Observando a fórmula, vemos que se obtivéssemos o resultado esperado para os lan-
çamentos (1/6 de ocorrência de cada face), todos os fo’s se cancelariam com os fe’s e
o resultado seria zero. De maneira análoga, intuitivamente vemos que quanto mais os
valores observados se distanciam dos esperados, maior o valor do χ2.
Para aplicarmos o método à comparação de histogramas, assumimos que um dos histo-
gramas (Ho) apresenta as frequências observadas e o outro (He) as frequências esperadas,
empregando a seguinte fórmula:
dchi−quadrado(Ha, Hb) = dchi−quadrado(He, Ho) =
N∑
i=1
(Ho(i)−He(i))2
He(i)
(2.17)
Podemos observar pela fórmula que ocorre uma divisão por zero no caso do histo-
grama apresentar algum balde sem nenhuma ocorrência. O método da distância de Bhat-
tacharyya elimina este problema, além de fornecer resultados mais precisos do que o
chi-quadrado para o caso de distâncias grandes. O aprofundamento neste tópico foge ao
escopo deste trabalho, mas um estudo detalhado sobre o assunto pode ser encontrado em
Thacker, Aherne e Rockett [7].
A comparação entre os histogramasHa eHb por distância de Bhattacharyya é realizada
através da seguinte fórmula:
dbhattacharyya(Ha, Hb) =
√√√√1− 1√
H¯aH¯bN2
N∑
i=1
√
Ha(i)Hb(i) (2.18)
Tanto o chi-quadrado quanto o bhattacharyya apresentam resultado igual a zero no
caso de histogramas iguais. Intuitivamente também podemos observar que os valores
tendem a aumentar na medida em que os histogramas se tornam mais diferentes.
2.6 Redes Neurais Artificiais
Existem na natureza inúmeros problemas difíceis de serem formulados como algo-
ritmos [8]. Problemas que envolvem um número muito grande de variáveis tornam-se
complexos e custosos. Um algoritmo criado especificamente para dirigir um carro auto-
maticamente em uma rua movimentada, por exemplo, envolve condições adversas e pouco
previsíveis, tornando sua implementação árdua. Entretanto, percebe-se que esta tarefa
não é tão desafiadora para seres humanos. Isso se deve ao fato de humanos terem um
cérebro que consegue aprender.
Apesar de computadores terem, teoricamente, um poder de processamento muito
maior do que o de um cérebro humano [8], os dois normalmente trabalham de formas dis-
tintas. O sucesso das Redes Neurais A rtificiais (RNAs) consiste do fato de elas possuírem
características similares a de cérebros humanos, possuindo de certa forma a capacidade
de aprender.
Como resultado desta capacidade, as redes neurais passam a ter o poder de generalizar
e associar dados, de forma que, após serem treinadas, conseguem encontrar soluções para
outros problemas da mesma classe, mas que não foram vistos anteriormente [8].
Encontram-se na literatura inúmeros modelos considerados RNAs. Devido ao seu
poder de generalização, as aplicações destes algoritmos são inúmeras, tendo atuação em
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áreas bastante distintas como física, ciência da computação, bioquímica, matemática,
sociologia, economia, telecomunicações e várias outras [9].
Nos tópicos seguintes o termo Redes Neural Artificial será referido apenas como rede
neural, simplesmente rede ou ainda de forma abreviada, RNA.
2.6.1 Visão Geral
Uma rede neural é uma estrutura composta por unidades de processamento, chamados
neurônios, interligados por conexões. Cada conexão possui um peso que indica a impor-
tância do conteúdo que ela carrega. Diversos algoritmos foram desenvolvidos para realizar
o balanceamento destes pesos e várias funções foram criadas para processar as informações
em cada neurônio, como será mostrado a seguir. Este balanceamento é chamado treina-
mento ou aprendizado. A escolha destes algoritmos e funções dependem diretamente do
problema em questão.
Definição: Uma rede neural é uma tripla ordenada (N,V,w) com dois conjuntos N, V
e uma função w, aonde N é um conjunto de neurônios e V é o conjunto {(i, j)|i, j ∈ N}
cujos elementos são denominados conexões entre um neurônio i e um neurônio j. A função
w : V → R define os pesos, w(i, j ) representando o peso entre o neurônio i e o neurônio
j [8].
2.6.2 Neurônio
Cada neurônio recebe várias entradas de suas conexões (que podem ser dados de
entrada da rede ou saídas de outros neurônios conectados a ele). O processamento destas
entradas é realizado por três funções: função de propagação fprop, função de ativação
fativacao, função de saída fsaida, como ilustrado na Figura 2.12.
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Figura 2.12: Processamento em um neurônio [8].
A função de propagação é a responsável por processar o conjunto de entradas, junta-
mente com os pesos e condensar esta informação em um valor escalar e. Normalmente
utiliza-se esta função como a simples soma das multiplicações das entradas pelos os pesos,
sendo esta a forma utilizada neste trabalho. Seja I = {i1, ..., in} o conjunto de entradas
de um neurônio:
fprop(i1, ..., in, w1, ..., wn) =
n∑
j=0
ij · wj (2.19)
A função de ativação fativacao recebe como entrada o resultado da função de propagação
fprop. O seu papel é imitar o comportamento de ativação de um neurônio real, no qual
acontecem reações químicas que definem se um impulso nervoso será transmitido para os
próximos neurônios (caso em que diz-se que o neurônio está excitado) ou se o neurônio não
enviará nenhum impulso nervoso. Para modelar este comportamento matematicamente,
cria-se um limiar para cada neurônio. Se o valor de fprop exceder este limiar, o neurônio
é ativado e, caso contrário, ele fica inerte. Logo:
a = fativacao(fprop, limiar) (2.20)
onde e é o escalar calculado por fprop e a é um valor que indica se o neurônio está ou
não excitado. Como só existem duas opções de saída para esta função (excitado ou não
excitado), ela, idealmente, seria uma função booleana. Entretanto, para alguns algoritmos
de aprendizado, como o backpropagation, é necessário que esta função seja diferenciável [8].
Desta forma, pode ser útil utilizar alguma função que aproxime este comportamento. A
Figura 2.12 apresenta a função booleana (não diferenciável) e duas possíveis aproximações
(diferenciáveis).
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Figura 2.13: Função booleana e duas possíveis aproximações [8].
A função de saída fsaida é a responsável por enviar o resultado do processamento
do neurônio para a sua saída, alimentando o restante da rede. Pode-se realizar algum
processamento com o resultado da ativação calculado pela fativacao, mas normalmente
utiliza-se apenas a função identidade, ou seja:
fsaida(a) = a (2.21)
Comumente, as funções de ativação e saída são definidas globalmente, ou seja, todos os
neurônios possuem as mesmas funções. Entretanto, pode-se criar conjuntos de neurônios
com funções diferentes, dependendo do objetivo da aplicação [8].
2.6.3 Topologia
Os neurônios de uma rede podem ser organizados e conectados de inúmeras maneiras.
Para o contexto deste trabalho, entretanto, será apresentada apenas um tipo de topologia,
o Feedforward.
Redes Feedforward são organizadas em camadas de neurônios. Duas camadas sempre
estarão presentes: a primeira camada, chamada camada de entrada e a última camada,
chamada camada de saída. Entre elas, podem existir n outras camadas, chamadas cama-
das escondidas, invisíveis de fora da rede(2.14). Neste tipo de topologia, cada neurônio
apenas pode se ligar neurônios da próxima camada, de maneira que o sinal flui sempre
da camada de entrada em direção a camada de saída. A camada de entrada é conectada
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diretamente com os inputs da rede, de modo que apenas repassam a informação a diante.
Os únicos pesos não variáveis da rede são os pesos que ligam os inputs à camada de
entrada.
Figura 2.14: Camadas de uma rede neural.
Definir a quantidade de neurônios por camada não é uma tarefa simples. Normal-
mente utiliza-se na, camada escondida, uma quantidade de neurônios menor ou igual a
quantidade de neurônios na camada de entrada [10]. A camada de saída é composta nor-
malmente por apenas um neurônio. Nesta camada, utilizam-se funções sigmóides como
função de ativação quando o problema trata-se de classificação, pois estas funções limitam
os valores máximo e mínimo que a função pode retornar. Quando tratam-se de problemas
de regressão, utilizam-se funções lineares, pelo motivo contrário [11].
A Figura 2.15 ilustra os conceitos abordados até o momento por meio de duas possí-
veis topologias para redes simples que modelam as portas lógicas E e OU. No exemplo, a
camada de entrada recebe valores binários (1 ou 0, sendo uma entrada para cada neurô-
nio) e apenas repassa a informação adiante, ou seja, sua função de ativação é a função
identidade. O número 1 nas arestas indica o peso da conexão e os números 1.5 e 0.5 nos
neurônios da segunda camada indicam seus limiares. É possível utilizar o limiar de cada
neurônio como um peso, de forma que ele também possa ser ajustado [8]. Desta forma, a
mesma topologia pode ser adaptada para aproximar as duas funções.
Figura 2.15: Redes Feedforward simples das funções E e OU, respectivamente [8].
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Na camada de saída, a função de propagação multiplica as entradas pelos pesos e faz
o somatório deste resultado. A função de ativação é uma função booleana que retorna
1 se o resultado da função de propagação for maior do que o limiar e 0 caso contrário.
Observa-se que com esta configuração, cada uma das redes resulta na saída correta para
cada uma das funções.
Exemplificando para a função E:
1 · w1 + 1 · w2 > 1.5. Resultado : 1
1 · w1 + 0 · w2 < 1.5. Resultado : 0
0 · w1 + 1 · w3 < 1.5. Resultado : 0
0 · w1 + 0 · w4 < 1.5. Resultado : 0
(2.22)
Aonde w1 e w2 tem sempre o valor 1. Este exemplo simples mostra que é possível
aproximar uma função apenas modificando os pesos das conexões entre neurônios.
2.6.4 Paradigmas de Aprendizado
Existem 3 principais paradigmas de aprendizado:
• Aprendizado supervisionado;
• Aprendizado não-supervisionado;
• Aprendizado por reforço.
Sistemas de aprendizado supervisionado tem por objetivo a elaboração de uma função
de mapeamento a partir de um treinamento prévio. O sistema é treinado com uma série
de inputs rotulados, isto é, cuja resposta é conhecida. A tarefa do algoritmo passa a
ser predizer os resultados de uma entrada desconhecida, dado que ele já analisou vários
exemplos anteriormente. Poderíamos dizer que o aprendizado supervisionado é algo como
aprender por exemplos. Existem, portanto, ao menos duas etapas: a de treinamento e a
de predição.
De maneira mais formal, o objetivo do aprendizado supervisionado é construir uma
função g = (x, f(x)) que irá aproximar a função f , não conhecida, onde x é a variável
que representa os inputs válidos e f(x) a resposta conhecida. Quando f é uma função
contínua, diz-se que g trata-se de uma regressão, enquanto que quando os outputs de f
são discretos, diz-se que é um problema de classificação. Um software de detecção de faces
poderia ser implementado, por exemplo, com um sistema supervisionado no qual imagens
rotuladas como "rosto"ou "não-rosto"seriam fornecidos como treinamento. Informações
como "aspecto redondo", "discos escuros nos locais dos olhos", etc., poderiam tentar
definir como um rosto se parece, mas estes dados não estariam codificados no programa.
O sistema iria tentar, com base apenas nos exemplos do treinamento, decidir como um
rosto se parece e inferir quais figuras tratam de faces e quais não.
No contexto deste trabalho, será abordado apenas o aprendizado supervisionado. Os
outros dois paradigmas diferenciam-se principalmente por não possuírem os rótulos, ou
pelo o menos, não todos eles, de forma que não se conhece, a princípio, a saída correta.
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Um sistema de aprendizado se auto modifica para se adaptar a mudanças no ambi-
ente [8] e assim aproximar a função f não conhecida. Em uma rede neural, esta modifi-
cação do sistema pode ocorrer de várias maneiras:
• Modificar os pesos de cada neurônio;
• Criar novas conexões entre neurônios;
• Apagar conexões entre neurônios;
• Modificar os valores de limiar ;
• Criar novos neurônios;
• Apagar neurônios;
• Variar as funções de propagação, ativação e/ou saída.
No caso deste trabalho, será abordada apenas a primeira forma de adaptação, modi-
ficando os pesos de cada conexão.
2.6.5 Medidas de Erro
O erro é uma função que calcula a distância entre os valores esperados e os valores
atuais obtidos pela rede. No contexto deste trabalho, o erro é uma função dos pesos, já
que eles são as únicas variáveis presentes no sistema. Seja W um vetor contendo os pesos
de todos os neurônios, temos Err : W → R. Normalmente, utiliza-se esta função como
sendo o erro mínimo quadrático:
Err(W ) = (fsaida(a)− k)2 (2.23)
Onde k é o valor da saída esperada para um determinado neurônio e a e fsaida são
definidos nas equações 2.20 e 2.21.
O objetivo do sistema é minimizar o erro, de forma a ajustar os pesos para que as
saídas da rede estejam suficientemente próximas das saídas corretas. Para alcançar este
objetivo, utiliza-se o gradiente descendente da função de erro, que tenta minimizar a
função de erro (podendo chegar a um mínimo local ou a um mínimo global) [8]. Desta
forma, deseja-se modificar os valores dos pesos de forma que o erro diminua. A variação
dos pesos, ∆W , pode ser definida genericamente como:
∆W ∼ −∇Err (2.24)
A rede modificará então seus pesos de maneira a minimizar o erro. A cada novo ajuste
dos pesos, dá-se o nome de epoch, ou etapa de treinamento. A cada nova etapa, calcula-se
novamente o erro e modifica-se novamente os pesos, até que algum critério de parada seja
atingido.
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Figura 2.16: Superfície de Erro e Gradiente Descendente [8].
A Figura 2.17 mostra, à esquerda, um exemplo de superfície de erro para uma rede
com duas conexões. Ao lado da superfície, é apresentado um exemplo do comportamento
do gradiente descendente. Observa-se que seu valor sempre muda em direção ao menor
valor da função, de modo que pode ficar estagnado em um mínimo local.
Além do gradiente descendente, pode-se utilizar o algoritmo Levenberg-Marquardt
[12] para melhorar a performance do treinamento no que diz respeito ao tempo de con-
vergência. Da mesma forma que o gradiente, ele provê uma solução para o problema
de minimização de uma função não-linear. Pode ser aplicado para o treinamento de re-
des neurais jutamente com o backpropagation e é adequado para problemas de tamanho
pequeno e médio.
O erro global pode ser obtido somando-se os erros de cada neurônio.
2.6.6 Perceptron e Backpropagation
Em 1958, Rosenblatt [13] propôs o Perceptron como o primeiro modelo de aprendi-
zagem de RNAs utililzando a abordagem supervisionada. Originalmente foi concebido
como uma rede Feedforward com apenas as camadas de entrada e de saída, sem nenhuma
camada oculta, sendo uma das formas mais simples de RNA. O Perceptron utiliza como
algoritmo de aprendizado a chamada Regra Delta [14] que, de acordo com o Teorema
da Convergência do Perceptron, sempre converge se, e somente se, os dados utilizados
para treinamento forem linearmente separáveis. As redes E e OU apresentadas da seção
anterior podem ser implementadas como Perceptrons.
Esta característica de conseguir encontrar apenas padrões linearmente separáveis re-
sultou, por muitos anos, em um grande desinteresse da comunidade científica pela conti-
nuidade de pesquisas em redes neurais, de modo que uma solução para este problema só
veio a ser proposta em meados da década de 1980.
Em 1986 descobriu-se que problemas não separaveis linearmente poderiam ser resolvi-
dos por Perceptrons de múltiplas camadas utilizando o algoritmo de retropropagação de
erro, conhecido como Backpropagation [8].
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Figura 2.17: Padrões separáveis e não-separáveis linearmente [15].
2.6.7 Critérios de Parada
Não é uma tarefa simples decidir quando parar o algoritmo de aprendizado. Pode-
se definir critérios simples como a quantidade máxima de iterações, ou um valor limite
mínimo para a o erro global da rede.
Outra forma de se definir um critério de parada é utilizando um conjunto de validação.
Durante o treinamento, utiliza-se um conjunto que não é utilizado para balancear os pesos
e monitora-se o erro deste conjunto. Este erro de validação normalmente vai diminuindo
na etapa inicial do treinamento. Entretanto, quando a rede começa a se ajustar aos
dados de entrada (do conjunto de treinamento), ela começa a se tornar superajustada,
perdendo capacidade de generalização. Neste ponto, o erro de validação para de diminuir,
começando a aumentar indicando um bom momento para se parar o treinamento [11].
Normalmente todos os critérios de parada são utilizados em conjunto, de forma que o
treinamento é interrompido quando algum deles for atingido.
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Capítulo 3
Metodologia
Este capítulo dedica-se a apresentar a metodologia utilizada para a classificação de
fotos dos seis monumentos de Brasília selecionados, a saber:
• Museu Nacional da República;
• Catedral de Brasília;
• Congresso Nacional;
• Ponte JK;
• Teatro Nacional de Brasília; e
• Memorial JK.
As duas primeiras seções indicam a sistemática utilizada para a obtenção das fotogra-
fias que serão fornecidas como entrada para os algoritmos. A seção seguinte apresenta
uma abordagem para classificação de imagens por comparação de histogramas de cores.
Por fim, a última seção explicita uma metodologia que emprega redes neurais artificiais
para a resolução do problema.
3.1 Obtenção do Banco de Imagens
Para aumentar a confiabilidade e a validade dos resultados obtidos, foi gerado um
banco de imagens contendo fotos dos seis monumenos de Brasília selecionados. De cada
monumento foram adquiridas 90 fotos, seguindo um procedimento sistemático elaborado
no intuito de se padronizar o processo de obtenção das imagens. Além disso, espera-se
obter uma amostragem suficiente para se caracterizar todos os monumentos, por meio da
metodologia de classificação explicitada posteriormente. Os passos para a obtenção das
fotos são descritos a seguir:
1. Posiciona-se em um ponto no qual seja possível observar o monumento de seu ângulo
mais relevante, normamente a entrada (posição inicial);
2. Repete-se o procedimento a seguir por 30 vezes: captura-se uma foto e anda-se um
passo para trás;
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3. Posiciona-se de maneira a observar o monumento de um ângulo de aproximadamente
45◦ graus à esquerda da posição inicial;
4. Repete-se o procedimento a seguir por 30 vezes: captura-se uma foto e anda-se um
passo para trás;
5. Posiciona-se de maneira a observar o monumento de um ângulo de aproximadamente
45◦ graus à direita da posição inicial;
6. Repete-se o procedimento a seguir por 30 vezes: captura-se uma foto e anda-se um
passo para trás;
Figura 3.1: Método de Aquisição.
A Figura 3.1 ilustra o procedimento e a Figura 3.2 algumas fotos de exemplo para o
Museu Nacional.
Desta maneira, obtemos 90 fotos do monumento em questão, sendo 30 de cada ângulo.
Devemos ressalvar que em alguns casos não foi possível deslocar-se exatamente 45◦ graus
para os lados devido à presença de obstáculos físicos (fontes e árvores, por exemplo).
Nestes casos, foram utilizados outros ângulos que caracterizassem bem o monumento, de
maneira a não prejudicar a qualidade das imagens.
No restante do texto o conjunto de imagens obtidas pelo método descrito nesta seção
será referenciado como banco de imagens ou imagens do banco. As fotos do banco de
imagens serão utilizadas para a o treinamento das redes neurais e para a etapa equivalente
da outra metodologia abordada, o estabelecimento de limiares.
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Figura 3.2: Método de Aquisição. As imagens de cima correspondem ao Museu Nacional
de perto e as de baixo de longe (30 passos atrás). Da esquerda para a direita, ângulos de
45◦ à esquerda, 0◦ e 45◦ à direita.
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3.2 Obtenção das Imagens de Teste
Para a avaliação do desempenho dos métodos abordados, é necessário que se tenha
um outro conjunto de imagens, com elementos distintos do conjunto de treinamento (no
caso, o banco de imagens). Por este motivo, foram capturadas outras 60 fotos, sendo 10
para cada um dos seis monumentos. Estas fotos foram capturadas na tentativa de simular
o comportamento de um visitante, sem que nenhum critério fosse estabelecido.
A Figura 3.3 apresenta alguns exemplos de fotografias que compõe o conjunto de
testes:
Figura 3.3: Imagens de Teste.
Vale ressaltar que as imagens de teste foram capturadas em um dia diferente do dia
em que foram obtidas as imagens do banco, de forma a tentar minimizar as semelhanças
entre as condições de ambientação e clima, focando nas características dos monumentos
e tornando os resultados menos tendenciosos.
Este conjunto será referido no texto como conjunto de teste ou imagens de teste.
Todas as imagens dos dois conjuntos mencionados (teste e banco) foram capturadas de
um celular modelo iPhone 4, na resolução 1936x2592 e utilizando as configurações padrões
do aparelho.
3.3 Classificação por Histogramas de Cores
Inicialmente, utilizou-se uma abordagem que visa avaliar se a simples análise da
frequência de ocorrência das cores seria suficiente para distinguir as imagens de cada
monumento de Brasília. Com esta finalidade, construiu-se histogramas de cores que ser-
viram de ponto de partida para os estudos.
Foram utilizadas todas as combinações dos seguintes atributos, para que se pudesse
avaliá-los:
• Tamanho da imagem: 100%, 50% e 25%;
• Espaço de cores: RGB e YCbCr;
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• Métodos de comparação de histogramas: correlação, chi-quadrado e bhattacharyya.
Cada combinação destes atributos será referenciada no texto como configuração. A
título de se obter uma melhor didática e uma vez que os procedimentos utilizados são
completamente análogos, os tópicos seguintes utilizam como exemplo a seguinte configu-
ração:
• Imagem com tamanho original (100%);
• Espaço de cores RGB;
• Correlação como método de comparação de histogramas.
Os resultados obtidos com todas as possíveis configurações são analisados no capítulo 4.
3.3.1 Obtenção de Limiares
Em primeiro lugar, elaborou-se histogramas das frequências de cores para cada imagem
do banco. Desta forma, para cada uma das 540 imagens, foram obtidos três histogramas,
um para cada componente RGB. Foram utilizados 256 baldes, um para cada nível de
intensidade da componente. A Figura 3.4 apresenta uma foto do Congresso Nacional e
seus respectivos histogramas.
Figura 3.4: Imagem do Congresso Nacional e seus respectivos histogramas das compo-
nentes RGB.
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Comparou-se então, para cada componente de cor, todas as fotos do banco com todas
as outras imagens do próprio banco utilizando-se o método da correlação. A título de
exemplo, como existem 90 fotos do Congresso Nacional, o número de resultados para
comparações de Congresso com Congresso (denominadas Congresso-Congresso) é obtido
pela fórmula (raciocíneo análogo pode ser utilizado para os outros monumentos):(
90
2
)
=
90!
2!(90− 2)! = 4005 (3.1)
Já o número de comparações entre o Congresso e um único outro monumento (Congresso-
Outros) é dado por:
90× 90 = 8100 (3.2)
Como temos ao todo seis monumentos, o número de comparações entre o Congresso e
todos os outros monumentos (Congresso-Outros) é obtido por:
5× 8100 = 40500 (3.3)
Por fim, temos o número total de comparações com o Congresso:
4005 + 40500 = 44505 (3.4)
A partir dos valores para a correlação obtidos, para cada componente de cor elaborou-
se dois novos histogramas: um contendo os resultados das comparações Congresso-Congresso
e outro com os resultados das comparações Congresso-Outros. Analogamente, os passos
descritos também foram realizados para cada um dos outros monumentos. A Figura 3.5
exemplifica os histogramas obtidos, apresentando o resultado do procedimento para o
Congresso Nacional:
Figura 3.5: Respectivamente, histogramas das comparações por correlação das compo-
nentes verdes de Congresso-Congresso e Congresso-Outros.
O histograma da esquerda é resultado das comparações Congresso-Congresso (apenas
componente verde) e, como foi utilizada a correlação, é de se esperar que a concentração
dos valores fique mais próxima de 1 (conforme explicado na Seção 2.5.3, o valor 1 indica
29
que as imagens são mais correlacionadas). De maneira contrária, no segundo histograma
a concentração dos dados encontra-se mais perto de zero, pois as imagens correspondem
a monumentos diferentes (Congresso-Outros).
No próximo passo, os histogramas são soprepostos conforme a Figura 3.6:
Figura 3.6: Histogramas sobrepostos das comparações por correlação das compontentes
verdes de Congresso-Congresso e Congresso-Outros.
A diferença entre o tamanho dos histogramas se deve ao fato de o número de compa-
rações Congresso-Outros ser muito maior do que as Congresso-Congresso.
Seguindo a metodologia proposta, define-se um limiar para a correlação de maneira a
tentar separar as imagens que são do monumento das imagens que não são. Tal limiar é
construído de maneira a maximizar a F-measure, conforme a Figura 3.7.
A Figura 3.7 apresenta o limiar ótimo (do ponto de vista da F-measure) para o exem-
plo. Graficamente os valores utilizados para o cálculo da F-measure são obtidos da se-
guinte forma1:
• Verdadeiros-Positivos (TP): ocorrências do histograma Congresso-Congresso que se
encontram à direita do limiar;
• Verdadeiros-Negativos (TN): ocorrências do histograma Congresso-Outros que se
encontram à esquerda do limiar (este valor não é necessário para o cálculo da F-
measure);
1No caso das outros métodos de comparação (chi-quadrado e bhattacharyya), a lógica se inverte, uma
vez que valores próximos a zero indicam uma maior semelhança. Nestes casos, temos: TP - histogramas
Congresso-Congresso à esquerda do limiar; TN - histogramas Congresso-Outros à direita do limiar; FP -
histogramas Congresso-Outros à esquerda do limiar; e FN - histogramas Congresso-Congresso à direita
do limiar.
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Figura 3.7: Limiar que separa os histogramas Congresso-Congresso e Congresso-Outros
do ponto de vista ótimo para a F-measure.
• Falsos-Positivos (FP): ocorrências do histograma Congresso-Outros que se encon-
tram à direita do limiar;
• Falsos-Negativos (FN): ocorrências do histograma Congresso-Congresso que se en-
contram à esquerda do limiar.
Por meio desta metodologia, calculou-se todos os limiares de cada componente de
cor de cada classe de monumentos, para cada configuração (três tamanhos de imagens,
três métodos de comparação de histogramas e dois espaços de cores). A maneira como
utilizou-se estes limiares para a classificação será descrita na seção seguinte.
3.3.2 Sistema de Classificação
De posse de uma imagem de teste t, de classe desconhecida, elabourou-se um sistema
de classificação que permite a categorização da mesma.
1. Elaboram-se os histogramas de cada componente de t;
2. Elaboram-se os histogramas de cada componente de uma foto b do banco (a cate-
gorização desta imagem foi realizada manualmente);
3. Compara-se os histogramas das fotos componente-a-componente, obtendo-se os re-
sultados r1, r2 e r3;
4. Compara-se os valores r1, r2 e r3 com os respectivos limiares l1, l2 e l3 (computados
anteriormente) para o monumento de b e a configuração sendo utilizada;
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5. Computa-se os votos da seguinte forma2:
• Se rx > lx, dize-se que a componente x vota sim (t pertence à mesma classe de
b);
• Se rx < lx, dize-se que a componente x vota não (t pertençe à uma classe
diferente de b).
Tal procedimento é realizado para todas as imagens b do banco. Assim, cada compo-
nente de cada imagem do banco vota se t percetence à sua classe ou não. De posse de
todos os votos, projetou-se a seguinte sistemática para se obter o resultado final (a classe
de t):
1. Calcula-se o número de imagens b que votaram sim nas três componentes, para cada
classe; Se houver uma classe vencedora, diz-se que esta é a classe de t. No caso de
empate, segue o passo seguinte;
2. Calcula-se o número de imagens b que votaram sim em ao menos duas das três
componentes, para cada classe; Se houver uma classe vencedora, diz-se que esta é a
classe de t. No caso de empate, segue o passo seguinte;
3. Calcula-se o número de imagens b que votaram sim em ao menos uma das três
componentes, para cada classe; Se houver uma classe vencedora, diz-se que esta é a
classe de t. No caso de empate, segue o passo seguinte;
4. Em um caso real, o algoritmo informaria que não foi capaz de realizar a classificação.
No contexto deste trabalho, como as respostas já são conhecidas, computou-se o re-
sultado de t como sendo um verdadeiro-negativo ou um falso-negativo. Por exemplo,
se t é uma foto do Congresso e está sendo avaliado o Congresso, computa-se o resul-
tado como um FN. Por outro lado, no caso de t ser uma foto do Congresso e estiver
sendo avaliado algum outro monumento, computa-se o resultado como um TN. As-
sim, assumimos o resultado de maior probabilidade e que causa menos impacto na
F-measure
A ideia por trás deste algoritmo é identificar quais das imagens do banco são mais
semelhantes à imagem desconhecida. Como o banco tenta captar o monumento sob di-
versas pespectivas, é de se esperar que a imagem t possua mais votos das imagens b que
sejam do mesmo monumento e de ângulos semelhantes.
3.3.3 Avaliação dos Resultados
A métrica adotada para a medição do desempenho da metodologia de classificação
das fotos dos monumentos de Brasília por comparação de histogramas de cores descrita
foi a F-measure. Para tal, as 60 imagens de teste foram categorizadas de acordo com
os procedimentos indicados na Subseção 3.3.2 e os números de TP’s, TN’s, FP’s e FN’s
calculados como mostrado a seguir.
Seja m o monumento que deseja-se avaliar e m¯ a representação de todos os outros
monumentos, pode-se calcular, para m:
2Novamente, no caso dos métodos batthacharyya e correlação, a lógica se inverte e temos: se rx < lx,
a componente vota sim; se rx > lx a componente vota não.
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• Verdadeiros-Positivos: fotos de m classificadas como m;
• Verdadeiros-Negativos: fotos de m¯ classificadas como m¯;
• Falsos-Positivos: fotos de m¯ classificadas como m;
• Falsos-Negativos: fotos de m classificadas como m¯;
Os valores das F-measure para todos os monumentos foram registrados e são apresen-
tados e análisados no Capítulo 4 e no Apêndice A.
3.4 Classificação por Redes Neurais
A segunda abordagem utilizada para a classificação dos monumentos de Brasília con-
siste no emprego de redes neurais artificiais. Esta seção apresenta a metodologia elaborada
para atingirmos tais objetivos.
Inicialmente, serão explicados os vetores de características que foram projetados para
capturar informações de cores e formas das imagens. Posteriormente, serão indicados os
parâmetros de configuração indicados para a rede e a forma de treinamento da mesma.
Finalmente será abordada a metodologia de avaliação dos resultados obtidos.
Será elaborada uma rede neural especializada em cada monumento, de forma que, ao
se apresentar uma foto para a rede, esta irá fornecer uma resposta binária que indica se
a foto é ou não do monumento em questão. Quando uma imagem for submetida à todas
as redes, espera-se que apenas uma apresente saída positiva.
3.4.1 Seleção e Extração de Atributos
A escolha do vetor de atributos é fator determinante para o desempenho da rede.
Portanto, sua escolha deve ser cuidadosa. Cada elemento do vetor de característica será
denominada característica ou atributo da imagem.
Uma abordagem trivial poderia considerar a utilização de cada píxel como um elemento
do vetor de entradas. Entre outras problemas, isto seria inviável devido à elevada resolução
das fotos. Almejando um bom desempenho da rede neural, selecionou-se caracterísiticas
que visam captar informações relevantes sobre a imagem em questão.
Tais atributos foram calculados para cada imagem do banco e seus valores armazena-
dos. Diversas combinações de características foram empregadas à fim de se determinar a
melhor configuração. Para a elaboração do vetor de entradas, os atributos são simples-
mente concatenados. O texto a seguir, descreve os atributos utilizados.
Média das Componentes YCbCr
Em primeiro lugar, extraiu-se das imagens a média simples dos valores de cada píxel
para cada componente YCbCr. O intuito é que esses dados forneçam alguma informação
de cores para a rede e que esta seja capaz de distinguir os monumentos.
Escolheu-se a representação YCbCr para que fosse avaliado o impacto da componente
de luminância na classificação. Como a luminância sofre influência das condições nas
quais a foto foi capturada, como por exemplo iluminação e qualidade das lentes, espera-se
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que esta componente introduza ruídos, no ponto de vista do classificador, dificultando a
categorização.
Projeção de Píxeis
A segunda técnica de extração de atributos consiste em projetar os píxeis de uma
imagem em uma determinada direção. Inicialmente realiza-se um pré-processamento na
imagem transformando-a em uma imagem binária. Para isto, varre-se os píxeis da imagem
classificando-os de acordo com um limiar, sendo que píxeis com valor menor do que o limiar
tornam-se pretos (recebem o valor 0) e os píxeis com valor maior do que o limiar tornam-se
brancos (recebem o valor 1). Este limiar é calculado pelo método de Otsu, que minimiza
a variância interclasse entre píxeis pretos e brancos [16].
Para a projeção vertical, divide-se a imagem em N colunas de tamanhos iguais. O
valor de cada uma das N projeções verticais é dado pela soma de todos os píxeis brancos
da coluna. Procedimento análogo é utilizado para a projeção horizontal. A Figura 3.8
ilustra o método para projeções horizontal e vertical.
Figura 3.8: Projeção de píxeis. O valor da projeção de cada linha/coluna é a soma da
quantidade de píxeis brancos na linha/coluna em questão.
Desta forma, obtém-se dois vetores de características de uma imagem, um com a
projeção vertical, outro com a projeção horizontal. A ideia por trás desta técnica é tentar
captar informações sobre a forma do monumento contido na imagem.
A quantidade de linhas ou colunas utilizadas para dividir a imagem será referida no
texto como quantidade ou número de projeções. Neste trabalho, utilizou-se sempre o
mesmo número de projeções verticais e horizontais.
34
Para cada uma das imagens, foram gerados seus respectivos atributos para 5, 10,
20, 30 e 40 projeções, tanto verticais quanto horizontais, a título de se comparar qual a
quantidade ideal para o método.
3.4.2 Vetores de Características Avaliados
Para a elaboração dos vetores de características que foram apresentados às redes,
os atributos extraídos foram concatenados utilizando-se diversas combinações. Com a
finalidade de facilitar o entendimento, tais vetores foram denominados configurações e
rotulados conforme apresentado a seguir.
• Configuração A: Médias das componentes Cb e Cr;
• Configuração B: Médias das componentes Y, Cb e Cr;
• Configuração C: Projeções;
• Configuração D: Projeções + Médias das componentes Cb e Cr;
• Configuração E: Projeções + Médias das componentes Y, Cb e Cr.
O termo projeções se refere ao emprego do vetor de características resultante da conca-
tenação das projeções horizontais e verticais. Conforme mencionado anteriormente, foram
utilizados 5, 10, 20, 30 e 40 projeções em cada sentido, sendo que sempre são concatenadas
projeções verticais e horizontais de mesmo tamanho.
3.4.3 Treinamento e Teste
A etapa de treinamento da rede neural requer um conjunto de entrada para o qual
as saídas são conhecidas (conjunto de testes). Para tanto, cada uma das 540 imagens do
banco foi classificada manualmente de acordo com o monumento correspondente.
Utilizou-se apenas um nível para a camada oculta, variando-se o número de neurônios
nesta camada. Seja N esta quantidade e tam(Vc) o tamanho do vetor de características,
inicialmente se pensou em realizar a avaliação para todas as possibilidades de N no in-
tervalo [1, tam(Vc)]. Entretanto, para evitar que o tempo de treinamento da rede fosse
muito extenso, o número de neurônios foi limitado a 30. Assim, temos que o tamanho N
da camada oculta varia efetivamente no intervalo [1,min(30, tam(Vc))].
Com o objetivo de se obter melhores resultados e de se evitar mínimos locais, foram
construídas 100 redes para cada possível valor de N , uma vez que o método escolhido
para inicialização dos pesos da rede foi a inicialização aleatória. Dentre todas as redes
elaboradas para uma determinada configuração de entrada, escolheu-se aquela que apre-
sentou um maior valor para a F-measure quando submetida às 60 fotos do conjunto de
testes.
Os seguintes parâmetros foram utilzados para o treinamento:
• Algoritmo de treinamento: Levenberg-Marquardt backpropagation;
• Função de ativação da camada oculta: Tangente Hiperbólica Sigmoidal;
• Função de ativação da camada de saída: Tangente Hiperbólica Sigmoidal;
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• Quantidade máxima de epochs : 100;
• Mínima performance de gradiente: 10−10;
Além disso, para cada sessão de treinamento, escolhe-se aleatoriamente 50% das 540
imagens do banco como conjunto de treinamento e 50% como conjunto de validação.
Conforme mencionado anteriormente, o conjunto de teste corresponde às 60 imagens de
teste.
3.4.4 Avaliação dos Resultados
Para se realizar a avaliação dos resultados da metodologia abordada para classificação
dos monumentos de Brasília por meio de redes neurais artificiais, foram calculados os
valores para a F-measure e acurácia para a melhor rede em cada caso. Além dos valo-
res de verdadeiro-positivo, verdadero-negativo, falso-positivo e falso-negativo necessários,
também foi registrado o número de neurônio na camada oculta que a rede utilizou para
obter o melhor resultado.
Seja Rm uma rede treinada para identificar o monumento m e m¯ a representação de
todos os outros monumentos, temos que, para Rm:
• Verdadeiros-Positivos: fotos de m classificadas como m;
• Verdadeiros-Negativos: fotos de m¯ classificadas como m¯;
• Falsos-Positivos: fotos de m¯ classificadas como m;
• Falsos-Negativos: fotos de m classificadas como m¯;
Os resultados e valores das F-measure e acurácia são apresentados e análisados no
capítulo 4 e no apêndice A.
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Capítulo 4
Resultados
Este capítulo tem por objetivo apresentar os resultados obtidos por meio das metodo-
logias propostas. Será realizada uma análise detalhada de cada resultado, ressaltando se
eles corresponderam ou não ao esperado e investigando os motivos dos desvios observados,
assim como outros aspectos considerados relevantes.
A primeira parte se dedica à abordagem por comparação de histogramas e a segunda
às redes neurais. As melhores configurações para ambos os casos serão expostas ao longo
do texto.
4.1 Classificação por Histogramas de Cores
Utilizando o método descrito na metodologia para Classificação por Histograma de
Cores, calculou-se a F-measure do resultado da classificação de todas as imagens de teste.
Estes valores são utilizados como medida de desempenho do classificador e são apresen-
tados a seguir em conjunto com uma análise dos resultados obtidos.
Com a finalidade de se comparar os diversos atributos avaliados, foi adotada a me-
todologia explicada a seguir. Computa-se o total de TP’s, FP’s, TN’s e FN’s que dizem
respeito aquele atributo e calcula-se a F-measure.
Vale ressaltar que quanto maior o valor da F-measure, melhor o resultado da classifi-
cação, sendo valores próximos a 1 indicativos de um grande número de acertos e pequeno
número de erros. O oposto ocorre com valores próximos a zero.
4.1.1 Comparação de Tamanhos
O gráfico (a) da Figura 4.1 apresenta, para cada um dos monumentos, os resultados das
F-measures para cada um dos tamanhos avaliados. O gráfico (b) consolida os resultados
dos monumentos de (a), permitindo a comparação do desempenho por tamanho (25%,
50% e 100%).
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Figura 4.1: Comparação dos tamanhos por monumentos (a) e comparação dos tama-
nhos (b).
Observa-se que a variação no tamanho das imagens praticamente não tem impacto
no resultado do método, sendo que a diferença entre o maior e menor valores foi cerca
de 1,07%, apenas. Este resultado já era esperado uma vez que imagina-se que a pro-
porção entre as ocorrências em cada balde do histograma se mantenha constante com o
redimensionamento das fotos.
O resultado ligeiramente melhor para as imagens com 25% do tamanho provavelmente
decorre de distorções causadas pela perda de informação. Ainda assim, como o tempo
de processamento é menor para imagens menores, a redução das fotos aparentemente é a
melhor escolha para a comparação por histogramas.
4.1.2 Comparação de Espaços de Cores
O gráfico (a) da Figura 4.2 apresenta, para cada um dos monumentos, os resultados
das F-measures para cada um dos espaços de cores avaliados. O gráfico (b) consolida os
resultados dos monumentos de (a), permitindo a comparação do desempenho por espaço
de cor (RGB e YCbCr).
Observa-se nos dois gráficos uma disparidade de resultados. Pela análise do gráfico
(b), verifica-se uma diferença de aproximadamente 9,12% entre a utilização dos espaços
de cores RGB e YCbCr.
Sabe-se que os planos Cb e Cr contém mais informação cromática em comparação com
o plano Y, que carrega grande parte da luminânica de uma imagem digital. Por outro
lado, no espaço de cores RGB a informação de brilho fica distribuída entre os três planos.
Do ponto de vista do classificador, a luminância contém mais ruído, pois está submetida
a mais variações. Portanto, espera-se que as componentes Cb e Cr apresentem menos
variação e que o emprego nas mesmas consiga separar melhor o conjunto em classes do
que quando utilizadas as componentes RGB.
Os resultados obtidos sugerem uma confirmação do comportamento esperado, mos-
trando um desempenho maior quando utilizado o espaço YCbCr.
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Figura 4.2: Comparação dos espaços de cores por monumentos (a) e comparação dos
espaços de cores (b).
4.1.3 Comparação de Métodos
O gráfico (a) da Figura 4.3 apresenta, para cada um dos monumentos, os resultados
das F-measures para cada um dos métodos de comparação avaliados. O gráfico (b) con-
solida os resultados dos monumentos de (a), permitindo a comparação do desempenho
por método (Correlação, Chi-quadrado e Bhattacharyya).
Figura 4.3: Comparação dos métodos por monumentos (a) e comparação dos métodos (b).
Para o conjunto de testes utilizado, o método Chi-quadrado foi o que apresentou
melhor resultado, quando considerado o desempenho geral. A análise do gráfico (b) mostra
que este método foi cerca de 10,48% mais eficiente do que a Correlação, que apresentou o
pior resultado.
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Em relação ao Bhattachayyra, o desempenho do Chi-quadrado foi apenas 0,92% me-
lhor, o que indica uma equivalência dos dois métodos para o conjunto de dados apresen-
tado.
Conforme [7], o coeficiente Bhattacharyya se aproxima do Chi-quadrado, tendo algu-
mas vantagens para determinadas distribuições e sendo normalmente uma melhor medida.
No entanto, existem condições que podem levar o Chi-quadrado a resultados mais precisos,
como ocorreu para o conjunto de teste em questão.
4.1.4 Melhor Configuração Obtida
Os melhores resultados obtidos em cada item em relação à F-measure foram:
• 25% do tamanho original da imagem (F-measure = 0,2333);
• Espaço de cores YCbCr (F-measure = 0,2413);
• Chi-quadrado como método de comparação de histogramas (F-measure = 0,2394).
O baixo desempenho deste sistema de classificação sugere que a semelhança de cores
dos espaços observados dificulta a separação dos ambientes em classes, se considerado
apenas o atributo cor como critério de classificação.
O fato de a maioria dos monumentos fot ografados ser branco com jardins na entrada
e céu aberto ao fundo, pode ter causado dificultades. Não se pode deixar de mencionar,
entretanto, que o fato de todas as fotos terem sido obtidas de um mesmo dispositivo e em
condições climáticas semelhantes favorece o método.
Por fim utilizando-se os valores médios de TP, FP e FN para cada um dos melhores
atributos, pode-se calcular a F-measure da melhor configuração:
F -measure = 0, 2500 (4.1)
Além disso, o respectivo valor para a acurácia da melhor configuração indica que o
método acerta apenas metade das vezes:
Acurácia = 50, 00% (4.2)
A diferença entre os resultados da acurácia e da F-measure decorre do elevado número
de acertos referentes aos verdadeiros-negativos, indicando que o sistema de classificação
tem um desempenho melhor ao classificar elementos como não pertencente à classe do
que em categorizá-los como pertencentes à classe.
4.2 Classificação por Redes Neurais
Os próximos tópicos se dedicam a apresentar os resultados obtidos por meio do em-
prego de diferentes vetores de características na elaboração das redes neurais avaliadas.
Do mesmo modo como foi feito na comparação de histogramas, a análise de desempenho
será feita computando-se o total de TP’s, FP’s, TN’s e FN’s que dizem respeito a cada
vetor de características e calculando-se a F-measure correspondente. Os valores obtidos
são apresentados graficamente.
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4.2.1 Configurações Com Apenas Médias de Componentes
Inicialmente, avaliou-se os resultados das classificações das configurações A e B, que
utilizam apenas componentes de cores como atributos para as redes. Os gráficos da
Figura 4.4 apresentam os resultados obtidos para a F-measure e a acurácia para estas
configurações.
Figura 4.4: F-measure (a) e acurácia (b) das configurações meramente cromáticas.
Os resultado da configuração B foram 22,6% melhores do que os de A no que diz
respeito à F-measure e 8,6% melhores no que tange a acurácia. O baixo desempenho
de ambas as configurações (A e B ficaram, respectivamente, em 0.5070 e 0.6218 para
a F-measure) pode ser explicado pela pouca informação fornecida como insumo para a
rede. Isto indica que a simples média dos valores de cada componente de cor é insuficiente
para distinguir precisamente cada monumento e realizar uma classificação satisfatória. A
configuração B se mostrou melhor do que a A porque trouxe um acréscimo de informação
para a rede, impactando de forma positiva nos resultados.
A grande diferença ente as F-measures e as acurácias indicam que a acurácia foi alta
não devido aos verdadeiros-positivos, mas devido aos verdadeiros-negativos. De fato a
média para os verdadeiros-positivos ficou em 6,08 (60,8%, pois o máximo é 10), enquanto
que a média para os verdadeiros-negativos foi 44,33 (88,7%, pois o máximo é 50). Estes
valores podem ser extraídos das Tabelas B.1 e B.2.
4.2.2 Configurações que Utilizam Projeções
A próxima análise, das configurações C, D e E, explicita os resultados das configura-
ções que possuem projeções como parte do vetor de atributos, conforme os gráficos da
Figura 4.5.
Os resultados das configurações C, D e E indicam que as projeções foram capazes de
capturar informações relevantes das imagens, obtendo resultados em torno de 0,9 para a
F-measure e uma média acima dos 96% para a acurácia.
Observa-se que as configurações apresentaram resultados praticamente equivalentes.
Isto sugere que a informação de média das componentes dos espaços de cores teve pouco
influência nos resultados, sendo que as redes que não se utilizaram desses dados possuíram
resultados ligeiramente melhores.
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Figura 4.5: F-measure (a) e acurácia (b) das configurações que utilizam projeções.
Os gráficos da Figura 4.6 permitem uma avaliação do número de projeções utilizadas.
Cada barra constitui uma média dos resultados para as configurações C, D e E por
quantidade de projeções verticais e horizontais empregadas.
Figura 4.6: F-measure (a) e acurácia (b) por número de projeções utilizadas.
A forma do gráfico sugere que o desempenho tende a melhorar na medida em que o
número de projeções se aproxima de 20 e a piorar quando se distancia deste valor. Os
valores altos das métricas e o comportamento consistente da F-measure em relação à
acurácia indica uma boa qualidade da classificação.
Os gráficos da Figura 4.7 relacionam os gráficos das Figuras 4.6 e 4.5 apresentadas
anteriormente, estratificando os resultados das configurações C, D e E por número de
projeções utilizadas.
Observa-se que o desempenho obtido com a configuração C foi melhor, em compara-
ção com D e E, para números menores de projeções e que o emprego das componentes
cromáticas e de luminância passa a ser mais relevante com o aumento do número de pro-
jeções. Nas três configurações, entretanto, as evidências indicam que o desempenho tende
a diminuir quando o número de projeções se distancia de 20. Além disso, percebe-se que a
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Figura 4.7: F-measure (a) e acurácia (b) das configurações C, D e E por número de
projeções utilizadas.
rede, de maneira geral, foi capaz de obter melhores classificações à partir das informações
de forma do que das informações de cor.
4.2.3 Resumo das Configurações
Por fim, os gráficos da Figura 4.8 resume todos os resultados obtidos apresentando a
média geral obtida para cada configuração avaliada.
Figura 4.8: F-measure (a) e acurácia (b) de cada configuração.
Os dados mostram que os resultados foram substancialmente melhores para as con-
figurações C, D e E. Assim, aparentemente a rede conseguiu captar a forma da imagem
através das projeções e atingir um desempenho satisfatório utilizando-se deste atributo.
Por outro lado, as configurações A e B, que empregam apenas a média das componentes
de cores, se mostraram insuficientes para classificar adequadamente os monumentos de
Brasília.
Observa-se também que a adição de informações cromáticas aos atributos que captam
a forma (projeções) influenciou de maneira quase insignificante os resultados obtidos,
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sendo que o emprego da componente de luminância apresentou desempenho ligeiramente
menor, ao contrário do que ocorreu na abordagem por comparação de histogramas.
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Capítulo 5
Conclusão
Foram abordadas duas maneiras significantemente distintas de se classificar as fotos
dos monumentos de Brasília. Por um lado, o primeiro método propôs uma forma de
comparação de histogramas de cores, obtendo resultados que se mostraram insatisfatórios
para a resolução do problema. Ainda assim, observou-se que o espaço de cores YCbCr
apresentou vantagens em relação ao RGB e que o chi-quadrado teve uma performance
semelhante à do battacharyya, sendo ambos superiores à correlação. Além disso, o tama-
nho das imagens utilizadas se mostrou irrelevante para a técnica, sendo que resoluções
menores apresentam a vantagem de um menor tempo de processamento.
Em segundo lugar, introduziu-se uma metodologia para resolução do problema com
redes neurais artificiais. Os resultados obtidos foram satisfatórios, sendo que as redes
conseguiram F-measures superiores à 0,95 em diversos casos. Ainda mais, pode-se dizer
que os atributos que tentam captar a forma da imagem (projeções) se mostraram signifi-
cantemente melhores do que os atributos que tentam refletir informações de cores. Desta
maneira, esta parece ser uma técnica de baixo processamento adequada para a resolução
do problema em questão, podendo esta ser implementada, por exemplo, em um disposi-
tivo móvel. Neste caso, a etapa mais custosa, de treinamento, poderia ser realizada em
um outro equipamento com maior capacidade de processamento, como um Desktop.
Como desafios enfrentados durante o trabalho, colocamos o pequeno embasamento
teórico que o curso fornece em Processamento de Imagens e em redes neurais, além da
concepção da metodologia de comparação dos histogramas, que foi em grande parte ela-
borada sem o suporte de estudos prévios, uma vez que foi desenvolvida por nós.
Como proposta de trabalhos futuros, levantamos as seguintes possibilidades:
• Enriquecimento do banco de imagens. Poderiam ser capturadas mais fotos, em
diferentes horários do dia, estações do ano, condições climáticas e de diferentes
dispositivos;
• Seguimentação dos monumentos, a fim de se eliminar o fundo das fotos.
• Implementação da metodologia que se utiliza de redes neurais em dispositivos mó-
veis;
• Na metodologia que se utiliza de redes neurais, o emprego de uma configuração para
o vetor de características que contenha a média de cada componente por projeção,
ao invés de média para foto inteira;
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• Realização de um estudo sobre Análise de Componente Principal (PCA - Principal
Component Analysis) no intuito de se diminuir ainda mais o tamanho das entradas
das redes neurais e consequentemente o tempo de execução;
• Estudo e implementação de técnicas que se utilizam de descritores mais complexos
das imagens, tais como o BRIEF [17], SURF [18] e o SIFT [19].
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Apêndice A
Tabelas Classificação por Histograma
de Cores
A.1 Correlação e RGB
Tabela A.1: Correlação, RGB, Tamanho 100%.
Correlação, RGB, Tamanho 100%
TP TN FP FN F-measure Acurácia
Museu 0 33 17 10 0.0000 55.00%
Catedral 5 38 12 5 0.3704 71.67%
Congresso 1 34 16 9 0.0741 58.33%
Ponte 8 41 9 2 0.5926 81.67%
Teatro 1 34 16 9 0.0741 58.33%
Memorial JK 2 35 15 8 0.1481 61.67%
Média 2.83 35.83 14.17 7.17 0.2099 64.44%
Tabela A.2: Correlação, RGB, Tamanho 50%.
Correlação, RGB, Tamanho 50%
TP TN FP FN F-measure Acurácia
Museu 0 33 17 10 0.0000 55.00%
Catedral 5 38 12 5 0.3704 71.67%
Congresso 1 34 16 9 0.0741 58.33%
Ponte 8 41 9 2 0.5926 81.67%
Teatro 1 34 16 9 0.0741 58.33%
Memorial JK 2 35 15 8 0.1481 61.67%
Média 2.83 35.83 14.17 7.17 0.2099 64.44%
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Tabela A.3: Correlação, RGB, Tamanho 25%.
Correlação, RGB, Tamanho 25%
TP TN FP FN F-measure Acurácia
Museu 0 34 16 10 0.0000 56.67%
Catedral 5 39 11 5 0.3846 73.33%
Congresso 1 35 15 9 0.0769 60.00%
Ponte 8 42 8 2 0.6154 83.33%
Teatro 1 35 15 9 0.0769 60.00%
Memorial JK 1 35 15 9 0.0769 60.00%
Média 2.67 36.67 13.33 7.33 0.2051 65.56%
A.2 Correlação e YCbCr
Tabela A.4: Correlação, YCbCr, Tamanho 100%.
Correlação, YCbCr, Tamanho 100%
TP TN FP FN F-measure Acurácia
Museu 1 33 17 9 0.0714 56.67%
Catedral 6 38 12 4 0.4286 73.33%
Congresso 4 36 14 6 0.2857 66.67%
Ponte 4 36 14 6 0.2857 66.67%
Teatro 3 35 15 7 0.2143 63.33%
Memorial JK 0 32 18 10 0.0000 53.33%
Média 3.00 35.00 15.00 7.00 0.2143 63.33%
Tabela A.5: Correlação, YCbCr, Tamanho 50%.
Correlação, YCbCr, Tamanho 50%
TP TN FP FN F-measure Acurácia
Museu 1 33 17 9 0.0714 56.67%
Catedral 6 38 12 4 0.4286 73.33%
Congresso 4 36 14 6 0.2857 66.67%
Ponte 4 36 14 6 0.2857 66.67%
Teatro 3 35 15 7 0.2143 63.33%
Memorial JK 0 32 18 10 0.0000 53.33%
Média 3.00 35.00 15.00 7.00 0.2143 63.33%
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Tabela A.6: Correlação, YCbCr, Tamanho 25%.
Correlação, YCbCr, Tamanho 25%
TP TN FP FN F-measure Acurácia
Museu 1 29 21 9 0.0625 50.00%
Catedral 7 35 15 3 0.4375 70.00%
Congresso 4 32 18 6 0.2500 60.00%
Ponte 4 32 18 6 0.2500 60.00%
Teatro 3 31 19 7 0.1875 56.67%
Memorial JK 3 31 19 7 0.1875 56.67%
Média 3.67 31.67 18.33 6.33 0.2292 58.89%
A.3 Chi-Quadrado e RGB
Tabela A.7: Chi-quadrado, RGB, Tamanho 100%.
Chi-quadrado, RGB, Tamanho 100%
TP TN FP FN F-measure Acurácia
Museu 2 31 19 8 0.1290 55.00%
Catedral 7 36 14 3 0.4516 71.67%
Congresso 2 31 19 8 0.1290 55.00%
Ponte 7 36 14 3 0.4516 71.67%
Teatro 2 31 19 8 0.1290 55.00%
Memorial JK 1 30 20 9 0.0645 51.67%
Média 3.50 32.50 17.50 6.50 0.2258 60.00%
Tabela A.8: Chi-quadrado, RGB, Tamanho 50%.
Chi-quadrado, RGB, Tamanho 50%
TP TN FP FN F-measure Acurácia
Museu 2 32 18 8 0.1333 56.67%
Catedral 7 37 13 3 0.4667 73.33%
Congresso 2 32 18 8 0.1333 56.67%
Ponte 6 36 14 4 0.4000 70.00%
Teatro 2 32 18 8 0.1333 56.67%
Memorial JK 1 31 19 9 0.0667 53.33%
Média 3.33 33.33 16.67 6.67 0.2222 61.11%
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Tabela A.9: Chi-quadrado, RGB, Tamanho 25%.
Chi-quadrado, RGB, Tamanho 25%
TP TN FP FN F-measure Acurácia
Museu 2 30 20 8 0.1250 53.33%
Catedral 7 35 15 3 0.4375 70.00%
Congresso 2 30 20 8 0.1250 53.33%
Ponte 7 35 15 3 0.4375 70.00%
Teatro 2 30 20 8 0.1250 53.33%
Memorial JK 2 30 20 8 0.1250 53.33%
Média 3.67 31.67 18.33 6.33 0.2292 58.89%
A.4 Chi-Quadrado e YCbCr
Tabela A.10: Chi-quadrado, YCbCr, Tamanho 100%.
Chi-quadrado, YCbCr, Tamanho 100%
TP TN FP FN F-measure Acurácia
Museu 1 21 29 9 0.0500 36.67%
Catedral 10 30 20 0 0.5000 66.67%
Congresso 7 27 23 3 0.3500 56.67%
Ponte 2 22 28 8 0.1000 40.00%
Teatro 4 24 26 6 0.2000 46.67%
Memorial JK 6 26 24 4 0.3000 53.33%
Média 5.00 25.00 25.00 5.00 0.2500 50.00%
Tabela A.11: Chi-quadrado, YCbCr, Tamanho 50%.
Chi-quadrado, YCbCr, Tamanho 50%
TP TN FP FN F-measure Acurácia
Museu 1 21 29 9 0.0500 36.67%
Catedral 10 30 20 0 0.5000 66.67%
Congresso 7 27 23 3 0.3500 56.67%
Ponte 2 22 28 8 0.1000 40.00%
Teatro 4 24 26 6 0.2000 46.67%
Memorial JK 6 26 24 4 0.3000 53.33%
Média 5.00 25.00 25.00 5.00 0.2500 50.00%
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Tabela A.12: Chi-quadrado, YCbCr, Tamanho 25%.
Chi-quadrado, YCbCr, Tamanho 25%
TP TN FP FN F-measure Acurácia
Museu 1 21 29 9 0.0500 36.67%
Catedral 10 30 20 0 0.5000 66.67%
Congresso 7 27 23 3 0.3500 56.67%
Ponte 2 22 28 8 0.1000 40.00%
Teatro 4 24 26 6 0.2000 46.67%
Memorial JK 6 26 24 4 0.3000 53.33%
Média 5.00 25.00 25.00 5.00 0.2500 50.00%
A.5 Bhattacharyya e RGB
Tabela A.13: Bhattacharyya, RGB, Tamanho 100%.
Bhattacharyya, RGB, Tamanho 100%
TP TN FP FN F-measure Acurácia
Museu 2 32 18 8 0.1333 56.67%
Catedral 7 37 13 3 0.4667 73.33%
Congresso 2 32 18 8 0.1333 56.67%
Ponte 7 37 13 3 0.4667 73.33%
Teatro 2 32 18 8 0.1333 56.67%
Memorial JK 0 30 20 10 0.0000 50.00%
Média 3.33 33.33 16.67 6.67 0.2222 61.11%
Tabela A.14: Bhattacharyya, RGB, Tamanho 50%.
Bhattacharyya, RGB, Tamanho 50%
TP TN FP FN F-measure Acurácia
Museu 2 32 18 8 0.1333 56.67%
Catedral 7 37 13 3 0.4667 73.33%
Congresso 2 32 18 8 0.1333 56.67%
Ponte 7 37 13 3 0.4667 73.33%
Teatro 2 32 18 8 0.1333 56.67%
Memorial JK 0 30 20 10 0.0000 50.00%
Média 3.33 33.33 16.67 6.67 0.2222 61.11%
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Tabela A.15: Bhattacharyya, RGB, Tamanho 25%.
Bhattacharyya, RGB, Tamanho 25%
TP TN FP FN F-measure Acurácia
Museu 2 32 18 8 0.1333 56.67%
Catedral 7 37 13 3 0.4667 73.33%
Congresso 2 32 18 8 0.1333 56.67%
Ponte 7 37 13 3 0.4667 73.33%
Teatro 2 32 18 8 0.1333 56.67%
Memorial JK 0 30 20 10 0.0000 50.00%
Média 3.33 33.33 16.67 6.67 0.2222 61.11%
A.6 Bhattacharyya e YCbCr
Tabela A.16: Bhattacharyya, YCbCr, Tamanho 100%.
Bhattacharyya, YCbCr, Tamanho 100%
TP TN FP FN F-measure Acurácia
Museu 1 22 28 9 0.0513 38.33%
Catedral 10 31 19 0 0.5128 68.33%
Congresso 5 26 24 5 0.2564 51.67%
Ponte 3 24 26 7 0.1538 45.00%
Teatro 4 25 25 6 0.2051 48.33%
Memorial JK 6 27 23 4 0.3077 55.00%
Média 4.83 25.83 24.17 5.17 0.2479 51.11%
Tabela A.17: Bhattacharyya, YCbCr, Tamanho 50%.
Bhattacharyya, YCbCr, Tamanho 50%
TP TN FP FN F-measure Acurácia
Museu 1 22 28 9 0.0513 38.33%
Catedral 10 31 19 0 0.5128 68.33%
Congresso 5 26 24 5 0.2564 51.67%
Ponte 3 24 26 7 0.1538 45.00%
Teatro 4 25 25 6 0.2051 48.33%
Memorial JK 6 27 23 4 0.3077 55.00%
Média 4.83 25.83 24.17 5.17 0.2479 51.11%
54
Tabela A.18: Bhattacharyya, YCbCr, Tamanho 25%.
Bhattacharyya, YCbCr, Tamanho 25%
TP TN FP FN F-measure Acurácia
Museu 1 21 29 9 0.0500 36.67%
Catedral 10 30 20 0 0.5000 66.67%
Congresso 5 25 25 5 0.2500 50.00%
Ponte 4 24 26 6 0.2000 46.67%
Teatro 4 24 26 6 0.2000 46.67%
Memorial JK 6 26 24 4 0.3000 53.33%
Média 5.00 25.00 25.00 5.00 0.2500 50.00%
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Apêndice B
Tabelas Classificação por Redes Neurais
B.1 Configuração A - CbCr
Tabela B.1: CbCr.
CbCr
Nro Neurônios TP TN FP FN F-measure % Acerto
Museu 2 6 41 9 4 0,4800 78,33%
Catedral 2 6 37 13 4 0,4138 71,67%
Congresso 2 2 50 0 8 0,3333 86,67%
Ponte 2 5 38 12 5 0,3704 71,67%
Teatro 2 7 38 12 3 0,4828 75,00%
Memorial JK 1 10 50 0 0 1,0000 100,00%
Média 1,83 6,00 42,33 7,67 4,00 0,5070 80,56%
B.2 Configuração B - YCbCr
Tabela B.2: YCbCr.
YCbCr
Nro Neurônios TP TN FP FN F-measure % Acerto
Museu 3 7 38 12 3 0,4828 75,00%
Catedral 3 5 44 6 5 0,4762 81,67%
Congresso 2 2 50 0 8 0,3333 86,67%
Ponte 3 6 48 2 4 0,6667 90,00%
Teatro 2 7 49 1 3 0,7778 93,33%
Memorial JK 1 10 49 1 0 0,9524 98,33%
Média 2,33 6,17 46,33 3,67 3,83 0,6218 87,50%
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B.3 Configuração C - Apenas Projeções
Tabela B.3: H5 V5.
H5 V5
Nro Neurônios TP TN FP FN F-measure % Acerto
Museu 8 7 50 0 3 0,8235 95,00%
Catedral 7 10 49 1 0 0,9524 98,33%
Congresso 3 10 46 4 0 0,8333 93,33%
Ponte 10 10 49 1 0 0,9524 98,33%
Teatro 10 9 49 1 1 0,9000 96,67%
Memorial JK 2 9 50 0 1 0,9474 98,33%
Média 6,67 9,17 48,83 1,17 0,83 0,9016 96,67%
Tabela B.4: H10 V10.
H10 V10
Nro Neurônios TP TN FP FN F-measure % Acerto
Museu 12 7 50 0 3 0,8235 95,00%
Catedral 3 10 50 0 0 1,0000 100,00%
Congresso 14 10 47 3 0 0,8696 95,00%
Ponte 13 10 49 1 0 0,9524 98,33%
Teatro 2 8 49 1 2 0,8421 95,00%
Memorial JK 12 10 50 0 0 1,0000 100,00%
Média 9,33 9,17 49,17 0,83 0,83 0,9167 97,22%
Tabela B.5: H20 V20.
H20 V20
Nro Neurônios TP TN FP FN F-measure % Acerto
Museu 8 8 50 0 2 0,8889 96,67%
Catedral 2 10 50 0 0 1,0000 100,00%
Congresso 17 9 50 0 1 0,9474 98,33%
Ponte 13 10 47 3 0 0,8696 95,00%
Teatro 2 10 49 1 0 0,9524 98,33%
Memorial JK 7 10 50 0 0 1,0000 100,00%
Média 8,17 9,50 49,33 0,67 0,50 0,9421 98,06%
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Tabela B.6: H30 V30.
H30 V30
Nro Neurônios TP TN FP FN F-measure % Acerto
Museu 23 7 50 0 3 0,8235 95,00%
Catedral 3 10 50 0 0 1,0000 100,00%
Congresso 18 10 48 2 0 0,9091 96,67%
Ponte 29 9 48 2 1 0,8571 95,00%
Teatro 6 10 49 1 0 0,9524 98,33%
Memorial JK 3 10 50 0 0 1,0000 100,00%
Média 13,67 9,33 49,17 0,83 0,67 0,9256 97,50%
Tabela B.7: H40 V40.
H40 V40
Nro Neurônios TP TN FP FN F-measure % Acerto
Museu 4 8 46 4 2 0,7273 90,00%
Catedral 1 10 50 0 0 1,0000 100,00%
Congresso 7 10 47 3 0 0,8696 95,00%
Ponte 10 10 46 4 0 0,8333 93,33%
Teatro 1 8 50 0 2 0,8889 96,67%
Memorial JK 22 10 50 0 0 1,0000 100,00%
Média 7,50 9,33 48,17 1,83 0,67 0,8819 95,83%
B.4 Configuração D - Projeções + CbCr
Tabela B.8: H5 V5 + CbCr.
H5 V5
Nro Neurônios TP TN FP FN F-measure % Acerto
Museu 9 7 49 1 3 0,7778 93,33%
Catedral 3 10 50 0 0 1,0000 100,00%
Congresso 7 8 47 3 2 0,7619 91,67%
Ponte 7 10 47 3 0 0,8696 95,00%
Teatro 5 8 49 1 2 0,8421 95,00%
Memorial JK 12 10 50 0 0 1,0000 100,00%
Média 7,17 8,83 48,67 1,33 1,17 0,8760 95,83%
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Tabela B.9: H10 V10 + CbCr.
H10 V10
Nro Neurônios TP TN FP FN F-measure % Acerto
Museu 3 8 49 1 2 0,8421 95,00%
Catedral 3 10 50 0 0 1,0000 100,00%
Congresso 11 9 47 3 1 0,8182 93,33%
Ponte 12 10 48 2 0 0,9091 96,67%
Teatro 2 10 48 2 0 0,9091 96,67%
Memorial JK 10 10 50 0 0 1,0000 100,00%
Média 6,83 9,50 48,67 1,33 0,50 0,9120 96,94%
Tabela B.10: H20 V20 + CbCr.
H20 V20
Nro Neurônios TP TN FP FN F-measure % Acerto
Museu 9 8 49 1 2 0,8421 95,00%
Catedral 1 10 50 0 0 1,0000 100,00%
Congresso 24 9 49 1 1 0,9000 96,67%
Ponte 24 10 47 3 0 0,8696 95,00%
Teatro 11 10 49 1 0 0,9524 98,33%
Memorial JK 17 10 49 1 0 0,9524 98,33%
Média 14,33 9,50 48,83 1,17 0,50 0,9194 97,22%
Tabela B.11: H30 V30 + CbCr.
H30 V30
Nro Neurônios TP TN FP FN F-measure % Acerto
Museu 3 8 49 1 2 0,8421 95,00%
Catedral 4 10 50 0 0 1,0000 100,00%
Congresso 5 10 48 2 0 0,9091 96,67%
Ponte 7 10 47 3 0 0,8696 95,00%
Teatro 25 10 49 1 0 0,9524 98,33%
Memorial JK 27 10 50 0 0 1,0000 100,00%
Média 11,83 9,67 48,83 1,17 0,33 0,9280 97,50%
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Tabela B.12: H40 V40 + CbCr.
H40 V40
Nro Neurônios TP TN FP FN F-measure % Acerto
Museu 3 7 50 0 3 0,8235 95,00%
Catedral 4 10 50 0 0 1,0000 100,00%
Congresso 8 9 49 1 1 0,9000 96,67%
Ponte 20 10 48 2 0 0,9091 96,67%
Teatro 8 8 50 0 2 0,8889 96,67%
Memorial JK 11 10 50 0 0 1,0000 100,00%
Média 9,00 9,00 49,50 0,50 1,00 0,9231 97,50%
B.5 Configuração E - Projeções + YCbCr
Tabela B.13: H5 V5 + YCbCr.
H5 V5
Nro Neurônios TP TN FP FN F-measure % Acerto
Museu 9 10 45 5 0 0,8000 91,67%
Catedral 5 10 49 1 0 0,9524 98,33%
Congresso 8 9 46 4 1 0,7826 91,67%
Ponte 4 9 47 3 1 0,8182 93,33%
Teatro 1 8 49 1 2 0,8421 95,00%
Memorial JK 13 10 49 1 0 0,9524 98,33%
Média 6,67 9,33 47,50 2,50 0,67 0,8550 94,72%
Tabela B.14: H10 V10 + YCbCr.
H10 V10
Nro Neurônios TP TN FP FN F-measure % Acerto
Museu 12 7 50 0 3 0,8235 95,00%
Catedral 14 10 50 0 0 1,0000 100,00%
Congresso 8 9 47 3 1 0,8182 93,33%
Ponte 21 10 46 4 0 0,8333 93,33%
Teatro 5 8 49 1 2 0,8421 95,00%
Memorial JK 17 10 50 0 0 1,0000 100,00%
Média 12,83 9,00 48,67 1,33 1,00 0,8852 96,11%
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Tabela B.15: H20 V20 + YCbCr.
H20 V20
Nro Neurônios TP TN FP FN F-measure % Acerto
Museu 17 8 48 2 2 0,8000 93,33%
Catedral 2 10 50 0 0 1,0000 100,00%
Congresso 3 8 50 0 2 0,8889 96,67%
Ponte 7 10 47 3 0 0,8696 95,00%
Teatro 18 10 50 0 0 1,0000 100,00%
Memorial JK 27 10 50 0 0 1,0000 100,00%
Média 12,33 9,33 49,17 0,83 0,67 0,9256 97,50%
Tabela B.16: H30 V30 + YCbCr.
H30 V30
Nro Neurônios TP TN FP FN F-measure % Acerto
Museu 8 6 49 1 4 0,7059 91,67%
Catedral 1 10 50 0 0 1,0000 100,00%
Congresso 30 9 49 1 1 0,9000 96,67%
Ponte 7 8 48 2 2 0,8000 93,33%
Teatro 8 10 49 1 0 0,9524 98,33%
Memorial JK 28 10 50 0 0 1,0000 100,00%
Média 13,67 8,83 49,17 0,83 1,17 0,8983 96,67%
Tabela B.17: H40 V40 + YCbCr.
H40 V40
Nro Neurônios TP TN FP FN F-measure % Acerto
Museu 3 8 50 0 2 0,8889 96,67%
Catedral 1 10 50 0 0 1,0000 100,00%
Congresso 6 10 47 3 0 0,8696 95,00%
Ponte 15 9 47 3 1 0,8182 93,33%
Teatro 29 8 50 0 2 0,8889 96,67%
Memorial JK 18 10 50 0 0 1,0000 100,00%
Média 12,00 9,17 49,00 1,00 0,83 0,9091 96,94%
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