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We propose a new way of investigating phase transitions in the context of information theory. We
use an information-entropic measure of spatial complexity known as configurational entropy (CE) to
quantify both the storage and exchange of information in a lattice simulation of a Ginzburg-Landau
model with a scalar order parameter coupled to a heat bath. The CE is built from the Fourier
spectrum of fluctuations around the mean-field and reaches a minimum at criticality. In particular,
we investigate the behavior of CE near and at criticality, exploring the relation between information
and the emergence of ordered domains. We show that as the temperature is increased from below,
the CE displays three essential scaling regimes at different spatial scales: scale free, turbulent, and
critical. Together, they offer an information-entropic characterization of critical behavior where the
storage and processing of information is maximized at criticality.
Keywords: Information Theory; Complexity; Phase Transitions; Critical Phenomena; Configurational Entropy
INTRODUCTION
As a mathematical discipline, information theory had its origins in the fairly recent past, under Claude Shannon’s
seminal work [1]. Shannon proposed an entropic measure of information for message transmission and decoding,
designed originally for sets of A symbols (e.g. an alphabet) A = {a1, a2, ..., aA} each appearing with probability
pi = p(ai), in messages of finite length M . Since we must ask A yes or no questions to know which symbol ai is
being stored, the number of bits to store a symbol is log2A. It follows that to store a message with M symbols, the
number of bits is simply M log2A. However, alphabets are often compressible, in the sense that certain letters are
more probable than others in a given message. This can be quantified using Huffman encoding [2], where the amount
of information used to encode a symbol ai in an alphabet A is I(ai) = − log2 pi: very improbable symbols carry a lot
of information. The average amount of information in an alphabet A is then given by Shannon’s information entropy
〈I〉 ≡ SS [A] =
∑
ai∈A
piI(ai). (1)
This expression is maximized at SS = log2A, when all symbols have the same probability of occurrence, pi = 1/A.
In Shannon’s interpretation, an alphabet that maximizes entropy is incompressible: the set of symbols cannot be
encoded with less information. When entropy is maximal, ignorance is also maximal in the sense that all symbols
are equiprobable. Compressibility, then, is a measure of the departure from this maximum entropic value. The
more compressible an alphabet, the lower its information entropy. Below, we will establish an analogy between
compressibility in an alphabet and the relative probability of different momentum-modes in a field configuration.
It didn’t escape physicists that Shannon’s formula is very close to the Gibbs thermodynamic entropy for a classical
system with a discrete set of microstates φi with energy Ei and probability distribution p(φi) [3],
SG[Φ] = −kB
∑
φi∈Φ
p(φi) ln[p(φi)], (2)
where kB is Boltzmann’s constant. In the 1950s, Seeger [4], Brillouin [5], Jaynes [6], and others [7], attempted to
bridge information theory and statistical physics. Brillouin coined the term negentropy as the information gained
by measuring physical properties of a system: the more information, the less uncertainty. Using maximal-entropy
inference, Jaynes showed that thermal equilibrium is the state of maximum ignorance, with all energy-equivalent
microstates being equiprobable. Since then, much progress has been made toward a connection between information
theory and non-equilibrium thermodynamics, including some experimental validation, although a definition of a
physically meaningful entropy for generic non-equilibrium states remains elusive [8].
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2In this work, we explore a novel approach to incorporating information theory to physical systems. The essential
idea is to take advantage of the spectral information encoding the shape of a physical system, where by shape we mean
the square-integrable or periodic mathematical function of spatial coordinates describing the system and its dynamical
evolution, usually solutions of a d-dimensional partial differential equation. This shape information is described by a
quantity known as configurational entropy (CE), SC [Φ], introduced first in Ref. [9] when it was applied to solitons in
field theories. Since then, CE has been used to describe a variety of physical systems, from stellar stability [11, 12]
to the dynamics of symmetry breaking [13], inflationary cosmology [14, 15] and, more recently, to studies of critical
phenomena [16].
These previous works were direct applications of the CE formalism, showing phenomenologically that: i. in all cases
considered, the CE was minimized for spatially-localized solutions of the equations of motion [9]; ii. CE can detect
instabilities in spatially-bound systems [11, 12]; iii. CE can be used as a measure of spatial complexity, picking up
structure, in particular, coherent structures emerging against noisy backgrounds [13] including cosmological contexts
[14, 15]. (For this one uses the Kullback-Leibler divergence, comparing two distribution functions.) However, these
works didn’t attempt to develop a more in-depth connection between information theory and spatial complexity,
something we hope to remedy here.
Our starting point is the work of Ref. [16], where we presented a preliminary analysis of the behavior of CE during
a second-order phase transition [17, 18]. There, it was noted that the CE appeared to go through a minimum at the
critical point, and that the approach to criticality seemed to be characterized by a scaling behavior with the same
signature of Kolmogorov turbulence in fluids [19]. However, we fell short of obtaining the proper scaling behavior
near and at criticality, and, for this reason, were unable to offer an interpretation of the results based on information
theory. We will show that a detailed analysis of the behavior of the CE near and at criticality offers a new way of
interpreting critical phenomena in light of information theory. In particular, we will argue that the entropic minimum
at criticality corresponds to a state of maximal information storage, which we will interpret as an increase in the
order parameter’s compressibility in information space, while an analysis of the various scaling relations we found
will allow us to quantify how information flows between different momentum modes as the system passes through its
critical point. Taken together with previous results, our analysis clarifies why CE is a general measure of information
storage, while the CE density is a measure of information transfer.
THE MODEL AND ITS NUMERICAL IMPLEMENTATION
Our starting point is the well-known coarse-grained Landau free energy [17, 18],
F [φ] =
∫
dx
[
1
2
(∇φ)2 +
∞∑
n=1
an(T )φ
n
]
, (3)
where the first term represents the energy stored in the field gradients of the order parameter, here taken to be a
simple scalar field, whereas the latter is a temperature-dependent effective potential. This functional form describes
first and second (continuous) order phase transitions, having been used, with modifications, in a wide variety of
systems in the Ising universality class, from binary fluid mixtures [20] to symmetry breaking in high-energy physics
and cosmology [21].
Given that our goal is to explore the connection between critical phenomena and information theory, it is enough to
work in two spatial dimensions. We will further simplify the Landau model and consider only quadratic and quartic
terms, thus limiting our analysis to second order transitions. Our strategy will be to start at a low-temperature
ordered state and then drive the system to a different equilibrium state by increasing the temperature. This can be
accomplished by using a Langevin equation that models the zero-temperature system in contact with a heat bath at
temperature T ,
φ¨ =− γφ˙+∇2φ+ φ− φ3 +
√
2γTξ, (4)
where we have scaled the dimensionful fields and coordinates φ→ a2(0)a4(0)φ and xµ → 1a4(0)xµ. The viscosity, γ, and the
random variable, ξ, describe the coupling to the heat bath in accord with the fluctuation-dissipation theorem [3]. ξ
is drawn from a normal distribution with zero mean and unit variance, 〈ξ〉 = 0 and 〈ξξ′〉 = δ(xµ).
A phase transition occurs at the critical temperature TC , above which the Z2 symmetry holds. To implement the
model numerically we use a staggered leapfrog approach with periodic boundary conditions on a square lattice of size
3L = 512 and lattice spacing ∆x = 0.25. This large and fine lattice allows for a detailed description of the equilibrium
states with small error. The lattice is evolved in time steps small enough to satisfy the Courant condition, ∆t = 0.10.
The spatial and temporal discretization rescale the stochastic term so that the coefficient is now
√
2γT/∆t∆x2, as
described in [22]. The Laplacian is implemented using the maximally rotationally invariant convolution kernel [23]
with error O(∆x2). We probe 70 temperatures in the range [.05, .95] with equal spacing except in the range of the
critical temperature. For robust statistics we use an ensemble of 128 lattice simulations at each temperature.
For a given temperature T , the field is initialized at φ = 1 and T0 = 0. T0 is raised to T in 1500 time steps along
a logistic temperature trajectory centered at the 375th time step. This trajectory was chosen so that approximately
half the time steps are used to heat the system adiabatically, while the other half insure it reaches equilibrium.
Equilibrium is verified by checking equipartition, 〈φ˙2〉 = T . This method differs from [16] in that close to criticality
the slow raising of the temperature keeps the ratio of gradient to kinetic energy high enough to prevent any spilling
into the opposite vacuum state, minimizing the formation of topological structures and providing a more accurate
estimate of the critical temperature. We have checked our results using standard lattice-scaling techniques [17].
The first and second moments, φ¯ and φ¯2, are calculated for each simulation, and statistics are run on the ensemble.
The first moment is the mean field, while the second is used to find the susceptibility,
χ(T ) =
1
T
(φ¯2 − φ¯2). (5)
Ensemble statistics for both are plotted in Fig. 1 . The inflection point in the mean field and the maximum in the
susceptibility give us confidence that the phase transition occurs in the range of temperatures TC ∈ [.45, .483], so that
we estimate TC = .467± .033. These results differ slightly from those of Ref. [16], due to their higher accuracy. This
difference will be key to the configurational-entropic analysis to follow. First, we briefly review the formalism of CE,
carefully defining how it is to be applied to critical phenomena.
CONFIGURATIONAL ENTROPY
To optimize the connection between epistemic states (information about the system from measurements) and
ontic states (what the system is actually doing) we must relate the information content of the system at different
equilibrium states. A proper account would identify the mechanisms of information storage and information transfer.
To do so in the context of phase transitions, one must use a probability distribution that reflects the system’s self-
organization at different spatial scales. The probability distribution of fluctuations about the spatially-averaged mean
(cf. Fig. 1) is a potential candidate, since it changes appreciably over a wide array of temperatures. Unfortunately,
this distribution leads to a monotonically increasing information measure, without a particularly clear signature at
criticality: fluctuation amplitudes do not carry information about the spatial organization of the system, and criticality
is characterized by long-distance spatial correlations. In order to capture the informational properties of spatially-
extended domains, we use a probability distribution in momentum space, where different wavelengths contribute to
the generation of correlations across all spatial scales present in the system.
The natural candidate for this distribution is the power spectrum, as proposed originally in Ref. [9]. Since the
power spectrum is the Fourier transform of the two-point correlation function, it naturally contains information about
emergent spatial structures. The radial configurational entropy density of the field fluctuations, ∆φ ≡ φ− φ¯, is defined
in the continuum as
∂SC [∆φ]
∂k
= − 1
Ωd
∫
dd~Ω f(~k) log f(~k), (6)
where Ωd is the solid angle in Fourier space and the modal fraction, f(~k), is constructed from the normalized power
spectrum of the field,
f(~k) =
P(~k)∫
~k′ P(~k′)
. (7)
This is equivalent to Refs. [9, 11, 12, 16] since
P(~k) = F〈∆φ′∆φ〉 = |Fφ(~k)|2, (8)
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FIG. 1: The ensemble-averaged mean field and susceptibility plotted versus temperature. Color bars are 5σ deviations from
the ensemble average. The critical strip contains the critical temperature within the accuracy of the simulation.
where F denotes the Fourier transform operator: the modal fraction is the normalized Fourier transform of the
two-point correlation function of the field fluctuations. As defined, the modal fraction is a normalized probability
distribution for the field fluctuations, with high-power modes being more likely than low-power modes. As such, it
plays a similar role as the probability of a symbol in an alphabet in Shannon’s theory, where now the symbol is a
momentum mode. The total configurational entropy is then calculated by integrating (summing, for a discrete lattice,
see Ref. [16]) the CE density over all modes. Being computed from the normalized Fourier transform of the two-point
correlation function, the CE is sensitive to spatial correlations at different distances, thus providing an informational
measure of spatial coherence in the system. It is also a measure of the compressibility of the field, as it quantifies
the average information in momentum space necessary to describe the field’s state: a small number of more probable
modes will decrease the CE or, equivalently, increase the field’s compressibility.
RESULTS
For each temperature T we calculated the CE and its density. Results for the CE are plotted in Fig. 2. The CE
drops sharply in the critical strip where the phase transition occurs. The well-known increased spatial coherence at
larger scales as criticality is approached translates into a larger departure from the maximum entropic state (“white
noise limit” line) characterized by a scale-free regime, as we show below. The critical point maximizes information
about the spatial organization of the system. Compressibility is at a maximum, given that a few long wavelengths
dominate the probability distribution: increased spatial coherence is equivalent to increased compressibility. In other
words, minimizing CE implies in minimizing shape complexity.
The maximal (stored) information at criticality is equivalent to a reduction of uncertainty in the available phase
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FIG. 2: The ensemble CE plotted as a function of temperature with 5σ error bands. The horizontal line denotes the white
noise limit for our lattice.
space for the evolution of the system. The CE can thus be interpreted as a measure of information storage within
the context of phase transitions.
To explore information transfer between modes as the system cycles through different equilibrium states, we inves-
tigate the behavior of the CE density at different temperatures. As can be seen from Fig. 3 there are 3 regimes where
different scaling laws, of the form k−σ, hold:
I. Scale Free (σ = 0): away from criticality and for low-k modes;
II. Turbulent (σ = 5/3): at length scales close to the correlation length (denoted by a dashed vertical line);
III. Critical (σ = 7/4): at or very near criticality and for scales smaller than the correlation length.
These regions shed light on the scales at which information about the various momentum modes and their relative
roles is being stored and transferred, as we discuss next.
DISCUSSION
Scale-Free Regime
The scale-free region only applies for low wave numbers, which correspond to large spatial scales. As we have
seen, in information theory the uniform probability distribution maximizes entropy. It carries no information, in that
it predicts all outcomes are equally likely: the default position when nothing is known about a system. Similarly,
the scale-free region implies that the uniform modal fraction at these scales is storing no information about the
6fluctuations. At different temperatures, fluctuations at the largest spatial length-scales, where the scale-free regime
holds, are uncorrelated.
To get a quantitative grasp on this regime, we have to look no further than white noise. Consider a 2d Gaussian
random field, 〈ξ〉 = 0, 〈ξξ′〉 = σ2δ(x−x′). The power spectrum is uniform, and the modal fraction is just the reciprocal
of the momentum space volume. Since we are dealing with a discretized system, this volume is the number of cells
in momentum space after cutting radial wave numbers larger than one-eighth of the Nyquist frequency, pi4 (N/4)
2,
leading to a CE of ≈ 10.85. Numerics associated with the FFT introduce an additive correction to this analytical
result, which a finite-scaling analysis reveals to be lattice-size independent. The CE of numerical white noise in our
lattice is therefore ≈ 10.442± .004, denoted by the horizontal dashed line in Fig. 2.
At low temperatures, the CE approaches the white noise limit, indicating that fluctuations get more and more
uncorrelated at all scales. This seems reasonable since at low temperatures the correlation length is small and
fluctuations are uncorrelated at most spatial scales. There is a departure from pure white noise, though, given that
at any finite temperature there is a probability that some correlations at low wave numbers will be excited, a trend
that grows as criticality is approached from below and from above.
Going back to the alphabet analogy, a system far from criticality is nearly incompressible. Equipower modes take
the same number of bits to encode, so there isn’t a more efficient way of representing them. The informational
narrative far from criticality is then one of ignorance: the state of the system is nearly that of white noise.
Turbulent Regime
Searching for scaling laws as the temperature was increased, we found a surprising regime which obeys a power law
identical to Kolmogorov turbulence in fluids [19]. Unlike normal turbulence, which describes how an energy input
at large spatial scales gets transported to smaller and smaller scales until it is dissipated away at the viscous length
scale, the informational turbulence encountered here is a bottom-up phenomenon. Due to the nonlinear interactions
of the order parameter and the free-energy cost of field gradients, small correlated domains tend to join together to
become larger and larger. However, this trend cannot run away to organize the entire system because the scale-free
fluctuations flowing into the system from the heat bath act to break them apart.
Dimensional analysis, generalized from Kolmogorov’s original argument, can be used to find this scaling law ana-
lytically. Within our standard formalism, CE is an information-theoretic measure with no units. We restore physical
units by multiplying the CE by the Boltzmann constant, and dividing it by the mass of the system: sC =
kB
M SC .
Note the units of this CE entropy-density:
[
∂sC
∂k
]
= [Length]
3
[Time]
−2
[Temperature]
−1
. Following Kolmogorov we
assume that the flow of energy between scales per unit mass, ˙, is scale-independent. This energy is supplied by the
heat bath and flows to larger scales. Since in the thermodynamic limit the only other dimensionful constant is the
critical temperature, we posit an ansatz of the form:
∂sC
∂k
= ATαC ˙
βkγ , (9)
where A is a dimensionless proportionality constant. Consistency demands that α = −1, β = 2/3, γ = −5/3, and we
obtain the scaling law in the turbulent regime.
As criticality is approached, a resonant cooperation between deterministic and stochastic forces in the system drives
modes to larger and larger spatial scales. As we have argued above, this is equivalent to an increase in information
storage. The turbulent regime determines the boundary of this resonant behavior, thus defining an information-flow
boundary between the scale-free (minimal information) and the critical regime (maximal information) spliced by
correlation-length sized fluctuations (vertical dashed line in Fig. 3).
Critical Regime
At criticality the effective temperature-dependent potential becomes quartic, with no curvature at the minimum.
The corresponding divergence in the correlation length implies that fluctuations separated by large distances can
exchange information, leading to larger correlated domains. Interpreting the CE as a measure of information storage,
information is thus being maximally stored in these low-k ordered structures. In the infinite-volume limit, this scaling
law would cover all modes (k → 0).
7To compute the critical scaling law recall the expressions for the two-point correlation function and power spectrum
close to criticality,
〈φφ′〉 ∝ e
−r/rc
(r/rc)η
rc→∞−−−−→
(
r
rc
)−η
; (10)
P(k) ∝ r
d−1
c sin [(d− 1− η) arctan krc]
k(1 + k2r2c )
d−1−η
2
rc→∞−−−−→ (krc)
η
kd
, (11)
where η is the critical exponent, while rc is the correlation length, which diverges at criticality. The CE density at
TC can then be expanded, with η =
1
4 and d = 2 [17], as
∂SC
∂k
∝ k−7/4 +O(k−7/4 log k). (12)
The ratio between the first term to the second goes as log rc close to criticality. We can thus neglect the second
term and obtain the scaling law in the critical regime [16]. This scaling persists away from (but near) TC , though
suppressed to smaller and smaller spatial scales.
Since this regime obtains only close to criticality and CE is minimized in the critical strip, we conclude that the
modes obeying this scaling law are storing the majority of the information encoded in the system. Our numerical
calculations show that modes obeying the critical scaling are comparable to or smaller than the correlation length,
while turbulent modes are larger. The presence of these modes causes a drop in the CE of the system, which we
interpret as an increase in its compressibility.
SUMMARY
In this paper we have examined an informational measure known as configurational entropy (CE) at a phase
transition in a Landau model. We showed that the presence of three scaling regimes, their effect on the CE density,
and the behavior of CE at criticality shed light on how phase transitions can be interpreted as storing and processing
information.
A scalar field coupled to a heat bath can be thought of in terms of computation. The field and its temporal
derivatives at an initial time step are the input, or message. This message is processed via a channel to the next
time step, the output being the time-evolved field. The channel consists of two parts: a deterministic evolution
generated by the equations of motion, and a stochastic evolution (noise) generated by the heat bath. Information, in
the traditional sense of reduction in uncertainty, is the property of the system to constrain output from input. Since
we are concerned with the intrinsic information in a system at equilibrium, we must look at the fluctuations about
the mean field to understand the system’s computational properties.
We argued that the scalar field’s CE is a measure of its compressibility as a message. The more compressible, the
less random. The less random, the more its future is constrained by its present. Systems far from criticality are less
compressible. Hence, as we approach criticality the system has a more determined future. This translates into the
longevity of coherent structures at criticality.
Although our investigation of the CE of the Landau model at equilibrium has elucidated the informational prop-
erties of critical phenomena, it has also opened up many questions. Apart from extending the current treatment
to nucleation in first-order transitions, it would be interesting to investigate the role of topological defects in the
informational narrative. Since these tend to have large gradients, their presence overwhelms the correlations in fluc-
tuations. Disentangling the two in a way that preserves their informational properties would be a natural extension
of the current work.
The informational narrative of phase transitions presented here sheds light on the computational properties of
systems at criticality. Our work has shown that the storage and processing of information is maximized at criticality
as large and long-lived structures form, limited only by scales where the utilization of that information becomes
turbulent. We hope that our approach points toward a clearer connection between statistical physics and complexity
theory, in particular under the general prism of information theory.
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8FIG. 3: For different temperatures, there are three regions with different scaling behaviors: scale free (I), turbulent (II), and
critical (III). At large scales the scale-free spectrum dominates. As the temperature approaches the critical temperature, the
critical region moves from small to large scales. Between these two regions is a turbulent region. In the top panel one can
examine the distribution of configurational entropy density at many scales. Close to criticality, the correlation length diverges,
leading to large correlated domains. Small scales become critical.
∗ Electronic address: Damian.Sowinski.GR@dartmouth.edu
† Electronic address: Marcelo.Gleiser@dartmouth.edu
[1] C. E. Shannon, The Mathematical Theory of Communication The Bell System Technical J. 27, 379-423 (1948); ibid.
623-656 (1948).
[2] D. Huffman, A Method for the Construction of Minimum-Redundancy Codes, Proceedings of the IRE. 40 1098?1101 (1952).
[3] J. P. Sethna, Statistical Mechanics: Entropy, Order Paramenters, and Complexity (Oxford University Press, Oxford, 2006).
[4] R. J. Seeger, On Teaching Thermophysics, Am. J. Phys. 26 (1958) 248-257.
[5] L. Brillouin, Science and Information Theory (Academic Press, New York, 1956); ibid., Thermodynamics, Statistics, and
Information, Am. J. Phys. 29 (1961) 318-328.
[6] E. T. Jaynes, Information Theory and Statistical Mechanics, Phys. Rev. 106 620-630 (1957).
[7] H. S. Leff and A. F. Rex (eds.) in Maxwell?s Demon: Entropy, Information, Computing (Princeton Univ. Press, 1990).
[8] J. M. R. Parrondo, J. M. Horowitz, and T. Sagawa, Thermodynamics of Information, Nature Physics 11 (2015) 131-139.
[9] M. Gleiser and N. Stamatopoulos, Entropic Measure for Localized Energy Configurations: Kinks, Bounces, and Bubbles,
Phys. Lett. B 713 (2012) 304-307.
[10] R. A. C. Correa, A. de Souza Dutra, and M. Gleiser, Information-entropic measure of energy-degenerate kinks in two-field
9models, Phys. Lett. B 737 (2014) 388-394.
[11] M. Gleiser and D. Sowinski Information-Entropic Stability Bound for Compact Objects: Application to Q-Balls and the
Chandrasekhar Limit of Polytropes, Phys. Lett. B 727 (2013) 272-275.
[12] M. Gleiser and N. Jiang Phys. Stability bounds on compact astrophysical objects from information-entropic measure, Phys.
Rev. D 92 (2015) 044046.
[13] M. Gleiser and N. Stamatopoulos, Information Content of Spontaneous Symmetry Breaking Phys. Rev. D 86 (2012) 045004.
[14] M. Gleiser, N. Graham, and N. Stamatopoulos, Generation of Coherent Structures After Cosmic Inflation, Phys. Rev. D
83 (2011) 096010.
[15] M. Gleiser and N. Graham, Transition to Order After Hilltop Inflation, Phys. Rev. D 89 (2014) 083502.
[16] M. Gleiser and D. Sowinski, Information-Entropic Signature of the Critical Point, Phys. Lett. B 747 (2015) 125-128.
[17] N. Goldenfeld, Lectures on Phase Transitions and The Renormalization Group, Frontiers in Physics, Vol. 85 (Addison-
Wesley, New York, 1992).
[18] L. Landau, On the Theory of Phase Transitions, Zh. Eksp. Teor. Fiz. 7 (1937) 19 - 32.
[19] J. C. R. Hunt, O. M. Philips, and D. Williams, eds., Turbulence and Stochastic Processes: Kolmogorov’s Ideas 50 Years
On, Proc. Roy. Soc. London 434 (1991) 1 - 240.
[20] J. S. Langer, in Solids Far from Equilibrium, G. Godrche (ed.) (Cambridge University Press, Cambridge, UK, 1992).
[21] A. Vilenkin and E. P. S. Shellard, Cosmic Strings and Other Topological Defects (Cambridge University Press, Cambridge,
UK, 1994).
[22] J.Borrill and M. Gleiser Matching Numerical Simulations to Continuum Field Theories: A Lattice Renormalization Study
, Nucl. Phys. B 483 (1997) 416.
[23] T. Lindeberg, Scale-space for discrete signals PAMI(12), No. 3, March (1990), pp. 234-254.
