Let G be a simple graph. We, respectively, denote by V and E, the vertex-set and the edge-set of G. For v ∈ V , we denote by G\v the subgraph of G induced on V − v. An edge joining two vertices v and w is denoted by vw (or wv). For every v ∈ V we denote by N(v) the neighborhood of v, i.e., N(v) = {w ∈ V : vw ∈ E}. The local complementation of G at v is the transformation of G that consists in replacing the subgraph of G induced on
N(v)
by the complementary subgraph. We denote by G * v the resulting subgraph. If vw is an edge of G then one verifies that G * v * w * v = G * w * v * w. We shall define the polynomial q(G; ) by means of the transformation G → G * vwv := G * v * w * v.
Local complementations have been introduced by Kotzig in a series of conferences in 1968, which completed his seminal paper on Euler tour transformations in 4-regular graphs [9] . The edge pivoting of G with respect to the edge vw is obtained from G * vwv by reversing the vertices v and w; the resulting graph is identical to the graph denoted by G vw in [1] . Another definition of an edge pivoting can be found in [8] . The edge pivoting operation was implicit in the work of Kotzig and it was explicitly defined in [5] as a complementation along an edge.
The polynomial q(G; ) is recursively defined by the following relations:
q(G; ) = 1 if G is the empty graph,
In terms of [1] the last formula is equivalent to the following one (recall that v and w have to be reversed for edge pivoting):
The basic problem in defining this polynomial is to verify that its value does not depend on the order of the vertex deletions and edge pivotings. There is a similar problem in defining the Tutte polynomial t (M; x, y) of a matroid M. One can define t (M; x, y) by means of recursive relations involving deletions and contractions and verify that the definition does not depend on the order of these operations, or one can define t (M; x, y) by means of a closed formula. The second way is shorter (see [10] for details) and gives a natural counting interpretation. Here we shall derive q(G; ) from a restricted Tutte-Martin polynomial, which is defined by a closed formula on an isotropic system.
Restricted Tutte-Martin polynomial
Let K = {0, x, y, z} be the Klein group, which is a vector space of dimension 2 over GF (2) , and set K = K − {0} = {x, y, z}. We note that x + y + z = 0. There is a bilinear form ., . , uniquely defined on K, such that a, b = 1 ⇐⇒ 0 = a = b = 0. For every finite set V the set K V of maps from V to K is a vector space over GF(2), which we equip with the bilinear form ., . defined by
, where V is a finite set and L is a vector subspace of K V such that dim L = |V | and A, B = 0, for all A, B ∈ L (L is a Lagrangian subspace of the symplectic vector space K V ). Isotropic systems have been introduced in [4] in order to provide an algebraic interpretation of Eulerian tours of 4-regular graphs and local complementations of simple graphs. Let G be a simple graph on the vertex set V and the edge set E. The set P(V ) of subsets of V is considered with the usual structure of vector space over GF (2) . We set
∈ P , will be denoted by XP .
The triple = (G, A, B) is called a graphic presentation of S.

Proposition 1 (Bouchet [5, Proposition 8.3]). Let vw be an edge of G. DefineÃ andB in
is a new graphic presentation of S.
We note thatX is a vector subspace of K V .
For C ∈ K V , the restricted Tutte-Martin polynomial m(S, C; ) is defined by the formula
where the sum is over
If G is a simple graph and S is the isotropic system defined by a graphic presentation (G, A, B), then we prove in the next section that
Minors
Let us consider the isotropic system S = (L, V ). For a ∈ K and v ∈ V , let L| v a denote the set of vectors X ∈ K V −v such that we can find X ∈ L satisfying X(v) ∈ {0, a} and X(w) = X (w), for all w ∈ V − v. It is proved in [4] 
Let = (G, A, B) be a graphic presentation of an isotropic system S = (L, V ). The following characterization of a singularity is often used in the study of isotropic systems, but it is not formally stated in [4, 5] .
Proposition 2. The element v is singular if and only if v is an isolated vertex of G.
Proof. By the definition of the graphic presentation (G, A, B) we have L={AP +BN (P ) :
and v is singular. Conversely if v is singular, there is P ⊆ V such that AP + BN (P ) = s v a , for some a ∈ K . The support of AP + BN (P ), which is P ∪ N(P ), is equal to the support of s v a , which is {v}. This implies P = {v} and N(P ) = N(v) = ∅. Therefore v is isolated.
Let S| v p be an elementary minor of S. Set \v = (G\v, A\v, B\v).
Proposition 3 (Bouchet [5, Proposition 9.1(i)]). If p = A(v), then \v is a graphic presentation of S| v p .
Propositions 1-3 directly imply the following ones.
Proposition 4. If v is singular, then \v is a graphic presentation of S| v . .
Proposition 5. If p=B(v) and vw is an edge of G then * vwv\v is a graphic presentation of S| v p .
Proof of (5).
We use induction on the number n of vertices of G. The relation is obvious when n = 0. Assume that it holds for n − 1 and consider a vertex v of G. Set = (G, A, B 
By induction it follows that (ii) m(S| v y , C ; ) = q(G\v) = q(G * vwv\v; ). By using (i), (ii) and (3), it follows that m(S, C; ) = q(G; ).
We finally state a proposition, which will be useful to prove equality (13). p = A(v) + B(v) , then * v\v is a graphic presentation of S| v p .
Proposition 6 (Bouchet [5, Proposition 9.1(ii)]). If
Consequences
The restricted Tutte-Martin polynomial satisfies the two following properties.
Theorem 2 (Bouchet [7, Theorem 3.2]). If S =(L, V ) is an isotropic system and
C ∈ K V , then m(S, C; −1) = (−1) |V | (−2) dim(L∩Ĉ) .
Theorem 3 (Bouchet [7, Theorem tM3]). With the notation of Theorem 2, m(S, C; 3) is equal to |m(S, C; −1)| times an odd integer.
Theorem 3 was the main step to prove a conjecture of Las Vergnas saying that, for a binary matroid M, t (M; 3, 3) is equal to |t (M; −1, −1)| times an odd integer. By using Formula (5) the preceding results imply: The proofs of Theorems 2 and 3 explicitly use the isotropic properties of the subspace L, so it seems unlikely that the preceding corollary can be proved by using only the graphtheoretic definition of q(G; ).
Added in the revised version. According to a referee's report there exists a preprint of Balister, Bollobas, Cutler and Pebody titled The Interlace Polynomial of Graphs at −1, whose abstract reads: "In this paper we give an explicit formula for the interlace polynomial at x = −1 for any graph, and as a result prove a conjecture of Arratia, Bollobas and Sorkin that states that it is always of the form ±2 s . We also give a description of the graphs for which s is maximal." The referee states in the report that the proof technique does not explicitly use isotropic systems, but rather uses the Laplacian matrix from the adjacency matrix of the graph.
Restricted isotropic systems are equivalent to binary delta matroids, and a linear representation of a binary delta matroid D is defined by means of the adjacency matrix of a fundamental graph of D [3, 6] . I can expect, without the preprint, that the new proof based on the Laplacian matrix actually uses the isotropic properties attached to that matrix and is eventually equivalent to the proof in [7] .
Final remarks
The global Tutte-Martin polynomial of an isotropic system S = (L, V ) is defined by the formula
If (G, A, B) is a graphic presentation of S and if we set
then we could prove as above that the graph polynomial Q(G; ) is defined by the following relations (use Proposition 6 to prove (13)):
Similarly if G is bipartite and its vertices are colored in red and green, then we can define a graph polynomial q (G; x, y) by the following relations:
q (G; x, y) = xq (G\v; x, y) if v is an isolated green vertex,
q (G; x, y) = yq (G\v; x, y) if v is an isolated red vertex,
q (G; x, y) = q (G\v; x, y) + q (G * vwv\v; x, y) if vw is an edge.
If M is the binary matroid that admits G as a fundamental graph (the circuits of M are the minimal nonempty members of the subspace of P(V ) generated by {N(v) ∪ {v} : v is green in G}), then we have the relation q (G; x, y) = t (M; x, y).
Relations (10) and (18) can be proved like (5).
We finally note that the definition of (restricted and global) Tutte-Martin polynomials has been generalized and unified by the definition of a Martin polynomial of a q-matroid in [2] .
