INTRODUCTION
The use of a sample consisting of time series observations on a cross section constitutes an important problem of empirical research in economics. A simple version of this problem is concerned with the estimation of a vector of parameters Le in the relation. ( 
1.1) Y=XfX3+e
where Y and e are n-vectors, X is a n x k matrix of full rank and e is a k vector of parameters to be estimated. The error term is decomposed into:
(1.2) Cit = Mi + St + Uit where mi and st are the systematic components, or effects, associated with the ith economic unit and the tth period (year) respectively; i = 1, . . . ,N; t = 1, . . ., T and n = NT. Thus, it is recognized that Xf3 does not account for all the systematic variations in Y.
The question is what effect should the decomposition (1.2) have on the method of estimation. Basically, two alternative approaches have been suggested, the "fixed effects" (FE) and the "random effects" (RE) of the analysis of variance. Each of the two models has been associated with a different estimator, the FE has resulted in the "within" estimator of covariance analysis [14] whereas the RE has led to a GLSE [2, 23]. Knowing the variances in question, it is generally true that the GLSE is BLUE and therefore the current thinking among some writers has been to prefer this estimator. Furthermore, it has been explained that the gain in efficiency results from the utilization of the "between" estimator in addition to the within estimator. Since the GLSE is associated with the RE, its use had to be justified by arguing that economic effects are indeed random and not fixed. This position is well presented by Maddala [11] .
The present state of thinking is unsatisfactory for two major reasons: first, the suggested rules for deciding whether an effect is fixed or random are at best inadequate. Second, the proposed GLSE approach has completely neglected the consequences of the correlation which may exist between the effects and the explanatory variables. Such a correlation leads to a biased estimator and it is the elimination of this bias that has originally led to the use of the covariance analysis estimator [14] .
This paper proposes to remedy the situation by first indicating that the whole approach which calls for a decision on the nature of the effect, whether it is random or fixed, is both, arbitrary and unnecessary. Without a loss in generality, it can be assumed from the outset that the effects are random and view the FE inference as a conditional inference, that is, conditional on the effects that are in the sample. It is up to the user of the statistics to decide whether he wants inference with respect to the population of all effects or only with respect to the effects that are in the sample.2 This view unifies the two approaches in a well defined form and eliminates any arbitrariness in deciding about "nature," in a way which is influenced by the subsequent choice of a "desirable" estimator.
If the foregoing approach is accepted the question is why would a uniform approach lead to two competing estimators for 3, the coefficients which do not vary over individuals. That brings us to the second point which can be stated very simply: when the model is properly specified, the GLSE is identical to the "within" estimator. Thus there is only one estimator. The whole literature which has been based on an imaginary difference between the two estimators, starting with Balestra and Nerlove [2] is based on an incorrect specification which ignores the correlation between the effects and the explanatory variables.
It is thus argued that there is a uniform approach and a unique estimator. Furthermore, to obtain the correct GLSE of 0, it is not necessary to know the components of variance. If this is the case, the old question of what to do if the within estimator has a large variance still remains but it is not different in nature from the question of having too many variables in a regression. One way to deal with this question is to use a mean square error estimator (MSEE). This is not a new idea but it is integrated into the discussion here.
The foregoing comments summarize the main points of the paper. In the remainder of this section we outline the plan of the paper and give some more detailed results. The model is outlined in Section 2. The formulation takes an explicit account of the relationships between the effects and the explanatory variables. Section 3 evaluates the performance of the alternative estimators under the RE set up. It is shown that the GLSE of 3 is the within estimator. Furthermore, when the effects are not correlated with the explanatory variables, the within and the between estimators are the same and therefore any weighted matrix combination thereof will be the same. What has been known in the literature as the GLSE for the error component model is actually a restricted 2 The move to the unconditional inference requires that the sample be randomly drawn.
estimator, and when the restriction does not hold it is a biased estimator. A similar analysis is conducted under the FE model in Section 4.
The MSE estimator is introduced and discussed in Section 5. Basically, this estimator minimizes the MSE of the estimate of any linear combination of . It requires a two stage procedure. The whole motivation for introducing the GLSE has been to gain efficiency. The question of efficiency is particularly important in small samples. The variance of the within estimator declines with the size of the sample as determined by increasing either the number of observations per unit or th& number of units. Thus, any alternative estimator which increases the precision in small samples at the expense of unbiasedness should have the property of converging to the within estimator or simply be consistent. As shown in Section 6, the restricted GLS estimator is inconsistent and asymptotically biased when the sample increases by increasing the number of units rather than the number of observations per unit. This is of course the relevant process for increasing the sample size in economics. In contrast, the MSE estimator converges to the within estimator when the sample increases either by increasing the number of units or the number of observations per unit.
Section 7 outlines the analysis for a two way layout where "time effects" are added to individual effects. Section 8 outlines the estimation of the variance components which are necessary for statistical inference and the computation of the restricted GLS as well as the MSE estimators. We are now in a position to differentiate between the two models. Under the random effects we are concerned with the expectation of Y conditional on X and the grouping, to be denoted by Z. This is given by the systematic part of (2.7): This is the framework for the subsequent analysis. In the following two sections we show that the within estimator is the GLS estimator for both models. At the same time we evaluate the moments of alternative estimators. The various estimators can all be generated by the expression:5 X is the variance of the error term and will be explicitly specified for each of the cases under consideration. In addition, the estimators will be differentiated by the restrictions which are imposed on the coefficients. We turn now to the second question, the consequence of imposing 7 = 0. We refer to such estimates as restricted estimates. We start with the restricted GLSE (RGLSE): The reason for considering the restricted estimators is that restrictions are likely to decrease the variance of the estimators. As we have seen, the price for such possible reduction is the bias. There is therefore a trade off between bias and variance and the choice of an estimator depends on the weights to be assigned to the two components. In Table I Clearly, none of the terms in the last column of Table I dominates the others for all possible values Vw, Vb, and g. By dominance it is meant that any quadratic form in the difference between two M's will be uniquely signed for all admissible values of the matrices in question. We return to this question below.
ESTIMATION UNDER THE RE MODEL (CONDITIONAL

ESTIMATOR UNDER THE FE MODEL (CONDITIONAL ON X AND Za)
The FE model can be viewed as an end by itself so that the conditional inference, given the particular effects which appear in the sample, is all that matters. In that case equation (2.3) simply represents the design of the experiment. On the other hand, if the sample is a random sample, the conditional inference can be also considered as a step in deriving the unconditional inference.
Under the FE, L is to be estimated from (2.1). The conditional variance is given in (2.2) and clearly the GLSE of (2.1) is identical to the OLSE. The OLSE of t in (2.1) is simply the within estimator. This remark concludes the statement about the BLUE. We now turn to examine properties of some of the restricted estimators.
The RLSE is obtained by omitting Z! from (2.1), and it is the same as (3. 
= (A'E-A)-'A E-lb ir
This estimator is unbiased as can be verified i-nmediately in view of (5.11). Consequently, we already know from the foregoing discussion that it is not necessarily the most efficient MSE estimator.
In the problem under consideration we have A1 = &20Ik and A2 = (ok) and We have thus produced a framework which yields the three estimators, the within, as a ML, the RGLS and the MSE as special cases. This approach can be further generalized as it is shown in [17, Section 6].
INCREASING THE SIZE OF THE SAMPLE
We now examine the properties of the estimators as the size of the sample increases. In so doing, we differentiate between an increase in the number of observations, T, taken on each individual, and the increase in the number of ITcan be used to correct brg so as to make it unbiased; the result is bw. Of the two limits considered, the one generated by increasing N is by far more important for two reasons. First, in general, the number of observations per individual (T) is limited and relatively small, and second, if it were not small then it would be inappropriate to assume that the effects ai remain constant. Since the observations are periods, usually a year, it would not be reasonable to assume that individuals do not change. In fact, a more realistic approach would be to assume that indivicduals constantly change but when observed for short time intervals such changes could be neglected [16] . However, it is in this process that the RGLSE fails and the MLSE survives. They are both biased for finite samples, but by increasing N the bias of the MLSE approaches zero whereas that of the RGLSE does not.
A similar evaluation can now follow conditional on the FE. However in this case it does not make sense to trace the effect of N-> oc. If N becomes very large, one would be interested not in the specific effect of each individual but rather in the characteristics of the population and will therefore carry the analysis within the RE framework.
Increasing T results in the decline of both variances: T-+00 T-->co and the estimator is consistent and asymptotically unbiased.
INTRODUCING TIME EFFECT
The introduction of time effects does not introduce conceptual problems and this is primarily due to the fact that time will only represent here another "lay out." It is introduced here briefly in order to give a complete technical framework which is utilized in the next section for estimating the components of variance.
The We now have to be more specific about the intercept. Let ZO = NT and rank X= k -1.12 The projecting matrices on the vector spaces generated by the columns of Z1, Z2, and Zo respectively are: Note that K1 + KO is the same as K in the previous sections. Also where we have used (K1 +Ko)Z1 = Z1, j = 1, 2. We also assume that the error components u, wvi, and W2 are independent for all i and t. Combining (7.4) and (7.6) and following the procedure of Section 3 we can derive Table II A similar evaluation now follows for the FE. This is done by applying F to (7.4), recalling (7.2). The results are summarized in Table III.   TABLE III  BIAS AND VARIANCE CONDITIONAL The examination of the behavior of the estimators as the sample size increases follows directly the analysis of Section 6. Assuming the limits exist, the following remarks can be made. The RGLS estimator based on the first three estimators in Table II does not converge in distribution to the within estimator unless both T and N-* oo. Since it is unlikely to have a large T, brg will be inconsistent. On the other hand, the MSEE tends to the within estimator in large samples, regardless of whether the increase is in N or T. 13 As indicated in Section 6, it is not particularly relevant to consider the limits under the FE since as the size of the sample increases in a particular dimension, interest would shift toward characterization of the propulation in terms of a fewer parameters.
The discussion has been conducted for the FE and RE models. It is also possible to consider mixed models where some effects are random whereas others are fixed. Such a specification simply dictates the conditional variables and as such the foregoing results are immediately applicable.
Finally when t stands for time and T is sufficiently large, it would be unrealistic to assume that the individuals do not change in a differential way as the model assumes. As indicated in the previous section, it is more realistic to assume that individuals do change differentially but at a pace that can be ignored for short time intervals. Under this assumption, it would be desirable to allow for interaction between i and t. Such interaction introduces too many parameters and a simplifying form has to be used. A possible formulation for the effects, i and t, is: For N> k, w2 is estimable from lines (1) and (2) of the table. Such an estimate is independent of w2 and holds true also when 2= 0. Consequently, it is also the appropriate estimator for the one way layout with no time effect. Similarly, if T-k, w2iS estimable from lines (3) and (1). If however T is small, w2 can be estimated from lines (4) and (1).
The results of Table IV are basically the analysis of variance results modified for the model under consideration. This modification has an important implication. Note that we estimate co1 rather than the unconditional variance o-a2. The difference reflects the true correlation coefficients of equations (7.5) and (7.6). Let for instance 1a--= oi. When the systematic component of (7.5) constitutes an important role, 1 -p2, and therefore I) will be relatively small. Thus, the estimate based on lines (1) and (2) 
