We consider a linear dispersive equation with a variable coefficient advection on an unbounded domain. To obtain an efficient numerical scheme we employ a splitting approach and treat only the third order differential operator stemming from the dispersive part implicitly. The unbounded domain is treated by considering a finite computational domain and imposing transparent boundary conditions. Space is discretized using a spectral method, which is based on a linear combination of Legendre polynomials. This allows us to drastically reduce the number of grid points required for a given accuracy. We finally demonstrate the proposed scheme by performing a number of numerical simulations.
Introduction
In this paper, we consider a linear dispersive problem with a variable coefficient advection in one space dimension u t + g(x)u x + u xxx = h(t, x), t ∈ [0, T ], x ∈ R.
(
This partial differential equation (PDE) consists of an advection part given by g(x)u x and a dispersive part given by u xxx . Applications can be found, for example, in modelling long waves in shallow water with an uneven bottom (see, for example, [12, 18] ). We face several difficulties in designing an efficient numerical method to solve this problem. The third order differential operator causes explicit methods to take excessively small time steps. This could be remedied by employing an implicit method, such as the Crank-Nicolson scheme that is used, for example, in [3] . In this paper, our goal is to use a spectral approach to discretize space. This drastically reduces the number of grid points needed. However, the variable coefficient advection results in a full matrix. Thus, applying an implicit method to the entire problem is very costly in terms of computational effort. We, therefore, choose to employ a splitting approach to separate the dispersive part, which will be treated implicitly, from the advection part, which will be treated explicitly. Operator splitting schemes have been employed for dispersive problems before and we refer the reader to the literature [7, 8, 10, 13, 16] . Finally, problem (1) is posed on an unbounded domain. However, to perform numerical simulations the domain has to be restricted to a compact subset of the real line. Our goal is to derive a numerical scheme that, despite this truncation, retains the dynamics of the original problem. This is accomplished using so-called transparent boundary conditions (TBCs) . Transparent boundary conditions are derived in such a manner that a wave propagating to either the left or the right can leave the computational domain without producing reflections. To the knowledge of the authors no results are currently available that combine a splitting scheme with transparent boundary conditions. We also note that combining TBCs with a pseudo-spectral approach is not entirely straightforward as TBCs can not be formulated as Dirichlet or Neumann boundary conditions and the value imposed depends on the history of the numerical solution at the boundary.
This work is inspired by the paper of Besse et al. [3] . In their work the Z-transform is used to compute transparent boundary conditions for a third-order linear problem with constant coefficients. The temporal discretization is carried out by the Crank-Nicolson scheme and the spatial discretization by finite differences. Differently from their approach we will follow a splitting strategy in order to divide the full equation into its dispersive part u t + u xxx = 0 and its advection part u t + g(x)u x = 0. The transparent boundary conditions are then derived in a semi-discrete setting using the backward Euler and the explicit Euler method for the dispersive and the advection equation, respectively. Let us also remark that, since we limit ourselves to the first order Lie-Trotter splitting in this work, the resulting numerical time integrator can also be written as an implicit-explicit (IMEX) scheme. The space discretization is performed by a pseudo-spectral approach similarly to what is described in [17, 19] . This results in super-polynomial convergence in space. Consequently very accurate numerical solutions are achieved by using only a small number of grid points.
Due to the non-locality in time (in 1-D) and space (2-D or higher dimensions), transparent boundary conditions are expensive to compute. While it is possible to employ them in 1-D, the 2-D case becomes impracticable and one needs an approximation of these conditions, the so called absorbing boundary conditions (ABCs). In recent years a lot of work has been done for the Schrödinger equation coupled with transparent boundary conditions, see [2] . For third order problems less literature is available. We refer the reader to [3, 4, 19] .
The paper is organized as follows. In Section 2 we derive a semi-discrete scheme, discrete in time and continuous in space, by applying the Lie-Trotter splitting. In Section 3 we impose transparent boundary conditions for the scheme derived in Section 2. In particular, we determine the proper values of the numerical solution at the boundaries with the help of the Z-transform. In Section 4 we describe a pseudo-spectral method for the spatial discretization which takes the TBCs into account. Finally, in Section 5 we present some numerical results that illustrate the theoretical findings.
Time discretization: a splitting approach
In this section we derive a semi-discrete scheme by applying Lie-Trotter splitting to (1) . Splitting methods give us the possibility to choose different numerical methods in order to solve the advection part and the dispersive part. For the dispersive part it is convenient to employ an implicit time integrator. Indeed, the third derivative in space makes the Courant-Friedrichs-Lewy (CFL) condition very strict for any explicit scheme. In this work we choose the implicit Euler scheme for the dispersive part. For the advection part we use a different time integration scheme. A possible choice is the explicit Euler method, since the CFL condition given by the advection term is generally not prohibitive. Both the implicit and explicit Euler methods converge with order one. Numerical methods of order one are a sufficient choice in our case because of the bottleneck given by the Lie-Trotter splitting, which also converges with order one.
We consider problem (1) supplemented with initial data u 0
The initial data u 0 and the source term h are assumed to be compactly supported.
For simplicity of exposition we assume h = 0. Let u m (x) be a numerical approximation to the exact solution u(t, x) of (2) at time t = t m = mτ . We split problem (2) into two sub-problems:
Let us denote by Ψ τ (v 0 ) and Φ τ (w 0 ) the flows of (3) and (4), respectively. We approximate the solution u(t, x) at time t = t m+1 starting from u m (x) ≈ u(t m , x) by applying a Lie-Trotter splitting, i.e.
The semi-discrete numerical schemes for (3) and (4), respectively, take the form
Composing the two flows by Lie-Trotter splitting we obtain the numerical scheme
Remark. In this work the order of composition of the flows Ψ τ and Φ τ is important. When we exchange the flow's composition we obtain
The numerical solution for Φ τ u m is given by implicit Euler, we have
The numerical solution for Ψ τ v m+1/2 is given by explicit Euler, we have
It is not possible from (7)- (8) to obtain a simple formula which relates u m+1 to u m as in (6) . Therefore, the numerical scheme in (6) is easier to handle.
Transparent boundary conditions
Transparent boundary conditions are non-local in time, therefore they cannot be computed separately for the two sub-problems of the Lie-Trotter splitting. The idea is first to derive the numerical scheme (6) and then to compute the boundary conditions for that particular scheme. The drawback of this approach is that different time discretizations require different boundary conditions. On the other hand, the computed boundary conditions produce (theoretically) no reflections since they are perfectly designed for the employed numerical scheme. The mathematical tool we use to derive the transparent boundary conditions is the Z-transform. The Z-transform requires an equidistant time discretization. Further, we assume that
We refer to (9) as the decay condition. Given a sequence u = {u l } l≥0 its Ztransform is defined bŷ
where ρ is the radius of convergence of the series.We recall the main properties of the Z-transform that are used in the following.
• Linearity: for α, β ∈ R, Z(αu + βv)(z) = αû(z) + βv(z);
For more details and properties about the Z-transform we refer the reader to [3] . Now we determine the transparent boundary conditions for the scheme (6) . For this we assume that the coefficient g(x) is constant for x ≤ α and x ≥ β and that u 0 is continuous and its support is contained in [α, β]. Without loss of generality, we further assume α = −1 and β = 1. In this situation, we split the domain into three parts
and note that u 0 (x) = 0 for x ∈ Ω − ∪ Ω + . First, we consider the problem in the two outer domains Ω − = (−∞, −1] and Ω + = [1, ∞). We denote by g ± the constant values that g assumes for x ∈ Ω − and x ∈ Ω + , respectively. Computing the Z-transform of the sequence {u m (x)} m≥0 , where x ∈ Ω − ∪ Ω + plays the role of a parameter, we get
where we used the time advance property of the Z-transform and the assumption of a supported u 0 (x) in Ω. By applying the Z-transform to (6), we obtain an ordinary differential equation in the variable x:
The solution of this equation for x ∈ Ω is obtained by employing an exponential ansatz. It is given byû
where c j are coefficients and r j , j = 1, 2, 3 are the roots of the characteristic polynomial associated to (10), i.e.
The roots r j can be computed analytically. They are given in [3] by
, ω = e i2/3π , j = 1, 2, 3,
In the same paper [3] the following property is shown:
Theorem 3.1. The roots r j (z) for j ∈ {1, 2, 3} are such that Re r 1 (z) < 0 and Re r 2,3 (z) > 1, z = ρe iθ , θ ∈ [0, 2π) and for a fixed ρ > 1.
The solution (11) must be coupled with the decay condition u m (x) → 0, |x| → ∞. Therefore, we choose the coefficients c j (z) such that the decay condition is satisfied. This requires c 1 (z) = 0 for x ∈ Ω − . Otherwise the solution would grow to infinity as Re r 1 (z) < 0. Similarly for x ∈ Ω + we impose c 2 (z) = c 3 (z) = 0. Otherwise the solution would grow to infinity as Re r 2,3 (z) > 0. Finally we obtain
The coefficients c j are not yet determined. Notice that differentiating the equation (12) w.r.t. x we obtain
and differentiating once more we get
Rewriting formulae (12)- (14), we can express the functionû of (10) andû x for x ∈ Ω + in terms of its second derivativê
The functionû for x ∈ Ω − can be expressed in terms of its first and second derivativê
The transparent boundary conditions in the Z-transformed space are simply computed by evaluatingû at x = ±1 andû x at x = 1, namelŷ
The solution in the physical space is then obtained by applying the inverse Z-transform to (15) . From (15) we get
By the convolution property of the Z-transform, we have u
,
.
Equations (16) take the form
We rewrite the boundary conditions in order to highlight the part that depends on m (collected on the left hand side) and the history that depends on previous time steps (collected on the right hand side)
The quantities Y k , k = 1, . . . , 4 can be numerically computed as we briefly describe in Section 5. For more details about the Z-transform and its numerical implementation as well as the inverse Z-transform, we refer the reader to [3, 20] . Summing up, we obtain the following boundary value problem to solve:
The task of solving this problem will be carried out in the next sections.
4 Pseudo-spectral space discretization
The space discretization of problem (18) is carried out by a pseudo-spectral method.
We implement a dual-Petrov-Galerkin method. This method has been employed for the pure dispersive equation in [19] . We remark that other spatial discretizations are also possible. For example, in [3] a finite difference method is employed to discretize in space. Finite differences are easy to implement, but an accurate numerical solution is achieved only when a fairly large amount of grid points are used. On the other hand, pseudo-spectral methods require a modest number of points and provide very accurate solutions. These methods have to be carefully designed in order to get banded spatial discretization matrices so that the resulting linear system is cheap to solve. Let a < b and let P N be the space of polynomials of degree less or equal than N on the interval [a, b]. We define
where Y 0 k , k = 1, . . . , 4 are the coefficients described in Section 3. Let (u, v) = b a uv dx be the usual L 2 inner product. V * N is defined as the dual space of V N so that for every u ∈ V N it holds (u xxx , v) = −(u, v xxx ) for every
Proof. Integrating the quantity (u xxx , v) by parts three times we get
The boundary terms in (20) 
The last equality is obtained substituting in place of u x (b) and u(b) the relations with u xx (b) given by the space V N . Similarly for x = a we have We remark that the polynomial p m 2 depends on h m i , i = 1, 2, 3. Therefore, it must be computed at each time step. For more details we refer the reader to [17, 19] .
The variational formulation of (6) reads: find
In order to numerically evaluate the L 2 inner products (·, ·), we have to choose some interior collocation points. A typical choice are the Gauss-Lobatto points. These points are efficient for solving second order differential equations. However, due to the lack of symmetry of the considered third order problem, a better option is to choose as interior collocation points {x k } N −1 k=2 the roots of the Jacobi polynomial P (2,1)
The discrete inner product associated to the Gauss-Jacobi quadrature rule is given by
where the associated weights are
, k = 2, . . . , N − 1,
The employed quadrature rule integrates exactly polynomials up to degree 2N − 2.
A detailed description of the generalized quadrature rule for third order problems used in this work can be found in [11] . We substitute u m = w m + p 
For any 0 ≤ k ≤ N − 3, set
where L k is the kth Legendre polynomial and α k , β k , γ k , are uniquely determined so that φ k and ψ k belong to V N and V 
where δ ij is the Kronecker delta and (·, ·) is the usual L 2 inner product.
Proof. By definition, we have
x φ i is a linear combination of Legendre polynomials whose highest degree Legendre polynomial is L i (x). The conclusion follows by the orthogonality property of the Legendre polynomials. On the other hand, for i < j, we have
The only case left is i = j, where we have
By using the relations (25), we obtain
The only non-zero term is given by k = i + 1, j = k − 1 = i, so we have
By using the orthogonality property of the Legendre polynomials, one can easily prove
which is the desired result.
We remark the fact that the L 2 inner product (p, q) coincides with the discrete inner product (p, q) N for all polynomials p, q such that deg p + deg q ≤ 2N − 2. This is a property of the quadrature rule. Since w m ∈ V N we can express it in terms of V N basis functions
Therefore, the variational formulation (24) with v = ψ k becomes
Let us define the mass matrix
The discrete inner product (φ j , ψ k ) N coincides with the L 2 inner product (φ j , ψ k ) for j + k + 6 ≤ 2N − 2 since φ k and ψ k are polynomials of degree k + 3. We can compute the entries m j,k using the L 2 inner product except for
where the discrete inner product must be used. The entries s j,k can be computed using the L 2 scalar product only, since ∂ 3 x φ j is a polynomial of degree at most N − 3 and (∂ 3 x φ j )ψ k does not exceed the degree 2N − 2. The matrices M and S are seven-diagonal and diagonal, respectively. Therefore, the linear system
where
has a small bandwidth and is solvable in O(N ) operations. Remark. For a constant g the variational formulation (24) becomes
The matrix D = (d j,k ) given by (∂ x φ j , ψ k ) N is not a banded matrix, but a lower triangular matrix as a straightforward computation shows. The linear system (27) is, therefore, expensive to solve. Remark. For arbitrary g the linear system (26) can be rewritten as
, where T is m independent. The second term on the right-hand side is expensive to compute, since it involves O(N 2 ) operations. This number can be reduced to O(N log N ) if the Chebyshev-Legendre dual-Petrov-Galerkin method is implemented, see [6] . Namely, we introduce I . Now, we can use the fast Chebyshev-Legendre transform to compute the coefficients of the second term in O(N log N ) operations. For more details we refer the reader to [15] .
Implementation and numerical results
In this section, we discuss some implementation aspects. We also present numerical results that show the properties of the numerical scheme derived in the previous sections. In particular, we illustrate the super-polynomial spatial convergence of the employed dual-Petrov-Galerkin method. We show first-order convergence in time and the effect of the transparent boundary conditions on the numerical scheme. We also perform numerical simulations for different choices of the function g and show that the transparent boundary conditions do not cause any reflections at the boundaries.
Stability
The numerical scheme (6) is derived by discretizing in time the dispersive part using the implicit Euler scheme and the advection part by the explicit Euler scheme. In the simpler case where we assume periodic boundary conditions and g(x) = g constant we can easily show stability via Fourier analysis. In particular, we write u m as its Fourier series and we indicate the coefficients of the series with (û
is always less or equal than 1 for |g| ≤ 1, and can be bounded by 1 + cτ for |g| > 1 with a constant c depending only on g. We thus obtain
which show that the scheme is stable. We remark that using explicit Euler for the semi-discrete advection problem would be unstable, but the overall scheme is stable due to the use of the implicit Euler method for the dispersive part. Further, we remark that for |g| ≤ 1 the problem is unconditionally stable. This simple analysis gives an indication that also for the problem considered in this work, where g(x) is no longer constant and transparent boundary conditions are employed, the same might hold. The numerical experiments support the above observations.
Inverse Z-transform
A numerical procedure to compute the inverse Z-transform is given in [3] . Here we recall the main aspects. Given a sequence (u l ) l≥0 its Z-transform readŝ
To recover the lth element of the sequence starting fromû one can use Cauchy's integral formula
Approximating the integral by trapezoidal rule with N points, we get
where F −1 denotes the inverse discrete Fourier transform and U = {U k } 0≤k≤N is the N -periodic sequence with U k =û(re 2πik/N ). The radius r and the number of points N should be chosen in order to guarantee good approximations of the coefficients u l . The choice of the radius r has been studied in [20] . Notice that r > 1 must be sufficiently close to 1 so that the inverse Z-transform does not become numerically unstable when l grows. From our experiments, it turns out that r = 1.001 is a good choice. A complete analysis of the optimal choice of the radius is not the goal of this work. For a thorough discussion we refer the reader to [14, 20] .
The number of points N discretizing (29) should be large enough in order to achieve good approximations of the coefficients u l in (30). It is known that the discrete Fourier transform using N points is a good approximation of the Fourier transform for all the u l such that |l| ≤ N/2. Therefore, N ≥ 2l is a good choice. In formulae (17) convolution products appear for computing the transparent boundary conditions. The computation of such quantities becomes expensive as l grows. Therefore, for sufficiently long time simulations, the computational cost will be dominated by the number of time steps. In order to keep the computational cost of the convolution sums to a minimum, one can approximate them, for example with a sum of exponentials approach. For a thorough discussion about the discrete transparent boundary conditions and the sum of exponential approach we refer the reader to [2, 3] .
Jacobi polynomials
In Section 4, we use as interior collocation points the roots of the Jacobi polynomial P (2, 1) N −2 (x). In this section we recall the main properties of the Jacobi polynomials and we give a numerical implementation to compute their roots. The Jacobi polynomials can be defined recursively as
where a i = 2(i + 1)(i + α + β + 1)h,
Following the same approach as in [9] , we give a simple MATLAB routine to compute the roots {x j } N −2 j=1 of P 
Numerical results
For the numerical tests we consider the problem
subject to transparent boundary conditions. The spatial domain is chosen sufficiently large so that the initial data u(0, x) is close to 0 for x = ±6, in particular |u(0, ±6)| < 10 −15 . Therefore, even if the initial data has no compact support, the effects produced by u(0, x) at the boundaries are negligible.
As first example we consider problem (32) with
The same problem is considered in [19] . Notice that the spatial domain is [−6, 6] whereas the pseudo-spectral approach derived in Section 4 works only for x ∈ [−1, 1]. Therefore, we first scale problem (32) to [−1, 1]. Then, we compute the numerical solution to the scaled problem and finally we scale back to the original domain. In Fig. 1 we show the result of the numerical simulation. No reflections can be seen at the boundaries. In Fig. 2 we present the numerical solution for
This example is also considered in [3] , where a numerical solution was provided by employing a finite difference spatial discretization. Our approach achieves very accurate spatial result using a modest number of grid points. Therefore, it gives an improvement compared to the finite difference approach, where a fairly large amount of spatial gird points are used. We notice the effect of the advection term that shifts the solution to the right. Again no reflections can be observed at the boundaries. Finally, we consider a third example where g is no longer constant and given by
The function g is chosen in such a way that its extension to the whole domain R is smooth. Therefore, since g is assumed to be constant outside the finite computational domain [−6, 6], we ask for g x (±6) = 0. In Fig. 3 we plot the function g as well as the numerical solution u(T, x). We notice an advection for x ∈ [−6, 0] and a decay of g for x ∈ [0, 6]. One expects that the solution will be shifted to the right due to the advection term for x ∈ [−6, 0] and that there will be almost no effects in the second part of the domain, i.e., for x close to 6. This behaviour can be clearly seen in the plot, where, at the right boundary, the solution stays close to 0. In Fig. 4 (left picture) we show the behaviour of the spatial error of the numerical solution compared to a reference solution for a fixed time T = 0.5 and time step τ = 2 −14 for the three different choices of g(x). As a reference solution we consider the numerical approximation employing N = 64 grid points. In this setting the spatial error dominates the time error. Let We observe in a semilogy plot the typical supergeometric convergence exp(−cN 2 ) for analytic functions by spectral methods, see [5] . The error plot confirms the theoretical derivations of the previous sections. In particular, with less then 50 spatial points we can achieve numerical solutions with an error less than 10 −7 . In Fig. 4 (right picture) we show the time convergence for g(x) = π 1 + cos( π(x+6) 12 ) and N = 64 space grid points. We compute a reference solution employing m = 2 14 time steps and compare the ℓ 2 norm evaluated at T = 0.1 for different m = 2 7 , . . . , 2 10 . The order is one, as expected. 12 ) is plotted. In the top-right picture we plot the initial data u 0 (x). In the second row the numerical solutions for times T = 0.5 and T = 1 are plotted. We use m = 2 13 points for the time discretization and N = 2 8 for the space discretization. 12 ) for N ∈ [16, 48] at T = 0.5 with m = 2 13 time steps. Notice that the lines for g = 6 and g = g(x) are overlapping. In the right we show a double logarithmic plot of the time relative error at T = 0.1 for different number of time steps m = 2 7 , . . . , 2 10 .
