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Abstract: We show that in boundary CFTs, there exists a one-to-one correspondence
between the boundary operator expansion of the two-point correlation function and a power
series expansion of the layer susceptibility. This general property allows the direct identifi-
cation of the boundary spectrum and expansion coefficients from the layer susceptibility and
opens a new way for efficient calculations of two-point correlators in BCFTs. To show how it
works we derive an explicit expression for the correlation function 〈φiφi〉 of the O(N) model
at the extraordinary transition in 4 −  dimensional semi-infinite space to order O(). The
bulk operator product expansion of the two-point function gives access to the spectrum of the
bulk CFT. In our example, we obtain the averaged anomalous dimensions of scalar composite
operators of the O(N) model to order O(2). These agree with the known results both in 
and large-N expansions.
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1 Introduction
Boundary conformal field theories (BCFTs) are an invaluable tool in studies of critical phe-
nomena in semi-infinite systems. From the theoretical standpoint, in such systems the two-
point correlation function is one of the most interesting observables, similar to the four-point
function in infinite systems. The two-point correlator admits two powerful expansions: The
boundary operator expansion (BOE) where each operator is expanded into a sum of boundary
fields, and the bulk operator product expansion (OPE) where the product of two operators
is expanded into a sum of bulk fields. The BOE was first explicitly formulated in [1]. Its
early development in the context of the traditional field-theoretical renormalization-group ap-
proach [2, 3] has been summarized in [4]. A crucial step in the development of short-distance
operator expansions in semi-infinite systems has been done by McAvity and Osborn [5] who
recognized the powerful additional possibilities provided by the conformal invariance. They
have taken into account all possible contributions from an infinite set of descendant derivative
– 1 –
operators originating from a given operator appearing in a short-distance operator expansion.
This has led to contributions to BOE and OPE expressed in terms of Gaussian hypergeomet-
ric functions (see e.g. [6]), which are nowadays called boundary- and bulk-channel conformal
blocks [7].
The perturbative calculation of two-point functions to high loop orders is a challenging
task as it involves many complicated Feynman diagrams. It was shown in [5] that the con-
nected two point function in a BCFT can be mapped to another quantity called the layer
susceptibility, which contains the same information concerning the scaling dimensions and
short-distance properties. Both functions are related by an integral transformation. At the
same time, the Feynman-graph calculation of the layer susceptibility is much simpler than
that of the two-point correlation function. The central result of the current paper is that
there is an infinite power series expansion of the layer susceptibility which is in one-to-one
correspondence with the BOE of the two-point function. This means that one can directly
read off the conformal dimensions and BOE coefficients from this expansion and obtain the
two-point correlator in terms of the BOE.
Recently [8], the layer susceptibility for (4 − )-dimensional φ4 theory at the extraordi-
nary transition was computed in a Feynman-graph expansion to order O(). In the present
paper we extend this calculation to the O(N) models. Using the susceptibility-correlator
correspondence, we derive the corresponding two-point function of the order-parameter field.
Further, using the OPE we constrain the bulk CFT spectrum up to O(2).
The paper is organized as follows. In Sec. 2 we discuss the layer susceptibility for generic
BCFTs, derive the relation between the layer susceptibility and the boundary operator ex-
pansion of the two-point function and state our main result on page 6. These ideas are applied
to the O(N) model at the extraordinary transition in Sec. 3. We conclude with some future
directions and give calculational details in two appendices.
2 The two-point function and layer susceptibility in BCFT
We shall consider two-point correlation functions of basic fields in a d-dimensional boundary
conformal field theory BCFTd. They are defined in a d-dimensional Euclidean semi-infinite
space Rd+ = {x = (r, z) ∈ Rd | r ∈ Rd−1, z ≥ 0} bounded by a flat (d− 1)-dimensional hyper-
surface at z = 0. The presence of a boundary at z = 0 breaks the translational invariance
along the z axis, while this invariance remains present in the parallel r-directions for any
z ≥ 0.
2.1 Correlation functions and operator product expansions
We assume that the theory is invariant under restricted conformal transformations that
preserve the boundary of the system [9, 10]. In this case the two-point correlation func-
tion 〈φ(x)φ(x′)〉 = G(r; z, z′) of identical scalars φ with scaling dimension ∆φ at positions
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x = (r1, z) and x
′ = (r2, z′) with r ≡ |r1 − r2| can be written in the functional form
G(r; z, z′) =
1
(4zz′)∆φ
F (ξ). (2.1)
The argument of the conformal scaling function F (ξ) is the cross-ratio
ξ =
(x− x′)2
4zz′
=
r2 + (z′ − z)2
4zz′
, (2.2)
one of the possible conformal invariants involving two points x and x′ in Rd+.
There are two natural limiting configurations that lead to powerful operator expansions
which restrict the structure of the correlation function. In the first case, both the operators
are close to the boundary but far from each other. This is the limit ξ → ∞, where each
operator can be expanded in a sum of boundary operators Oˆ(r) with scaling dimensions ∆ˆ
and their own two-point functions on the boundary. This is the boundary operator expansion
(BOE). It is given by an infinite series of “boundary blocks” Gboe(∆ˆ; ξ) with BOE coefficients
µ2
∆ˆ
F (ξ) =
∑
∆ˆ≥0
µ2
∆ˆ
Gboe(∆ˆ; ξ) . (2.3)
The ∆ˆ = 0 term corresponds to the contribution of the identity operator on the boundary
which is responsible for the appearance of the disconnected part of the two-point function. The
boundary blocks [5, (7.6)], [7, (2.20)] are given in terms of Gauss hypergeometric functions
Gboe(∆ˆ; ξ) = ξ−∆ˆ 2F1
(
∆ˆ, ∆ˆ + 1− d2 ; 2(∆ˆ + 1− d2);−ξ−1
)
. (2.4)
The 2F1 function results from summing the contributions of the boundary operator itself and
all its descendent derivative operators generated by the action of parallel gradients within
the boundary plane.1 A possible non-trivial mixing of subleading operators with the same
scaling dimensions is not taken into account. An explicit example of such boundary-operator
mixing can be found in [11].
The other important limiting case is ξ → 0 and describes operators which are close to
each other, but far from the boundary. In this case one can expand the product of operators
using the usual bulk operator product expansion (OPE). Due to the presence of the boundary,
the scalar operators emerging in the OPE (and not just the identity operator) can have a
non-vanishing one-point function and thus contribute to the two-point correlator. The OPE
of F (ξ) with OPE coefficients λ∆
F (ξ) = ξ−∆φ
∑
∆≥0
λ∆ Gope(∆; ξ) (2.5)
1Operators containing more inner normal derivatives at z = 0 than Oˆ are subleading (quasi-primary) with
respect to Oˆ.
– 3 –
involves the bulk blocks [5, (6.5)], [7, (2.15)]
Gope(∆; ξ) = ξ∆/22F1
(∆
2
,
∆
2
; ∆ + 1− d
2
;−ξ
)
. (2.6)
The ∆ = 0 term represents the contribution of the bulk identity operator which is responsible
for the correct infinite-bulk limit of the two-point function as ξ → 0.
An identification of these two different expansions with just the same function F (ξ)
constitutes the bootstrap equation
ξ−∆φ
∑
∆≥0
λ∆ Gope(∆; ξ) =
∑
∆ˆ≥0
µ2
∆ˆ
Gboe(∆ˆ; ξ) . (2.7)
Using the bootstrap equation (2.7) one can reproduce the explicit expressions for two-
point functions at the ordinary and special transitions to order O() of the -expansion
[5, 7, 12, 13]. The O(2) contributions were derived from this equation in [14]. In [7, Sec.
3.2] some preliminary results have been also obtained in the case of the extraordinary transi-
tion. The numerical bootstrap in this setting has been explored in [15], where the ordinary,
extraordinary and special transitions in three dimensions were considered. In this setting the
extraordinary transition is somewhat more constrained than the other two due to the large
gap between the identity and the displacement operator in the boundary channel. In this
work we will use the bootstrap equation to extract the bulk CFT data from the correlator
derived in terms of the BOE. In the next section we will explain how to derive the two-point
function from the layer susceptibility once it is known.
2.2 The layer susceptibility and Radon transformation
Let us introduce the layer (or parallel) susceptibility χ(z, z′) [16–19] and discuss some impor-
tant properties of this function that follow from conformal invariance. It will play a crucial
role in our further development.
The layer susceptibility is defined as an integral of the (connected) two-point correlation
function over parallel coordinates r ∈ Rd−1 within the layer confined between parallel planes
located at z and z′
χ(z, z′) =
∫
dd−1r G(r; z, z′) . (2.8)
An interesting direct connection between the layer susceptibility and the two-point func-
tion has been pointed out in the context of BCFT in [5, Sec. 4] (see also [20]). A straight-
forward integration (2.8) of the correlation function (2.1) shows that the layer susceptibility
χ(z, z′) can be expressed in the form
χ(z, z′) = (4zz′)λ−∆φ Fˆ (ρ) , where λ ≡ d− 1
2
, (2.9)
in terms of a scaling function Fˆ (ρ) depending on the cross-ratio
ρ =
(z′ − z)2
4zz′
. (2.10)
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This combination is simply the cross-ratio ξ from (2.2) at r = 0, that is in a “perpendicular
configuration” (used in [13], [21, p. 26]) where the points x and x′ lie on a line orthogonal
to the boundary plane. Another expression for the exponent in (2.9) is λ−∆φ = (1− η)/2.
One can use (2.8) to show that the function Fˆ (ρ) is given by
Fˆ (ρ) =
Sd−1
2
∞∫
0
duu−1+λF (u+ ρ) , (2.11)
where the integration variable u is related to r via u = r2/(4zz′). The geometric factor Sd−1
is the surface area of a unit sphere embedded in Rd−1 and given by a specialization of the
general formula
Sd =
2pid/2
Γ(d/2)
. (2.12)
In [5, Sec. 4]), the equation (2.11) has been identified as the Radon transform [22–25]
which has the inverse
F (ξ) =
S−(d−1)
2
∞∫
0
dρ ρ−1−λFˆ (ρ+ ξ) . (2.13)
The pair of integral transformations (2.11) and (2.13) has been used in [5] to study correlation
functions of the non-linear O(N) sigma model in the framework of the large-N expansion;
in [20] to formulate a new approach to calculations of conformal integrals; and recently in
[8] to compute the layer susceptibility at the extraordinary transition in a scalar φ44− theory
to order O(). In the context of holography an inverse Radon transform was used in [26] to
reconstruct two-point functions in the bulk of dS or AdS spaces from boundary correlators.
2.3 Layer susceptibility vs BOE
Let us now come to our main result, a direct relation between the layer susceptibility and the
BOE of the two-point function given in (2.3) in terms of boundary-channel conformal blocks
(2.4).
Consider just a single BOE block Gboe(∆ˆ; ξ) from (2.4) and let us derive its (direct) Radon
transform using (2.11). We have
Fˆ∆ˆ(ρ) =
Sd−1
2
∞∫
0
duu−1+λ (u+ ρ)−∆ˆ 2F1
(
∆ˆ, ∆ˆ + 1− d2 ; 2(∆ˆ + 1− d2);−
1
u+ ρ
)
. (2.14)
One can use the series representation of the hypergeometric function here and integrate term
by term. The result is
Fˆ∆ˆ(ρ) =
Sd−1
2
B(aˆ, λ) ρ−aˆ 2F1
(
aˆ, aˆ+12 ; 2aˆ+ 1;−ρ−1
)
, where aˆ ≡ ∆ˆ− λ , (2.15)
and
B(a, b) =
Γ(a)Γ(b)
Γ(a+ b)
, (a, b 6= 0,−1,−2, · · · ) , (2.16)
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is the beta function. The specific set of parameters in the last Gauss function reduces it to a
simple algebraic expression via [27, 7.3.1.105] and then, introducing the variable
ζ =
min(z, z′)
max(z, z′)
=
z + z′ − |z′ − z|
z + z′ + |z′ − z| =
√
ρ+ 1−√ρ√
ρ+
√
ρ+ 1
=
(√
ρ+
√
ρ+ 1
)−2
, (2.17)
to a single power of this variable. Hence,
Fˆ∆ˆ(ρ) = 2
2aˆ−1Sd−1B(aˆ, λ)
(√
ρ+
√
ρ+ 1
)−2aˆ
= σ−1
∆ˆ
ζ aˆ . (2.18)
Here we denote by σ−1
∆ˆ
the coefficient in front of ζ aˆ
σ−1
∆ˆ
= 4∆ˆ−λpiλ
Γ(∆ˆ− λ)
Γ(∆ˆ)
. (2.19)
The variable ζ naturally arises both in ordinary scaling considerations [17], and in explicit
calculations [8, 18] where the layer susceptibility has been obtained in terms of powers of ζ.
In fact, we can calculate the inverse Radon transform Fa(ξ) of ζ
a (with any a 6= 0) via
(2.13). To do this we need to express ζ in terms of ρ by using (2.17), apply [27, 7.3.1.105] to
produce the hypergeometric function, and integrate:
Fa(ξ) = 2
−1−2aS−(d−1)
∞∫
0
dρ ρ−1−λ (ρ+ ξ)−a 2F1
(
a, a+
1
2
; 2a+ 1;− 1
ρ+ ξ
)
. (2.20)
Proceeding as before, we obtain
Fa(ξ) = 2
−1−2aS−(d−1)B(a+ λ,−λ) ξ−a−λ 2F1
(
a+ λ, a+12 ; 2a+ 1;−ξ−1
)
. (2.21)
Then, after the identification a 7→ aˆ = ∆ˆ− λ we arrive at
Fa(ξ) = σ∆ˆ Gboe(∆ˆ; ξ) , (2.22)
where Gboe(∆ˆ; ξ) is the boundary conformal block from (2.4). In summary:
There is a one-to-one correspondence between the scaling functions of the connected
two-point function and layer susceptibility
Gcon(x1, x2) = (4zz
′)−∆φ F con(ξ) and χ(z, z′) = (4zz′)λ−∆φ X(ζ) , (2.23)
with X(ζ) = Fˆ (ρ(ζ)), given by
F con(ξ) =
∑
∆ˆ>0
µ2
∆ˆ
Gboe(∆ˆ; ξ) ↔ X(ζ) =
∑
∆ˆ>0
C∆ˆ ζ
∆ˆ−λ , (2.24)
where the BOE coefficients µ2
∆ˆ
of F (ξ) are related to coefficients C∆ˆ of the power expan-
sion of X(ζ) via
µ2
∆ˆ
= C∆ˆ σ∆ˆ where σ∆ˆ = 4
−∆ˆ+λpi−λ
Γ(∆ˆ)
Γ(∆ˆ− λ) and λ =
d− 1
2
. (2.25)
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This has some important consequences. First, the existence of the BOE (2.3) implies that
the layer susceptibility has a representation as a power series in ζ, with powers according to
the scaling dimensions of the boundary operators in the BOE. The power structure of χ(z, z′)
has been observed previously [8, 18] but was not seen to be a consequence of the BOE.
Second, given any layer susceptibility as a power series in ζ, one can directly read off the
boundary operator expansion (2.3) of the two-point function. Apart from being a nice con-
ceptual advantage, this can be viewed as an essential computational shortcut in calculations
of two-point correlators. One only needs to sum the BOE with coefficients obtained from
the layer susceptibility. In the following we shall show how it works by performing explicit
calculations for the O(N) model at the extraordinary transition.
3 The O(N) model and the extraordinary transition
We will now apply the steps outlined above for a general BCFT to a concrete physical system.
To this end we assume isotropic short-range interactions throughout the system, which are
generally different in its bulk when z > 0, and at the boundary when z = 0. External fields
can be present as well, and they also may have different values in the bulk and the boundary of
the system. With an O(N)-symmetric order parameter, the critical behavior of such systems
is described by the effective Landau-Ginzburg-Wilson Hamiltonian (see e.g. [4])
H[φ] =
∫
dd−1r
∫ ∞
0
dz
[
1
2
|∇φ|2 + τ0
2
|φ|2 + u0
4!
(|φ|2)2 − hφ1
]
+
∫
dd−1r
(c0
2
|φs|2 − h1φ1s
)
.
(3.1)
Here φ = φ(r, z) is an N -component vector of scalar order-parameter fields, φ = {φi, i =
1, ..., N}, and the notation φs = φ(r, 0) is used for the surface field located at the boundary.
The parameter τ0 is a linear function of the temperature T , and u0 > 0 is the usual bulk
coupling constant of the φ4 term. The “surface enhancement” c0 is a local boundary parameter
that controls deviations of the strength of surface interactions with respect to the ones in the
bulk. We also included terms related to the external fields. They are generally different in the
bulk of the system (h) and in its boundary (h1). We have assumed that both of them couple
to the first component of the field. Note that we do not assume any coupling between the
directions in the d-dimensional configuration space and the N -dimensional parametric space.
In the absence of external fields, the phase transitions with different types of surface
critical behavior occur at bulk Tc depending on the relation of bulk and surface interactions
— see e.g. [28, p. 19-23], [4, p. 85-87]. Our Fig. 3 reproduces the main features of the phase
diagram carefully discussed in these references:
1) When c0 is greater than a certain special value c
sp
0 , the surface interactions are not
sufficient to produce the surface ordering at T = Tc. The surface is called free and the phase
transition from the completely disordered phase to the ordered one goes through the line of
ordinary transitions. The order-parameter field vanishes at the surface, and the Dirichlet
boundary conditions are fulfilled.
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✲✻
−c0
T
Tc ❝
DISORDERED
ORDERED
SO/BDSurface
Ordinary Special Extraordinary
Figure 1. Schematic phase diagram of a semi-infinite system at h1 = h = 0
2) When c0 = c
sp
0 and T → Tc (i.e. τ0 → τ0c), the surface and the bulk order simultane-
ously. This is the special transition, the Neumann boundary conditions apply.
3) When c0 < c
sp
0 , the surface interactions are strong enough to induce the surface order
even at temperatures higher than Tc. Thus the system goes to the surface ordered/bulk
disordered (SO/BD) phase through the surface transition.
4) As the temperature is further lowered down to T = Tc, the bulk ordering occurs
in the presence of the order at the boundary. This is the extraordinary transition. In N -
component systems with N 6= 1, the surface order breaks the O(N) symmetry both above
and below the transition temperature. Thus, the longitudinal and transverse components of
the order-parameter field have to be distinguished, they correlate in different ways.
As far back as in 1977, Bray and Moore [29, p. 1933] argued that it is not important
for the extraordinary transition how the surface order was achieved: it could be also induced
by an application of an external surface field h1 at any value of c0.
2 Moreover, using scaling
arguments they concluded that the surface critical exponents at the extraordinary transition
are expressed in terms of the bulk exponents and the space dimension d [29, p. 1956]. In
particular, the critical exponents of longitudinal and transverse correlations along directions
parallel and perpendicular with respect to the boundary are given by
ηL‖ = d+ 2, η
L
⊥ =
1
2
(d+ 2 + η), (3.2)
2Physically, one has to distinguish between the “extraordinary” and “normal” transitions [30, 31]. In the
renormalized theory, the extraordinary transition occurs at the fixed point with h1 = 0 and c < 0. At the
normal transition (as in the case of the critical adsorption) generically h1 6= 0, while c can be both positive
and negative. Just at the fixed point the correlations are identical. However, away from the fixed point, there
are different corrections in both cases. We thank H. W. Diehl for stressing this physical difference.
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and [32, (1.1)]
ηT‖ = d, η
T
⊥ =
1
2
(d+ η), (3.3)
where η is the infinite-bulk correlation function exponent. In terms of this exponent the
scaling dimension of the bulk field is ∆φ = (d − 2 + η)/2. The exponents appearing in our
explicit calculations below, will agree with those of (3.2) and (3.3).
3.1 The one- and two-point functions
As discussed in the previous section, at the extraordinary transition the O(N) symmetry is
broken due to the presence of the long-range order in the boundary. To implement this, we
singled-out the first component of the field, φ1. The expectation value of this longitudinal
component is given by3
〈φ1(x)〉 = m(z) 6= 0. (3.4)
Its z dependence is fixed by scaling
m(z) =
µ0
(2z)∆φ
. (3.5)
The remaining N−1 transverse components φi with i = 2, . . . N have zero expectation values
throughout the transition:
〈φi(x)〉 = 0, i = 2, . . . N. (3.6)
The two-point correlation functions of the longitudinal and transverse components are
also different. For a pair of longitudinal fields we have
GL(r; z, z
′) = 〈φ1(x)φ1(x′)〉 = 〈φ1(x)〉〈φ1(x′)〉+ 〈φ1(x)φ1(x′)〉con. (3.7)
The disconnected part of GL(r; z, z
′) is given by a product of one-point functions (3.4), and
the last term in (3.7) represents the connected part GconL (r; z, z
′) of this function.
When i > 1, the two-point function of transverse fields is given by
GT (r; z, z
′) = 〈φi(x)φi(x′)〉, i = 2, . . . N. (3.8)
Its disconnected part vanishes due to (3.6). The full correlator is
Gij(r; z, z′) = 〈φi(x)φj(x′)〉 = δi1δj1GL(r; z, z′) + (δij − δi1δj1)GT (r; z, z′) . (3.9)
In the following we shall study the contracted correlation function
G(r; z, z′) = δijGij(r; z, z′) = GL(r; z, z′) + (N − 1)GT (r; z, z′) , (3.10)
3In statistical physics the value m(z) is called the order-parameter profile, or magnetization profile in
terminology appropriate for magnetic systems. An extensive study of this value in a scalar theory both above
and below Tc can be found in [33].
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right at the extraordinary transition, that is at T = T bulkc . Using the scaling representation
(2.1) in (3.10) we can write
F (ξ) = FL(ξ) + (N − 1)FT (ξ) = µ20 + F conL (ξ) + (N − 1)FT (ξ) . (3.11)
The constant term µ20 stems from the disconnected part of GL(r; z, z
′) given by the square of
the one-point function (3.5).
The layer susceptibility inherits the same structure as the two-point function by its defi-
nition (2.8), i.e.
χij(z, z′) = δi1δj1χL(z, z′) +
(
δij − δi1δj1)χT (z, z′) . (3.12)
The leading contributions are the free-theory results which are easily obtained as p→ 0 limits
(cf. (3.21)) of the transverse and longitudinal free propagators from [34, p. 4671],
χL0 (z, z
′) = G˜L0 (p = 0; z, z
′) =
1
5
min(z, z′)3
max(z, z′)2
=
√
4zz′
1
10
ζ
5
2 ,
χT0 (z, z
′) = G˜T0 (p = 0; z, z
′) =
1
3
min(z, z′)2
max(z, z′)
=
√
4zz′
1
6
ζ
3
2 ,
(3.13)
where G˜(p; z, z′) is the Fourier transform of G(r; z, z′) in r ∈ Rd−1, and p ∈ Rd−1 is the
“parallel” momentum conjugate to r. They are independent of d, and are also valid in mean-
field theory whose results are reproduced from d-dependent quantities at the upper critical
dimension d = d∗ = 4: we have χL,T0 (z, z
′) = χL,TMF (z, z
′).
The inverse Radon transformation of the free-theory susceptibilities (3.13) via (2.13)
yields the d-dependent functions
GL,T0 (r; z, z
′) =
1
(4zz′)
d
2
−1
S−1d
d− 2 g
L,T
0 (ξ) , (3.14)
where (cf. [8, (30)])
gL0 (ξ) = ξ
1− d
2 − (ξ + 1)1− d2 + 12
4− d
[
ξ2−
d
2 + (ξ + 1)2−
d
2 +
4
6− d
(
ξ3−
d
2 − (ξ + 1)3− d2
)]
,
gT0 (ξ) = ξ
1− d
2 + (ξ + 1)1−
d
2 +
4
4− d
(
ξ2−
d
2 − (ξ + 1)2− d2
)
. (3.15)
In the next section these functions will be used as free propagators in our Feynman-graph
expansion in d = 4− . While only their leading terms in the  expansion4
GL0 =
σ4
40zz′
Gboe(4; ξ) +O() = 1
16pi2
1
zz′
(1
ξ
− 1
ξ + 1
+ 12 + 6(2ξ + 1) log
ξ
ξ+1
)
+O(),
GT0 =
σ3
24zz′
Gboe(3; ξ) +O() = 1
16pi2
1
zz′
(
1
ξ
+
1
ξ + 1
+ 2 log
ξ
ξ+1
)
+O() (3.16)
4These d = 4 terms agree with the corresponding mean-field two-point functions. The longitudinal one
agrees with [7, (B.35)], [8, (34)] and is compatible with [35, (4.96)] known long time ago and transcribed
incorrectly in [36, (12)], [37, (5.48)].
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will contribute to the Feynman diagrams, it is useful to keep the -dependence in (3.15) to
simplify the evaluation of Feynman integrals. Terms originating at order O() in (3.15) will
drop out in the final expansion in . In (3.16) we used the d = 4 values σ4 = 1/(4pi
2) and
σ3 = 1/(2pi
2).
3.2 The layer susceptibility and Feynman graphs
Before turning to explicit calculations let us consider the general structure of Feynman-graph
expansions for the layer susceptibility χ(z, z′).
An important feature is that its Feynman-graph calculations are considerably simpler
than the ones for the correlation function. In order to see this consider the following two
types of Feynman diagrams that can appear in a two-point function G(x1, x2). Either the
two external propagators are connected to the same vertex5
G1(r12, z1, z2) =
∞∫
0
dz
∫
dd−1r
x1 x x2
A(x)
, (3.17)
or they are connected to different vertices
G2(r12, z1, z2) =
∞∫
0
dzdz′
∫
dd−1rdd−1r′
x1 x x
′ x2
A(x, x′) . (3.18)
Both equations are defined up to some amputated diagrams A(x) and A(x, x′) which we do not
need to specify here. However due to translation invariance in the r directions, A(x) = A(z)
can only depend on z and A(x, x′) = A(r − r′, z, z′). The corresponding layer susceptibility
for G1 is
χ1(z1, z2) =
∞∫
0
dz
∫
dd−1r12dd−1r G0(r1 − r, z1, z)G0(r − r2, z, z2)A(z)
=
∞∫
0
dz χ0(z1, z)χ0(z, z2)A(z) ,
(3.19)
where χ0 is given by (2.8) with the propagator G0. Similarly for the diagrams of type G2 we
obtain
χ2(z1, z2) =
∞∫
0
dzdz′
∫
dd−1r12dd−1rdd−1r′G0(r1 − r, z1, z)G0(r′ − r2, z′, z2)A(r − r′, z, z′)
=
∞∫
0
dzdz′ χ0(z1, z)χ0(z′, z2)
∫
dd−1rA(r, z, z′) .
(3.20)
5For clarity of presentation we use in this subsection the notation z1 and z2 for perpendicular coordinates
of external points instead of the usual z and z′. We hope that this will not lead to any confusion.
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In both cases we shifted integration variables and used translational invariance in the par-
allel directions. Thus, in a graphical expansion of χ(z1, z2) two of the integrals in the r
directions are absorbed by replacing the external propagators with the corresponding layer
susceptibilities.
When the momentum representation in parallel directions is used, the definition (2.8) is
equivalent to
χ(z, z′) = G˜(p = 0; z, z′) . (3.21)
In constructing the perturbation theory for χ(z, z′), we could alternatively use the definition
(3.21), write down the Feynman-graph expansion for the two-point function G˜(p; z1, z2) in
the “mixed” (p, z)-representation and follow the simplifications occurring at zero external
parallel momentum p. The calculational simplifications that occur when considering the
layer susceptibility rather than the two-point function are essential.
3.3 Perturbation theory for the layer susceptibility
In this section we calculate the layer susceptibility via Feynman-graph expansion to one-loop
order starting from the effective Hamiltonian (3.1) in d = 4 − . Similarly as in Sec. 3.2,
we use the usual rules for Feynman diagrams in position space. With the O(N)-symmetric
interaction in (3.1), we have the following associations for the lines and vertices,
= Gij0 (r1 − r2; z1, z2) ,
= uijkl
∞∫
0
dz
∫
dd−1r with uijkl = −u0
3
(
δijδkl + δikδjl + δilδjk
)
,
(3.22)
where Gij0 (r1 − r2; z1, z2) is the free propagator with the longitudinal and transverse compo-
nents given in (3.14).
The non-vanishing one-point function (3.4)-(3.5) is represented by
0 = δ
i1m0(z) , 1 = δ
i1m1(z) , (3.23)
where m0(z) and m1(z) are its leading and subleading terms in the loop expansion. The
one-loop correction m1(z) given by
m1(z) = 0 . (3.24)
Explicit expressions for m0(z) and m1(z), as well as the  expansion of m(z) can be found in
Appendix A.
The one-loop expansion for the connected two-point function from (3.9) reads
Gij(r1 − r2; z1, z2) =
(A)
+
0 1
(B)
+
(C)
+
0 0
(D)
. (3.25)
– 12 –
The corresponding contributions to the layer susceptibility are obtained as in (3.19) and
(3.20). Thus
χijA(z, z
′) = χij0 (z, z
′) ,
χijB(z, z
′) =
∞∫
0
dy χik0 (z, y)χ
jl
0 (y, z
′)uklmnmm0 (y)m
n
1 (y) ,
χijC(z, z
′) =
1
2
∞∫
0
dy χik0 (z, y)χ
jl
0 (y, z
′)uklmnGmn0 (0, y, y) ,
χijD(z, z
′) =
1
2
∞∫
0
dy
∞∫
0
dy′ χik0 (z, y)χ
jl
0 (y
′, z′)ukmnpulqrsm
p
0(y)m
s
0(y
′)
·
∫
dd−1rGmq0 (r, y, y
′)Gnr0 (r, y, y
′) .
(3.26)
Finally, we use (3.12) for susceptibilities and (3.9) for propagators and do contractions to
express everything in terms of longitudinal and transverse quantities. In this reformulation of
our expansion we use the following graphical definitions for the free propagators and mean-
field susceptibilities:
= GL0 , = χ
L
0 ,
= GT0 , = χ
T
0 .
(3.27)
The longitudinal and transverse susceptibilities can then be written as
χL(z, z
′) =
(a)
− u0
0 1
(b)
− u0
2
(c)
− u0
6
(N − 1)
(c′)
+
u20
2
0 0
(d)
+
u20
18
(N − 1)
0 0
(d′)
, (3.28)
and
χT =
(aT )
− u0
3
0 1
(bT )
− u0
6
(cT )
− u0
6
(N + 1)
(c′T )
+
u20
9
0 0
(dT )
(3.29)
Here the integrations for each diagram are as in the corresponding expression in (3.26). Only
the diagrams of type (D) include inner integrals over parallel directions.
In order to derive the  expansions in an efficient way we use dimensional regularization
in each of the individual graphs. The pole terms arising at intermediate steps all cancel in
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the final results. Following the approach of [8], we use the inverse Radon transforms (3.14) of
the mean-field layer susceptibilities (3.13) in the role of the free longitudinal and transverse
propagators GL0 and G
T
0 in (3.27)-(3.29). In contrast to their d → 4 limits in (3.16), which
correspond to the mean-field approximation, the functions (3.14)-(3.15) are well-structured
and simple to use. In fact, all actual calculations reduce to evaluations of Euler integrals and
combining them into the final results. Details are shown in Appendix B.
3.4 The layer susceptibility to O()
In this section we write down the results of the  expansion for χL(z, z
′) and χT (z, z′), that
follow from the diagrammatic expansions discussed just above.
The final result for the longitudinal part of the layer susceptibility is
χL(z, z
′) =
√
4zz′ ζ
5−
2 Cd
[
1 +  h(ζ)
]
+O(2) , (3.30)
where we exponentiated the  log ζ term that appeared in the  expansion. This is in accord
with the enhanced scaling form (see [8, (63)] and related references)
χ(z, z′) = (4zz′)
1−η
2 ζ
η‖−1
2 Y (ζ), (3.31)
which takes into account more information on inner structure of the scaling function X(ζ)
from (2.23).6
The function h(ζ) in (3.30) is given by
h(ζ) = h0(ζ) + h1(ζ) + h1(−ζ) , (3.32)
with
h0(ζ) =
1
140(N + 8)
(
203N + 3140− 10(7N + 96)ζ−2 + 20(7N + 128)ζ−4) , (3.33)
h1(ζ) = −72(1 + ζ
4)− (21N + 204) ζ(1 + ζ2)− 4(7N + 74) ζ2
42(N + 8) ζ6
(1− ζ)3 log(1− ζ) . (3.34)
The reason for calling the overall constant in (3.30) Cd will become clear quite soon, its
explicit expression is given in (3.37).
The longitudinal part of the layer susceptibility in (3.30) represents a generalization of
χ(z, z′) calculated in [8, Sec. 3.2] in the scalar theory with N = 1. As ζ → 0, the function
h(ζ) starts with
h(ζ) =
5(N − 1)
63(N + 8)
ζ2 +
5N + 28
360(N + 8)
ζ4 +O(ζ6) (3.35)
in agreement with [8, (62)].
As discussed in Sec. 2.3, the expression (3.30) has the form (2.23) where the scaling
function X(ζ) can be written as a power series
XL(ζ) = ζ
− d−1
2
∑
∆ˆ=d, k
C∆ˆζ
∆ˆ +O(2) , k = 6, 8, 10, . . . (3.36)
6We recall that in the present case η‖ = η
L
‖ = d+ 2 (see (3.2)) and η = O(
2).
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with coefficients
Cd =
1
10
(
1 + 
76−N
60 (N + 8)
)
, (3.37)
Ck = 2
k (k − 3) (N + 8)− 2 (5N + 76)
(k − 5)3(k)3 (N + 8)  , k = 6, 8, 10, . . . , (3.38)
where (a)k = a(a+1) . . . (a+k−1) denotes the Pochhammer symbol (by convention, (0)0 = 1).
The explicit expression for coefficients Ck has been obtained from the sequence of the Taylor-
expansion coefficients of the function h(ζ) from (3.30) and (3.32).
Remembering the relation (2.24) we see that the only operator that contributes to the
connected longitudinal two-point function both at leading and subleading order in  is the
displacement operator Tzz with dimension d [38], which emerges due to the breaking of the
translation symmetry by the boundary. This matches the critical exponent of parallel correla-
tions ηL‖ = d+ 2 from (3.2) through the relation ∆ˆ = (d− 2 + η‖)/2. Besides the contribution
of Tzz, at order O() an infinite tower of operators with dimensions 6, 8, 10, . . . contributes as
well. At N = 1 the ∆ˆ = 6 term drops out because its coefficient is proportional to N − 1
(3.35).
For the transverse part of the layer susceptibility we obtain
χT (z, z
′) =
√
4zz′ ζ
3−
2 C˜d−1
[
1 +  j(ζ)
]
+O(2) , (3.39)
where
j(ζ) =
451
30(N + 8)
+
ζ−4
5(N + 8)
(
47ζ2 + j1(ζ) + j1(−ζ)
)
,
j1(ζ) = −(3ζ2 − 16ζ + 3)(1− ζ)3 log(1− ζ) , (3.40)
and the coefficient C˜d−1 is given in (3.43).
As in the previous case of h(ζ), the function j(ζ) is also regular at the origin and we have
j(ζ) =
3
140(N + 8)
ζ4 +O(ζ6) . (3.41)
Again, the expression (3.39) can be written in terms of a power series
XT (ζ) = ζ
− d−1
2
∑
∆ˆ=d−1, k
c˜∆ˆζ
∆ˆ +O(2) , k = 7, 9, 11, . . . (3.42)
with coefficients
C˜d−1 =
1
6
(
1 + 
15 + 2N
6(N + 8)
)
(3.43)
C˜k = 4
(k + 2)(k − 5)
(k − 4)6(N + 8)  , k = 7, 9, 11, . . . . (3.44)
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At order O(0), the only operator contributing to the connected two-point function is
an operator with dimension d − 1, in agreement with (3.3). We expect this operator to
be the analogue of the displacement operator for the broken rotation current J
[1i]
µ .7 The
conservation equation for this current is broken by a delta function on the boundary which is
multiplied by a scalar boundary operator that is a vector of the preserved O(N−1) subgroup.
Similar to the displacement operator (see [39]), this operator should obey a Ward identity
that relates its coupling µd−1 to the bulk field φ1 with the one-point function coefficient µ0
of this field. It would be interesting to derive this Ward identity to confirm the nature of this
operator. Similar protected defect operators appeared for instance in [40] in the context of a
BPS defect which breaks part of the R-symmetry in a supersymmetric theory. At order O()
there are additional contributions from an infinite set of boundary operators with dimensions
∆ˆ = 7, 9, 11, . . ..
3.5 From susceptibility to two-point function
We will now use the results for the layer susceptibility from the previous section to derive
the correlation function. Owing to the relations (2.24)-(2.25), we now know the BOE coef-
ficients and can compute the connected part of the two-point function. However, in order
to significantly simplify the presentation, in what follows we shall use the normalized scaling
function
F (ξ) = Sd F
con(ξ) , (3.45)
where Sd is defined in (2.12). To relate the scaling function of any layer susceptibility X(ζ)
to the newly introduced F (ξ), we rephrase the relation (2.24) as
X(ζ) = ζ−
d−1
2
∑
∆ˆ>0
C∆ˆζ
∆ˆ → F (ξ) =
∑
∆ˆ>0
Sdσ∆ˆC∆ˆ Gboe(∆ˆ; ξ) . (3.46)
The new normalization is convenient for the present purpose because the normalized coeffi-
cients σ∆ˆ ≡ Sdσ∆ˆ are simple for the scaling dimensions of the leading boundary operators
∆ˆ = d and ∆ˆ = d − 1. In particular, we have σd = 12 and σd−1 = 1 for any d, without
-corrections in d = 4− . Thus, the scaling functions to be found are
FL(ξ) = σdCd Gboe(4− ; ξ) +
∞∑
k=6
even
σk Ck Gboe(k; ξ) +O(2) , (3.47)
and
F T (ξ) = σd−1C˜d−1 Gboe(3− ; ξ) +
∞∑
k=7
odd
σk C˜k Gboe(k; ξ) +O(2) . (3.48)
A convenient way to derive the -expansion of the conformal blocks Gboe(4−; ξ) and Gboe(3−
; ξ) is to use the Mathematica package HypExp [41, 42]. This yields
Gboe(4− ; ξ) = Gboe(4; ξ) + G(1)boe(4; ξ) +O(2), (3.49)
7We thank Marco Meineri for pointing this out.
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where
Gboe(4; ξ) = 10
(
1
ξ
− 1
ξ + 1
+ 12 + 6(2ξ + 1) log
ξ
ξ+1
)
, (3.50)
and
G(1)boe(4; ξ) =
3 + 5 log [ξ(ξ + 1)]
ξ(ξ + 1)
− 2 log ξ + 122 log(ξ + 1)− 4− 124 ξ log ξ
ξ+1
+ 15(2ξ + 1)
(
log
[
ξ3(ξ + 1)
]
log
ξ
ξ+1
+ 4Li2
(
−1
ξ
))
. (3.51)
Here Li2 is the dilogarithm function [6, Sec. 2.6], [43]. Similarly,
Gboe(3− ; ξ) = Gboe(3; ξ) + G(1)boe(3; ξ) +O(2) , (3.52)
where
Gboe(3; ξ) = 3
(
1
ξ
+
1
ξ + 1
+ 2 log
ξ
ξ+1
)
, (3.53)
and
G(1)boe(3; ξ) =
2ξ + 1
2ξ(ξ + 1)
(1 + 6 log ξ)− 10ξ
2 + 16ξ + 3
2ξ(ξ + 1)
log
ξ
ξ+1
+
3
2
log
[
ξ3(ξ + 1)
]
log
ξ
ξ+1
+ 6 Li2
(
−1
ξ
)
. (3.54)
The leading terms of the  expansions (3.49) and (3.52) are essentially the mean-field corre-
lation functions in (3.16).
To proceed, we have to perform the infinite sums in (3.47) and (3.48). These are of
order O() owing to the definitions of their coefficients in (3.38) and (3.44). The sums can be
done using the standard Euler integral representation for Gauss hypergeometric functions in
Gboe(k; ξ) from (2.4) (see e.g. [6, Sec. 2.2], [27, 7.2.1.2]),
2F1(a, b; c; z) =
1
B(c− b, b)
∫ 1
0
dt tb−1(1− t)c−b−1(1− tz)−a , (3.55)
where B is the beta function encountered in (2.16), Re c > Re b > 0 and | arg(1 − z)| < pi.
After performing the sums with the known coefficients, the resulting integrals over t can be
done order by order in an expansion in powers of 1/ξ. Resumming this expansion yields
∞∑
k=6
even
σkCk Gboe(k; ξ) = 
N + 8
[
13N + 20
120ξ(ξ + 1)
+
23N + 220
10
− 37N + 620
20
(2ξ + 1) log
ξ
ξ+1
+
1
2
(72ξ2 + 132ξ + 52 + (3ξ + 2)N) log2
ξ
ξ+1
+ 3(N + 20)(2ξ + 1)Li2
(
−1
ξ
)]
, (3.56)
– 17 –
and
∞∑
k=7
odd
σkC˜k Gboe(k; ξ) = 
N + 8
[
2ξ + 1
12ξ(ξ + 1)
− 41
6
log
ξ
ξ+1
+ (3ξ + 4) log2
ξ
ξ+1
+ 10 Li2
(−1
ξ
)]
.
(3.57)
Collecting all expansions via (3.47) and (3.48), we obtain the final results for the con-
nected longitudinal and transverse correlators in the form
FL,T (ξ) = F
(0)
L,T (ξ) +  F
(1)
L,T (ξ) +O(
2). (3.58)
Here, for the connected longitudinal correlation function we have
F
(0)
L (ξ) =
1
2ξ
− 1
2(ξ + 1)
+ 6 + 3(2ξ + 1) log
ξ
ξ+1
, (3.59)
F
(1)
L (ξ) =
1 + log
[
ξ(ξ + 1)
]
4ξ(ξ + 1)
+ 6 log ξ + 3(2ξ + 1) log ξ · log ξ
ξ+1
+
1
N + 8
[
72ξ(2ξ + 3) +N + 80
4
log
ξ
ξ+1
− 2((5N + 52)ξ + 2(2N + 19))] log ξ
ξ+1
+ 2
N + 14
N + 8
[
1 + 3(2ξ + 1)Li2
(
−1
ξ
)]
. (3.60)
At N = 1 it reduces to the connected two-point function at the extraordinary transition in
the scalar φ44− theory with a broken Z2 symmetry.
For the transverse correlation function the leading and the O() terms are given by
F
(0)
T (ξ) =
1
2ξ
+
1
2(ξ + 1)
+ log
ξ
ξ+1
, (3.61)
F
(1)
T (ξ) =
1
4ξ(ξ + 1)
(
2ξ + 1 + log
[
ξ(ξ + 1)
]
+ 4ξ log ξ
)
+ log ξ · log ξ
ξ+1
+
N + 18
N + 8
Li2
(−1
ξ
)
+
1
2(N + 8)
[
1
2
(
12ξ + 8−N) log ξ
ξ+1
− ξ(N + 22) + 2(N + 15)
ξ + 1
]
log
ξ
ξ+1
. (3.62)
In the limit ξ → 0 the very first terms of FL(ξ) and F T (ξ) are
FL,T (ξ) =
1
2ξ
+
1 + log ξ
4ξ
+O(ξ0) +O(2) =
ξ−1+

2
2−  +O(
2) , (3.63)
as expected in view of (2.5).8
The final result for the normalized connected two-point function (3.45) in the O(N)
symmetric theory is given by
F (ξ) = F
(0)
(ξ) +  F
(1)
(ξ) +O(2) , (3.64)
8In the presently obscured opposite limit ξ → ∞ the functions FL(ξ) and FT (ξ) behave as ∼ ξ−4+ and
∼ ξ−3+ as they should.
– 18 –
with
F
(0)
(ξ) =
N
2ξ
− 2−N
2(ξ + 1)
+ 6 + (6ξ +N + 2) log
ξ
ξ+1
, (3.65)
F
(1)
(ξ) =
2ξ(N − 1) +N
4ξ(ξ + 1)
(
1 + log
[
ξ(ξ + 1)
])
+ 6 log ξ + (6ξ +N + 2) log ξ · log ξ
ξ+1
− 1
N + 8
(
2(5N + 52)ξ +
N2 + 37N + 130
2
)
log
ξ
ξ+1
+
1
N + 8
(
36ξ2 + 3(N + 17)ξ +
72 + 10N −N2
4
)
log2
ξ
ξ + 1
+ 2
N + 14
N + 8
[
1 +
(
6ξ +
N2 + 23N + 66
2(N + 14)
)
Li2
(
−1
ξ
)]
. (3.66)
This function also shares the behavior (3.63) when ξ → 0.
3.6 The bulk-channel expansion
The two-point correlation function F (ξ) from (3.64)-(3.66) can be used to compute the bulk
CFT data up to O(2) via the bootstrap equation (2.7). In order to expand in bulk blocks
we use the full correlator including its disconnected part and multiply it by the overall factor
ξ∆φ . Thus we define the function
Fope(ξ) ≡ ξ∆φ
(
µ20 + F (ξ)
)
(3.67)
where the contribution from the disconnected part
µ20 = Sd µ
2
0 = 2
N + 8

− N
2 + 46N + 244
N + 8
+O() (3.68)
is determined by the one-point function (3.4)-(3.5) and calculated in Appendix A. Since the
 expansion of µ20 in (3.68) starts with O(
−1) we have to use
∆φ = 1− 
2
+
N + 2
4 (N + 8)2
2 +O(3) (3.69)
for the scaling dimension of φ. The bulk-channel expansion
∑
∆≥0 λ∆Gope(∆; ξ) in (2.7) will
give us new information about the spectrum of operators in the bulk theory, which is of
interest beyond the context of boundary CFT.
This expansion turns out to be simpler if we use a slightly different convention for the
OPE coefficients and conformal blocks introduced in (2.6)-(2.7) and write it as
Fope(ξ) =
∑
∆≥0
a∆ ξ
∆
2 gope(∆; ξ) . (3.70)
Here we define the functions gope(∆; ξ) via
9
Gope(∆; ξ) =
Γ(∆ + 1− d2)
Γ(∆2 )Γ(
∆
2 + 2− d2)
ξ
∆
2 gope(∆; ξ) . (3.71)
9For the identity operator the prefactor is singular and we define instead gope(0; ξ) = 1.
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The gamma functions are chosen to cancel (up to a factor) the beta function in the Euler-
integral representation (3.55) of the Gauss functions in the OPE blocks. This results in a
simplification of the OPE coefficients and their  expansions.
For the bulk scaling dimensions ∆ and OPE coefficients a∆ we write the formal  expan-
sions
∆n = 2 + 2n+ γ
(1)
n + γ
(2)
n 
2 +O(3), a∆n = a
(−1)
n 
−1 + a(0)n + a
(1)
n +O(
2) . (3.72)
The initial terms 2 + 2n in ∆n associate with the d = 4 values of the scaling dimensions of
operators φ2(1+n). The  expansion of the scaling function Fope(ξ) in the bulk channel then
becomes
Fope(ξ) = 
−1F (−1)ope (ξ) + F
(0)
ope(ξ) +  F
(1)
ope(ξ) +O(
2) (3.73)
with10
F
(−1)
ope (ξ) =
∞∑
n=0
ξn+1〈a(−1)n 〉 gope(2n+ 2; ξ) , (3.74)
F
(0)
ope(ξ) =
∞∑
n=−1
ξn+1
(
1
2〈a(−1)n γ(1)n 〉 log ξ + 〈a(−1)n 〉∂ + 〈a(0)n 〉
)
gope(2n+ 2; ξ) , (3.75)
F
(1)
ope(ξ) =
∞∑
n=−1
ξn+1
[
1
8〈a(−1)n (γ(1)n )2〉 log2 ξ + 〈a(1)n 〉+ 〈a(0)n 〉∂ + 12〈a(−1)n 〉∂2
+ 12
(
〈a(−1)n γ(2)n 〉+ 〈a(0)n γ(1)n 〉+ 〈a(−1)n γ(1)n 〉∂
)
log ξ
]
gope(2n+ 2; ξ) . (3.76)
The brackets indicate sums over possible degenerate operators,
〈x〉 =
∑
k
xk . (3.77)
From (3.74)-(3.76) one can easily deduce the expansions for certain discontinuities of
Fope(ξ) by noting that gope(∆; ξ) is a hypergeometric function with argument −ξ, which has a
branch cut at ξ ∈ (−∞,−1) and is analytic elsewhere. As a consequence, the discontinuities
in the range ξ ∈ (−1, 0) stem only from the logarithms in the expansions above, that is
Discξ<0 log ξ = 2pii and Discξ<0 log
2 ξ = 4pii log(−ξ). Thus we have
Disc
−1<ξ<0
F
(0)
ope(ξ) = pii
∞∑
n=0
ξn+1 〈a(−1)n γ(1)n 〉gope(2n+ 2; ξ) , (3.78)
Disc
−1<ξ<0
F
(1)
ope(ξ) = pii
∞∑
n=0
ξn+1
(
1
2 〈a(−1)n (γ(1)n )2〉 log(−ξ) + 〈a(−1)n γ(2)n 〉+ 〈a(0)n γ(1)n 〉
+ 〈a(−1)n γ(1)n 〉 ∂
)
gope(2n+ 2; ξ) , (3.79)
10The derivatives are understood as ∂gope(2n+ 2; ξ) = ∂gope(∆n; ξ)|→0.
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and, for the double discontinuity of F
(1)
ope(ξ),
dDisc
ξ
F
(1)
ope(ξ) ≡ Disc
ξ>0
Disc
−1<ξ<0
F
(1)
ope(ξ) = pi
2
∞∑
n=0
ξn+1 〈a(−1)n (γ(1)n )2〉gope(2n+ 2; ξ) . (3.80)
It is convenient to use these formulas to match the discontinuities of the bulk-channel
expansion with the ones of the explicitly known expression (3.67), rather than working with
the whole correlator for this matching.11 Note that Li2(−1/ξ) in (3.66) has a discontinuity
at ξ ∈ (−1, 0). Using the linear transformation [43, (1.7)], [44, (3.2)]
Li2
(
− 1
ξ
)
= −pi
2
6
− 1
2
log2 ξ − Li2 (−ξ) , (3.81)
we can express the discontinuity at ξ ∈ (−1, 0) in terms of log2 ξ, since Li2(−ξ) on the
right-hand side has its branch cut at ξ ∈ (−∞,−1).
The coefficients in the expansions (3.74)-(3.76) can be found by expanding around ξ = 0,
which truncates the infinite sums. We begin by considering (3.74) for F
(−1)
ope to deduce that
〈a(−1)0 〉 = 2(N + 8) , 〈a(−1)n≥1 〉 = 4(N + 8) . (3.82)
Next we use (3.78) to extract the anomalous dimensions from the discontinuity of F
(0)
ope:
Disc
−1<ξ<0
F
(0)
ope(ξ) = 12pii ξ(ξ − 1) ⇒
〈a(−1)n γ(1)n 〉
〈a(−1)n 〉
= 6
n2 − 1
N + 8
, n ≥ 0 , (3.83)
which is in agreement with the result [45, (33)], [46, (2.5)].
The first consistency check of our newly computed contribution F
(1)
ope(ξ) is that its double
discontinuity is given by (3.80) with the data (3.82) and (3.83). This is indeed the case, with
dDisc
ξ
F
(1)
ope(ξ) = 72pi
2ξ
1− ξ + 4ξ2
N + 8
⇒ 〈a
(−1)
n (γ
(1)
n )2〉
〈a(−1)n 〉
=
(
6
n2 − 1
N + 8
)2
, n ≥ 0 . (3.84)
That this gives the square of (3.83) also indicates that at this level no degeneracy is lifted
and (3.83) gives indeed just γ
(1)
n , implying that we can advance to the next order without
having to solve a mixing problem.
As a next step, we determine 〈a(0)n 〉 from F (0)ope. Using (3.82) and (3.83) we can compute
all the sums in (3.75) except the one containing 〈a(0)n 〉 and obtain
F
(0)
ope(ξ) = −
ξ
(
12ξ2 +N − 4)
2 (ξ + 1)
log(ξ + 1) +
ξ3/2(N + 2− 6ξ)
(ξ + 1)
tan−1
(√
ξ
)
+ 6(ξ − 1)ξ log ξ +
∞∑
n=−1
〈a(0)n 〉ξn+1gope(2n+ 2; ξ) , (3.85)
11For further details about this use of discontinuities see [14].
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where n = −1 is the contribution from the identity operator. Comparing this to our result
(3.67) we identify
〈a(0)−1〉 =
N
2
, 〈a(0)0 〉 = −
N2 + 74N + 408
2(N + 8)
,
〈a(0)n≥1〉 = 24n− 2
N2 + 46N + 244
N + 8
− (N + 8)
(
3
n
+ 4Hn−1
)
,
(3.86)
where Hn is the n-th harmonic number,
Hn =
n∑
k=1
1
k
.
In order to extract 〈a(−1)n γ(2)n 〉 from F (1)ope we use (3.79). The discontinuity of F (1)ope in (3.67) is
Disc
−1<ξ<0
F
(1)
ope =36piiξ
1− ξ + 4ξ2
N + 8
log(−ξ)− 2piiξ 10N + 44 + (9N + 126)ξ + 72ξ
2
N + 8
log(ξ + 1)
+ 4piiξ
4N + 41− (55N + 2)ξ
N + 8
. (3.87)
We substitute the data (3.82), (3.83) and (3.86) into (3.79) and expand it in powers of ξ.
Comparing this with an analogous expansion of (3.87) order by order in ξ allows us to obtain
〈a(−1)0 γ(2)0 〉
〈a(−1)0 〉
=
(N + 2)(13N + 44)
2(N + 8)3
,
〈a(−1)n γ(2)n 〉
〈a(−1)n 〉
=− 2 6n
2(N + 20) + 13N + 50
(N + 8)2
Hn−1 +
36n4 − 3n2(N + 44)− 13N − 50
n (N + 8)2
+
n2
(
N(11N + 314) + 1628
)− 2 (N(2N + 77) + 398)
(N + 8)3
, n ≥ 1 . (3.88)
For n = 0, 1, 2 this agrees with the known anomalous dimensions for the operators φiφ
i,
(φiφ
i)2 [47] and (φiφ
i)3 [48]. We will see in the next section that for n > 2 our result (3.88)
contains averaged values with contributions of multiple operators that are degenerate at lower
orders in .
3.7 Comparison to known anomalous dimensions
At large N , the O(N) model is described by a non-linear σ-model, based on the field φi(x) and
the auxiliary field α(x), which has been intensively studied in [49–51]. The primary operators
can be ordered into classes (Y, p) by their irreducible O(N) representation Y and the number
p of constituent fields φi(x). These operators can be identified by the d-dependence of the
conformal dimensions at large N ,
∆p,q = p
(
d
2 − 1
)
+ q +O
(
1
N
)
, p, q ∈ N . (3.89)
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Each of these classes contains primary operators labelled by their conformal dimensions and
spins. The bulk operators that appear in the two-point function computed above are singlets
under O(N), i.e. Y = ∅. Furthermore, their spin is zero. Since we worked in the  expansion,
the value of p cannot be identified, however in order to form O(N) singlets, the number
of fields φi(x) has to be even. This means that the only operators that can appear in our
two-point function are scalars from the classes
(Y, p) = (∅, 2k) , k ∈ N . (3.90)
The class (∅, 0) was analyzed in detail in [51]. The scalars in this class are non-degenerate
and are given by powers of the auxiliary field. Their dimensions at large N are given by [51,
(5.7)],
∆αn+1 = 2n+ 2−
2dΓ(d+12 ) sin(pi
d
2)
pi
3
2 Γ(d2 + 1)
(n+ 1)
(
(n− 1)(d− 2) + n
2
(d− 4)(d− 1)
) 1
N
+O
( 1
N2
)
= 2n+ 2 + 6(n2 − 1) 
N
− 1
2
(
22n2 + 9n− 13) 2
N
+O(3) +O
( 1
N2
)
.
(3.91)
These dimensions match the large-N limit of the anomalous dimensions (3.83) at order O()
for any n. However, at O(2) the large-N limit of (3.88) is matched only for n = 0, 1, 2.
In [48], the anomalous dimensions of the operators (φiφ
i)n have been computed in the 
expansion to order O(2), which allows us to compare even beyond the large N expansion.
The result [48, (14)] is
∆(φiφi)n+1 = 2n+ 2 +
6(n2 − 1)
N + 8
− n+ 1
(N + 8)3
(
n
(
34(n− 1)(N + 8) + 11N2 + 92N + 212)
− 1
2
(13N + 44)(N + 2)
)
2 +O(3) . (3.92)
This also matches (3.88) for n = 0, 1, 2 but not for higher values of n. That the averaged
result (3.88) does not match the anomalous dimensions of these specific operators means
that for n ≥ 3 there are multiple operators that are degenerate at O() but not at O(2).
In the large-N classification this means that operators from the other classes (∅, 2k), k > 0
have to contribute. For small values of n there should be only a small number of degenerate
operators and it would be interesting to disentangle this further by matching (3.88) to sums
of anomalous dimensions for values of n beyond 2.
4 Conclusion
The most important result of this work, summarized in the box on page 6, is the identification
of a power ζ∆ˆ−λ as the BOE block for the layer susceptibility. In other words, each term in
the power series for the layer susceptibility in terms of the variable ζ can be attributed to a
single primary boundary operator. The powers determine the dimensions of these operators
and the coefficients map to the BOE coefficients of the two-point function.
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The perturbative calculation of the layer susceptibility is significantly simpler than that
of the correlation function. As a consequence, a viable path to derive a two-point function is
to calculate the layer susceptibility, identify the coefficients at powers of ζ and sum up the
BOE for the two-point function. We performed these steps for the correlator 〈φi(x)φi(x′)〉 in
the O(N) model at the extraordinary transition to order O() in the  expansion. We further
expanded the resulting two-point function in the bulk OPE channel, obtaining an average of
the bulk anomalous dimensions to order O(2). This can be seen as a consistency check and
matches the known anomalous dimensions of the operators φiφ
i, (φiφ
i)2 and (φiφ
i)3, implying
that for these operators there is no mixing problem to solve at this order.
The extraordinary transition is especially well suited for a study in terms of the BOE,
where the leading contributions come from only two operators. These are the displacement
operator, which appears in the longitudinal correlator, and an operator of dimension ∆ˆ = d−1
in the transverse correlator. Having the dimension of a conserved current, we expect the
latter to be related to the breaking of the O(N) symmetry at the extraordinary transition. In
contrast, an infinite number of operators contribute to the OPE already at the leading order.
For other examples like the ordinary or special transition, the bulk OPE data is known better
than the BOE data. For this reason, an interesting question is whether there is some other
physical quantity that is, like the layer susceptibility, equivalent to the two-point function
but simplifies the form of the OPE.
It would be interesting to apply our approach to higher orders in . At order O(3) one
needs to solve a mixing problem to derive the bulk spectrum of scalar operators. One could
also calculate the layer susceptibility and hence the two-point correlation function in other
theories. An immediate future direction would be to consider the O(N) vector models at
large N using the non-linear σ-model. Other examples where similar constructions could be
fruitful are the interface and defect CFTs. We hope to report on this in the future.
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A Feynman-graph expansion for m(z)
The one-loop Feynman-graph expansion for the one-point function 〈φ1(x)〉 = m(z) (see (3.4),
(3.23)-(3.24)) is given by12
m(z) = 0 + 0 = m0(z)− u0
2
0 − u0
6
(N − 1) 0 .
(A.1)
The one-loop graphs give the next-to-leading correction m1(z) to the mean-field profile m0(z),
m0(z) =
√
12
u0
1
z
. (A.2)
The tadpoles in (A.1) are given by the r → 0 limits of the free propagators (3.14),
y
= GL0 (r=0; y, y) = γL y
−2+ , γL =
6− 
2 + 
γT ; (A.3)
y
= GT0 (r=0; y, y) = γT y
−2+ , γT =
4− 

γD . (A.4)
Here γD is the constant factor in an analogous tadpole with the Dirichlet propagator, which
is given by the two first terms of gL0 in (3.14)-(3.15):
y
D
= GD0 (r=0; y, y) = γD y
−2+ , γD = − 2
−2+
Sd(d− 2) . (A.5)
Thus, for the one-loop Feynman integrals in (A.1) we have
0
=
∫ ∞
0
dy χL0 (z, y)G
L
0 (r=0; y, y)m0(y) =
√
12
u0
γL
(1 + )(4− ) z
−1+ (A.6)
0
=
∫ ∞
0
dy χL0 (z, y)G
T
0 (r=0; y, y)m0(y) =
√
12
u0
γT
(1 + )(4− ) z
−1+ . (A.7)
Inserting (A.6) and (A.7) into (A.1) we obtain
m1(z) = −
√
3u0
(1 + )(4− )
(
γL +
N−1
3
γT
)
z−1+ =
√
3u0
Sd(d− 2)
2−2+
(1 + )
(
6− 
2 + 
+
N−1
3
)
z−1+.
(A.8)
Taking into account that m1(z) is proportional to 1/ we write
m(z) =
√
12
u0
1
z
[
1 +
u0

c() z +O(u20)
]
, (A.9)
12Formally the same graphical expansion has been used in [52, Sec. V] for the ordinary transition at T < Tc.
For the case of our present interest, the extraordinary transition at T = Tc, see [34, p. 4668], and with N = 1
[33, p. 5843] and [18, App. A].
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where c() is finite as → 0.
The pole term ∼ 1/ in m1(z) has to be removed by the renormalization of the bare
coupling constant u0 in m0(z). In doing the vertex renormalization we follow [4, 33]. For the
present case of the O(N) model the analogue of [33, (3b)] is
u0 sd = uµ

[
1 +
N + 8
3
u

+O(u2)
]
, sd = (4pi)
−d/2. (A.10)
Here µ is an arbitrary momentum scale which represents the (momentum) dimension of u0
while the renormalized coupling constant u is dimensionless. The introduction of the scale µ
in (A.10) leads also to appearance of the dimensionless coordinate µz. In order to simplify
notation we shall omit µ in the following. In terms of the expansion parameter u we have
m(z) =
√
sd
√
12
u
1
z
[
1− N + 8
6
u

+
u

c()
sd
z +O(u2)
]
. (A.11)
Now, expanding the combination c()z/sd to first order in  we see that the pole terms cancel
as they should. Further, using in (A.11) the fixed-point value [4, (3.80)]
u∗ =
3
N + 8
[
1 + 3
3N + 14
(N + 8)2
+O(2)
]
, (A.12)
we obtain
m(z) = 2
√
sd
√
N + 8

z−1+

2
[
1 +
γE
4
+

2
ν(N)
N + 8
+O(2)
]
(A.13)
where ν(N) is
ν(N) = −N
2 + 31N + 154
N + 8
. (A.14)
In (A.13) we have exponentiated the ln z term. The power of z agrees with the general
form m(z) ∼ z−∆φ where 1 − /2 is just the free part ∆(0)φ of the scaling dimension of the
field, ∆φ = (d−2)/2+O(2). Noticing that sd = 1/(16pi2)[1+(/2) ln(4pi)+O(2)] we obtain
the  expansion
m(z) =
1
pi
√
N + 8

[
1 +
γE + lnpi
4
+

2
ν(N)
N + 8
+O(2)
]
(2z)−∆φ = µ0(2z)−∆φ . (A.15)
From this we can directly obtain the disconnected part (3.68) of the two-point function in
(3.67).
B Feynman integrals for the layer susceptibility
In this appendix we calculate the Feynman integrals appearing in (3.28) and (3.29) except
for (c) and (d) known from [8]. For completeness, we shall further transcribe the results for
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these two graphs. We start with the Feynman integrals (b) and (bT ). With χ
L,T
0 from (3.13)
and m0 and m1 from (A.2), (A.8), their calculation is straightforward:
0 1
(b)
=
∫ ∞
0
dy χL0 (z, y)m0(y)m1(y)χ
L
0 (y, z
′) (B.1)
= − 6
25
1
(1 + )(4− )
(
γL +
N−1
3
γT
)
z′1+ζ3 fL(ζ) ,
0 1
(bT )
=
∫ ∞
0
dy χT0 (z, y)m0(y)m1(y)χ
T
0 (y, z
′) (B.2)
= −2
3
1
(1 + )(4− )
(
γL +
N−1
3
γT
)
z′1+ζ2 fT (ζ) .
Here we defined the functions
fL(ζ) = z
′−1− ζ−3
∫ ∞
0
dy
min3(z, y)
max2(z, y)
y−2+
min3(y, z′)
max2(y, z′)
=
ζ
5 + 
+
1− ζ

+
1
5−  (B.3)
and
fT (ζ) = z
′−1− ζ−2
∫ ∞
0
dy
min2(z, y)
max(z, y)
y−2+
min2(y, z′)
max(y, z′)
=
ζ
3 + 
+
1− ζ

+
1
3−  (B.4)
with ζ from (2.17). In terms of these functions, the Feymnan integrals associated with the
tadpole graphs are
(c)
=
∫ ∞
0
dy χL0 (z, y)G
L
0 (r=0; y, y)χ
L
0 (y, z
′) =
1
25
γL z
′1+ζ3 fL(ζ) , (B.5)
(c′)
=
∫ ∞
0
dy χL0 (z, y)G
T
0 (r=0; y, y)χ
L
0 (y, z
′) =
1
25
γT z
′1+ζ3 fL(ζ) ,
(cT )
=
∫ ∞
0
dy χT0 (z, y)G
L
0 (r=0; y, y)χ
T
0 (y, z
′) =
1
9
γL z
′1+ ζ2 fT (ζ) ,
(c′T )
=
∫ ∞
0
dy χT0 (z, y)G
T
0 (r=0; y, y)χ
T
0 (y, z
′) =
1
9
γT z
′1+ ζ2 fT (ζ) .
In their evaluation we used the tadpoles GL0 (r=0; y, y) and G
T
0 (r=0; y, y) from (A.3), (A.4).
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The Feynman integral (d) has been calculated in [8]. It is given by
0 0
(d)
=
3
25u0
22+
Sd(d− 2) z
′1+ ζ3
(
ζK
5 + 
+
L− ζK

+
L
5−  +Hd(ζ)
)
, (B.6)
where the constants K and L are
K =
(2− )(72− 2)
6(2 + )(4 + )(6 + )
, L =
(2− )(4− )(6− )
48(2 + )
, (B.7)
and the function Hd(ζ) is
Hd(ζ) = f0(ζ) +
25 f1(ζ)
5 + 
(
(1− ζ)3+ + (1 + ζ)3+)+ 25 f2(ζ)
5 + 
(
(1− ζ)3+ − (1 + ζ)3+)
with
f0(ζ) =
5(2− )(7− )
48(1− 2) −
25(5− ) ζ−2
12(1− 2)(2 + )(3 + ) +
75(3− ) ζ−4
2(1− 2)(3 + )(4 + )(5 + )
+
300 ζ−6
(1 + )(2 + )(3 + )(5 + )(6 + )(7 + )
, (B.8)
f1(ζ) = −24(1− )(4 + )( ζ
−2 + ζ−6)− (432 + 282+ 672 + 23 + 4) ζ−4
4(1− 2)(2 + )(3 + )(4 + )(6 + )(7 + ) , (B.9)
f2(ζ) =
(50 + + 52)( ζ−3 + ζ−5)
2(1− 2)(2 + )(4 + )(6 + )(7 + ) . (B.10)
We are left with the diagrams (d′) and (dT ) which are the most complicated ones apart
from (d) due to the parallel integrations in inner loops. We begin with
0 0
(d′)
=
∫ ∞
0
dy
∫ ∞
0
dy′ χL0 (z, y)m0(y)B
T (y, y′)m0(y′)χL0 (y
′, z′) , (B.11)
where we defined
BT (y, y′) =
∫
dd−1r
[
GT0 (r; y, y
′)
]2 ≡ 2
Sd(d− 2) b
T (y, y′) . (B.12)
The function bT (y, y′) evaluates to
bT (y, y′|y < y′) = 1
4(1− )
(
|y−|−1+ + y−1++ + 2y′−1+ −
8y′−1+

)
− 1
(1 + )
|y−|1+ − y1++
y y′
− 1
 (1 + ) (3 + )
( |y−|3+ + y3++
y2 y′2
− 2
1− 
1
y2
(
4y′1+ − (3 + )|y−| y+ y′−1+
))
, (B.13)
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where y± = y ± y′. Since
bT (y, y′|y < y′) = y−1+ bT (1, y′/y|y < y′) , (B.14)
following [18] we do one of the two integrations in (B.11) without using the explicit form of
the function bT . The integrals are elementary, however one needs to take into account the
dependence of the susceptibilities (3.13) on relative magnitudes of their arguments. We fix
z < z′ which implies ζ = zz′ < 1 as in (2.17). As a result we obtain
0 0
(d′)
=
3
25u0
22+
Sd(d− 2) z
′1+ ζ3 Yd′(ζ) , (B.15)
with
Yd′(ζ) =
∫ ∞
1
dZ bT (1,Z)Z−3 fL
( ζ
Z
)
+
∫ 1/ζ
1
dZ bT (1,Z)Z2− fL
(
ζZ)
+ ζ−5+
∫ ∞
1/ζ
dZ bT (1,Z)Z−3 fL
(
(ζZ)−1) . (B.16)
Here the first integral originates from the integration region y < y′ where the substitution
Z = yy′ was used. The second and third terms stem from y > y′ with Z = y
′
y and the
integral was split into two parts at Z = 1ζ to get terms with a fixed ordering of arguments
of the susceptibilities. The functions fL and fT are again those of (B.3) and(B.4). The final
integration over Z results in
0 0
(d′)
=
9
u0
23+
Sd(d− 2) z
′1+ ζ3
4∑
i=1
gi(ζ) , (B.17)
where
g1(ζ) = − (2 + ) ζ
−4
12(−1 + )6 −
ζ−2
72(1− 2)(2 + ) +
2− 
120 2(1− )(5− ) −
(24− 2) ζ
180 2(2 + )(4 + )(5 + )
,
g2(ζ) =
3 + 
12(−1 + )7
(
ζ−5f3(ζ) + f4(ζ)
)
, (B.18)
g3(ζ) = − (7 + 3)
24(−1 + )7
(
ζ−3 f3(ζ) + ζ−2f4(ζ)
)
,
g4(ζ) =
10 + − 2
24 (−1 + )7
(
ζ−1f3(ζ) + ζ−4f4(ζ)
)
,
f3(ζ) = (ζ + 1)
 − (1− ζ) , f4(ζ) = (ζ + 1) + (1− ζ) , (B.19)
and (a)k = a(a+ 1) . . . (a+ k − 1) are again the Pochhammer symbols.
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The last Feynman integral to compute is
0 0
(dT )
=
∫ ∞
0
dy
∫ ∞
0
dy′ χT0 (z, y)m0(y)B
LT (y, y′)m0(y′)χT0 (y
′, z′) , (B.20)
where we defined
BLT (y, y′) =
∫
dd−1r GL0 (r; y, y
′)GT0 (r; y, y
′) =
2
Sd(d− 2) b
LT (y, y′) . (B.21)
A straightforward calculation yields
bLT (y, y′|y < y′) = |y−|
−1+ − y−1++
4(1− ) − 2
y′1+ + |y−|1+ + y1++
 (1 + ) yy′
+ 3
y′(y2+ − |y−|2)
 (1 + )(2 + ) y2y′
+
6
y3++ − |y−|3+
 (2 + ) (3 + )y2y′2
− 6 |y−|
5+ + y5++
 (2 + )(3 + )(5 + )y3y′3
− 12 y
′2+(|y−|2 − (3 + )y−y+ + y2+)
 (1 + )(2 + )(3 + )(5 + )y3y′2
.
The double integral in (B.20) can be done analogously to the one in (B.11). The first
integration yields
0 0
(dT )
=
1
3u0
22+
Sd(d− 2) z
′1+ ζ2 Y˜dT (ζ) , (B.22)
with
Y˜dT (ζ) =
∫ ∞
1
dZ bLT (1,Z)Z−2 fT
( ζ
Z
)
+
∫ 1/ζ
1
dZ bLT (1,Z)Z1− fT
(
ζZ)
+ ζ−3+
∫ ∞
1/ζ
dZ bLT (1,Z)Z−2 fT
(
(ζZ)−1) . (B.23)
The final integration over Z in (B.23) gives the result
0 0
(dT )
=
9
u0
22+
Sd(d− 2) z
′1+ ζ2
4∑
i=1
qi(ζ) , (B.24)
with
q1(ζ) =
1
()6
ζ−4 − 3− 
3(−1 + )5 ζ
−2 +
1 + (3− )
92(1− 2)(2 + )(3− ) −
2(2− )
92(2 + )(3 + )(4 + )
ζ ,
q2(ζ) =
50− 21+ 2
12(−1 + )7
(
ζ−3f3(ζ) + f4(ζ)
)
, (B.25)
q3(ζ) =
40− 11+ 2
4(−1 + )7
(
ζ−1f3(ζ) + ζ−2f4(ζ)
)
,
q4(ζ) =
1− 
2(−1 + )7
(
ζf3(ζ) + ζ
−4f4(ζ)
)
,
– 30 –
where f3(ζ) and f4(ζ) are defined in (B.19). After some algebra, the results (B.17) and (B.24)
can be brought to a form similar to (B.6).
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