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Time-Domain to Delay-Doppler Domain Conversion
of OTFS Signals in Very High Mobility Scenarios
Saif Khan Mohammed
Abstract—In Orthogonal Time Frequency Space (OTFS) mod-
ulation, information symbols are embedded in the delay-Doppler
(DD) domain instead of the time-frequency (TF) domain. In
order to ensure compatibility with existing OFDM systems (e.g.
4G LTE), most prior work on OTFS receivers consider a two-
step conversion, where the received time-domain (TD) signal
is firstly converted to a time-frequency (TF) signal (using an
OFDM demodulator) followed by post-processing of this TF
signal into a DD domain signal. In this paper, we show that
the spectral efficiency (SE) performance of a two-step conversion
based receiver degrades in very high mobility scenarios where
the Doppler shift is a significant fraction of the communication
bandwidth (e.g., control and non-payload communication (CNPC)
in Unmanned Aircraft Systems (UAS)). We therefore consider
an alternate conversion, where the received TD signal is directly
converted to the DD domain. The resulting received DD domain
signal is shown to be not the same as that obtained in the two-step
conversion considered in prior works. The alternate conversion
does not require an OFDM demodulator and is shown to have
lower complexity than the two-step conversion. Analysis and
simulations reveal that even in very high mobility scenarios, the
SE achieved with the alternate conversion is invariant of Doppler
shift and is significantly higher than the SE achieved with two-
step conversion (which degrades with increasing Doppler shift).
Index Terms—OTFS, Doppler Spread, Very High Mobility.
I. INTRODUCTION
Recently, Orthogonal Time Frequency Space (OTFS) modu-
lation has been introduced, which has been shown to be more
robust towards channel induced Doppler shift when compared
to multi-carrier systems (e.g., Orthogonal Frequency Division
Multiplexing (OFDM)) [1]–[3]. This is because, in OTFS
modulation, information is embedded in the delay-Doppler
(DD) domain instead of the time-frequency (TF) domain.
Due to the sparseness of the effective channel in the DD
domain [1]–[3], most OTFS receivers first convert the received
time-domain (TD) OTFS signal to the DD domain and then
perform detection in the DD domain [4]–[6].1 In order to en-
sure compatibility with existing OFDM based receivers, most
prior work on OTFS consider a two-step TD to DD domain
conversion, where, i) the received TD signal is converted to a
TF signal using the OFDM demodulator, and ii) this TF signal
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1In [7], a time-domain based Linear Minimum Mean Squared Estimation
(LMMSE) detector has been proposed. This detector considers the channel
path delay and Doppler shifts to be integer multiples of the delay and Doppler
domain resolution which results in a sparse banded structure of the inverse
LMMSE equalizer matrix, due to which the equalizer matrix can be computed
at low complexity. In the very high Doppler spread scenarios considered here,
the sparse banded structure is not valid and therefore this LMMSE detector
will have very high complexity in such scenarios.
is then converted to the DD domain [1], [4]–[6]. Although the
two-step conversion based OTFS receiver is significantly more
robust to Doppler shift when compared to OFDM [1]–[3], in
this paper we show that for very high mobility scenarios where
the Doppler shift is a significant fraction of the communication
bandwidth, the performance of the two-step conversion based
OTFS receiver degrades with increasing Doppler shift.2
In this paper, we therefore consider an alternate conversion,
where the received TD signal is directly converted to the
DD domain using its ZAK representation. There are possibly
several variants of the ZAK representation [9], but in this
paper we use the one considered by A. J. E. M. Janssen in
[10]. Subsequently, we refer to an OTFS receiver based on this
alternate conversion as the “ZAK receiver” and that based on
the two-step conversion as the “two-step receiver”. The novel
contributions of this paper are:
• In Section III we derive an expression for the ZAK
representation of the transmitted TD OTFS signal in terms
of the continuous delay and Doppler variables, τ and ν
respectively.
• In Section IV we consider an alternate TD to DD domain
conversion where the ZAK representation of the received
TD signal is sampled at discrete points in the DD domain.
The resulting expression for the sampled DD domain
signal is not the same as that obtained in the two-step
conversion considered in prior works.
• We show that the ZAK representation based alternate
conversion has a smaller complexity when compared to
the two-step conversion.
• Through analysis and simulations we show that in very
high mobility scenarios, the spectral efficiency (SE)
achieved by the ZAK receiver is almost invariant of the
Doppler shift and is greater than the SE achieved by the
two-step receiver (which degrades with increasing mobile
speed). One such scenario is the control and non-payload
communication (CNPC) between an Unmanned Aircraft
System (UAS) and a Ground Station (GS). This involves
low bandwidth communication (30 KHz) over a wireless
channel where the Doppler shift can be very high due to
high UAS speed [11], [12].
Notations: For x ∈ R, ⌊x⌋ is the greatest integer smaller
than or equal to x. E[·] denotes the expectation operator.
CN (0, σ2) denotes the circular symmetric complex Gaussian
distribution with variance σ2. For any matrix A, |A| denotes
2In [8], a low-complexity TD based OTFS equalizer has been proposed. The
effective channel matrix for which equalization is performed, is exactly same
as the effective DD domain channel in a two-step receiver, and therefore just
like the two-step receiver, the performance of this equalizer will also degrade
in very high mobility scenarios.
2its determinant and A[p, q] denotes the element in its p-th row
and q-th column.
II. OTFS MODULATION
In OTFS modulation, the delay-Doppler (DD) domain
information symbols x[k, l] , k = 0, 1, · · · , N − 1 , l =
0, 1, · · · ,M − 1 are firstly converted to Time-Frequency (TF)
symbols X [n,m] , m = 0, 1, · · · ,M − 1 , n = 0, 1, · · · , N −
1 through the inverse Symplectic Finite Fourier Transform
(ISFFT) [1], i.e.
X[n,m]=
1
MN
N−1∑
k=0
M−1∑
l=0
x[k, l] e−j2pi(
ml
M
−nk
N ). (1)
For a given T > 0 and ∆f = 1/T , these TF symbols are
then used to generate the time-domain (TD) transmit signal
which is given by the Heisenberg transform [1], i.e.
x(t) =
M−1∑
m=0
N−1∑
n=0
X[n,m] g(t− nT ) ej2pim∆f(t−nT ) (2)
where g(·) is the transmit pulse. When g(t) is approximately
time-limited to [0 , T ], the Heisenberg transform in (2) is
similar to OFDM where X [n,m] is the symbol transmitted
on the m-th sub-carrier (m = 0, 1, · · · ,M − 1) of the n-th
OFDM symbol (n = 0, 1, · · · , N − 1). Each OFDM symbol
is of duration T and the sub-carrier spacing is ∆f , i.e., each
OTFS frame has duration NT and occupies bandwidth M∆f .
Let us consider a channel consisting of L paths, where the
i-th path has gain hi, induces a delay τi (0 < τi < T ) and
a Doppler shift νi , i = 1, 2, · · · , L. Then, with x(t) as the
transmitted signal, the received signal is given by [13]
y(t) =
L∑
i=1
hi x(t− τi) ej2piνi(t−τi) + n(t) (3)
where n(t) is the additive white Gaussian noise (AWGN)
with power spectral density N0. Most prior work consider
a two-step OTFS receiver which is compatible with OFDM
receivers and where the received TD signal y(t) is first
converted to a discrete TF signal through the Wigner trans-
form i.e., Y˜ [n,m]
∆
=
∫∞
−∞ g(t − nT )y(t)e−j2pim∆ftdt , m =
0, 1, · · · ,M − 1, n = 0, 1, · · · , N − 1. This discrete TF
signal is then converted to a DD domain signal through the
Symplectic Finite Fourier Transform (SFFT) i.e., x̂[k′, l′]
∆
=
M−1∑
m=0
N−1∑
n=0
Y˜ [n,m]e
j2pi
(
ml′
M
−nk′
N
)
, k′ = 0, 1, · · · , N − 1, l′ =
0, 1, · · · ,M − 1 [1], [4]–[6]. With g(t) = 1/√T , 0 ≤ t < T
and zero otherwise, from (1), (2), (3) and the two-step receiver
operations (i.e., Wigner transform and SFFT), it follows that
x̂[k′, l′] =
N−1∑
k=0
M−1∑
l=0
x[k, l] ĥ[k′, l′, k, l] + n̂[k′, l′] (4)
where n̂[k′, l′] are the DD domain noise samples and
ĥ[k′, l′, k, l] is given by (5) (see top of next page).
III. THE ZAK REPRESENTATION OF OTFS SIGNAL
The ZAK transform of x(t) is given by [10]
Zx(τ, ν) ∆=
√
T
∞∑
k=−∞
x(τ + kT ) e−j2pikνT ,
−∞ < τ <∞ , −∞ < ν <∞. (6)
Due to the following result, the τ− and ν− domains are
called the “delay” and “Doppler” domain respectively, i.e.,
collectively we refer to them as the delay-Doppler (DD)
domain.
Theorem 1: Let x(t) be the transmitted signal and let there
be only one channel path with a delay of τ0 and a Doppler
shift of ν0. The ZAK transform of the noise-free received
signal y(t) = x(t− τ0)ej2piν0(t−τ0) is then given by
Zy(τ, ν) = ej2piν0(τ−τ0)Zx(τ − τ0, ν − ν0) (7)
i.e., delay and Doppler shift in time-domain results in a shift
along the τ− and ν− domains by τ0 and ν0 respectively.
Proof: From (6), the ZAK transform of y(t) is given by
Zy(τ, ν)=
√
T
∞∑
k=−∞
y(τ + kT ) e−j2piνkT
=
√
T
∞∑
k=−∞
x(τ − τ0 + kT ) ej2piν0(τ+kT−τ0) e−j2piνkT
= ej2piν0(τ−τ0)
√
T
∞∑
k=−∞
x(τ − τ0 + kT ) e−j2pi(ν−ν0)kT
(a)
= ej2piν0(τ−τ0)Zx(τ − τ0, ν − ν0) (8)
where step (a) follows from (6).
Let us consider g(t) to be
g(t) =
{
1√
T
, 0 ≤ t < T
0 , otherwise
. (9)
From (6) it follows that in the interval S ∆= {(τ, ν) | 0 ≤ τ <
T , 0 ≤ ν < ∆f}, the ZAK transform of g(t) in (9) is
Zg(τ, ν) = 1 , 0 ≤ τ < T , 0 ≤ ν < ∆f. (10)
From (6) it follows that for any n ∈ Z
Zg(τ − nT, ν)=
√
T
∞∑
k=−∞
g(τ − nT + kT ) e−j2pikνT
= e−j2piνnT
√
T
∞∑
k=−∞
g(τ + (k − n)T ) e−j2pi(k−n)νT
= e−j2piνnT Zg(τ, ν) (11)
i.e., Zg(τ, ν) is quasi-periodic along the delay domain [10].
From the above derivation it is clear that quasi-periodicity
holds not just for Zg(τ, ν) but is valid for the ZAK transform
of any finite energy time-domain signal. Also, for any m ∈ Z,
Zg(τ, ν +m∆f) = Zg(τ, ν) (see (2.20) and (2.21) in [10]).
Using these facts along with (10) it follows that
Zg(τ, ν)=ej2piν⌊ τT ⌋T , −∞ < τ <∞ , −∞ < ν <∞.(12)
The following theorem gives the expression for the ZAK
transform of the transmit OTFS signal x(t).
Theorem 2: The ZAK transform of x(t) in (2) is
3ĥ[k′, l′, k, l]=
L∑
i=1
hie
−j2pi νi
∆f
τi
T
([
1
N
N−1∑
n=0
e
−j2pin
(
k′−k
N
− νi
∆f
)]
ĥi,1[l
′, l] + e
j2pi
(
νi
∆f
− k′
N
)[
1
N
N−2∑
n=0
e
−j2pin
(
k′−k
N
− νi
∆f
)]
ĥi,2[l
′, l]
)
,
ĥi,1[l
′, l]
∆
=
(
1− τi
T
)
M
M−1∑
m=0
M−1∑
m′=0
e
j2pi
(
m′l′
M
−ml
M
−mτi
T
)
e
jpi(1+ τiT )
(
νi
∆f
−(m′−m)
)
sinc
((
1− τi
T
)( νi
∆f
− (m′ −m)
))
,
ĥi,2[l
′, l]
∆
=
(
τi
T
)
M
M−1∑
m=0
M−1∑
m′=0
e
j2pi
(
m′l′
M
−ml
M
−mτi
T
)
e
jpi
τi
T
(
νi
∆f
−(m′−m)
)
sinc
(
τi
T
(
νi
∆f
− (m′ −m)
))
. (5)
Zx(τ, ν) =
N−1∑
k=0
M−1∑
l=0
x[k, l] Φk,l(τ, ν) ,
Φk,l(τ, ν)
∆
=
Zg(τ, ν)
MN
M−1∑
m=0
N−1∑
n=0
[
e−j2pinT(ν−k
∆f
N )
ej2pim∆f(τ−
lT
M )
]
, (13)
where Zg(τ, ν) is given by (12).
Proof: See Appendix A.
From Theorem 2, it is clear that Φk,l(τ, ν) are the basis signals
in the DD domain. Taking the expression of Zg(τ, ν) from (12)
into (13), and using the fact that T∆f = 1, we get
Φk,l(τ, ν)= e
j2pi ν
∆f ⌊ τT ⌋w1
(
ν − k∆f
N
)
w2
(
τ − lT
M
)
,
w1(ν)
∆
=
1
N
N−1∑
n=0
e−j2pinνT = e
−jpi(N−1) ν
∆f
sin
(
piN ν
∆f
)
N sin
(
pi ν
∆f
)
w2(τ )
∆
=
1
M
M−1∑
m=0
ej2pim∆fτ = ejpi(M−1)
τ
T
sin
(
piM τ
T
)
M sin
(
pi τ
T
) . (14)
IV. AN ALTERNATE TD TO DD DOMAIN CONVERSION
In (14), apart from the quasi-periodicity term ej2pi
ν
∆f ⌊ τT ⌋,
the (k, l)-th basis signal Φk,l(τ, ν) is a product of two signals,
w1
(
ν − k∆f
N
)
and w2
(
τ − lT
M
)
, which are shifted versions of
the basic pulses w1(ν) and w2(τ) along the Doppler and delay
domain respectively. From (14) it is clear that w2
(
τ − lT
M
)
and w1
(
ν − k∆f
N
)
are localized around τ = lT/M along
the delay domain and around ν = k∆f/N along the Doppler
domain, respectively. From (14) it is also clear that the basic
pulses have a null at the centre location of all other shifted
versions, i.e., w1(ν = k∆f/N) = 0 , k = 1, · · · , N − 1
and w2(τ = lT/M) = 0 , l = 1, · · · ,M − 1. This suggests
a receiver where the received TD signal y(t) is directly
transformed to its ZAK representation Zy(τ, ν), followed by
sampling Zy(τ, ν) at integer multiples of T/M along the delay
domain and at integer multiples of ∆f/N along the Doppler
domain.
In this paper, we therefore consider an alternate conversion
of the TD signal y(t) in (3) to a DD domain signal, by
sampling the ZAK transform of y(t) (i.e., Zy(τ, ν)) at discrete
points (τ = l′T/M, ν = k′∆f/N), l′ = 0, 1, · · · ,M−1, k′ =
0, 1, · · · , N − 1, in the DD domain. Subsequently, we refer to
a OTFS receiver using this alternate conversion, as the “ZAK
receiver”. The sampled DD domain signal in the ZAK receiver
is then given by
Y [k′, l′]
∆
= Zy
(
τ =
l′T
M
, ν =
k′∆f
N
)
,
(a)
=
√
T
N∑
n=0
y
(
nT +
l′T
M
)
e−j2pin
k′
N
k′ = 0, 1, · · · , N − 1 , l′ = 0, 1, · · · ,M − 1 (15)
where step (a) follows from (6) and the fact that the received
signal y(t) is time-limited to the interval 0 < t < (N + 1)T .
This is because, the channel path delays are less than T (0 <
τi < T, i = 1, 2, · · · , L) and the transmit signal x(t) is limited
to the time interval 0 ≤ t < NT as g(t) is time-limited to
0 ≤ t < T (see the expression for x(t) in (2)). We also note
that the discrete time-domain samples y
(
nT + l
′T
M
)
, n =
0, 1, · · · , N, l′ = 0, 1, · · · ,M − 1 are obtained by sampling
y(t) at integer multiples of 1/(M∆f) = T/M . The ZAK
transform of y(t) in (3) is given by
Zy(τ, ν) (a)=
L∑
i=1
hi e
j2piνi(τ−τi)Zx(τ − τi, ν − νi) + Zn(τ, ν)
(b)
=
N−1∑
k=0
M−1∑
l=0
x[k, l]
[
L∑
i=1
hi e
j2piνi(τ−τi)e
j2pi
(ν−νi)
∆f
⌊
τ−τi
T
⌋
w1
(
ν − νi − k∆f
N
)
w2
(
τ − τi − lT
M
)]
+ Zn(τ, ν) (16)
where step (a) follows from Theorem 1 and step (b) follows
from Theorem 2 and (14). In (16), Zn(τ, ν) is the ZAK
transform of the AWGN n(t). Using (16) in (15), we get
Y [k′, l′] =
N−1∑
k=0
M−1∑
l=0
x[k, l] h˜[k′, l′, k, l] + Z[k′, l′]
h˜[k′, l′, k, l]
∆
=
L∑
i=1
hi[k
′, l′]
[
w1
(
(k′ − k)∆f
N
− νi
)
w2
(
(l′ − l)T
M
− τi
)]
Z[k′, l′]
∆
= Zn
(
l′T/M, k′∆f/N
)
hi[k
′, l′]
∆
= hi e
j2pi
νi
∆f
(
l′
M
− τi
T
)
e
j2pi
(
k′
N
− νi
∆f
)⌊(
l′
M
− τi
T
)⌋
k′ = 0, 1, · · · , N − 1 , l′ = 0, 1, · · · ,M − 1. (17)
The noise samples in the DD domain are given by
Z[k′, l′] = Zn
(
l′T
M
,
k′∆f
N
)
(a)
=
√
T
N∑
k=0
n
(
l′T
M
+ kT
)
e−j2pik
k′
N
=
√
T
N−1∑
k=0
n
(
l′T
M
+ kT
)
e−j2pik
k′
N +
√
T n
(
l′T
M
+NT
)
k′ = 0, 1, · · · , N − 1 , l′ = 0, 1, · · · ,M − 1 (18)
where step (a) follows from (6) and the fact that the received
signal y(t) is time-limited to 0 < t < NT . By comparing the
4expression for ĥ[k′, l′, k, l] in (5) and h˜[k′, l′, k, l] in (17) it
is clear that the received discrete DD domain signal for the
two-step receiver (i.e. x̂[k′, l′] in (4)) is not the same as that
for the ZAK receiver (see Y [k′, l′] in (17)).
From (15) it is clear that for a given l′, Y [k′, l′] can
be computed for all k′ = 0, 1, · · · , N − 1 using a N-
point Discrete Fourier Transform (DFT) whose complexity
is O(N logN). Therefore the complexity of the alternate
conversion, i.e., computing Y [k′, l′] from y(t) for all k′ =
0, 1, · · · , N − 1 , l′ = 0, 1, · · · ,M − 1 is O(MN logN). For
the two-step conversion, the complexity of computing SFFT
is O(MN log(MN)) which is greater than O(MN log(N)).
Further, the alternate conversion does not require an OFDM
demodulator.
With information symbols x[k, l] ∼ i.i.d. CN (0, E),
E
[∫∞
−∞|x(t)|2dt
]
= E (follows from (27) in Appendix A).
Since x(t) is time-limited to NT seconds, the average transmit
power is E/NT . With a communication bandwidth of M∆f ,
the AWGN power at the receiver is M∆fN0 and therefore
the ratio of the transmit power to the receiver noise power is
ρ
∆
=
E/NT
M∆fN0
=
E
MNN0
. (19)
Let the received DD domain samples Y [k′, l′] and the trans-
mitted information symbols x[k, l] be arranged into vectors y
and x respectively as given by (20) (see top of next page).
From (17) it then follows that
y = Hx + z (21)
where z is the vector of noise samples in the DD domain
(see (20)) and H ∈ CMN×MN is the equivalent DD domain
channel matrix. The element of H in its (l′+k′M +1)-th row
and (l + kM + 1)-th column is h˜[k′, l′, k, l] (see (17)). Let
Kz
∆
= E[z zH ] denote the covariance matrix of z. In (18), the
AWGN samples n
(
l′T
M
+ kT
)
, l′ = 0, 1, · · · ,M − 1, k =
0, 1, · · · , N are i.i.d. CN (0,M∆fN0),3 and therefore the
element of Kz in its (k1M+l1+1)-th row and (k2M+l2+1)-
th column is given by
Kz[k1M + l1 + 1, k2M + l2 + 1] = E[Z[k1, l1]Z
∗[k2, l2]]
=

MNN0
(
1 + 1
N
)
, k1 = k2 , l1 = l2
MNN0
(
1
N
)
, k1 6= k2 , l1 = l2
0 , l1 6= l2
. (22)
From (22) it is also clear that
lim
N→∞
Kz
MNN0
= I (23)
where I denotes the MN×MN identity matrix. With perfect
knowledge of H at the receiver and joint equalization of all
MN information symbols in the DD domain, the achievable
spectral efficiency (SE) of the ZAK receiver is given by [14]
3As the communication bandwidth is M∆f = M/T , the received time-
domain signal is filtered with a low-pass filter having bandwidth M/T
due to which noise samples taken at integer multiples of T/M are i.i.d.
CN (0,M∆fN0).
CZak
(a)
=
1
MN
log2
∣∣∣∣∣I+ ρHH
(
Kz
MNN0
)−1
H
∣∣∣∣∣
≈ 1
MN
log2
∣∣∣I+ ρHHH∣∣∣ (Large N) (24)
where step (a) follows from (19) and (21), and the approxi-
mation follows from (23).
Example: In the following we compare the ZAK receiver
and the two-step receiver for a single-path channel (i.e., L = 1)
with zero delay and a Doppler shift equal to an integer multiple
of ∆f i.e., ν1 = q∆f, q ∈ {0, 1, · · · ,M − 1}. From (5) and
(17) we then have
ĥ[k′, l′, k, l] =h1e
j2pi
ql′
M δ[k − k′]
[
1
M
M−1−q∑
m=0
ej2pim
(l′−l)
M
]
h˜[k′, l′, k, l] =h1e
j2pi ql
′
M δ[k − k′] δ[l − l′] (25)
where δ[k], k ∈ Z is one when k = 0 and is zero for all
other k 6= 0. Just as in (21) for the ZAK receiver, for the two-
step receiver also, let Ĥ ∈ CMN×MN denote the effective
DD domain channel matrix whose element in its (k′M + l′ +
1)-th row and (kM + l + 1)-th column is ĥ[k′, l′, k, l]. The
spectral efficiency achieved by the two-step receiver is C
∆
=(
log2
∣∣∣I+ ρĤHĤ∣∣∣) /(MN). Let Î[k1, k2, l1, l2] denote the
element of ĤHĤ in its (k1M + l1 + 1)-th row and (k2M +
l2 + 1)-th column. From (25) it then follows that
Î[k1, k2, l1, l2]= δ[k1 − k2]|h1|2 1
M
M−q−1∑
m=0
ej2pi
m(l1−l2)
M .(26)
For the ZAK receiver, from (25) it follows that HHH =
HHH = |h1|2I, and therefore from (24) it follows that for
large N , CZak ≈ log2(1+ρ|h1|2) which is same as the capacity
of an ideal single-path channel without any Doppler shift.
Further, from (26) it follows that ĤHĤ is a block diagonal
matrix where each block along the diagonal is aM×M matrix
A whose element in the (l1+1)-th row and (l2+1)-th column
is |h1|2 1M
M−q−1∑
m=0
ej2pi
m(l1−l2)
M , l1 = 0, 1, · · · ,M − 1 , l2 =
0, 1, · · · ,M − 1. The spectral efficiency achieved by the two-
step receiver is thereforeC = 1
M
log2 |I+ ρA|. One can check
that A is a positive semi-definite matrix and the DFT vectors
up =
1√
M
(
1, e
j2pip
M , · · · , e j2pip(M−1)M
)T
, p = 0, 1, · · · ,M − 1
are a set of M orthonormal eigen-vectors of A with corre-
sponding eigen-values λp = |h1|2 , p = 0, 1, · · · , (M − q− 1)
and λp = 0 , p = (M − q), · · · ,M − 1. From this it follows
that C = 1
M
log2 |I+ ρA| =
(
1− q
M
)
log2(1 + ρ|h1|2) =(
1− ν1
M∆f
)
log2(1 + ρ|h1|2) which is clearly less than CZak.
Therefore, if the ratio of the Doppler shift to the commu-
nication bandwidth (i.e., ν1/(M∆f)) is high, the spectral
efficiency of the two-step receiver will be significantly less
than CZak.
V. NUMERICAL SIMULATIONS
In this section we compare the average spectral efficiency
(SE) achieved by the two-step OTFS receiver and the ZAK
5y
∆
= (Y [0, 0], Y [0, 1], · · · , Y [0,M − 1], Y [1, 0], · · · , Y [1,M − 1], · · · , Y [N − 1, 0], · · · , Y [N − 1,M − 1])T
x
∆
= (x[0, 0], x[0, 1], · · · , x[0,M − 1], x[1, 0], · · · , x[1,M − 1], · · · , x[N − 1, 0], · · · , x[N − 1,M − 1])T
z
∆
= (Z[0, 0], Z[0, 1], · · · , Z[0,M − 1], Z[1, 0], · · · , Z[1,M − 1], · · · , Z[N − 1, 0], · · · , Z[N − 1,M − 1])T . (20)
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Fig. 1: Spectral Efficiency versus UAS speed (m/s).
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Fig. 2: Spectral Efficiency (bps/Hz) versus ρ (dB).
receiver for control and non-payload communication (CNPC)
between an Unmanned Aircraft System (UAS) and a Ground
Station (GS) when the aircraft is en-route at an altitude of
about 10 Km [11]. For the en-route scenario a widely accepted
model is the two-path model, with the direct path having a
deterministic gain and the reflected path having a Rayleigh
faded gain, i.e., h1 =
√
K/(K + 1), h2 ∼ CN (0, 1/(K +1))
[12]. In [12] it is mentioned that K is typically 15 dB and is
usually not below 2 dB. The delay between these two paths is
33µs (i.e., τ1 = 0, τ2 = 33µs). The Doppler shift for the two
paths is ν1 = vfc/c, ν2 = (vfc/c) cos (pi − ωU) where v is
the speed of the aircraft, c is the speed of light, fc is the carrier
frequency, U is uniformly distributed in [0 , 1] and ω = 3.5◦
is the Doppler beamwidth [12]. The total time duration for
a downlink CNPC frame is 23 ms, the channel bandwidth
is 30 KHz and fc = 5.06 GHz [11]. We therefore choose
M = 15, N = 46 and ∆f = 2 KHz.
In Fig. 1 we plot the average SE achieved by the two-step
receiver (i.e., E[C] = (1/MN)E
[
log2
∣∣∣I+ ρĤHĤ∣∣∣]) and
that achieved by the ZAK receiver (i.e., E[CZak], see (24)), as
a function of increasing UAS speed for a fixed ρ = 10 dB.
The averaging of the SE is w.r.t. h2 and ν2. It is observed that
the SE of the two-step receiver decreases with increasing UAS
speed whereas that of the ZAK receiver is almost invariant of
the Doppler shift. At high UAS speed of 400 m/s (ratio of
the maximum Doppler shift to the bandwidth is 0.225) and a
typical K = 15 dB, the SE achieved by the ZAK receiver is
roughly 0.7 bits/s/Hz higher than that achieved by a two-step
receiver. In Fig. 2, we study the SE comparison as a function
of increasing ρ for a fixed UAS speed of 400 m/s. To achieve
a desired high SE, the two-step receiver needs a significantly
higher transmit power when compared to the ZAK receiver.
APPENDIX A
PROOF OF THEOREM 2
From (1) and (2) it follows that
x(t) =
N−1∑
k=0
M−1∑
l=0
x[k, l] φk,l(t)
φk,l(t)
∆
=
M−1∑
m=0
N−1∑
n=0
g(t− nT )
MN
ej2pin
k
N ej2pim∆f(t−
lT
M ). (27)
Taking the ZAK transform of the expression for x(t) in (27),
from (6) we have
Zx(τ, ν) =
N−1∑
k=0
M−1∑
l=0
x[k, l] Φk,l(τ, ν) , where
Φk,l(τ, ν)
(a)
=
√
T
∞∑
k′=−∞
φk,l(τ + k
′T )e−j2piνk
′T
(b)
=
M−1∑
m=0
N−1∑
n=0
1
MN
ej2pi(
nk
N
−ml
M )
[√
T
∞∑
k′=−∞
ej2pim∆f(τ+k
′T )
g(τ + k′T − nT )e−j2piνk′T
]
(28)
where step (a) follows from (6) and step (b) follows from
substituting the expression for φk,l(t) from (27) into the R.H.S.
of step (a). The ZAK transform of g(t− nT ) is
√
T
∞∑
k′=−∞
g(τ + k′T − nT )e−j2pik′νT (a)= e−j2piνnTZg(τ, ν) (29)
where Zg(τ, ν) is the ZAK transform of g(t) and step (a)
follows from the first and third equality in (11). Using (29)
in (28) along with the fact that ej2pim∆f(τ+k
′T ) = ej2pim∆fτ
(since T∆f = 1) completes the proof.
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