This article describes a new model that predicts the subjective lateral position of bandpass stimuli. It is assumed, as in other models, that stimuli are bandpass filtered and rectified, and that the rectified outputs of filters with matching center frequencies undergo interaural cross correlation. The model specifies and utilizes the shape and location of assumed patterns of neural activity that describe the cross-correlation function. Individual modes of this function receive greater weighting if they are straighter (describing consistent interaural delay over frequency) and/or more central (describing interaural delays of smaller magnitude). This weighting of straightness and centrality is used by the model to predict the perceived laterality of several types of low-frequency bandpass stimuli with interaural time delays and/or phase shifts, including bandpass noise, amplitude-modulated stimuli with time-delayed envelopes, and bandpass-filtered clicks. This model is compared to other theories that describe lateralization in terms of the relative contributions of information in the envelopes and fine structures of binaural stimuli.
I. MOTIVATION FOR THE MODEL
Recently, Trahiotis and Bernstein (1986) noted that the lateral position of the image of a low-frequency bandpass noise was dramatically affected by changes in the bandwidth of the stimulus. For example, consider the results in Fig. 1 , which shows how bandwidth affects the lateral position of a band of noise presented with a center frequency of 500 Hz and an ITD of 1500/•s. These data, which are part of a larger study that is currently being prepared for publication (Trahiotis and Stern, 1988), were obtained using methods described in detail in Bernstein and Trahiotis (1985a) . Position is expressed in terms of the interaural intensity difference (IID) of a second narrow band of noise called the pointer. Listeners adjusted the IID of the pointer so that its position matched that of the stimulus of interest. Note that the sound is perceived toward one side of the head with narrow bandwidths, but moves to the other side of the head as the bandwidth is increased to only 400 Hz.
In retrospect, it is easy to understand why this phenomenon is observed. For very narrow bandwidths, the noise source closely resembles a pure tone of 500 Hz. Consider a 500-Hz tone presented with the signal to the left ear time delayed relative to the signal to the right ear by 1500/•s. This stimulus is equivalent to one in which the signal to the left ear is leading the signal to the right ear by 500/•s, because the period era 500-Hz tone is 2000/zs. Consequently, the image of the binaural sound is perceived toward the left side of the head. As bandwidth is increased, however, the signal becomes less and less tonelike. In the limiting case, one is presented with broadband noise with the signal to the right ear leading the signal to the left ear by 1500/zs, and this signal would certainly be lateralized toward the right (or "leading") side of the head. This raises the question of how the auditory system is able to determine that the signal to the right ear is leading the signal to the left ear by 1500/•s when the signal is sufficiently broad in bandwidth, even though it is "fooled" when the bandwidth is smaller.
The perception of these stimuli can be easily understood in terms of how the auditory system is likely to process them. Most theories of binaural interaction assume that peripheral auditory processing can be modeled (at least in part) by passing signals to each ear through a bank of parallel bandpass filters, each with a slightly different center frequency. It is usually further assumed that the auditory system performs some sort of interaural cross correlation on the outputs of the bandpass filters. If the bandwidth of a 500-Hz stimulus were sufficiently broad, the ITD would be readily identifiable because the locus of the peaks is a straight and vertical line at only the value of the interaural delay parameter •-corresponding to that ITD (1500/•s in this case). This "straightness" could very well be the cue used to recognize that the interaural delay of the stimulus is exactly 1500/•s. Since real sounds emitted by point sources produce ITDs that are consistent over a range of frequencies, the "straighter" a particular line or trajectory of maxima, the more that trajectory is likely to represent the actual ITD of the stimulus. On the other hand, if the signal is very narrow in bandwidth, the auditory system is unable to distinguish between the various peaks because there is not enough range of frequencies to estimate adequately the "straightness" of any trajectory. Under these circumstances, we believe that the auditory system tends to lateralize the sound toward the side of the head of the basis of the trajectory that is closest to thef axis, i.e., the most "central" locus of maxima. We believe that the more central trajectories are weighted more heavily because there are more binaural coincidence-counting units with small internal interaural delays than there are neural units with larger internal delays. This is a common assumption in binaural models (e.g., Sayers and Cherry, 1957; Colburn, 1977 ) and was used by Jeffress in a remarkably insightful qualitative attempt to explain essentially identical auditory phenomena in 1972 (Jeffress, 1972, pp. 357-358 In many cases (including the 500-Hz noise with a 1500-#s ITD), either straightness or centrality considered in isolation would cause the sound to be lateralized toward different sides of the head. We believe that, in these cases, lateral position is the result of some type of resolution of these conflicting pieces of information (perhaps not unlike the , "trade" of interaural timing and intensity information that -4000 characterizes the lateralization of simple stimuli with small interaural differences).
In order to examine the extent to which straightness plays a role in the lateralization of complex stimuli, it is use- "pulling" the image of the noise toward the right side because it becomes increasingly less straight, while simultaneously the trajectory around -500 its becomes more straight (Fig. 3) . Note that the stimulus with an IPD of 270 ø and an ITD of 0 its produces a pattern of cross correlation for which both straightness and centrality would tend to cause the image to be lateralized toward the left side of the head (as is seen in the data of The above efforts notwithstanding, we feel that the complexity of the position-variable model and its implementation can obscure some of the fundamental aspects of the stimuli and how they affect the overall trends of predictions of any model. Consequently, we focused upon a "weightedimage model" that formalizes the notions of "straightness" and "centrality" and uses them to more easily obtain quantitative predictions of the laterality of complex stimuli. We now describe this model in detail.
II. THE WEIGHTED-IMAGE MODEL
The weighted-image model was developed to refine our understanding of the concepts of straightness and centrality that were qualitatively described above, and to explore the extent to which they could account for several binaural phenomena. Because we wished to explore a number of phenomena for which the auditory-nerve response is not well speci- Raatgever's results do not extend to frequencies above 1200 Hz, so, at these frequencies, we assume that q(f) is a con- The parameter Ko in Eq. (4) determines the relative weighting of straightness and centrality in the theoretical predictions with straightness contributing to the predictions more if Ko is smaller in magnitude. The predictions of this article were obtained using a value of 0.035 for K o, which seems to best describe the data of Fig. 4 . In general, we expect that the best value ofK o would vary from subject to subject, since the relative salience of the straightness and centrality cues are likely to differ for different individuals. We are currently examining the extent to which subject-to-subject variability in a number of additional low-frequency lateralization results can be accounted for by varying the parameter K o in the weighted-image model.
It is difficult to succinctly characterize the sensitivity of the predictions to the exact form of the functionsp (r, f) and q(f) because the effects of the two functions interact with each other in a complex fashion. Nevertheless, we are convinced that, even though the exact numerical predictions of the model depend on the specific form that is chosen for these two functions, the form of these predictions (and therefore the extent to which they qualitatively describe the form of the observed data) will remain the same for any reasonable pulse shapes.
III. COMPARISONS OF THE MODEL TO EXPERIMENTAL

DATA
In this section, we present and discuss comparisons of the predictions of the weighted-image model to the results of several experimental studies. At present, these comparisons are limited to low frequencies because we believe that lateralization above 1500-2000 Hz is affected by the well-known inability of the peripheral auditory system to track the fine structure of these higher frequency stimuli. We believe that the trade-off between straightness and centrality proposed above operates in the same fashion at higher frequencies, even though processing must be based only on the ITDs of the envelopes of these stimuli. However, quantitative predictions for these stimuli would require a much more detailed specification of how they are processed physiologically than the very simple description of the peaks of the cross-correlation function that is the basis for the weighted-image model.
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where co c is the carrier frequency and to., is the modulator frequency. Bernstein and Trahiotis considered two types of ITD: waveform delay (in which both the fine structure and low-frequency envelope were delayed equally; i.e., v½ equaled r., ) and modulator delay (in which only the envelope contained an ITD and the carrier remained interaurally in phase, i.e., r c equaled 0). Figure 7 shows an average (over three subjects) of the lateral postion of 500-Hz tones, and SAM tones with modulation frequencies of 25 and 50 Hz. For a small number of ITDs, data points are available for only two of the three subjects. Missing data points from a given subject were estimated by linearly interpolating between adjacent data points for that subject, weighted according to differences of the ITDs. As seen in Eqs. (7a) and (7b), sinusoidally amplitudemodulated tones consist of three sinusoids (one at the carrier frequency and one each at the carrier frequency plus and minus the modulator frequency). Although these stimuli are easy to describe mathematically, it is dincult to predict accurately the physiological response that they produce. Specifically, the precise interaural cross-correlation function that would be observed for SAM tones depends on the exact bandwidth of the peripheral auditory filters, the amount of two-tone suppression produced by the stimuli, and other details of physiological processing that are not specified explicitly in the simple weighted-image model. In order to obtain a basic understanding of how the factors of straightness and centrality come into play for the data of Bernstein and Trahiotis without further complicating the model, we obtained predictions for a simple type of stimulus that is closely related to the SAM tone. Specifically, we converted the line spectrum of the SAM tones to a continuous bandpass spectrum with interaural phase shifts that were equal at the frequencies of the carrier and of the two sidebands and that were linearly interpolated between these frequencies. In other words, the IPD of the stimuli at any frequency between the of maxima span only a very narrow bandwidth, and lateralization must be dominated by the relative centrality of the trajectories. The most central trajectory is at r = 700 $ts for an ITD of 700/•s (Fig. 9) , and it passes through r = -700 /•s for an ITD of 1300 its (Fig. 10) . As the frequency of modulation of the SAM tones increases, the trajectories of maxima of the cross-correlation function span an increasingly wider range of frequency, and the weighted-image model predicts that the trajectories that are straighter should be weighted increasingly more heavily. For the stimulus with the 700-/_rs waveform delay, the more central trajectory at 700/•s is also the straighter one, and hence lateral position should remain relatively unchanged as the frequency of modulation increases. When the waveform ITD is 1300 however, the trajectory at 1300/•s is the straightest. Therefore, as the frequency of modulation increases, the lateral position is predicted to change as the trajectory at 1300 becomes weighted increasingly more heavily because it is straighter than the more central trajectory at -700 Application of the straightness and centrality concepts for the original SAM tone data would also produce predictions that exhibit the major trends seen in Fig. 8 because SAM stimuli with waveform delays (like all other stimuli) always produce a straight trajectory at the value off corresponding to the ITD, regardless of the specifics of the model. The other trajectories would take on a form that is more complex than the loci shown in Figs. 9 and 10, but they will be relatively less straight in all cases. In summary, predictions will be dominated by centrality considerations at small :modulation frequencies, but straightness becomes an increasingly important factor as the modulation frequency increases.
Tl•e predictions in Fig. 8 of stimulus components near about 700 Hz for the lateralization of complex stimuli. This "dominant region" effect has been explored by Raatgever (1980) and others, and it is reflected in the model by the frequency-weighting function q ( f ) (Fig. 5 ) . In order to explore further the importance of straightness and the dominant-frequency effect in the lateralization data of Fig. 11 , we obtained two additional sets of predictions ofthe model for these stimuli. First, we removed the straightness weighting from the predictions by setting the straightness parameter tr• equal to zero. Second, we removed the effects of the dominant frequency region by setting the frequency-weighting function to a constant independent of frequency. These predictions confirm Henning's hypothesis in that the shape of the predictions was affected by removing the frequency-weighting function but not by removing the straightness-weighting parameter.
IV. DISCUSSION
A. Limitations of the weighted-image model
Although we believe that the basic conceptual framework of the weighted-image model is valid and useful, it is clear to us that many details need to be worked out more carefully. For example, while we estimated the straightness of each trajectory for the theoretical predictions by computing its second central moment along the v axis (i.e., its "variance"), there are a number of other equally plausible measures that need to be explored. Presently, we are especially concerned with trying to understand how the relative weighting of the centroids of the maxima should be determined.
In addition, the weighted-image model in its present form has some fundamental weaknesses. The most significant structural weakness of the model is that it describes mechanisms of lateralization in terms of operations on trajectories of maxima of the cross-correlation function without specifying how the system is able to identify these maxima and cluster them into discrete trajectories. While some stimuli (such as broadband noise presented with an ITD of the entire waveform) exhibit cross-correlation functions with clearly identified trajectories of maxima in the •--f plane, other stimuli (such as SAM tones with modulator delays equal to half the period of the carrier component) produce cross-correlation functions that appear to split and merge at various frequencies. The weighted-image model cannot be easily applied to such stimuli. Other stimuli such as SAM tones with high carrier frequencies produce crosscorrelation functions with many small local maxima and minima, and some criteria must be established for identifying which are the "important" maxima. Finally, we again note that the auditory system becomes unable to track the fine structure of stimuli as frequency increases about 1600
Hz. As a result, many of the maxima and minima of the interaural cross-correlation functions will become less pronounced as timing information about the fine structure diminishes. In order for the model to describe the perception of these stimuli, it must be modified so that it can specify when these peaks become too small to affect perception.
We believe we have gained a great deal of insight by analyzing predictions of the weighted-image model even though it has the shortcomings cited above. For example, we found that the trade between straightness and centrality in the model plays a very important role in understanding the lateralization of bandpass noise as a function of bandwidth (Fig. 4) and low-frequency SAM tones as a function of modulation frequency (Fig. 7) . On the other hand, straightness does not greatly affect lateralization in other cases such as experiments using tonal stimuli, and the laterality of lowfrequency transients presented with pure group delays (Fig.   11 ).
Presently, we believe that the best research strategy is to incorporate the best features of the weighted-image model into a more physiologically plausible model in order to adequately describe these complex stimuli. We are currently attempting to modify the position-variable model (Stern and Colburn, 1978) to incorporate an attribute similar to the straightness of the trajectories in the weighted-image model.
B. Envelope detection or consistency over frequency?
Many recent discussions of the processing of complex and high-frequency binaural stimuli have focused on the relative salience of timing information that can be provided by the envelopes as compared to the fine structure of the stimulus. Some researchers discuss information obtained from the envelope in terms of group delay, or the local slope of the phase spectrum. (Variations of the fine structure can be discussed in terms of phase delay, which, at a given frequency, is equal to the IPD divided by the frequency.) It is reasonable, then, to think of the salience of timing information available in the envelopes of complex stimuli in terms of the extent to which group delay is consistent over a range of frequencies. Ifa particular stimulus has a group delay that is consistent over frequency, that group delay will correspond to an interaural phase difference that increases linearly with frequency. This, of course, is exactly the condition encountered if one has a stimulus with an ITD that is consistent over frequency, which produces a stimulus with at least one perfectly straight trajectory. In other words, those stimuli that produce trajectories that are straight in the v-f plane are also exactly those stimuli that tend to exhibit pronounced envelopes with interaural timing information that can be used for localization. As a stimulus condition is manipulated in such a way as to decrease the amount of straightness, the salience of the envelope is also likely to decrease. As a result, one cannot distinguish on the basis of these data and predictions along whether the phenomena are mediated by processing of interaural delays of the envelopes of the stimuli (in the strict sense), or by the competition between the straightness of the trajectories of the cross-correlation function versus the centrality of the various modes in that function.
We generally believe that consideration of the straightness versus the centrality of the modes of the interaural cross-correlation function is a more intuitively pleasing way to think of how we process binaural sounds than comparisons of the ITDs of the envelope versus the fine structure of the stimuli, or comparisons between interaural group delay versus phase delay. First, theories based on emphasis of the straight components of the cross-correlation function are based on a pattern recognition concept, that of searching for the ITD that is most likely to be generated by a physical sound source. Second, we believe that the straightness--centrality trade describes the lateralization phenomena equally well at high frequencies (at which timing information in the envelopes is generally assumed to mediate lateralization) as it does for stimuli at low frequencies (at which timing information in the fine structure of a sound had been previously assumed to mediate lateralization). As discussed above, envelopes ofhigh-frequency stimuli possess ITDs that are consistent over a range of frequencies. The weighted-image model is not very well suited to describe the lateralization of these higher frequency stimuli because it cannot neglect the cycle-by-cycle information that they contain. We are confident that a more physiologically plausible model that incorporates the concepts of straightness and centrality should be able to describe these high-frequency data.
V. SUMMARY AND CONCLUSIONS
In this article we examined the results of several studies of the subjective laterality of low-frequency complex binaural sounds. We found that many of the phenomena considered can be predicted by a very simple model that is based on the centroids of the trajectories of the maxima of the interaural cross-correlation function of the stimuli after peripheral bandpass filtering. In order for the model to predict the data, it must weigh more heavily the contributions of those regions of the cross-correlation function for which the ITD of the stimulus is consistent over a range of frequencies. We believe that this property ofthe model and the data are a consequence of a natural tendency of the auditory system to attempt to form perceptual images under assumptions that the sound source is physiologically realizable. Because of this we believe that it is more appropriate to model the lateralization of complex binaural stimuli in terms of the consistency of the interaural cues presented over a range of frequencies than in terms of physical attributes such as phase delay versus group delay.
