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STOCHASTIC MONOTONICITY OF MARKOVIAN
MULTI-CLASS QUEUEING NETWORKS
By H. Leahu, M. Mandjes
University of Amsterdam
Multi-class queueing networks (McQNs) extend the classi-
cal concept of Jackson network by allowing jobs of different
classes to visit the same server. While such a generalization
seems rather natural, from a structural perspective there is a sig-
nificant gap between the two concepts. Nice analytical features
of Jackson networks, such as stability conditions, product-form
equilibrium distributions, and stochastic monotonicity do not
immediately carry over to the multi-class framework.
The aim of this paper is to shed some light on this structural
gap, focusing on monotonicity properties. To this end, we in-
troduce and study a class of Markov processes, which we call
Q-processes, modeling the time evolution of the network configu-
ration of any open, work-conservativeMcQN having exponential
service times and Poisson input. We define a new monotonicity
notion tailored for this class of processes. Our main result is
that we show monotonicity for a large class of McQN models,
covering virtually all instances of practical interest. This leads
to interesting properties which are commonly encountered for
‘traditional’ queueing processes, such as (i) monotonicity with
respect to external arrival rates and (ii) star-convexity of the
stability region (with respect to the external arrival rates); such
properties are well known for Jackson networks, but had not
been established at this level of generality.
This research was partly motivated by the recent development
of a simulation-based method which allows one to numerically
determine the stability region of a McQN parametrized in terms
of the arrival rates vector.
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1. Introduction. Multi-class queueing networks (McQNs) arise as natural gen-
eralizations of conventional Jackson networks: while in Jackson networks each sta-
tion (server) acts as a ·/M/1 single-class queue, in McQNs each network station is
a multi-class queue. McQNs are particularly suitable for describing complex man-
ufacturing systems (to be thought of as assembly lines) as they allow jobs (or, in
queuing lingo, customers) visiting multiple times the same station to have different
service requirements and/or a different routing scheme. One can think of situations
in which a piece entering the system undergoes some physical transformation during
the process, hence its processing time at a given station (as well as its next desti-
nation) might depend on the processing stage. Other possible applications include
packet transmission models in telecommunication networks and distributed systems
in computer science, where packets/tasks of different types can be routed to the
same server in order to control resource utilization.
Motivation and Background : The above generalization involves a number of compli-
cations. For instance, the following mathematical challenges arise:
(I) Although the network-configuration process is expected to be Markovian (pro-
vided that all service and exogenous inter-arrival times are independent, ex-
ponentially distributed), the Markovian structure (the state-space and the
transition dynamics) of a McQN is by no means straightforward, as it depends
on the service disciplines of the underlying stations. While for some particular
service disciplines the structure becomes quite simple, a unified (Markovian)
framework is lacking and this makes the analysis of such networks rather dif-
ficult. The Markovian modeling of McQNs is important for both theoretical
and practical reasons. On one hand it allows one to use the powerful Markov
process machinery to derive analytical properties of the underlying network-
configuration process, while on the other hand it facilitates the use of standard
simulation methods for such networks.
(II) Stochastic monotonicity is, in general, a desirable property which is widely
used in applications, e.g. optimization. Jackson networks satisfy the following
monotonicity condition: if one increases any flow of jobs entering the network
then the resulting queues (at each station, at any given time) will not decrease
(in a stochastic sense) [7]. However, a straightforward generalization of this
result to the multi-class framework is impeded by the inhomogeneous nature
of the queues. More specifically, while homogeneous queues can be naturally
ordered with respect to their length, it is not clear what ordering for inho-
mogeneous queues (consisting of different types of jobs) would be suitable for
extending the stochastic monotonicity concept to the multi-class setup.
(III) Stability is arguably a crucial (asymptotic) property of a queueing network.
In this context, stability refers to positive recurrence of the associated Markov
process. For Jackson networks, stability is equivalent to subcriticality, i.e. traf-
fic rate below 1 at every queue. In the multi-class framework, however, this is
not the case, as illustrated by various counter examples; see [1, 4, 8, 11, 15].
As such, stability conditions are not available in closed form, in general.
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In addition, stability is closely related to monotonicity properties. More specif-
ically, validity of monotonicity properties is expected to imply that stability
of a queueing network is a monotone property. This is obviously the case for
Jackson networks, as stability (i.e. subcriticality) is a monotone property with
respect to both (external) arrival, service and traffic rates. For McQNs, how-
ever, some results in the literature indicate that this is not necessarily the case,
when parametrized with respect to service rates [5, 9] or traffic rates [16]. This
naturally raises the question (but also casts some doubts on) whether stability
of a McQN is monotone with respect to (external) arrival rates.
(I) has been addressed in [10] where a Markovian formalism has been proposed in
a fairly general framework (with no restrictions over the underlying distributions).
(II) is a classical topic in applied probability and has attracted considerable at-
tention over the past decades. We refer to [7] for monotonicity results pertaining to
queueing networks and [18] (the references therein) for a standard theory tailored to
Markov processes. Neither of the approaches, however, covers the multi-class setup.
Finally, much research has been invested in the 1990’s into (III). The most success-
ful approach to studying the stability of McQNs is based on fluid (model) limits,
an asymptotic technique originally introduced in [1] and further expanded in [4]
which relates the stability of a McQN to that of its associated fluid model. Namely,
stability of the fluid model implies that of the McQN; see [10, Section 5.5] for more
background, including counter-examples showing that the converse is not true.
Stochastic monotonicity of (Markovian) McQNs became relevant recently, when,
motivated by the lack of closed-form stability conditions, the authors investigated
simulation-based methods for approximating stability regions [3]. Extensive simu-
lation experiments indicated that a certain form of (stochastic) monotonicity with
respect to external arrival rates could still be expected, even for McQNs for which
no stability conditions are known. Such a property would be enough to guarantee,
for instance, that stability is a monotone property with respect to arrival rates.
Contributions : In this paper, we restrict our analysis to Markovian McQNs. To this
end, we introduce a new class of Markovian processes, called Q-processes, formalizing
the network-configuration process associated with a Markovian McQN. Concerning
questions (I) – (III) above, the main contributions of this paper are the following:
1. We develop a novel stochastic monotonicity concept tailored to Q-processes,
called F -monotonicity, and identify a set of rather general conditions (fulfilled
by virtually all McQNs of practical interest) which guarantee F -monotonicity;
see Theorem 1. Furthermore, we show that F -monotonicity implies monotonic
behavior with respect to both (external) arrival rates and (when started empty)
with time, extending in this way the well known results from Jackson networks.
2. Secondly, we prove that for F -monotone Q-processes stability is a monotone
property with respect to external arrival rates; see Theorem 2. In particular,
the stability region is an open, star-shaped domain, having the origin as a
vantage point. This result formally validates the numerical findings in [3].
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Approach: Restricting our analysis to Markovian McQNs is necessary for several
reasons. In the first place, it makes the corresponding network-configuration process
Markovian, which significantly simplifies the formalism. Secondly, deviating from
the Markovian framework leads to serious complications, as stability [6] and mono-
tonicity [17] are sensitive to changing the shape of the underlying distributions.
A prerequisite for our investigation is an appropriate modeling framework that is
general enough to cover a wide range of Markovian queue-related processes. More
specifically, we need to define a state space which is wide enough to accommodate
various types of queue configurations together with an underlying structure which
allows one to define the (Markovian) transitions performed by the network config-
uration process. We formalize the queue at a given station as an ordered sequence
of digits, where the class of each job in the queue is represented by a specific digit;
the order of the digits is interpreted as the order in which they are due to receive
service, as long as no other arrivals occur in the queue. Furthermore, to accommo-
date various queueing disciplines, e.g. priority rules, we need to introduce a family
of insertion operators indicating how an extra-digit (representing the class of a new
job arriving in the queue) will be placed in the sequence. Finally, in order to cover
processor-sharing disciplines, we shall also introduce the concept of service alloca-
tion, i.e. a probability distribution on the set of digits specifying the fraction of
service allocated by the server to each class present in the queue. The space of or-
dered sequences endowed with a family of insertion operators and a service allocation
will be called a space of multi-class configurations and will be the building block for
defining a Q-process; these facts are formalized in Section 3.
Furthermore, we introduce the concept of F-monotonicity, which is a weaker form
of stochastic monotonicity for Markov processes on ordered spaces. To be more
specific, consider a Markov process on a (partially) ordered space. The ordering
induces a class of (real-valued) increasing functions and a stochastic ordering on
the probability distributions on the underlying state space [18]. Standard stochastic
monotonicity, cf. [18], presumes that two versions of the process started in a pair
of ordered states remain (stochastically) ordered at any time. Such a property does
not hold, in general, for Q-processes. On the other hand, F -monotonicity, for some
given (sub)class of increasing functions F , still presumes an ordering between the
two versions, but with respect to a different (weaker) stochastic ordering, determined
by the subclass F . Although F-monotonicity is weaker than the standard stochastic
monotonicity for Markov processes on ordered spaces and requires essentially dif-
ferent proof techniques, it still retains most of the relevant properties of stochastic
monotonicity and, as it turns out, it is better suited in the context of Q-processes.
Finally, we consider the vector of (external) arrival rates as a parameter of the
Q-process corresponding to a given McQN and express the corresponding stability
region (the set of parameters which make the process stable) as the support of some
limiting functional of the process, defined on the parameter space. Based on analyt-
ical properties of this functional, we derive relevant properties of the corresponding
stability region.
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Organization of the paper : The paper is organized as follows. In Section 2 we provide
a brief account of the mathematical concept of McQN. In Section 3 we define the
concept of Q-process, i.e. the general stochastic process model for the dynamics of
a Markovian McQN. Then, in Section 4 we introduce and elaborate on the (novel)
concept of F -monotonicity, while in Section 5 we investigate stability properties of
F -monotone Q-processes. Finally, in Section 6 we illustrate the practical importance
of our results, by pointing out their relevance in developing numerical methods for
evaluating the stability region associated with a Q-process (resp. McQN).
Notations and Conventions : In this paper, we shall employ the following notation.
In the first place, by N we denote the set of non-negative integers N := {0, 1, 2, . . .}
and by R the set of real numbers. For a denumerable set J and S = N,R we denote
by SJ the set of J -labeled vectors over S; alternatively, SJ defines the space of
all mappings u : J −→ S. When J = {1, . . . , d} we use the simplified notation
Sd. Moreover, 0 denotes the null vector (0, . . . , 0) and 1Γ, for Γ ⊆ J , denotes the
characteristic vector (mapping) of Γ, defined via
(1Γ) =
{
1,  ∈ Γ,
0,  /∈ Γ.
When Γ = J we use the simplified notation 1 instead 1Γ.
For an arbitrary vector x = (x :  ∈ J ) ∈ S
J we define the 1-norm
‖x‖ :=
∑
∈J
|x|,
whenever the r.h.s. is finite, and we extend this notation to bounded linear operators
U defined on (subspaces of) SJ , viz. ‖U‖ := sup{|Ux| : ‖x‖ ≤ 1}. On SJ we denote
the natural (componentwise) ordering x ≤ z, resp. x < z, if x ≤ z, resp. x < z,
for  ∈ J . Finally, ς[x] := { ∈ J : x 6= 0} denotes the support of x ∈ S
J and I
denotes the identity operator on SJ .
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2. Markovian Multi-class Queueing Networks. Following the exposition
in [4], we consider a multi-server network, comprising ℵ ≥ 1 single servers, labeled
1, . . . ,ℵ. The network is used by d ≥ 1 classes of jobs in such a way that each class
k job, at any time, requires service at a fixed server, denoted by S(k). Once the
service at S(k) is finished, it either becomes a job of class l with probability Rkl
(independently of all routing history), or leaves the system with (exit) probability
Rk0 := 1−
d∑
l=1
Rkl.
The routing matrix R = {Rkl}k,l=1,...,d is assumed transient (substochastic), i.e.,
(2.1) I +R+R2 + . . . = (I −R)−1.
This guarantees that any job entering the network visits a finite number of classes
before leaving the network, almost surely; in standard queueing language, the net-
work is said to be open.
Each class k has its own exogenous (possibly null) arrival stream, regulated by
a Poisson process with rate θk ≥ 0 and requires i.i.d. service times, exponentially
distributed with rate βk > 0, independent of everything else; a null arrival process
corresponds to a class with no external input, which models, for instance, interme-
diate processing stages of a certain class. Note that any class is identified with its
server, its specific routing probabilities, its specific exogenous arrival process and its
specific service-time distribution.
We let Ki := S
−1(i) denote the set of classes served by station i and assume
(without loss of generality) that Ki 6= ∅, for all i (equivalently, the mapping S is
surjective), i.e., any server is used. In particular, it holds that ℵ ≤ d.
Finally, each server employs its own non-idling service discipline (i.e., different
servers may have different service disciplines) and has infinite buffer capacity.
The above introduced McQN concept extends many known classes of queueing
networks. For instance, when the mapping S is bijective (in particular, ℵ = d) one
obtains a Jackson network. Moreover, if the service rate for any class k only depends
on the server S(k) then we recover the concept of Kelly network ; see [2]. Finally,
if there exists only one class with a non-null exogenous arrival process and all jobs
have the same (deterministic) routing, visiting all classes exactly once (in the same
order), then the network is called a re-entrant line. Re-entrant lines provide popular
instances of McQNs, as they can be used to model (assembly) manufacturing lines.
3. Q-processes. The objective of this section is to introduce the concept of
Q-process, a Markovian process modeling the network configuration dynamics (over
time) of a Markovian McQN, as described in Section 2. In order to construct a
model general enough to accommodate all the usual service disciplines, we need a
rather intricate formalism which we briefly introduce below. Technical details and
definitions can be found in Appendix A.
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The building blocks of the Q-process model are the spaces of multi-class configu-
rations which formalize the basic structure required for modeling the dynamics of a
single-server, multi-class queue. More specifically, we consider a finite set K of job
classes to be processed by a server. Since jobs of the same class are (probabilisti-
cally) exchangeable, the class of all possible queue configurations is modeled by the
augmented space Q[K] = Q[K] ∪ {∅}, where
(3.1) Q[K] := {p = (k1, . . . , kn) : n ≥ 1, k1, . . . , kn ∈ K} ,
denotes the space of all finite (ordered) sequences with elements in K.
Furthermore, in order to formalize the queue configuration dynamics, we need to
introduce some additional structure on Q[K], modeling arrival and departure events.
More specifically, we need:
• Insertion operators Ik : Q[K] −→ Q[K] which specify how an incoming job of
class k ∈ K will be placed in the (new) queue configuration, i.e., there exists a
representation (concatenation) p = (p′, p′′) such that Ik(p) = (p
′, k, p′′); both
p′ and p′′ are allowed to be ∅, but p′′ may not contain any k-digits (jobs in the
same class may not overtake each other). The family of all insertion operators
{Ik : k ∈ K} defines a queue policy on Q[K].
• Deletion operators Dk : Q[K] −→ Q[K] which specify how a job of class k ∈ K
is removed from the queue configuration.
• A service allocation (mapping) V := (Vk : k ∈ K) : Q[K] −→ P[K], where
P[K] denotes the simplex of probability vectors w := (Vk : k ∈ K) on K,
specifying which class(es) receive service and the corresponding fraction of
server capacity, in a given (nonempty) configuration. Since Vk(p) denotes the
fraction of server capacity allocated to class k, we impose that Vk(p) = 0 if
there is no k-digit in the configuration p.
The above elements relate to a McQN model as follows. The insertion operators
are set in accordance with the queue discipline of the server. The order of the digits
in a sequence p does not necessarily reflect the order of arrivals, but rather the order
in which jobs will be considered for service. Furthermore, a deletion operator Dk
removes (by convention) the first k-digit from the sequence; if no such digit exists,
it leaves the sequence unchanged. Finally, a service allocation distributes the server
capacity among the jobs/classes present in the queue; that is, each class receives
a given fraction of server capacity (which, by convention, is assigned to its first
representative) in accordance with the service discipline of the server.
Note that in this modeling paradigm the service discipline of a particular server
is identified with a combination of queue policy and service allocation, which, in
principle, can be chosen independently from each other. Note, however, that in
some cases there are multiple ways to model a particular service discipline; for
instance, when the service allocation is order insensitive (which is typically the case
for processor sharing disciplines), the queue policy becomes irrelevant (a default can
be used). For specific examples of queue policies and service allocations and how do
they relate to the usual service disciplines, see Appendix A.
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Remark 1. The mappings Ik, Dk and Vk (which are defined on Q[K]) admit
natural extensions to the augmented space Q[K], as follows: Ik(∅) := (k), Dk(∅) := ∅
and Vk(∅) := 0; note, however, that V(∅) = 0 /∈ P[K]. ⋄
Definition 1. A space of multi-class configurations over K is the space{
Q[K]; Ik,Dk,Vk : k ∈ K
}
,
of finite ordered sequences over K, endowed with a family of insertion/deletion op-
erators {Ik/Dk : k ∈ K} and service allocation V = (Vk : k ∈ K). ⋄
Let 1 ≤ ℵ ≤ d and assume that {Ki}
ℵ
i=1 is a partition of the set {1, . . . , d}.
Furthermore, we assume that
{
Q[Ki]; Ik,Dk,Vk : k ∈ Ki
}
is a space of multi-class
configurations over Ki, for i = 1, . . . ,ℵ and let
(3.2) X := Q[K1]× . . .×Q[Kℵ] =
{
[p1, . . . , pℵ], pi ∈ Q[Ki], i = 1, . . . ,ℵ
}
,
denote the space of all possible configurations of an McQN with ℵ stations and d
classes, in which classes in Ki are assigned to queue/station i; obviously X is denu-
merable. Furthermore, we denote the empty configuration on X by ∅ := [∅, . . . , ∅].
Finally, for ξ = [p1, . . . , pℵ] ∈ X we define Vk(ξ) := Vk(pi), provided that k ∈ Ki.
On the class of real-valued functions RX we define the following linear operators:
• for h : X −→ R we define the h-multiplication operator Ψ[h]φ := h · φ;
• for f : X −→ X we define the f -composition operator Φ[f ]φ := φ ◦ f .
We are now in the position to formally define the concept of Q-process.
Definition 2. Consider the following numerical elements:
• two vectors θ = (θk : k = 1, . . . , d) ≥ 0, β = (βk : k = 1, . . . , d) > 0.
• a sub-stochastic matrix R = {Rkl}k,l=1,...,d, satisfying (2.1).
A Q-process defined by parameter (θ,β,R) is the continuous-time Markov chain
X := {Xt}t≥0 on the space X, given by (3.2), having generator
(3.3) A :=
∑
(k,l)∈T
Ψ
[
h(k,l)
] (
Φ[f(k,l)]− I
)
,
where T := {0, 1, . . . , d}2 \ {(0, 0)} and for ξ = [p1, . . . , pℵ] ∈ X we define:
• f(0,k)(ξ) = [p1, . . . , Ik(pi), . . . , pℵ] and f(k,0)(ξ) = [p1, . . . ,Dk(pi), . . . , pℵ];
• f(k,l) = f(0,l) ◦ f(k,0), for l 6= 0;
• h(0,k)(ξ) = θk and h(k,l)(ξ) = βkVk(pi)Rkl,
for k ∈ Ki, i = 1, . . . ,ℵ and l = 0, 1, . . . , d. ⋄
Regarding Definition 2, a few remarks are in order.
• In the above definition, (0, k)-transitions correspond to external arrivals to
class k, (k, 0)-transitions correspond to external departures from class k, while
(k, l)-transitions correspond to switches from class k to class l.
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• For any (k, l) ∈ T , h(k,l)(ξ) gives the transition rate corresponding to a (k, l)-
transition from state ξ, while f(k,l)(ξ) denotes the state-space transform after
performing a (k, l)-transition from ξ.
• In some situations, depending on the individual service disciplines, the re-
sulting Q-process is lumpable, i.e., the state-space X can be partitioned in
equivalence classes and the resulting quotient process is still Markov. In such
cases, the reduced models agree with the ones in [4]; see Appendix A.
• A Q-process is called elementary if ℵ = d. Elementary Q-processes correspond
to Jackson network models. They are lumpable with quotient space Nd.
In accordance with the CTMC formalism, we shall introduce the following no-
tations: for a Q-process X = {Xt : t ≥ 0} on X we denote by P
t the associated
transition operator, defined as (for suitable φ : X −→ R)
∀t ≥ 0, ξ ∈ X : P t(ξ, φ) := E[φ(Xt)|X0 = ξ] = E
ξ[φ(Xt)].
We further set P t(ξ,Ω) := P t(ξ, 1Ω), for Ω ⊆ X. The reader should bear in mind
that a Q-process depends (numerically) on the parameters (θ,β,R); to emphasize
the dependence on θ, we use the notation P tθ and Eθ.
Note that the generator in (3.3) defines a bounded linear operator on C0[X], i.e.,
the space of functions φ ∈ RX vanishing at infinity1, having norm
‖A‖ =
d∑
k=1
θk +
ℵ∑
i=1
max
k∈Ki
βk <∞.
In particular, for φ ∈ C0[X] it holds that
(3.4) ∀t ≥ 0, ξ ∈ X : P t(ξ, φ) = [exp(tA)φ](ξ),
Remark 2. Since ‖A‖ < ∞ the (bounded) linear operator A extends in a
natural way to the class of bounded functions in RX (having the same norm) and so
does exp(tA), hence (3.4) extends to all bounded φ’s. ⋄
Furthermore, Q := I+(1/a)A defines a Markov (transition) operator on the class
of bounded functions on X, for any a ≥ ‖A‖ and
(3.5) P t = exp(tA) = exp[at(Q− I)] = exp(−at)
∑
n≥0
(at)n
n!
Qn.
The above property is called uniformization and allows one to sample the process X
via the so-called uniformized (Markov) a-chain, as follows: letting Ξ = {Ξn : n ≥ 0}
denote the Markov chain with transition operator Q, a random sample from Xt can
be obtained as ΞNt , where {Nt : t ≥ 0} denotes a Poisson process with rate a; that
is, Xt and ΞNt coincide in distribution, as readily follows from (3.5).
1φ : X −→ R is vanishing at infinity if there exists an increasing sequence of exhausting compacts
{Ωn}n∈N satisfying sup{|φ(ξ)| : ξ /∈ Ωn} −→ 0, for n→∞.
imsart-ssy ver. 2014/10/16 file: SSY.tex date: December 13, 2018
10 H. LEAHU AND M. MANDJES
4. Stochastic Monotonicity of Q-processes. In this section we first intro-
duce a (stochastic) monotonicity concept tailored to Q-processes and then deduce
further properties of Q-processes satisfying such monotonicity assumptions. In ad-
dition, we show that this type of monotonicity is quite common for Q-processes,
by identifying a pair of regularity conditions on the underlying queue policies and
service allocations which guarantee monotonicity of a Q-process. Importantly, these
conditions are met by virtually all usual queue policies and service allocations used
in applications; this is shown in Appendix A.
If K is an arbitrary set of classes, we define the canonical partial ordering ⊆ on
Q[K] as follows: p ⊆ q if the digits of p can be identified among the digits of q, in the
same order. Formally, ∅ ⊆ p, for any p and if p = (k1, . . . , km) and q = (l1, . . . , ln),
with 1 ≤ m ≤ n, then p ⊆ q iff there exists some increasing sequence ν1 < . . . < νm
satisfying kı = lνı, for ı = 1, . . . , m. In addition, p and q are called consecutive
if n = m + 1; in this case, q can be obtained by inserting an extra digit in the
sequence p, in some arbitrary position. Finally, we note that Dk(p) ⊆ p  Il(p), for
k, l = 1, . . . , d, and that p and Il(p) are consecutive sequences for any queue policy.
Furthermore, we extend ⊆ to X, defined in (3.2), as follows: if ξ = [p1, . . . , pℵ] ∈ X
and ζ = [q1, . . . , qℵ] ∈ X then ξ ⊆ ζ iff pi ⊆ qi, for i = 1, . . . ,ℵ. Also, we say that
(ξ, ζ) ∈ X × X is a pair of consecutive configurations if there exists some i0 such
that pi = qi for i 6= i0, whereas for i = i0 the sequences pi and qi are consecutive.
Note that for any such pair of consecutive configurations there exists exactly one
b ∈ Ki0 such that pi0 and qi0 differ by exactly one b-digit; we denote by ∆b ⊆ X×X
the set of all (pairs of) consecutive configurations on X differing by a b-digit, so
that the family {∆b : b = 1, . . . , d} forms a partition of the set of all (pairs of)
consecutive configurations. Note that f(k,0)(ξ) ⊆ ξ  f(0,l)(ξ) and (ξ, f(0,l)(ξ)) ∈ ∆l
for ξ ∈ X and k, l = 1, . . . , d. Note that, for any ξ  ζ, there exists a sequence
of consecutive configurations ξ0, ξ1, . . . , ξn, i.e. (ξm, ξm+1) are consecutive for any
m = 0, 1, . . . , n− 1, such that ξ0 = ξ and ξn = ζ.
Finally, the mapping φ : X −→ R is called increasing if ξ ⊆ ζ entails φ(ξ) ≤ φ(ζ).
Note that it suffices to verify that the latter property only holds for consecutive con-
figurations (ξ, ζ). In particular, if φ is increasing then (Φ[f(0,k)]−I)φ ≥ 0 (pointwise),
for any k = 1, . . . , d.
In what follows, we denote by J [X] the class of increasing functions on X and let
F ⊆ J [X]. Our next definition introduces the concept of F -monotonicity.
Definition 3. The Q-process X having generator A is called F -monotone if
there exists some a ≥ ‖A‖ such that the transition operator
Qn = [I + (1/a)A]n,
maps F onto J [X], for any n ≥ 0; more specifically, A is called F -monotone if ξ ⊆ ζ
and φ ∈ F entails [Qnφ](ξ) ≤ [Qnφ](ζ), for any n ≥ 0. ⋄
If F = J [X] in Definition 3 then we call X strongly monotone.
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Remark 3. F -monotonicity of a Q-process requires that the transition operator
Qn maps F onto J [X], for n ≥ 0. In particular, if the statement in Definition 3 holds
true for some a ≥ ‖A‖ then it holds for any a′ ≥ a, since
I +
1
a′
A =
(a′ − a)
a′
I +
a
a′
Q.
Furthermore, we note that F -monotonicity of a Q-process X = {Xt : t ≥ 0} entails
∀t ≥ 0 : P t(ξ, φ) ≤ P t(ζ, φ),
for any ξ ⊆ ζ and φ ∈ F ; this readily follows from (3.4) and (3.5). ⋄
F -monotonicity is essentially different (in fact, weaker) from similar concepts in-
troduced in [18], where stochastic monotonicity amounts toQ leaving invariant some
F ⊆ J [X]. In fact, strong monotonicity (in the sense of Definition 3) is equivalent
to the strong monotonicity concept introduced in [18]. However, we stress that, in
general, for F 6= JX, the monotonicity concept in Definition 3 is weaker than that
introduced in [18].
Although weaker than the standard stochastic monotonicity, F -monotonicity still
has rather powerful implications, as shown by our next result.
Proposition 1. Let X denote a Q-process which is F -monotone, for some given
parameter (θ,β,R), for some F ⊆ J [X]. Then:
I. For every φ ∈ F , the mapping t 7−→ P tθ(∅, φ) is non-decreasing.
II. If θ ≤ ϑ (resp. ≥) then P tθ(ξ, φ) ≤ P
t
ϑ(ξ, φ) (resp. ≥), for every ξ ∈ X, φ ∈ F .
In particular, if X is F -monotone for any θ, the mapping θ 7−→ P tθ(ξ, φ) is
non-decreasing, for every ξ ∈ X, φ ∈ F . ⋄
4.1. F-Monotonicity for Elementary Q-processes (Jackson Networks). Note that,
for elementary Q-processes all service disciplines are equivalent (resulting in the
same process – see Appendix A), so that the state-space X can be reduced to Nd
and ⊆ corresponds to the usual component-wise ordering ≤ on Nd.
We claim that Q = I + (1/a)A maps J [Nd] onto itself, for any a ≥ ‖A‖, for any
parameter (θ,β,R). In fact, it suffices to prove that
Ψ[h(k,l)]
(
Φ[f(k,l)]− I
)
,
does that, for each (k, l) ∈ T . The last claim follows by [18, Theorem 5.4] by noting
that x ≤ z entails either
• h(k,l)(x) = h(k,l)(z), in which case it holds that f(k,l)(x) ≤ f(k,l)(z), or
• 0 = h(k,l)(x) < h(k,l)(z), in which case k 6= 0 and xk = 0, hence
∀l = 0, 1, . . . , d : x ≤ f(k,0)(z) ≤ f(k,l)(z).
One concludes that elementary Q-processes are strongly monotone, implying that
x ≤ z entails P t(x, φ) ≤ P t(z, φ), for any t ≥ 0 and φ ∈ J [Nd].
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4.2. F-Monotonicity for Non-Elementary Q-processes. In this subsection we dis-
cuss F -monotonicity in the non-elementary framework, i.e., for Q-processes corre-
sponding to McQNs where at least one server is multi-class. It turns out that strong
monotonicity does not carry over beyond the elementary framework, the main reason
being that the same transition probabilities from a given pair of ordered states are
not stochastically ordered (with respect to any sensible stochastic ordering which is
compatible with ⊆ on X), hence the results in [18] do not apply in this framework.
We shall establish, instead, a weaker form of monotonicity. More specifically, for
some arbitrary set of classes K let us denote by ℓ : Q[K] −→ N the mapping
assigning to the sequence p := (k1, . . . , kn) its length ℓ(p) := n. We extend the
length mapping, as follows: first we extend it to Q[K], by setting ℓ(∅) := 0 and
finally on the state-space X, in (3.2), we define ℓ : X −→ N via
ℓ(ξ) :=
ℵ∑
i=1
ℓ(pi).
Furthermore, let us consider the space
(4.1) G := {φ = G ◦ ℓ : G ∈ RN is non-decreasing} ⊆ J [X],
i.e., the class of functions that are non-decreasing in the cumulated queue length.
Our next result establishes sufficient conditions for G-monotonicity.
Theorem 1. Let X denote a Q-process (cf. Definition 2) satisfying:
(i) for any ξ ⊆ ζ and k = 1, . . . , d it holds f(0,k)(ξ) ⊆ f(0,k)(ζ).
(ii) for any pair of consecutive configurations (ξ, ζ) ∈ ∆b, with b = 1, . . . , d, it
holds that Vk(ζ) ≤ Vk(ξ), for k 6= b; in particular, Vb(ξ) ≤ Vb(ζ).
Then X is G-monotone, with G defined in (4.1), for any parameter (θ,β,R). ⋄
Conditions (i) and (ii) in Theorem 1 impose some monotonicity assumptions on
the insertion operators, resp. on the service allocations, associated with the Q-
process and can be verified for each server individually. Condition (i) requires that
new arrivals do not influence the order of the jobs (already) in the queue (i.e., the
insertion operators are order-preserving), whereas Condition (ii) requires that the
service capacity allocated to any class may not decrease by increasing the num-
ber of its representatives. Such conditions are fulfilled by a wide range of service
disciplines used in queueing applications, e.g. first-came-first-served, static buffer
priority or standard processor sharing disciplines; see Appendix A for details. As
such, Theorem 1 covers virtually all McQNs of practical interest.
Note that, if b ∈ Ki0 then Vk(ξ) = Vk(ζ) for any k /∈ Ki0 , since the two configu-
rations are identical at all servers i 6= i0; therefore, the inequalities in Condition (ii)
are only relevant for k ∈ Ki0 .
imsart-ssy ver. 2014/10/16 file: SSY.tex date: December 13, 2018
STOCHASTIC MONOTONICITY OF MCQNS 13
5. Stability of F-Monotone Q-processes. In this section we discuss stability
of Q-processes and its relation to F -monotonicity; here stability is understood in a
Markovian sense. In particular, we consider a Q-process X with parameter (θ,β,R)
and regard it as a parametric Markov process, controlled by the arrival rate vector
θ ∈ Θ; hence β and R are kept fixed. For such a process we show that stability is
a monotone property with respect to θ.
To start with, we note that a Q-process is irreducible iff (I −R′)−1θ > 0 and the
irreducibility support, denoted by X0, depends on the underlying queue policies, but
not on θ. In what follows, we let Θ ⊆ {θ ≥ 0 : (I −R′)−1θ > 0}, hence assuming
that X is irreducible (on some X0 ⊆ X), for any θ ∈ Θ.
Remark 4. The empty configuration ∅ always belongs to the irreducibility sup-
port X0, since ∅ is attainable regardless of the queue policies. ⋄
We know from standard theory that any irreducible continuous-time Markov chain
is either transient or (null or positive) recurrent [13, Thm. 8.2.5]; in addition, positive
recurrence is equivalent to stability/ergodicity [13, Thm. 13.3.3] and guarantees the
existence of an (essentially) unique equilibrium (limiting) distribution supported on
X0. We define the stability region associated with a Q-process X by
Θs := {θ ∈ Θ : X is positive recurrent under Pθ};
here Pθ denotes the probability law of the Q-process. An alternative way to char-
acterize stability is as follows: let Tξ := inf{t > 0 : Xt = ξ, Xt− 6= ξ}, for ξ ∈ X
denote the (first) hitting time of the state ξ (after the process visited at least one
different state). Then the process X is stable if and only if Eξθ[Tξ] < ∞, for any
ξ ∈ X0. Moreover, it suffices that the expected return time is finite (only) for some
particular ξ; see e.g. [14].
For any bounded function φ : X −→ R and measure µ on X we set
(5.1) 〈µ, φ〉 :=
∫
φ(ξ)µ(dξ), Rθ[φ] := E
∅
θ
[∫ T∅
0
φ(Xt) dt
]
.
Since Tξ is always larger than the holding time of X in the initial state X0, we
have Rθ[1] = E
∅
θ[T∅] ≥ 1/‖θ‖, hence stability amounts to Rθ[1] <∞. Furthermore,
for Θ ∈ θs and any bounded φ it holds that Rθ[φ] < ∞ and Rθ[φ] is continuous
(even differentiable) in θ. In addition, denoting by πθ the limiting (equilibrium)
distribution of X under Pθ, the regenerative ratio formula 〈πθ, φ〉 = Rθ[φ]/Rθ[1]
holds; see [12, p. 106]. Hence θ 7−→ 〈πθ, φ〉 is continuous on Θs, for any bounded
φ ∈ RX. Finally, we note that the stability region Θs is an open subset of Θ, since
Θs =
⋃
r≥0
{θ ∈ Θ : Rθ[ 1 ] < r}.
The main result of this section provides a characterization of the stability region
Θs of a F -monotone Q-process.
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Theorem 2. Let X = {Xt : t ≥ 0} be a F -monotone Q-process for all θ ∈ Θ
and assume that there exists φ : X −→ [0, 1], vanishing at infinity, such that φ(∅) 6= 0
and −φ ∈ F . Define ϕt(θ) := P
t
θ(∅, φ) = E
∅
θ[φ(Xt)], for t ≥ 0 and θ ∈ Θ.
Then the family of functions ϕt : θ −→ [0, 1] satisfies:
I. (t, θ) 7−→ ϕt(θ) is non-increasing in both t and θ (componentwise);
II. the limit ϕ := limt→∞ ϕt is continuous and non-increasing, satisfying
(5.2) Θs = {θ ∈ Θ : ϕ(θ) > 0}.
In particular, Θs ⊆ Θ is open, star-shaped and ϕ(θ) = 〈πθ, φ〉, for θ ∈ Θs.
III. The mapping ϕ = 〈π·, φ〉 : Θs −→ (0, 1] is strictly decreasing. ⋄
Theorem 2 provides a characterization of the stability region of a F -monotone Q-
process as the support of some continuous, non-increasing functional ϕ. In particular,
this shows that Θs is an open, star-shaped domain having the origin as a vantage
point, i.e., θ ∈ Θs entails cθ ∈ Θs, for any c ∈ (0, 1]. The property is known in the
literature as star-convexity (a weaker form of convexity), or monotonicity [5].
Remark 5. Note that, in Theorem 2, ϕ is defined by means of some function
φ, whereas the stability region is a fixed set (depending on the process itself, but
not on φ). The representation in (5.2) is valid for any functional ϕ (hence function
φ) satisfying the conditions of the theorem. In particular, G-monotone Q-processes
(e.g. satisfying the assumptions of Theorem 1) satisfy the conditions of Theorem 2;
any function φ = G ◦ ℓ, with G a non-increasing function, vanishing at infinity, e.g.
G(x) = exp(−αx), G(x) = (1 + x)−α or G(x) = 1{x ≤ α} (α > 0) can be used. ⋄
6. Concluding Remarks and Discussion. In this paper, we introduced a
general Markovian model (a Q-process) for modeling the dynamics of a Markovian
McQN over time. In addition, we introduced a new concept of stochastic (F -) mono-
tonicity. Then we proved that this property holds for a wide class of Q-processes,
corresponding to virtually all McQN models which are relevant in applications, e.g.
McQNs in which any server employs either a first-come-first-served, static buffer
priority or processor sharing service discipline. Furthermore, we proved that F -
monotonicity is strong enough to ensure that stability is a monotonic property with
respect to the external arrival rates.
The key result of this paper is Theorem 1 which shows that, under some mild
monotonicity assumptions over the insertion operators and service allocations, the
configuration-length (total job population in the network) is stochastically monotone
with respect to arrival rates and with time (the latter holds provided that the process
starts in the empty configuration). However, analyzing the proof of Theorem 1, we
see that stochastic monotonicity holds, in principle, for any increasing functional of
the process which can only increase through arrival events. The configuration-length
function obviously satisfies this condition for any Q-process, but in particular cases
it could also be the case for other functionals, e.g. the conditional expected workload
in the network, given the network configuration.
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The results of this paper facilitate the numerical methods developed in [3] for
determining the stability region of an McQN. To be more precise, let
θ = {θ = r · ~v : r > 0},
where ~v ≥ 0 denotes a d-dimensional vector, satisfying ‖~v‖ = 1; that is, Θ is a one-
dimensional manifold (positive direction) in Rd, endowed with the natural ordering.
By Theorem 2, Θs = (0, θ∗), where
θ∗ = sup{θ ∈ Θ : ϕ(θ) > 0} = min{θ ∈ Θ : ϕ(θ) = 0};
the value r∗ := ‖θ∗‖ is called the stability threshold along direction ~v. Furthermore,
the mapping ϕ : (0, θ∗) −→ [0, 1], ϕ(θ) = 〈πθ, φ〉, is strictly decreasing, hence
for any ε ∈ (0, 1) there exists some unique θε ∈ (0, θ∗) satisfying ϕ(θε) = ε; the
value rε := ‖θε‖ is called the ε-congestion threshold along direction ~v. Finally, it is
immediate that rε ↑ r∗, as ε ↓ 0, hence the ε-congestion threshold approximates the
stability threshold for ε ↓ 0.
Numerical (simulation-based) methods for evaluating congestion (and stability)
thresholds were developed in [3] under some minimal monotonicity assumptions,
where stochastic approximation schemes of Robbins-Monro type were applied to
some specific McQN examples. The results in this paper formally validate the nu-
merical results in [3].
On the other hand, our analysis shows that concepts such as ‘stochastic mono-
tonicity’ carry over from Jackson networks to the more general multi-class frame-
work, albeit in a weaker form. Here it is stressed that this weaker form still retains
the most interesting monotonicity features. From a practical standpoint the results
in this paper cover by and large all relevant cases, but at the theoretical level there
are still some questions left. For instance, an interesting question would be whether
there exist Q-processes (resp. McQNs) which are not G-monotone; one might expect
that instances of non-monotone Q-processes could possibly be obtained by violating
the conditions of Theorem 1. Finally, we note that such monotonicity properties do
not extend to non-Markovian McQN models (which involve non-exponential distri-
butions), as shown in [17].
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APPENDIX A: ON QUEUE POLICIES AND SERVICE ALLOCATIONS
In this appendix we illustrate the formalism introduced in Section 3, by providing
explicit details on how the most common service disciplines used in queueing appli-
cations fit into our modeling paradigm. In addition, we identify usual queue policies
and service allocations satisfying the assumptions of Theorem 1 (hence giving rise
to monotone Q-processes) and also show how the model complexity can be reduced
in some special cases.
Recall that Q[K] denotes the space of finite sequences over the set K, defined by
(3.1). An insertion operator Ik on Q[K] is a mapping such that for any p there exists
a decomposition p = (p′, p′′) such that Ik(p) = (p
′, k, p′′); a family {Ik : k ∈ K} is
called a queue policy.
Perhaps the most natural queue policy is ‘first-came-first-served’ (FCFS). In our
modeling paradigm, this is obtained as follows: for any p ∈ Q[K], the insertion oper-
ator Ik inserts a k-digit at the end of the sequence, i.e. Ik(p) = (p, k), corresponding
to the trivial decomposition p′ = p and p′′ = ∅.
An important class of queue policies widely used in applications is the class of
priority-based policies. To formalize that, we call a priority ranking on K a partition
{C1, . . . , Cν} of K; this induces a natural (partial) ordering on K, as follows: k ≺ l
iff there exist 1 ≤ ı <  ≤ ν such that k ∈ Cı and l ∈ C. The interpretation is
that each partition block Cı represents a caste (subset of unranked classes), with
representatives of higher castes (corresponding to smaller indexes) being allowed to
overtake (in the queue) representatives of lower castes (larger indexes). When every
Cı is a singleton the priority ranking is called total, as ≺ becomes a total ordering
on K; on the other hand, for ν = 1 the ordering is trivial.
We call a priority policy a queue policy {Ik : k ∈ K} such that for any p ∈ Q[K]
there exists some priority ranking (set of castes) so that Ik(p) = (p
′, k, p′′), where
p′′ is the maximal tail-sequence consisting of (consecutive) digits belonging to lower
castes than k; that is, k will overtake all digits with lower priority ranking. Within
each caste, a FCFS policy applies. When there is only one caste the queue policy
reduces to FCFS. Furthermore, if the priority ranking does not depend on p, we call
it static; otherwise, we call it dynamic. Finally, if p′′ may include the first digit of the
sequence then the policy is called preemptive; otherwise, we call it non-preemptive.
On the other hand, recall that a service allocation is a state-dependent probability
vector on K, specifying what fraction of service capacity is assigned to any class.
An important class of service allocations is the class of head-of-the-queue (HQ)
allocations; that is, if we define κ : Q[K] −→ K as κ(k1, . . . , kn) := k1 then the HQ
allocation is defined by Vk(p) = 1{κ(p) = k}. HQ allocations correspond to service
disciplines in which only one job may receive service at a time. A service allocation
which is not of HQ type, is called a bulk service (BS) allocation. Among the non-HQ
(BS) policies, the most important in applications are the so-called processor sharing
(PS) service allocations, which only depend on p by means of its composition vector
〈p〉, i.e., the vector whose k-th component 〈p〉k denotes the number of k-digits in
the sequence p; in particular, the ordering of the sequence is irrelevant.
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By definition, for any PS allocation W there exists some w : NK \ {0} −→ P[K],
such that V(p) = V(x), where x = 〈p〉. Usual choices are:
• Egalitarian allocation, specified by the mapping
Vk(x) =
1{k ∈ ς[x]}
#ς[x]
,
i.e., the server capacity is uniformly distributed among classes.
• Proportional allocation, specified by the mapping
Vk(x) =
xk
‖x‖
,
i.e., the server capacity is distributed proportionally with the number of rep-
resentatives in each class.
• Preferential allocation (assumes a total priority order on K), given by
Vk(x) = 1{κ(x) = k},
where κ(x) denotes the highest-ranked class in ς(x).
The usual FCFS and SBP (static buffer priority) service disciplines are recovered
in our model via the respective queue policies, in combination with a HQ service
allocation. One can easily verify that FCFS and static priority policies (of both
preemptive and non-preemptive type) satisfy Condition (i) in Theorem 1, whereas
dynamic priority policies do not, in general. Furthermore, processor sharing disci-
plines are obtained via the corresponding PS allocation in combination with any
queue policy (which is irrelevant). The PS allocations listed above satisfy Condi-
tion (ii) in Theorem 1. One concludes that, indeed, Markovian models associated
with virtually all McQNs of interest in applications are G-monotone, cf. Theorem 1.
In some situations of interest, it is possible to reduce the complexity of the full
space Q[K] (and of the full space X, accordingly), by identifying equivalent configura-
tions; this is formalized as follows: the space (Q[K]; Ik,Dk,Vk : k ∈ K) of multi-class
configurations over the set K is reducible if there exists an equivalence relation ∼
on Q[K] such that p ∼ q entails 〈p〉 = 〈q〉 and Vk(p) = Vk(q), Ik(p) ∼ Ik(q) and
Dk(p) ∼ Dk(q), for all k ∈ K. One can further extend ∼ to the augmented space
Q[K] by identifying the empty configuration with itself. The mappings Ik,Dk,Vk
are then well defined on the quotient space Q[K]/ ∼, which will be called a reduced
space of multi-class configurations.
Instances of reducible spaces of multi-class configurations are given below:
1. If #K = 1 (single-class) then p ∼ q iff 〈p〉 = 〈q〉 gives Q[K]/ ∼ = N. In
particular, queue policies and service allocations are irrelevant.
2. For a static (total, non-preemptive) priority policy with HQ allocation, let
p ∼ q iff κ(p) = κ(q) and 〈p〉 = 〈q〉, which gives Q[K]/ ∼= K × NK.
3. For a PS allocation, p ∼ q iff 〈p〉 = 〈q〉; in this case, Q[K]/ ∼ = NK. The
same factorization holds for static (total, preemptive) priority policies with
HQ allocations, which can be recovered via a PS preferential allocation.
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APPENDIX B: PROOFS OF THE RESULTS
In this appendix we provide the proofs of the results presented in this paper.
Proof of Proposition 1: Let Aθ, for θ ≥ 0, denote the generator of the Q-process
X , defined in (3.3) with arrival rate vector θ, i.e., with parameter (θ,β,R).
I. By Kolmogorov’s Equation, the mapping of interest is differentiable with respect
to t and, cf. (3.4), it holds that
(B.1)
d
dt
P tθ(∅, φ) =
d
dt
[exp(tAθ)φ](∅) = [Aθ exp(tAθ)φ](∅).
Since Vk(∅) = 0, it follows that
h(k,l)(∅) = βkVk(∅)Rkl = 0,
for any (k, l) with k = 1, . . . , d, l = 0, 1, . . . , d, hence the r.h.s. in (B.1) equals
d∑
k=1
θk
[
(Φ[f(0,k)]− I) exp(tAθ)φ
]
(∅),
which is non-negative, for t ≥ 0, by assumption; this concludes the first part.
II. Define for 0 ≤ θ ≤ ϑ and 0 ≤ s ≤ t,
E(s, t) := exp[(t− s)Aϑ] exp(sAθ).
Since E(0, t) = exp(tAϑ) and E(t, t) = exp(tAθ), one obtains
exp(tAϑ)− exp(tAθ) =
∫ t
0
−
d
ds
E(s, t) ds
=
∫ t
0
exp[(t− s)Aϑ](Aϑ −Aθ) exp(sAθ) ds,(B.2)
and the claim follows from the fact that (for s ≥ 0)
(B.3) (Aϑ −Aθ) exp(sAθ)φ =
d∑
k=1
(ϑk − θk)(Φ[f(0,k)]− I) exp(sAθ)φ,
with the r.h.s. above being nonnegative for any φ ∈ F , by assumption.
The case θ ≥ ϑ can be treated similarly. This concludes the proof. 
Proof of Theorem 1: We prove that Q = I + (1/a)A, with
a = ‖θ‖+ ‖β‖ =
d∑
k=1
(θk + βk),
satisfies Definition 3. To this end, let E := {A1, . . . , Ad, B1, . . . , Bd} and consider on
E the probability distribution µ given by
∀k = 1, . . . , d : µ(Ak) :=
θk
a
; µ(Bk) :=
βk
a
.
A random transition of the a-chain (as defined in Section 3) from an arbitrary state
ξ ∈ X can be constructed as follows: generate a random variable J on E , having
distribution µ and
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(A) if J = Ak (arrival event) then define ξ = f(0,k)(ξ);
(B) if J = Bk then define ξ = f(k,l)(ξ) w.p. Vk(ξ)Rkl (l = 0, 1, . . . , d) and let ξ = ξ
w.p. 1− Vk(ξ), independently of J .
For an arbitrary sample {Ξν : 0 ≤ ν ≤ n} of the a-chain, generated according to
(A)–(B) above by means of a sequence of r.v.’s J1, . . . , Jn, we consider the sequence
of arrival events Aν [Ξ] = [k1, . . . , km] (0 ≤ m ≤ ν ≤ n) observed by the chain in the
first ν steps; that is, one accounts for the arrival events within the sequence of J ’s
and records the underlying classes. Note that the probability of observing a given
sequence of arrival events equals
Pr{Aν[Ξ] = [k1, . . . , km]} =
(
ν
m
)
θk1 · . . . · θkm · ‖β‖
ν−m
aν
,
and does not depend on the initial state of the chain.
Returning to the proof of the theorem, we note that it suffices to construct a pair
of a-chains {(Ξ′ν ,Ξ
′′
ν) : 0 ≤ ν ≤ n} satisfying
(Ξ′0,Ξ
′′
0) = (ξ, ζ), ℓ(Ξ
′
n) ≤ ℓ(Ξ
′′
n), a.s.
Since the distribution of the sequence of arrival events does not depend on the initial
state (hence it is the same for both chains) it suffices to prove the above statement
conditioned on the event that the two chains share the same sequence of arrival
events. More specifically, we shall prove that the following statement holds true for
any n ≥ 0:
(Hn) For any pair of initial configurations ξ ⊆ ζ there exists a pair of a-chains
{(Ξ′ν ,Ξ
′′
ν) : 0 ≤ ν ≤ n} satisfying
(Ξ′0,Ξ
′′
0) = (ξ, ζ), An[Ξ
′] = An[Ξ
′′], ℓ(Ξ′n) ≤ ℓ(Ξ
′′
n), a.s.
Note that, in the above statement, one may equivalently assume that either ξ = ζ or
(ξ, ζ) is a pair of consecutive configurations. More concisely, one may assume that
(ξ, ζ) ∈ ∆0 ∪ ∆1 ∪ . . . ∪ ∆d, where, for convenience we let ∆0 := {(ξ, ξ) : ξ ∈ X}
denote the diagonal set of X.
We shall prove this claim by induction. The key fact in this proof is that, given
Ξ′0 ⊆ Ξ
′′
0, there exists a coupling (Ξ
′
1,Ξ
′′
1) satisfying Ξ
′
1 ⊆ Ξ
′′
1 on the event {Ξ
′′
1 6= Ξ
′′
0};
this is guaranteed by Conditions (i) and (ii). While the technical details of this proof
are given below, Figure 1 displays the reasoning used for proving the induction step.
To begin with, note that the statement (H0) is straightforward. Assume now that
(Hn) holds true for some n ≥ 0. Given (ξ, ζ) ∈ ∆b, for b = 0, 1, . . . , d, we shall
construct a pair of a-chains {(Ξ′ν ,Ξ
′′
ν) : 0 ≤ ν ≤ n+ 1}, satisfying
(B.4) (Ξ′0,Ξ
′′
0) = (ξ, ζ), An+1[Ξ
′] = An+1[Ξ
′′], ℓ(Ξ′n+1) ≤ ℓ(Ξ
′′
n+1), a.s.
For b = 0 (i.e. ξ = ζ) the statement is trivial. Consider now the case b 6= 0.
The key step in this construction is that, given Ξ′0 = ξ and Ξ
′′
0 = ζ, there exists a
coupling (Ξ′1,Ξ
′′
1) satisfying (recall Condition (ii)):
imsart-ssy ver. 2014/10/16 file: SSY.tex date: December 13, 2018
20 H. LEAHU AND M. MANDJES
1. for k = 1, . . . , d we have Ξ′′1 = f(0,k)(ζ) if and only if Ξ
′
1 = f(0,k)(ξ).
2. for k 6= b, Ξ′′1 = f(k,l)(ζ) entails Ξ
′
1 = f(k,l)(ξ), for any l = 0, 1, . . . , d.
3. Ξ′′1 = f(b,l)(ζ) entails either Ξ
′
1 = f(b,l)(ξ) or Ξ
′
1 = ξ, for l = 0, 1, . . . , d.
Therefore, on the event {Ξ′′1 6= Ξ
′′
0}, we have (Ξ
′
1,Ξ
′′
1) ∈ ∆b (cases 1 and 2 above)
and (Ξ′1,Ξ
′′
1) ∈ ∆b or (Ξ
′
1,Ξ
′′
1) ∈ ∆l (in case 3); this follows by Condition (i). On the
other hand, given that {Ξ′′1 = Ξ
′′
0} (i.e. Ξ
′′ does not make an actual jump), it readily
follows that (Ξ′0,Ξ
′′
1) = (ξ, ζ) ∈ ∆b. As such, we distinguish the following cases:
I. If Ξ′′1 6= Ξ
′′
0 then (Ξ
′
1,Ξ
′′
1) ∈ ∆0 ∪∆1 ∪ . . . ∪∆d. By (Hn) there exists a pair of
a-chains {(Ψ′ν ,Ψ
′′
ν) : 0 ≤ ν ≤ n} such that
(Ψ′0,Ψ
′′
0) = (Ξ
′
1,Ξ
′′
1), An[Ψ
′] = An[Ψ
′′], ℓ(Ψ′n) ≤ ℓ(Ψ
′′
n), a.s.
Defining further Ξ′ν := Ψ
′
ν−1 and Ξ
′′
ν := Ψ
′′
ν−1, for ν = 1, . . . , n + 1, one can
easily verify the validity of (B.4).
II. If Ξ′′1 = Ξ
′′
0 then (Ξ
′
0,Ξ
′′
1) = (ξ, ζ) ∈ ∆b and using again (Hn) one obtains a
pair of a-chains {(Ψ′ν,Ψ
′′
ν) : 0 ≤ ν ≤ n} such that
(Ψ′0,Ψ
′′
0) = (Ξ
′
0,Ξ
′′
1), An[Ψ
′] = An[Ψ
′′], ℓ(Ψ′n) ≤ ℓ(Ψ
′′
n), a.s.
Defining further Ξ′ν := Ψ
′
ν and Ξ
′′
ν+1 := Ψ
′′
ν , for ν = 1, . . . , n, we note that
An[Ξ
′] = An+1[Ξ
′′] (since A1[Ξ
′′] = ∅) and ℓ(Ξ′n) ≤ ℓ(Ξ
′′
n+1). On the other
hand, the constraint An+1[Ξ
′] = An+1[Ξ
′′] = An[Ξ
′] ensures that the (n+1)-st
transition of Ξ′ does not correspond to an arrival event, whence
ℓ(Ξ′n+1) ≤ ℓ(Ξ
′
n) ≤ ℓ(Ξ
′′
n+1);
this proves (B.4).
Therefore, we proved (Hn+1), which concludes the proof of the theorem. 
Remark 6. Regarding the proof of Theorem 1, a few remarks are in order:
• The coupling {(Ξ′ν ,Ξ
′′
ν) : 0 ≤ ν ≤ n} has the special feature that it depends
on the time-horizon n.
• The chain Ξ′′ is ‘forced’ to perform the same transitions as Ξ′, in the same
order. Due to the extra initial job, Ξ′′ may lag behind Ξ′, in that the same
transitions will be observed later, or is even ‘dropped’ by Ξ′′; since the two
chains are bound to share the same sequence of arrival events, this might result
in less (network) departures for Ξ′′.
• The statement in Theorem 1 remains valid for any φ ∈ J [X], satisfying
∀k 6= 0 : Rkl · (Φ[f(k,l)]− I)φ ≤ 0;
that is, increasing functionals which may only increase through arrival events.
Indeed, the key aspect in proving the induction step is that the functional of
interest may not increase, given that the chain Ξ′ does not see new arrivals.
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Proof of Theorem 2: I. It follows directly by Proposition 1.
II. Monotonicity of ϕt(θ) with respect to t shows that the limit ϕ := inft ϕt exists
and preserves monotonicity with respect to θ. Furthermore, we claim that
(B.5) ϕ(θ) =
{
〈πθ, φ〉, θ ∈ Θs;
0, θ /∈ Θs,
Indeed, since stability entails ergodicity in this context, we have
∀θ ∈ Θs : ϕ(θ) = lim
t→∞
E∅θ[φ(Xt)] = 〈πθ, φ〉;
the r.h.s. above is strictly positive since φ(∅) > 0 and πθ is supported on X0, which
contains ∅. On the other hand, let θ /∈ Θs. Then P
t
θ(∅,Ω) −→ 0, for every compact
(finite) Ω ⊂ X; in particular, since φ is vanishing at infinity, there exists exhausting
compacts {Ωn}n∈N such that sup{φ(ξ) : ξ /∈ Ωn} −→ 0, whence
∀n ∈ N, t ≥ 0 : ϕt(θ) = P
t
θ(∅, φ) ≤ P
t
θ(∅,Ωn) + sup{φ(ξ) : ξ /∈ Ωn};
letting t→∞, yields ϕ(θ) ≤ supξ/∈Ωn φ(ξ) −→ 0, which proves (B.5), hence (5.2).
Finally, to prove continuity of φ, note that both expressions in the r.h.s. of (B.5)
define continuous functions, hence we only need to verify that ϕ is continuous at
boundary points of Θs. To this end, let θ∗ ∈ ∂Θs. Since Θs is open, we have ∂Θs ⊆ Θ
∁
s ,
hence ϕ(θ∗) = 0. On the other hand, ϕ = inft ϕt is upper semi-continuous, whence
0 ≤ lim sup
θ→θ∗
ϕ(θ) ≤ ϕ(θ∗) = 0,
i.e., limθ→θ∗ ϕ(θ) = 0. Therefore, ϕ is continuous at θ∗, which proves the claim.
III. Let now 0 ≤ θ < ϑ be s.t. ϑ ∈ Θs; in particular, we have θ ∈ Θs (cf. II) and
both πθ and πϑ are supported on X0.
First, one infers from (B.2), (B.3) and (3.5) that
∀t ≥ 0 : [exp(tAϑ)− exp(tAθ)]Qθφ ≤ 0;
letting t→∞, yields 〈πϑ−πθ,Qθφ〉 ≤ 0. Furthermore, using the identity πθAθ = 0
(valid for all θ’s) one obtains
〈πϑ − πθ, φ〉 = 〈πϑ − πθ, (Qθ − (1/a)Aθ)φ〉
≤ −(1/a) · 〈πϑ − πθ,Aθφ〉 = (1/a) · 〈πϑ, (Aϑ −Aθ)φ〉
= (1/a)
d∑
k=1
(ϑk − θk) · 〈πϑ, (Φ[f(0,k)]− I)φ〉.
Finally, we need to prove that the last expression in the above display is strictly
negative for θ < ϑ. To this end, let k be such that θk < ϑk. Since πϑ is supported
on X0 it is enough to show that (Φ[f(0,k)]− I)φ may not vanish everywhere on X0.
Indeed, let ξ0 := ∅ and ξn+1 := f(0,k)(ξn), for n ≥ 0; note that ξn ∈ X0, for all
n ≥ 0. Assuming that (Φ[f(0,k)]− I)φ vanishes on X0, it follows (by induction) that
φ(ξn) = φ(∅) > 0 (by assumption), for all n ≥ 0, hence φ is constant and strictly
positive along the infinite sequence {ξn}n≥0 ⊆ X. But since φ must vanish at infinity,
this is a contradiction. This completes the proof of the theorem. 
imsart-ssy ver. 2014/10/16 file: SSY.tex date: December 13, 2018
22 H. LEAHU AND M. MANDJES
ACKNOWLEDGMENTS
The authors are grateful to A.M. Oprescu, researcher at University of Amsterdam,
for assisting with the implementation of the numerical experiments which led to
establishing the results in this paper.
{ξ′′1 = ξ
′′
0}
{ξ′′1 6= ξ
′′
0}
ξ
ζ
✂
✂
✂
✂
✂
✂
✂
✂✂✍
✂
✂
✂
✂
✂
✂
✂
✂✂✍
✲ ζ
f(k,l)(ξ)
f(k,l)(ζ) ✲
✲
(Hn)
ξ
′′
n+1
ξ′n+1
✲ ξ′′n+1
✲ ξ′n ✲
(Hn)
ξ′n+1
✲
0 1 . . . n n+ 1
Fig 1. Graphic representation of the proof (induction step) of Theorem 1. Pairs of parallel blue
arrows represent the coupled sample paths presumed by the induction hypothesis (Hn), whereas the
red arrows represent one-step transitions conditioned to non-arrival events.
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