An investigation of characteristics-based (CB) schemes for solving the incompressible NavierStokes equations in conjunction with the artificial-compressibility approach, is presented. Both nonconservative and conservative characteristics-based numerical reconstructions are derived and their accuracy and convergence properties are assessed analytically and numerically. We demonstrate by means of eigenvalue analysis that there are differences in the spectral characteristics of these formulations that result in different convergence properties. Numerical tests for two-and threedimensional flows reveal that the two formulations provide similar accuracy but the non-conservative formulation converges faster.
INTRODUCTION
One of the difficulties when dealing with the computation of incompressible flows is the decoupling of the continuity and momentum equations due to the absence of the pressure (or density) term from the former. Two different approaches that have received attention for solving the incompressible equations are the artificial-compressibility approach [1] and projection methods [2, 4, 5] , approximate and exact. The projection formulation also shares similarities with the pressure-Poisson approach [6] . A review of the artificial-compressibility and projection methods can be found in [3] .
The growing interest in the artificial compressibility approach is partly due to the direct coupling of continuity and momentum equations, which allows the use of explicit schemes and facilitates the development of memory-efficient easily parallelisable solvers. Recent examples of efficient numerical schemes utilising the artificial compressibility approach can be found in [7, 8] , where a characteristics-based split finite element scheme has been modified to create an efficient fully explicit solver; in [9, 10] , where an artificial compressibility scheme utilising vertex-centred and dual-cell, edge-based spatial discretisation, has been developed; as well as in [11, 12] where a characteristics-based (CB) scheme [13] has been combined with multigrid strategies to provide efficient solutions for two-and the three-dimensional flows.
The discretisation schemes and solvers developed for artificial compressibility have many similarities with the methods developed for compressible flows. In particular, artificial compressibility coupling facilitates the use of high-resolution Godunov-type schemes for incompressible flows [3] . An example of Godunov-type method used both for incompressible and compressible flows, is the CB scheme of [14] , which was extended to incompressible flows by Drikakis et al. [13, 3] . The CB scheme has been proven to provide accurate solutions in
In the present paper we show that two different formulations of the CB scheme can be derived for incompressible flows. One formulation uses the divergence-free condition in the numerical reconstruction of the primitive variables, whereas the other does not. These formulations result in different high-resolution, Godunov-type schemes. Improving the efficiency of a numerical solution is of crucial importance both in two-and three-dimensional simulations, especially when multi-parametric investigations (geometry or physics related) are required. Here, we present a unified formulation for conservative and non-conservative CB schemes, carry out eigenvalue analysis to study the effects of these schemes on convergence and further perform two-and three-dimensional computations for test problems to examine the the accuracy and efficiency of the schemes.
The paper is organised as follows. Section 2 presents the derivation of conservative and non-conservative CB schemes for incompressible flows as well as the computational strategy employed in this paper for solving the incompressible Navier-Stokes equations. Section 3 presents the eigenvalue analysis for the two CB schemes. Numerical tests demonstrating accuracy and efficiency issues are presented in Section 4. Finally, Section 5 summarises the conclusions of the present work.
, where β is the artificial compressibility parameter, then in Cartesian coordinates (x, y, z),
The inviscid, (E I , F I , G I ), and viscous, (E V , F V , G V ), fluxes in the curvilinear system are given by
In the numerical reconstruction of the advective fluxes one can employ dimensional splitting.
In this work, dimensional splitting is used only for analytically deriving characteristics-based formulae for the intercell variables, which in turn are used to calculate the advective fluxes. The time integration is obtained for the complete system of equations after adding all the discretised fluxes (inviscid and viscous), using an explicit time integration scheme (see discussion below).
In order to derive CB reconstructions we consider the one-dimensional counterpart of (3), e.g., with respect to the ξ-direction (non-moving grids are considered throughout)
We divide the above equation by 
Adding the pseudo-time pressure derivative to the continuity equation yields
Equations (6) and (8) consist two different formulations of the artificial-compressibility equations, with the former encompassing velocity divergence terms in the momentum equations. Henceforth, we will refer to the systems (6) and (8) as conservative and nonconservative formulations, respectively.
Using the above two formulations as a starting point, in the next section we derive two different CB schemes. We will show that although both formulations yield similar results for the solution of the incompressible Navier-Stokes equations, the eigenstructure of the systems (6) and (8) is different thus leading to different convergence properties. The systems (6) and (8) are used solely for the CB reconstruction of the advective flux in ξ−direction and a similar procedure can be used for the fluxes in the other two directions. Once the fluxes are discretised, the actual system equations which is numerically integrated is the conservative equations (3).
The present paper focuses on the implementation of conservative and non-conservative CB formulations in block-structured grids but CB schemes can also be implemented in conjunction with unstructured mesh as discussed in [18, 3] ; in [18] the conservative CB scheme has been implemented in fully unstructured meshes.
Variables Reconstruction
The advective and viscous fluxes are discretised on the cell centres using the intercell values, e.g., the inviscid flux derivative in the ξ−direction is given by
Both the conservative (6) and non-conservative (8) formulations can be written in a unified form,
where the coefficient δ takes the values δ = 1 and δ = 0 for the conservative and nonconservative formulations, respectively. The system (10) can also be written in matrix-form
The matrix A is given by 
where λ 0 = u x + v y + w z denotes velocity normal to the cell face. The eigenvalues of this matrix are given by λ 0 and λ ± where
and the artificial speed of sound s is given by
Following the same derivation procedure as for the original CB scheme ( [13, 3] ), we obtain the following formulae for the reconstructed variables at the cell face ( p, u, v, w):
where R + and R − are the auxiliary functions
The variables with the subscript ± are defined from the left and right states depending on the sign of the corresponding eigenvalue, i.e.,
In the present work, the left and right states U L,R are calculated by third order interpolation (see [3] for more details). The CB scheme given by (15) is applicable to both steady and unsteady flows. In the case of unsteady computations the dual time-stepping approach can be used in conjunction with the artificial-compressibility. According to the dual-time stepping approach, pseudo-time derivatives are added to both continuity and momentum equations [3] . The equations are solved at each real time step by driving the discretised pseudo-time derivatives to the machine zero. The real time derivatives are treated as source terms and can be discretised by first or higher-order differences.
The reconstructed variables at the cell faces are used to compute the advective fluxes in (9).
The viscous fluxes are approximated by central differences. The numerical time integration was obtained by a fourth order accurate explicit Runge-Kutta scheme [23] . 
EIGENVALUE ANALYSIS
In this section we compare the spectral radius and characteristic condition numbers of the two variants of the chracteristics-based scheme. The spectral radius provides information about the maximum stable pseudo-time step, while the characteristic condition number is a measure of numerical stiffness. We consider first the conservative reconstruction for which δ = 0; the eigenvalues (13) are given by
When the velocity normal to the cell face is positive λ 0 > 0 (|λ 0 | = λ 0 ), we obtain
and
Comparing λ + and λ − yields
Also, when β > 2λ
Therefore, we can write 
When the velocity normal to the cell face is negative λ 0 < 0 (|λ 0 | = −λ 0 ), we obtain
Comparing the absolute values of λ ± yields
Similarly, when β > 2λ
Therefore, we can write
From equations (23) and (28) we obtain the following formula for the spectral radius of the non-conservative formulation
The characteristic condition number for this case is given by 
Similar analysis for the conservative formulation yields the following formulae for the spectral radius and characteristic condition numbers
We shall now show that the spectral radius of the conservative formulation is greater than that of the non-conservative formulation. We consider ρ = ρ (|λ 0 |) for both formulations and note that these functions have uniformly positive derivatives for any (positive) value of β. Moreover, from (29) and (31) it can be seen that
, the spectral radius of the system matrix is greater in the case of the conservative formulation.
One immediate consequence of the above is that when local time stepping is employed, the non-conservative formulation allows the use of larger time steps. For the same CFL number, the ratio of the maximum possible local time step for the conservative and non-conservative schemes is given by:
By normalising λ 0 with √ β and introducing the similarity variable r = |λ 0 | / √ β, the ratio of time steps can be written as a function of r:
For the flow regions where the velocity (normal to the cell face) tends to zero, R t tends to 1 and R t is a monotonously increasing function of r, i.e., dRt dr > 0 for any value of r, with an asymptote of 2 at infinity. Therefore, one should expect the differences in numerical convergence between the two schemes to be larger for smaller values of β as well as when the local flow speed is higher (Fig. 1a) .
The characteristic condition number is considered to be a measure of numerical stiffness. In terms of the similarity variable r, we can express the ratio of characteristic condition numbers obtained for the two formulations as follows
, when
R k is also a monotonously increasing function of its argument and is always greater than 1 with an asymptote of 4 at infinity (Fig. 1b) . Therefore, the non-conservative formulation results in 
NUMERICAL EXPERIMENTS
The two-dimensional flow over a backward facing step and three-dimensional flow in a channel with two inlets have been selected for investigating the accuracy and convergence behaviour of the two characteristics-based variants. The two cases are described in detail below. The convergence has been assessed using the norm of the variables derivatives in pseudo-time,
where k stands for the primitive variable, i and j are spatial indices, and n stands for the iteration count in pseudo-time. The solution is considered to be converged when Conv ≤ 10
The efficiency is assessed in terms of multigrid cycles N mg required to reach the above convergence threshold. Furthermore, the difference in the accuracy of the solution for the conservative and non-conservative schemes is examined using the following criterion:
The time step is defined by
where CF L is the Courant-Friedrichs-Lewy (CFL) number.
The flow over a backward-facing step has been investigated by a number of researchers both experimentally and numerically. We have performed computations for a backward facing step with inlet to channel expansion ratio 2:3 and downstream channel length equal to 60 step heights, which corresponds to the case studied experimentally by Denham and Patrick [24] and numerically by Atkins et al. [25] . The second case considered in this study is the three-dimensional flow in a channel with with two inlets. This geometry is frequently used in microfluidic applications, such as separation and detection [26, 27, 28] , micro-mixing [29, 30] and micro-fabrication [31, 32] . In many of these applications, the reagents are carried by weak solutions (see, for example [31, 32] ) and the hydrodynamics of the flow, particularly the entrance length, is dominated by the solvent, which reduces the hydrodynamic problem to a single-fluid flow.
The device configuration and the development of the flow is shown in Figure 6a . The computations have been performed on a grid containing 29×13×13 nodes in each inlet section and 253 × 25 × 13 nodes in the main channel. Figure 6b shows the norm of deviation of the velocity profile in the main channel from the analytic steady-state solution for a rectangular channel, e.g., see [33, 34] ; this is defined as max Similar to the backward-facing step case, the non-conservative scheme exhibited (slightly) better convergence than the conservative scheme. The convergence histories are shown in Figure 7 for computations performed at two different Reynolds numbers. Figure 8 shows the number of multigrid cycles and gain ratio as function of the Reynolds number. The gain ratio is lower than the the backward-facing step case, but it is greater than 1 for all Reynolds numbers considered here. Finally, the number of multigrid cycles for the conservative and nonconservative schemes are reported in Tables I and II The numerical experiments show that the conservative and non-conservative formulations provide the same accuracy but they differ in terms of convergence. The non-conservative scheme appears to be faster (or slightly faster) than the conservative version for all Reynolds numbers and flow cases considered in this study.
Finally, we note that the analysis presented in this paper can also be applicable to other high-resolution schemes and Riemann solvers that involve cell face numerical reconstruction of the primitive variables.
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