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Abstract 
 
Improved performance in the computer system is not done with waiting for the 
availability of supercomputers designed but can start from an existing personal 
computer. Utilization of old computers made into a diskless system to build a 
parallel computing environment that has high levels of performance as well as 
cost. Using openmpi as software for parallel processing. The system will be tested 
using a parallel program and generate data that will be used to measure the 
performance of parallel computing systems are made. 
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Abstrak 
 
Peningkatan kinerja pada sistem komputer tidak dilakukan dengan menunggu 
tersedianya supercomputer namun dapat mulai dirancang dari computer personal 
yang sudah ada. Pemanfaatan komputer-komputer lama dibuat menjadi sistem 
diskless untuk membangun sebuah lingkungan komputasi paralel yang memiliki 
tingkat kinerja yang tinggi serta hemat biaya. Menggunakan OpenMPI sebagai 
software untuk pemrosesan paralel. Sistem akan di uji coba menggunakan 
program paralel dan menghasilkan data yang akan dipakai untuk mengukur 
kinerja sistem komputasi paralel yang dibuat.    
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1. PENDAHULUAN 
Pemanfaatan komputer mempunyai peran yang besar dalam 
pengembangan ilmu pengetahuan dan teknologi yang demikian pesat saat ini. 
Penggunaan komputer tidak terbatas pada perhitungan matematis, pengolahan dan 
penyimpan data, serta otomatisasi pekerjaan tetapi juga pada pengembangan 
metode-metode baru pemecahan masalah. Seiring dengan hal tersebut, semakin 
dituntut pula proses komputasi yang semakin cepat. Maka untuk meningkatkan 
kecepatan proses komputasi dapat ditempuh dengan dua cara, yaitu peningkatan 
kecepatan perangkat keras dan peningkatan kecepatan perangkat lunak.   
Peningkatan kinerja pada sistem komputer tidak dilakukan dengan 
menunggu tersedianya supercomputer namun dapat mulai dirancang dari 
computer personal yang sudah ada. Idealnya adalah bagaimana cara menyatukan 
berbagai komputer  heterogen (yang berbeda arsitektur atau prosesor) agar melalui 
jaringan komputer dapat tersusun satu supercomputer yang dengan fasilitas 
pengaturan beban dan sharing dapat melakukan pemrosesan komputasi secara 
paralel. 
Komputasi paralel umumnya diterapkan untuk permasalahan yang secara 
serial tidak mampu diselesaikan dalam jangka waktu yang cepat. Gagasan dasar 
dari pemrograman paralel adalah memiliki lebih dari satu pemroses yang 
semuanya memiliki kemampuan untuk bekerja dalam saat bersamaan. 
Penggunaan beberapa pemroses ini tentu menyebabkan munculnya persyaratan 
tambahan, seperti kemampuan penggunaan data bersama-sama dan kemampuan 
untuk berkomunikasi antar pemroses. Karena itu dibutuhkan suatu program yang 
dapat mengatur pembagian kerja untuk mempercepat pekerjaan tersebut. 
Komputer dengan prosesor lama sudah jarang dipakai, karena itu untuk 
mendayagunakan komputer lama khususnya dengan prosesor pentium diperlukan 
suatu sistem yang dapat menjalankan kembali komputer tersebut, agar dapat 
digunakan menjadi suatu sistem yang berguna. Karena itu diperlukan 
penggabungan beberapa komputer dengan prosesor lama menjadi suatu sistem 
untuk pemrograman paralel. 
Berdasarkan latar belakang yang ada, maka rumusan masalah penelitian 
ini adalah bagaimana membuat suatu jaringan paralel diskless menggunakan 
prosesor lama yang berbasis Message Passing Interface (MPI) dengan pustaka 
OpenMPI untuk menyelesaikan pemrograman paralel. Adapun tujuan yang ingin 
dicapai dari penelitian ini yaitu mengimplementasikan komputer paralel 
menggunakan prosesor lama melalui jaringan LAN, yang menggunakan sistem 
pemrograman Message Passing Interface (MPI) dengan satu node server dan dua 
node client (diskless). 
 
2. TINJAUAN PUSTAKA 
Dalam penelitian yang berjudul “Diskless Cluster Berbasis Job Scheduler 
Condor Menggunakan Diskless Remote Boot in Linux” membahas tentang 
perencanaan pembangunan sebuah cluster linux berteknologi diskless dengan 
menggunakan Diskless Remote Boot in Linux (DRBL) pada undedicated cluster, 
dengan menggunakan condor yang juga menyediakan lingkungan komputasi 
paralel seperti Message Passing Interface (MPI) dengan tersedianya universe 
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parallel pada condor sebagai job scheduler untuk membangun lingkungan High-
Throughput Computing (HTC) pada diskless cluster yang telah dibangun [1]. 
Pada penelitian lainnya yang berjudul “Aplikasi Sistem Paralel 
Menggunakan Prosesor  Host 486 Berbasis Linux Debian” membahas tentang 
bagaimana membuat suatu paralel komputer menggunakan prosesor x486 secara 
diskless yang dapat digunakan untuk menyelesaikan pemrograman paralel, dengan 
menggunakan Fully Automatic Installation (FAI) sebagai software package untuk 
sistem diskless dan program komputasi paralelnya menggunakan sistem Message 
Passing Interface (MPI)[2]. 
Berdasarkan penelitian-penelitian yang telah dilakukan sebelumnya, maka 
akan dilakukan penelitian bagaimana membuat suatu jaringan paralel diskless 
dengan memanfaatkan komputer dengan prosesor lama dengan software package 
Linux Terminal Server Project (LTSP) untuk sistem disklessnya pada Sistem 
Operasi Ubuntu desktop 14.04 yang berbasis Message Passing Interface (MPI) 
untuk menyelesaikan pemrograman paralel. 
Komputasi paralel adalah teknik melakukan komputasi dengan 
memanfaatkan beberapa komputer independen secara bersamaan. Sumber daya 
komputasi dapat berupa sebuah komputer dengan beberapa prosesor, beberapa 
komputer yang terhubung melalui jaringan, atau kombinasi dari keduanya [3]. 
Pemrograman paralel adalah teknik pemrograman komputer yang 
memungkinkan eksekusi perintah atau operasi secara bersamaan (komputasi 
paralel), baik dalam komputer dengan satu (prosesor tunggal) ataupun banyak 
(prosesor ganda dengan mesin paralel) CPU [3]. 
Message Passing Interface (MPI) adalah protokol komunikasi bahasa-
independen yang digunakan untuk program komputer secara paralel. MPI 
merupakan antarmuka aplikasi message passing programmer, bersama dengan 
spesifikasi protokol dan semantik untuk bagaimana fitur-fiturnya harus bersikap 
dalam pelaksanaannya, tujuan Message Passing Interface (MPI) adalah kinerja 
tinggi, skalabilitas, dan portabilitas [4]. 
OpenMPI merupakan pustaka message passing interface yang 
bertanggung jawab mengenai penjadwalan, distribusi proses, dan komunikasi data 
antar node dalam sistem komputasi paralel. OpenMPI mendukung berbagai 
arsitektur prosesor dan sistem operasi sehingga dapat diimplementasikan di 
lingkungan komputer yang heterogen [5]. 
Diskless merupakan suatu jaringan komputer yang dapat beroperasi tanpa 
ketersediaan media penyimpanan lokal (harddisk) pada komputer klien. Seperti 
jaringan tipe client-server, maka di jaringan komputer diskless ini semua media 
penyimpanan hanya berada di sisi server. Operasi akan dimulai ketika klien 
memanggil sistem file dari server jaringan komputer diskless [6]. 
Linux Terminal Server Project (LTSP) merupakan aplikasi untuk 
membangun jaringan thin client atau diskless. client-server Linux Terminal Server 
Project (LTSP) disebut thin client karena komputer client hanya digunakan untuk 
menjalankan sistem operasi minimal, sedangkan semua program aplikasi 
dijalankan diserver. Jaringan Linux Terminal Server Project (LTSP) juga disebut 
diskless, karena komputer client tidak bekerja dengan harddisk sendiri. Linux 
Terminal Server Project (LTSP) pada intinya adalah satu set script yang 
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memungkinkan kita menampilkan layar server pada client [7]. 
  
3. METODE PENELITIAN 
Dalam penelitian ini metode yang digunakan adalah metode yang dibuat 
sesuai dengan tahapan dari proses penelitian. Tahapan identifikasi masalah sampai 
persiapan hingga pada tahapan uji coba, segala kebutuhan hardware dan software 
yang digunakan tercantum dalam metode penelitian yang akan dibahas. Tahapan 
yang digunakan dalam penelitian ini adalah : Identifikasi masalah, Perencanaan, 
Desain topologi, Konfigurasi dan pengujian. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 1. Tahapan Penelitian 
 
Tahap pertama pada penelitian ini adalah identifikasi masalah. Identifikasi 
masalah pada penelitian ini adalah komputer dengan prosesor lama sudah jarang 
dipakai, karena itu untuk mendayagunakan komputer lama khususnya dengan 
prosesor pentium diperlukan suatu sistem yang dapat menjalankan kembali 
komputer tersebut, agar dapat digunakan menjadi suatu sistem yang berguna. 
Karena itu diperlukan penggabungan antara komputer server dan beberapa 
komputer dengan prosesor lama secara diskless menjadi suatu sistem yang dapat 
menjalankan pemrosesan komputasi paralel. 
Tahap kedua adalah perencanaan, pada tahap ini dilakukan analisis 
kebutuhan yang dijadikan sebagai parameter sebelum merancang sebuah sistem 
jaringan paralel diskless yang bertujuan untuk mengimplementasikan komputer 
paralel menggunakan prosesor lama melalui jaringan LAN, yang menggunakan 
sistem pemrograman Message Passing Interface (MPI) dengan satu node server 
dan dua node client (diskless). Yang dilakukan pada tahap ini adalah analisis 
kebutuhan hardware dan software yang akan digunakan dalam perancangan 
sistem, perangkat keras dan perangkat lunak yang digunakan dalam penelitian ini 
ditunjukkan pada tabel 1. 
 
 IDENTIFIKASI MASALAH 
PERENCANAAN 
DESAIN TOPOLOGI 
KONFIGURASI 
PENGUJIAN 
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Tabel 1. Perangkat Keras yang Dipakai 
Hardware Spesifikasi 
PC Server Processor AMD FX(tm)-6300 3.5GHz 1 
Fast Ethernet RAM 8GB Hardisk 
500GB 
2 laptop client (diskless) 
dan 2 laptop client (non 
diskless) 
2 buah Intel(R) Celeron(R) 1.50GHz 
RAM 1GB (diskless) 
2 buah Intel(R) Celeron(R) 1.90GHz 
RAM 2GB Hardisk 320GB (non 
diskless) 
Perangkat Lain Switch Fast Ethernet 8 Port dan 3 Kabel UTP Tipe Straight 
 
Tabel 1 adalah daftar perangkat keras yang dibutuhkan. Pertama 1 PC 
server lengkap dengan monitor yang berfungsi sebagai PC server untuk diskless 
client sekaligus server untuk menjalankan program paralel, yang kedua yaitu 2 
laptop sebagai client (diskless) dan 2 laptop client (non diskless) sebagai client 
tambahan untuk pengujian, dan yang terakhir switch sebagai penghubung pada 
jaringan yang menghubungkan PC server dengan laptop client diskless dan laptop 
client tambahan (non diskless) menggunakan kabel UTP straight. 
 
Tabel 2. Perangkat Lunak yang Dipakai 
Software Spesifikasi 
OS PC Server Ubuntu Desktop 14.04 LTS 
Software Package 
Diskless 
Linux Terminal Server Project 
(LTSP) 
Protokol Program 
Komputer Paralel 
OpenMPI Pustaka Message Pass-
ing Interfaces (MPI) 
 
Tabel 2 adalah daftar perangkat lunak yang dibutuhkan. Pertama adalah 
OS PC server yaitu Ubuntu Desktop 14.04 LTS yang berfungsi sebagai sistem 
operasi yang digunakan pada PC server dan pada client (non diskless) tambahan 
untuk pengujian, yang kedua Linux Terminal Server Project (LTSP) sebuah 
software package diskless yang digunakan untuk membangun jaringan diskless, 
dan yang ketiga yaitu OpenMPI pustaka Message Passing Interfaces (MPI) 
sebagai software paralel komputer. 
Tahap ketiga adalah desain topologi, ini adalah tahap pembuatan sistem 
yang dipakai dalam penelitian. Hasil yang dicapai dalam tahapan ini adalah 
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sebuah topologi yang sesuai dan dapat diterapkan sebagai penunjang sebuah 
jaringan client-server secara diskless yang dapat menjalankan pemrosesan 
komputasi paralel. Adapun desain topologi ini dibuat menggunakan aplikasi 
Microsoft Visio 2007 yang dapat dilihat pada gambar 2. 
 
Gambar 2. Desain Topologi  
 
Gambar 2 menunjukkan desain topologi dimana terdapat tiga komputer 
yaitu, satu sebagai server dan dua sebagai client diskless dengan interkoneksi 
menggunakan switch, client diskless akan mendapatkan ip dhcp fixed address dari 
server. Tahap keempat adalah tahap konfigurasi. Tahap konfigurasi merupakan 
tahap membangun sistem berdasarkan topologi yang dirancang. Langkah-langkah 
konfigurasi yang disederhanakan dalam bentuk tabel untuk memudahkan dalam 
membaca. Langkah-langkah proses instalasi dan konfigurasi untuk komputer 
server dapat dilihat pada tabel 3. 
 
Tabel 3. Konfigurasi pada server 
 
Langkah-langkah Konfigurasi 
Install Sistem operasi server Ubuntu 
Desktop 14.04 LTS 
Install isc-dhcp-server               
Install nfs-kernel-server 
IP Address eth0 192.168.1.72/24 
Install Linux Terminal Server Project 
(LTSP) 
Install ltsp-server-standalone      
Install open-ssh server 
Install Message Passing Interfaces 
(MPI) 
Install OpenMPI 
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Tabel 3 adalah konfigurasi yang disederhanakan dalam bentuk tabel untuk 
memudahkan dalam membacanya, langkah awal adalah instalasi sistem operasi 
komputer server menggunakan Ubuntu Desktop 14.04 LTS, kemudian install nfs-
kernel-server untuk mounting file yang ada pada server oleh client, dilanjutkan 
dengan konfigurasi pada ip address eth0 dengan alamat ip 192.1681.72/24 dan 
konfigurasi ip dhcp dengan range ip 192.168.1.73/24-192.168.1.85/24. Langkah 
selanjutnya install ltsp-server-standalone sebagai software package untuk sistem 
diskless, kemudian install OpenMPI yang akan digunakan sebagai software 
paralel untuk menjalankan sistem paralel pada sistem yang akan dibuat. 
Tahap kelima adalah tahap pengujian dimana tahap konfigurasi dan 
membangun komputer server telah selesai. Pengujian dilakukan untuk menguji 
kemampuan dalam melakukan proses komputasi dengan menjalankan program 
paralel. Komputer server bertindak sebagai node server untuk diskless client dan 
juga node server untuk menjalankan program paralel. Pengujian untuk 
membandingkan waktu proses komputasi yang berjalan pada sistem komputasi 
serial dengan sistem komputasi paralel. Pengujian untuk komputasi serial yaitu 
dengan menjalankan program paralel pada server, sedangkan pada komputasi 
paralel yaitu dengan menjalankan program paralel tersebut untuk setiap node dan 
dua node diskless client.  
Penelitian ini menggunakan OpenMPI sebagai perangkat lunak yang 
difungsikan untuk menjalankan program paralel pada node server. Cara kerja 
OpenMPI sebagai penghubung antara node server dan node client yang ada 
sehingga akan terjadi pemrosesan paralel ketika program paralel dijalankan. 
Implementasi OpenMPI untuk menguji dan menganalisa kemampuan dalam 
membagi proses komputasi ke setiap resource komputer dalam hal ini adalah 
beban prosesor, penggunaan CPU dan penggunan memory. 
 
4. HASIL DAN PEMBAHASAN 
Pengujian pertama untuk menguji apakah komputer paralel yang telah 
dibuat dapat menjalankan program paralel menggunakan program cpi, yaitu 
program paralel untuk perhitungan Pi. Berikut adalah percobaan perhitungan Pi 
pada lingkungan Message Passing Interfaces menggunakan perintah mpiexec –np 
1 MPI_CPI untuk pengujian serial : 
root@server:/home/server# mpiexec –np 1 MPI_CPI 
process 0 on server 
pi is approximately 3.1423526411754714, Error is 0.0203632672816781 
wall clock time = 0.007510 
Pada percobaan perhitungan Pi secara paralel menggunakan perintah 
mpiexec –np --host client1,client2,server MPI_CPI : 
root@server:/home/server# mpiexec –np 3 MPI_CPI 
process 0 on server 
process 1 on client1 
process 2 on client2 
pi is approximately 3.1623529411764704, Error is 0.0207602875866773 
wall clock time = 0.003191 
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Pada percobaan diatas terlihat sistem dapat menjalankan program paralel 
perhitungan Pi secara serial maupun paralel. Kemudian dilakukan sepuluh kali 
percobaan menggunakan program tersebut untuk menghasilkan data yaitu waktu 
komputasi yang akan digunakan untuk membandingkan kecepatan antara 
komputasi serial dengan paralel didalam penelitian ini, diperoleh hasil yang 
sebagai berikut. 
 
Tabel 4. Waktu rata-rata kecepatan komputasi serial dan paralel 
Percobaan 
ke- 
Serial 
 
Waktu 
(detik) 
Server 
 
 
Waktu 
(detik) 
Server & 
Client 1 
Paralel  
 
Waktu (detik)  
Server & 
Client 2 
 
 
Waktu (detik)  
Server & Client 
1 & Client 2 
1 0.004403 0.003351 0.003312 0.002832 
2 0.004421 0.003349 0.003507 0.002854 
3 0.004356 0.003406 0.003541 0.002970 
4 0.004372 0.003309 0.003327 0.002710 
5 0.004355 0.003373 0.003321 0.002819 
6 0.004461 0.003390 0.003403 0.002930 
7 0.004365 0.003375 0.003328 0.002809 
8 0.004320 0.003356 0.003395 0.002901 
9 0.004301 0.003389 0.003372 0.002815 
10 0.004419 0.003304 0.003365 0.002805 
Rata-rata 0.0043773 0.003360 0.003387 0.002845 
 
 Tabel 4 menunjukkan percobaan yang dilakukan sepuluh kali diperoleh 
waktu rata-rata dari percobaan secara serial yang dijalankan pada node server dan 
dijalankan pada node client secara paralel. Terlihat bahwa terdapat perbedaan 
waktu komputasi pada percobaan secara serial yang membutuhkan waktu lebih 
banyak dibandingkan dengan percobaan secara paralel, waktu yang dihasilkan 
pada percobaan paralel sedikit lebih cepat karena beban komputasinya telah 
dibagi. 
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Gambar 3. Grafik perbandingan serial dan paralel 
 
 Pengujian pada CPU usage dan memory usage dilakukan pada saat 
program paralel perhitungan Pi dijalankan. Pengujiannya dilakukan untuk 
membandingkan apakah ada perbedaan penggunaan CPU dan memory pada saat 
program dijalankan secara serial ataupun paralel. Hasil pengujian CPU usage 
serial dan CPU usage paralel dapat dilihat pada gambar 3 dan gambar 4, 
sedangkan hasil pengujian memory usage dapat dilihat pada gambar 5 untuk serial 
dan gambar 6 untuk paralel.  
 
 
Gambar 4. CPU usage serial 
 
Gambar 4 menunjukkan CPU usage yang digunakan saat program paralel 
dijalankan secara serial hanya pada node server saja, CPU usage meningkat cukup 
tinggi sampai 87% pada saat program paralel dijalankan.  
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Gambar 5. Grafik CPU usage Paralel 
 
 Gambar 5 menunjukkan CPU usage pada node server yang meningkat 
tinggi mencapai 92% pada saat program paralel dijalankan secara paralel dan node 
server membagi beban komputasi kepada node client. 
   
 
Gambar 6. Grafik perbandingan memory usage 
  
 Gambar 6 menunjukkan perbandingan penggunaan memory pada node 
server saat node server sedang menjalankan program paralel. Pada saat 
dijalankan secara serial membutuhkan 196,5 megabytes, sedangkan saat 
menjalankan program paralel secara paralel membutuhkan memory 267,6 
megabytes. 
   
5. KESIMPULAN 
Berdasarkan penelitian yang telah dilakukan, disimpulkan bahwa sistem 
yang dibuat dapat menjalankan program paralel sehingga komputasi paralel dapat 
terjadi. Terdapat perbedaan waktu komputasi pada percobaan secara serial yang 
membutuhkan waktu lebih banyak dibandingkan dengan percobaan secara paralel.  
Dengan adanya pemprosesan paralel dapat mempercepat proses komputasi antara 
client dan server. Dari penelitian ini dapat memberikan solusi tuntutan kinerja 
komputasi yang cepat di masa sekarang. Diharapkan penelitian ini dapat lebih 
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dikembangkan untuk keperluan lainnya dalam studi kasus yang berbeda. 
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