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Abstract
The Nielsen number is defined for a rather general class of multivalued maps on compact
connected ANRs, including, e.g., admissible maps (in the sense of Górniewicz (1976); compare also
Górniewicz (1995)) on tori. Since the Poincaré maps generated by the Marchaud vector fields are
of this type (see (Andres, 1997)), we can obtain in such a way multiplicity results for differential
inclusions. More precisely, the nontrivial Nielsen number gives a lower estimate of coincidence
points (in particular, fixed points) corresponding to the desired solutions. Ó 2000 Elsevier Science
B.V. All rights reserved.
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1. Introduction
The Nielsen fixed point theory represents one of most efficient topological tools for the
study of multiple solutions to differential equations. Besides the existence, we are able to
obtain in this way a lower estimate of the number of fixed points related to solutions of the
given problems.
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Although the Nielsen theory has been recently developed to a rather advanced level (see
[4,8,20,22] and the references therein), there are just a few applications to differential (or
integral) equations (see [5,6,9–12,14–16,23,24] and Boju Jiang’s contribution in [22]).
The essential notion of the Nielsen number has been also generalized for multivalued
maps (see [13,19,21,25,26]), but (as we have already pointed out in [1,2]) no definition
there seems suitable for such applications as those considered below.
Hence, it is our aim here to first define an appropriate generalized Nielsen number, and
then to apply the new theory to differential inclusions. As far as we know, this is the first
time that multiplicity results for differential inclusions have been obtained by means of the
Nielsen technique.
Our applications are performed for the associated Poincaré operators generated by the
Marchaud vector fields. The differential inclusions are considered on tori and we deal with
periodic and “target-type” problems. In contrast to [9–12,14–16], the differential systems
are neither parameterized nor involving small parameters.
2. Nielsen relation
In this paper we shall consider Vietoris maps and admissible multivalued maps as
defined in [17] (see also [18]). Consequently, in what follows by a multivalued map we
shall understand a pair of single-valued mappings of the form:
X
p← Γ q→ Y
with p to be a Vietoris map.
We let:
C(p,q)= {u ∈ Γ | p(u)= q(u)},
Fix(p, q)= {x ∈X | x ∈ q(p−1(x))}.
Of course C(p,q) 6= ∅ if and only if Fix(p, q) 6= ∅. Roughly speaking, the set Fix(p, q)
can be treated as a subset of C(p,q), in general (compare Example 2.1).
Example 2.1. Let us consider the unit circle S1 =R/Z with the correspondence
R/Z 3 [t] ↔ e2pit i ∈ S1,
define a family of maps pε :S1→ S1, 0< ε 6 1/2,
pε[t] =

[t/2ε] for 06 t 6 ε,
[1/2] for ε 6 t 6 1− ε,
[(1− t)/2ε+ 1] for 1− ε 6 t 6 1,
and put q[t] = [kt] for a fixed k ∈ Z.
Let us notice that p−1ε [y] is one point for [y] 6= [1/2] while p−1ε [1/2] = {[t] | ε 6
t 6 1 − ε} is an arc. Thus, any counterimage is contractible. Let us fix a number ε0
satisfying 0< ε0 6 1/2k. Then {(pε, q)}, where ε runs through the interval [ε0,1/2], is a
homotopy between the multivalued maps (p1/2, q) and (pε0, q). But since we can observe
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that p1/2 = IdS1 , (p1/2, q) corresponds to the single-valued map q[t] = [kt]. It is known
that the Nielsen number N(q) = |k − 1|, by which we know that any single-valued map
homotopic to q has at least |k− 1| fixed points. On the other hand, we will show that [x] ∈
qp−1ε0 [x] only for [x] = [0] or [x] = [1/2]. (In fact, for 0< x < 1/2, p−1ε0 [x] = [2ε0x], so
qp−1ε0 [x] = [2kε0x], but the assumption 0< 2kε0 < 1 implies 0< 2kε0x < x < 1/2 which
gives [2kε0x] 6= [x].) If 1/2< x < 1, then
p−1ε0 [x] =
[
1− 2ε0(1− x)
]
,
so
qp−1ε0 [x] =
[
k − 2kε0(1− x)
]= [1− 2kε0(1− x)].
It follows from the assumption 0 < 2kε0 < 1 that 0 < 1 − 2kε0(1 − x) < 1, and
subsequently [x] = [1− 2kε0(1− x)] if and only if x = 1− 2kε0(1− x). The last equality
however yields 2kε0(1 − x) = 1 − x , i.e., 2kε0 = 1, after dividing by x − 1 6= 0, which
contradicts the assumption 0< 2kε0 < 1.
Thus, a multivalued homotopy of a single-valued map with the Nielsen numberN(q)=
|k− 1| gives the fixed point set
Fix(p, q)= {x ∈X | x ∈ qp−1(x)}
consisting of only two elements!
The above example seems to suggest that the Nielsen fixed point theory fails to extend to
the multivalued case. On the other hand, we can notice that in this example the restriction
q :p−1ε0 [1/2] → S1 covers the point [1/2] k-times. This observation encourages us to
estimate the number of coincidences C(p,q)= {z ∈ Γ | pz= qz} of the pair (p, q) rather
than the number of fixed points Fix(qp−1) of the map qp−1. Unfortunately, we cannot
apply here any classical coincidence theory since the space Γ may be quite arbitrary. It
need not admit a universal covering and it may not be locally non-connected. Thus, even
the definition of the Nielsen classes involves some problems. A definition is given in below,
but it requires some extra assumptions. The second step, essential classes, are introduced
in Section 4, but we also need an assumption that there exists a subgroup of finite index in
pi1X which is invariant with respect to the pair (p, q). As an application, we estimate the
number of coincidences of a multivalued self-map (p, q) on a torus. We show that in this
special case any such multivalued map is homotopic to one representing a single-valued
map ρ, and so our theory implies #C(p,q)> N(ρ). Let X p0← Γ q0→ Y and X p1← Γ q1→ Y
be two maps. We say that (p0, q0) is homotopic to (p1, q1) (written (p0, q0) ∼ (p1, q1))
if there exists a multivalued map X × I p← Γ q→ Y such that the following diagram is
commutative:
X
ki
Γ
pi
fi
qi
Y
X× I Γp
q
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for ki(x)= (x, i), i = 0,1, and for some fi :Γ → Γ , i = 0,1, i.e., k0p0 = pf0, q0 = qf0,
k1p1 = pf1 and qi = qfi .
If (p0, q0) ∼ (p1, q1) and h :Y → Z is a continuous map, then we write (p0, hq0) ∼
(p,hq). We say that a multivalued map X p← Γ q→ Y represents a single-valued map
ρ :X→ Y if q = pρ. Now we assume that X = Y and we are going to estimate the
cardinality of the coincidence set C(p,q) as. We begin by defining a Nielsen-type relation
on C(p,q). This definition requires the following conditions on X p← Γ q→ Y :
2.2. X,Y are paracompact, connected, locally contractible topological spaces (observe
that then they admit universal coverings),
2.3. p :Γ →X is a Vietoris map,
2.4. for any x ∈ X, the restriction q1 = q|p−1(x) :p−1(x)→ Y admits a lift q˜1 to the
universal covering space (pY : Y˜ → Y ):
Y˜
pY
p−1(x)
q˜1
q1
Y
.
Consider a single-valued map ρ :X → Y between two spaces admitting universal
coverings pX : X˜→X and pY : Y˜ → Y . Let
θX = {α : X˜→ X˜ | pXα = pX}
be the group of natural transformations of the covering pX . Then the map ρ admits a
lift ρ˜ : X˜→ Y˜ . We can define a homomorphism ρ˜! : θX→ θY by the equality q˜(α · x˜) =
q˜!(α)q˜(x˜) (α ∈ θX, x˜ ∈ X˜). It is well known (see, for example, [27]) that there is an
isomorphism between the fundamental group pi1(X) and θX which may be described as
follows. We fix points x0 ∈ X, x˜ ∈ X˜ and a loop ω :I → X based at x0. Let ω˜ denote
the unique lift of ω starting from x˜0. We make correspond to [ω] ∈ pi1(X,x0) the unique
transformation from θX sending ω˜(0) to ω˜(1). Then the homomorphism ρ˜! : θX → θY
corresponds to the induced homomorphism between the fundamental groups
ρ# :pi1(X,x0)→ pi
(
Y,ρ(x0)
)
.
We will show that, under the assumptions (2.2), a multivalued map (p, q) admits a lift to
a multivalued map between the universal coverings. These lifts will split the coincidence
setC(p,q) into Nielsen classes. Besides that, we will also show that the pair (p, q) induces
a homomorphism θX→ θY giving the Reidemeister set in this situation.
We shall need the following four lemmas. Since all proofs are some modifications of the
respective results proved in [4] we left it to the reader.
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Lemma 2.5. Suppose we are given Y , a paracompact locally contractible space, Γ a
topological space, Γ0 ⊂ Γ a compact subspace, q :Γ → Y , q˜0 :Γ0→ Y continuous maps
for which the diagram
Γ0
i
q˜0
Y˜
pY
Γ
q
Y
commutes (here pY : Y˜ → Y denotes the universal covering). In other words, q˜0 is a partial
lift of q . Then q˜0 admits an extension to a lift onto an open neighbourhood of Γ0 in Γ .
Lemma 2.6. Suppose we are given a multivalued map X p← Γ q→ Y satisfying (2.2),
where X is simply-connected. Then there exists a map q˜ :Γ → Y˜ making the diagram
Y˜
pY
Γ
q˜
q
Y
commutative.
Lemma 2.7. Let a multivalued map (p, q) satisfying (2.2) represent a single-valued map
ρ, i.e., q = ρp. Let ρ˜ be the lift of ρ which satisfies q˜ = ρ˜p˜.
Then q˜!p˜! = ρ!.
Lemma 2.8.
(i) C(p,q)=⋃α∈θX pΓ C(p˜,αq˜);
(ii) if pΓ C(p˜,αq˜) ∩ pΓ C(p˜,βq˜) is not empty, then there exists a γ ∈ θX such that
β = γ · α · (q˜!p˜!γ )−1;
(iii) the sets pΓ C(p˜,αq˜) are either disjoint or equal.
3. Independence of q˜
Let us recall that the homomorphism q˜! : θΓ → θY is defined by the relation q˜α = q˜!(α)q˜
for α ∈ θΓ . If q˜ ′ = γ q˜ is another lift of q(γ˜ ∈ θΓ ), then the induced homomorphism
q˜ ′! : θΓ → θY is defined by the relation q˜ ′α = q˜ ′!(α)q˜ ′ .
Lemma 3.1. If q˜ ′ = γ · q˜ is another lift of q , then γ · q˜!(α) · γ−1 = q˜ ′! (α) for all α ∈ θΓ .
Proof. The equalities q˜ ′ = γ · q˜ and q˜ ′(αu˜) = q˜ ′!(α)q˜ ′(u˜) imply γ · q˜(αu˜) = q˜ ′!(α) · γ ·
q˜(u˜), by which γ · q˜!(α) · q˜(u˜)= q˜ ′! (α) · γ · q˜ ′(u˜). Thus, γ · q˜!(α) = q˜ ′! (α) · γ and finally
q˜ ′!(α) · q˜(u˜)= γ · q˜!(α) · γ−1. 2
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Theorem 3.2. Let us fix two lifts q˜ and q˜ ′. Let γ ∈ θX denote the unique transformation
satisfying q˜ = γ · q˜ ′. Then α, β ∈ θX are in Reidemeister relation with respect to q˜ if and
only if so are α · γ−1, β · γ−1 with respect to q˜ ′.
Proof. Suppose that β = δ · α · q˜!p˜!(δ−1). Then β · γ−1 = δ · α · q˜!p˜!(δ−1) · γ−1 =
δ · α · γ−1 · (γ · q˜!p˜!(δ−1) · γ−1)= δ · (α · γ−1)q˜ ′! p˜!(δ−1) · γ−1)δ · α · γ−1 · γ · q˜!p˜!(δ−1).
Then
δ · α · γ−1 · γ · q˜!p˜!(δ−1) · γ−1 = δ · (α · γ−1) · q˜ ′! p˜!(δ−1). 2
The above consideration shows that the Reidemeister sets obtained by different lifts of
q are canonically isomorphic. That is why we write R(p,q) omitting tildes.
Theorem 3.3. If X × I p← Γ q→ Y is a homotopy satisfying (2.2)–(2.4), then the
homomorphism
q˜t !p˜!t : θX→ θY
does not depend on t ∈ [0,1], where the lifts used in the definitions of these homomor-
phisms are restrictions of some fixed lifts p˜, q˜ of the given homotopy.
Proof. The commutative diagram of maps
X
iX,t
Γt
pt
iΓ,t
qt
Y
Id
X× I Γp q Y
,
where iX,t (x) = (x, t), iΓ,t (x˜, z) = (x˜, t, z), induces the commutative diagram of homo-
morphisms
θX
p!t θΓt
qt !
θY
θX×I
(iX,t )
!
p!
θΓ
(iΓ,t )
!
q !
θY
Id
and it remains to notice that (ix,t )! : θX×I→ θX is an isomorphism. 2
Remark 3.4. If (p, q) represents a single-valued map ρ :X→ Y (q = ρp), then q˜!p˜!
equals ρ˜! (here the chosen lifts satisfy q˜ = ρ˜p˜).
Indeed. Let us fix a point (x˜, z) ∈ Γ˜ , and α ∈ θX. Then
q˜(αx˜, z)= ρ˜p˜(αx˜, z)= ρ˜(αx˜)= ρ˜!(α)ρ˜(x˜)= ρ˜!(α)ρ˜p˜(x˜, z)= ρ˜!(α)q˜(x˜, z).
On the other hand, q˜(αx˜, z) = q˜(p˜!(α)(x˜, z)) = q˜!p˜!(α) · q˜(x˜, z). Since the natural
transformations ρ˜!(α), q˜!p˜!(α) ∈ θY coincide at the point q˜(x˜, z) ∈ Y˜ , they are equal.
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4. The Nielsen relation modulo a subgroup
Let us point out that the above theory can be modified to the relative case. Consider
again a multivalued pair (p, q) satisfying (2.2)–(2.4). Let H ⊂ θX , H ′ ⊂ θY be normal
subgroups. Then the action of H on X˜ gives the quotient space X˜H and the map
pXH : X˜H → X is a covering. Similarly, we get pYH ′ : Y˜ ′H → Y . On the other hand, the
action of H on Γ˜ given by h ◦ (x˜, z)= (hx˜, z) determines the quotient space Γ˜H with the
natural map p˜H : Γ˜H → X˜H induced by p˜. Assume that q˜!p˜!(H)⊂H ′. Observe that this
condition does not depend on the choice of the lifts p˜, q˜, since the subgroups H,H ′ are
the normal divisors. Thus, q˜ : Γ˜ → Y˜ induces a map q˜H : Γ˜H → Y˜H ′ and the diagram
X˜H
pXH
Γ˜H
p˜H
pΓH
q˜H
Y˜H ′
pYH ′
X Γ
p q
Y
commutes. Now, we can get the homomorphisms q˜H !p˜!H : θXH → θYH ′ , where θXH , θYH ′
denote the groups of natural transformations of X˜H and Y˜H ′ , respectively.
Assuming X = Y and H =H ′, we can give
Lemma 4.1.
(i) C(p,q)=⋃α∈θXH pΓHC(p˜H ,αq˜H );
(ii) if pΓHC(p˜H ,αq˜H ) ∩ pΓHC(p˜H ,βq˜H ) is not empty then there exists a γ ∈ θXH
such that β = γ · α · (q˜H !p˜!Hγ )−1;
(iii) the sets pΓHC(p˜H ,αq˜H ) are either disjoint or equal.
Hence, we get the splitting of C(p,q) into the H -Nielsen classes and the natural
injection from the set of H -Nielsen classes into the set of Reidemeister classes modulo
H denoted by RH(p,q).
5. Essential classes
Now we would like to exhibit the classes which do not disappear under any (admissible)
homotopy. For this we need, in addition to (2.2)–(2.4), the following two assumptions on
the pair X p← Γ q→ Y .
5.1. X is a connected ANR, p is a Vietoris map and cl(q(Γ ))⊂X is compact, i.e., q is a
compact map,
5.2. there exists a normal subgroup H ⊂ θX of finite index satisfying q˜!p˜!(H)⊂H .
Definition 5.3. We call a pair (p, q) N -admissible if it satisfies (2.2)–(2.4), (5.1) and (5.2).
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Remark 5.4. The pairs satisfying (5.1) are called admissible (compare Section 2).
Let us recall that, under the assumptions (5.1), the Lefschetz number Λ(p,q) ∈ Q is
defined [17]. This is a homotopy invariant (with respect to homotopies satisfying (5.1))
and Λ(p,q) 6= 0 implies C(p,q) 6= ∅.
The assumption (5.2) gives rise to a commutative diagram
X˜H
pXH
Γ˜H
p˜H
pΓH
q˜H
Y˜H ′
pYH ′
X Γ
p q
Y
,
where the coveringspXH ,pΓH ,pYH are finite, because the subgroupH ∈ θXH has a finite
index. Now, we can observe that the pair (p˜H ,αq˜H ), for any α ∈ θXH , also satisfies (5.1)
(p˜−1(x˜)= p−1(x), cl(αq˜H (Γ˜H ))⊂ p−1XH (clq(Γ )) and the last set is compact, because the
covering pXH is finite).
Let A= pΓHC(p˜,αq˜) be a Nielsen class of an N -admissible pair (p, q). We say that
(the H -Nielsen class) A is essential if Λ(p˜,αq˜) 6= 0. The following lemma explains that
this definition is correct, i.e., does not depend on the choice of α.
Lemma 5.5. If pΓHC(p˜,αq˜) = pΓHC(p˜,α′q˜) 6= ∅ for some α, α′ ∈ θXH , then
Λ(p˜,αq˜)=Λ(p˜,α′q˜).
Proof. Since α, α′ represent the same element in RH (p,q), there exists γ ∈ θXH such that
α′ = γ · α · q˜!p˜!(γ−1). Thus,
Λ(p˜,α′q˜)= tr((p˜∗)−1(α′ · q˜)∗)= tr((p˜∗)−1(γ · α · (q˜!p˜!(γ−1)) · q˜)∗)
= tr((p˜∗)−1(γ · α · q˜(p˜!(γ−1)))∗)= tr((p˜∗)−1((p˜!(γ−1)))∗ · (αq˜)∗ · γ ∗)
= tr(((p˜∗p˜!(γ ))∗)−1 · (αq˜)∗ · γ ∗)= tr((γ ∗)−1(p˜∗)−1 · (αq˜)∗ · γ ∗)
= tr((p˜∗)−1 · (αq˜)∗)=Λ(p˜,αq˜). 2
Definition 5.6. Let (p, q) be an N -admissible multivalued map (for a subgroupH ⊂ θX).
We define the Nielsen number modulo H as the number of essential classes in θXH . We
denote this number by NH(p,q).
Remark 5.7. Observe that the above method allows us only to define essential classes (and
Nielsen number) modulo a subgroup of finite index in θX = pi1X. The problem of how to
extend to arbitrary subgroups is open.
The following theorem is an easy consequence of the homotopy invariance of the
Lefschetz number (compare [17]).
Theorem 5.8. NH(p,q) is a homotopy invariant (with respect to N -admissible homo-
topies) X× I p← Γ q→X. Moreover (p, q) has at least NH(p,q) coincidences.
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The next theorem shows that the above definition is consistent with the classical Nielsen
number for single-valued maps.
Theorem 5.9. If an N -admissible map (p, q) is N -admissibly homotopic to a pair
(p′, q ′), representing a single-valued map ρ (i.e., q ′ = ρp′), then (p, q) has at leastNH(ρ)
coincidences (hereH denotes also the subgroup of pi1X corresponding to the givenX ⊂ θX
in (5.2)).
Proof. Consider a covering space p : X˜H →X, corresponding to H . Then, ρ admits a lift
ρ˜ : X˜H → X˜H and in the diagram
X˜H
pXH
Γ˜H
p˜′
pΓH
q˜ ′
Y˜H ′
pYH ′
X Γ
p′ q ′
Y
we can put q˜ ′ = ρ˜p˜′. Thus, a homotopy between (p′, q ′) and (p, q) lifts to the coverings
and we get lifts (p˜, q˜). Since
q˜!p˜! = (q˜ ′)!(p˜′)! = (ρ˜p˜′)!p˜′! = ρ˜
there is a natural bijection between the Reidemeister sets R(ρ) and R(p,q). It remains to
show that essential classes correspond to essential classes in both Reidemeister sets. Con-
sider a class [α] ∈ RH (ρ). This class is essential if and only if the index of pXH (Fix(αρ˜))
is non-zero. But Ind(αρ˜)=Λ(αρ˜) is a non-zero multiple of Ind(pXH (Fix(αρ˜))), so it is
also non-zero. Thus,
0 6=Λ(αρ˜)=Λ(p˜′, αρ˜p˜′)=Λ(p˜′, αq˜ ′)=Λ(p˜,αq˜)
and [α] ∈ RH(p,q) is also essential. 2
6. Self-maps on a torus
Although in general the theory presented in the previous sections requires special
assumptions on the considered pair (p, q), we shall see that in the case of multival-
ued self-maps on a torus it is enough to assume that this pair satisfies only (5.1), i.e., is
admissible in the sense of [17]. We will do this by showing that any pair satisfying (5.1) is
homotopic to a pair representing a single-valued map.
Lemma 6.1. For any compact space X, if H˜ 1(X;Q)= 0, then H˜ 1(X;Z)= 0.
One can deduce very easily Lemma 6.1 from the Universal Coefficient Formula (see [27,
Theorem 5.5.10]).
Theorem 6.2. Any multivalued self-map (p, q) on the torus satisfying (5.1) is admissibly
homotopic to a pair representing a single-valued map.
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Proof. First we prove that (p, q) satisfies (2.4), i.e., that the restriction q :p−1(x)→ Tn
admits a lift to the universal cover Rn→ Tn (for any x ∈ Tn). It is enough to show that
any such restriction is contractible. On the other hand, since any map into the n-torus
Tn = S1 × · · · × S1 splits into n maps into the circle, it is enough to show that any map
from p−1(x) to S1 is contractible. By the well-known Hopf theorem (see, e.g., [27]),[
p−1(x), S1
]= Hˇ 1(p−1(x),Z)
On the other hand, Lemma 6.1 implies that Hˇ 1(p−1(x);Z) = 0. Thus, any restriction
q :p−1(x)→ S1 is contractible.
Now, we prove that X
p← Γ q→ Tn is homotopic to a pair representing a single-valued
map. As above, there is a commutative diagram
X˜
pX
Γ˜
p˜
pΓ
q˜
Rn
pT
X Γ
p q
Tn
which gives rise to the induced homomorphism q˜!p˜! : θX → θT n . Since the torus is a
K(pi,1) space and there is an isomorphism between the groups θX and pi1X, there exists
a single-valued map ρ :X → Tn such that the induced homomorphism ρ˜ : θX → θT n
coincides with q˜!p˜! . We will show that (p, q) is homotopic to (p,ρp). Define a homotopy
q˜t : Γ˜ →Rn by q˜t (x˜, z)= (1− t)q˜(x˜, z)+ t ρ˜(x˜).
We have
q˜t p˜
!(γ )(x˜, z)= (1− t)q˜(x˜, z)+ t ρ˜(x˜)= (1− t)q˜(p!(γ )(x˜, z))+ t ρ˜p˜(p˜!(γ )(x˜, z))
= (1− t)q˜!p!(γ )q˜(x˜, z)+ t ρ˜
(
p˜!
(
p˜!(γ )
))
p˜(x˜, z)
= (1− t)q˜!p!(γ )q˜(x˜, z)+ t ρ˜(γ )p˜(x˜, z)
= ρ˜!(γ )
[
(1− t)q˜(x˜, z)+ t ρ˜(x˜)]= ρ˜!(γ )q˜t (x˜, z).
Since any natural transformation on Γ˜ is of the form p˜!(γ ) for some γ ∈ θX, q˜t (γ ) induces
a homotopy qt :Γ → Tn for which the diagram
X˜
pX
Γ˜
p˜
pΓ
q˜ REn
pT
X Γ
p q
Tn
commutes and the homotopy thus obtained satisfies (5.1) (p˜ does not vary). For t = 1, we
get q˜1(x˜, z)= ρ(x˜)= ρp˜(x˜, z) which implies q1(z)= ρp(z). 2
Theorem 6.3. Let Tn p← Γ q→ Tn be such that p is a Vietoris map. Let ρ :Tn→ Tn be
a single-valued map represented by a multivalued map homotopic to (p, q) (according to
Theorem 6.2, such a map always exists). Then (p, q) has at least N(ρ) coincidences.
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Proof. Let us recall that N(ρ) = |Λ(ρ)| = |det(I − A)|, where A is an integer (n× n)-
matrix representing the induced homotopy homomorphism ρ# :pi1Tn→ pi1Tn. Moreover
if det(I −A) 6= 0 then card(pi1(Tn)/ Im(ρ#))= |det(I −A)|.
The case N(ρ) = 0 is obvious. Assume that N(ρ) 6= 0. By Theorem 5.9, it is enough
to find a subgroup (of finite index) H ⊂ pi1Tn = Zn satisfying (a) ρ#(H) ⊂ H and
(b) NH(ρ)=N(ρ). We define
H = {z− ρ#(x) | x ∈ pi1X}.
Then (a) is clear. Recall that for any endomorphism of an abelian group ρ :G→ G the
Reidemeister set is the quotient groupR(ρ)=G/(Im(Id−ρ)). In our caseH = Im(Id−ρ)
and the natural map G→G/H induces a bijection between R(ρ)=G/H and RH(ρ) =
(G/H)/(H/H). Thus, we get a bijection between RH(ρ) and R(ρ). Finally, we notice
that all the Nielsen classes of ρ have the same index (= sign(det(I − A))). Thus, all the
classes in RH (ρ) and in R(ρ) are essential, which provesNH(ρ)=N(ρ). 2
7. Application to differential inclusions
Consider the system of differential inclusions
X′ ∈ F(t,X), (1)
where F :Rn+1 Rn is a Marchaud map, i.e., it has compact values, is measurable in t ,
u.s.c. in X and it has a linear growth. Then it is well known that all solutions of (1) exist in
the sense of Carathéodory, namely they are locally absolutely continuous and they satisfy
(1) a.e.
If X(t,X0) :=X(t,0,X0) is a solution of (1) with X(0,X0)=X0, then we can define
the Poincaré–Andronov map (translation operator at the time T > 0) along the trajectories
of (1) as follows:
ΦT :Rn Rn, ΦT (X0) :=
{
X(T ,X0) |X(t,X0) ∈ (1)
}
. (2)
The point is to represent the map ΦT in terms of the pair (p, q). We let ϕ :Rn →
C([0, T ],Rn), where
ϕ(x) := {X ∈ C([0, T ],Rn) |X(0)= x and X ∈ (1)}
and C([0, T ],Rn) is the Banach space of continuous maps. It is well known (see [18]) that
ϕ is an acyclic u.s.c. mapping.
Now, we let
eT :C([0, T ])→Rn, eT (X)=X(T ),
where eT is evidently continuous.
One can readily check that ΦT = eT ◦ ϕ. Moreover,H ◦ΦT =H ◦ eT ◦ ϕ is admissible
for any homeomorphism
H :Rn→Rn
(see [17]).
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In fact, we have the diagram
Rn
pϕ← Γϕ qϕ→ C
([0, a],Rn) eT→Rn H→Rn.
Hence, in what follows we identify the Poincaré–Andronov map ΦT or its composition
with H, that is H ◦ΦT , with the pair (pϕ, eT ◦ qϕ) or (pϕ,H ◦ eT ◦ qϕ), i.e., we let
ΦT = (pϕ, eT ◦ qϕ) or H ◦ΦT = (pϕ,H ◦ eT ◦ qϕ), (3)
respectively.
By the above notation, C(H ◦ ΦT ) is therefore the set of coincident points of the pair
(pϕ,H ◦ eT ◦ qϕ), while
Fix(H ◦ΦT )=
{
x ∈Rn | x ∈H(eT (qϕ(p−1ϕ (x))))}.
A pair in (3) can be easily shown to be homotopic to the identity map, so that the
pair (pϕ,H ◦ eT ◦ qϕ) is homotopic to H. Observe that a coincidence for the pair
(pϕ,H ◦ eT ◦ qϕ) is a point x and a solution X(t) of (1) such that X(0) = x and
H(X(T )) = x . Thus, we have a one-to-one correspondence between coincidence points
and solutions. Since a coincidence point of (pϕ,H◦ eT ◦qϕ) gives us in this way a solution
X(t) of (1) such that X(0)=H(X(T )), the following proposition is self-evident.
Proposition 7.1. If #C(pϕ,H ◦ eT ◦ qϕ) = k, then system (1) has at least k solutions
X1(t), . . . ,Xk(t) such that Xi(0)=H(Xi(T )), i = 1, . . . , k.
Lemma 7.2 [2,18]. Assume thatX is a compact connected ANR-space such that Φs(X)⊂
X for every s ∈ [0, T ] and H(X) ⊂X. Then the pair (pϕ,H ◦ eT ◦ qϕ) restricted to X is
admissibly homotopic to H|X.
Now, consider (1) on the set R+0 ×M , where R+0 = [0,∞) and M is an n-dimensional
smooth closed manifold in Rn.
Furthermore, let M1 ⊂M be an (n− 1)-dimensional smooth closed manifold given by
the equation m(X) = 0 and assume that there are positive constants ε 6 E such that, for
any solutionX(t,X0) starting atM1 (i.e.,X(0,X0)=X0 ∈M1),X(t,X0) does not belong
to M1 as far as 0< t < ε and X(t,X0) ∈M1 for some ε 6 t 6E.
Finally, assume that such solutions reach M1 transversally, i.e., when〈
gradm,F(t,X)
〉 6= 0 for all (t,X) ∈ [ε,E] ×M1, (4)
where 〈. , .〉 denotes the inner product.
This can be achieved if, for example,
M := Tn =Rn/Zn and
M1 := Tn−1 =
{
[x1, . . . , xn] ∈ Tn:
n∑
i=1
xi = 0 (mod 1)
}
,
because then condition (4) simplifies to
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inf
[ε,E]×Tn−1
n∑
i=1
fi(t,X) > 0 or sup
[ε,E]×Tn−1
n∑
i=1
fi(t,X) < 0, (5)
where F = (f1, . . . , fn)T .
Lemma 7.3 [1,2]. Assume (4) or, for the particular case of tori M1 = Tn−1, (5). Then the
Poincaré (first-return) map
Φ{τ (X0)}(X0) :M1 M1, (6)
where {τ (X0)} denotes the least time forX(0,X0)=X0 ∈M1 to return toM1, when taking
into account each branch of X(t,X0) ∈ (1), is admissible and (admissibly) homotopic to
the identity.
As a consequence of Theorems 5.8, 6.3, Proposition 7.1, Lemmas 7.2 and 7.3, we have
the following two propositions.
Proposition 7.4. Assume that Φs , for every s ∈ [0, T ] in (2) is a self-map on Tn. Then
system (1) has at least N(H) solutions X(t) such that X(0) = H(X(T )) on Tn, where
N(H) denotes the Nielsen number of a homeomorphismH :Tn→ Tn.
Proof. The proof follows directly from Theorems 5.8, 6.3, Proposition 7.1, Lemma 7.2
and the properties of the Nielsen numbers and coincidence points mentioned above. 2
Proposition 7.5. System (1) admits, under the assumptions of Lemma 7.3, where M1 =
Tn−1, at least N(H) solutions X(t) such that X(0)=H(X(τ)) for some τ > 0 on Tn−1 ,
where H :Tn−1→ Tn−1 is a homeomorphism.
Proof. This can be proved analogously to the proof of Proposition 7.4, by means of
Lemma 7.3. 2
If in particularH= Id, then (see [7,8])
N(Id)= ∣∣λ(Id)∣∣= ∣∣χ(·)∣∣
holds on tori, and consequently the problems considered in Proposition 7.4 or Proposi-
tion 7.5 should have at least |χ(·)| solutions, where λ is the Lefschetz number and χ de-
notes the Euler–Poincaré characteristic of Tn or Tn−1, respectively. Since, unfortunately,
χ(·)= 0 for tori, this is not a suitable case for applications.
On the other hand, we can say about the tori considered above the following
Lemma 7.6 [4,22]. Every single-valued self-mapH on the torus Tm =Rm/Zm (m= n or
m= n− 1, respectively) is homotopic to a map induced by a homomorphism Rm→ Rm.
Let A be the matrix representing this homomorphism. Then
N(H)= ∣∣λ(H)∣∣= ∣∣det(I −A)∣∣. (7)
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In particular, for n= 1, any self-map H on the circle R/Z is homotopic to [t] → [kt] for
some k ∈ Z, and so N(H)= |k− 1|.
Lemma 7.7 [4,8]. If a single-valued self-map H on the torus Tm has still finitely many,
but at least one, simple fixed points γ1, . . . , γr on Tm, then formula (7) can be replaced by
N(H)= ∣∣λ(H)∣∣= ∣∣∣∣∣
r∑
k=1
det(I − dHγk )
∣∣∣∣∣, (8)
where dHγk denotes the derivative ofH on the tangent space TγkTm .
As the simplest application of Proposition 7.4, we can give immediately
Theorem 7.8. Assume that
F(t, . . . , xj + 1, . . .)≡ F(t, . . . , xj , . . .) for j = 1, . . . , n, (9)
where X = (x1, . . . , xn) and consider system (1) on the set R+0 ×Tn, where Tn =Rn/Zn.
Then (1) admits for every positive constant T at least N(H) solutions X(t) such that
X(0)=H(X(T )) (mod 1),
whereH is a continuous self-map on Tn andN(H) denotes the associated Nielsen number
for which formulas (7) or (8) can be employed (the latter, under the appropriate additional
assumptions).
As a consequence, we obtain forH=− Id easily
Corollary 7.9. If, in addition to the assumptions of Theorem 8.8,
F(t + T ,−X)≡−F(t,X),
then system (1) admits at least 2n anti-T -periodic (or 2T -periodic) solutions X(t) on Tn,
namely X(t + T )≡−X(t) (mod 1).
Proposition 7.5 can be applied as follows.
Theorem 7.10. Let (9) be satisfied and assume (cf. (5))
inf
R+0 ×[0,1]n
n∑
i=1
fi(t,X) > 0 or sup
R+0 ×[0,1]n
n∑
i=1
fi(t,X) < 0, (10)
where F = (f1, . . . , fn)T is bounded. Then system (1), considered on the set R+0 × Tn,
admits at least N(H) solutions X(t) such that
X(0)=H(X(τ)) (mod 1) for some τ > 0. (11)
Moreover, X(0) ∈ Tn−1 as well asH(X(τ)) ∈ Tn−1, whereH is a continuous self-map on
Tn−1.
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Proof. In [1], we have proved by the same arguments that problem (1)–(11) has at least one
solution, provided λ(H) 6= 0. The only difference was that, instead of a homeomorphism
H in (11), we had a diffeomorphism, in order to deal with the equivalent condition
H−1(X(0))=X(τ).
Since, however, N(H)= |λ(H)| and moreover (7), (8) hold under our assumptions, the
assertion can be really specified as above, because N(H) reflects the lower estimate of
solutions of (1)–(11).
Taking, in particular, H := σ−1 :Tn→ Tn, where the shifts σ are defined by the rule
σ(x1, . . . , xn)= (x2, . . . , xn, x1), we can obtain after n “iterates” the following nontrivial
consequence of Theorem 7.10. 2
Corollary 7.11 [3]. Let an autonomous system (1), where n > 1, determine a σ -equi-
variant flow on Tn, i.e.,
fi(x1, . . . , xn)= fi(xi, . . . , xn, x1, . . . , xi−1) for i = 1, . . . , n.
Assume, furthermore, (9) and (10) for F(t,X) ≡ F(X). Then an autonomous system (1),
where n > 1, admits at least n periodic solutions X(t) such that
X(t + nτ)≡X(t) (mod 1) for some τ > 0.
Let us conclude by two simple examples.
Example 7.12. The system
x ′ + a sinpix + b sinpiy ∈ p(t),
y ′ + c sinpix + d sinpiy ∈ q(t),
where a, b, c, d are arbitrary constants, p(t), q(t) are bounded u.s.c. functions with
nonempty compact convex values and p(t+T )≡−p(t), q(t+T )≡−q(t), has according
to Corollary 7.9 at least four 2T -periodic solutions on T2. Moreover, one can check that
(cf. (7))∣∣det(I − (−I))∣∣= ∣∣∣∣det( 2 00 2
)∣∣∣∣= 4
or that (cf. (8))∣∣∣∣∣
4∑
i=1
sgn det
(
I − d(− Id))∣∣∣∣∣= 4,
because dH[0,0] = dH[0,1/2] = dH[1/2,0] = dH[1/2,1/2] = −d Id = −I , where [0,0],
[0,1/2], [1/2,0], [1/2,1/2] are all the geometrically distinct fixed points of − Id on T2.
Example 7.13. Consider the “symmetrical” system of inequalities
x ′ + (a + b) sin 2pix + b sin 2piy > |a + 2b|,
(12)
y ′ + b sin 2pix + (a + b) sin 2piy > |a + 2b|,
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where a, b are arbitrary constants. Consider also the one-parameter family of systems
x ′ + (a + b) sin 2pix + b sin 2piy = c,
(13)
y ′ + b sin 2pix + (a + b) sin 2piy = c,
where c is a positive parameter such that c > |a + 2b|.
It is obvious that every solution of (13) must be a solution of (12) as well. First, we
will show that (13), and subsequently (12), has for each value of c > |a + 2b| at least two
solutions (x(t), y(t)) with(
x(0), y(0)
)= (y(τ), x(τ )) (mod 1) for some τ > 0.
But for this it is already sufficient, according to Theorem 7.10, that (cf. (7)) |det(I −A)| =
2, where I = 1 and A = −1. Indeed. Since we deal with H : (x, y)→ (y, x), where
(x, y) ∈ T1 (⇒ (y, x) ∈ T1), i.e., x + y = 0 (mod 1), it is enough to use only local
coordinates on T1. Thus,
(− Id) :x→−x (mod 1)
represents such a transformation.
Applying this procedure once again (as the second “iterate”), one can prove (for more
details see [3]) that (13), and subsequently (12), has for each value of c > |a + 2b| at least
two periodic solutions (x(t), y(t)), namely(
x(t), y(t)
)≡ (x(t + 2τ ), y(t + 2τ )) (mod 1) for some τ > 0,
which is justified by Corollary 7.11.
In fact, system (12) has infinitely many periodic solutions on T2.
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