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Abstract 
Due to the increasing data availability from different observation sites and rainfall events, the need for an efficient way to 
consider all these data during the calibration process has arisen. This paper presents a comparison of single and multi-site 
calibration performances, as well as single and multi-event approaches, using a calibrator specially built to the SWMM (Storm 
Water Management Model). The results highlighted the advantages of using multi-approaches, mainly because they produce 
lower values of objective functions and narrower uncertainty bounds when using disturbed data, besides presenting a significant 
reduction in computational processing time. 
© 2013 The Authors. Published by Elsevier Ltd. 
Selection and peer-review under responsibility of the CCWI2013 Committee. 
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1. Introduction 
The literature presents several attempts to perform the calibration of rainfall-runoff models. The efficiency of 
this process is directly related to the modeler choices, such as the monitoring sites (their representativeness) and the 
rainfall events (their variability) applied in calibration. This issue and the increasing data availability from different 
observation sites and rainfall events have brought about the need for an efficient way to consider all these data 
during the calibration process. 
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Many researchers have focused on multi-site (Wang et al., 2012 and Li et al., 2010, e g.) and multi-event 
(Dayaratne and Perera, 2004; di Pierro et al., 2006; Khu et al., 2008; Gamerith et al., 2011, e g.) evaluations during 
the calibration process. 
Wang et al. (2012) compared single-site and multi-site approaches in a trial-and-error calibration and concluded 
that the multi-site protocol generally has advantages compared to the single-site one. They performed the single-
site protocol using only the watershed outlet observation data, while the multi-site protocol was performed using 
data from three different sites spatially distributed in the system. However, this is not a fair comparison, once the 
latter applied a greater observed data amount than the former. A fair single-site protocol can be to execute 
separated calibration runs, one for each site. 
Li et al. (2010) presented a watershed model calibration method that combines multi-objective optimization and 
averaging across multiple calibration sites. Considering this, data from all sites are considered in a single 
calibration run. Nevertheless, it may not be reasonable to set the same weight to sites located upstream or 
downstream of the system. Therefore, in this paper, we applied a modified version of this multi-site approach, 
where the lumping procedure is done by weighting the sites’ objective functions proportionally to their drainage 
area. 
When using more than one event in model calibration, several techniques can be applied. Usually, the 
calibration is performed separately for each event (single-event). Then a set of synthetic parameters is created by 
combining the sets of parameters chosen, generally through a weighted sum approach. Clearly, because of its 
synthetic nature, this final parameter set is not necessarily as suitable for each event as the previous event-
calibrated parameter values. 
Dayaratne and Perera (2004) proposed a method in which the calibrated parameter sets reached from each event 
calibration are evaluated in all other events. The final parameter set is the one that presented the best performance, 
considering all events. 
Di Pierro et al. (2006) proposed a multi-event approach in which m x r objective functions are used in 
calibration, where m and r are the number of evaluation criteria and rainfall events, respectively. In this case, the 
calibration is performed considering all rainfall events simultaneously, producing a Pareto Front containing m x r 
dimensions. Although this seems to be an effective way to handle different events in calibration, state-of-art 
multiobjective optimization research pointed out serious performance deterioration when applying more than 3-4 
objectives (di Pierro, 2006). To solve this problem, Khu et al. (2008) proposed a two-step approach, including a 
classification of multi-site measurements into groups and the calibration using the POGA (Preference Order 
Genetic Algorithm – di Pierro et al., 2007). By applying a classification, the authors aimed to cluster the sites and 
reduce the number of objective functions. As the number of objective functions was too large, they applied the 
POGA optimization method, which has been found to be very effective in dealing with many objectives (Khu and 
Madsen, 2005). 
Gamerith et al. (2011) compared the single-event approach, the cited above approach (di Pierro et al., 2006) and 
a method proposed by van Griensven and Bauwens (2005), in which the multiobjective multi-event problem is 
reduced into a single-objective one by simply calculating the average values of objective functions. Their results 
show that multi-event optimization can lead to better model calibration, depending on the event chosen in SE 
optimization. No general predominance of the second method (from di Pierro et al., 2006a) over the third one (from 
van Griensven and Bauwens, 2005) could be identified.  
Therefore, aiming to ensure the simultaneous suitability of a parameter set for all events, it is reasonable to 
evaluate the average of the objective functions calculated for each event. Furthermore, for future studies, a different 
weighting approach for the objective functions can be created, e. g. based on the duration or intensity of the 
rainfall. Accordingly, this multi-event method differs from the single-event one in the number of optimization runs. 
In the single-site approach, it is necessary to run one optimization for each event, while in the multi-event method, 
all events are incorporated into a single optimization run. 
This paper presents an improved version of the calibrator developed for the SWMM (Shinma, 2011). It focuses 
on the consideration of multi-site and multi-event properties and its performance is verified using the drainage 
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system (Example1.inp) provided jointly to the SWMM installation package. Once this system is theoretical and 
hence free from errors and uncertainties, the “observed” data used for calibration was subjected to varied levels of 
disturbance to simulate the uncertainties intrinsic in the real world. 
2. Methodology 
Calibration scenario – general information 
The theoretical drainage system used herein was provided jointly to the SWMM’s installation package and 
consists of 8 subcatchments, 13 junctions, 1 outfall and 13 circular conduits (Figure 1). 
 
Fig. 1. Example study system. 
Two rainfall events (Figure 2) were previously simulated in SWMM, to obtain the selected sites hydrographs, 
adopted as the “observed” data. The sites analyzed are Nodes 16 and 18, which can be seen in Figure 1. 
 
(a)  (b) 
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Fig. 2. Synthetic rainfall events – (a) event 1, (b) event 2. 
The calibrator was previously developed by Shinma (2011) in C language, using the SWMM code for the 
objective functions evaluations. The method used for optimization is the NSGA II (Deb, 2002), which has been 
shown to be an efficient multiobjective search technique for various applications. The calibration settings are 
presented in Table 1. 
 Table 1. Calibration settings. 
Parameters to be calibrated (decision variables) NI, NP, I0, Ib, k, n 
Objective functions (minimization) 
( )
=




=
N
i
ii QsimQobsN
F
1
2
1 .
1  

=


 



=
N
i ii
QsimQobsN
F
1
2
11.1  
Number of iterations 50 
Population size 100 
Crossover probability 0.7 
Mutation probability 0.07 
Parameters random number generation limits from -60% to +60% of the original parameters values 
Where NI: roughness coefficient for impervious areas (s/m1/3); NP: roughness 
coefficient for pervious areas(s/m1/3); I0: max infiltration rate (mm/h); Ib: min 
infiltration rate (mm/h); k decay coefficient (h-1); n: conduit roughness coefficient; 
Qobs,i: observed flow at the end of the time step i (m3/s); Qsim,i: simulated flow at 
the end of the time step i (m3/s); N: number of time steps. I0, Ib and k are Horton 
infiltration parameters. 
Single and multi-site approaches 
As cited previously, two different sites were analyzed in the drainage system. For the single-site calibration 
approach (Ss), the area located upstream the Node 16 (Figure 1) was calibrated firstly, using the “observed” runoff 
data from this node. The parameter values reached were then fixed for downstream parameters calibration, now 
using the outfall “observed” hydrographs. In summary, this is a two-step approach: calibrating the upstream and 
downstream data subsequently. 
In the multi-site approach (Ms), the objective functions of the proposed solutions were calculated by weighting 
the sites’ objective functions proportionally to their drainage areas. Thus, both sites were considered in the same 
calibration run. 
Each approach was run ten times when using uncertainty free data, and a hundred times when using disturbed 
“observed” data. It is important to mention that even for the not disturbed data, different performances can result 
from distinct calibration runs, due to the pseudo-random characteristic of the calibrator. 
Single and multi-event approaches 
Generally, to handle multiple rainfall events in calibration, the modeler calibrates each event separately and 
subsequently creates a synthetic set of parameters by calculating average values of each parameter. This approach, 
called single-event (Se), requires a single run for every event considered in calibration, and a posterior analysis of 
the mean parameter values reached. 
Considering the multi-event approach (Me), the calibration is run simultaneously considering all rainfall events 
at once. The objective functions of the proposed solutions are evaluated as the mean value of the objective 
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functions for the rainfall events considered. Furthermore, for future studies, a different weighting approach for the 
objective functions can be created, e. g. based on the duration or intensity of the rainfall. 
Again, each approach was run ten times when using uncertainty free data, and a hundred times when using 
disturbed “observed” data. 
Disturbing data 
The tests presented herein were conducted using the “observed” data obtained from previous simulations. Due to 
the theoretical feature of the system, it is free from errors and uncertainties, unlike the real world. Aiming to 
simulate the field collected data, with its intrinsic uncertainties, the “observed” runoff data was disturbed using the 
following levels of coefficient of variation (cv): 0.1; 0.5; 1.0; 2.0; 5.0 and 10.0.  
For each observed value of the hydrographs, a hundred disturbed values were generated applying the Latin 
Hypercube Sampler (McKay et al., 1979). The probability distribution was assumed to be Gaussian, the mean was 
the original not disturbed runoff value and the standard deviation was based on the cv adopted. 
A hundred samples of disturbed hydrographs were created for each disturbance level, by randomly choosing a 
runoff disturbed value for each time step. 
 Performance Metrics 
Aiming to evaluate the approaches proposed, some performance metrics were considered, including: 
• Visual comparison of the observed and simulated hydrographs; 
• Objective functions evaluation; 
• Comparison of the calibrated parameter values to the expected ones and analysis of their frequency 
distributions, when applying disturbed data; 
• An uncertainty metric (Total Interval Lengh – TIL, Equation 1), which represents how wide the 90% probability 
bands are, for disturbed data: 
( )
=
=
m
i
iLoweriUpper LimitLimitTIL
0
,,    (1) 
Where LimitUpper,i and LimitLower,i are the upper and the lower boundary values of the 90% confidence interval; 
and m is the number of “observed” values. 
• Number of “observations” out of the 90% probability bands, for disturbed data; 
• Computational processing time requirements. 
It is widely known that the multiobjective optimization does not result in a unique optimum calibrated value. 
Instead, it results in a set of values (Pareto Front), compounding a trade-off paradigm. Therefore, a metric to 
choose one solution from the Pareto Front is needed. For this purpose, the Minimum Euclidean Distance (Equation 
2) is considered an adequate metric, in which the solution that presents the lowest d value is chosen: 
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Where m is the number of objective functions; fi is the objective function value divided by the maximum 
objective function value found in the Pareto Front (so that all objective functions obtain similar magnitudes); and 
fi* is the objective function target value. Once this is a minimization problem, fi* is assumed to be null. 
3. Results and discussion 
Considering the calibration runs with no disturbance, the differences between the single and multi-approaches 
can be observed in Figure 3, in terms of objective function values. It is noteworthy that the solutions plotted in 
Figure 3 are the best solutions from each calibration run (chosen by the Minimum Euclidean Distance metric) and 
not from the same Pareto Front. Therefore, they are not necessarily non-dominated compared to each other. The 
dominance between these solutions indicates, in this case, a better performance. 
 
Fig. 3. Comparison of the single and multi-approaches in terms of objective function values. 
The combination of multi-site (Ms) and multi-event (Me) approaches clearly produced the best performance, 
with all (ten) solutions very close to the axis origin, while the single-site (Ss) single-event (Se) performance 
produced the greater objective function values. When applying at least one kind of multi-approach (Ms or Me), the 
calibration reached much lower values for F1. 
Although significant differences were found in the objective function values, the simulated hydrographs were 
very similar for all single and multi-approaches. Figure 4 shows the hydrograph resulting from the best (Ms Me) 
and the worst (Ss Se) performances, for Node 18, event 2. The other node and event presented similar behavior. 
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Fig. 4 Observed x simulated hydrographs. 
The calibrated parameter values are presented in Table 2, reaffirming that the multi-approaches reached the 
closest values to the expected ones.  
Table 2. Calibrated parameter values. 
Parameters NI NP I01 I02 Ib1 Ib2 k n
Expected value 0.013 0.100 0.350 0.700 0.250 0.300 4.140 0.010 
Ms Me 0.013 0.100 0.447 0.743 0.248 0.300 4.563 0.010 
Ss Se 0.015 0.086 0.732 0.637 0.296 0.229 2.811 0.010 
Ms Se 0.013 0.102 0.580 1.026 0.256 0.298 6.247 0.010 
Ss Me 0.013 0.092 0.605 0.616 0.256 0.239 2.849 0.010 
Index 1 is referred to the subcatchment 1 of the system and index 2 is referred to the other 
subcatchments. 
As described previously, in order to simulate the field collected data, with its intrinsic uncertainties, the 
“observed” runoff data was disturbed using the following levels of coefficient of variation (cv): 0.1; 0.5; 1.0; 2.0; 
5.0 and 10.0. Considering this, it is possible to build frequency distribution graphs of the calibrated parameter 
values, as in Figure 5, whose histograms were built with number of classes calculated by the Sturges Rules. 
In general, the Ms Me approach produced the most significant peaks in the histograms, which means that the 
calibration runs produced similar results and hence a better performance, even for high levels of disturbance. The 
Ss Se approach produced histograms with flat shapes, which means a larger uncertainty in the parameter calibrated 
values. Figure 5 presents the histogram for the parameter NI with disturbance level (cv) 1.0%. The other parameters 
presented similar behavior, except the Horton infiltration parameters, which did not present any behavior pattern. 
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Figure 5 – Typical histogram of parameter values. Parameter NI with disturbance level cv 1,0%. 
Likewise, Figure 6 shows that the Ss Se approach produced uncertainty bounds (90% probability bands) much 
larger than the Ms Me approach.  
(a)  (b) 
 
Figure 6 – Uncertainty bounds in the simulated hydrographs – cv 10%. (a) Ss Se, (b) Ms Me. 
Table 3 presents a numeric measure (TIL) of how wide the uncertainty bands are, as well as the OUT (number 
of “observations” out of the 90% probability bands), for each disturbance level and in single and multi-approaches. 
Table 3 – TIL and  number of “observations” out of the probability bands. 
 cv 0.0 0.1 0.5 1.0 2.0 5.0 10.0 
TIL 
(m3/s) 
Ss Se 0.340 0.846 0.920 0.945 0.978 1.014 1.060 
Ms Me 0.023 0.046 0.120 0.397 0.504 0.697 0.664 
OUT 
Ss Se 13 4 4 4 4 3 2 
Ms Me 0 0 0 0 0 0 0 
Although presenting small values of TIL (which means a narrow range of uncertainty bounds), the Ms Me 
approach also produced small values of OUT, confirming its better performance. 
The computational processing time is another advantage of the multi-approaches. The mean time required to run 
fifty iterations applying the multi-approaches is significantly lower than the processing time applying single-
approaches (Table 4), besides being more efficient. It is important to mention that the runs were carried out under 
the same computational processing conditions and that this difference in the time requirements may be even larger 
when calibrating larger systems. 
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 Table 4 – Mean processing time requirements. 
Approach Mean time (s) 
Ss Se 2228 
Ss Me 1615 
Ms Se 1124 
Ms Me 815 
4. Conclusions 
This study highlighted the advantages of using multi-approaches for calibrating the SWMM. Aiming to verify 
the efficiency of the approaches proposed, preliminary tests were conducted, applying two rainfall events to a 
theoretical drainage system. Two sites were analyzed in the system, and the data was disturbed in a specific group 
of tests, to evaluate the efficiency considering uncertain “observed” data. 
Although producing very similar hydrographs when compared to the single-ones, the multi-approaches 
presented great reduction in the objective functions values. Also, in Ms Me (multi-site and multi-event) approach, 
the calibrated roughness parameters (NI, NP and n) reached the expected values and the Horton infiltration 
parameters (I0, Ib and k) reached values very close to the expected ones. 
In the disturbed data tests, the Ms Me approach produced narrower uncertainty bounds than the Ss Se. 
Numerically, this statement was proved analyzing the objective function values and an uncertainty metric (Total 
Interval Lengh – TIL), which represents how wide the 90% probability bands are. Even presenting narrow 
uncertainty bounds, none of the “observation” values were out of it in the Ms Me approach. 
In addition, the parameters’ frequency distributions presented the most significant peaks shapes when applying 
the multi-approaches, indicating that the results are closer to the expected ones, while the single-approaches 
presented more flat shapes. 
Finally, another important advantage of using multi-approaches is the processing time reduction of up to 63%, 
which can be even more significant for larger (and real) systems. 
These preliminary tests suggest that the proposed calibrator can be considered a useful tool for drainage system 
behavior forecast, once it has been improved to run faster and without significant loss of accuracy. 
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