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Abstract
Ocean models that are able to provide accurate and real-time prediction of tidal current will improve the perfor-
mance of glider navigation. In this paper, we propose a novel approach to compute a model for tidal current at higher
resolution than existing approaches. By focusing on a small area and incorporating measurements from multiple
gliders, we are able to perform real-time computation of the model, which is desired by operations of underwater
gliders in the ocean. Our model uses a lower resolution, larger scale model to initialize the computation. We have
also demonstrated incorporating data streams from other observation systems such as WavE RAdar (WERA) system.
Glider navigation performance using the proposed tidal model is demonstrated in a simulated tidal ﬁeld based on data
collected oﬀ the coast of Georgia.
c© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of [name organizer]
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1. Introduction
Ocean circulation models are computational models used to predict the ocean ﬂow. Models such as the Regional
Ocean Modeling System (ROMS) [1], the Terrain-following Ocean Modeling System (TOMS) [2], the South Atlantic
Bight and Gulf of Mexico Circulation Nowcast/Forecast (SABGOM N/F) Modeling System [3], and the Hybrid
Coordinate Ocean Model (HYCOM) [4] have broad applications in navigation [5], [6], [7].
Underwater gliders are moving robotic sensing platforms [8] that are able to perform persistent surveying missions
in the ocean to collect data which may signiﬁcantly improve the accuracy of ocean circulation models [9], [10]. The
velocity of the current in the vicinity of a glider can be measured using acoustic doppler current proﬁlers (ADCPs).
Depth averaged ocean current can be estimated from the GPS ﬁxes obtained when a glider surfaces [11]. However,
these direct measurements of the current can only provide limited help for glider navigation because most existing
path planning algorithms [12], [13] require the knowledge of a distribution of the ﬂow, e.g. a ﬂow ﬁeld. Such a
ﬁeld can not be generated without employing ocean models. Existing ocean models, however, are usually designed
to model ocean process in a large area, which have a relatively low spatial and temporal resolution. In addition,
measurements collected by the gliders can not be immediately assimilated into the ocean model, causing time delays
for path planning [14].
The depth averaged tides have signiﬁcant eﬀect on glider navigation. We propose to develop a high-resolution
tidal model that provides real-time predictions of the depth averaged tidal current in a relatively small region near the
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glider that enables eﬃcient path planning. Our model is initialized using data from a lower resolution ocean model.
After the initialization, our model will be updated only based on the measurements from the glider sensing network.
We use spatial and temporal basis functions and their corresponding coeﬃcients to approximate the tidal ﬁeld. We
choose sinusoids with deterministic frequencies as temporal basis functions. These frequencies match the natural
frequencies of the tidal constituents that are dominant in a speciﬁc area. The Gaussian radial basis functions (RBFs)
are able to represent a smooth ﬁeld, hence, they are chosen as the spatial basis functions. Measurements of the current
are collected by a group of gliders that remain in a formation under control laws based on the Jacobi transform [15]. In
practice [9], the gliders can communicate with an onshore computer to report their measurements when they surface.
The computer will use the measurements to recompute the coeﬃcients of the basis functions in our model so that
a real-time model of the tidal current can be generated. Control commands are then generated and delivered to the
gliders.
We organize the remainder of this paper in the following way: Section 2 describes the problem setup, Section 3
provides the process of initializing the computation of the model, Section 4 develops the techniques used to update
the model in real time, Section 5 presents the simulation results, and Section 6 provides the conclusion.
2. Problem setup
We consider an ocean area where tidal currents are dominant. The tidal currents are consisted of tidal constituents,
which have speciﬁc frequencies related to astronomical phenomena. The tidal ﬂow can be approximated by a series
of temporal and spatial basis functions. Previous work [16] uses a series of sinusoids with frequencies of the tidal
constituents as the temporal basis functions. In oceanographic research, the symbol u denotes the ﬂow velocity in
E/W direction and v denotes the ﬂow velocity in N/S direction. Both u and v can be expanded in the following way
with diﬀerent sets of coeﬃcients. We use y to denote either u or v,
y(x, t) = y0(x) +
N∑
i=1
[gi(x) cos(ωit)] +
N∑
i=1
[hi(x) sin(ωit)], (1)
where N is the number of tidal constituents in the area. x is the position of the glider, which is known when the glider
surfaces, y0(x) is the mean over the observation time interval, and y0(x), gi(x), and hi(x), which are functions of the
positions of the glider, can be approximated by a series of spatial functions. It is known that radial basis functions
(RBFs) have less approximation error than polynomials. Gaussian RBFs have better trade-oﬀ between accuracy and
smoothness of the approximation than other radial basis functions [17]. Therefore, we use Gaussian RBFs as the
spatial basis functions. Then, y0(x), gi(x), and hi(x) can be expanded in the following way:
Φ j(x) = exp(
−‖x − c j‖2
2σ2
), y0(x) =
M∑
j=1
θ1 jΦ j(x), gi(x) =
M∑
j=1
θ2i, jΦ j(x), hi(x) =
M∑
j=1
θ2i+1, jΦ j(x), (2)
where M is the number of RBFs used, c j are the centers, σ is the width, and θi, j are the coeﬃcients of the Gaussian
RBFs. As y0(x), gi(x), and hi(x) are functions of the position of the glider, they share the same centers and width of
Gaussian RBFs. Plugging Equation (2) into (1), then, we can have the model of tidal current as
y(x, t) =
M∑
j=1
α j(t)Φ j(x), (3)
where
α j(t) = θ1, j +
N∑
i=1
θ2i, j cos(ωit) +
N∑
i=1
θ2i+1, j sin(ωit). (4)
Figure 1 describes the structure of the model. The structure implements the expressions in Equations (1) and (2). The
input x is the position of the glider. The M Gaussian Radial Basis Functions have diﬀerent centers but identical width.
The outputs are y0(x), gi(x), and hi(x), which are then combined linearly into the ﬂow at a given direction.
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Figure 1: Structure of the tidal model.
Figure 2: Grid points used by ocean models. In this ﬁgure the black round
dots represents the grid points where data from larger scale ocean models
are available to initialize our model. The blue rectangular dot represents
the initial position of the formation center.
3. Initialization of the map
We use data from a lower-resolution ocean model to initialize the computation of our model. First, we select n
grid points in the existing ocean model and refer to them a patch. To construct a smaller-scale, higher-resolution tidal
model, only the tidal ﬂow in the vicinity of the glider is considered. The initial model is built by interpolating data
from the grid points in the patch according to Equation (1).
The number of RBF centers M should be smaller than the number of grid points n [18]. Instead of choosing random
positions in the patch as centers, we use K−means cluster method [19] to compute the positions of the centers. Here,
we restate the algorithm. The K−means cluster algorithm seeks to partition the grid points xi, i = 1, . . . , n, into M
disjoint subsets S j, each containing n j data points in such a way as to minimize J =
∑M
j=1
∑
xi∈S j ‖xi − c j‖2. The width
σ of the RBFs will aﬀect the smoothness of the interpolation. One commonly used strategy is to choose σ to be at the
same spatial scale with the input data [20], in our case the σ is proportional to the distance between grid points.
Given the basis functions and the time-series data of the grid points, we can use the least mean square method to
compute the coeﬃcients θi, j to generate the initial model. With this model, we can approximate the tidal ﬂow velocity
given the position x of a glider. A group of gliders in a sensing network will be controlled to maintain a formation
and navigate in the area, as illustrated by the red patch in Figure 2. However, when they move out of the covered
area, e.g. the red patch, the RBFs will have diﬃculty in representing the ﬂow near the gliders’ positions, e.g. in the
yellow patch in Figure 2. Therefore, we need to re-initialize the RBFs’ centers based on the current positions of the
gliders. We update the positions of the centers by reapplying K−mean clustering method once the gliders move out
of the covered area by the RBFs. The change of centers leads to the change of the RBFs.
4. Map update
Measurements obtained by the gliders via onboard sensors will be used to update the parameters of the tidal model.
We want to ﬁnd θ1, j, θ2i, j and θ2i+1, j so that the mean square error between the predicted yˆ(x, t) and the true ﬂow y(x, t)
is minimized. It is well known that Kalman ﬁlter provides a solution [21]. Assume there are M gliders obtaining
the measurements simultaneously. The choice of M will be explained later in this section. The sampling rate is Ts
and at time step k, the measurements made by the gliders are z(k) = [z1(k), z2(k), . . . , zM(k)]T . Then, we have the
measurement equation of the Kalman ﬁlter,
z(k) = H(k)αk + v(k), (5)
where H is a matrix with the i−th row deﬁned by Φ1(xi), · · · , ΦM(xi), i = 1, · · · ,M. Φ j(x), j = 1, · · · ,M are Gaussian
spatial basis functions. v(k) = [v1(k), v2(k), . . . , vM(k)]T are the measurement noises at the k−th step. It is assumed to
be Gaussian with zero mean and known covariance matrix R. If the properties of the noises are unknown, we can still
retrieve the estimation by using an H∞ ﬁlter [21].
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According to Equation (3), given the instant measurements z(k), we need to estimate the state αk to update the
tidal model. The dynamics of the state is required to run the Kalman ﬁlter. At time t = tk, Equation (4) becomes:
α j(kTs) = θ1, j +
N∑
i=1
θ2i, j cos(ωikTs) +
N∑
i=1
θ2i+1, j sin(ωikTs). (6)
As the sampling frequency is usually much higher than the frequency of the tidal constituents, it is suﬃcient to use
Taylor series up to ﬁrst order to estimate α j((k − 1)Ts). Plugging sin(ωkTs) = sin(ω(k − 1)Ts) + ω cos(ω(k − 1)Ts)Ts
and cos(ωkTs) = cos((ω(k − 1)Ts) − ω sin(ω(k − 1)Ts)Ts into Equation (6), we have, α j(kTs) = α j((k − 1)Ts) +
∑N
i=1 ωi
[
θ2i, j θ2i+1, j
] [ − sin(ωi(k − 1)Ts)
cos(ωi(k − 1)Ts)
]
.We deﬁne fi(k−1) = ωiTs
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
θ2i,1 θ2i+1,1
· · · · · ·
θ2i,M θ2i+1,M
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
[ − sin(ωi(k − 1)Ts)
cos(ωi(k − 1)Ts)
]
,
and denote αk = α(kTs) = [α1(kTs), α2(kTs), . . . , αM(kTs)]T , then, we have the state equation for the Kalman ﬁlter:
αk = αk−1 +
N∑
i=1
fi(k − 1) + w(k). (7)
Here, we introduce w(k) = [w1(k),w2(k), . . . ,wM(k)]T as the process noise at the k−th step. We assume wk is Gaussian
noise with zero mean and known covariance Q(k). Deﬁne αˆk to be the optimal estimate of αk and P the M × M
covariance matrix corresponding to the uncertainty of the estimate. Then, a standard Kalman ﬁlter base on the state
equation (7) and measurement equation (5) can be computed.
Given updated αˆ j(k), we are able to use the recursive least mean square (RLMS) method to update θi, j in Equation
(6). Deﬁne ψ(k) = [1, cos(ω1kTs), sin(ω1kTs), . . . , cos(ωNkTs), sin(ωNkTs)], and θ j = [θ1, j, θ2, j, . . . , θ2i+1, j]T . Then,
we have αˆ j(k) = ψ(k)θ j. According to RLMS method, we can derive the following equations: θˆ j(k) = θˆ j(k − 1) +
K(k)[αˆ j(k)−ψT (k)θˆ j(k−1)], K(k) = G(k)ψ(k)−G(k−1)ψ(k)(I+ψT (k)G(k−1)ψ(k))−1,G(k) = (I−K(k)ψT (k))G(k−1),
where G(k) = (
∑k
i=1 ψ(i)ψ
T (i))−1 and K(k) is the gain at time step k. Plugging the updated θi, j into Equation (1), we
are able to provide predictions of the ﬂow velocity within the grid size of a glider.
However, when the gliders move out of the original patch, to provide more accurate estimation of the tidal ﬂow
around the gliders, RBFs are changed as discussed in Section 3. Therefore, the position matrix H will change, which
leads to the change of the measurement Equation (5) of the Kalman ﬁlter. As patch changing can happen before
the Kalman ﬁlter converges to a steady state, reinitializing the Kalman ﬁlter might result in unreliable estimation.
Assume the gliders move out of the original patch at time step k∗, the new position matrix is H˜, and the new state
is α˜. According to Equation (5), we have z(k∗) = H˜(k∗)α˜k∗ = H(k∗)αk∗ . If H˜(k∗) is invertible, i.e., H˜(k∗) is a square
non-singular matrix, then α˜k∗ can be solved by α˜k∗ = H˜−1(k∗)H(k∗)αk∗ . Therefore, with M columns denoting M RBFs
used to approximate the tidal ﬂow, since each row vector of H corresponds to the RBFs used by one glider, the position
matrix H should also have M rows. That is to say, M gliders are needed to take measurements at the same time. This
fact actually provides a relationship between the number of gliders used and the number of RBFs. If the number of
gliders are less than the number of RBFs, then the size of the patch should be selected to make sure the Kalman ﬁlter
converges before the re-initialization. Therefore, the patch can not be very small, thus not representative of the ﬂow
around the gliders. If the number of gliders equals the number of RBFs selected, then there is no such limitation on
the patch size, and the patch can be selected smaller. Hence, the ﬂow ﬁeld may be represented with higher accuracy.
5. Simulation results
We use the data streams from WERA[22] system to evaluate the feasibility of our model. The WERA system is a
shore based remote sensing system using the over-the-horizon radar technology to monitor ocean surface current oﬀ
the coast of Georgia. The resolution of grids is 6 × 6 km2 and at each grid point of the area, there is an hourly time
series of measurements with three hour time delay.
Along the eastern coast line of the United States, there exists the gulf stream, which is a swift Atlantic ocean
current. The gulf stream accounts for the low-frequency part of the ocean ﬂow. Assume the tidal current in this area
consists of eight tidal constituents, namely M2, S2, K1, O1, N2, K2, P1, Q1. With these eight given frequencies, we
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try to seek the best approximation of u and v at one grid point with 351 hours of data from WERA system. We found
that the dominant tidal constituents near the Coast of Georgia have periods of T1 = 12 hours and T2 = 26 hours.
These two periods are used in our model to estimate the tidal current.
A tidal ﬁeld with ﬂow velocity u(x, t) is simulated in the area where WERA data are available. We choose to use
nine grid points, which have latitudes from 31.5530 degree to 31.6609 degree and longitudes from 80.5774 degree to
80.4613 degrees, as a patch to initialize the computation of the tidal model. A group of gliders will navigate in this
area. In our simulation gliders move out of the patch around every 10 hours, so we update the patch to change the
centers of RBFs every 10 hours. As there are nine grid points in the patch, we choose three centers for the RBFs.
Hence, there will be three gliders in the sensing network. Using the positions of the grid points in the selected patch
and the K−means cluster method, we can obtain the positions of the three centers [c1, c2, c3]. The σ is 15000. The
initialization and update of the model both use WERA data, but we use diﬀerent portion of the data. WERA data
collected from 2 am Dec. 27th-12 pm Dec. 27th, 2011 in the patch are used to initialize the tidal model, then the
WERA data obtained from 1 pm Dec. 27th, 2011-3 pm Dec. 29th, 2011 are used to simulate the measurements
taken by the gliders. This set up resembles the situation where the gliders are moving in the ocean, and the only
information we have about the ocean are the measurements from the gliders. The motion of formation center is
designed to be xc(k + 1) = xc(k) − uˆ(xc, k)Ts + [0.764 0.764]TTs, where xc(k) denotes the position of the formation
center at time step k, and uˆ(xc, k) is the predicted tidal ﬂow at the formation center and Ts is one hour. Incorporating
the measurements taken by the gliders into the Kalman ﬁlter, we are able to update the tidal model in real time. We
select the measurement noise variance of each glider is R = 0.01I3, the process noise covariance is Q = I3, and initial
error covariance matrix as P(0) = I3.
As our tidal model provides the estimation of tidal ﬂow around the gliders, we choose a grid point farthest away
from the formation center in the patch to testify our model because the accuracy of the RBF representation would be
the worst at this point. When the formation center moves out of the previous patch, we select a new grid point for
comparison accordingly. Figure 3 shows the results of comparisons between our estimated tidal ﬂow with WERA data
in 50 consecutive hours. In the ﬁgure, the red dotted line is the WERA data in time series of the selected grid points
and the green dashed line is the estimation from our model. We change the grid point to be estimated when the gliders
move out of the previous patch. The error is larger at time steps when we change centers. This is understandable
because the computation of centers will cause some delay leading to the inconsistency of the estimations.
The navigation performance is illustrated in Figure 4. The yellow diamonds indicate the three gliders in a forma-
tion. The red circles are the trajectory of the formation center if we use prediction of uˆ(xc, k) from our model. The
formation center has a constant speed, so its trajectory is supposed to be a straight line. The executed trajectory is
consistent with the prescribed one. However, if otherwise, we only use WERA data and take the average of the data
from the four grid points immediate to the gliders and perceive it as the tidal ﬂow velocity at the formation center, the
trajectory of the formation would be the green triangles. Not surprisingly, without our high-resolution tidal model,
the trajectory of the formation center has more oscillations due to the tidal current. Moreover, the destination is not as
desired.
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Figure 3: Estimation of u and v at the position of the selected grid point.
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Figure 4: Navigation performance.
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6. Conclusion
Accurate prediction of tidal current is essential in underwater glider navigation. In this paper, we employed data in
existing ocean models as well as instant measurements taken by a group of gliders in a sensing network to build a high-
resolution real-time tidal model. This model provides a distribution of ocean ﬂow around the gliders and can be used
in underwater path planning. The update of the model only requires instant measurements, thus, is computationally
eﬃcient compared with the data assimilation procedure in the existing ocean models. Further work will be explored
to use a group of gliders in a sensing network working cooperatively to build ocean model in 3D environment and
depth variation of the ﬂow velocity will be addressed therein.
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