Abstract-We study a class of partial differential equations (with variable coefficients) on a one dimensional spatial domain with control and observation at the boundary. For this class of systems we provide simple tools to check exponential stability. This class is general enough to include models of flexible structures, traveling waves, heat exchangers, and bioreactors among others. The result is based on the use of a generating function (the energy for physical systems) and an inequality condition at the boundary. Furthermore, based on the port Hamiltonian approach, we give a constructive method to reduce this inequality to a simple matrix inequality.
Exponential Stability of a Class of Boundary Control Systems

I. INTRODUCTION
The abstract class of systems which models partial differential equations (PDEs) with control at the boundary of its spatial domain is know as boundary control systems (BCS). The analysis and modeling of this type of systems dates back to the sixties with the leading work of Fattorini [1] , and it has become a well established and rich field. Significant research has been carried out in the works of Balakrishnan ([2] , [3] ), Lions [4] , Lasiecka and Triggiani [5] , Curtain and Pritchard ( [6] , [7] ), just to name a few. Stability, controllability and observability concepts are subtle in this area and investigating these for a single PDE example leads, in many cases, to a sophisticated mathematical problem. This technical note aims at facilitating the verification of the exponential stability of a class of boundary control systems that arises from the port-Hamiltonian approach to distributed parameter systems [8] . This verification might be translated into an easily checkable matrix condition.
One of the main concerns in the analysis of PDEs is stability. It is impossible to discuss here all the results which were obtained on this stability problem, and we refer the interested reader to the books [2] , [5] , [4] , [7] , [9] - [13] and the references therein. Two of the most common approaches to check the exponential stability property are the harmonic analysis (see [11] and the references therein) and the multiplier method [12] . The multiplier method relies on a proper choice of one (or more) function with certain properties (multiplier), which is central to the solution of the stability problem for a specific PDE model. In this technical note we combine ideas from the multiplier method and recent results on boundary control systems [14] in order to prove exponential stability. The key point is that the multiplier constructed for the wave equation by Cox and Zuazua [15] works after some modifications for our class of BCS. This class is obtained by using the underlying geometric structure together with the energy function of the system. All this is based on the port-Hamiltonian approach to distributed parameter systems, [8] , which allows to define general classes of systems. In fact, the class of systems we study is general enough to include models of flexible structures, traveling waves, heat exchangers, bioreactors, and, in general, (lossless and dissipative) hyperbolic systems in one-dimensional spatial domain. For a more complete perspective on significant PDE classes and boundary control problems see, for instance, [9] and [10] .
Here Mn(H) denotes the space of square n2n matrices whose entries lie in the vector space H. By h1; 1i we denote the inner product on or n , and h1; 1i L (or simply h1; 1i) denotes the standard inner product on L2(a;b; n ). The Sobolev space of order k is denoted by H k (a; b; n ). We say that a symmetric matrix M is positive definite (in short M > 0) if all its eigenvalues are positive, and positive semidefinite (in short M 0) if its eigenvalues are nonnegative. A self-adjoint operator L is coercive (or strictly positive) on an inner product space X if there exists an " > 0 such that L "I.
The technical note is organized as follows. In the next section we describe briefly some of the main ideas that will be used to prove the main results. In Section III we present the main results on exponential stability. Section IV presents some examples. Finally, in Section V we give some conclusions.
II. SOME BACKGROUND Most of the results described in this section can be found in [14] and [16] . In this technical note we study systems described by the following PDE: In [14] the authors study a class of BCS that includes the PDE (1) with G 0 = 0(in fact, they also consider higher order differential operators) which corresponds to lossless hyperbolic systems. They provide a complete parameterization of the boundary conditions generating a unitary or contraction semigroup and the associated linear BCS 1 . An important feature of this construction is that it is based on matrix inequalities which are easily checked knowing the matrix differential operator. In [16] these ideas have been extended to a larger class of operators including parabolic and (dissipative) hyperbolic systems all described in one class of systems. Based on that we introduce the boundary portvariables which are related to (1). These port-variables help us to define BCS, in particular, the input and output of the system. (Lx)(a) : (3) Note that the port-variables are nothing else than a linear combination of the boundary variables. We also define the matrix 6 2 M 2n ( ) as follows 
with input
is a boundary control system on X. 
1 For the definition of boundary control system (BCS) refer to [9] .
and the output as y(t) = Cx(t): (12) Note that the input and output of the system are acting on the boundary of the spatial domain. Also, (12) can be seen as an energy balance equation since (1=2)kx(t)k 2 L usually equals the energy function of the system. Furthermore, the supply rate of energy (the flow of energy through the boundary of the spatial domain) is determined by P W;W and hence by W and W. In fact, this energy balance will help us to prove results for exponential stability for this class of systems. For more information on this type of systems see [14] , [16] and [17] .
By differentiating the energy along trajectories, or by using (12) and the notation introduced in Theorem II.3 together with (3)- (5), we find that
h(Lx)(t; b);P 1 (Lx)(t; b)i 0h(Lx)(t; a);P1(Lx)(t;a)i 0 hG0Lx(t); Lx(t)i: (13) III. EXPONENTIAL STABILITY
In this section we consider the class of BCS introduced in Theorem II.3. Since we are interested in stability, we assume throughout this section that the input function u(t) = 0for all t 0 and that the energy function of the system, E, equals (1=2)kx(t)k 2 L . Following this, (12) can be rewritten as d dt E(t) = 1 2 hP W y(t);y(t)i 0 hG 0 Lx(t); Lx(t)i (14) where PW is the element (2, 2) of the block matrix P W;W .
To prove the main results of this section we first prove some estimates involving the energy function and the boundary variables. Then, based on those estimates we prove the exponential stability results.
Lemma III.1: Consider a BCS as described in Theorem II.3.
If u(t) = 0, for all t 0, then the energy of the system
and E() c()
where c is a positive constant that only depends on . Proof: For simplicity let P G = P 0 0 G 0 . Recall that the energy of the system is given by
To prove the estimates (15) we employ the idea used by Cox and Zuazua in [15] . We define the (positive) function
where > 0, > 2(b 0 a), and z 2 [a; b] . It thus follows that (the prime 0 denotes differentiation with respect to z)
Since P 1 is nonsingular and @x=@t = P 1 (@=@z)(Lx) + P G Lx we obtain (for simplicity we omit the dependence on z and t) Using the definition of F (z) and E(t), see (17) and (16) 
where k1 is a positive real constant, then the system is exponentially stable.
In particular, if the matrix = 0(1=2)PW (see (14) ) is positive (14) .
Proof of Theorem III.2: Without loss of generality we assume that the first inequality of (20) holds. Let be the same as in Lemma III.1. From (20) we have that
Combining this with (15), we find that
Thus E( ) c0E(0) for some c0 < 1. From this we see that the semigroup T (t) generated by A (see Theorem II.3) satisfies kT()k < 1, from which we obtain exponential stability.
Next we prove the second part of the theorem. To do so, we find a relation between kLx(b)k ( 
From (14) together with the coercivity of , the nonnegativity of hG 0 Lx(t); Lx(t)i L , and the inequality above yields
This is the same estimate (20) and hence the system is exponentially stable.
The condition = 0(1=2)P W > 0 is usually satisfied in systems where damping is applied to the whole boundary. Thus using fullboundary damping almost guarantee an exponentially stable system.
However, in practice full-boundary damping is not used often and is usually a positive semidefinite matrix. In those cases the estimate (20) provides a simple way to prove the exponential stability property.
IV. EXAMPLES
In this section we show how to apply the results of the previous section. We show that once the input (boundary conditions) and the output are selected, a simple matrix condition allows to conclude on the exponential stability. Also, by using Theorem II.3 it is easy to select the input and output of the system. Example 1 (Timoshenko Beam): Consider a flexible beam modeled by the Timoshenko beam equations, see [18] , [19] for details on the model and its stabilization. This model can be written as a system (1) by selecting the state variables x 1 = @w=@z 0 (shear displacement), x 2 = @w=@t (transverse momentum distribution), x 3 = @=@z (angular displacement), x4 = I@=@t (angular momentum distribution). Here w(t; z) is the transverse displacement of the beam and (t; z) is the rotation angle of a filament of the beam. The positive coefficients (z), I (z), E(z), I(z), and K(z) are the mass per unit length, the rotary moment of inertia of a cross section, Young's modulus of elasticity, the moment of inertia of a cross section, and the shear modulus respectively. The energy of the system is known to be 
This beam is usually stabilized by applying velocity feedback. This corresponds to the boundary conditions 
Example 3.27 of [16] shows how to select an output and find the corresponding (d=dt)E(t) by using Theorem II.3. Here we use (13) where, in the last step, we used the boundary conditions (24). Thus, to check exponential stability is not necessary to define an output. Next, we prove that this system is exponentially stable, and we do this by using Theorem III.2. Using the boundary conditions (24) where we used (27). It is now easy to see that the inequality above is the same estimate (20) . Thus, provided that k(z), (z), EI(z), and I(z) are physical parameters, see [21] . Note that this model does not fit into our formalism directly. However, our approach can still be applied by using a linear transformation. To do so, we select the state variable as 
where we now have an operator that fits into our class of systems, see 
In [21] 
These are exactly the same conditions imposed in [21] in the analysis of the system (28) with boundary conditions (32 Hence by using Theorem III. 2 the system is exponentially stable. Note that the conclusion above includes the cases k 1 = 0 and/or k 2 = 0. Let us briefly compare the above conclusion with the results in [21] . In [21] , the authors prove that the system is exponentially stable if either k 
V. CONCLUSION
We provided tools that facilitate checking the exponentially stability property of a class of BCS. We showed that by using results of [14] and [16] it is easy to select the input and outputs of a BCS. Therefore, we use those results on boundary port Hamiltonian systems to define inputs and outputs for our class of BCS. Once this is done, checking for exponential stability follows easily. The main idea behind the proof consists in using a multiplier common to the whole class of BCS. This multiplier only depends on the norm of the co-energy variables at the boundary of the spatial domain. In this way one avoids searching for different multipliers every time the system or the boundary conditions are changed. This simplifies drastically the verification of the exponential stability property, as can be seen already from the examples in Section IV. Also the proof of the results of [22] and [23] can be simplified by using our results.
Even though the results are only valid for a class of one-dimensional systems, the authors believe that the approach has potential to be extended to 2-D and 3-D systems. The key point being the definition and selection of the boundary port variables. Some ideas about this are presented in [16, Ch. 8] . However, this still requires more research.
