The linear span of a pesudorandom sequence s(t) of period 2 n 01 can be defined as the smallest integer L in the following linear recursion:
autocorrelation for all n > 1 and this conjecture has been verified for 3 n 23. In this note, we present an interesting formula for the Hadamard transform of the sequence A or, equivalently, for the function f(x). The Hadamard transform of f(x) is defined bŷ f() = x2GF (2 ) (01) f(x)+Tr(x) ; 2 GF (2 n ): (1) Conjecture: For n 5, the Hadamard transformf (), 2 GF ( 
II. DISCUSSION
From 3t = 2(2 2l 0 1) + 3 = 2 2l+1 + 1, which is relatively prime to 2 n 0 1, we have gcd (t; 2 n 0 1) = 1: Therefore, the Hadamard transform of f(x) is determined by the m-sequence fTr ( it )g i0 . This is similar to the case of Gold sequences [2] , as follows. Let g(x) = Tr (x 1+2 ) where (k; n) = 1. The Hadamard transform of g(x) isĝ () = x2GF (2 ) (01) g(x)+Tr (x) ; 2 GF (2 n ):
From [2] ,ĝ() is three-valued with values 0, 62 m+1 , and g() = 0 , Tr () = 0 g() = 62 m+1 , Tr () = 1:
For example, the Hadamard transform of g(x) is determined by the m-sequence fTr ( i )g i0 . Thus we see that the three-term function f(x) behaves like the monomial (one-term) function Tr (x 1+2 ) with respect to the Hadamard transform.
I. INTRODUCTION
Balanced binary sequences with ideal autocorrelation, the so-called pseudorandom sequences, have many applications in spread-spectrum communication systems [5] . Among known sequences having period and 131071, etc; iii) extended sequences for a composite integer n, such as Gordon-Mills-Welch (GMW) sequences, extended Legendre sequences, etc; iv) multitrace sequences such as cascaded GMW sequences; v) sequences of miscellaneous types, such as "3-trace" sequences, "5-trace" sequences, etc. [1] - [3] , [5] , [6] , [8] , [9] , [11] , and [12] .
The linear span of a pesudorandom sequence s(t) of period 2 n 01 can be defined as the smallest integer L in the following linear recursion:
where a i 's are in f0; 1g with a L = 1. Alternately, the linear span of a pseudorandom sequence of period 2 n 01 can also be defined as the minimum number of terms in its expression by the sum of elements in GF (2 n ). For example, the GMW sequence of period 63 given by g(t) = tr 3 1 (ftr 6 3 ( t )g 3 ) can be expanded as [14] g(t) = tr The technique of using dyadic weight of exponents to determine linear complexity was first studied by Brynielsson [13] . Linear span of cascaded GMW sequences was derived by Klapper, Chan, and Goresky [6] for a special case, and Gong [7] extended their result to the q-ary case.
In this correspondence, we derived the linear span of cascaded GMW sequences and extended sequences of period 2 em 01 which are constructed from the ideally correlated sequences of period 2 m 0 1.
In Section II, we reviewed the linear span of GMW sequences. In Section III, the linear span of extended sequences is derived under certain conditions, and the linear span of extended Legendre sequences is computed as an example. The linear span of cascaded GMW sequences is also derived in Section IV.
II. PRELIMINARIES
The linear span of a pseudorandom sequence of period 2 n 0 1 can be defined as the minimum number of terms when the sequence is expressed as the sum of elements in GF (2 n ). Thus as a natural approach for obtaining the linear span, one can think of expressing the sequences as the sum of decimated m-sequences, in which case the linear span becomes the sum of linear spans of the decimated m-sequences. The linear span of a GMW sequence was derived in [14] by this method. We will briefly review the results, since they are applicable to derivations of linear span in the next section and after. 
is called a GMW sequence. 
where 0 = l 1 < l 2 < l 3 < 1 11 < l w < m 0 1. Then, the GMW sequence g(t) in (2) 
where the index set I(n; m; r) is given by I(n; m; r) = 1 + 
Proposition 3: All the elements in I(n; m; r) in (5) belong to distinct cosets of GF (2 n ) and their coset sizes are n.
Proposition 4:
The linear span of GMW sequence g(t) given in (2) is n n m w01 .
In fact, (4) and (5) and 1281 are in the same coset of GF (2 12 ). is reduced to the sum of two traces. Here, we slightly generalize Proposition 2 as follows. 
where the index set I(n; m; r) is given by 
and all the elements in I(n; m; r) belong to the distinct cosets
Proof: If some two elements in I(n; m; r) are in the same cosets of GF (2 n ), this implies that where u 0 u(modm), which contradicts the assumption, unless u 0 , the residue of u modulo m, is zero. But this implies that u is a multiple of m, which further implies that u = n and k 0 j = k j for all j. This is from the fact that for (8) to be true etc. Therefore, all the elements in I(n; m; r) are in the distinct cosets of GF (2 n ). By replacing k 0 i 's by k i 's in the right-hand side of (8), their coset size can be proven to be n in the same way.
III. LINEAR SPAN OF EXTENDED SEQUENCES
Recently, No et al. [9] presented a closed-form expression for binary sequences of longer period with ideal autocorrelation property constructed from a given binary sequence with ideal autocorrelation. Here, we cite the theorem without proof. 
has the ideal autocorrelation property. 
also has the ideal autocorrelation property.
Similarly as in GMW sequences, this extended sequence c(t) can be expressed as the sum of decimated m-sequences. Using the same notations as in the previous discussions, c(t) can be rewritten as c(t) = d2J a2I(n; m;hdri ) tr n 1 ( at ) (11) where the notation hdrim represents dr mod (2 m 01). To obtain the linear span of c(t) from (11), one should make sure that the index sets I(n; m; hdrim)'s are disjoint as d runs over J. The following lemma establishes the condition under which the sets I(n; m; hdri m ) are disjoint.
Lemma 7:
Let n = em, e > 1. Let r and s be integers such Then, for some k's and k 0 's, we have 
has the ideal autocorrelation property. If 
is given by
where wt (hd i ri m ) is the number of ones in the binary representation of hdirim. 
where is a primitive element of GF (2 n ), n is some multiple of m, and r is an integer less than and relatively prime to The sequence c(t) of period 
IV. LINEAR SPAN OF CASCADED GMW SEQUENCES
The generalization of GMW sequences is first done by No [14] and independently by Klapper et al. [6] , who named it the cascaded GMW sequences, and the general expression of cascaded GMW sequence is as follows. is called a cascaded GMW sequence.
When K = 1, the sequence A(t) in (20) is called a GMW sequence.
The linear span of cascaded GMW sequences was derived by
Klapper, Chan, and Goresky [6] for the special case when ri has 2 m -adic weight two and four, and Gong [7] extended their result to the q-ary case with no weight restrictions.
We derive the linear span of cascaded GMW sequences for any values of r i 's as in the case of GMW sequences [14] . To obtain it, Theorem 5 should be generalized to the multitrace case. In the following lemma, we express a cascaded GMW sequence as the sum of decimated m-sequences. Then, A(t) can be expressed as for j = 1; 2; 11 1;K 0 2. Note that in (22) (24)
Thus from (21), A(t) can be expressed as 
Comparing ( Now, we are ready to compute the linear span. To obtain it, we should know the number of a's in I(n; m1; m2; 1 11;mK; r1; r2; 111 ; rK)
belonging to distinct cosets modulo (2 n 01), after the pairwise cancellation of those in the same coset, and their coset sizes. The following theorem shows that all the a's in I(n; m1; m2; 1 11;mK; r1; r2; 111 ; r K ) belong to distinct cosets modulo (2 n 0 1), and their coset sizes are n. 
In (31), it is easy to see that the only s which is a divisor of m l and a multiple of m l+1 is m l , since the only possible term in the right-hand side of (31) which is congruent to 1 mod 2 m 0 1 is 2 s .
Therefore, the size of the coset to which i 1 belongs is m l , i.e., the statement is true for j = l, which ends the proof.
From Theorem 12, the computation of the linear span of cascaded GMW sequences is straightforward. It is summarized as Theorem 13 below. 
I. INTRODUCTION
The Data Encryption Standard (DES) is a block cipher involving 64-bit data encryption with a 56-bit key, which was adopted by the U.S. National Institute of Standards and Technology in 1976. DES has been widely used in bank activities and Internet communications. The security of DES has been extensively investigated by many researchers [2] , [15] , [3] , [4] , [26] , [6] , [23] , [9] , [5] , and [20] . DES can be implemented in hardware as well as software.
In this correspondence, we will consider DES as a nonlinear feedback shift register (NLFSR) with input. From this point of view, we will apply the tools for pseudo-random sequence analysis to the S-boxes in DES, i.e., the feedback function when DES is regarded as a NLFSR with input. We will exhibit several new properties of the S-boxes of DES and discuss some new criteria for design of block cipher algorithms.
Concerning 
