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Résumé – Nous proposons une méthode de synthèse des bancs de filtres modulés orthogonaux qui s’applique dans le cas d’un nombre de
sous-bandes arbitrairement grand. Une fonction dite prototype, définie sur un intervalle réel et dont l’orthogonalité est assurée par construction,
est optimisée selon un critère d’énergie. Par un échantillonnage uniforme, dépendant du nombre de sous-bandes, elle produit ensuite des filtres
prototypes discrets parfaitement orthogonaux dont la qualité est illustrée par des résultats de synthèse.
Abstract – We propose a design method for orthogonal modulated filter banks that can be used for an arbitrarily high number of subbands. A
function, named prototype, defined over a real interval and being orthogonal by construction, is optimized according to an energy criterion. By
a uniform sampling, depending upon the number of subbands, we get afterwards perfectly orthogonal prototype filters, the quality of which is
illustated by design examples.
1 Introduction
Parmi les différents bancs de filtres décrits dans la littéra-
ture, les bancs modulés à décimation critique orthogonaux se
distinguent par le fait qu’ils peuvent être implémentés à l’aide
d’algorithmes rapides et que leur synthèse se réduit à l’opti-
misation d’un seul filtre discret
  
, appelé filtre prototype,
que nous supposerons réel et symétrique. Ce prototype peut
être utilisé dans différents contextes, comme celui du codage
en sous-bandes (bancs à base de transformée en cosinus ou de
transformée de Fourier discrète modifiée (MDFT) [6, 4]) ou
des modulations multiporteuses [10], les conditions d’orthogo-
nalité étant les mêmes dans chaque cas. Nous nous placerons
ici dans le contexte de bancs modulés utilisant une transformée
en cosinus discrète de type IV (DCT-IV).
On notera  le nombre de sous-bandes d’un tel banc et 	


 la longueur des filtres supposée être multiple de deux
fois le nombre de sous-bandes. Les  filtres d’analyse et de
synthèse sont respectivement donnés par [6]
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Pour aboutir à une transformation parfaitement orthogonale
les coefficients
 

 
doivent vérifier des conditions de recons-
truction parfaite [6]. De ce fait, les critères usuels pour leur
optimisation conduisent à des problèmes non-linéaires qui ne
peuvent être résolus simplement. C’est pourquoi, s’il existe des
techniques efficaces dans le cas de longueurs relativement ré-
duites (cf. par exemple [1, 3]), il est difficile de fournir des pro-
totypes orthogonaux de très grandes longueurs. Récemment,
une méthode décrite dans [8] a néanmoins permis d’atteindre
jusqu’à  6;< sous-bandes et  >=ﬂ? <; coefficients. Néanmoins, la
complexité opératoire de cette méthode, qui reste liée à l’éva-
luation du critère d’optimisation, croît évidemment quand la
longueur des filtres augmente, et en particulier lorsque le nombre
de sous-bandes augmente. C’est pourquoi nous proposons ici
une méthode qui évite cet écueil et permet d’optimiser des
filtres pour un nombre de sous-bandes arbitrairement grand,
sans dégradation des performances. Nous l’illustrerons dans le
cas où le critère choisi est la maximisation de l’énergie pondé-
rée du filtre prototype @

BA
"
mesurée par l’expression
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où
V
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"
est une fonction de pondération positive à support
dans _
(a`
R
-0`
Rb , et donc nulle en dehors de cet intervalle. On no-
tera que le terme du dénominateur est une constante qui permet
simplement d’obtenir une mesure d’énergie indépendante de la
normalisation en amplitude des filtres.
2 Fonctions prototypes
2.1 Définition et propriété
Pour un entier
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, on désigne par  l’ensemble des
fonctions
 
sur l’intervalle réel
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, la restriction de
 
est continue et
 
admet des limites aux bornes du sous-intervalle. Dans toute
la suite, nous dirons qu’une fonction de   est une fonction
prototype1 de paramètre  . Pour
 
dans   et  un entier
pair    , on désigne par @
 A
" le filtre de longueur   
dont les coefficients transversaux
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et l’on dira que @ 
BA
"
est engendré par
 
. Les points en les-
quels sont ainsi calculées les valeurs de la fonction
 
ne sont
jamais des demi-entiers et forment une subdivision régulière de
l’intervalle
4(

-
ﬃ.

. Si la fonction
 
est paire (respective-
ment impaire), les filtres @  A " sont symétriques (respective-
ment antisymétriques).
Nous introduisons ensuite une fonction de pondération
V
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réelle, symétrique et positive, i.e.
V
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admettant une transformée de Fourier inverse notée 
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prenons ensuite le cas d’un filtre prototype tel que
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Théorème 1.– L’énergie pondérée du filtre @   A " engendré
par la fonction prototype
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admet une limite lorsque  tend
vers l’infini, notée
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Démonstration.– Le dénominateur de l’équation (3) peut se
mettre sous la forme
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La fonction
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est intégrable au sens de Riemann sur l’intervalle
 (
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car c’est une fonction avec en tout point une limite
à gauche et une limite à droite et un nombre fini de points de
discontinuité. La dernière expression dans (8) est donc équiva-
lente à 
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1On veillera à bien distinguer les fonctions prototypes des filtres prototypes,
les premières étant continues et les seconds discrets.
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Puisque
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est réelle, on obtient également la relation conju-
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Le passage à la limite donne (5).
Le numérateur de (5) est égal à
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Cette propriété montre que, lorsque le nombre de sous-bandes
est suffisamment important, il est possible de maximiser l’éner-
gie pondérée C0D
  
" de la fonction prototype plutôt que celle
des filtres prototypes engendrés @
 A
"
.
2.2 Fonction prototype orthogonale
Définition .– On dira qu’une fonction prototype   est ortho-
gonale si, pour tout  , le filtre @ 
 A
"
est un filtre prototype
symétrique orthogonal.
Théorème 2.– Soit  <>=  une fonction prototype de para-
mètre 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où M est une constante non nulle. Lorsque M 
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La démonstration résulte directement de la définition des
fonctions prototypes orthogonales et de la propriété de facto-
risation en treillis des filtres prototypes orthogonaux associés
aux bancs modulés en cosinus, cf. par exemple [6].
3 Optimisation des fonctions
prototypes
3.1 Calcul de l’énergie
Intéressons-nous maintenant au calcul numérique de l’éner-
gie pondérée de la fonction prototype
 
. Elle s’obtient à partir
de la quantité 
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Pour calculer numériquement l’intégrale (16), on découpe le
carré d’intégration en carrés de côtés
`
R ayant des extrémités
demi-entières. Sur chacun de ces  #=
R
petits carrés, on cal-
cule l’intégrale par le schéma d’intégration de Gauss-Legendre
d’ordre

, avec

fixé, sur chacune des deux directions
'
et

.
Rappelons que le schéma de Gauss-Legendre d’ordre

per-
met d’évaluer la valeur numérique de l’intégrale d’une fonction
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sur l’intervalle
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Avec un tel choix des abscisses et des poids, l’évaluation de
l’intégrale de
/
est exacte si
/
est un polynôme de degré infé-
rieur ou égal à 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Après avoir légèrement transformé la formule (17) pour l’adap-
ter à un intervalle de longueur
`
R , et grâce à la symétrie, l’inté-
grale se met sous la forme
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où les  D	 P sont les coefficients d’une matrice symétrique 

d’ordre 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qui ne dépend pas de
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mais seulement de
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de la fonction poids
V
. On évalue donc une fois pour toute
la valeur de ses coefficients avant d’optimiser la fonction coût.
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3.2 Optimisation de l’énergie
Nous imposons ensuite les conditions d’orthogonalité défi-
nies par le théorème 2 et nous exprimons la fonction prototype
à l’aide de  fonctions *D
ﬃ
"
choisies telles que
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est le degré considéré du polynôme interpolateur et
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 les  coefficients correspondants. On
notera que cette formulation est l’équivalent en temps continu
de la représentation dite compacte que nous avons présentée
en [8] dans le cas discret. Le problème d’optimisation consiste
ensuite à déterminer les coefficients * D	  minimisant l’énergie à
la limite, i.e.
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C’est un problème d’optimisation non linéaire que nous ré-
solvons avec la méthode dite “feasible sequential quadratic pro-
gramming (CFSQP)” décrite dans la référence [5] et en prenant
soin de choisir différents points d’initialisation.
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TAB. 1 – Optimisation de l’énergie hors-bande pour des fonc-
tions prototypes orthogonales de paramètre  , avec un facteur
de retombée . 
  et  
 = .
3.3 Gain en complexité
Un calcul direct de C0D ﬁ
B 

" impose   évaluations des
coefficients
 

 
à partir de paramètres angulaires dont l’ex-
pression est similaire à celle donnée en (21) [8], et l’utilisation
de transformées de Fourier rapides de longueur supérieure à
;

 .
Le passage à la limite permet de s’affranchir de l’accroisse-
ment de complexité avec  . En effet seulement 

évalua-
tions de la fonction prototype à l’aide des relations (21) et (13)
sont nécessaires, tandis que le calcul de la fonction quadratique
donnant
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a une complexité arithmétique en /
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4 Évaluation de la méthode
Nous avons appliqué notre technique d’optimisation au cal-
cul de fonctions prototypes produisant des filtres prototypes
passe-bas de fréquence de coupure
/+0
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avec . un fac-
teur de retombée (« roll-off » en anglais) compris entre 0 et 1.
La fonction
V
retenue est donc définie par
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Pour ces systèmes à  sous-bandes les résultats optimaux ob-
tenus pour . 

 
et  
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sont donnés dans le tableau 1 où
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" désigne l’énergie hors-bande optimale pour
la fonction prototype et
C
`
R5 l’énergie hors-bande qui en résulte
pour les filtres engendrés avec  
  # < sous-bandes.
En effet la connaissance d’une fonction prototype orthogo-
nale
 Wﬃ
"
optimisée permet de calculer de manière instantanée,
par simple échantillonnage, les filtres prototypes @
 A
"
pour
n’importe quel nombre de sous-bandes  . On constate que la
valeur de l’énergie hors-bande des filtres engendrés est alors
très proche de la valeur limite C % dès que     # < .
Pour  

 
< une nouvelle optimisation est ensuite effec-
tuée à l’aide de la méthode présentée en [8] et avec comme
point de départ les filtres obtenus par échantillonnage. L’opti-
mum
C76
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R5 ainsi trouvé procure un gain d’énergie relatif  
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R reporté dans la dernière colonne du tableau
1. Les très faibles valeurs de  montrent la quasi-optimalité des
résultats obtenus par échantillonnage.
La figure 1 donne une représentation de C % , en fonction
du paramètre . , pour différentes valeurs du paramètre  de
la fonction prototype. L’optimisation de la fonction prototype
pour


 ; et . 

 
produit le résultat représenté aux figures
2 et 3. Sur la partie positive de l’axe des temps on notera la
présence des discontinuités aux instants

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et

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La représentation fréquentielle de la figure 3 montre le résultat
de la maximisation de l’énergie de la fonction prototype dans
l’intervalle fréquentiel
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FIG. 1 – Meilleure énergie hors-bande en fonction de . et pour
différentes valeurs du paramètre  de la fonction prototype.
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5 Conclusion
Nous avons présenté une méthode de synthèse de bancs de
filtres modulés pour des systèmes ayant un nombre arbitraire-
ment élevé de sous-bandes. Elle s’applique également dans le
cas de systèmes biorthogonaux [7, 9].
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FIG. 3 – Réponse en fréquence de la fonction prototype pour
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