Bacterial Vaginosis (BV) is the most common of vaginal infections diagnosed among women during the years where they can bear children. Yet, there is very little insight as to how it occurs. There are a vast number of criteria that can be taken into consideration to determine the presence of BV. The purpose of this paper is two-fold; first to discover the most significant features necessary to diagnose the infection, second is to apply various classification algorithms on the selected features. It is observed that certain feature selection algorithms provide only a few features; however, the classification results are as good as using a large number of features.
INTRODUCTION
Machine learning (ML) algorithms are centered around prediction based on generalizations made from previous examples. The provision of larger amounts of data allows for tackling larger problems [2] . ML is used in business, academia, government, science and other industries. Its application runs the gamut and has been applied to many different types of data including fraud detection, labor negotiations, facial and iris recognition [9] , email messages and many other applications.
ML has also been used in the medical field to diagnose breast cancer [5] , asthma [6] , dementia [12] and other diseases and conditions. It has recently been used to compare the performance of a variety of classification algorithms in detecting breast cancer [14] . The algorithms compared were Bayes Network, Radial Basis Function (RBF) Networks, Pruned Tree, Single Conjunctive Rule Learner and Nearest Neighbors Algorithm.
In this paper we use a myriad of feature selection and classification algorithms to identify Bacterial Vaginosis (BV) in women. BV is a very common condition that is signified by changes in vaginal microbiota or microflora. The rest of this paper is organized as follows. In section II we feature related work in the areas of Bacterial Vaginosis and machine learning. Section III provides details about the feature selection, search method and classification algorithms used for this research. Section IV describes the experiments conducted and results and finally Section V will present the conclusion and future work.
RELATED WORK
As mentioned above, BV is often characterized by changes in the vaginal microbiota. Unfortunately, the causes of those changes are not well understood [10] . BV is most often diagnosed by testing the vaginal fluid via Gram stain and/or by assessing based on Amsel's clinical criteria. The Gram stain produces a Nugent Score ranging from 1 -10. A score of 7 or greater yields a positive BV diagnosis. On the other hand, three of the following four Amsel's criteria must be present for a positive diagnosis: 1) presence of a fishy like odor, 2) presence of a white discharge, 3) a vaginal pH of over 4.5 and 4) a minimum of 20% "clue cells" detection [4] . However, Nugent's criterion has become the gold standard for diagnosis [7] . In many instances diagnosis is made with Amsel's clinical and confirmed with Gram stain. A problem women face is that some women may be asymptomatic although BV positive [11] . BV can cause unfavorable outcomes for women including an odorous discharge, pelvic inflammatory disease (PID) and premature labor as well as make them more susceptible to HIV and other sexually transmitted diseases (STD) [2] .
Srinivasan et al. [10] performed deep sequencing of the 16S rRNA gene in an attempt to uncover the variety and make-up of vaginal bacteria in BV positive women. They discovered that there were only two bacteria, Leptotrichia amnionii and Eggerthella sp. that were linked to all four Amsel's criteria. They also uncovered the fact that there was a greater presence of Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from Permissions@acm.org. ACM SE '14 Lactobacillus crispatus or Lactobacillus iners in women without BV. Unsupervised machine learning (clustering) was one of the methodologies used to make taxonomic connections with BV. They concluded that vaginal bacteria biota in women with BV is varied and in greater quantities in addition, there was no single bacterium present in 100% of the women.
Beck & Foster [1] applied genetic programming, random forests, and logistic regression machine learning techniques on two BV datasets from Srinivasan et al. [10] and Ravel et al. [8] to hopefully discover BV related microbial relationships. While the associated microbe clusters were different in the two datasets, they did discover that some of the clusters had overlapping microbes. They performed experiments on both the Nugent score and Amsel's criteria. Their experiments resulted in logistic regression and random forest outperforming genetic programming. On the Nugent score logistic regression and random forest maintained accuracy between 90% and 95%. Amsel's criteria produced slightly lower accuracy. However, none of the three classification algorithms fell below 80% accuracy.
There is a minimal amount of published research using supervised machine learning to diagnose BV. However, ML has often been applied in medicine such as in diagnosing and detecting breast cancer. ML has the ability to identify patterns that may be otherwise difficult to detect as well as learn from previous instances. While there has been much research, it is still unknown what causes breast cancer. Due to this fact, early detection is imperative in reducing the death rate. This detection should be able to reliably and accurately differentiate between malignant and benign tumors. The customary technique for diagnosis is usually performed by human observation. However, the number of patients is increasing and therefore using computers to aid and automate the diagnosis process has been developed in the past several years. The qualitative data is converted to a quantitative feature classification problem which has more objectivity [5] .
FEATURE SELECTION, SEARCH METHOD AND CLASSIFICATION ALGORITHMS 3.1 Feature Selection
Feature selection is the process of choosing the most significant features and forming a subgroup or subset that will be the most valuable for prediction and analysis. It is assumed that datasets contain data or features that are not relevant as well as duplicate data. A major benefit of using feature selection is that it reduces the amount of data that has to be analyzed in turn reducing storage and runtime [3] . The following feature selection algorithms in " Table 1 " were used for this research. Feature selection generally falls into one of two categories: minimum subset and feature ranking. Minimum subset algorithms produce exactly what the name suggests; it creates a subset of features with the least amount of relevant features that will yield maximum results. However, there is no distinction between the features in terms ranking. On the other hand, feature ranking algorithms do not reduce the dataset but instead orders the features based on evaluation measures that have been specified.
Search Methods
A given search method will roam through the features in order to locate good subsets. Each feature selection algorithm is coupled with a search method. We used the search methods as shown below in "Table 2". 
Classification Algorithms
Classification as previously mentioned, is one of two supervised learning techniques. The objective of a classifier algorithm is to accurately group objects into a predefined set of classes in other words, it predicts the class of each instance. This approach is mostly used in artificial intelligence (AI), machine learning and pattern recognition. Just as machine learning, classification has been used in a variety of applications such as, medical diagnosis, biometrics, cybersecurity, risk analysis, manufacturing, etc. " Table 3 " lists the classification algorithms applied on the reduced feature sets. 
EXPERIMENTS AND RESULTS

Dataset
The dataset used in our experiment is comprised of 25 women studied over a 10 week period. The study was setup so that samples and information was retrieved from the women every day during that period; however, some women missed days and even a few weeks. There are a total of 1601 instances and 418 features. The BV data contains three sub-categories: time series, clinical and medical data. The time series data documents day and week numbers (day 1, week 9), day of the week (Monday = 2), day number of the study (1, 2…70) and patient id number (1, 2…25). The clinical data is a combination of results from a questionnaire and Amsel's criteria. The questionnaire included questions such as sexual activity, contraceptive use, tobacco use, etc. The medical data was obtained from vaginal swabs which were used to perform deep sequencing of the 16S rRNA gene coupled with species-level taxonomic identification [10] .
Weka
We used the Weka (Waikato Environment for Knowledge Analysis) workbench to run our experiments. Weka was created at the University of Waikato in New Zealand and has a compilation of data preprocessing tools, data mining and machine learning algorithms. Weka's interface allows users to easily use the tools and apply algorithms on a variety of datasets by accessing the "Explorer" through its graphical user interface (GUI 
Experiment
The experiment process as shown in " Fig. 1 " was executed as follows. First we converted the data into a format that was acceptable for use in Weka. We deleted the first column which was row identifier not included as a feature. The Nugent Score results were contained in the second column. If the Nugent score was ≥ 7 and ≤ 10, it was given a score of "1" indicating BV positive; otherwise, it was given a score of "0" indicating BV negative. We converted all 1's to "yes" and 0's to "no" in the nugentScoreBV column to grant access to a greater number of Weka's algorithms. The data in the nugentScoreBV column was moved to the last column of the dataset as required by Weka for supervised learning.
Figure 1. Experiment Process
Weka has two groups of feature selection algorithms: Attribute subset evaluators and single-attribute evaluators. The singleattribute evaluator algorithms only reduce the feature set in theory in that it uses the Ranker method and ranks all of the features in descending order. It requires the user to manually set a threshold to discard the lower ranking features or specify the number of features to preserve. We used five of the six attribute subset evaluator algorithms featured earlier in " Table 1 " on the full training set because they automated the feature reduction process.
Weka has a total of 93 classification algorithms 27 of which were not available for the type of dataset used, leaving 66 for classification. We quickly realized that it would be a formidable task to run experiments using all of the available algorithms, so to begin the classification process; we reduced our algorithm selection down to nine popular algorithms. Final classification algorithm selection was shown previously in " Table 3 ".
Several of Weka's feature selection algorithms were used for our feature selection process and classifier algorithms were used to determine whether or not we had the ability to accurately diagnose the presence of Bacterial Vaginosis (BV). " Table 4 " features the combinations of five feature selection, six search method and three classifier algorithms (used for wrapper methods) assembled to create 20 distinct feature selection sets.
We used 10-fold cross-validation for testing and training. Holdout methods are commonly used when there is a limited quantity of data. In 10-fold cross-validation, the data is divided into 10 approximately equal parts or folds. The first fold is used for testing and folds two through ten are used for training. Each successive fold is used for testing and the remainders for training until all ten iterations are complete. The error rate is calculated for each of the 10 folds and averaged to produce comprehensive error estimation. According to [13] , theoretical substantiation and largescale testing have shown that 10-folds seem to produce prime error estimations.
Table 4. Feature Selection Sets
There is a vast amount of results from our experiment; however, we are only presenting the results of the top three There is a vast amount of results from our experiment; however performers. FS15 A6 had slightly better results for precision shown in " Table  5 
Figure 2. Results
When considering runtime, reduction in features and recall, we have determined that FS16 A9 is the better algorithm to use for this problem. If BV goes undiagnosed and therefore untreated, it can cause very harmful effects for women. While the difference between the false negative outcomes for this data seems minimal, the fact that approximately 1 million pregnant women are diagnosed with BV highlights the significance of the results as there is an increased chance of pre-term labor and pelvic inflammatory disease (PID).
CONCLUSION AND FUTURE WORK
In this paper we conducted experiments using twenty different feature selection algorithms and analyzed the time taken by each of them. We also used nine classification algorithms using the selected features in the previous step and studied the precision and recall of BV disease. Some of the features are not present in many women that lead to minimal effect on overall outcome. On the other hand, the features which were present in all the women have significant effect on the classification results. Our future work will be dedicated towards conducting experiments on the dataset after it has been cleaned, time series removed, clinical data only and medical data only.
