In this paper, we present a signal processing approach to improve the resolution of a spectrometer with a fixed number of low-cost, non-ideal filters. We aim to show that the resolution can be improved beyond the limit set by the number of filters by exploiting the sparse nature of a signal spectrum. We consider an underdetermined system of linear equations as a model for signal spectrum estimation. We design a nonnegative 1 L norm minimization algorithm for solving the system of equations. We demonstrate that the resolution can be improved multiple times by using the proposed algorithm. is also the sparsest solution," Comm.
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Introduction
Miniature spectrometers are highly demanded in various industrial and domestic applications [1] . Modern miniature spectrometers are built with filter arrays to bring down the cost of the spectrometers. A filter array is usually fabricated using CMOS or Nano technology [2, 3] which brings down the size of the spectrometer in addition to its overall cost. Miniature spectrometers based on a fabricated filter array enhance the portability that helps to obtain in situ measurements. These spectrometers can be readily interfaced with personal computers and other electronic systems. In addition, filter array based spectrometers have the ability to capture a signal spectrum of a light source in a short duration.
In recent years, researchers focus on improving the resolution of filter array based spectrometers due to the following reasons. Filter array based spectrometers consist of fixed set of filters each with different transmission function. A filter with an ideal brick-wall transmission function that allows light only in a designed band and rejects light outside the band is deemed best for spectrometers. This is obvious since spectrometers with ideal filters directly give an estimate of the signal spectrum. In modern portable spectrometers, however, due to low-cost fabrication of the filter array, the shape of each filter transmission function may not be an ideal narrow brick-wall, but highly selective in amplitude and phase throughout the entire spectrum. Thus, the signal spectrum obtained from such a spectrometer is severely distorted which causes difficulty in resolving the distinct spectral components of a light source [4] . To alleviate this problem, digital signal processing (DSP) techniques which process the raw signal spectrum obtained from the spectrometers are shown to be helpful. The current literature [4, 5] provides a few DSP techniques to improve the ability of the filter array spectrometers in resolving the distinct spectral components. Analytically, these DSP techniques solve a system of linear equations in order to estimate the signal spectrum. In order to solve the system of linear equations, an optimization method should be selected. In this paper, we consider two different criteria, one is the relatively new 1 L norm minimization (more details follow in Section 4.2) and the other is the classical 2 L norm minimization. In [4] , authors have solved a system of linear equations which is overdetermined. In an overdetermined system, the number of unknowns (spectral components) is smaller than or equal to the number of equations (the number of filters). Thus, the limit of spectral resolution is set by the number of filters in an array. For a given fixed set of non-ideal filters, improving the resolution beyond the limit amounts to solving an underdetermined system of linear equations. Hence, the authors have attempted to solve an underdetermined system of equations. They have used the classical 2 L norm minimization criterion to obtain a unique solution to the underdetermined system. But their approach failed because the solution of an underdetermined system obtained using 2 L norm minimization was completely off and did not give accurate solution. Therefore, without defining resolution, [4] concluded that the number of filters in an array decides the maximum resolution achievable by a spectrometer. Similar to [4] , the technique in [5] solves the overdetermined system using 2 L norm minimization and hence the resolution obtained in [5] is also limited by number of filters. In a recent paper [6] , the authors solved an underdetermined system using an 1 L norm based minimization for the purpose of increasing the reconstruction accuracy.
In this paper, we develop a new framework that determines an achievable resolution of a spectrometer with the inclusive definition for reconstruction accuracy. We aim to show that the achievable resolution of a spectrometer can be improved multiple times beyond the limit set by the number of filters, which was originally discussed in [7] . We show that an 1 L norm minimization based approach is more suitable than a classical 2 L norm minimization for solving an underdetermined system of linear equations. We design a new spectrum estimation algorithm using 1 L norm minimization that exploits the prior information that the signal spectrum is sparse. We demonstrate that given a fixed set of filters with non-ideal filter characteristics, resolution can be increased multiple times beyond what is suggested by [4] and [5] . The technique proposed in this paper could be applicable to other related digital signal processing spectrometers usually employed in the determination of rice wine composition [8] , liquid signature analysis [9] and organic detection [10] . This paper is organized as follows: Section 2 presents the system model and Section 3 discusses the concept of resolution and achievable limit of resolution of a spectrometer. Section 4 presents the sparse representation of the signal spectrum and 1 L norm minimization technique. Experimental results are discussed in Section 5 and Section 6 concludes the paper.
System description
A source of light, whose spectrum is to be estimated, falls on the filter array shown in Fig. 1 . The filter array consisting of M elements (filters) arranged in a 2D manner. Underneath this filter-array is the photo sensor array made of charge coupled devices (CCD) each of which converts the filtered-light into an electric charge. Each filter corresponds to a pixel element in the CCD array. The combined arrangement of filter and the CCD array constitute a spectral detector. The output of the spectral detector is then sampled and fed into a DSP unit to estimate the spectrum.
Let  
x  represent the spectral component of the original light source at wavelength  .
Each element of the filter-array is specified in terms of its transmission function, which is a measure of fraction of light that the filter allows at a given wavelength  . Let 
represent the transmission function of the i th filter of the filter array. Figure 2 shows typical transmission functions of the filters in the filter array [4] . We note from Fig. 2 that the transmission functions are not ideal brick-wall because of low-cost fabrication of the filters. As evident from Fig. 2 , the pass band of each filter transmission function leaks into the pass bands of neighboring filters as well. Therefore, each filter not only senses the light in its own pass band but also the light from the neighboring bands. Though this results in distortion of spectral information in a particular filter band, we observe that more than one filter senses the same spectral information. We collect all M samples from the output of the spectral detector and arrange them in the form of a vector y , as
Our aim is to obtain a high resolution spectral estimate using a given, fixed (i.e., M ) number of filter elements (and thus a fixed number of elements in the CCD array). We model the output vector y as a system of linear equations as follows:
where D is an MN  detector sensitivity matrix given by
We note that a value (2) is obtained by uniformly sampling the sensitivity function of the th i spectral sensor along the wavelength axis. We also note that the conditional number of the matrix D may be high, because the non-ideal transmission functions make the rows of D correlated with each other. We also observe that the more common implementation of spectrometers is based on grating, an element which disperses the original light into its individual wavelengths. In the filter-array based miniature spectrometers, considered in this paper, the role of the dispersive grating is taken by the filter-array. That is, each filter in the filter-array acts as a grating element and passes only a few wavelengths of the original spectrum. Our method is applicable to grating based spectrometers as well. We only need to know the transmission function of all the grating elements (in our case the filter transmission functions). Once they are known, they can be arranged in the rows of the matrix D in Eq. (2 In the noiseless case, the system in Eq. (1) is overdetermined if MN  and it is underdetermined if MN  .
Limit on resolution of a spectrometer
The resolution of a spectrometer is determined by its ability to distinguish two closely spaced spectral components. At a given spacing In the DSP technique proposed in [4, 5] , the resolution was
. Also, the authors in [4, 5] have considered the case NM  ; but concluded it is of no use to increase N > M since the MSE becomes very large whenever NM  using the 2 L norm recovery technique. Using the methods in [4, 5] , increasing the number of filters was the only way to improve the resolution further.
In this paper, we aim to show that the resolution can be improved to When we increase N beyond M , the system Eq. (1) becomes underdetermined (in the noiseless case). An underdetermined system which is solved by considering classical 2 L norm minimization does not improve the spectral resolution as shown in [4] .
Alternatively, we aim to solve the underdetermined system using 1 L norm minimization techniques [11] [12] [13] . To aid 1 L norm minimization, we exploit the prior information that a natural signal spectrum has a degree of freedom which is often much smaller than its ambient dimension. Such a signal can be represented as a sparse signal in a certain domain. A sparse signal is often represented as a vector whose elements are all zero except a few non-zero components. For example, a time domain signal of two tones can be described as a sparse signal in the Fourier domain. The spectrum of the two tone signal has only two non-zero components while the rest of spectral components are zero. The theory of compressed sensing is built on the assumption that natural signals are sparse in a certain domain such as the Fourier, the Wavelet and other transform domains. We will discuss more about sparse signal modeling in Section 4. Given that the signals are sparse in a certain domain, the advantages of using the 1 L norm minimization over its 2 L counterpart are as follows: 1.
1 L norm minimization yields the sparsest solution to an underdetermined system [13] . 2.
1 L norm minimization algorithms are shown to give robust performance against the measurement noise. Usually, the 2 L based solutions require an inverse of the matrix T DD . Since the filter transmission functions are correlated (as discussed in Section 2), the conditional number of the matrix T DD will be high which enhances the noise level of the spectral estimate [4] . Even in the noiseless case, the 2 L based solution does not guarantee an improved spectral estimate. These problems can be avoided by using the 1 L norm minimization approach.
We observe, however, that we cannot increase N (decrease N   ) indefinitely to obtain an infinite resolution. Given a fixed M , there is a limit for increasing N . This limit depends on the detector sensitivity matrix as well as the sparsifying basis (explained in Section 4). Given a fixed number of non-ideal filters, we aim to find the limit of the resolution that can be achieved in practice. In the next section, we discuss sparse modeling of the signal spectrum and 1 L norm minimization technique for solving an underdetermined system of equations.
Sparse representation for resolution improvement
Background and sparse data modeling
Signal representations have always been at the heart of most digital signal processing techniques. The purpose of such representations is to explicitly reveal the useful information embedded in a signal. This is typically performed by using a linear (matrix) transformation. Recently, the focus has turned toward the sparse representation of a signal [12, 13] . Sparse representation of a signal is fundamental in many applied sciences such as signal, audio and image processing, biomedical sciences, seismic processing, astronomy, machine learning and the emerging area of compressive sensing [14, 15] .
Any natural signal or a vector x in Eq. (1) can be directly sparse or represented as sparse in a certain basis, i.e.,  xs . The basis  is an NN  matrix called sparsifying basis and the signal s is K -sparse, i.e., only K components of s are non-zero and the remaining NK  components are zero. Therefore, the natural signal is a linear combination of only K columns of the matrix  . We note that when , I  the identity matrix, x = s ; such a signal x is called a directly sparse signal, i.e., it is inherently sparse [15] .
In this paper, we model the original signal spectrum x in Eq. (1) as a linear combination of K Gaussian kernels [5, 6] , i.e.,  xs . The reason for using Gaussian kernels is that smooth Gaussian kernels can preserve the smooth features of the signal spectrum. In addition, specification of a Gaussian kernel requires only two parameters, namely, the location and width, which can be chosen according to the nature of the signal spectrum in a particular application. To construct the kernel matrix  , we sample a single Gaussian kernel which has certain full-width at half-maximum (FWHM 1 L norm minimization criterion for unique recovery of the sparse signal from the measurement vector y . We discuss our recovery algorithm in Section 4.3. Before that, we point out a few similarities and differences of our approach from the closely related area of compressed sensing (CS).
As we have mentioned briefly, CS also exploits the sparse nature of signals by means of sparse representation. The purpose of CS as the name indicates is to compress a given signal of a fixed ambient dimension. The quality of the signal degrades with aggressive compression. The papers [16] and [17] are well known compressive sensing examples applied in optical systems. The purpose of this paper, however, is to improve the quality (resolution) of the recovered signal given a fixed number of observations of the signal, utilizing the prior information about the signal. The signal dimension is increased (by increasing N ) purposely. We find the resolution limit beyond which any two closely spaced spectral components are no longer resolvable. In this regard, our perspective is completely different from that of the CS.
In CS, a sensing matrix is designed for efficient compression. The sensing matrix is usually designed in such a way that it captures maximum information about the signal with as few numbers of compressed samples as possible. In general, best sensing matrices can be tailor made to suit the need of a particular application. Most common ones are the iid Gaussian sensing matrices [15] .
We note that the role of the sensing matrix in CS is taken by the sensitivity matrix D in our problem. Unlike CS, we purposely increase the number of columns in the detector sensitivity matrix for a better resolution. We note from Section 2 that the sensitivity matrix D is determined from the filter fabrication process. It is possible that the matrix D can be designed as in CS to obtain better recovery results. We may pose this as a new optical filter design problem. The transmission function of each filter is nothing but a row of the sensitivity matrix. The transmission functions of filters can be designed following the guidelines provided in the CS literature. We plan to explore this interesting research direction in the near future.
After the sparse representation is done, the next step is to uniquely recover the sparse signal s from y . In the next section, we discuss a few optimization methods that estimate the sparse signal. In Section 4.3, we present our new recovery algorithm based on 1 L norm minimization.
Optimization methods
We recall that we are given with only () MN  number of raw spectral measurements. We need to estimate N number of unknowns that appear in Eq. (4). Clearly, Eq. (4) is an underdetermined system. The conventional way to estimate the sparse signal s from y is by 2 L norm minimization techniques [4] . However, 2 L norm based techniques produce nonsparse solutions [11] ; hence they are not useful for sparse signal recovery. We will return to this point shortly. In this section, we introduce 1 L norm minimization techniques [18] [19] [20] L minimization will almost never find a K-sparse solution, returning instead a non-sparse s with many nonzero elements. The 2 L norm measures signal energy and not signal sparsity." 1 
The proposed non-negative
L minimization (NNLM) algorithm
In order to find an optimal estimateŝ , the above 1 L norm minimization problem is usually recast as a linear program, which can be solved efficiently. We assign AD  and define the relaxed version of Eq. (6) as 
where  is a non-negative parameter. We now cast the minimization in Eq. (7) as a linear programming problem with nonnegative constraint  0 s (as the signal spectrum is nonnegative) as (8) In this paper, we have adopted the modern interior point method called primal-dual approach [20] that solves the above linear programming problem in order to find the optimal signal spectrum estimate. A pseudo code of the algorithm is given in Table 1 . Table 1 . Pseudo code to solve Eq. (8) , where the matrix F  is obtained from the KKT condition [20] .
Step 4 Update Step 5 
Kim et al. have solved the above problem using a classical interior-point method called logarithmic barrier approach. In this paper, we refer to this algorithm as log-barrier interior point (LBIP) algorithm. The goal of the LBIP is to make the inequality constraints in Eq. (9) implicit in the objective function.
In our method, we have solved the problem in Eq. (8) which can be categorized as an 1 L minimization with quadratic constraint. Our optimization approach is completely different from Eq. (9). First, their objective functions are different and the ways of incorporating the constraints into the objective function are different as well. Hence, the solution paths taken by these algorithms are distinct. Second, we have designed a new algorithm by adopting the modern primal-dual interior-point approach. The algorithms based on primal-dual approaches are often shown [20, 22] to be more efficient than the logarithmic barrier methods, especially when high accuracy is required. As mentioned in the review article [22] about interior-point methods, the general opinion today is that primal-dual methods offer the greatest promise for faster and more reliable algorithms. We have verified these thoughts through simulation whose results are shown in Section 5. The algorithmic level differences between the logarithmic barrier and the primal dual approaches can be referred from [20, p. 609; 22, p . 527].
Results and discussions
In this section, we aim to demonstrate the performance of the proposed NNLM. We consider a filter array with 40 M  elements, as in [4] . The typical transmission functions of 1st, 10th and the 30th filter are shown in Fig. 2 . The operating wavelength range of the spectrometer is from 400nm to 1200nm that corresponds to a W  of 800nm. We vary the filter length N in order to find the maximum possible resolution max   nm (from Section 2). We generate the Gaussian kernels for various N with FWHM=40nm. We have also considered non Gaussian kernels such as Lorentzians and Secant Hyperbolic. Investigation of the method using these kernels has been suggested by an anonymous reviewer during the review process of this paper. This will solidify our claim that our method works for generally shaped signals. We report here that we have obtained similar results as those obtained by using the Gaussian Kernels in the aspects such as ability to reconstruct two closely spaced Lorentzians and Secant Hyperbolic peaks. We define the signal-to-noise ratio (SNR) in dB for the model in Eq. (4) as
We first consider the filter length 240 N  . The value of  required in Eq. (3) is set as 1e-3. The original signal spectrum has a sparsity of 2 K  , i.e., two spectral components. We choose two consecutive spectral components, as resolution is an issue to see if two spectral components that are close to each other can be resolved or not. Figure 3(a) shows the original signal spectrum, which is a linear combination of two closely spaced spectral components that are located at wavelengths of 828.46nm and 831.8nm respectively, as shown in Fig. 3(b) . Since the two spectral components are close to each other they are not clearly visible in the original signal spectrum. We aim to resolve these components in the sparse domain. Figure 4 (a) shows the output samples of the spectral detector at 60 dB SNR from which we need to estimate the spectral components. Figure 4(b) shows the reconstructed signal spectrum using the NNLM approach. It is evident from Fig. 4(b) that NNLM is able to clearly reconstruct the original signal spectrum.
In order to resolve the closely spaced spectral components, we show the reconstructed signal in the sparse domain in Fig. 5(a) . It is evident from Fig. 5(a) that the dominant spectral components are clearly resolved. However, two additional spectral components appear at 805.02nm and 871.97nm whose magnitudes are very small. These additional spectral components are due to the error in the reconstruction of the sparse signal. We note that these additional components do not affect the resolvability of the dominant spectral components, originally present in the signal spectrum. Since the two spectral components that are Recently, it became well known in the sparse representation and compressed sensing literature [15] that conventional 2 L norm solutions for underdetermined systems do not provide an accurate estimate. This fact has been verified in our experiments as well by observing that it is not possible to resolve the closely spaced spectral components in the sparse domain using the classical 2 L techniques. To illustrate this fact, we show in Fig. 5(b) a portion of a signal in sparse domain recovered using the 2 L technique. It is evident from the figure that the 2 L technique does not give the sparse signals and is not able to resolve the two closely spaced spectral components in the sparse domain.
We now illustrate the performance of the proposed NNLM in the reconstruction of generally shaped spectrums with multiple peaks at 40 dB SNR. Figure 6 shows an original spectrum with peaks at 564nm, 761.5 nm and 875.3 nm. It is evident from Fig. 6 that NNLM is able to resolve the three dominant spectral components. We also include in Fig. 6 the estimate of the signal spectrum obtained by LBIP algorithm. It is evident from Fig. 6 that unlike our NNLM algorithm, the LBIP algorithm underestimates the original signal spectrum, especially along the tails and at the peaks of the signal spectrum. For instance, the dominant peak of the original signal spectrum at 875.3 nm is not detected as dominant by the LBIP algorithm. The MSE (defined in Section 2) for the proposed NNLM algorithm is 2.03e-5, whereas, for the LBIP algorithm it is 5.6e-3. Figure 7 shows the original and the reconstructed signals in the sparse domain using the proposed NNLM and the LBIP algorithm. The original signal spectrum shown in Fig. 6 is modeled as a linear combination of three Gaussian kernels. The locations of the non-zero components of the sparse vector are 1, 60 and 240. In Fig. 7 , it should be noted that the proposed NNLM detects all the original non-zero components, whereas the LBIP algorithm does not detect the second dominant non-zero component at all. Both, the NNLM and the LBIP, make some detection errors because of the presence of observation noise; but the errors made by NNLM are less significant than those by the LBIP. Based on these results and observations, we conclude that the proposed NNLM outperforms the LBIP algorithm in terms of the MSE performance. Fig. 7 . Reconstruction of generally shaped signal spectrum in sparse domain.
Summary and conclusions
In this paper, we discussed a signal processing approach to improve the resolution of portable spectrometers beyond the limit set by the number of filters. We modeled the signal spectrum estimation as a procedure for solving an underdetermined system of linear equations. We designed a novel non-negative 1 L norm minimization (NNLM) algorithm that exploits the sparse nature of the signal spectrum. We illustrated the performance of the proposed NNLM in improving the resolution of the signal spectrum through various experiments.
