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ABSTRACT 
Writing quality has been considered a significant indicator of success in education 
(McNamara, Crossley, & McCarthy, 2010). One way to understand the predictors of proficient 
writing is to document the linguistic characteristics of quality writing. Syntactic complexity, 
defined as the sophistication of writing production through the range or variety of linguistic 
resources (Ortega, 2003, 2015), has been widely used to determine the complexity/maturity of 
writing in both first and second language writing research. Despite references to the variety, 
diversity, or richness of linguistic resources for syntactic complexity (e.g., Bulté & Housen, 
2012; Norris & Ortega, 2009), a great majority of the past research on syntactic complexity has 
focused on the length of the production, viewing clausal subordination as a key indicator of 
syntactic growth (e.g., Hunt, 1970; Loban, 1976). Although syntactic complexity is a multi-
dimensional construct, most measures have examined it at the sentence or T-unit level, ignoring 
the complexification at the phrase level (Biber, Gray, & Poonpon, 2011; Bulté & Housen, 2014; 
De Clercq & Housen, 2017). Yet the nominal style of academic writing characterized mostly at 
the sub-clausal level through embedded phrases has largely been overlooked in most of the 
operationalizations of syntactic complexity (De Clercq & Housen, 2017), and the grammatical 
features of phrasal complexity have been relatively ignored in educational practice. Thus, 
considering the construct multidimensionality of syntactic complexity (Norris & Ortega, 2009), 
and the critical role of phrasal complexity features (e.g., noun phrases) in the construction of 
academic writing such as science discourse, this dissertation adopted a complementary approach, 
incorporating both clausal and phrasal complexity measures to analyze written academic 
language across three disciplines.  
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Drawing on the premises of corpus linguistics methodology and systemic functional 
theory, this dissertation investigated syntactic complexity measures in science research writing 
contexts across three disciplines (agronomy, applied linguistics, and industrial and 
manufacturing systems engineering) and between two registers (journal research articles and 
master’s theses). A specialized corpus with nearly 1.9 million words was compiled. After the 
corpus preparation stage, the whole corpus was tagged, and normed rates of occurences for each 
linguistic feature in each text were obtained. A 2x3 factorial design was modeled, and 
multivariate analysis of variance (MANOVA) was performed to measure to what extent six 
syntactic complexity indices were distributed across the disciplines and between the registers. 
Moreover, a two-way between-subjects analysis of variance (ANOVA) was conducted to 
measure to what extent discrete linguistic features differed across the disciplines and between the 
registers. Finally, a more qualitative functional approach was employed, drawing on the premises 
of SFL-based discourse analysis and corpus-based phrasal complexity research to investigate the 
ways nominal modifiers are used in academic writing and the roles they take in the science 
discourse of these disciplines. 
The overall findings of the study appeared to validate the arguments that science research 
writing is highly characterized by a dense nominal style. The results indicated that while 
discipline and register had a statistically significant main effect on syntactic complexity 
measures, the interaction between the two was minimal. For example, clause length was found to 
be significantly longer in agronomy than in the other disciplines. The results indicated that 
clausal subordination was mostly represented in master’s theses, while phrasal elaboration 
occurred more frequently in published journal articles. The findings also showed that discipline 
rather than register exerted a main effect on the occurrences of linguistic features in the corpus. 
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The results showed that phrasal complexity features such as nouns and nouns as nominal 
premodifiers appeared more frequently in agronomy while clausal complexity features such as 
finite complement clauses occurred more frequently in applied linguistics. The analysis of 
individual linguistic features revealed that some features such as adjectives as prenominal 
modifiers and nominalizations were influenced by the combined interaction effect of discipline 
and register. The functional analysis of phrasal complexity features suggested that nominal 
modifiers allowed for the expression of reality in science by packaging informational content in 
phrases rather than clauses. The analysis revealed that nouns and NP modifiers were heavily 
used in the disciplines in highly technical and abstract terms, increasing the informational density 
of the texts. 
In sum, the findings of this study contribute to the syntactic complexity research through 
its complementary approach to constuct definition and operationalization. While the findings 
present an overarching investigation of global syntactic complexity measures, the study 
addresses syntactic complexity via specific grammatical features, explicating the linguistic bases 
of phrasal and clausal complexity. A more functional analysis of nominal modification in 
academic writing complements the quantitative results of syntactic complexity measures. The 
findings in this study as well as the research methodology have the potential to inform future 
research on syntactic complexity in written academic discourse. 
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CHAPTER 1.    INTRODUCTION 
1.1 Background 
Language is the most powerful semiotic tool, enabling human beings to express 
themselves in almost every part of life (Christie, 2012; Halliday, 1978). It is remarkably 
pervasive in human experience that people use language from daily life to school to workplace. 
Although the language of everyday interactions is learned by default without much difficulty in 
the course of natural day-to-day communication, academic language (also referred to the 
language of schooling), which is to a great extent encountered later in life’s academic, 
professional, and scientific settings, poses challenges for learners (Colombi & Schleppegrell, 
2002). Academic language contains new types of texts and new ways of interactions different 
from the demands of the conversational dynamics of informal contexts (Fang, Schleppegrell, & 
Cox, 2006; Halliday, 2009; Ryshina-Pankova, 2010, 2015; Schleppegrell, 2004; Uccelli, Dobbs, 
& Scott, 2013). Different academic disciplines at the tertiary level present specialized forms of 
language with particular grammatical patterns and lexical choices. For example, “the language of 
science” (Halliday & Martin, 1993, p. 2) is characterized by extensive use of nouns, 
nominalizations, and longer noun phrases (NPs) through the use of multiple modifiers as 
opposed to the more verbal style of everyday interactional discourse (Biber et al., 2011; Bulté & 
Housen, 2014; Gray, 2015; Halliday, 2004, 2009; Halliday & Martin, 1993; Martin, 1993c, 2008; 
Nagy & Townsend, 2012).  
Writing proficiently is a well-known challenge and significant indicator of success in 
academic settings (Beers & Nagy, 2011; McNamara, Crossley, & McCarthy, 2010). Achieving 
writing proficiency is arguably a byproduct of many factors. Yet an integral component of 
writing quality is using the linguistic resources appropriate to the communicative demands of 
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texts. A variety of syntactic structures is needed to be able to produce sophisticated writing in 
academic registers (Beers & Nagy, 2011; Crossley, Weston, McLain Sullivan, & McNamara, 
2011). As syntactic complexity has been equated to the sophistication of writing by the use of 
varied and diverse grammatical resources (Bulté & Housen, 2014; Housen, Kuiken, & Vedder, 
2012; Ortega, 2015), learners are expected to exhibit a wide range of syntactic resources to 
produce more sophisticated/complex texts in academic writing contexts. Accordingly, whereas 
earlier complexity research focused on clausal features and favored subordination in the 
construction of complex writing, recent conceptualization of complexity as a multi-dimensional 
construct recognizes the importance of combining a multitude of syntactic resources at the 
sentential, clausal, and phrasal levels (e.g., Bulté & Housen, 2012; Norris & Ortega, 2009).  
As noted above, the characteristics of the texts/tasks students need to accomplish at the 
advanced level of schooling in educational contexts entail more sophisticated writing 
encompassing various linguistic tools. A commonly used criterion for the assessment of skilled 
writing has been subordination, and a substantial body of research has focused on identifying 
subordinate clauses as primary predictors of written complexity (see Ortega, 2003; Wolfe-
Quintero, Inagaki, & Kim, 1998, for a detailed review of studies). The role of dependent clauses 
(i.e., adverbial clauses, relative clauses) as syntactic resources enabling the expression of 
complex ideas in academic writing has been voiced by syntactic complexity research (e.g., Beers 
& Nagy, 2009, 2011; Berman & Nir-Sagiv, 2007). However, recent research on the 
characteristics of academic writing has revealed that the complexity of written academic prose 
may also manifest itself at the phrasal level of syntax (De Clercq & Housen, 2017; Ortega, 
2015). Empirical research has recently started to accumulate on the pivotal role of phrasal 
features (e.g., nouns premodifying other nouns, nominalizations) as key markers of syntactic 
3 
complexity in academic and science writing which share many common linguistic features and 
therefore are both considered in the current study (e.g., Biber & Gray, 2010; Biber et al., 2011; 
Parkinson & Musgrave, 2014). Considering the recent definition of complexity as a 
multidimensional construct and the calls for a more finely grained analysis of complexity (e.g., 
Biber et al., 2011; Bulté & Housen, 2012), there is an increasing need for studies that 
operationalize complexity at multiple syntactic levels rather than exclusively focusing on clausal 
features. Only in this way can a more complete picture of syntactic complexity of academic 
writing be ensured. 
1.2 Language in Science 
Language in science is a fundamental tool which helps the accumulation of scientific 
knowledge. It is used to classify, explain, and interpret the investigations of science (Martin, 
1993a), and thus is important in all academic areas of research and learning. It is in fact a key to 
not only understand science but to conduct science as well. It is highlighted that science cannot 
be understood in one’s own words, as the language of science is formed in a way contrary to the 
ordinary common-sense usage of language (Halliday & Martin, 1993). The language of science 
(including both natural science and social science) is especially technical and abstract. Hence, an 
adequate scientific writing literacy is needed to carry out science. According to the Organization 
for Economic Cooperation and Development (OECD) (2009), scientific literacy requires students 
to “use scientific knowledge in drawing or evaluating conclusions, make predictions and give 
examples, analyze scientific investigations, and communicate conclusions with precision” (p. 
129). In order to fulfill these requirements, students need to learn the specialized, technical, and 
abstract language of science. However, at the curricular level, the explicit teaching of the 
language of science has been largely ignored, and the role that the language plays in science has 
been mostly at the conceptual level (Applebee & Langer, 2006; Slater, 2004).  
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Furthermore, although special lexico-grammatical patterns are crucial for presenting 
science knowledge, attention has been given to the content of science rather than to the ways that 
language creates the content (Schleppegrell, 2004). The specialized characteristics of scientific 
writing have rarely been explicitly taught to students, although students are ready to learn the 
basics of science language around 13-15 years of age (Christie, 2012; Derewianka, 2003; Slater, 
2004). Due to a lack of attention to the writing of science and the problems of teaching writing 
across content areas, most students are at risk of having inadequate writing skills for the 
advanced demands of scientific and other disciplinary knowledge (Martin, 2009). For these 
reasons, identifying the key grammatical and lexical features of relevant academic language is 
vital for preparing students to produce specialized technical and abstract scientific texts. The 
ways that language allows for the production of highly demanding academic tasks need to be 
targeted as an area deserving explicit attention. Whereas science discourse might be considered 
one type of academic discourse, it displays many characteristics that appear in other disciplines 
(Slater, 2004). Therefore, targeting science language may tap into academic language as they 
share common features. 
1.2.1 Key Aspects of Academic/Scientific Writing 
Differences between the spoken and written modes of language have long been an area of 
interest and research. A large body of research has accumulated on the characteristics of writing 
and speech as well as differences between the two (e.g., Biber, 1986, 1988; Chafe, 1982; 
Halliday, 1979; Hyland, 2004; Monroe, 1975; O’Donnell, 1974; Poole & Field, 1976). It should 
however be noted that the differences are based on a continuum rather than being absolute. The 
comparison of writing and speech has shown that particularly academic/science writing has 
distinctive characteristics that substantially differ from speech or everyday communication. 
Corpus-based and systemic functional investigations have revealed that the foremost and 
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significant characteristics of academic writing that differ from spoken discourse is the former’s 
heavy reliance on nouns and nominal groups (e.g., Banks, 2005; Biber, 1988; Biber & Gray, 
2010; Biber et al., 1999; Byrnes, 2009; Fang et al., 2006; Galve, 1998; Gray, 2011; Halliday, 
1998, 2004; Halliday & Martin, 1993; Schleppegrell, 2001, 2002, 2004). Similar to the effect of 
nouns and phrasal constructions on academic writing, certain syntactic structures such as 
subordinate clauses and relative clauses have been considered to pave the way for the expression 
of more complex ideas in academic writing (Beers & Nagy, 2009, 2011). For example, while 
verbs are viewed to be less frequent in formal and academic writing, they play an important role 
in “expressing personal stance, reviewing the literature, expressing cause and effect, 
summarizing and contrasting” (Granger & Paquot, 2009, p. 193). Similarly, dependent clauses 
have been regarded as a powerful means of expressing complex relationships such as cause-
effect and comparison-contrast (Beers & Nagy, 2011; Scott & Balthazar, 2010). As the 
mentioned studies suggest, certain grammatical resources are shaping the determining 
characteristics of academic writing, and accordingly, they need due attention in studies on 
academic writing. 
1.2.2 Noun Domination in Language 
As indicated in the previous section, academic language contains a vast use of 
nominalizations, nouns, and nominal modification. The notable appearance of the noun-
dominated discourse of academic language has been reported in various studies. For example, 
Flowerdew (2003) emphasized the pervasiveness of nouns in academic writing, attributing 
special emphasis on signaling nouns such as process, reason, result that are defined as 
“potentially any abstract noun, the meaning of which can only be made specific by reference to 
its context” (p. 330). He argued that out of 281 words with initial letter ‘a’ in the Academic 
Word List (AWL) (Coxhead, 2000), 70 are used as signaling nouns (see Flowerdew & Forest, 
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2015, for further information on signaling nouns). Likewise, nouns have been shown to appear in 
the Academic Keyword List (AKL) (Paquot, 2010). Out of the 930 academic words that AKL 
contains, nouns constitute the largest portion of the whole list with 355 entries, followed by 
verbs (233), adjectives (180), adverbs (87), and other word types (75). Appendix B lists the AKL 
(see Paquot, 2010, for further information). As nouns have the ability to be modified by other 
constituents such as adjectives, prepositional phrases, and other nouns, a nominal group can 
occur by attaching these constituents to the head nouns. The resulting nominal group “takes over 
the whole semantic content” in text (Halliday, 1993a, p. 63). Table 1.1 displays how a head noun 
can be pre- and post-modified by different elements. 
Table 1.1 Major Components of Noun Phrases and Modifiers of Nouns 
Determiner Premodifiers Head Noun Postmodifiers 
the industrially advanced countries  
 scientific progress  
 plant species  
a market system that has no imperfections 
the  patterns of industrial development in the United States 
 increasing  demand 
for system reliability in modern sustainable 
manufacturing 
 large amount 
of research on the relationship between the 
overstatement of the reported output and 
management compensation 
 
Since the language of science transforms actions (happenings) into nouns, it leads to 
relatively simple clauses but long, complex nominal groups/noun phrases (Biber & Gray, 2010; 
Halliday, 1998, 2004, 2009). As nominalized processes increase in the discourse, there are a 
greater number of lexical items per clause, resulting in higher lexical density, which is defined as 
the ratio of content words to grammatical words (Berman, Nayditz, & Ravid, 2011; Galve, 1998; 
Halliday, 2009). For example, the following sentences from Hyland (2009, p. 7) manifest the 
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heavy use of nouns and noun phrases in scientific discourse and the reduced use of these 
resources in the relatively verbal style of everyday language: 
a. If you drink too much and drive, then you are likely to have an accident. 
b. Excessive consumption of alcohol is a major cause of motor vehicle accidents 
As the examples above show, sentence (a) is close to what people may produce in everyday 
communication. It includes three verbs and has lower lexical density (47%) than sentence (b), 
which has a somewhat higher density (67%). In the everyday realm of interaction, people tend to 
use forms that are thought to be typical, unmarked ways of expression. Such typical usage of 
language mostly depends on verbs, especially in speech, and it is sufficient for many situations 
(Christie, 2012). These are more congruent ways of expressing human experience. According to 
Halliday (2004) congruency is associated with being “historically prior in the grammar’s 
construction of reality” (p. 107). For example, “the mapping of process (actions) into verb 
precedes the mapping of process into noun (Halliday, 2004, p. 107). In the prior examples, 
sentence (b) seems to be from a more formal discourse; it has only one verb and includes six 
nouns and two adjectives as well as two prepositional phrases. According to Halliday (1985), this 
transformation of clausal language into nominal is realized by a mechanism called Grammatical 
Metaphor (GM). The following made-up examples (Christie, 2012) illustrate how GM provides a 
more nominalized language.  
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Table 1.2 Construal of Congruent and Incongruent Realization 
Congruent  Incongruent 
 The 
soldiers 
invaded 
the 
town 
and they 
destroyed 
the 
buildings 
and stole 
many 
precious 
artifacts 
The 
soldiers’ 
invasion 
of the 
town 
caused the 
destruction 
of the 
buildings 
and the theft 
of many 
precious 
artifacts 
Verb invaded destroyed stole  caused    
Noun    invasion  destruction  theft 
Conjunction  and      1 
Clause 1 1 1  1    
 
In the congruent form, as seen in Table 1.2, the events are related to each other verbally (e.g., 
invaded, destroyed, stole), concrete objects are participants realized as nouns (e.g., buildings, 
artifacts), and the events are connected by a relator realized by a conjunction (e.g., and). 
Conversely, in the incongruent form, the processes are construed by nouns rather than verbs 
(e.g., invade becomes invasion, destroy becomes destruction). The relation between the 
participants (nouns) is realized through verbs rather than conjunctions (e.g., and becomes 
caused). As is evident in Table 1.2, the incongruent construal of experience contains more 
instances of nominalizations and nominal groups that allow for the packaging of information 
through GM. 
1.3 Statement of the Problem 
Grammatical metaphor represented in the nominal discourse style of science language 
specifically, and in academic writing in general through the excess use of nouns and noun 
modifiers is seen as one of the most important features of advanced literacy (Colombi & 
Schleppegrell, 2002; Halliday, 1993a; Martin, 1993a; Schleppegrell, 2004). Halliday (2004) 
attributes special importance to GM as it is a very powerful resource for meaning making in 
academic writing. As the discourse of scientific writing rests heavily on the construal of 
experience in nominal style, students – particularly graduate students – need to exhibit this 
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discourse style. Furthermore, “becoming a member of a community of practice means adopting 
the discourse that is recognized and used by the established members of … [specialist] 
communities” (Colombi & Schleppegrell, 2002, p. 7). Similarly, Hyland (2000) noted that 
writing academically requires students to “gain an awareness of the discipline’s symbolic 
resources for getting things done by routinely connecting purposes with features of texts” (p. 
145). 
Although nouns have been overwhelmingly prevalent in current day academic discourse, 
some clausal features are highly significant in the deployment of effective academic writing. For 
example, relative and adverbial clauses have been reported to be key markers of syntactic growth 
in expository and narrative discourse (Beers & Nagy, 2011; Nelson & Van Meter, 2007; 
Nippold, 2007; Nippold, Hesketh, Dutie, & Mansfield, 2005; Scott, 2004; Scott & Windsor, 
2000). Relative clauses were found to occur developmentally later and occur in complex writing 
tasks (Berman & Nir-Sagiv, 2007; Lambert & Kormos, 2014). Furthermore, adverbial clauses 
have been exclusively pointed out for the construction of more complex ideas in academic 
discourse. For instance, cause-effect relationships often entail the use of adverbial clauses (Beers 
& Nagy, 2011). In addition to the remarkable rise of nouns and phrasal constructions in 
academic discourses, clauses are still a fundamental building block of syntactic structures in 
academic writing. Therefore, it is highly significant to capture both phrasal and clausal structures 
in academic discourse. 
Despite the fact that the deployment of a wide variety of syntactic structures from clauses 
to phrases signal a more proficient mode of writing, and is associated with more complex/mature 
writing expression, the extent to which such linguistic resources are attended to in writing 
instruction is rather minimal (Berman et al., 2011). Although both clausal and phrasal resources 
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have been reported as being necessary for gaining control over the register-specific features of 
academic writing (Beers & Nagy, 2011), writing instruction does not seem to have pursued an 
integrative approach so far. Phrasal structures have largely been ignored in writing assessment 
and have not been sufficiently included in language teaching materials (Biber et al., 2011). 
Likewise, instruction for using sentence-combining exercises leading to more complex sentence 
construction has suffered a decreasing trend due to the increasing attention to higher order 
writing skills such as organization, planning, and discourse (Beers & Nagy, 2009). However, 
students need to gain a wide variety of linguistic resources including various syntactic structures 
– both clausal and phrasal – as a flexible repertoire of diverse syntax that is a significant 
indicator of high quality writing (Beers & Nagy, 2009; De Clercq & Housen, 2017). Considering 
the critical role of clauses and phrases in academic discourse, it is highly necessary to employ 
writing assessment measures that accurately capture the predominant linguistic features of 
academic writing. In other words, not only measures tapping the lengthening of sentences via 
embedded clauses (e.g., clauses per T-unit) but also measures tapping the level of complexity 
within the clause via phrases (e.g., words per clause, phrasal complexity) should be used in the 
measurement of the complexity of academic texts. Because academic texts require the 
deployment of various linguistic features, it is meaningful to adopt a complementary approach in 
writing complexity assessment by using measures that capture both the clausal and phrasal 
complexity of written academic prose. 
Although the complexity of text production cannot be degraded to a single linguistic 
resource, the majority of syntactic complexity measures favor the use of clauses with 
subordination, assuming that “longer units and subordination reflect greater complexity” (Biber 
et al., 2011, p. 7; also see Bulté & Housen, 2014; Lu, 2010). However, measures of 
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subordination may not cover some significant characteristics of academic texts. For example, 
noun phrases (NPs) that are mostly attached to each other by prepositional phrases (PPs) rather 
than by clauses are not captured well by subordination measures (Norris & Ortega, 2009; Ortega, 
2015). Bulté and Housen (2014) pointed out that “subordination measures may not be adequate 
to gauge L2 complexity in all contexts under all circumstances and that they may actually be 
inadequate when dealing with advanced learners and language samples” (p. 56). However, as 
emphasized in the preceding section, academic texts, especially science research writing, 
encompass linguistic resources represented at the phrase level of syntax such as NPs and PPs that 
are not captured well by widely used general sentence level measures (Biber et al, 2011). In fact, 
the phrase level measurement of syntactic complexity “is a fairly recent development in L1 and 
L2 complexity research, and the number of available measures is still limited” (Bulté & Housen, 
2014, p. 48). Thus, to capture a more complete picture of the syntactic complexity of written 
academic discourse, in addition to the measures favoring the use of subordinate clauses, phrasal 
complexity measures need to be included in current written syntactic complexity research. In 
other words, global measures of syntactic complexity (e.g., mean length of sentence and T-unit) 
provide a widely established way to assess linguistic complexity, but complementing these 
measures with more specific features (e.g., noun + noun sequences) could provide a more 
comprehensive investigation of syntactic complexity in academic writing (Mazgutova & 
Kormos, 2015). 
Rather than staying solely with the measures favoring clause length, it may be more 
reasonable to specify the linguistic demands and operationalize complexity in accordance with 
the communicative goals of the given register (Biber & Conrad, 2009; Ryshina-Pankova, 2015). 
In this regard, the linguistic features of the nominal style of academic language should also be 
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the focus of attention in the measurement of the syntactic complexity of academic texts. For 
example, it would be meaningless to look strictly for subordination in descriptions while NPs 
and nominal modifiers may be more appropriate for that purpose. Likewise, the proper use of 
PPs can be targeted in advanced levels of writing as an indicator of complexity due to their 
meaning-making capacities1 (Ortega, 2015). Given the functional properties of such nominal 
modifiers in the creation of scientific discourse and the noticeable negligence of the discourse-
semantic aspect of complexity (Ortega, 2015), studies are increasingly needed to operationalize 
syntactic complexity in accordance with the targeted lexico-grammatical demands of specific 
registers along with their roles in academic discourse. In addition, as disciplines vary greatly in 
terms of the specialized discourse they contain, there is a need to identify discipline-specific 
discourse features of academic writing (Gray, 2011).  
1.4 Purpose of the Study 
To summarize the points mentioned in sections 1.2 and 1.3, there are issues regarding the 
attention that the nominalized style of academic writing gets in writing instruction and 
assessment. One problem voiced by several researchers is that that there is a scarcity of explicit 
teaching of grammatical and lexical features of scientific texts (Christie, 2012; Colombi & 
Schleppegrell, 2002; Schleppegrell, 2002, 2004; Slater, 2004). Although corpus-based and 
systemic functional investigations of academic writing have shown that academic writing is to a 
great extent characterized by dense nominal features, these significant features have not been 
represented well in textbooks and/or teaching materials (Biber et al., 2011). Biber et al. (2011) 
maintained that most of the mainstream ESL textbooks such as Focus on Grammar 3 (Fuchs, 
Bonner, & Westheimer, 2005); Grammar Sense 3 (Bland, 2004); and Grammar Links 3 (Van 
                                                 
1 PPs are able to expand the meaning of a clause by modifying nouns and relating noun phrases with each 
other, which otherwise would have to be done by connecting clauses with other means, such as adding 
dependent clauses. 
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Zante, Daise, Norloff, & Falk, 2004) have ignored the nominal structures of advanced academic 
texts. These course books did not give much space for features such as premodification of nouns 
by other nouns and postmodification of nouns by prepositional phrases. Instead, most ESL 
textbooks have a rather wide coverage for dependent clauses such as conditionals, relative 
clauses, and complement clauses. However, the preparation of teaching materials can be 
informed by the accurate identification of linguistic features that appear in actual texts (Biber & 
Reppen, 2002). Given the significant negligence of complex nominal features of academic 
writing in teaching materials, the present study has been designed to identify the predominant 
nominal features of academic writing as a complement to widely accepted clausal features by 
comparing master’s theses and published journal articles across three disciplines: Agronomy, 
Applied Linguistics, and Industrial and Manufacturing Systems Engineering. 
Another issue highlighted related to the demands of academic discourse is that because 
writing presents a highly sophisticated way of representing reality different from ordinary spoken 
discourse, it poses a challenge for students (Halliday, 1993a, 1998, 2004; Schleppegrell, 2004). 
Parallel to Halliday’s ideas, Hyland (2009) remarked that “academic discourses are not those of 
the home, the schools and the workplace” (p. 6), noting that the discourse features required for 
advanced academic texts differ substantially from the language of ordinary spoken discourse 
occurring at home or workplace. Despite this discrepancy, writing pedagogy implemented at the 
schools does not always contribute much to the teaching of the high demands of advanced 
literacies encountered by students around secondary schooling. Martin (2009) exemplifies this 
problem with an appropriate example from the Australian school context: 
In Australia, this pedagogy had produced classrooms in which a very narrow range of 
writing was undertaken by students who were regularly invited to write on a topic of their 
own choice in any form they chose… As a result, most students had to make use of text 
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types they were familiar with from spoken language outside the school—including short 
observations and comments on past experience, and recounts of unproblematic sequences 
of events. This limited experience of writing did very little to prepare students for 
learning across the curriculum in primary school, for writing in the specialized subject 
areas of secondary school, or for dealing with various community genres they might 
encounter as the most fluent English speaker of their family. (p. 11) 
 
As is evident in Martin’s (2009) observation and the findings of research (e.g., Halliday, 2004; 
Hyland, 2009), a great majority of students are likely to have limited resources to help them 
produce the texts of academic discourse until they reach undergraduate education. Therefore, the 
curriculum and teaching practices need to expand the linguistic choices that students may 
employ in the successful production of academic writing. Teachers need to focus more on the 
discourse features of different disciplines in order to improve students’ meaning-making 
potential. However, as noted by Schleppegrell (2004), teachers may not have a solid knowledge 
of these resources. Thus, this dissertation can help teachers by documenting and analyzing 
specific types of nominalized style of academic writing along with their clausal features. The 
features analyzed in this dissertation can be used as a guide or be part of their syllabus in the 
teaching of the nominal style of academic discourse. 
1.5 Significance of the Study 
This dissertation is significant in several ways. First, greater lexical and grammatical 
diversity has been thought to be indicative of better writing and speaking skills, and more 
proficient writers are considered to have more knowledge of syntactic structures (Bulté & 
Housen, 2014; McNamara et al, 2010). From this perspective, it is important for students to 
widen the range of linguistic resources that they can utilize when needed in writing. Gaining 
productive control over a larger linguistic repertoire for the successful mastery of the 
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communicative goals of academic discourse entails that students are equipped with various 
syntactic structures from phrases to clauses. However, most previous research on syntactic 
complexity has focused on length-based measures to account for the syntactic complexity of 
texts. Yet foregrounding length in complexity via embedded clauses results in a rather 
reductionist perspective to the complexity of syntax at other levels such as phrases, and 
accordingly fails to represent the diverse nature of syntactic complexity. Therefore, this 
dissertation will analyze both clausal and phrasal language features of academic writing to 
achieve a more complementary investigation of syntactic complexity by incorporating measures 
that tap both clausal and sub-clausal complexity.  
Second, despite the prevalence of nouns and nominal modifiers in academic/science 
language as supported by both corpus-based investigations and the systemic functional 
perspective, it has not adequately become part of the writing curriculum and a priority of 
teachers (Schleppegrell, 2004; Slater, 2004; Wright, 2008). As this dissertation aims to analyze 
prominent features of academic writing, it is expected to help writing practitioners by presenting 
them with the analysis of the linguistic resources of advanced academic texts. Therefore, the 
linguistic resources analyzed in the study and the ways in which they are used in the texts may 
help language teachers as a guide that they can resort to in their teaching practices. 
Third, this study is significant because it compares master’s theses written by graduate 
students at the early stages to published journal articles, which are thought to be signaling the 
highest standards of academic writing. In other words, this study analyzes two academic writing 
registers: (1) one produced by professionals who are likely to have more expertise of scholarly 
writing, and (2) one produced by more novice writers. As graduate students are expected to 
publish their research in journal articles, it is important to identify differences and similarities 
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that exist between the master’s theses and published journal articles so that students know how to 
move from one register to another. The present study aims to document this by showing 
similarities and differences in the use of clausal and phrasal features of academic writing in the 
texts of master’s students in three disciplines and in published journal articles in those 
disciplines. 
Fourth, this study draws on a relatively underrepresented dimension of complexity of 
writing (Ortega, 2015; Ryshina-Pankova, 2015). Namely, the present study foregrounds the 
meaning dimension of complexity and analyzes the predominant features of academic writing 
needed for the successful mastery of advanced levels of literacy. This is mostly related to how 
particular linguistic features play a major role in the construction of academic discourse. As the 
meaning potential of students rests heavily on the language skills they possess, the most 
important aspect of a functional perspective is to broaden the lexico-grammatical features of 
language. Therefore, the study indirectly contributes to the enlargement of the meaning potential 
of students by documenting the fruitful features of academic writing exhibited in the texts 
requiring advanced language literacy. 
1.6 Theoretical and Methodological Framework 
1.6.1 Corpus-Based Methodology 
This dissertation draws on the corpus-based investigation of syntactic complexity in 
written academic discourse. The strength of corpus linguistics as a methodology stems from the 
fact that it allows for the collection of large numbers of texts for the analysis of language use 
patterns (Biber, Conrad, & Reppen, 1998). Corpus-based analysis of the syntactic complexity 
features of academic writing offers robust quantitative techniques for the analysis of grammatical 
features under investigation in this study. As the study adopted a multi-dimensional approach to 
syntactic complexity, it needed to include a wide range of clausal and phrasal complexity 
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features. However, to achieve this integrative analysis of syntactic complexity, a corpus-based 
design that allows for the analysis of a large number of texts was needed. Thanks to the corpus-
based analysis, each text in the corpus was treated as an observation, and normed frequencies of 
each linguistic feature were calculated for each text (see Biber & Jones, 2009; Biber, Gray, and 
Poonpon, 2013, for details). Normed frequencies were obtained by converting raw numbers for 
each grammatical feature investigated in the study into the rates of occurrences through 
normalization. Normalization helped to eliminate the influence of differing text lengths on the 
analysis of each grammatical feature, which enabled examining counts of each linguistic feature 
across texts so that they were comparable. In this way, it became possible to calculate the mean 
and standard deviation for the whole corpus. Such a treatment of the data enabled computing 
inferential statistics to examine differences across the disciplines and text types. This 
methodology takes the commonly used descriptive quantification a step further and contributes 
to the production of more generalizable results. Therefore, this study benefits from the 
methodological strength of corpus-based analysis. 
1.6.2 Systemic Functional Linguistic Theory 
The present study also reflects systemic functional linguistic (SFL) theory. SFL 
underpins this study for a number of reasons. First, SFL, as a functional theory of language, 
views language as a resource for ‘meaning-making’ rather than as a set of rules (Byrnes, 2009; 
Halliday, 1985, 1993a, 1998; Halliday & Martin, 1993; Mohan & Slater, 2006). According to 
this perspective, there are various “alternative lexicogrammatical realizations of a choice in the 
semantics” (Ravelli, 1988, p. 135, cited in Yasuda, 2012). With its mechanism of GM, language 
has the potential to express similar meanings with different realizations. For example, “he left” 
can be realized as “his departure.” Halliday (1985) describes this “as a variation in the use of 
words” and this variation is enabled by targeting how meaning can be expressed in different 
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ways (p. 320). As science language constructs reality different than everyday language, this 
significant dimension of SFL is compatible with the goals of this study. 
Second, in SFL, the appropriate meaning needed for the best realization of the language 
is closely related to the context of situation in which a text or speech is produced (Martin & 
White, 2005; Mohan & Slater, 2006; Slater, 2004). Particular characteristics of varying registers 
or contexts of situations determine the type of language to be used in those contexts. This 
becomes even more noticeable when the text is written for a specific discipline of science 
because each discipline has its own specialized knowledge and technical terms (Halliday & 
Martin, 1993). According to Mohan and Slater (2006), SFL “emphasizes the text or discourse as 
a whole in relation to the context of social practice and recognizes how science lexis and 
grammar correlate with science texts and contexts” (p. 304). For example, the language of 
science (especially the physical sciences) with plentiful lexical taxonomies requires using 
language with high nominal density (Martin, 1993c; Paltridge, 1987). This notion of SFL theory 
is useful for the present study as the study investigates the prominent features of syntactic 
complexity (e.g., nouns, PPs as nominal postmodifiers) across three disciplines – agronomy, 
applied linguistics, and industrial and manufacturing systems engineering. 
Third, SFL has been claimed to be “the most successful theory in providing a link 
between the study of syntactic complexity and the realm of educational practice” (Ortega, 2015, 
p. 86). As SFL provides a theory of language that combines language features with particular 
contexts and practices, it is ideal to base this study in the SFL framework. As one of the primary 
goals of the present study is to contribute to the teaching of the key characteristics of scientific 
writing, adopting an SFL lens is very fruitful. That is, it establishes a useful link between the 
analysis of the syntactic complexity features and educational practice. 
19 
1.7 Situating the Present Study 
As noted in the preceding sections, the language of advanced literacies encountered 
mostly around late adolescence into adulthood is not likely to be acquired outside of academic or 
professional settings (Mendoza, 2015; Whittaker, Llinares, & McCabe, 2011). However, the 
development of the academic writing skills needed for the successful mastery of writing at the 
tertiary level, particularly for graduate students, is notably crucial. Students need to be equipped 
with the necessary linguistic repertoire to be able to produce texts that embody general standards 
and discipline specific characteristics of academic writing (Cotos, 2010; Hyland, 2000, 2004, 
2009). The challenges faced by students related to the high demands of advanced academic texts 
can be exacerbated considering the insufficient pedagogical practices in the teaching of writing 
until the tertiary levels (Martin, 2009).  
The linguistic demands of academic discourse ask for a comprehensive list of syntactic 
structures that would allow language learners to express complex ideas in the way relevant for 
the communicative needs of the written academic registers. As complexity has been broadly 
“characterized as the ability to use a wide and varied range of sophisticated structures and 
vocabulary” (Housen et al., 2012, p. 2), language learners are expected to possess a rich pool of 
lexico-grammatical resources from which they can draw to produce complex texts. Furthermore, 
complexity is regarded as a multidimensional rather than a unitary construct (Bulté & Housen, 
2012; Housen et al., 2012; Norris & Ortega, 2009). The complexity of academic texts rests upon 
a multitude of syntactic resources rather than a few linguistic structures. Therefore, considering 
the significance of both phrasal and clausal complexity features in the construction of academic 
writing, there is an increasing need to investigate both types of syntactic complexity features in 
language teaching and assessment research.   
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This specialized discourse of language encountered in academic/scientific contexts is 
dominated by non-clausal structures functioning as constituents in nominal groups (e.g., 
nominalizations, adjectives, nouns, and PPs modifying head nouns). Nominal groups as 
subjects/objects in clauses supply an enormous semantic load on the nominal groups, which 
allow for expression of longer processes or actions in an economical way. Surprisingly, widely 
used measures of complexity tend to fail to capture these non-clausal features, and miss out the 
semantic functionality of these structures (Biber et al., 2011; Norris & Ortega, 2009). 
Considering the significant role nominal groups play in the construal of academic/science 
discourse, it is highly critical to investigate these structures with additional fine-grained 
measures so that their remarkable existence in contemporary academic discourse can be 
recognized as it should be.  
In addition to the emphasis of SFL on the nominal discourse style of academia and 
science, corpus linguistic studies have focused on the nominal features of academic writing (e.g., 
Biber, 1988, 2006; Biber & Gray, 2011, 2016; Biber et al., 2011; Gray, 2011, 2015). Corpus-
based investigations carried out by Biber and his colleagues through automated, manual, and 
functional analysis of language features have substantially helped the identification and analysis 
of actual patterns of language use in large number of texts. The results obtained by combined 
manual, automated, and functional analyses of linguistic features have allowed for a highly 
comprehensive examination of language features appearing in texts. Such corpus-based analysis 
results in more reliable results that can be used to inform the language instruction (Biber & 
Reppen, 2002).  
21 
Given the remarkable emphasis of SFL theory on both theoretical and practical aspects of 
language development for advanced literacy contexts and the demonstrated benefits of corpus 
linguistics, this study draws on the premises of SFL theory and corpus-based analysis to address 
the following research questions: 
1. Are there any statistically significant differences in the mean written syntactic 
complexity scores across disciplines and between registers as measured by six syntactic 
complexity measures? 
2. Are there any statistically significant differences in the mean written syntactic 
complexity scores across disciplines and between registers as measured by twelve 
individual phrasal and clausal syntactic complexity features? 
3. How are nominal modifiers constructed in academic writing and what functional roles 
do they play in academic discourse? 
1.8 Definition of Terms 
Noun Phrase/Nominal Group: This paper uses noun phrase and nominal group interchangeably 
as both allow a noun to expand into a nominal group/phrase by pre-modification and post-
modification. Halliday used the term ‘nominal group’, but as Halliday and Hasan (1976) explain 
below, the term nominal group has been employed by Halliday and other researchers due to two 
main reasons (Fontaine, 2008). First, the term was taken over by Halliday (1956) from another 
researcher (Allen, 1951), and since then have been consistently used by Halliday in his 
publications. Second and most importantly, Halliday’s term ‘verbal group’ shows different 
characteristics than Chomsky’s ‘verb phrase’. However, his term ‘nominal group’ does not 
deviate much from the term ‘noun phrase’ (Halliday and Hasan, 1976, p. 39). Although both 
terms do not differ generally, Halliday labeled the term nominal group in place of noun phrase 
for consistent terminology (Fontaine, 2008, p.79). As Halliday and Hasan explain: 
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We retain the term nominal group in reference to the more usual noun phrase, partly 
because it has been used throughout Halliday’s writings and related publications, having 
originally been taken over by Halliday (1956) from W. S. Allen (1951), but more 
because, although the noun phrase and nominal group are more or less equivalent, 
Halliday’s verbal group is very different from the verb phrase, so that the term verbal 
group has to be retained in any case, and by the same token, nominal group belongs in a 
somewhat different conceptual framework from noun phrase. (1976, p.39) 
Considering the similarity of noun phrase and nominal group as indicated by Halliday and Hasan 
(1976), this study uses both terms. Noun phrase is used when discussing it from a 
structural/formal linguistic perspective, and nominal group when discussing it from functional 
linguistic perspective. 
Phrasal Embedding and Clausal Elaboration: In this study, I use the term phrasal embedding, 
following Biber and Gray (2010), to refer to the ‘structural compression’ through which 
information can be packed into noun phrases/nominal groups (Banks, 2005; Halliday, 1998). 
These noun phrases/nominal groups allow for the expression of longer clausal structures with 
more condensed versions (Gray, 2015). In contrast, I use the term clausal elaboration to refer to 
the elaboration of structure through embedded clauses (e.g., adverbial clauses) that are added to 
the main clause to provide additional information. Table 1.3 explains in detail how clausal 
elaboration and phrasal compression features are used. For example, finite adverbial clauses are 
features of clausal elaboration which are added to the main clause as a dependent clause. To 
illustrate, the main clause in Table 1.3 ‘The process is easier these days’ is lengthened by the 
dependent adverbial clause ‘because people can use widely accepted data about many materials 
and products’. Conversely, the noun phrase ‘city water management infrastructure’ is packed in a 
nominal group which would otherwise be possibly construed as ‘the infrastructure that is 
established to manage the water that is needed for the city’.  
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Table 1.3 Features Related to Clausal Elaboration and Compression 
Clausal Elaboration Features Examples 
Finite Complement Clauses Findings demonstrate that students may benefit from programs that 
teach effective coping strategies 
It is important that colleges and universities take measures to ensure 
Non-finite Complement Clauses It is possible to show them the advantages of the methods 
It is instead intended to create a wider understanding of the 
pervasive problem 
Finite Adverbial Clauses Although they had been enemies, one of them now held the other’s 
hand 
The process is easier these days because people can use widely 
accepted data about many materials and products 
Non-finite Adverbial Clauses The company tracks users’ locations in order to provide local 
weather updates 
Clauses with Nominals Examples 
Finite Relative Clauses The context in which the concept of matter is taught was difficult to 
discern from the sampled textbooks 
Non-finite Relative Clauses External factors affecting the implementation 
Policies proposed by the committee 
Phrasal Compression Features Examples 
Adjectives as nominal pre-
modifiers 
slight reduction, positive effects, excess material, interesting 
properties, sustainable agriculture, main constraint, collaborative 
revision, reduced economic risk, optimal solution, short-term 
fluctuations 
Nouns as nominal pre-modifiers soil structure, large-scale energy storage technologies, optimization 
model, chat transcript, learner output, eye fixations, soybean seed 
treatment response, product life cycle demand, city water 
management infrastructure, water content reflectometer sensors 
Prepositional Phrases as nominal 
post-modifiers 
long-term effects of inorganic and organic fertilizers, the increasing 
rate of demand for products, the knowledge of spatial distribution of 
soil carbon with depth, the research on the relationship between the 
overstatement of the reported output and management 
compensation, her posted list of publications in reverse 
chronological order with publication titles within the same year 
 
Independent Clause: A clause is defined as a structure with a subject and a finite verb, and 
includes independent clauses, adjective clauses, adverbial clauses, and nominal clauses (Lu, 
2010). An independent clause expresses a complete thought (e.g., He left early; The rain started).  
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Dependent Clause: A dependent clause refers to a finite adjective, adverbial, or nominal clause 
(Lu, 2010). It contains a group of words containing a subject and verb but does not express a 
complete thought. A dependent clause is often marked by a marker (e.g., Because he left early, 
…; When the rain started, …) 
T-unit: It is defined as “one main clause plus subordinate clause or nonclausal structure that is 
attached to or embedded in it” (Hunt, 1970, p. 4; see also Wolfe-Quintero et al., 1998) 
Mean Length of T-unit: This measure of syntactic complexity is calculated by dividing the total 
number of words by the total number of T-units. It is one the most commonly used measures of 
syntactic complexity (Yang, Lu, & Weigle, 2015).  
Mean Length of Clause: This measure of syntactic complexity is calculated by dividing the 
total number of words by the total number of clauses. It is the level of complexity within the 
clause through which it is possible to package information in a more condensed form (Beers & 
Nagy, 2009). 
Dependent Clauses per Clause: These are calculated by dividing the total number of dependent 
clauses by the total number of clauses. 
Coordinate Phrases per Clause: These are calculated by dividing the total number of 
coordinate phrases by the total number of clauses. 
Complex Nominals per Clause: These are the number of complex nominals divided by the total 
number of clauses. Complex nominals include nouns plus adjective, possessive, prepositional 
phrase, relative clause, participle, or appositive; nominal clauses; and gerunds and infinitives in 
the subject position (Cooper, 1976, as cited in Lu, 2010). 
Verb Phrases per T-Unit: These are the number of both finite and nonfinite verb phrases 
divided by the total number of T-units. 
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1.9 Summary of the Chapter 
Chapter 1 has introduced the topic of this dissertation, provided background information, 
and presented key features of academic language. The chapter has also highlighted the need for 
this study and indicated its significance. Lastly, the theoretical orientation of the study has been 
offered together with the research questions. In the remainder of the dissertation, Chapter 2 
reviews previous studies in relation to the line of argument presented in the current study. 
Chapter 3 describes the methodology utilized in the collection and analysis of the data in the 
study. Chapter 4 presents the results of the research questions addressed in the study. Chapter 5 
discusses the key findings of the study and provides implications for research and teaching. It 
also addresses limitations of the study and elaborates on the directions for future research. 
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CHAPTER 2.    LITERATURE REVIEW 
2.1 An Overview of the Chapter 
Combining corpus-based analysis and systemic functional theory, this study investigates 
how key markers of syntactic complexity – both clausal and phrasal – are represented in masters’ 
theses and published journal articles across three disciplines. The related review of literature first 
provides a discussion of what complexity is and how it is operationalized in syntactic complexity 
studies, and ties complexity to how language development is projected in SFL theory. Second, it 
focuses on the prominent characteristics of science language, relating these to the measurement 
of complexity. Third, it elaborates on SFL and the role of nominal groups in systemic functional 
perspective. Lastly, it reviews grammatical metaphor and its function in academic discourse.  
2.2 Complexity in Writing 
Complexity has been a central concern of investigation in both first and second language 
research (e.g., Ellis, 2003; Housen & Kuiken, 2009; Hunt, 1964, 1970; Loban, 1976; Norris & 
Ortega, 2009; Ortega, 2003). It has been regarded as the most ambiguous construct of language 
development (Housen & Kuiken, 2009; Norris & Ortega, 2009; Vyatkina, Hirschmann, & 
Golcher, 2015). Although the term ‘complexity’ has various definitions and operationalization in 
the literature, it is generally understood as “the sophistication, variety, diversity, or 
elaboratedness of grammatical resources exhibited in language production” (Ortega, 2015, p. 
86). The prevalent assumption is that learners’ grammatical development shows a correlation 
with their progress as L2 learners (Bulté & Housen, 2014; DeKeyser, 2005). In this regard, 
complexity becomes significant because language development is thought to be correlated with 
an increase in syntactic maturity (Ortega, 2003, 2015). Even among the features and/or criteria   
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used in the development of writing, higher syntactic complexity is often considered as the sign of 
more proficient writing (McNamara et al., 2010). 
Various measures have been adopted in the measurement of syntactic complexity (Lu, 
2011, 2014; Ortega, 2003; Wolfe-Quintero et al., 1998); however, most measures have been 
based on the length of the production (Norris & Ortega, 2009). One widely used length-based 
measure that has been consistently used in complexity studies is T-unit (Terminable Unit), and it 
is considered a key indicator of syntactic growth. Hunt (1970) defined T-unit as “one main 
clause plus any subordinate clause or nonclausal structure that is attached to or embedded in it” 
(p. 4). According to this definition, the sentence “When your dad comes in, we will start dinner” 
is one T-unit containing an independent clause – we will start dinner – and a dependent clause – 
when your dad comes in. By contrast, the sentence “Your dad will come in and then we will start 
dinner” has two T-units as it contains two independent clauses linked by the coordinating 
conjunction ‘and’. Based on this calculation of T-unit, it is understood that T-unit is lengthened 
by dependent (subordinate) clauses2. The texts containing greater use of dependent clauses (e.g., 
adverbial clauses) are likely to result in higher T-unit scores. Motivated by this definition of 
complexity, a substantial body of research has associated syntactic complexity with clausal 
subordination, assuming that “more is more complex” and “longer linguistic units are more 
complex” (Bulté & Housen, 2014, p. 44). This widespread assumption of complexity postulates 
that more dependent clauses lead to lengthier sentences (Biber et al., 2011), which in turn leads 
to longer T-units. However, texts containing fewer clauses (e.g., academic writing) are likely to 
result in lower T-unit scores. At this point, the question arises whether T-unit-based measures of 
syntactic complexity accurately capture the complexity of academic texts with higher usage of 
                                                 
2 Dependent clauses possess a subject and a main verb, but they cannot stand alone. There are three main 
types of dependent clauses: adverbial clauses, relative clauses, and nominal clauses. 
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phrasal complexity features. As T-unit-based measurements of syntactic complexity might not 
assess the complexity of academic texts to the full extent, there is an increasing need to define 
complexity carefully and integrate additional alternative measures that could lead to a better 
examination of complexification at various levels of syntax (De Clercq & Housen, 2017; 
Mancilla, Polat, & Akcay, 2017; Ortega, 2015; Staples, Egbert, Biber, & Gray, 2016). 
2.2.1 How to Define Complexity for Academic Writing 
As the discussion of complexity in the previous section and the mixed views related to 
the measurement of it suggest, complexity needs to be defined very carefully to make the claim 
that longer T-units and higher number of clauses mean higher complexity of writing. A number 
of studies have shown that length of clause might be a vague construct on which to build 
complexity solely (Biber et al., 2011; Rimmer, 2006). For example, Rimmer (2006) claimed that 
it is doubtful to accept that the length of a sentence corresponds with its complexity. To 
illustrate, Rimmer exemplified his claim by comparing the following sentences:  
a. Worried about the news, I decided to phone. 
b. Because I was worried about the news I decided to phone. 
As seen in sentences (a) and (b), the same meaning was provided with a shorter and relatively 
longer production. Sentence (a) contains the participle form of the verb and omits the subject in 
the dependent clause, thereby creating a shorter production. On the other hand, sentence (b) 
contains the longer finite option through an adverbial clause and results in a longer sentence. 
According to Rimmer (2006), sentence (a) may be grammatically denser and may pack more 
information into a short space. His comparison suggests that a longer clause may not necessarily 
signify a more complex production. 
 The weakness of using sentence length or length-based measures is also maintained by 
Perera (1984) in the context of children’s reading and writing. Perera acknowledges that longer 
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sentences have the potential to be difficult, but suggests that shorter sentences are not necessarily 
easier in terms of grammatical complexity. Using an example provided in Reid (1972), Perera 
explains that two groups of seven-year-olds were given the following sentences: 
a. The girl standing beside the lady had a blue dress. 
b. The girl had a blue dress and she was standing beside the lady. (Perera, 1984, p. 6) 
The children were also asked to answer the following question: 
c. Who had a blue dress? (The girl/the lady) 
Perera reports that children who read the ten-word sentence (a) scored significantly lower than 
the ones who read the longer sentence, the thirteen-word (b). Thus, it might be too simplistic to 
argue that longer sentences are more difficult and more grammatically complex, given the results 
reported in Perera (1984). 
The source of complexity due to length-based measurement has also been questioned by 
Biber et al. (2011). Comparing two sentences (see Table 2.1) that have the same T-unit length 
but differing number of dependent clauses, Biber et al. (2011) questioned equating complexity 
with the amount of subordination. 
Table 2.1 Comparison of T-units and Dependent Clauses 
# Sentence T-unit Length 
Number of Dependent 
Clauses per T-unit 
1. 
Well, since he got so upset, I just didn’t think we would 
want to wait for Tina to come back. 
20 4 
2. 
This may be part of the reason for the statistical link 
between schizophrenia and membership in the lower 
socioeconomic classes. 
20 0 
Note: Adapted from Biber et al. (2011) 
They advocated that a sentence may very well become a complex unit without using dependent 
clauses. The authors argued that the second sentence in Table 2.1 does not include any dependent 
clauses, but it represents a different grammatical complexity, established via nonclausal 
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embedding. The source of complexity in this case is not due to subordination and the number of 
dependent clauses but due to phrasal embedding3 (e.g., the reason for the statistical link between 
schizophrenia and membership). T-unit based measurement champions the first sentence over 
the second in Table 2.1 and finds it more complex. Surprisingly, the second sentence may be 
“more difficult to process, with much information packed into a single clause” (Biber et al., 
2011, p. 15). Conversely, the contrast the authors displayed via seemingly similar sentences 
shows that the two sentences have different complexities resulting from different structures; it 
can be highly misleading to consider complexity as a “single unified construct” (Biber et al., 
2011, p. 14). 
The idea of constraining syntactic complexity to clausal subordination and T-unit-based 
measurements has also been challenged by Norris and Ortega (2009): 
The addition of subordinate clauses can lengthen an utterance or T-unit, but so can 
adding adjectives and prepositional phrases that pre-or post-modify nouns, or adding 
nonfinite verb phrases that modify other elements via non-subordinating clausal means, 
or other possibilities. (p. 562) 
In summary, T-unit-based measures have been widely used as a measure of complexity, 
and their widespread use has been pointed out in the literature (e.g., Ortega, 2003; Wolfe-
Quintero et al., 1998). Much recent research has noted that although the complexity of writing 
reflects both structural and functional properties of production, most of the measures rely on 
structural qualities of complexity such as length of production (Ortega, 2015; Ryshina-Pankova, 
2015). It has been highlighted by the mentioned studies that T-unit-based evaluation might not 
be an optimal measurement of grammatical complexity. In fact, complexity measured by T-unit-
                                                 
3 Phrasal embedding refers to the lengthening of the clause via phrases. For example, the phrase “the 
reason for the statistical link between schizophrenia and membership” contains phrases connected by the 
prepositions. 
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based techniques may fall short of capturing the complexity of academic texts at the sub-clausal 
level (Biber et al., 2011). It is obvious that there is a growing need for studies complementing 
length-based measures with more fine-grained measures that could gauge the sub-clausal 
complexity of the syntax produced in academic writing (Biber et al., 2011; Frear & Bitchener, 
2015; Mazgutova & Kormos, 2015; Norris & Ortega, 2009, Ortega, 2015). 
Despite the fact that language as a resource for meaning-making carries notable semantic 
and functional properties (Ryshina-Pankova, 2015), a length-based measure lacks the ability to 
capture the functional properties of academic texts through nominal phrasal structures (e.g., 
nominal premodification by adjectives and nouns; nominal postmodification by prepositional 
phrases) as highlighted by Norris and Ortega (2009) above. Up to this point, research has shown 
that complexity is a relatively vague construct in writing and has been addressed from various 
angles. Surprisingly, approaches that favor length of production have been highly influential in 
complexity evaluations. However, such length-based holistic measures have largely ignored the 
type of complexity exhibited in more formal and advanced literacy contexts (i.e., 
academic/scientific writing). The type of complexity characterizing academic/science writing 
texts has been pointed out in various language development theories/models. Section 2.3 
explains how nominal characteristics of academic writing is projected in language development 
models.  
2.3 Development of Language towards Advanced Literacies 
SFL proposes a theory of language development. According to this development, 
language displays a shift by time from the dynamic, clausal everyday discourse to the nominal, 
abstract, and technical discourse of science and technology. In his theory of language   
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development, Halliday (1993b) suggests a three-stage development of language consisting of 
grammatical generalization, grammatical abstraction, and grammatical metaphor. Halliday 
explains his theory as follows: 
As grammatical generalization is the key for entering into language, and to systematic 
common-sense knowledge, and grammatical abstractness is the key for entering into 
literacy, and to primary educational knowledge, so grammatical metaphor is the key for 
entering into next level, that of secondary education, and of knowledge that is discipline-
based and technical. (Halliday, 1993b, p. 111) 
The development of language, according to Hallidayan SFL, starts with grammatical 
generalization and is characterized by interpersonal language (see Figure 2.1). The language 
occurring at this stage is mostly prototypical, and linguistic choices are to a great extent 
congruent expressions of language. The second stage of language development includes basic 
literacy, and the expression of language shows variation from concrete to more abstract terms. 
Lexico-grammatical choices reflect characteristics of abstract language through analysis, 
synthesis, and argumentation. The final stage of development is viewed as advanced literacy, and 
lexico-grammatical choices are more formal and technical at this stage. Similarly, the 
expressions are incongruent and marked in contrast to the more congruent and unmarked choices 
appearing in Stage 1. SFL theory attributes special importance to grammatical metaphor as it is 
the advanced level of expressing language incongruently. In addition, grammatical metaphor is 
established mostly by means of a nominal style of writing (i.e., nouns, NPs, etc.). Thus, it is 
timely and meaningful to investigate the nominal style of academic writing and grammatical 
metaphor through measures that could sufficiently capture the complexification stemming from 
such nominal resources.  
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Figure 2.1 Halliday’s (1993b) stages of language development 
The theory of language development reflected in incremental stages of generalization, 
abstractness, and metaphor is also supported by the model proposed by Christie (2012). In her 
model of language development, as seen in Figure 2.2, the first phase of development begins 
with early childhood when children’s language reflects familiar, simple, common-sense 
experience. Phase 2 emerges around the late childhood years, and the language reflects new 
demands of the school curriculum. Phase 3 occurs mostly around the mid-adolescence years 
when students deal with demanding school discourses that entail analysis, evaluation, and 
interpretation. The final phase comes out around late adolescence into adulthood, and does not 
mean the end of the development. However, the type of language reflected at this stage requires a 
lot more abstraction, evaluation, and interpretation of the school discourses or specialized 
disciplines.  
As most of the academic disciplines have their own specialized knowledge and technical 
taxonomies, it is critical for students to achieve the last phase. In this way, they can master the 
challenging discourses of specialized disciplines through abstraction, evaluation, interpretation, 
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analysis, and argumentation (Ryshina-Pankova, 2015). Both Halliday (1993b) and Christie 
(2012) emphasize that the discourse of science and areas that require high levels of abstraction 
and evaluation shift the way the language is used away from the everyday realm. As opposed to 
more common-sense and simpler ways of producing the language, the tasks of advanced literacy 
such as the language of science necessitate an uncommon-sense language in which processes 
(actions, verbs) take the form of things (entities), and are treated as if concrete objects. This shift 
is enabled through nominalizations and the extensive modification of nouns, which together 
results in grammatical metaphor. This transformation is probably “what makes nominalization 
particularly suitable for scientific writing, by giving it an appearance of solidity, stability, and 
fixed factuality” (Banks, 2005, p. 350). 
 
Figure 2.2 Christie’s (2012) language development model 
The findings of corpus-based investigations of academic writing bolster the claim that the 
advanced stages of language development contain greater uses of nominalizations and nominal 
modifiers (e.g., Biber et al., 1999; Biber et al., 2011, Biber & Gray, 2010). In a study that 
compared the characteristics of spoken and written discourses, Biber et al. (2011) challenged the 
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stereotype of measuring the complexity of academic writing with the indices of length-based 
measures that favor the type of language used relatively more in speech. The authors contrasted 
28 grammatical features in research articles and conversation. Their analysis of patterns of 
variation across the registers suggested that “the kinds of complexity common in academic 
writing are fundamentally different from the kinds of complexity common in conversation” 
(Biber et al., 2011, p. 29). Their findings appear to corroborate the language development model 
of Halliday (1993a) and Christie (2012) as they argued that the discourses of everyday 
communication, which is to a great extent reflected via speech, is developmentally earlier. Biber 
et al.’s (2011) findings showed that many of the complex phrasal embedding in which nouns and 
nominalizations play a major role are “produced in more specialized circumstances of formal 
writing” (p. 29). Based on an analysis of the linguistic features occurring in research articles and 
conversation, Biber et al. (2011) came up with hypothesized developmental stages. Figure 2.3 
indicates which features are seen in which stage of development. In a similar vein, the SFL 
theory of language development emphasizes that the language of higher level academic tasks is 
more demanding and specialized with technical terms and abstraction (Christie, 2012; Colombi 
& Schleppegrell, 2002; Halliday, 2009; Halliday & Martin, 1993; Martin, 1993b; Schleppegrell, 
2002, 2004).  
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Figure 2.3 Biber et al.’s (2011) hypothesized developmental stages for complexity features 
In Figure 2.3, the texts staying diagonal at the bottom of the figure are linguistic features 
occurring at different developmental complexity stages proposed by Biber et al. (2011). The 
increasing length of lines from left to right signify the developmental stages from 1 to 5. As 
Figure 2.3 displays, features occurring at the early stages (e.g., finite complement clauses; I know 
that it is important) are clausal structures such as finite complement clauses or adverbial clauses. 
In contrast, the features occurring towards the final stages (e.g., extensive phrasal embedding; a 
program model for capacity expansion in the integrated supply network for electricity market4) 
are mostly non-clausal features embedded in noun phrases (see Appendix C for a detailed 
illustration of stages and examples of features associated with them). The hypothesized 
                                                 
4 The example was taken from the study corpus. 
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developmental stages of Biber et al. (2011) seem therefore to be compatible with the models put 
forward by SFL (e.g., Christie, 2012; Halliday, 1993b). Furthermore, the progression of language 
development from clausal (e.g., finite adverbial clauses) to phrasal complexity5 (e.g., NPs, nouns 
modified by PPs) was predicted by Norris and Ortega (2009), who offered a critical review of 
syntactic complexity measures. The authors predicted that subordination would be an indicator 
of complexity in the intermediate levels, and a decrease in subordination at the advanced levels 
of proficiency would be associated with an increase in complexity. Based on Norris and Ortega’s 
(2009) prediction, writers move from coordination to subordination to reduced clauses and 
finally to phrases. This progression projects that “advanced proficiency groups should be 
expected to produce writing that capitalizes on complexification at the phrasal, rather than at the 
clause, level” (Ortega, 2003, p. 514). 
Although there is a general trend from clause to phrase in language development, it 
should be noted that this development does not occur linearly across the stages, and individual 
factors may play a role. For example, Bulté and Housen (2014) analyzed a sample of essays from 
the MSU corpus consisting of 45 randomly selected first and last essays written by students. 
Their analyses interestingly found that subordination did not decrease at the upper-intermediate 
levels. Similarly, Mazgutova and Kormos (2015) investigated the academic writing change of L2 
learners over a one-month long intensive English program. The authors found that phrasal and 
clausal features appeared at similar rates with lower proficiency writers. These recent studies 
may show some differing results from the models proposed about language development. 
However, their findings need to be supported by more longitudinal research.   
                                                 
5 Phrasal complexity is referred to the complexity formed by the nonclausal structures functioning as 
constituents in noun phrases. These constituents are mostly noun-modifying phrasal features (e.g., 
attributive adjectives, PPs) (Biber et al., 2011, p. 27) 
38 
Furthermore, Ortega (2015) maintained that complexity needs to be targeted specifically, 
noting that “there is reason to believe that the question of what syntactic areas for 
complexification might be most promising to study at what different proficiency levels might 
need to be tackled in alternative ways in the future” (p. 90).  In this respect, it is better to specify 
the complexity of the texts according to the meanings and functions that need to be exhibited in 
texts. Ryshina-Pankova (2015) asserted that the meaning (semantic) dimension is missing in the 
current operationalization of complexity although “language use and demand are motivated by 
the meaning-based, contextual, and communicative demands of the tasks to which learners 
actively respond” (p. 52). This perspective has also been pointed out by Biber, Gray, and 
Staples’s (2014) study in which the authors argued that language variation has a functional basis 
and lexico-grammatical features of language vary based on the purposes and situational context 
of text types. Advanced stages of complexity exhibited in academic writing tasks favor some 
lexico-grammatical features (e.g., noun phrases, PPs, nominal modifiers) that carry the semantic 
load of the academic discourse. For example, PPs have been suggested as a promising area of 
analysis for complexity (Ortega, 2015) as they allow for expanding the meaning of a clause by 
modifying the nouns, and embedding the noun phrases in academic/science writing. Supporting 
Ortega’s view, Biber and Gray (2013) pointed out earlier that PPs are the most widely used 
feature of modern academic writing. 
Considering the point highlighted by Ryshina-Pankova (2015) and Ortega (2015), it is 
highly critical to specify the linguistic demands of the texts and operationalize complexity 
according to them. As the linguistic demands of academic/scientific writing call for a more 
nominal language in which the complexity is construed by the extensive use of nouns and  
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modification of nouns, it might be fruitful and appropriate to focus on nominal phrasal 
characteristics of academic/science writing in addition to general clause level measures. 
This section has surveyed language development theories and studies that have explored 
writing development. Although language theories and some studies (e.g., Christie, 2012; 
Halliday, 1993b; Norris & Ortega, 2009) have pointed out a direction towards more phrasal 
language complexification at the final stages, recent studies have revealed contradictory findings 
(e.g., Bulté & Housen, 2014; Mazgutova & Kormos, 2015). Therefore, it seems that more studies 
are needed to validate the arguments put forward by the language development theories. Nominal 
modification is associated with advanced texts of science discourse; it might be productive to 
explore nominal features in relation to language development theories. The next section provides 
a review of studies that focus on nominal features. 
2.4 Nominal Modification and Phrasal Complexity in Academic/Scientific Discourse 
The emergence of high nominal usage dates back to the early Greek scientists’ texts, 
according to Halliday and Martin (1993). The Greek scientists formed this nominal style by 
transforming verbs and adjectives into nouns as well as by modifying the nominal group with 
embedded clauses and prepositional phrases (Halliday & Martin, 1993). In fact, the 
transformation of verbs or adjectives into nouns and the expansion of nominal groups through 
modification have been thought to be the foundations of scientific writing. When processes or 
happenings are reworded as nouns, this change creates a phenomenon as if they were things or 
objects. For example, when ‘move, behave, stable, develop’ are turned into nominal elements 
such as movement, behavior, stability, development, they are perceived to be objects or more 
tangible entities. This dense nominal style continues in modern scientific writing, and the 
discourse of modern science based on a reasoning from observation and experiment is achieved 
by the use of higher numbers of nominals and modifications of the nominal group (Halliday, 
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2009). Specifically, Halliday (2009) emphasized his point as follows based on the sentence 
“rapid changes in the rate of evolution are caused by external events” from scientific discourse. 
By referring to the nouns change and evolution Halliday explained the role nominals play in 
scientific writing: 
This is what enables the argument to proceed; it would be difficult to construct the 
logical-semantic progression and flow of information from one thesis to another if each 
had to be construed clausally every time. Thus, each step gets ‘packaged’ so that it can 
become a participant in a further process; and this process is itself the outcome of another 
grammatical metaphor whereby the logical semantic relation ‘X happens, so Y happens’ 
is reconstrued in the form of a verb, caused – which may then be further metaphorized 
into a noun cause (is the cause of). (Halliday, 2009, p. 120) 
Parallel to Halliday and Martin’s explanations above, a bulk of corpus-based research has 
underscored two noteworthy characteristics of written academic prose: reliance on nouns and 
phrasal modification (Biber, 1986, 1988; Biber & Gray, 2010; Biber & Gray, 2013; Biber et al., 
1999, 2011; Flowerdew, 2003; Musgrave & Parkinson, 2014; Parkinson & Musgrave, 2014; 
Taguchi, Crawford, & Wetzel, 2013). As linguistic features represented at the phrase level are 
not captured well by global syntactic complexity measures (e.g., mean length of T-unit, mean 
length of sentence), a growing number of researchers have adopted ways of addressing phrasal 
complexity features investigating these features individually through a more fine-grained 
analysis.  
One of the studies that document the relative absence of verbs and clauses in modern 
academic writing is Biber and Gray (2010). They conducted their research to investigate the key 
characteristics of written academic language. As shown in Table 2.2, their analysis compared 
published research articles from four disciplines – science/medicine, education, psychology, and 
history – and conversation taken from the Longman Spoken and Written Corpus. Their corpus 
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investigation showed considerable differences between research articles and conversation. In 
fact, they found that adverbial clauses and complement clauses are more extensively used in 
conversation than in academic writing. In contrast, their investigation revealed that academic 
writing is comprised of extensive use of phrases for structural elaboration rather than dependent 
clauses. Many of these noun phrases were adjectives or nouns modifying a head noun. One of the 
most notable differences between academic writing and conversation was observed in the use of 
prepositional phrases as noun post-modifiers. 
One grammatical feature leading to phrasal complexity in writing is the use of 
prepositions as postnominals. Prepositions that post-modify nouns are being used increasingly in 
academic writing. Biber et al. (1999) argued that “prepositional phrases are by far the most 
common type of postmodifier in all registers” (p. 635). In particular, postnominal prepositional 
phrases with in, on, and with are heavily used in academic prose (Biber & Gray, 2010; 2011; 
2013). Additionally, as Table 2.2 indicates, Taguchi et al. (2013) compared lower and higher 
rated argumentative essays written by non-native students at a placement exam in the 
Midwestern United States. Their study showed that higher-rated essays contained more post-
noun modifying prepositional phrases. 
Table 2.2 Overview of Studies on Nominal Modification 
Study Linguistic Feature Register Findings 
Biber & Gray (2010) Syntactic Complexity 
Features 
Research Articles 
Conversation 
Academic writing is 
complex, elaborated 
with phrasal embedding, 
and explicit. 
Parkinson & Musgrave 
(2014) 
Noun Phrases Student produced texts Noun modification 
features use used more 
frequently by advanced 
writers. 
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Table 2.2 (Continued) 
Taguchi et al. (2013) Clausal and phrasal 
complexity features 
Student produced essays Noun phrase 
modification is 
indicative of essay 
quality. 
Biber et al. (2011) Grammatical complexity 
features 
Research Articles 
Conversation 
Nonclausal features 
embedded in noun 
phrases are missed out 
by measures of 
subordination. 
Biber & Gray (2013) Nouns, nominalizations, 
relative clauses, noun+of 
phrase, noun+noun 
Comparison of two sub-
registers of news 
reportage and 
comparison of four sub-
registers of academic 
research writing 
Register differences are 
important for linguistic 
variation. 
Mazgutova & Kormos 
(2015) 
Clausal and phrasal 
complexity measures 
Argumentative writing 
tasks 
Lower level proficiency 
showed more progress 
on complexity measures. 
Clause level complexity 
did not differ much 
between the groups. 
Bulté & Housen (2014) Clausal and phrasal 
complexity measures 
MSU corpus of essays Increase in all levels of 
complexity with 
variations. After 
instruction learners 
produce longer and 
more complex phrases. 
Vyatkina (2013) Coordinate phrases, 
complex nominal 
structures, non-finite 
verb structures 
Essays written by 
learners of German in 
response to a curricular 
task 
Specific syntactic 
complexity measures 
such as complex 
nominals and nonfinite 
verb forms did not 
change linearly and 
showed variance among 
the participants 
Vyatkina et al. (2015) Attributive adjectives, 
Predicative adjectives, 
PPs, adverbial clauses, 
relative clauses 
Essays written by 
student in response to 
curricular tasks 
including personal 
narratives, descriptions, 
explanatory and 
interpretative texts 
No uniform pattern of 
syntactic modifiers in 
general. Predicative 
adjectives tend to 
decrease by time. 
Karakaya (2015) Pre- and post-nominal 
modifiers in phrasal 
complexity 
Research Articles in 
MICUSP 
Third-year graduate 
students produced 
greater use of phrasal 
modifiers than senior 
year students. 
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This compressed style of academic writing has also been documented in corpus-based historical 
change studies as well. In their investigation of historical change and the influence of sub-
register, Biber and Gray (2013) described the use of the compressed style of writing as “perhaps 
the most noteworthy grammatical change” in a historical trend in academic writing and other 
registers such as news reportage. They noted that an example of this change is “the dramatic 
increase in the use of nouns modifying a head noun, as in sequences like government action, 
health insurance, and security measures” (Biber & Gray, 2013, p. 117). In particular, they 
documented that the news report register contains an extensive use of noun + noun sequences 
such as “summary judgment motion, tax shelter promoter” (p. 117).  
Furthermore, Biber and Gray (2013) examined academic writing in terms of grammatical 
change over the years. The authors compared sub-registers of specialist science, specialist social 
science, multidisciplinary science, and the humanities as to whether these registers differ in the 
use of nouns and noun-related grammatical structures. They found that the density of common 
nouns has been growing consistently in academic writing for the last 150 years. However, this 
trend varies by discipline in that nouns in science writing have increased considerably more than 
in other disciplines. In contrast, the number of nouns in the humanities has remained constant. In 
fact, the most remarkable increase in nouns has been realized in specialist science articles by 
over 10 percent in the last two decades. Similar to the specialist science articles, specialist social 
science articles have shown an increasing trend but with a lesser magnitude.  
Biber et al. (2011) challenged the assumption that writing is more complex due to the 
heavy use of subordinate clauses by comparing spoken conversation and academic research 
articles. The authors criticized commonly used measures of written complexity such as T-unit-
based measures that assess the quality of the writing based on clausal subordination. They argued 
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that equating writing complexity solely to clausal features by way of T-unit measures cannot 
account for the complexity provided by the use of phrasal embedding or nominalization. They 
claimed that T-unit-based measures or simple subordination measures do not capture the written 
complexity to the full extent. As detailed in section 2.3, Biber et al. further came up with 
hypothesized developmental complexity features for writing. According to the authors, the 
grammar of writing is acquired later than that of conversation, and the grammatical structures 
used in conversation are not difficult, and accordingly they have high production complexity (p. 
29). On the other hand, most structures of academic writing “are not acquired naturally, and 
many native speakers of English rarely (or never) produce language of this type” (Biber et al., 
2011, p. 29).  
Employing the hypothesized developmental complexity stages of Biber et al. (2011), 
Parkinson and Musgrave (2014) examined NPs across two groups of graduate students. They 
collected 21 pieces of writing from international students enrolled in English for Academic 
Purposes (EAP) program and 16 pieces of writing from students enrolled in MA program. The 
authors reported that there was a considerable proficiency difference between the two groups of 
students; hence they predicted that their analyses of noun phrases would show developmental 
complexity differences hypothesized by Biber et al. (2011). Parkinson and Musgrave analyzed 
more than 3000 noun phrases and found that more than half of the modifiers (57.1%) used in 
EAP writing texts were composed of attributive adjectives while only 35.1% of the modifiers in 
MA student texts were attributive adjectives. They also reported that a considerable proportion of 
noun modifiers in MA students’ writing texts are participial adjectives. Another significant 
finding emerging from Parkinson and Musgrave’s analysis was that nouns as premodifiers were 
used more by MA students than by EAP students. In addition, the analysis showed that 
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prepositional phrases as post-modifiers were rarely used by EAP students when compared to MA 
students in Parkinson and Musgrave’s (2014) study of NP complexity.  
These findings were reported to be consistent with the developmental complexity stages 
proposed by Biber et al. (2011). Parkinson and Musgrave’s (2014) study for noun modification 
also confirmed the developmental index of complexity in writing proposed by Biber et al. 
(2011). As findings of Biber et al. (2011) and Parkinson and Musgrave (2014) needed to be 
empirically verified, Karakaya (2015) compared two groups of student texts from MICUSP 
based on phrasal complexity features. His analysis contained 12 research articles from third-year 
graduate students and senior-undergraduate students. Following a close and manual analysis of 
the texts, Karakaya identified the frequency and type of the nominal modifiers in those texts. The 
findings of his study suggested that graduate-level students employed complex nominal features 
more often than did the senior undergraduate students. The results of the distribution of the 
linguistic features appeared to be validating the arguments that more advanced writers employ 
more complex phrasal features than do less advanced students, supporting the developmental 
complexity stages of Biber et al. (2011). 
2.4.1 Integrating General and Specific Syntactic Complexity Measures 
As described in section 2.2, T-unit measures are based on an approach favoring clause 
lengthening through subordinate clauses as well as any other nonclausal structure and generate a 
holistic score. However, this holistic score does not reveal if the T-unit length is influenced by 
dependent clauses or other non-clausal structures (Norris & Ortega, 2009; Scott & Balthazar, 
2010). For this reason, reporting holistic scores poses a challenge to determine the linguistic 
bases of the complexification. For example, some studies have observed an increase in the mean 
length of T-unit (MLTU), but a decrease in subordination in the higher levels of writing (e.g., 
Byrnes, Maxim, & Norris, 2010; Nippold et al., 2005). This means that the T-unit is possibly 
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lengthened by phrases or subclausal constituents rather than by finite dependent clauses at the 
higher levels of language proficiency. Nonetheless, the holistic measurement of MLTU may not 
help researchers find out which linguistic features are leading to the increase in the MLTU 
values (Scott & Balthazar, 2010). 
Building on this relatively limited functionality of holistic measurement, Biber and his 
colleagues have argued for a linguistically motivated register approach enabling the investigation 
of complexity through individual lexico-grammatical features as opposed to the mainstream 
general complexity measures which yield holistic scores “regardless of the specific grammatical 
devices used to create the longer structure” (Biber et al., 2014, p. 10). The corpus-based 
approach has maintained that phrasal features and non-finite clauses deserve to be included in 
complexity measurement as being among the integral components of academic writing. Their 
main argument is that grammatical complexity is a multifaceted construct; accordingly, 
alternative measures are needed to address the complexity manifested by phrasal features and 
non-finite clauses (e.g., adjectives and noun as nominal premodifiers, PPs as nominal 
postmodifiers). Their approach is grounded in the examination of specific linguistic features in 
the texts as opposed to the holistic scores produced by mainstream complexity measures.  
Mainstream SLA-based measures examine the complexity at the sentence, clause or T-
unit level, advocating that “subordination finds its representation and bears its meaning at the 
sentence level” (Yang, 2013, p. 189). The result of the T-unit analysis is generally a ratio or 
average number that represent the whole grammatical complexity of the text. Even though 
sentence length is attributed as the primary determinant of syntactic complexity in most indices, 
it cannot account for the whole phenomenon of linguistic complexity. In contrast to longstanding 
measures of syntactic complexity favoring clause length via subordination, a corpus-based 
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approach treats complexity by examining individual/discrete linguistic features mostly at the 
subclausal level and reports rates of occurrences per linguistic feature. Despite their reductionist 
perspective to complexity, dependent clauses are still claimed to be key indicators of syntactic 
growth and continue to be used in studies. While traditional global complexity measures have a 
limited scope of complexity, ignoring the subclausal constituents of syntax, they have been used 
for a long time consistently in first and second language complexity research as one of the most 
objective and reliable means of assessing syntactic complexity (Frear & Bitchener, 2015; Jiang, 
2013). However, due to the controversies in the definition of T-unit and the mixed results of the 
studies employing T-unit measures, there has been a growing call for the inclusion of phrase-
level complexity measures along with clausal features (Biber et al., 2011; Biber et al., 2013; 
Norris & Ortega, 2009; Ravid & Berman, 2010; Staples et al., 2016). In response to these calls, 
only a handful of studies have incorporated phrasal complexity features in their analyses of 
syntactic complexity (e.g., Lu, 2011; Mazgutova & Kormos, 2015; Staples et al., 2016; Vyatkina 
et al., 2015; Yang et al., 2015).  
In a recent study on specific phrase level measurement of complexity, Vyatkina et al. 
(2015) explored how the size and range of syntactic modifiers changed over two years of 
instructed language study. Their study was based on 185 learner texts coming from 12 
participants in the Falko L2 German corpus. They analyzed attributive adjectives, predicative 
and adverbial adjectives, PPs, adverbial clauses, and relative clauses. The results of their study 
suggested that there is not a uniform pattern for modification as syntactic development. The size 
and range of the modifiers mentioned above did not change much over the observed period. The 
findings of the analysis showed a slight increase in attributive adjectives. However, the authors 
could not verify if each individual learner showed an increase. One interesting finding of the 
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modifier analysis was that predicative adjectives (e.g., This is wonderful) showed a noticeable 
decrease over time. This can be meaningful as predicative adjectives occur mostly in clauses and 
do not directly modify a noun.  
Mazgutova and Kormos (2015) conducted a similar study that investigated lexical and 
syntactic characteristics of students’ academic writing change. The study was carried out with 
pre-sessional EAP (English for Academic Purposes) students over an intensive four-week course. 
The authors reported that they merged global measures of syntactic complexity (e.g., mean 
length of T-unit, the mean number of dependent clauses per T-unit) with specific indices (e.g., 
the ratios of conditional clauses, relative clauses, prepositional phrases, and infinitive clauses as 
noun postmodifiers) in their study. Their findings revealed that lower proficiency students 
showed an increase in their use of complex noun phrases. However, syntactic change at the 
clause level did not differ much between the higher and lower proficiency groups with one 
exception. In that, the authors observed a decrease in the use of infinitive clauses among the 
higher proficiency group. Mazgutova and Kormos, based on this reduction in clausal complexity 
and the increase in the frequency of words found in the academic word list, pointed out that the 
students tended to use more nominalizations. However, pre-and post-modification of nouns was 
not observed to increase with the higher proficiency learners.  
Yang et al. (2015) similarly counted nonfinite elements as clauses and added noun phrase 
complexity as a separate complexity measure to investigate the phrasal complexity of the texts. 
They found that mean length of sentence and mean length of T-unit worked well as global 
measures to predict writing scores. Lu (2011) assessed measures to evaluate particular structures 
via complex nominals per clause and T-units as well as nonfinite verb phrases. His complete list  
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 of measures encompassed major dimensions of syntactic complexity such as length of 
production, subordination, coordination, and phrasal elaboration. 
In summary, the nominal style of academic writing has been the focus of attention in the 
increasing number of studies reviewed here. However, recent investigations of nominal 
characteristics of writing across different proficiency levels have produced conflicting results in 
terms of the use of these resources in different proficiency levels (e.g., Mazgutova & Kormos, 
2015; Vyatkina et al., 2015). Hence, more studies are needed to ascertain the results of 
conflicting studies. In addition, since disciplines vary substantially in their investigations and 
conventions, deployment of nominal groups might differ across disciplines. Thus, the next 
section briefly focuses on nominal group in terms of disciplinary differences. 
2.5 Disciplinary Differences and Nominal Style 
Language in science forces writers to represent reality different from normal ways of 
speaking. In doing so, “the discourses of the disciplines in fact work to interpret the world in 
particular ways, each drawing on different lexical, grammatical and rhetorical resources to create 
specialized knowledge” (Hyland, 2009, p. 7). For example, in general terms, while the 
humanities and social science disciplines, such as history and English, create a more abstract 
discourse, hard sciences, such as physics are characterized by more instances of technicality. 
Academic discourses of the disciplines are organically connected to the knowledge, research, and 
practices carried out in the disciplines (Gray, 2011). Therefore, writers need to comply with the 
specific conventions of their own disciplines. For example, while hard science research avoids 
agency in the presentation of research results and requires a more impersonal discourse, 
disciplines such as philosophy may allow agency. Another case in which disciplinary 
conventions influence the use of specific linguistic features is reported by Martin (1993b). In his 
examination of disciplines based on text features, Martin highlighted that geography, as a 
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discipline, classifies geographical phenomena according to processes. To explain the processes 
taking place in a geographical event, writers need to rely heavily on nominalizations so that they 
can refer to the processes. In this respect, to fulfill such functions, writers need to use the 
appropriate lexico-grammatical resources.  
Informed by the significance of the differences in the ways disciplines convey scientific 
reality, some studies have investigated the linguistic features of nominal language that play a key 
role in the formation of required disciplinary discourse. (e.g., Aktas & Cortez, 2008; Fang et al., 
2006; Flowerdew, 2003). For example, as mentioned in the previous chapter, Flowerdew (2003) 
examined signaling nouns used in academic lectures and textbooks in biology and came up with 
the discourse functions of signaling nouns. Aktas and Cortes (2008) analyzed shell nouns in 
published research articles and research papers written by graduate students in different 
disciplines. Their analysis provided a list of the most frequently used shell nouns, defined as 
“potentially any abstract noun the meaning of which can only be made specific by reference to 
its context (e.g., difficulty, process, reason, result)” (Flowerdew, 2003, pp. 329-330). Fang et al. 
(2006) investigated the use of nouns and nominal groups in academic texts from history, science, 
and literature. They identified the technical, abstract, and nominalized nouns in the texts and the 
roles they play in academic texts. Although such studies investigating nouns and other linguistic 
structures are helpful to understand the nominal style of academic writing, they either focus on a 
single discipline or on a limited number of features. 
Very little recent research has thus examined the nominal style of academic writing 
across disciplines. One significant study investigating the compressed nominal style of academic 
writing across multiple disciplines is Gray (2011). In her dissertation research, Gray carried out a 
multi-dimensional analysis of published journal articles across the disciplines of philosophy, 
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history, political science, applied linguistics, biology, and physics. Counting research types in 
journal articles (i.e., quantitative, qualitative, theoretical) as sub-corpora, Gray came up with a 
taxonomy of journal articles across the disciplines. Gray carried out an analysis of complexity 
features including nominal modifiers. Gray’s (2011) analysis of six disciplines revealed 
interesting results. One main finding of her study was that the humanities disciplines used clausal 
language much more than did the natural science disciplines. The study also found that that 
complement clauses controlled by verbs are preferred in the social sciences while the ones 
controlled by nouns appear more frequently in the hard sciences. Gray’s analysis of nominal 
modifiers showed that these features are used more heavily in the hard science disciplines. The 
author emphasized that nouns premodifying other nouns (e.g., eye fixation) were found three 
times more in physics than in philosophy. Gray remarked that there is a systematic trend towards 
the employment of nominal modifiers more in the hard sciences than in the soft sciences.  
As shown by the studies in sections 2.4 and 2.4.1, nominals have been viewed as one of 
the most important indicators of academic and science discourse. Disciplinary variation may lead 
to substantial differences in the deployment of lexico-grammatical resources needed for the 
successful attainment of disciplinary conventions. The functions these resources play in different 
disciplines can be better explained by a theory that views language as a meaning-making tool. In 
this respect, this fundamental meaning-making resource of language has received considerable 
attention from a systemic functional perspective. The subsequent section will therefore elaborate 
on nominal groups. 
2.6 Systemic Functional Linguistics (SFL) and Nominal Groups 
SFL is a theory of language that proposes a model which accounts for both how the 
language system works and how the language develops across the years (Christie, 2012). The 
essence of the theory builds upon a framework that foregrounds meaning through the functions 
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of language forms (Halliday, 1985), “since language had evolved in the process of carrying out 
certain critical functions as human beings interacted with” their environment. (Halliday, 2013, p. 
15). The language itself in SFL is viewed as a resource for meaning-making rather than as a set 
of rules (Byrnes, 2009; Derewianka, 1995; Halliday, 1985, 1993a, 1998; Halliday & Martin, 
1993; Halliday & Matthiessen, 1999; Hood, 2004; Mohan & Huang, 2002; Mohan & Slater, 
2006). The lexical and grammatical resources of language present choices so that users can select 
the most meaningful ones according to the characteristics of the context. Based on a framework 
that posits that language development is positively associated with the expansion of meaning-
making resources (Yasuda, 2015), SFL proposes that language development starts with the 
realization of simpler, prototypical or the more congruent forms and shows a trend to a more 
sophisticated, metaphorical (incongruent) realizations (Christie, 2012; Halliday, 1993a, 1998). 
As the most appropriate realizations of language depend largely on the contexts or goals 
of the tasks, language production is shaped by the functions required for the context/register 
(Schleppegrell, 2004). For example, while a child’s book targeting four-year-olds contains more 
instances of concrete words and possibly repetitions, a science textbook for high school students 
is likely to contain more instances of abstract and technical terms. By the same token, the 
language of science requires more technicality and abstraction. For example, the following text 
from an article in the science journal, Nature, instantiates how technical the discourse of science 
is: 
Carbon is the element in the periodic table that provides the basis for life on Earth. It is 
also important for many technological applications, ranging from drugs to synthetic 
materials. This role is a consequence of carbon’s ability to bind to itself and to nearly all 
elements in almost limitless variety. The resulting structural diversity of organic 
compounds and molecules is accompanied by a broad range of chemical and physical 
properties. The tools of modern synthetic chemistry allow the tailored design of these 
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properties by the controlled combination of structural and functional building blocks in 
new target systems. Elemental carbon exists in two natural allotropes, diamond and 
graphite, which consist of extended networks of sp3- and sp2 -hybridized carbon 
atoms, respectively. Both forms show unique physical properties such as hardness, 
thermal conductivity, lubrication behavior or electrical conductivity. (Hirsch, 2010, 
p. 868, Nature Materials) 
As seen in the above excerpt, the language of science is comprised of a heavy use of technical 
terms such as carbon, organic compounds, molecules, allotropes, graphite, and carbon atoms. 
According to Martin (1993a), both the grammar and lexical properties of science language are 
special, and they allow the condensation of information into a shorter space. Most of the time, 
this is achieved through the help of nominalizations as seen in the above excerpt (e.g., hardness, 
thermal conductivity, lubrication behavior). If the text had to explain each time how conductivity 
takes place as a process, it would be a challenge to ensure the smooth flow of the discourse 
(Halliday, 1993a, 2009; Martin, 1993a). Similar to nominalizations, the modification of nouns 
contributes extensively to the nominal style of science discourse. As seen in the above excerpt, 
the sentence “The resulting structural diversity of organic compounds and molecules is 
accompanied by a broad range of chemical and physical properties” contains embedded nominal 
groups. For example, in the phrase ‘resulting structural diversity’, the head noun ‘diversity’ is 
premodified by two adjectives. The phrase is followed by another phrase ‘of organic compounds 
and molecules’, which post-modifies the head noun ‘diversity’.  
An increasing body of research has pointed out the significance of nouns and nominal 
groups in academic discourse (e.g., Fang et al., 2006; Halliday, 2004; Moore & Schleppegrell, 
2014; Whittaker et al., 2011; Wright, 2008). For example, it was noted that “the written language 
is organized around the nominal group” (Halliday, 1996, as cited in Whittaker et al., 2011, p. 
352). Similar to the modification of nouns in the traditional grammar perspective, the nominal 
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group, which is a powerful resource of meaning-making in functional grammar, “expands 
lexically, by the device known as modification: one noun functions as a kind of keyword, and 
other words are organized around it, having different functions with respect to this head noun” 
(Halliday, 1998, p. 196). Nominalization is viewed as a vital resource for scientific writing in 
that “nominal elements in the clause are gradually taking over the whole semantic content, 
leaving the verb to express the relationship between these nominalized processes” (Halliday, 
1993a, p. 63). In this way, scientific information is packed into extended nominal groups in 
which processes and properties are nominalized. The following sentences, from Halliday (1998), 
exemplify how nominal groups (in italics) are essential and prevalent in academic/scientific 
writing: 
a. Fire intensity has a profound effect on smoke injection. 
b. Rapid changes in the rate of evolution are caused by external events. 
c. The thermal losses typical of an insulating system are measured in terms of a quantity 
called the thermal loss coefficient. 
d. Many failures are preceded by the slow extension of pre-existing cracks. (p. 193) 
 
As seen in the preceding sentences, there is only one verb (process) in the sentences connecting 
the nominal groups that are composed of features pre- and post-modifying the head nouns. This 
highly nominalized and compressed style of scientific writing leads to a more inexplicit style 
compared to clausal elaborated structures. This style may also result in more implicit, 
economical, impersonal characteristics of writing (Biber & Gray, 2010). For example, Biber and 
Gray (2010) compared the following three constructions and explained how nominalized 
language is more inexplicit: 
a. Someone manages hazardous waste 
b. Hazardous waste is managed 
c. Hazardous waste management 
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The authors indicated that the passive construction (b) conceals the agent of the sentence. The 
nominalized construction (c) is fairly implicit that it is not possible to understand if any action is 
taking place.  
As seen in the preceding examples, the flow of information in science discourse is 
enabled by the heavy use of nominal groups. The mechanism which fulfills this phenomenon is 
referred to as grammatical metaphor (GM) as mentioned in the introduction section. The next 
subsection focuses on GM.  
2.6.1 Grammatical Metaphor 
GM was introduced into SFL theory by Michael Halliday in 1985 in his book 
Introduction to Functional Grammar. In its basic sense, GM opens up the choices to make 
meaning from various options in language. Halliday (1985) describes it “as a variation in the use 
of words” and this variation is enabled by targeting how meaning can be expressed in different 
ways (p. 320). For example, children typically first start using expression “keep quiet” in 
interpersonal context as the first choice of meaning. However, when at a later stage, they develop 
the principle of grammatical metaphor and use “if you’d just keep quiet for a moment” (Halliday, 
1993b, p. 104, as cited in Yasuda, 2012). Furthermore, the following example shows how the 
same meaning can be expressed in different ways in a written context: 
a. A manager may have the best workers available, but if the manager is not able to tell 
them what he/she wants, then they are a wasted expensive resource. 
b. Successful management requires effective communication in order to maximize the 
potential of the workforce. (Ravelli, 2003, p. 51) 
According to Ravelli (2003), the second sentence “exhibits a shift in mode towards the 
more ‘written’ end of the continuum, with an increase in lexical density from about three lexical 
items per clause” in (a), to eight in (b) (p. 51). As highlighted by Colombi and Schleppegrell 
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(2002) above, the second sentence provides a more technical and abstract meaning by focusing 
on the abstract entities (management, communication, and workforce) rather than the agent 
(manager).  
Language is “stratified: it has a stratum of lexico-grammar ‘in between’ the meaning and 
expression” (Halliday, 1998, p. 189). Expressions or the linguistic choices made at the first stage 
of development are congruent ways of expressing meaning. A congruent realization is 
considered to be “an unmarked language choice that can be regarded as typical—which will be 
selected in the absence of any good reason for selecting another one” (Halliday, 1984, p. 16). In 
this type of realization, “actions are realized as verbs, qualities as adjectives, logical relations as 
conjunctions and so on” (Derewianka, 1995, p. 5). This means there is a match between clausal 
configuration and semantics. However, as writers move from the everyday language to more 
specialized, abstract, and technical knowledge and lexis in science writing, a substantial shift 
occurs in the expression of meaning between the strata of lexico-grammar and semantics. For 
example, the sentence “The world is more globally connected because people around the world 
are communicating more often in improved ways” is a congruent expression.  
 
Figure 2.4 Congruent stratal relationship (Liardet, 2013) 
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In the sentence, there are two nominal groups, the world and people, which function as 
participants (nouns) as shown in Figure 2.4. The verbal groups, is connected and are 
communicating, are expressed congruently as processes (verbs). The adverbial group more 
globally and prepositional group in improved ways work congruently as circumstances. Lastly, 
the clauses are connected with a congruent relator because. However, the same meaning can be 
constructed incongruently as well via the sentence “Globalization has led to the increase and 
improvement of international communication.” 
 
Figure 2.5 Incongruent stratified relationship (Liardet, 2013) 
Figure 2.5 illustrates that the first clause (the world is more globally connected) can be 
expressed as the nominal group (globalization). Similarly, the second clause (people around the 
world are communicating more often in improved ways) can be expressed as the nominal group, 
the increase and improvement of international communication. Lastly, the relator because can be 
used incongruently as a verbal group such as lead to. The result is an incongruent or 
metaphorical clause (Liardet, 2013). 
As the figures above indicate, the movement from more congruent to less congruent 
forms usually occurs with a movement from processes (verbs) towards things (nouns). The 
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examples listed above show that once the processes have been nominalized, the verbs in the 
clause play the role of construing a relationship between participants in the clause, as 
exemplified in Table 2.3. 
Table 2.3 Realization of Grammatical Metaphor in Halliday (1998) 
Realization Sentence 
Congruent The driver drove the bus too fast down the hill, so the brakes failed. 
Incongruent 
(Metaphoric) 
The driver’s overrapid downhill driving of the bus caused brake failure 
 
As seen from the examples in Table 2.3, the clause (The driver drove the bus too fast 
down the hill) is realized as a nominal group (The driver’s overrapid downhill driving of the bus) 
in the metaphorical reconstrual. Similarly, the clause (the brakes failed) in the congruent 
expression is realized incongruently as a nominal group (brake failure) in the metaphorical 
reconstrual. Lastly, the relator, so, is expressed by a verbal process (caused) incongruently. The 
verb ‘caused’ provides the semantic meaning of causality in a less congruent form rather than a 
more congruent form that is realized by a conjunction. Halliday (1998) noted that what varies in 
the movement from congruent to incongruent expression of meaning is not the lexical concepts. 
In fact, they stay the same in both cases, but the grammatical categories vary. Such nominalized 
forms lead to a more compact packaging of information in which complex semantic relationships 
are realized by a single expression (Halliday, 1998).  
GM in fact provides a drift from more congruent forms to less congruent forms. As seen 
in Table 2.4 with examples and in Appendix A with a depiction of drift, GM may show a shift to 
thing (noun), quality (adjective), process (verb) and circumstance (adverb). However, there is a 
tendency from verbs and adverbs towards nouns and adjectives: suggest vs. suggestion; prove 
vs. proof; can/could vs. possibility; brilliantly vs. brilliant. GM can also occur in all three 
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metafunctions of language (ideational, interpersonal, and textual) described in SFL. For example, 
as Table 2.4 shows, modality verbs (can/could) can be realized more metaphorically as a noun 
(e.g., possibility).  
 Table 2.4 displays the progress of grammatical metaphor. As can be seen in the table, 
GM does not necessarily turn constituents to entities with nouns. For example, a relator (e.g., so) 
can turn into a process (e.g., lead to) and thus become a more incongruent way of expression. 
According to the theory of grammar in SFL, using verbs instead of conjunctions to signify the 
relationship between participants is an improved realization as can be seen in the progression of 
GM in Table 2.4. From this developmental perspective, students who have a broadened 
repertoire of meaning-making resources are likely to produce causal discourse with verbs rather 
than conjunctions.  
In a study that explored the discourse of spoken causal explanations in school science, 
Slater (2004) found that causal processes were used more often by older students than students in 
primary education. Conversely, causal conjunctions were used much more by primary school 
students. This observation of causal processes and conjunctions between the two groups suggests 
that while younger students used more congruent ways of expressing causality, older students 
used more incongruent (metaphorical) expressions. Another important finding of the study was 
that nominalizations, a form of grammatical metaphor, displayed a noticeable difference between 
high school and primary level students. The usage of nominalizations such as “reaction, 
evaporation were almost non-existent at the primary level, but appeared at the high school level” 
(Slater, 2004, p. 330). The findings of the study also revealed that younger students tended to use 
more concrete terms than older students did, which seems to be verifying the developmental 
stages proposed by Halliday (1993b) and Christie (2012) mentioned in section 2.3. 
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Table 2.4 Drift of Grammatical Metaphor 
Semantic Type 
Class shift Example 
Congruent Metaphorical 
quality entity Adjective  Unstable  
Noun Instability 
process entity Verb  suggest; prove; cause 
Noun suggestion; proof; cause 
process entity Modality Verb  Can; could 
Noun Possibility 
relator entity Conjunction So; if 
Noun cause, proof; conditions 
 
process quality Verb (poverty) is increasing 
Adjective increasing poverty 
Circumstance quality Adverb (acted] brilliantly 
Adjective Brilliant acting 
Entity Modifier of 
entity 
Noun Engine fails; Glass fractures 
Various Engine failure; the fracture of glass 
Relator Quality Conjunction before 
Adjective previous 
Relator Process Conjunction then; so 
Verb follow; lead to 
Note: Adapted from Halliday (1998) 
As emphasized in the theory of SFL, students need to expand the ways of expressing the 
communicative functions of advanced literacy texts, especially at the older ages. They are 
required to expand the meaning-potential of their linguistic resources so that they can choose the 
most appropriate one based on the context of situation. The notion of GM opens up a space for 
writers by proposing the flexibility to express the same meaning with various options as shown 
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in Table 2.4. The critical role of expanding the linguistic potential of students can be seen in the 
following remark of Schleppegrell (2001): 
Awareness of the alternatives that are functional for effective realization of different 
types of texts can inform linguistic analysis of students’ developing writing, or of the 
challenges posed by the texts students are asked to read. The grammar of English offers 
alternative options for making different kinds of meanings in different contexts. In 
particular, it is important for researchers in language in education to understand the 
linguistic elements that make up the registers of schooling. (p. 431) 
The production of appropriate ways to construct texts in the discourses of different disciplines 
entails merging ideational, interpersonal, and textual recourses of language harmoniously. 
However, as reported by the growing amount of research, students are likely to confront 
challenges of academic/scientific discourses, considering their lack of experience in such 
discourses (Colombi & Schleppegrell, 2002; Mendoza, 2015; Schleppegrell, 2004). Therefore, 
there is a need for studies that explore how students can effectively communicate their 
disciplinary knowledge.  
2.7 Summary of the Chapter and Research Questions 
This chapter has reviewed the related literature on which this dissertation draws. First, it 
has focused on the term complexity in writing by discussing the common understandings and 
operationalizations of the construct. Next, it has addressed how complexity can be defined and 
operationalized more meaningfully to capture the underrespresented areas of syntax in academic 
writing. Third, it has linked complexity to language development theories/models and discussed 
the studies based on the arguments of those theories. Fourth, in relation to complexity and 
language development theories, the chapter has highlighted the specialized, abstract, and 
technical discourse of academic/scientific registers and has suggested that the complexity of 
academic/science writing needs to be addressed based on the nominal phrasal features of these 
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advanced literacy contexts. Fifth, it has introduced the nominal group in SFL and discussed the 
mechanism of GM that enables the nominal groups to carry the semantic load of the science 
language. The review of these areas in the chapter has pointed towards a gap that focuses on the 
phrasal complexity features and nominal style of academic/science writing. 
A considerable amount of research has accumulated on assessing writing quality 
(Crossley et al., 2011). The identification of linguistic features characterising proficient writing 
has been an integral part of writing asessment. Syntactic complexity has received serious 
attention in the linguistic analysis of texts, and much of the syntactic complexity research has 
employed length-based measures (e.g., T-unit) that favor the use of dependent clauses. However, 
these measures have been “criticized for adopting a reductionist approach to L2 complexity 
through their singular focus on sentence-level elaboration or amount of subordination, while 
ignoring other aspects, such as phrasal elaboration and the diversity of structures at various 
syntactic levels” (De Clercq & Housen, 2017, p. 316-317). In addition, a great deal of research 
over the years has highlighted the characteristics of academic writing, noting the nominal 
discourse features (e.g., Banks, 2005; Baratta, 2010; Biber, 1986, 1988; Biber et al., 1999, 2011; 
Biber & Gray, 2010; Galve, 1998; Halliday 1998, 2004; Halliday & Martin, 1993; Schleppegrell, 
2002, 2004; Unsworth, 1999; Wells, 1960). Yet the nominal style of writing characterized 
mostly at the sub-clausal level through embedded phrases has largely been missed out in 
syntactic complexity analysis, and the grammatical features of phrasal complexity have been 
relatively ignored in educational practice. This negligence of phrasal elaboration and individual 
linguistic features has been highlighted by recent research (e.g., Biber et al., 2011; Bulté & 
Housen, 2012; Norris & Ortega, 2009). Thus there is a growing need for studies that include a 
phrase level assessment of linguistic analysis along with sentential focus in complexity research. 
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In response to this critical need, this dissertation adopts a complementary approach, 
incorporating both clausal and phrasal complexity measures in the analysis of written academic 
language across the disciplines and investigates the following research questions.  
Research Questions 
1. Are there any statistically significant differences in the mean written syntactic 
complexity scores across disciplines and between registers as measured by six syntactic 
complexity measures? 
2. Are there any statistically significant differences in the mean written syntactic 
complexity scores across disciplines and between registers as measured by twelve 
individual phrasal and clausal syntactic complexity features? 
3. How are nominal modifiers constructed in academic writing and what functional roles 
do they play in academic discourse? 
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CHAPTER 3.    METHODOLOGY 
3.1 An Overview of the Chapter 
This chapter lays out the methodology employed in this dissertation. It begins with the 
research and corpus design and elaborates on how the corpus was designed and compiled. It then 
identifies the linguistic features and syntactic complexity measures investigated in the study. The 
chapter provides a review of the data analysis techniques employed to answer the research 
questions. It ends with an analysis of the situational characteristics of the corpus registers. 
3.2 Research Design 
The present study is based on a mixed-methods research design, which allows for 
incorporating quantitative and qualitative research methodologies (Johnson & Christensen, 
2012). Mixed designs are conceptualized around two major dimensions of ‘time’ (sequential or 
concurrent) and ‘paradigm’ (equal status or dominant status) (see Johnson & Christensen, 2012, 
for details). A number of different mixed research designs can be formed depending on the 
purpose of the research studies. This study draws upon explanatory sequential design in which 
quantitative data is followed by qualitative data (Creswell, 2014). In this design, the qualitative 
data contribute to interpreting the quantitative results.  
The mixed-methods design in the current study was established by incorporating corpus 
linguistics with systemic functional linguistics. It employed a combined corpus-based and 
systemic functional analyses of published journal articles and master’s theses across three 
different disciplines: Agronomy, Applied Linguistics, and Industrial and Manufacturing Systems 
Engineering. The combination of corpus-based and functional analyses has been modeled in 
earlier studies (e.g., Flowerdew, 2004; Yang, 2013). Using both corpus-based and systemic 
functional methodologies contributed to the quantitative and qualitative interpretation of the data. 
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Corpus-based analysis helped identify and extract the lexico-grammatical features under the 
investigation of the study. The quantitative analysis of the targeted linguistic features was 
accompanied by functional interpretation of the features using a systemic functional perspective. 
Biber et al. (1998) described the essential characteristics of corpus-based research in the 
following list: 
-It is empirical, analyzing the actual patterns of use in natural texts; 
-It utilizes a large and principled collection of natural texts, known as a “corpus” as the 
basis for analysis; 
-It makes extensive use of computers for analysis, using both automatic and interactive 
techniques; 
-It depends on both quantitative and qualitative analytical techniques. (p. 4) 
These characteristics of corpus-based analysis enable more reliable and broader investigations of 
linguistic features. Biber et al. (1998) also highlighted the idea that “corpus-based analyses must 
go beyond simple counts of linguistic features … and include qualitative, functional 
interpretations of quantitative patterns” (p. 5).  
In addition to corpus-based methodology, the current study also draws on SFL, which 
comes from a more discourse-based tradition to language, and foregrounds the context in which 
language features appear (Halliday & Hasan, 1989). Discourse-based SFL analysis could 
complement CL and help generate a more enriched analysis of language features because SLF 
connects language structures to the wider social context through ideational, textual, and 
interpersonal metafunctions, which makes SFL a theory of meaning and context in relation to 
language structures (see Halliday & Hasan, 1989, for details). To better understand and explain 
the role of language forms in context, linguistic forms need to be examined “not only in terms of 
their frequency and distribution, but also in terms of the functions which they perform in the 
context of specific types of extended discourse” (Berman & Nir-Sagiv, 2004, p. 375). Corpus 
66 
linguistics and systemic functional linguistics could complement each other, and present how 
integration of functional and corpus-based work might generate more enriched analysis of 
language (Thompson & Hunston, 2006). Accordingly, this study combined corpus-based 
research with discourse-based SFL analysis. 
3.3 Corpus Design 
There are various definitions of corpus, but some consensus has been achieved in that a 
corpus is considered to be a “collection of machine readable, authentic texts which is sampled to 
be representative of a particular language or language variety” (McEnery, Xiao, & Tono, 2006, 
p. 5). As the definition of corpus suggests, sampling and representativeness are two important 
criteria for a corpus. The next section explains how sampling and representativeness were 
established in the corpus developed for this study.  
3.3.1 Sampling 
Sampling is a significant criterion in corpus design. There are different approaches to 
sampling in corpus-based studies. For example, it is possible to select a probabilistic sampling. 
One way of probabilistic sampling is simple random sampling (McEnery et al., 2006). In simple 
random sampling, each text in a population has an equal chance of being selected. Another way 
of probabilistic sampling is stratified random sampling. In this sampling method, different 
subgroups or “strata” are identified in the target population and each of those subgroups is 
sampled randomly (McMillan & Schumacher, 1997, p. 168). The present study used stratified 
random sampling for the collection of journal articles as this method allows for the 
representation of each subgroup adequately and the selection of “a non-biased sample” within 
each subgroup (Biber, 1993, p. 244). More specifically, strata or subgroups were stratified based 
on discipline, journal, year, and issue.   
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The identification of the representative journals, which is explained in detail later in this 
chapter, helped narrow down the article selection. However, selecting the journal articles from 
the identified journals was a daunting job. Therefore, a set of criteria and randomization process 
was followed systematically. First, the selected journals in each discipline were applied a time 
criterion to ensure they were current. A time range was defined to select the articles from the 
respective journals. Specifically, empirical research articles published from 2010 to 2016 were 
targeted. Second, MS excel was used to assign a random number for the years. Next, following 
the random assignment of the years, the issues within the assigned years were counted and 
randomly assigned by the MS Excel randomization function. Then, the articles published in that 
issue were given numbers starting from 1. Texts such as editor’s messages, or sections such as 
‘opinion and policy, or erratum, or annual reports’, were removed from the assignment of the 
numbers to the articles. Lastly, the randomization function in MS Excel was used again to 
randomly assign a number and match that number with the article found in the issue. The 
stratified random sampling process for the selection of journal articles is outlined in Figure 3.1. 
More detailed information about the journals, years, issues, and specific articles can be found in 
Appendix D.  
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Figure 3.1 Stratified random sampling of the journal articles 
For the selection of master’s theses, cluster sampling was used as described in Figure 3.2. 
This method of sampling is convenient when the population is so large to list all the 
units/elements in that population, and in such cases, the subjects can be chosen from “naturally 
occurring groups or clusters (Ary, Jacobs, & Razavieh, 2002, p. 168). In this study, the master’s 
thesis texts were clustered by discipline, and criteria such as year and recency were considered 
for the selection of final thesis texts (See Figure 3.2 for a visual layout of article selection 
process). This section provides information only to the sampling of theses, but theses selection 
procedures are described in greater detail later, in section 3.4.2.  
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Figure 3.2 Cluster sampling of the master’s theses 
3.3.2 Selection of the Disciplines 
To address the research goals, as aforementioned, I designed a specialized corpus 
consisting of texts from two registers and three different academic disciplines. First, I decided on 
the disciplines from which the texts were collected. The selection of the disciplines was made 
considering the different research and methodological traditions as well as some degree of 
diversity across the disciplines (Conrad, 1996). In this respect, I selected the following 
disciplines: (1) Agronomy, (2) Applied linguistics, and (3) Industrial and Manufacturing Systems 
Engineering. Certain factors affected my decision. First, Conrad’s (1996) study, in which the 
author highlighted the need for examining disciplinary diversity, motivated this study to select 
disciplines from diverse disciplinary areas. Next, I accessed the enrollment statistics of the local 
university (ISU, 2014), and found that Agronomy together with Industrial and Manufacturing 
Systems Engineering have high numbers of students enrolled in master’s programs. Thus, I took 
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the enrollment statistics into consideration. Lastly, my familiarity with applied linguistics and the 
availability of experts that I could consult from the disciplines were other factors for the 
selection of disciplines. Gray (2011) evaluated published research articles in various disciplines 
and came up with a taxonomy of research for those disciplines. Her taxonomy of published 
research articles suggests that there are three types of research articles: (1) empirical, (2) 
theoretical, and (3) evaluative. For this study, only empirical research articles were selected from 
each discipline. For the journal selection for the disciplines investigated in the corpus, I 
consulted disciplinary experts from the respective disciplines.  
3.4 Corpus Description 
A specialized corpus was established for this study, encompassing different disciplines 
and text types. This specialized corpus contains 1,862,202 total words. Each discipline was 
represented by 30 published journal articles and 30 master’s theses. Table 3.1 provides detailed 
information about the number of texts and word counts of the individual components of the 
corpus.  
Table 3.1 Composition of the Corpus by Text and Word Count 
Discipline 
Published Journal 
Article 
Master’s Theses Total 
Agronomy 30 (159263) 30 (366025) 60 (525288) 
Applied Linguistics 30 (239322) 30 (585805) 60 (825127) 
Industrial and 
Manufacturing Systems 
Engineering 
30 (205228) 30 (306559) 60 (511787) 
Total 90 (603813) 90 1258389 180 (1862202) 
Note: Numbers in parenthesis stand for the number of words.  
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3.4.1 Journal Identification Procedures 
The corpus encompassed (n=90) research articles that were published in journals in the 
disciplines under investigation in this study. A number of steps were taken to select the journal 
articles as depicted in Figure 3.3. First, I accessed the ISI Web-of-Science Journal Citation and 
Impact Factor list from 2015, and met disciplinary experts (faculty members) from the respective 
disciplines. Next, these disciplinary experts and I discussed the disciplinary characteristics of 
each discipline and identified the major areas of research within those disciplines. For example, 
our discussion of industrial and manufacturing systems engineering revealed three major areas of 
research – operations research, human factors, and manufacturing. Similarly, our discussion of 
agronomy brought out four major areas – plant breeding, crop production and physiology, soil 
science, and meteorology. For applied linguistics, I received approval from a disciplinary expert 
for a list of journals representing the discipline. These major areas in the disciplines were taken 
into consideration in search of journals, and a final set of journals encapsulated the major sub-
disciplines and treated those equally. I then searched the journals representing the disciplines and 
crosschecked with the ISI Web-of-Science Journal Citation and Impact Factor list. Following 
several more debriefing meetings with disciplinary experts, the representative journals were 
determined (see Table 3.2 for the detailed list of the journals). 
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Figure 3.3 Journal article identification procedures 
3.4.2 Theses Selection Procedures 
Master’s theses constituted half of the corpus (n=90) and were distributed equally across 
the three disciplines. The theses were collected from Iowa State University’s Digital Repository6 
where scholarly work such as theses and dissertations are housed electronically and provided 
free to the public. Several inclusion and exclusion criteria were applied to select the appropriate 
theses. First, time and recency of the theses were taken into consideration. For this reason, the 
search started from the most current to the least current theses based on the year they were 
completed. Second, theses following traditional Introduction-Method-Results-Discussion 
(IRMD) structure were targeted for inclusion. In other words, the theses that included journal 
chapters were excluded from the corpus as it was predicted that they would share similar features 
with published journal articles. In such theses, the students included studies that they had 
previously published on their own or with co-authors. These theses generally listed author names 
                                                 
6 Iowa State University Digital Repository provides free and open access to scholarly and creative works, 
research, publications and reports by Iowa State’s faculty, students, staff and administrative units. 
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and journal information in the body of the texts. For example, the theses that indicated “a/an 
paper/article/manuscript to be submitted to X journal” or “a paper accepted by X journal” were 
excluded from the corpus. Some theses did not indicate an expression such as “a paper to be 
submitted to X journal,” but included other author names under their chapter titles, thus I did not 
include those theses in the corpus. Third, the industrial and manufacturing systems engineering 
theses that included agronomy content were excluded from the corpus as it was felt that they 
might interfere with the theses from agronomy. Lastly, because some students put holds on 
public access to the theses until a later date, those theses available for download at a later time 
were dismissed as they were not downloadable at the time of corpus collection.  
Table 3.2 Corpus Composition 
Discipline Journals Theses 
Agronomy 
Agronomy Journal 
Crop Science 
Soil Science 
Agricultural and Forest Meteorology 
Fields Crop Research 
Plant Breeding 
Plant and Soil 
Weed Science 
Agricultural Water Management 
Digital Repository at Iowa State 
University 
 
Between years of 2006 and 2015 
Applied 
Linguistics 
Applied Linguistics 
TESOL Quarterly 
Studies in Second Language Acquisition 
The Modern Language Journal 
Language Learning and Technology 
Computer Assisted Language Learning 
Journal of English for Academic Purposes 
Language Testing 
Language Learning 
Language Teaching Research 
International Journal of Corpus Linguistics 
Digital Repository at Iowa State 
University 
 
Between years of 2008 and 2015 
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Table 3.2 (Continued) 
Industrial and 
Manufacturing 
Systems 
Engineering 
Operations Research 
Production and Operations Management 
International Journal of Production Economics 
IIE Transactions 
Human Factors 
Ergonomics 
IIE Transactions on Human Machine Systems 
International Journal of Industrial Ergonomics 
Journal of Manufacturing Science and 
Engineering 
Journal of Manufacturing Processes 
International Journal of Advanced Manufacturing 
Technology 
Rapid Prototyping 
Digital Repository at Iowa State 
University 
 
Between years of 2009 and 2015 
 
3.5 File Conversion and Clean-up 
After all files were collected, they were converted into plain text using Some PDF to Text 
converter. The accuracy of the conversion was manually checked by comparing the original and 
converted files. All page headers and footers containing journal, article, and author information 
were deleted. In addition, all reference lists along with figures and tables, were removed from the 
text. All the main headings and sub-headings within the article were kept. Some formulas 
containing mathematical and special symbols were also available in some texts; in this case, if 
the formula was standing apart from the text, it was deleted. However, when the formula was 
part of the prose, it was kept. Tables, figures and their captions as well as acknowledgments and 
references were removed. As file conversion posed challenges due to page layout and different 
structures of each file, each text had to be manually edited. It was critical to go meticulously 
through the texts in the cleaning process because some texts were so scrambled that the original 
had to be tracked and the text converted line by line. A standardized header was also used at the 
beginning of each file. This header contained the bibliographic information related to the   
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research articles and master’s theses. Lastly, using the conventions followed by Gray (2011), 
each text was given a file name containing identifiers of discipline, register (article, thesis), and a 
unique identification number.  
3.5.1 Corpus Annotation 
Annotation of the texts in terms of grammatical information for each word enabled the 
analysis of the targeted linguistic features in this study. All the texts in the corpus were tagged 
using the Biber tagger, which was developed at Northern Arizona University by Douglas Biber 
(see Biber, 1988; Biber et al., 1999, for detailed information). This tagger is a computer program 
and assigns ‘tags’ to each word and provides grammatical and lexical information for that word 
(e.g., major part of speech such as noun, verb; verb tense, aspect and voice; and syntactic 
structures). The tagger has been used in a considerable number of published studies (e.g., Biber 
& Gray, 2010; Biber et al., 2011; Gray, 2011, 2015). 
3.5.2 Accuracy of Corpus Tagging 
To evaluate the accuracy of the automatic tags provided by the Biber tagger, a subsample 
of files from the corpus was hand-coded. A randomly selected sample of three texts representing 
all the disciplines was manually coded in MS Excel in terms of the linguistic features 
investigated in the present study (see Appendix E for a screenshot of the Excel document). 
Specifically, these linguistic features are nouns as nominal premodifiers, adjectives as 
prenominal modifiers, finite clauses, and nonfinite clauses. That is, one text from each discipline 
was analyzed in relation to the features investigated in the study. Each sample included an equal 
amount of excerpts extracted from the major parts of the original texts (e.g., introduction, 
methods, and results) as described in Gray (2011). The first five linguistic features from each 
subsection of samples (introduction, literature, method, results, discussion, and conclusion) were 
extracted and entered into Excel. Each linguistic feature was labeled and all the examples for that 
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feature were listed. The features manually coded by the researcher were compared with the 
tagged texts. The agreement between the tagger and the researcher was labeled as 1, and the 
disagreement was given 0. Following the collection of agreement and disagreement scores, 
different interrater reliability scores were found for each linguistic feature in Excel. The results 
of the interrater reliability analysis indicated that nouns as nominal modifiers showed 80% 
agreement; adjectives as nominal modifiers showed 76% agreement; finite clauses showed 100% 
agreement; and nonfinite clauses showed 86% agreement.  
As no computerized programs are error free, Gray (2011) calculated three measures of 
reliability: precision, recall, and overall reliability, providing “a complementary information 
about the accuracy and reliability of the automatic tagging process” (Gray, 2015, p. 47). While 
precision and recall report the extent the tags are assigned accurately, the overall accuracy is a 
more quantitative measure detecting the accuracy of the counts generated by the tags. Gray 
(2015) lists this reliability information for 55 linguistic features with initial reliability rates and 
final reliability rates, which were obtained after tag fixing via an error analysis program. 
According to the reliability information provided by Gray (2015), some linguistic features (e.g., 
existential there, subordinating conjunctions, articles) have 100% reliability both in initial and 
final reliability rates. However, some linguistic features (e.g., that-clauses controlled by nouns, -
ing postnominal modifier) have lower reliability rates initially and the rates increase after the tag 
fixing. However, the majority of the linguistic features have high reliability rates. 
The reliability of the automatic tagging for most features investigated in this study was 
reported in Gray (2015). However, the tags in this study were not checked based on recall and 
precision. Instead, as described above, a randomly selected sample of three texts representing all 
the disciplines was hand-coded and compared with tagged texts. The agreement information was 
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reported. The agreement information may not reflect the actual agreement scores of the entire 
corpus as only three texts were used for this analysis. A discussion of the limitations pertaining 
to the reliability analysis is provided in depth in Chapter 5.  
3.6 Lexico-grammatical Features Investigated 
The increasing significance and prevalence of the nominal style of science writing 
exhibited via heavy use of noun phrases/nominal groups7 has already been highlighted both by 
corpus-based and systemic functional studies (e.g., Biber 1988, 2006; Biber & Gray, 2010, Biber 
et al., 2011; Fang et al., 2006; Flowerdew, 2003; Halliday, 1993a; Halliday & Martin, 1993; 
Martin, 1993a; Parkinson & Musgrave, 2014; Ryshina-Pankova, 2010, 2015; Wells, 1960; 
Whittaker et al., 2011; Yasuda, 2015). As “the written language is organized around the nominal 
group” (Halliday, 1996, p. 352), head nouns are extensively pre-and post-modified. This 
modification of nouns leads to the expansion of the nominal groups. Since nominal groups can 
function both in the subject and object position of the sentence, the discourse of scientific writing 
is mostly comprised of embedded nominal groups/noun phrases (Biber & Gray, 2010; Halliday, 
2009). For example, the following example embodies the distinct structure of scientific writing 
(head nouns underlined; pre-modifiers in italics; post-modifiers in [brackets]: 
a. Increasing demand [for system reliability [in modern sustainable manufacturing]] has 
accelerated the integration [of sensors [into manufacturing system]] for timely 
acquisition [of working status [of machining tool]].8 
As exhibited in sentence (a) above, a head noun can be pre- and post-modified with other words. 
For example, in the phrase “increasing demand for system reliability in modern sustainable 
manufacturing” the head noun ‘demand’ is pre-modified by an attributive adjective (increasing) 
                                                 
7 As detailed in Chapter 1, this paper uses noun phrase and nominal group interchangeably.  
 
8 The example was taken from a text in Michigan Corpus of Upper-Level Student Papers (MICUSP). 
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and post-modified by multiple embedded prepositional phrases. Furthermore, each prepositional 
phrase contains noun phrases pre-modified either by adjectives (modern sustainable 
manufacturing) or other nouns (system reliability). Similarly, the object of the sentence, “the 
integration of sensors into manufacturing system for timely acquisition of working status of 
machining tool,” is comprised of multiple embedded PPs post-modifying nouns. 
Motivated by the ubiquitous use of nominal groups in academic writing as shown by 
examples and related research, this dissertation investigates the nominal modifiers in master’s 
theses and published journal articles across three disciplines. In this study, nominal modifiers are 
operationalized as constituents that modify head nouns in several ways. According to Biber et al. 
(1999), “a noun phrase can be used as cover term for two major types of construction: noun 
headed phrases and pronoun headed phrases” (p. 574). This study will focus on noun-headed 
noun phrases. Table 1.1, in Chapter 1, illustrates the major components of NPs and how head 
nouns are modified. For example, nouns can be pre-modified by adjectives (e.g., mail 
constraint), participial modifiers (e.g., expected results), and other nouns (e.g., soil structure) as 
described by Biber et al. (1999). Likewise, nouns can be post-modified by several constituents. 
For example, prepositional phrases (PPs) are among the most common nominal postmodifiers 
(e.g., the increasing rate of demand for products). Some clause structures also post-modify nouns 
such as non-finite relative clauses (e.g., factors affecting the implementation). The following 
nominal modifiers are investigated in this study via the second research question.  
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Table 3.3 Grammatical Features Investigated in the Study 
Grammatical Feature Examples 
Adjectives as nominal pre-
modifiers 
slight reduction, positive effects, excess material, interesting 
properties, sustainable agriculture, main constraint, collaborative 
revision, reduced economic risk, optimal solution, short-term 
fluctuations 
Nouns as nominal pre-modifiers soil structure, large-scale energy storage technologies, optimization 
model, chat transcript, learner output, eye fixations, soybean seed 
treatment response, product life cycle demand, city water 
management infrastructure, water content reflectometer sensors 
Prepositional Phrases as nominal 
post-modifiers 
long-term effects of inorganic and organic fertilizers, the increasing 
rate of demand for products, the knowledge of spatial distribution of 
soil carbon with depth, the research on the relationship between the 
overstatement of the reported output and management compensation, 
her posted list of publications in reverse chronological order with 
publication titles within the same year 
Non-finite Relative Clauses External factors affecting the implementation 
Policies proposed by the committee 
Finite Relative Clauses The context in which the concept of matter is taught was difficult to 
discern from the sampled textbooks 
Finite Adverbial Clauses Although they had been enemies, one of them now held the other’s 
hand 
The process is easier these days because people can use widely 
accepted data about many materials and products 
Non-finite Adverbial Clauses The company tracks user locations in order to provide local weather 
updates 
Finite Complement Clauses Findings demonstrate that students may benefit from programs that 
teach effective coping strategies 
It is important that colleges and universities take measures to ensure 
Non-finite Complement Clauses It is possible to show them the advantages of the methods 
It is instead intended to create a wider understanding of the 
pervasive problem 
Nouns Soil water storage (SWS) information at high space-time resolution 
is critical for understanding numerous hydrological, biological and 
chemical processes. 
Nominalizations Communication tasks has been argued to facilitate language 
acquisition in a number of ways 
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3.7 Syntactic Complexity Measures Investigated 
The investigation of syntactic complexity has been a long-standing concern in first and 
second language research. However, due to the multitude of indices used to measure the 
complexity (see Ortega, 2003; Wolfe-Quintero et al., 1998), there is not a consensus on “what 
the construct is and what measures are appropriate” (Yang et al., 2015). Some studies have 
described complexity as a multi-dimensional construct and called for research that use measures 
to capture the multi-dimensionality (e.g., Bulté & Housen, 2012; Norris & Ortega, 2009). Norris 
and Ortega (2009) recommends employing both global complexity and more local measures that 
tap the subdomains of language such as coordination, subordination, and phrasal structures. The 
most recent approach that addresses these recommendations was developed by Lu (2010, 2011) 
and incorporated both global and local measures capturing the multi-dimensional nature of 
syntactic complexity. A growing amount of research has employed those syntactic complexity 
measures in recent years (e.g., Mancilla et al., 2017; Mazgutova & Kormos, 2015, Vyatkina, 
2013, Yang et al., 2015). Based on the model proposed by Norris and Ortega (2009) and 
multidimensional operationalization of complexity in recent years, a number of 
recommendations were taken into consideration to select the most appropriate measures in this 
study: 
1. One measure was used to measure subordination based on the recommendations of Norris 
and Ortega (2009), who claim that subordination “metrics are all equivalent, regardless of 
the denominator of choice, in that they all tap complexification as a phenomenon of 
subordination exclusively” (p. 560). In this way, multicollinearity of dependent variables 
was avoided as suggested by Tabashnick and Fidell (2013). To check if there is 
multicollinearity among the subordinations measures, a Pearson correlation was run and 
found that dependent clauses per clause and dependent clauses per T-unit showed a very 
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high degree of correlation, .983. Therefore, to avoid redundancy and multicollinearity, 
dependent clauses per clause was used in this study. 
2. The clause was considered as the unit of measurement where appropriate rather than the 
T-unit, as Lu (2010, 2011) found that the clause is a better discriminator than the T-unit 
across the levels. 
3. As per Norris and Ortega’s (2009) call for employing measurement practices conforming 
to the “construct reality of multidimensionality,” the first research question was 
addressed by metrics tapping global or general complexity, complexity for clausal 
subordination, and complexity for phrasal elaboration. In a similar vein, the second 
research question was addressed by finer-grained individual linguistic features to capture 
both phrasal and clausal complexity. 
4. In addition to more global measures, a more specific measure was also used for phrasal 
complexity that is not captured well by general measures as suggested by previous 
studies (e.g., Byrnes, 2009; Lu, 2011; Vyatkina, 2013). In fact, complex nominals per 
clause was used to capture the nominal complexity as academic writing is highly 
characterized by nominal discourse. Similarly, verb-phrases per T-unit was used to 
capture nonfinite verb constructions as these are not counted as clauses in regular T-unit 
calculations in mainstream SLA studies (see Lu, 2010 and Vyatkina, 2013 for details).  
5. Length based measures (e.g., mean length of T-unit, mean length of sentence, mean 
length of clause) are mostly targeted towards more global complexity. However, mean 
length of clause is different from the other length-based measures due to the fact that it 
captures “a more narrowly defined subclausal complexity at the phrasal level” (Norris & 
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Ortega, 2009, p. 561). For this reason, mean length of clause was employed to maximize 
the complexification sourced by phrasal elaboration at clause level. 
6. To capture an overall picture of complexity, a length-based measure that is listed by 
previous studies (e.g., Lu, 2010, 2011; Ortega, 2003) was targeted. In fact, there were 
three options: mean length of T-unit, mean length of sentence, and mean-length of clause. 
As the latest one is more suitable for subclausal complexity as indicated in #5 above, I 
examined the correlation between mean length of T-unit and mean length of sentence. It 
was a fairly high degree of correlation, .958. Therefore, I left out one to avoid 
redundancy, and selected mean length of T-unit, considering that it is one of the most 
commonly used measures in the literature (Yang et al., 2015). Additionally, the findings 
provided by Yang et al. (2015) corroborate using mean length of T-unit as a general 
complexity measure. 
Based on the points elucidated above, the following figure describes the multi-dimensional 
representation of syntactic complexity operationalized in the present study. 
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Figure 3.4 Multi-dimensional representation of syntactic complexity (Adapted from Yang et al. 
(2015) 
To sum up, as per the recommendations put forward by prior studies explained in detail 
above, the current study employed the following complexity measures listed in Table 3.4. 
Table 3.4 Syntactic Complexity Measures Investigated in the Study 
Sub-construct Measure Definition 
Global complexity  Mean length of T-unit (MLT) 
Number of words divided by number of T-
units 
Elaboration at clause 
level 
Mean length of clause (MLC) 
Number of words divided by number of 
clauses 
Clausal subordination 
Dependent clauses per clause 
(DCC) 
Number of dependent clauses divided by 
number of T-units 
Phrasal coordination 
Coordinate phrases per clause 
(CPC) 
Number of coordinate phrases divided by 
number of clauses 
Noun phrase 
complexity 
Complex nominals per clause 
(CNC) 
Number of complex nominal divided by 
number of clauses 
Non-finite verb 
complexity 
Verb phrases per T-unit (VPT) 
Number of nonfinite verb phrases divided 
by number of T-units 
Note: Adapted from Yang et al. (2015)  
Global 
complexity
Mean Length of 
T-Unit (MLT)
Elaboration at 
Clause Level
Mean Length of 
Clause (MLC)
Phrasal 
Coordination
Coordinate Phrases 
per Clause (CPC)
Noun Phrase 
Complexity 
Complex Nominals 
per Clause (CNC)
Verb phrases per 
T-unit
Nonfinite verb 
complexity (VPT)
Clausal 
Subordination
Dependent Clauses 
per Clause (DCC)
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3.8 Data Analyses 
Several quantitative corpus-based methodologies were used in the analysis of the corpora. 
The analysis helped the investigation of linguistic characteristics represented in the corpus. As 
indicated in the corpus annotation section in this chapter, all the texts in the corpus were tagged 
using the Biber Tagger. That is, Biber’s ‘tagcount’ program was used to count the linguistic 
features using grammatical and lexical tags produced by the tagger. In addition to the tagging 
process, the corpus was analyzed through the Complexity Program9 (Gray, 2011), which 
provides normed rate of occurrences for the linguistic features. This program was developed and 
used in several studies (e.g., Biber & Gray, 2010; Biber et al., 2011, Gray, 2011). The texts in the 
corpus were also analyzed by Synlex Syntactic Complexity Analyzer10, which provides syntactic 
complexity analysis using 14 different measures (Lu, 2011). The complexity analyzer was used 
in a number of research studies (e.g., Lu, 2010, 2011; Lu & Ai, 2015; Mazgutova & Kormos, 
2015). Finally, Antconc, a concordance software (Anthony, 2014), was used to analyze the 
occurrences of linguistic features in their own contexts. The discourse functional role(s) of the 
linguistic features in texts were revealed through this analysis.  
This study was based on a “Type B” design as described by Biber and Jones (2009, p. 
1298). This type of design counts each text as an observation and allows researchers “to compute 
mean rates of occurrence and standard deviations of linguistic features… and to also use standard 
inferential statistics (ANOVA) to test for significant differences among those mean scores.” 
(Biber & Gray, 2013, p. 112). Using mean rate of occurrences helps reduce the effect of 
individual texts that may contain a particular linguistic feature more than do other texts. To 
                                                 
9 The complexity program was developed by Dr. Bethany Gray while she was carrying out her 
dissertation research at Northern Arizona University (NAU). 
10 The Synlex syntactic complexity analyzer was developed by Dr. Xiaofei Lu at Pennsylvania State 
University (PSU). 
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conduct a Type B analysis, which allows for referential statistics and calculation of variability 
within the texts in a register, rates of occurrences were calculated for each text in the corpus 
through “norming” the raw counts for the linguistic features to a standard rate per thousand 
words (see Biber et al., 1998, p. 263-264). Normed rates of occurrences were obtained dividing 
total raw frequencies of a feature by the total number of words in the text or corpus, and then 
multiplying this number by a norming number, which was 1000 in this study. Equation 1 
displays the calculation of normed rate of occurrences. 
Equation 1. Calculation of normed rate of occurrences  
Normed Rate of Occurrence = 
Raw Frequency of Feature X in Text Y  
X Norming Number 
Total Number of Words in Text Y 
 
As discussed above, the normed rate of occurrences per text allows for the compilation of an 
averaged occurrence of a linguistic feature in a sub-corpus or register. This in turn makes it 
possible to compute standard deviation and variability for the feature within that sub-corpus or 
register. For this reason, using the normed rates of occurrences per text, Analysis of Variance 
(ANOVA) and Multivariate Analysis of Variance (MANOVA) were computed to investigate the 
variation of the targeted linguistic features and syntactic complexity measures across disciplines 
and registers in this study.  
To address the first research question, a 2x3 factorial design was modeled and a two-way 
between-subjects MANOVA model was estimated. Six dependent variables (syntactic 
complexity measures) were examined via this research question. As MANOVA “works 
acceptably well with moderately correlated DVs in either direction,” correlations among the DVs 
were examined (Tabachnick & Fidell, 2013, p. 270). For this reason, Pearson product-moment 
correlation coefficients were estimated. While four of the DVs were found to correlate 
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moderately, two of them did not. Therefore, the measures (MLT, DCC, CPC, and MLC) were 
modeled with MANOVA. Additionally, multicollinearity statistics for these measures were 
checked, and were found to be low enough for estimating a MANOVA model. The other two 
measures (CNC and VPT) were analyzed via separate ANOVAs. 
To address the second research question, again a 2x3 factorial design was modeled and a 
series of ANOVAs were estimated. A number of steps were taken to determine if the 12 DVs are 
related to each other. An exploratory factor analysis was conducted to see if these measures are 
tapping into the same dimensions/constructs. However, no clear factor structure emerged from 
the factor analysis. Therefore, a series of separate ANOVA models were employed to estimate 
main and interaction effects of discipline and register on the specific measures of syntactic 
complexity. Because estimating multiple ANOVAs may lead to increased Type 1 error 
(Tabachnick & Fidell, 2013), this threat was controlled by applying a Bonferroni correction such 
that statistical significance was determined when p≤.004. 
To address the third research question, an SFL-based discourse analysis was conducted. 
Nominal modifiers were focal linguistic features of this qualitative analysis. Several nominal 
premodifiers and postmodifiers were analyzed based on the context they appeared in the corpus 
texts. Their roles in academic writing discourse were interpreted. 
This section discussed the data analyses as well as the quantitative and qualitative 
procedures employed in the study. The following subsections describe how each research 
question was analyzed in detail.   
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3.8.1 Analysis of Research Question 1 
Research question 1 is an exploration of syntactic complexity as an overarching start for 
this study. Various syntactic complexity measures have been used in the past studies. Despite the 
fact that traditional length-based measures of grammatical complexity (e.g., T-unit) have 
received criticism from recent research, they are still being consistently used in complexity 
studies (e.g., De Clercq & Housen, 2017; Hunt, 1964, 1970; Loban, 1976; Mancilla et al., 2017; 
Nippold, 2005; Yang et al., 2015). Although the use of T-units as primary indicators of syntactic 
complexity constrains the representation of complexity at various syntactic levels (Lambert & 
Kormos, 2014), T-unit measures have been viewed as objective and reliable indices (Beers & 
Nagy, 2011; Frear & Bitchener, 2015; Jiang, 2013). Therefore, this study utilized the syntactic 
complexity measures explained in Table 3.4. As mentioned in section 3.8, the corpus texts were 
analyzed by Synlex syntactic complexity analyzer, which was used in a number of studies (e.g., 
Lu, 2010, 2011; Lu & Ai, 2015; Mancilla et al., 2017; Mazgutova & Kormos, 2015; Yoon & 
Polio, 2017). Synlex analyzes syntactic complexity using 14 different measures covering length 
of production units, amounts of coordination, amounts of subordination, and degree of phrasal 
sophistication (Ai, 2016). Synlex has a web-based interface for analyzing a single text or batch 
mode for up to 100 texts at a time. However, because the corpus in this study was large, the texts 
were sent to one of the developers of Synlex, and were analyzed through their super computers. 
The results were received as a CSV file. 
Based on the computational analysis of the texts in terms of the six syntactic complexity 
measures explained in detail in section 3.7, the data were applied a 2x3 factorial design. In this 
factorial design, discipline and register were assigned as independent variables. The syntactic 
complexity measures were dependent variables. A two-way between-groups MANOVA model   
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was estimated. In the model, main and interaction effects were estimated for the independent 
variables on the syntactic complexity measures.  
3.8.2 Analysis of Research Question 2 
The second research question aimed to investigate to what extent discrete phrasal and 
clausal linguistic features (see Table 3.3) varied across disciplines and between registers in the 
corpus. As most complexity measures report cumulative scores, it is a challenge to identify 
which linguistic features lead to that complexity reported in cumulative scores. However, 
quantitative identification of individual linguistic features via Gray’s (2011) complexity analyzer 
helped to show how frequently these lexico-grammatical features appear in master’s theses and 
published journal articles. As frequency information can provide solid empirical basis for 
decisions on teaching materials (Biber & Reppen, 2002), it was fruitful to explore to what extent 
nominal modifiers were represented in the respective disciplines. As aforementioned, the texts 
were analyzed by the Complexity Program (Biber & Gray, 2010; Biber et al., 2011; Gray, 2011, 
2015). Normed frequencies of each linguistic feature listed in Table 3.3 were computed through 
a series of two-way between-subjects ANOVAs, using General Linear Model function in IBM 
SPSS (version 20). In this factorial ANOVA model, discipline and register were assigned as 
independent variables and discrete linguistic features were treated as dependent variables for the 
analysis of this research question. In the ANOVA model, main and interaction effects were 
estimated for the independent variables on the individual linguistic features. It is known that 
conducting multiple ANOVAs may lead to increased Type 1 error, which is broadly defined as a 
false detection of a difference among the groups. However, this threat “can be controlled by  
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 applying a Bonferroni correction to each test in a set of separate ANOVAs on each DV” 
(Tabachnick & Fidell, 2013, p. 270). Therefore, after running a full factorial model for each 
dependent variable at .005 alpha level, a Bonferroni correction was applied to the results of 
ANOVAs. 
Table 3.5 Summary of Data Analyses 
RQ Analysis Reason Method 
1. Normed rates of 
occurrences for six 
syntactic 
complexity 
measures 
principally 
selected based on 
the 
multidimensional 
construct 
definition of 
complexity 
 
Mean length of T-unit and Dependent clauses per 
clause are the most frequently used measures to 
investigate sentence and clause complexity 
(Mazgutova & Kormos, 2015). Since learners are 
expected to show a decrease in these metrics at 
the more advanced levels of writing (Norris & 
Ortega, 2009; Ortega, 2003, 2015), it is 
meaningful to learn if there is a reduction in the 
published journal articles. However, recent 
research has revealed mixed results. That is, 
subordination did not drop as expected in the 
higher levels of proficiency (Vyatkina et al., 
2015; Mazgutova & Kormos, 2015). Hence, it 
might be plausible to compare the texts of early-
level graduate students to that of the published 
journal articles.  
Synlex Syntactic 
Complexity Analyzer 
 
A 2x3 factorial 
multivariate analysis of 
variance (MANOVA) 
 
2. Normed rates of 
occurrences for 
individual 
grammatical 
features  
 
 
Inclusion of discrete linguistic features of 
nominal modifiers in syntactic complexity 
measurement provides a more integrative 
approach to the complexity analysis as suggested 
by recent research (e.g., Bulté & Housen, 2012; 
Staples et al., 2016; Yang et al., 2015). 
Gray’s (2011) phrasal 
complexity program 
 
A 2x3 factorial analysis 
of variance (ANOVA) 
3. Examples of 
nominal modifiers 
from the corpus 
are analyzed  
As nouns and NP modifiers are able to expand 
the clause in science discourse, the informational 
density of the science research is reflected 
through these structures. However, the ways how 
they are functionally used in science research 
writing needs further attention.  
Nominal pre- and post-
modifiers listed in RQ2 
are qualitatively 
examined. 
 
SFL-based discourse 
analysis and corpus-
based phrasal 
complexity research 
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3.8.3 Analysis of Research Question 3 
The third research question investigated how nominal groups are constructed in academic 
discourse. As nouns and NP modifiers have been found as the most striking features whose use 
in science research writing has increased tremendously, this research question deliberately 
focused on the nominal modifiers. Drawing on the premises of SFL-based discourse analysis and 
corpus-based phrasal complexity research, a more qualitative and functional approach was taken 
to respond to this research question. Three major nominal modifiers were analyzed in this 
question: nouns as nominal pre-modifiers, adjectives as nominal premodifiers, and PPs as 
nominal postmodifiers. Representative samples of each nominal modifier were first targeted in 
the untagged corpus. At first stage, a close look at the features in context was conducted. Then 
the ways each nominal modifier is used in the respective disciplines were targeted and identified. 
For example, it was found that agronomy tended to use multiple noun sequences more than the 
other two disciplines did. Therefore, I focused on agronomy to detect the examples for the 
variance of nouns as premodifiers. After locating the representative samples in the context, I 
looked at the meaning relationships the nominal modifiers constituted in context. The analysis 
accounted for how nominal modifiers extensively package meaning in science discourse, which 
otherwise would be expressed through clausal structures.  For example, nouns as nominal 
premodifiers and PPs as nominal postmodifiers were analyzed for the meaning they carried and 
compared with an equivalent clausal structure (e.g., relative clauses). 
This section explained how the data was analyzed to address the research questions. As 
mentioned, the linguistic features may show varied existence across different registers. The 
situational context of each register may affect the linguistic characteristics of the texts. 
Therefore, the subsequent section provides an analysis of the situational characteristics of the 
corpus registers in the study. 
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3.9 The Situational Characteristics of the Corpus Registers 
Researchers have long been interested in explaining the variation in language use across 
different contexts, resulting in studies known as “registers” or “genres” (Conrad & Biber, 2001; 
Staples et al., 2016). Although researchers have used the terms “register” and “genre” 
interchangeably in the literature, the current study uses the term “register,” following the register 
variation framework developed by Douglas Biber and his colleagues (e.g., Biber, 1994; Biber & 
Conrad, 2009; Gray, 2011). According to the register variation framework, registers are 
described in terms of the situational context in which they are used, linguistic features, and the 
functional correlates of linguistic features in relation to the situational context (Biber & Conrad, 
2009). Registers vary to a great extent based on situational factors (e.g., speakers’ purpose in 
communication, topic, and the production circumstances) in addition to their linguistic 
characteristics (Biber & Conrad, 2009; Gray, 2015).  
The major premise underpinning the register variation framework is that the linguistic 
differences among registers can be explained by the situational characteristics. That is, because 
linguistic features are functional (Biber & Conrad, 2009), they are used in accordance with the 
communicative purposes and situational context of registers. Corpus-based register variation 
analysis allows for the detection of linguistic features that functionally correspond to the 
situational characteristics of registers. In this way, the functions of the linguistic features are 
differentially analyzed considering the non-linguistic, or situational, characteristics (Gray, 2015). 
There are many well-known registers such as novels, letters, lectures, and biographies. 
While registers can be defined more generally, such as conversation and academic writing, they 
can be defined more specifically, such as research articles and theses within academic prose. The 
next section presents an analysis of situational characteristic of research articles and master’s 
theses across three disciplines.  
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3.9.1 The Framework for the Situational Characteristics of the Corpus Registers 
A number of frameworks have been proposed to analyze the situational characteristics of 
registers. In addition to Biber’s (1994) initial framework, Biber and Conrad (2009) offered a 
framework analyzing conversation and academic writing. Although Biber and Conrad’s (2009) 
framework is noteworthy for the analysis of two distinctive registers, Conrad (1996), focusing on 
academic writing, provided a framework used to analyze research articles, textbooks, and student 
writing (Gray, 2015). In addition to these, Gray (2011, 2015) proposed a framework to analyze 
the situational characteristics of the academic journal register where she examined 240 research 
articles from six disciplines. Because Gray’s (2011, 2015) and Conrad’s (1996) frameworks are 
more directly applicable to the present study, the analysis of situational characteristics of 
research articles and master’s theses was informed by these frameworks. Specifically, the 
analysis presented here is primarily adapted from Gray (2015) and some characteristics were 
employed using Conrad (1996). Table 1 summarizes the analysis of the situational characteristics 
of the corpus texts. There are six categories of characteristics: participants, length, subject/topic, 
purpose, process, and nature of data or evidence. The following section describes the analysis of 
these major characteristics in relation to the study corpus. 
3.9.1.1 Participants 
In this analysis, the participants of the texts in the corpus were analyzed in terms of the 
number of the writers of texts, the training they have, and the relationship between the writers of 
the texts and their audience. As Table 3.6 displays, while master’s theses in all disciplines have 
naturally only one writer, research articles vary substantially in the number of writers across 
disciplines. Agronomy stood out as the discipline in which the number of the writers per text is 
notably higher than industrial and manufacturing systems engineering and applied linguistics 
respectively. In other words, as shown in Table 3.6, there is no single author research article in 
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agronomy and half of them are written by four or five writers. Almost one third of the texts in 
agronomy are written by at least six writers. In contrast to agronomy, applied linguistics texts 
exhibit an inverse trend in that research articles in applied linguistics are written by a fewer 
number of writers ranging from one to three. A research article in applied linguistics written by 
four or more writers could not be found.  
The level of training writers receive in the field is another criterion. As Table 3.6 shows, 
master’s theses are written by graduate level students who are pursuing their postgraduate 
education in their fields, and are typically checked carefully by their thesis advisors prior to 
publication. Drawing on Conrad’s (1996) framework, these students could be considered 
advanced students. In most master’s programs, students complete a certain number of course 
credits and write their theses as the culminating product of their program. In contrast to student 
writers of master’s theses, the writers of research articles are considered professional writers. 
Moreover, their writing is reviewed and well edited by several other specialists in the content 
area. Writers of research articles purportedly possess more knowledge and experience in the 
respective disciplines than the master’s students. Because publishing articles in the journals 
represented in this corpus require more proficient writers with considerable expertise, the writers 
of the research articles should have a higher level of experience. Furthermore, as explained 
above, research articles are generally composed by more than one author, and the writers can 
easily combine their expertise, resulting in a collaborative effort of writing. 
Another criterion pertaining to the participants is the relationship between the writer and 
the readers. In master’s theses, the primary audience is the thesis advisor and the committee 
although the thesis could later be accessed by other readers. The audience of the research articles 
is the readers of the journals in respective disciplines. The readers are generally researchers in 
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the (sub)disciplinary community of the fields represented in the corpus. The research articles are 
instantly published online by the journals and they can be accessed by the readers electronically. 
3.9.1.2 Length 
Text length is another distinguishing feature in the analysis. As shown in Table 3.6, 
master’s theses are longer than research articles. In both registers, the texts in applied linguistics 
are the longest. Agronomy master’s theses are shorter than applied linguistics, but longer than 
industrial and manufacturing systems theses. The length differences in research articles across 
disciplines are more striking. Agronomy has the shortest length of research articles. The length 
of the applied linguistics research articles almost doubles the length of articles in industrial and 
manufacturing systems engineering. The length difference between agronomy and applied 
linguistics texts becomes more pronounced.  
3.9.1.3 Subject/Topic 
According to Gray (2015), “what a text is about is commonly thought to be largely 
determined by discipline” (p. 59). The topics are believed to be determining characteristics of 
disciplines. However, some disciplines may subsume more subtopics or variation. As 
“synthesizing the topics or a range of texts can be rather challenging for the non-specialist,” the 
topics identified in this analysis were determined by the guidance of the disciplinary experts 
(Gray, 2015, p. 60). For example, industrial and manufacturing systems engineering was divided 
into three major subject areas: operations research, human factors and ergonomics, and 
manufacturing. Similarly, the major topical areas in agronomy were determined by the guidance 
of a disciplinary expert. Agronomy topics include crop production and physiology, plant 
breeding, soil science, and meteorology.  
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Table 3.6 The Situational Characteristics of Texts in the Corpus 
 Master’s Theses Research Articles 
Agron Appling Imse Agron Appling Imse 
Participants       
Writer Number       
1 30 30 30 0 10 2 
2-3 0 0 0 6 20 18 
4-5 0 0 0 15 0 8 
6+ 0 0 0 9 0 2 
Writer Training       
Professional    30 30 30 
Advanced Student 30 30 30    
Relationship       
Audience 
The thesis 
committee 
The thesis 
committee 
The thesis 
committee 
Readers of the 
journals in 
Agronomy 
Readers of the 
journals in 
Applied 
Linguistics 
Readers of the 
journals in 
Industrial and 
Manufacturing 
Systems 
Engineering 
Length       
Mean Page 
Length 
55.56 73.16 49.3 9.73 24.2 12.56 
Page Length 
Range 
26-103 40-175 24-80 5-17 14-37 7-22 
Subject/Topic       
General Topic Crop production 
& physiology, 
plant breeding, 
soil science, and 
meteorology 
Structure, use, 
and acquisition of 
human language 
Operations 
research, human 
factors & 
ergonomics, and 
manufacturing 
Crop production 
& physiology, 
plant breeding, 
soil science, and 
meteorology 
Structure, use, 
and acquisition of 
human language 
Operations 
research, human 
factors & 
ergonomics, and 
manufacturing 
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Table 3.6 (Continued) 
Purpose       
Academic 
Purpose 
To demonstrate 
the understanding 
of the field 
To demonstrate 
the understanding 
of the field 
To demonstrate 
the understanding 
of the field 
To build 
knowledge in the 
field with cutting-
edge research 
To build 
knowledge in the 
field with cutting-
edge research 
To build 
knowledge in the 
field with cutting-
edge research 
Process       
Writing process Through the thesis 
advisor and to 
some extent the 
thesis committee 
Through the 
thesis advisor and 
to some extent the 
thesis committee 
Through the 
thesis advisor and 
to some extent the 
thesis committee 
Through peer-
review with 
possibly multiple 
revisions 
Through peer-
review with 
possibly multiple 
revisions 
Through peer-
review with 
possibly multiple 
revisions 
Nature of Data 
or Evidence 
      
Presence of 
Observed Data 
30 30 30 30 30 30 
Numerical 
Evidence 
      
Yes 30 29 30 30 27 29 
No 0 1 0 0 3 1 
Primary 
presentation of 
evidence 
      
Prose discussion 0 19 0 0 5 1 
Quantitative 
displays 
30 11 21 29 25 20 
Mathematical 
formulas and 
algorithms 
0 0 9 1 0 9 
Object of Study 
Samples of soil, 
crops, plants, and 
meteorological 
data 
 
Language 
learning processes 
and production 
Numerical and 
optimization 
models, 
simulations, 
manufacturing 
processes, and 
human factors 
Samples of soil, 
crops, plants, and 
meteorological 
data 
 
Language 
learning 
processes and 
production 
Numerical and 
optimization 
models, 
simulations, 
manufacturing 
processes, and 
human factors 
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3.9.1.4 Purpose 
Academic writing is generally described as informational in terms of its purpose (Biber, 
1988, 2006). However, this general purpose can be analyzed at “several different levels of 
specificity and defining specific purposes can be difficult, often requiring more subjective 
interpretations” (Gray, 2015, p. 61). For example, the overall purpose of a research article can be 
classified as to build new knowledge in the field with a cutting-edge research, making a 
contribution to that field. As pointed out by Gray (2015), more specific distinctions of purpose 
can be made depending on differing article types (theoretical and empirical research articles). 
The purpose of a master’s theses can be different from the purpose of a research article. In 
general, the master’s thesis could be viewed as an early demonstration of understanding of how 
the field builds knowledge.  
3.9.1.5 Process 
One of the influential situational factors between research articles and master’s theses is 
the process of writing and production. The research articles published by major well known 
journals go through a peer review process. The writers prepare the manuscript and submit 
electronically to the journal. It is first examined by the editor of the journal and sent to the 
anonymous reviewers. At least two reviewers read the manuscript and provide their decisions 
with their feedback. In most cases, even if the manuscript is accepted for publication, it goes 
through several rounds of revision and is resubmitted again after revision. Unlike research 
articles, master’s theses do not go through a peer review process. They go through the thesis 
advisor and to some extent the thesis committee members. Graduate students revise their texts 
based on the feedback they receive from their advisors and prepare their theses. They can also 
solicit feedback from their committee members.  
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3.9.1.6 Nature of data or evidence 
The way disciplines present the data or evidence to investigate their research questions 
differs across disciplines. The first characteristic that could vary in the nature of data or evidence 
is observed data. Some disciplines (e.g., philosophy, theoretical physics) do not rely on observed 
data. Instead, they focus on theoretical arguments or ideas (Gray, 2015). The disciplines 
represented in this study all treat observed data via their empirical research investigations.  
The second characteristic pertaining to the nature of data examined in this situational 
analysis is the use of quantifiable data. As Table 3.6 shows, quantifiable data is remarkably used 
in almost all texts in both registers. Applied linguistics has three research articles that did not 
employ any quantitative data. This is due to the methodology followed in those studies. That is, 
they are based on qualitative research methodology rather than quantitative research. Despite the 
appearance of numerical/quantifiable data in almost all texts, it may not be true to argue that 
those only depend on numerical evidence. Especially applied linguistics texts combine both 
quantitative and qualitative data in their presentation of results. For example, some applied 
linguistics texts used both descriptive statistics to quantify their data and complemented those 
numerical data with qualitative data.  
Another distinctive situational characteristic for the nature of data is the primary 
presentation of evidence. There are three ways of presenting evidence as prose discussion, 
quantitative displays, and mathematical formulas and algorithms. Although prose discussion 
cannot be separated from the texts in all disciplines, some disciplines use quantitative displays or 
mathematical formulas as their primary means of presenting evidence. For example, while 
agronomy texts in both research articles and master’s theses use quantitative displays such as 
tables and figures, industrial and manufacturing systems engineering texts use both quantitative 
displays and mathematical formulas and algorithms along with quantitative displays. 
99 
 
 
Mathematical formulations are heavily pervasive in texts where writers develop a model or 
simulation for a problem. To describe the model or optimization they propose, the authors use 
mathematical formulations and algorithms behind their model. These texts substantially come 
from the operations research topics of industrial and manufacturing systems engineering. Prose 
discussion is less commonly utilized in these two disciplines. Applied linguistics texts differ in 
terms of register. That is, research articles primarily employ quantitative displays to present 
evidence whereas master’s theses depend more on prose discussion than on quantitative displays.  
The last criterion differentiating these registers and disciplines is the object of study. The 
objects of study seem to correlate with the subject matter of the disciplines. Although there could 
be some variability across the texts within a discipline, the overall object of study for applied 
linguistics could be related to the exploration of language learning processes and production. The 
object of study for agronomy rests on three major areas. The agronomists primarily study soil, 
crops, plants, irrigation, and meteorological ecosystem. For example, specific plant/crop types 
such as corn and soybean can be the object of study in agronomy. The object of study for 
industrial engineering shows variation depending on the sub-disciplinary areas. The texts on 
operations research and decision science encompass numerical and optimization models 
developed to find a solution to a problem or improve the efficiency of a system. For example, 
one of the research articles attempts to develop a simulation optimization approach to long-term 
care capacity planning. Such modeling and optimization studies in industrial and manufacturing 
systems engineering tend to take the data from real-life situations in industry and attempt to 
develop models for those situations. For example, one of the texts develops a model to ease the 
appointment scheduling under patient preference and no-show behavior for airline industry. 
While operations research texts largely depend on modeling and optimization data as object of 
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study, a number of texts focus on cognitive factors and usability in human factors and 
ergonomics. They investigate how various factors could be examined in relation to system 
development. For example, usability studies are used in ergonomics research.  
3.10 Summary of the Chapter 
This chapter explicated the methodology employed in the study. The chapter first 
described the research and corpus design. It then provided the linguistic features and syntactic 
complexity measures investigated in the study. The chapter explained the data analyses 
procedures and ended with an analysis of the situational characteristics of the corpus registers.  
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CHAPTER 4.    RESULTS 
4.1 An Overview of the Chapter 
This chapter presents the results of the data analysis performed to investigate the three 
research questions of this study. To answer the first research question on the syntactic 
complexity measures, a 2x3 factorial design was modeled and a two-way between–subjects 
MANOVA and separate ANOVAs were conducted. To answer the second research question on 
the phrasal and clausal characteristics of academic writing, individual linguistic features of 
phrasal and clausal complexity were analyzed based on a series of factorial ANOVAs. To answer 
the third research question, the usage of nominal modifiers was analyzed and how nominal 
groups are used differently across the disciplines was elucidated. The next section provides 
results for each research question respectively. 
4.2 Results for Research Question 1 
The first research question draws upon the measurement of syntactic complexity among 
three disciplines and two registers. As highlighted in Chapter 2, complexity has been a long-
standing concern in language research and has been investigated from different perspectives. The 
most recent approach to complexity has been proposed by Norris and Ortega (2009), who called 
for studies that view complexity as multi-dimensional rather than a single unified construct.  
However, very few studies have operationalized complexity as a multi-dimensional construct 
(Bulté & Housen, 2012; Yang et al., 2015). In the studies that viewed complexity multi-
dimensionally, complexity was operationalized to capture both global and local constructs.  
This study was situated on the model proposed by Norris and Ortega (2009) and 
operationalized to investigate complexity multi-dimensionally through the first two research 
questions. The first focuses more on the global and larger (sub)constructs of complexity (e.g., 
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global, subordination, coordination, subclausal). The second focuses on more specific and fine-
tuned measures (e.g., specific linguistic features).  
As mentioned above, the first research question investigated the measures of complexity 
that tap the major domains of language such as coordination, subordination, and subclausal 
structures. To analyze the question, a 2x3 factorial design was used. In this factorial design, 
discipline with three levels (Agronomy, Applied Linguistics, and Industrial and Manufacturing 
Systems Engineering) and register with two levels (published research article and master’s 
theses) were assigned as independent variables. Syntactic complexity measures listed in Table 
4.4 were dependent variables. A two-way between-groups multivariate analysis of variance 
(MANOVA) model was estimated. 
In the MANOVA model, main effects for discipline and register and an interaction 
between these main effects were estimated for the combined model and for each dependent 
variable. Table 4.1 summarizes the p values for each of these model effects, partial η2 effect size 
for each model, and the means across the three disciplines and two registers as well as for the six 
combinations of discipline and register that constitute the interaction. The following part in this 
section reports the two-way between-groups MANOVA results for the combined model and 
univariate ANOVA tests for each dependent variable respectively. 
Before performing MANOVA, the dependent variables were tested to check whether they 
were compatible with the usual requirements for MANOVA results to be valid. For this reason, 
Pearson product-moment correlations were estimated among the dependent variables. As shown 
in Table 4.1, the measures were moderately correlated with each other. As MANOVA does not 
work well with highly correlated dependent variables nor with uncorrelated dependent variables,
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the Pearson correlation results verified that the dependent variables were compatible with the 
estimation of a MANOVA model. 
Table 4.1 Pearson Product-Moment Correlations among Dependent Variables 
  
Mean length 
of T-unit 
Dependent 
clause per 
clause 
Coordinate 
phrase per 
clause 
Mean length 
of clause 
Mean length of T-unit (MLT) 1 .471** .390** .532** 
Dependent clause per clause (DCC) .471** 1 -.419** -.468** 
Coordinate phrase per clause (CPC) .390** -.419** 1 .791** 
Mean length of clause (MLC) .532** -.468** .791** 1 
 
In addition to estimating Pearson product-moment correlations, the measures were 
checked for multicollinearity using Collinearity Diagnostics in Linear Regression in SPSS 
(version 20). As shown in Table 4.2, the mean length of T-units was entered as the variable, and 
tests indicated very low levels of multicollinearity (VIF = 1.291 for dependent clauses per clause, 
2.696 for coordinate phrase per clause, and 2.847 for mean length of clause). Therefore, a low 
level of multicollinearity allowed two-way between-groups MANOVA. The next section reports 
the results of the MANOVA. 
Table 4.2 Multicollinearity Statistics for Dependent Variables 
Measures 
Collinearity Statistics 
Tolerance VIF 
Dependent clauses per clause .775 1.291 
Coordinate phrase per clause .371 2.696 
Mean length of clause .351 2.847 
Note: Based on the dependent variable mean length of T-unit  
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A two-way between-groups MANOVA was performed to investigate the differences in 
syntactic complexity measures for the independent variables of discipline and register. The 
estimated model resulted in a statistically significant interaction effect between discipline and 
register on the combined dependent variables, F (8, 342) = 2.02, p = .043; Wilks’ Lambda = .91; 
partial eta squared = .045. However, as the effect value shows, the combined model may not be 
impactful. Additionally, there were statistically significant main effects of both discipline, F (8, 
342) = 35.358, p ≤ .001; Wilks’ Lambda = .300, partial η2 = .453; and register F (4, 171) = 
12.364, p ≤ .001; Wilks’ Lambda = .776, partial η2 = .224 on the combined dependent variables. 
As shown in Table 4.3, discipline appeared to have a greater effect on the combined model than 
register.  
Table 4.3 Multivariate Test Results for Syntactic Complexity Measures 
Effect Test Value F 
Hypothesis 
df 
Error df Sig. 
Partial Eta 
Squared 
Observed 
Power 
disc 
Wilks’ 
Lambda 
.300 35.358 8.000 342.000 .000 .453 1.000 
reg .776 12.364 4.000 171.000 .000 .224 1.000 
disc*reg .912 2.02 8.000 342.000 .043 .045 .824 
Notes. Computed using alpha = .05; disc = discipline, reg = register 
 
 
1
0
5
 
Table 4.4 Univariate Test Results for Syntactic Complexity Measures 
Measure R² 
 
 
Main-Effect 
p 
Inter-
effect p  
η2 Means for disc  Means for reg  Means for disc*reg 
disc reg disc*reg agr apl imse ra ths agr* 
ra 
agr* 
ths 
apl* 
ra 
apl* 
ths 
imse* 
ra 
imse* 
ths 
MLT .282 ≤.001* ≤.001* .114 
.214 
.086 
.025 
23.23 25.44 21.40 24.33 22.39 24.64 21.83 25.70 25.18 22.64 20.16 
MLC .433 ≤.001* ≤.001* .053 
.341 
.176 
.033 
16.49 13.90 13.92 15.55 13.99 17.71 15.27 14.51 13.29 14.44 13.41 
DCC .554 ≤.001* .463 .006* 
.541 
.003 
.057 
.275 .428 .336 .343 .349 .263 .287 .413 .442 .353 .319 
CPC .432 ≤.001* ≤.001* .059 
.364 
.135 
.032 
.638 .453 .386 .548 .436 .729 .547 .498 .408 .417 .355 
CNC .302 ≤.001* ≤.001* .355 
.235 
.134 
.012 
2.26 1.94 1.86 
 
2.14 1.90 
 
2.43 2.09 2.05 1.83 1.95 1.77 
VPT .584 ≤.001* .407 .034 
.588 
.004 
.038 
1.84 2.65 2.19 
 
2.21 2.25 
 
1.82 1.85 2.57 2.74 2.24 2.14 
Note: MLT = Mean length of T-unit; MLC = Mean length of clause; DCC = Dependent clauses per clause; CPC = Coordinate phrase per clause; 
CNC = Complex nominals per clause; VPT = Verb phrase per T-unit; * (shaded parts) significant at p = ≤ .012 level because of Bonferroni 
correction (which adjusts the acceptable level of Type I error downward to reflect the consequences of multiple tests of the same type). Agr = 
Agronomy; apl = Applied Linguistics; imse = Industrial and Manufacturing Systems Engineering; disc = discipline; reg = register; ra = research 
article; ths = theses. 
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Univariate Tests 
Following the calculation of multivariate statistics for the combined model, univariate 
tests of separate ANOVAs were performed. The following subsections report the results for each 
dependent variable. For these ANOVA tests, Bonferroni adjustment was set at an alpha level of p 
= < .012 for all ANOVA tests on the dependent variables to decrease the possibility of a Type 1 
error (.012 = .05/4). 
4.2.1 Mean Length of T-Unit (MLT) 
When the results for MLT as a dependent variable were considered separately, both 
discipline and register reached statistical significance. No interaction effect of discipline and 
register was available, though. There was a main effect of discipline of the normalized rate of 
mean length of T-unit, F (2, 174) = 23.728, p = ≤ .001, partial η2 = .214. As indicated in Table 
4.4, mean scores for disciplines displayed moderate variability. Post hoc comparisons using the 
Tukey HSD test indicated that the mean score for MLT for applied linguistics (M=25.44, 
SD=3.94) was significantly larger than those of agronomy (M=23.24, SD=3.24) and industrial 
and manufacturing systems engineering (M=21.40, SD=2.84). Register was the other 
independent variable that had a main effect on MLT. An inspection of the mean scores indicated 
that published research articles contained a slightly higher level of MLT (M=24.33, SD=3.38) 
than did master’s theses (M=22.39, SD=3.85) (see Table 4.4 for details). 
 
Figure 4.1 Profile plots for Mean Length of T-unit (MLT) 
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4.2.2 Mean Length of Clause (MLC) 
Similar to MLT, a similar pattern of interaction and main effects for discipline and 
register on MLC was observed. There was a statistically significant main effect of discipline, F 
(2, 174) = 44.937, p = ≤ .001, partial η2 = .341 and register F (1, 174) = 37.073, p = ≤ .001, 
partial η2 = .176. However, there was no interaction of discipline and register on the MLC, F (2, 
174) = 2.981, p = .053, partial η2 = .033. As shown in Table 4.4, agronomy (M=16.49, SD=1.94) 
showed a noticeable difference from industrial and manufacturing systems engineering 
(M=13.92, SD=1.86) and applied linguistics (M=13.90, SD=1.89). As shown in Table 4.5, post 
hoc comparisons of Tukey’s HSD test verified that industrial and manufacturing systems 
engineering and applied linguistics showed very parallel results for the distribution of MLC 
between the registers. As for the effect of register, published research articles included greater 
MLC (M=15.55, SD=2.28) than master’s theses (M=13.99, SD=1.80) (see Table 4.4). 
 
Figure 4.2 Profile plots for Mean Length of Clause (MLC) 
4.2.3 Dependent Clauses per Clause (DCC) 
The model for DCC resulted in a statistically significant interaction between discipline 
and register, F (2, 174) = 5.265, p = .006, partial η2 = .057. While there was a statistically 
significant main effect for discipline, F (2, 174) = 102.706, p = ≤ .001, partial η2 = .541, the main 
effect for register was not significant, F (1, 174) = .542, p = .463, partial η2 = .003. It was 
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interesting to observe an interaction of discipline and register in the absence of a statistically 
significant main effect of register. Post hoc comparisons using Tukey’s HSD test showed that 
disciplinary variation was distinct in terms of the use of DCC. Specifically, applied linguistics 
texts (M=.427, SD=.055) were notably differentiated from both agronomy (M=.275, SD=.056) 
and industrial and manufacturing systems engineering (M=.336, SD=.067). In other words, 
applied linguistics employed greater use of DCC than did the other two disciplines. As depicted 
in Figure 4.3, the interaction between discipline and register was quite straightforward for 
agronomy and applied linguistics. In fact, for both disciplines, master’s theses contained a higher 
normalized rate of DCC than did published research articles. More surprisingly, the proportions 
between the two registers in both disciplines remained almost identical as seen in Figure 4.3. 
Despite the striking similarity between applied linguistics and agronomy, industrial and 
manufacturing systems engineering followed a different path. Published research articles 
contained a greater use of DCC than master’s theses in industrial and manufacturing systems 
engineering. 
 
Figure 4.3 Profile plots for Dependent Clauses per Clause (DCC) 
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4.2.4 Coordinate Phrases per Clause (CPC) 
The univariate ANOVA test indicated a statistically significant main effect for both 
discipline and register on CPC. Disciplines showed a significant difference, F (2, 174) = 49.736, 
p = ≤ .001, partial η2 = .364. As Table 4.5 shows, post hoc comparisons using Tukey’s HSD test 
demonstrated that agronomy (M=.637, SD=.181) displayed a substantially different coverage of 
CPC than did applied linguistics (M=.452, SD=.148) and industrial and manufacturing systems 
technology (M=.385, SD=.131). There was a statistically significant difference between the 
registers, F (1, 174) = 27.236, p = ≤ .001, partial η2 = .135. An inspection of mean scores of 
registers showed that published research articles contained a greater use of CPC (M=.547, 
SD=.205) than did master’s theses (M=.436, SD=.187). Although both discipline and register had 
a main effect on CPC, no interaction of those was seen, F (2, 174) = 2.885, p = .059, partial η2 = 
.032. However, when Figure 4.4 is examined, it is evident that the difference between published 
research articles and master’s theses is notably larger in agronomy than in applied linguistics and 
industrial and manufacturing systems engineering. 
 
Figure 4.4 Profile plots for Coordinate Phrases per Clause (CPC)  
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Table 4.5 Post-hoc Comparisons of Syntactic Complexity Measures across Disciplines 
Measure Discipline 
Mean 
Difference Std. Error Sig. 
95% Confidence 
Interval 
Lower 
Bound 
Upper 
Bound 
 
MLT 
  
agron apling -2.20 0.59 0.00 -3.60 -0.82 
agron imse 1.83* 0.59 0.01 0.44 3.22 
apling imse 4.04* 0.59 0.00 2.65 5.43 
 
MLC 
  
agron apling 2.58* 0.31 0.00 1.84 3.33 
agron imse 2.56* 0.31 0.00 1.82 3.31 
apling imse -0.02 0.31 1.00 -0.76 0.72 
 
DCC 
  
agron apling -0.15 0.01 0.00 -0.18 -0.13 
agron imse -0.06 0.01 0.00 -0.09 -0.04 
apling imse .09* 0.01 0.00 0.07 0.12 
 
CPC 
  
agron apling .18* 0.03 0.00 0.12 0.25 
agron imse .25* 0.03 0.00 0.19 0.31 
apling imse .06* 0.03 0.03 0.00 0.13 
 
CNC 
agron 
agron 
apling 
imse 
.32 
.39 
0.57 
0.57 
0.00 
0.00 
.18 
.26 
.45 
.53 
 apling imse .07 0.57 .401 .06 .21 
VPT 
agron 
agron 
apling 
apling 
imse 
imse 
.81 
.35 
.45 
0.51 
0.51 
0.51 
0.00 
0.00 
0.00 
.93 
.47 
.33 
.69 
.23 
.58 
Note. MLT = Mean length of T-unit; MLC = Mean length of clause; DCC = Dependent clauses per 
clause; CPC = Coordinate phrase per clause; agron = Agronomy; apling = Applied Linguistics; imse = 
Industrial and Manufacturing Systems Engineering. 
 
In addition to performing two-way between-groups MANOVA on four syntactic 
complexity measures, several separate factorial ANOVA models were estimated for measures 
largely correlating with the MANOVA measures. To this end, complex nominals per clause 
(CNC) and verb-phrase per T-unit (VPT) were investigated by computing separate two-way 
factorial ANOVAs. The subsequent section presents the results related to these measures. 
4.2.5 Complex Nominals per Clause (CNC) 
The factorial ANOVA model for CNC resulted in statistically significant main effects for 
both independent variables. There was a remarkable difference amongst the disciplines, F (2, 
174) = 26.732, p = ≤ .001, partial η2 = .235. Post hoc comparisons using Tukey’s HSD test 
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indicated that agronomy texts contained a higher mean number of CNC (M=2.26, SD=.33) than 
did applied linguistics (M=1.94, SD=.35) and industrial and manufacturing systems engineering 
(M=1.86, SD=.32). There was a significant difference between the register categories, in that 
inspection of the mean scores listed in Table 4.4 suggests that research articles (M=2.14, 
SD=.38) had greater use of CNC than did master’s theses (M=1.90, SD=.37). There was no 
interaction between discipline and register, F (2, 174) = 1.042, p = .355, partial η2 = .012. 
 
Figure 4.5 Profile plots for Complex Nominals per Clause (CNC) 
4.2.6 Verb-Phrases per T-unit (VPT) 
As only finite clauses are counted as T-units in most SLA research, most measures do not 
capture nonfinite clauses. However, both finite and nonfinite clauses need to be included as parts 
of the complexity construct (Yang et al., 2015). Therefore, VPT measures both finite and 
nonfinite verb phrases (Lu, 2011). Considering the importance of nonfinite clauses in academic 
writing, VPT was also examined to investigate the differences in the use of nonfinite elements 
across the disciplines and registers. The results of two-way ANOVA showed that there was a 
statistically significant main effect of discipline on VPT, F (2, 174) = 124.185, p = ≤ .001, partial 
η2 = .588. Results of the post hoc comparisons elucidated the disciplinary variation. The key 
difference was observed for applied linguistics as it utilized VPT (M=2.66, SD=.36) more than 
did agronomy (M=1.84, SD=.20) and industrial and manufacturing systems engineering 
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(M=2.19, SD=.28). Although discipline emerged as a differentiating factor in the use of VPT, 
register did not result in a statistically significant difference, F (1, 174) = .691, p = .407, partial 
η2 = .004. Both published research articles (M=2.21, SD=.39) and master’s theses (M=2.25, 
SD=.48) displayed roughly the same amount of VPT. Finally, there was no interaction between 
discipline and register as seen in Figure 4.6. 
 
Figure 4.6 Profile plots for Verb Phrases per T-unit (VPT) 
4.2.7 Summary of Results for Research Question 1 
The findings are discussed further in detail in Chapter 5, but this section provides a 
succinct recap of the findings for the first research question. As mentioned at the beginning of 
the chapter, the first research question attempted to find out the differences in the mean written 
syntactic complexity scores across disciplines and between registers. Six measures of syntactic 
complexity were analyzed based on a factorial design. That is to say, discipline and register 
served as independent variables and their effect on the measures were investigated. The primary 
finding of this research question is that discipline was more influential on the syntactic 
complexity measures than register was. That is, the syntactic measures varied more due to 
discipline than due to register. For example, while clause length was the longest for agronomy, 
applied linguistics and industrial and manufacturing engineering texts had the shortest clause 
length. Interestingly, dependent clauses per clause appeared more frequently in applied 
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linguistics than in other disciplines. However, agronomy texts had the lowest use of dependent 
clauses. Although clause length was highest for agronomy, agronomy texts did not depend much 
on dependent clauses. Similar to clause length, complex nominals and coordinate phrases were 
used more frequently in agronomy than in other disciplines. In other words, the results for MLC, 
CPC, and CNC followed the same pattern across disciplines. In contrast to these measures being 
more in use in agronomy, the measures MLT, DCC, and VPT followed a different pattern and 
were found more frequently in applied linguistics than in other disciplines. For all measures, 
industrial and manufacturing systems engineering stood in an intermediary position.  
As just mentioned, register did not impact as much on the variation of syntactic 
complexity measures as discipline did. In fact, although register differences resulted in 
statistically significant differences across four measures, the effect it exerted was low in 
magnitude. Around 20% of the differences in syntactic complexity measures could be attributed 
to register. This relatively low effect of register when compared with discipline could arise from 
examining registers that share common characteristics of written academic language. In four out 
of six measures examined (MLT, MLC, CPC, and CNC) in this research question, research 
articles outweighed master’s theses. By this, I mean that scores related to these measures were 
significantly higher in research articles than in master’s theses. In two measures (DCC and VPT), 
an inverse trend was observed. That is, master’s theses had slightly higher scores than research 
articles for these measures. Although discipline and register had different effects on the measures 
separately, a combined (interaction) effect of them on the investigated measures were not 
observed. This section briefly summed up the results of the first research question. The next 
section provides the results of the second research question.  
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4.3 Results for Research Question 2 
A 2x3 factorial design was used to address RQ2. In this factorial design, discipline with 
three levels (Agronomy, Applied Linguistics, and Industrial and Manufacturing Systems 
Engineering) and register with two levels (published research article and master’s theses) were 
assigned as independent variables. Linguistic features listed in Table 4.6 were treated as 
dependent variables. A two-way between-groups ANOVA models were estimated for 12 
dependent variables. However, as performing multiple ANOVAs may lead to inflated Type 1 
error and generate results that may not in reality be statistically significant (Norris, 2015; 
Tabachnick & Fidell, 2013), a Bonferroni correction was set at alpha level of p < .004 (that is, 
.05 / 12 = .004). Therefore, after running a full factorial model for each dependent variable at the 
.05 alpha level, a Bonferroni correction was applied to each dependent variable in the ANOVA 
models.  
In each of these models, main effects were estimated for discipline and register. In 
addition, an interaction was estimated between those. Table 4.6 summarizes the p values for each 
of these model effects, partial eta squared (η2) effect size for each model, the means across the 
three disciplines and two registers, and the six combinations of discipline and register that 
constitute the interaction. The table also reports the coefficient of determination (R²), which 
measures the proportion of variation in the dependent variable explained by the combination of 
predictor variables, as well as the adjusted value of R² that adjusts for the complexity of the 
model and for the number of data values. The following part in this section reports the results for 
each dependent variable respectively.  
4.3.1 Adjectives as Nominal Premodifiers 
Adjectives premodify nouns in different ways. The following constructions exemplify 
how adjectives are used as noun premodifiers in academic writing. 
115 
 
• Partial resistance, limited information, increased productivity, continuous application, 
alternative fuels, new crops, interpersonal relationship, analytic framework, emerging 
technologies, mobile learning, linguistic resources, theoretical assumptions, novel 
approach, industrial application, solid background, simplified model, visual inspection  
The model for adjectives as nominal premodifiers resulted in a statistically significant 
interaction between discipline and register, F (2, 174) = 6.068, p = .003, partial η2 = .065. There 
was a statistically significant main effect for register, F (1, 174) = 5.697, p = .018, partial η2 = 
.032 and the main effect for discipline was not significant, F (2, 174) = .951, p = .388 partial η2 = 
.011. As shown in Table 4.6, the mean for research articles (M=62.40, SD=12.36) was 
significantly higher than the mean for theses (M=58.16, SD=11.37) as a main effect. As depicted 
in Figure 4.7, in the interaction of discipline with register, the key difference was observed for 
applied linguistics where the mean of applied linguistics research articles (M=65.03, SD=15.46) 
was quite high and the mean for theses in applied linguistics (M=52.37, SD=10.09) was 
significantly lower. On the other hand, the difference between research articles and master’s 
theses in the use of adjectives as prenominal modifiers was not noticeable in agronomy and 
industrial and manufacturing systems engineering (see Figure 4.7). 
 
Figure 4.7 Main effects and interaction plots for adjectives as nominal premodifiers 
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Table 4.6 Two-Way Between-Groups ANOVA Results for Individual Linguistic Features 
Linguistic 
Feature 
R² 
 
 
Main-Effect 
p 
Inter
act p  
η2 Means for disc  Means for reg  Means for disc*reg 
disc reg disc
*reg 
agr apl imse ra ths agr* 
ra 
agr* 
ths 
apl* 
ra 
apl* 
ths 
imse
* 
ra 
imse
* 
ths 
Adjectives 
as 
Prenominal 
Modifiers 
.102 .388 .018* 
.003
* 
.011 
.032 
.065 
60.46 58.70 61.69 62.40 58.17 59.47 61.44 65.03 52.38 62.70 60.68 
Nouns as 
Prenominal 
Modifiers 
.393 <.001* .161 .674 
.387 
.011 
.005 
71.83 41.18 64.00 60.74 57.27 73.32 70.33 41.71 40.64 67.20 60.80 
Finite 
Adverbial 
Clauses 
.276 <.001* 
<.001
* 
.976 
.230 
.076 
.000 
2.49 4.20 3.88 3.13 3.91 2.09 2.88 3.79 4.62 3.51 4.24 
Nonfinite 
Adverbial 
Clauses 
.201 <.001* .021* .678 
.177 
.030 
.004 
.344 .812 .930 .599 .792 .232 .455 .680 .944 .884 .976 
Preposition 
‘of’ as 
postnominal 
modifier 
.083 <.001* .421 .875 
.078 
.004 
.002 
30.16 34.79 33.87 32.52 33.36 29.39 30.93 34.42 35.16 33.75 34.00 
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Table 4.6 (Continued) 
Nonfinite 
Relative 
Clauses 
.033
* 
.130 .385 .617 
.023 
.004 
.006 
5.63 4.96 5.19 
 
5.14 5.38 
 
5.69 5.57 4.69 5.22 5.04 5.33 
WH-
Relative 
Clauses 
.257 <.001* .374 .104 
.239 
.005 
.026 
2.05 3.95 2.87 3.05 2.87 1.95 2.14 3.91 3.98 3.28 2.46 
THAT 
Relative 
Clauses 
.233 <.001* .031* .120 
.202 
.026 
.024 
1.96 3.93 3.13 2.74 3.27 1.72 2.20 3.34 4.51 3.16 3.10 
Nonfinite 
Complement 
Clauses 
.285 <.001* .001* .168 
.229 
.075 
.020 
4.76 7.07 5.62 5.31 6.31 4.01 5.51 6.48 7.67 5.47 5.78 
Finite 
Complement 
Clauses 
.398 <.001* .684 
.005
* 
.374 
.001 
.059 
3.25 7.35 4.82 5.21 5.08 3.22 3.28 6.80 7.90 5.60 4.03 
Nominaliza- 
tions 
.157 .001* .010* 
.006
* 
.080 
.038 
.056 
75.47 86.96 82.63 84.85 78.52 75.00 75.94 88.33 85.58 91.22 74.04 
Nouns 
 
.416 <.000* .003* .628 
.396 
.048 
 
357 
 
315 331 339 329 360 354 321 308 336 326 
Note: * significant at p < .05 level; * (shaded parts) significant at p < .004 level because of Bonferroni correction (which adjusts the acceptable 
level of Type I error downward to reflect the consequence of multiple tests of the same type). Agr = Agronomy; apl = Applied Linguistics; imse = 
Industrial and Manufacturing Systems Engineering; disc = discipline; reg = register; ra = research article; ths = theses. 
 
118 
 
4.3.2 Nouns as Nominal Premodifiers 
Nouns as nominal premodifiers come before other nouns and premodify them. The following 
phrases extracted from the corpus exemplify how nouns can premodify other nouns in academic 
writing. 
• Plant species, soil conditions, corn yield, farm production field, corn crop failure, water 
drainage, nitrogen fertilizer, control group, content familiarity, domain knowledge, 
comprehension accuracy, interview session, writing evaluation program, healthcare 
system, appointment scheduling models, muscle activation responses, tax credit, 
transportation market 
The model for nouns as nominal premodifiers resulted in register not being statistically 
significant F (1, 174) = 1.977, p = .161, partial η2 = .011. However, there was a statistically 
significant main effect of discipline on nouns as nominal premodifiers F (2, 174) = 55.005, p < 
.001, partial η2 = .387. No interaction was found between discipline and register F (2, 174) = 
.396, p = .674, partial η2 = .005. As shown in Figure 4.8, the mean differences between the 
registers were rather minimal as they are very close to each other. However, disciplines showed 
great variability. Post hoc comparisons using the Tukey HSD (honestly significant difference) 
test indicated that the mean score for agronomy (M=71, 83, SD=18.58) was significantly larger 
than for applied linguistics (M=41.17, SD=10.75), and than for industrial and manufacturing 
systems engineering (M=64, SD=19.18). However, it needs to be noted that the difference 
between applied linguistics and agronomy (30.65) is substantially larger than the difference 
between applied linguistics and industrial and manufacturing systems engineering (7.82) (see 
Table 4.7). 
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Figure 4.8 Main effects and interaction plots for nouns as nominal premodifiers 
4.3.3 Prepositions as Nominal Postmodifiers: of phrases 
Prepositional phrases modifying nouns have increased dramatically in academic writing in the 
last decades. They are extensively used in specialist science disciplines. The following examples 
from the corpus embody how they are used in science writing. 
• Decreasing concentrations of phosphate-containing minerals, the use of natural seed 
treatment, models of L2 lexical knowledge, the importance of a suitable balance between 
creative (rule-based) and holistic (chunk-based) processes, usage-based models of 
language acquisition, the degree of anxiety, rising popularity of electronic appointment 
booking systems, preferences of the patients, a number of considerations, feasibility of 
the production schedule, measurement methods of physical activity 
Similar to nouns as nominal premodifiers, the main effect of discipline on ‘of’ as a 
nominal postmodifier was statistically significant, F (2, 174) = 7.387, p = <.001, partial η2 = 
.078. There was no interaction between discipline and register F (2, 174) = 6.521, p = .875, 
partial η2 = .002, nor was the main effect of register significant F (1, 174) = .651, p = .421, 
partial η2 = .004. Post hoc comparisons using the Tukey HSD test for the main effect of 
discipline, as also plotted in Figure 4.9, indicated that the mean score for agronomy   
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(M=30.15, SD= 6.59) was significantly lower than the means for applied linguistics (M=34.79, 
SD=6.37) and industrial and manufacturing systems engineering (M=33.87, SD=7.80). 
 
Figure 4.9 Main effects and interaction plots for PPs as nominal postmodifier: of phrases 
4.3.4 Nonfinite Complement Clauses 
Nonfinite complement clauses are being increasingly used in academic writing. Although 
they are not sufficiently represented in traditional syntactic complexity measurement practices, 
investigation of this structure is crucial in academic writing. The following examples were 
extracted from the corpus. 
• It is the duty of the engineer or ergonomist to strike the balance between the needs of the 
organization and the necessary level of intervention. 
• Whether based on perception or reality, ergonomic interventions are often associated with 
reductions in productive output. 
• These findings suggest that learners continue to improve in their L2 oral proficiency over 
an extensive period of L2 immersion. 
• Developed by Chamot and O’Malley, the approach combined three components.  
The model for nonfinite complement clauses resulted in statistically significant main 
effects of both discipline F (2, 174) = 25.775, p = <.001, partial η2 = .279 and register F (1, 174) 
= 14.165, p < .001, partial η2 = .075. Pairwise comparisons of the Tukey HSD test showed that 
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applied linguistics texts (M=7.07, SD=1.97) included a higher normalized mean score of 
nonfinite complement clauses than did agronomy (M=4.76, SD= 1.79) and industrial and 
manufacturing systems engineering texts (M=5.62, SD=1.79). As for the main effect of register, 
the factorial ANOVA showed that the master’s theses (M=6.31, SD=2.05) included a higher use 
of nonfinite complement clauses than did the published research articles (M=631, SD=1.99) (see 
Table 4.6). There was no interaction effect F (2, 174) = 5.740, p = .168, partial η2 = .020 between 
discipline and register as shown by Figure 4.10. 
 
Figure 4.10 Main effects and interaction plots for nonfinite complement clauses 
4.3.5 Finite Complement Clauses 
The following sentences extracted from the corpus exemplify how finite complement 
clauses are used in academic writing. 
• Five participants noted that the L1 was easier or went faster. 
• It has been argued that certain errors, for example lexical errors, may not benefit as much 
from indirect feedback. 
• It is well established that annual variation in grassland primary productivity is strongly 
correlated with the amount of summer precipitation. 
• Relevant findings indicate that English seems to have a wider range of indirect requests 
than Chinese does. (apling-ths-024) 
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Two-way between-groups ANOVA results yielded a statistically significant main effect 
of discipline on finite complement clauses F (2, 174) = 51.876, p = <.001, partial η2 = .374. Post 
hoc comparisons using the Tukey HSD test indicated that applied linguistics (M=7.35, SD=2.66) 
made higher use of finite complement clauses than did agronomy (M=3.25, SD=1.23) and 
industrial and manufacturing systems engineering (M=4.81, SD=2.63). It is worth noting that the 
mean difference between applied linguistics and agronomy was larger, as the former doubled the 
latter (see Figure 4.11). The interaction of discipline with register generated a statistically 
significant interaction effect F (2, 174) = 5.483, p = .005, partial η2 = .059. Although the main 
effect of discipline and the interaction effects were statistically significant, the main effect of 
register was not, F (1, 174) = .166, p = .684, partial η2 = .001. That is, finite complement clauses 
were almost equally used in research articles (M=5.21, SD=2.80) and master’s theses (M=5.07, 
SD=2.86). 
 
Figure 4.11 Main effects and interaction plots for finite complement clauses 
4.3.6 Nonfinite Relative Clauses 
Nonfinite relative clauses have demonstrated a noticeable increase in modern day 
academic writing. They are an important way to postmodify nouns through clauses. The 
following sentences extracted from the corpus exemplify the usage of this construction. 
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• For the estimation of the amounts of carbon applied to the soil through root exudates, the 
figures proposed by Anon (2009) were used. (agron-ra-026) 
• One of the earliest, most influential studies conducted on the form of Spanish-English 
code switching was conducted by Pollack (1981). (apling-ths-019) 
• In the texts containing first-person forms, both the quantitative data and the qualitative 
evidence obtained in the profiles indicate that writers publishing in English-language 
journals and Spanish authors publishing in their national journals use different discourse 
strategies with regard to making their presence in the Methods section. (apling-ra-029) 
The model for nonfinite relative clauses as nominal postmodifiers did not yield 
statistically significant main effects of discipline F (2, 174) = 2.063, p = .130, partial η2 = .023 or 
register F (1, 174) = .758, p = .385, partial η2 = .004. The interaction of discipline and register 
also was non-significant, F (2, 172) = 1.655, p = .617, partial η2 = .006 (see Table 4.6). The mean 
differences across the disciplines were very small and each discipline produced similar amounts 
of nonfinite relative clauses as nominal postmodifiers. The difference between the registers was 
even smaller than the difference across the disciplines. That is to say, as seen in Table 4.6, the 
published research articles (M=5.14, SD=1.93) had slightly fewer instances than did master’s 
theses (M=5.38, SD=1.85). 
 
Figure 4.12 Main effects and interaction plots for nonfinite relative clauses 
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4.3.7 WH Relative Clauses 
The following sentences extracted from the corpus data show how WH relative clauses 
are used in science writing. 
• Regarding the design of the gauge artefact, conical holes, which have been proven to be 
very useful in previous works, are supposed as target features whose centres are 
measured with a self-centring technique provided by the CMM software. (imse-ra-030) 
• Nitrous oxide emissions are controlled by nitrification and denitrification processes 
which are regulated by N substrate availability, available C, and soil temperature, water 
content, and texture. (agron-ra-012) 
The factorial model for WH relative clauses resulted in a significant main effect for 
discipline only F (2, 174) = 27.341, p = <.001, partial η2 = .239. As seen in Table 4.7, post hoc 
comparisons using the Tukey HSD test indicated that applied linguistics (M=3.94, SD=1.49) had 
the highest use of WH relative clauses followed by industrial and manufacturing systems 
engineering (M=2.87, SD=1.61) and agronomy (M=2.04, SD=1.10). On the other hand, register 
did not display a main effect F (1, 174) = .795, p = .374, partial η2 = .005. There was no 
interaction effect either F (2, 174) = 2.296, p = .104, partial η2 = .026. The descriptive statistics 
showed that while master’s theses had a higher use of WH relative clauses than did applied 
linguistics and agronomy, research articles had the highest use in industrial and manufacturing 
systems engineering. However, the differences between the two registers were not significant as 
indicated by the factorial ANOVA model as shown by Figure 4.13.  
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Figure 4.13 Main effects and interaction plots for WH relative clauses 
Table 4.7 Post-hoc Comparisons of Dependent Variables across Disciplines 
Linguistic 
Feature 
Discipline 
Mean 
Difference 
Std. 
Error 
Sig. 
95% Confidence 
Interval 
Lower 
Bound 
Upper 
Bound 
Nouns as 
Nominal 
Premodifiers 
agron apling 30.65* 3.04 0.00 23.48 37.84 
agron imse 7.82* 3.04 0.03 0.64 15.00 
apling imse -22.83* 3.04 0.00 -30.01 -15.65 
Adjectives as 
Nominal 
Premodifiers 
agron apling 1.75 2.17 0.70 -3.38 6.89 
agron imse -1.23 2.17 0.84 -6.37 3.91 
apling imse -2.98 2.17 0.36 -8.12 2.15 
Finite Adverbial 
Clauses 
agron apling -1.71* 0.25 0.00 -2.31 -1.12 
agron imse -1.39* 0.25 0.00 -1.99 -0.80 
apling imse 0.32 0.25 0.41 -0.28 0.92 
Nonfinite 
Adverbial 
Clauses 
agron apling -.46* 0.10 0.00 -0.71 -0.23 
agron imse -.58* 0.10 0.00 -0.83 -0.35 
apling imse -0.12 0.10 0.48 -0.36 0.12 
PPs as Nominal 
Postmodifiers: 
of 
agron apling -4.63* 1.28 0.00 -7.65 -1.62 
agron imse -3.71* 1.28 0.01 -6.73 -0.69 
apling imse 0.92 1.28 0.75 -2.10 3.94 
Nonfinite 
Relative 
Clauses 
agron apling 0.67 0.34 0.12 -0.12 1.47 
agron imse 0.44 0.34 0.39 -0.36 1.24 
apling imse -0.23 0.34 0.77 -1.03 0.56 
WH Relative 
Clauses 
agron apling -1.90* 0.26 0.00 -2.51 -1.29 
agron imse -.82* 0.26 0.00 -1.43 -0.22 
apling imse 1.07* 0.26 0.00 0.47 1.68 
THAT Relative 
Clauses 
agron apling -1.97* 0.30 0.00 -2.68 -1.26 
agron imse -1.16* 0.30 0.00 -1.87 -0.46 
apling imse .80* 0.30 0.02 0.10 1.51 
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Table 4.7 (Continued) 
Nonfinite 
Complement 
Clauses 
agron apling -2.31* 0.33 0.00 -3.08 -1.54 
agron imse -.86* 0.33 0.02 -1.63 -0.09 
apling imse 1.45* 0.33 0.00 0.68 2.22 
Finite 
Complement 
Clauses 
agron apling -4.10* 0.41 0.00 -5.06 -3.14 
agron imse -1.56* 0.41 0.00 -2.52 -0.60 
apling imse 2.53* 0.41 0.00 1.58 3.50 
Nominalizations 
agron apling -11.48* 2.97 0.00 -18.51 -4.46 
agron imse -7.16* 2.97 0.04 -14.19 -0.13 
apling imse 4.32 2.97 0.32 -2.71 11.35 
Nouns 
agron apling 42.58* 4.02 0.00 33.08 52.09 
agron imse 25.87* 4.02 0.00 16.38 35.38 
apling imse -16.70* 4.02 0.00 -26.21 -7.21 
 
4.3.8 That Relative Clauses 
As one of the main subordinate clause types, that relative clauses are heavily used in 
academic writing to postmodify nouns through clauses. The following sentences exemplify how 
they are used in academic writing. 
• There were no differences among mixtures or monocultures in the number of canola 
seedlings that emerged in autumn of 2008 at Philipsburg. (agron-ra-002) 
• The system we describe in this section is the theme analyzer, a computer program that 
identifies the thematic structure of English sentences based on syntactic parsing and 
predefined rules (apling-ra-030) 
That relative clauses functioning as a constituent in a noun phrase (noun + that relative 
clauses) were found to be significantly different both across the disciplines and between the 
registers. In other words, there was a main effect of discipline F (2, 174) = 21.995, p <.001, 
partial η2 = .202 and register F (1, 174) = 4.709, p = .031, partial η2 = .026. As shown in the 
profile plots in Figure 4.14, that relative clauses had a similar pattern across the disciplines as 
WH relative clauses. Post hoc comparisons of the Tukey HSD test indicated that applied 
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linguistics (M=3.93, SD=1.82) texts contained a greater use of that relative clauses than did 
agronomy (M=1.96, SD=1.44) and industrial and manufacturing systems engineering texts 
(M=3.12, SD=1.69). In fact, applied linguistics slightly doubled agronomy with regard to the use 
of that relative clauses while industrial and manufacturing systems engineering mediated 
between the two. However, the factorial model did not generate an interaction of discipline and 
register on that relative clauses, F (2, 174) = 2.150, p = .120, partial η2 = .024. 
 
Figure 4.14 Main effects and interaction plots for that relative clauses 
4.3.9 Finite Adverbial Clauses 
Finite adverbial clauses are significant tools that positively contribute to the lengthening 
of clause and T-unit according to mainstream syntactic complexity studies. The following 
sentences extracted from the corpus data show their usage in academic writing. 
• Thermogenic plants produce heat when electrons are diverted through alternative 
oxidase. (agron-ths-004) 
• Although all participants in this study were in the same semester of study, we do not 
assume that they were all at the same level of L2 proficiency. (apling-ra-010) 
• Once all of their questions are answered, triode EMG sensors were attached to the 
participants’ dominate arm as seen in Figure 2.4. (imse-ths-018) 
The factorial model for finite adverbial clauses resulted in main effects for both 
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independent variables, discipline F (2, 174) = 25.971, p <.001, partial η2 = .230 and register F (1, 
174) = 14.411, p <.001, partial η2 = .076. However, no interaction of discipline and register was 
observed F (2, 174) = .025, p = .976. As shown in post hoc comparisons of the Tukey HSD test 
in Table 4.7, agronomy as a discipline (M=2.48, SD=1.17) used finite adverbial clauses less than 
industrial and manufacturing systems engineering (M=3.87, SD=1.59) and applied linguistics 
(M=4.20, SD=1.49) did. As the factorial ANOVA results indicate, the difference between 
agronomy and applied linguistics was more noticeable. Furthermore, as shown in Table 4.6, 
registers varied in the use of finite adverbial clauses. As Figure 4.15 displays, master’s theses 
(M=3.91, SD=1.53) included higher normalized mean scores than research articles for finite 
adverbial clauses (M=3.12, SD=1.58).  
 
Figure 4.15 Main effects and interaction plots for finite adverbial clauses 
4.3.10 Nonfinite Adverbial Clauses 
Nonfinite adverbial clauses are extensively used in academic writing. According to Biber 
et al.’s (2011) hypothesized developmental stages for writing complexity, nonfinite clauses 
appear before phrases. The following sentences exemplify how they are used in academic 
writing.  
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• Stage two will give an explanation of the time period between 1990-2002, framing the oil 
industry in Iraq around that time and referring to one example that reflects the working 
situation within that period. (apling-ths-013) 
• Each experimental group read a modified graded reader while listening to a recording of 
the story. (apling-ra-024) 
• The experimental set-up was designed to simulate the working environment of jobs that 
require lifting from a conveyor. (imse-ra-016) 
The analysis of two-way ANOVA on nonfinite adverbial clauses generated a main effect 
for both discipline F (2, 174) = 18.755, p <.001, partial η2 = .177 and register F (1, 174) = 5.447, 
p = .021, partial η2 = .030. However, there was no interaction of discipline and register F (2, 174) 
= .389, p = .678, partial η2 = .004. The differences amongst the disciplines was statistically 
significant, and post hoc comparisons of Tukey HSD test indicated that industrial and 
manufacturing systems engineering (M=.930, SD=.689) made use of a higher rate of nonfinite 
adverbial clauses than did applied linguistics (M=.812, SD=.592) and agronomy (M=.343, 
SD=.336). The key difference is observed between agronomy and the other two disciplines, as 
reflected in Figure 4.16. In fact, agronomy seems to have contained significantly fewer nonfinite 
adverbial clauses among the disciplines. Similar to the effect of discipline, register resulted in 
statistically significant differences, in that master’s theses (M=.792, SD=.659) included greater 
use of nonfinite adverbial clauses than did published research articles (M=.598, SD=.546). 
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Figure 4.16 Main effects and interaction plots for nonfinite adverbial clauses 
4.3.11 Nominalizations 
Nominalizations have been considered to be the leading factor for the expansion of 
nominal groups and lengthening of clause in science writing. Science texts depend largely on this 
phenomenon to explain processes through nominalized forms in a more packaged manner. The 
following extracts from the corpus data exemplify their usage in science writing.  
• This could be due to an overestimation of the resistant carbon fraction of the VFG 
compost or to an incorrect estimation of the carbon supply by the crops (residues and 
rhizodeposition). (agron-ra-026) 
• In 2011, the germination and stand of the hairy vetch cover crop was greater than in 
2009. (agron-ths-011) 
• For labor-intensive environments, feasibility of the production schedule is determined in 
part by the physical human capacity. (imse-ths-023) 
• The role of teacher feedback has received considerable attention from second language 
acquisition (SLA) researchers (apling-ra-026) 
• Figure 9 describes the distributions of assembly deviations predicted with the two 
methods. (imse-ra-023)  
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As shown in Table 4.6, both discipline and register resulted in significant main effects on 
nominalizations. There was a statistically significant difference across the disciplines F (2, 174) 
= 7.612, p = .001, partial η2 = .080. Post hoc comparisons of the Tukey HSD test indicated 
applied linguistics texts (M=86.95, SD=15.29) had the highest use of nominalizations followed 
by industrial and manufacturing systems engineering (M=82.63, SD=20.91) and agronomy 
(M=75.47, SD=13.71). There was a statistically significant main effect of register F (1, 174) = 
6.801, p = .010, partial η2 = .038. As Table 4.6 shows, research articles (M=84.85, SD=17.17) 
included a relatively higher use of nominalizations than did master’s theses (M=78.52, 
SD=17.48). The model for nominalizations produced a significant interaction between discipline 
and register as well F (2, 174) = 5.188, p = .006, partial η2 = .056. As Figure 4.17 and Table 4.7 
indicate, industrial and manufacturing systems engineering had the highest variability between 
research articles and master’s theses with regard to the use of the nominalizations. In other 
words, the difference between the two registers (M=91.22 for research articles and M=74.04 for 
master’s theses) was more noticeable in industrial and manufacturing systems engineering. On 
the other hand, agronomy as a discipline did not differ at all between the two registers (M=75.00 
for research articles and M=75.94 for master’s theses). Applied linguistics texts did not differ 
much either (M=88.33 for research articles and M=85.57 for master’s theses). 
 
Figure 4.17 Main effects and interaction plots for nominalizations 
132 
4.3.12 Nouns 
Nouns have received a considerable attention in academic writing as they are essential 
building blocks of nominal style of writing encountered in advanced levels of writing. The 
following examples of nouns were extracted from the corpus. 
• Expectation, focus, error, trait, genotype, gene, difference, soybean, corn, yield, cultivar, 
model, maturity, animal, environment, interaction, limitation, water, growth, crop, 
chromosome, tolerance, stress, interpretation, validity, data, proficiency, research, 
intuition, feedback, progress, system, literature, content, grammar, input, reflection, 
strength, analysis, element. 
The model for nouns resulted in statistically significant main effects of discipline F (2, 
174) = 56.984, p <.001, partial η2 = .396 and register F (1, 174) = 8.848, p = .003, partial η2 = 
.048. Post hoc comparisons of the Tukey HSD test for the discipline indicated that agronomy had 
a higher use of nouns (M=357.45, SD=20.48) than did industrial and manufacturing systems 
engineering (M=331.57, SD=26.43) and applied linguistics (M=314.86, SD=19.78). Figure 4.18 
reflects the differences across disciplines and between registers for nouns. As shown in Table 
4.6, there was a significant difference between the registers. That is, research articles (M=339.51, 
SD=27.51) made higher use of nouns than master’s theses (M=329.75, SD= 28.47). The 
difference between the registers in applied linguistics was greater than for the other disciplines, 
as reflected in Table 4.6. 
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Figure 4.18 Main effects and interaction plots for nouns 
4.3.13 Prepositional Phrases as Nominal Postmodifiers: for, in, on, with phrases 
Prepositional phrases (for, in, on, with) have been manually analyzed as the complexity 
program does not recognize if these prepositions are modifying a noun or verb. Therefore, a sub-
sample of texts from each discipline and register was targeted. That is, every third text from the 
corpus was systematically selected (e.g., agron-ra-001, agron-ra-004, agron-ra-007). In this way, 
ten texts were selected from each discipline and register, totaling 60. Next, the prepositions (for, 
in, on, with) were searched for and checked to see if they functioned as nominal postmodifiers. 
While selecting them from the text, the search started from the beginning of the introduction 
sections in each text, and the first 10 prepositions functioning as nominal postmodifiers were 
selected. A total of 600 examples of PPs as nominal postmodifiers were included in the analysis. 
The results were descriptively analyzed as listed in Table 4.8. The results showed that in was the 
most widely used preposition and followed by for, on, and with. Almost half of the PPs as 
nominal postmodifiers (n=295) were made with in. Table 4.8 below provides complete 
information about their frequencies.  
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Table 4.8 Distribution of PPs as Nominal Postmodifiers (for, in, on, at) 
Prep Agron ra Agron ths Apling ra Apling ths Imse ra Imse ths Total 
for 28 21 23 20 26 33 151 
in 53 52 54 57 42 37 295 
on 11 13 14 11 19 15 83 
with 8 14 9 12 13 15 71 
 
When the distribution of PPs between master’s theses and journal research articles are examined, 
it is seen that they possess almost the same number of PPs as nominal postmodifiers. For, in, and 
on appear slightly greater in research articles, while with appeared more in theses.  
4.3.14 Summary of Results for Research Question 2 
The findings are detailed further in Chapter 5, but this section provides a summary of 
findings for the second research question. As mentioned earlier, the second research question 
investigated the written syntactic complexity across disciplines and registers based on individual 
phrasal and clausal complexity features. For example, rather than examining complexity through 
a ratio measure which calculates overall length of T-unit (MLT), individual linguistic structures 
(e.g., nonfinite relative clauses, nouns as nominal premodifiers) were examined based on their 
normalized frequency counts. For this purpose, a series of factorial ANOVAs were performed to 
find out the differences in the use of linguistic features across disciplines and between registers. 
One of the major findings of the analysis is that discipline emerged as a significant factor 
in determining the variance in most linguistic features. In fact, apart from adjectives as nominal 
modifiers and nonfinite relative clauses, the rest of the linguistic features (10 out of 12) 
distinguished significantly across disciplines. A considerable number of linguistic features 
displayed a similar pattern of variation across disciplines. For instance, most clausal features 
(e.g., finite adverbials, WH and that relative clauses, finite and nonfinite complement clauses) 
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appeared more significantly in applied linguistics texts than in agronomy and industrial and 
manufacturing systems engineering texts. In contrast to this, several linguistic features (e.g., 
nouns, nouns as nominal premodifiers) showed a different pattern of variation; they appeared 
more significantly in agronomy, and were followed by texts in industrial and manufacturing 
systems engineering, and lastly applied linguistics. Industrial and manufacturing systems 
engineering followed a moderate path and took an intermediate position between applied 
linguistics and agronomy for the vast majority of linguistic features. 
Despite the noteworthy effect of discipline as a factor on the linguistic features 
investigated in the second research question, register, as an independent variable, did not account 
much for the differences in the use of linguistic features. In fact, only three out of 12 features 
differed significantly between research articles and master’s theses. These features were finite 
adverbial clauses, nonfinite complement clauses, and nouns. The clausal features causing a 
significant difference between the registers were found more frequently in master’s theses. This 
result is consistent with one of the findings found in the first research question, where dependent 
clauses per clause (DCC) were also found to appear more frequently in master’s theses. In 
contrast to clausal features, nouns appeared more frequently in research articles than in master’s 
theses. Lastly, similar to the combined effect of discipline and register in research question 1, 
discipline and register did not have an interaction effect on individual clausal and phrasal 
linguistic features.  
This section summarized the findings of the second research question. The subsequent 
section presents the results of the third research question.   
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4.4 Results for Research Question 3 
The research findings presented in the first two research questions have described 
grammatical complexity from primarily a quantitative perspective. The first research question 
was an overarching start for the investigation of mainstream commonly used syntactic 
complexity measures through factorial (M)ANOVA analysis, measuring the degree to which 
mean differences of syntactic complexity measures across the disciplines and between the 
registers are statistically different from one another. The second research question took the 
quantitative analysis one step further, and analyzed discrete linguistic features of phrasal and 
clausal complexity through factorial ANOVA analysis. For each linguistic feature investigated, 
the analysis provided the extent to which each complexity feature differed in use across the 
disciplines and between the registers. This finer-grained analysis of complexity allowed for the 
investigation of complexity in more tangible terms by indicating the sources of complexification 
with an overt focus on individual linguistic features. Although a quantitative corpus-based 
investigation of linguistic patterns through the analysis of large collection of texts helps us 
document the general patterns of language use, corpus-based analyses “must go beyond simple 
counts of linguistic features…and include qualitative functional interpretations of quantitative 
patterns” (Biber et al., 1998, p. 5). Therefore, this third research question addressed the 
functional properties of the nominal modifiers that were explained in the previous research 
question. The focus however was on phrasal complexity features that function as noun phrase 
constituents and pre-or post-modify head nouns, due to the fact that nouns have undergone the 
strongest change in academic discourse, increasing dramatically in the last 50 years, particularly 
in specialist science writing (Biber & Gray, 2013, 2016). The following subsection provides a 
functional analysis of these phrasal complexity features individually. 
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4.4.1 Nouns in Academic Discourse 
As noted before in Chapter 1, nouns have increased dramatically, especially in academic 
writing. As nouns have the ability to be modified by other elements such as adjectives, other 
nouns, and PPs, they can easily turn into NPs that can take over the semantic load of the 
discourse and result in greater informational density. Figure 4.16 and Table 4.6 demonstrate the 
quantitative findings related to the distribution of nouns across the disciplines and between the 
registers in the previous question. The mean differences of the normed frequencies per 1000 
words revealed that agronomy (M=357.45, SD=20.48) contained a far greater number of nouns 
than did industrial and manufacturing systems engineering (M=331.57, SD=26.43), and than did 
applied linguistics (M=314.86, SD=19.78) respectively. Considering that nouns are most 
frequently used in specialist science writing (Biber & Gray, 2016), observing a noteworthy 
difference in favor of agronomy is not surprising. However, as a specialist social science 
discipline, applied linguistics did not reach the same frequency in the use of nouns as agronomy 
did. Industrial and manufacturing systems engineering had an intermediary position in noun use. 
However, what is more striking for the distribution of nouns is that industrial and manufacturing 
systems engineering were placed closer to applied linguistics than to agronomy. The following 
instances represent the use of nouns across the mentioned disciplines (nouns are in bold). 
• Water potential gradients in the soil profile provide the driving force for this process, 
and determine its direction and magnitude. (agron-ra-025) 
• We also generate numerous problem instances by varying model parameters so that we 
can compare the performance of our policies with benchmarks (imse-ra-004) 
• Another issue considered by this study is students’ perceptions and preferences for 
peer feedback, especially in cross-cultural English writing classes (apling-ths-016) 
As nouns have been increasingly used in science prose, they have also been instantiated 
is various ways. For example, as noted above, nouns are modified by other constituents. As such, 
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nouns can precede other nouns and function as a modifier to a head noun. That is, nouns can be 
used as a premodifier of another noun. In fact, this has been considered as the most striking 
grammatical development of science writing in the last decades (e.g., Biber & Gray, 2016). The 
next section provides a functional analysis of how nouns are premodified by other nouns. 
4.4.2 Nouns as Nominal Premodifiers 
As reported in section 4.3.2, the use of nouns as prenominal modifiers yielded 
considerable difference across the disciplines. A similar pattern to the distribution of nouns has 
been observed for the use of nouns as prenominal modifiers. That is, agronomy (M=71, 83, 
SD=18.58) contained the highest rate of use, more than industrial engineering and manufacturing 
engineering (M=64, SD=19.18), and applied linguistics (M=41.17, SD=10.75). However, there 
was not a significant difference between the registers, showing that both published journal 
articles and master’s theses encompassed fairly similar numbers of nouns as prenominal 
modifiers. The following excerpts from respective disciplines show how they are used in those 
disciplines. 
• Attainable yield and yield responses to fertilizer application are important parameters 
in estimating fertilizer requirements (agron-ra-019) 
• Computer simulations were widely used as an effective method to grasp the impact of 
supply chain dynamics (imse-ra-009) 
• This study drew on Coffin’s (2009) theoretical analysis to investigate several dimensions 
of citation number, citation density, writer stance, textual integration, and author 
integration number in an integrative analytic framework (apling-ra-020) 
As the N+N sequences above shows, these structures tend to result in less explicit 
meanings. For instance, the sequence computer simulations could be understood as 
models/simulations developed by the means of computers. For example, the agent or doer of the 
action is not known in ‘computer simulations,’ and it denotes an anonymity for the action. There 
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is no time reference available for the reader to interpret when computer simulations was done. 
However, if the nominalization were expressed through a clause, it would require a tense/aspect, 
and time reference would be clearer. This inexplicit style of writing was highlighted by Halliday 
and Martin (1993) with special reference to nominalizations. In addition to nominalized 
processes, a N+N sequence provides a similar meaning relationship in which it is difficult to 
establish a time and agent reference (Biber & Gray, 2010). The following examples from the 
corpus listed in Table 4.9 are consistent with the explanations of Biber and Gray (2010). For 
example, the following N+N sequences can be interpreted meaningfully with a clause in a more 
explicit way. 
Table 4.9 Meaning Relationships in N+N Sequences 
N+N sequence Meaning Relationship 
Capacity level (imse-ra-001) The level of capacity needed to plan something 
Calculation process (imse-ra-
002) 
The process (of time) during which calculation is done 
Design process The process (of time) during which something is designed 
 
The use of nouns has resulted in differing ways of noun sequences used in science 
writing. For example, there are instances of three noun sequences as exemplified below. These 
resources seemed to be employed more frequently by agronomy and industrial and 
manufacturing systems engineering than by applied linguistics.  
• Adult plant performance was highest for the field corn synthetics (agron-ra-021) 
• This article introduces a risk-averse stochastic modeling approach for a pre-disaster 
relief network design problem under uncertain demand and transportation capacities. 
(imse-ra-011) 
• The final shape of the handle was obtained after a trial-error design process. (imse-ra-
021) 
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• Soil water storage (SWS) information at high space-time resolution is critical for 
understanding numerous hydrological, biological and chemical processes. (agron-ra-029) 
• We can export the fluid dynamics explanation of the fluid flow to the supply chain 
network context. (imse-ra-009) 
 
As the excerpts from the corpus data suggest, the multiple embedded use of nouns to 
premodify a head noun is a common way of expressing long embedded noun phrases as noun 
phrase modifiers. As longer NPs carry the informational density load of the academic prose, 
deploying this grammatical feature in academic writing may be important. In this way, learners 
may have the ability to package meaning in a shorter space rather than expressing the same 
meaning through clauses. This important structural compression function of noun phrases has in 
fact been mentioned by previous research (Biber & Gray, 2010; Halliday, 2009). If the phrase ‘a 
risk-averse stochastic modeling approach for pre-disaster relief network design problem 
under uncertain demand and transportation capacities’ were to be expressed via clauses, we 
would produce something like “a problem that occurs under certain demand and transportation 
capacities related to network design that is planned to simulate disaster relief using a modelling 
approach.” However, as shown by the sentence in bold from engineering discourse, nouns take 
over the role of verbs and package information needed to be conveyed maximally. In the corpus, 
such information packaging function of nouns was noticeably observed as indicated by the 
following examples. 
• Hydraulic redistribution is the passive movement of water from wet to dry soil layers 
through plant root systems. (agron-ra-025) 
• Excessive removal of crop residue has been shown to degrade soil organic carbon 
(SOC), and hence soil quality. (agron-ra-014) 
As shown, the nouns in the above examples are process nouns, which describe a process (e.g., 
moving) in nominalized forms. This is explained by systemic functional theory with grammatical 
141 
metaphor. In science language, actions (happenings) and qualities (adjectives) are treated as 
things (nouns) in that verbs and adjectives are transformed into nouns, which helps generate 
technical terms, abstract entities such as “motion, weight, revolution” (Halliday & Martin, 1993). 
In this way, the discourse of science is able to explain the processes in much shorter space 
(Martin, 1993b). Otherwise, if the meaning exposed via nouns were to be reworded with clauses, 
the author would need to describe how that redistribution, or removal process take place. But, 
then the discourse patterning of science could potentially be lost as highlighted by Halliday 
(1993a, 2009). This is fundamental to science as science contains a great number of taxonomies 
and technical terms. If actions or processes are not turned into nouns, the challenge to name the 
terms and explain the relationships among the taxonomies becomes huge. For instance, Martin 
(1993a) gives the definition of ‘mixture’ as “substance that can be easily separated without 
making any new chemicals” and highlights that it is preferable to use ‘mixtures’ rather than 
‘substances that can be easily separated without making any new chemicals’ (p. 172). It seems 
that without the condensed nominalized style of science language, scientific texts would be 
rather long and possibly difficult to read. 
4.4.3 Noun-participle Compounds as Nominal Premodifiers 
The analysis of the corpus revealed a mixed use of nouns with other constituents to 
premodify other nouns. For example, nouns formed a compound with participles and together 
modify a head noun. The following excerpts embody such examples. 
• Egerton-Warburton et al. (2007) used deuterium-labeled water and fluorescent tracers 
to demonstrate that ectomycorrhizal and arbuscular mycorrhizal extraradical hyphae 
provide a potential pathway for the transfer of HLW between plants sharing common 
mycorrhizal networks. (agron-ra-025) 
• This study explores task-based, synchronous oral computer-mediated communication 
(CMC) among intermediate-level learners of Spanish. (apling-ra-016) 
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• It has been shown that differences are evident when root-associated microbiomes are 
profiled via RNA-based methods, compared to DNA-based approaches. (agron-ra-024) 
• The impact of occupation-related low back pain (LBP) is considerable. (imse-ra-016) 
• Polymer-coated urea did not show a yield advantage over NCU during this research. 
(agron-ra-006) 
• The mean contents of most amino acids and protein for wheat-related species were 
higher than those for common wheat. (agron-ra-008) 
• These three metrics were used to train an adaptive-network-based fuzzy inference 
system (ANFIS) to infer attentional tunneling. (imse-ra-018) 
As shown in the examples above, noun-participle compounds were heavily used in science prose. 
It seems that some compounds are simpler and more tangible (e.g., wheat-related species), 
whereas a great majority of these compounds are highly abstract and technical terms that are 
understood by the professionals/experts in respective disciplines (e.g., polymer-coated urea, 
network-based, root-associated). Noun-participle compounds also contribute to the condensation 
of information with a compressed structure. Otherwise, ‘occupation related low back pain’ would 
have to be expressed as ‘low back pain that is caused by reasons associated with occupation’ 
through a relative clause. Although a relative clause can be described as a nominal postmodifier 
that can describe a noun with a clausal entity, the same meaning could be conveyed with noun-
participle compound and take up shorter space in discourse. In addition to noun-participle 
compounds premodifying a head noun, adjectives also form compounds with participles and 
modify nouns. The following example from agronomy shows this usage. 
• Shallow-rooted plants growing within the rhizosphere of a deep-rooted plant 
conducting HL can benefit from this process, thus leading to water parasitism among 
neighboring plants. (agron-ra-025) 
Similarly nouns also form compounds with bare adjectives and premodify other nouns. The 
following noun-adjective compounds exemplify this usage. 
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• This study was conducted to evaluate the performance of a site-specific approach in 
closing yield gaps due to nutrient limitations. (agron-ra-019) 
• Water-stable aggregates (WSA) were measured in 2008 through 2010 for both soybean 
and corn phases of the rotation (agron-ra-014) 
• In globalized turbulent markets, capital-intensive industries are often subjected to the 
risk of unprofitable underutilization of their production capacity. (imse-ra-008) 
As the noun-adjective compounds represented in the preceding examples show, these compounds 
are formed with words that are relatively less abstract and technical compared to the compounds 
formed with nouns plus participles. However, this comparison needs to be verified with more 
quantitative analysis. 
So far, the preceding section in this question has focused on explaining the usage and 
functions of nouns as nominal premodifiers. The next section reports another important noun 
phrase modification feature, adjectives as nominal premodifiers.  
4.4.4 Adjectives as Nominal Premodifiers 
Quantitative analysis of adjectives as nominal premodifiers has revealed that the mean 
differences across the disciplines were fairly small. That is, each discipline in the corpus had 
similar rates of occurrences for adjectives as nominal postmodifiers. The difference between the 
registers (research articles vs. master’s theses) was statistically significant, but the magnitude of 
the difference was not strong. This close distribution of adjectives as nominal premodifiers 
across the disciplines and between the registers is contrary to what we have observed for nouns 
as nominal premodifiers. This could be explained to some extent by the fact that adjectives 
appear earlier than nouns according to the developmental complexity stages proposed by Biber et 
al. (2011). Therefore, using adjectives to modify nouns may not be as challenging as using nouns 
to modify nouns. For this reason, it is plausible to expect early-stage graduate students who are 
supposedly less proficient in writing to be able to employ adjectives as nominal premodifiers 
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similar to the writers of the published journal research articles who are thought to be more 
proficient in writing. As for the distribution across the disciplines, adjectives are very close to 
each other. This is corroborating the findings reported in Biber and Gray (2016). The following 
excerpts from the corpus exemplify their use in science discourse. 
• A diverse crop rotation is an integral component of a sustainable agricultural 
system. (agron-ra-023) 
• Modern production practices also have negative impacts on the environment. (agron-
ths-020) 
• Holistic scales are most reliable when used by experienced raters, who have a richer 
framework on which to fall back (apling-ra-021) 
One important type of adjectives that occur highly in academic discourse is the use of participial 
adjectives. A close-analysis of the corpus suggested that they are abundantly used by the writers 
in science prose. The following excerpts exemplify their usage. 
• Crop species grown in a diversified crop rotation can influence soil N dynamics to 
varying degrees (agron-ra-023) 
• A decrease in SOC negatively impacts soil by not providing binding material for 
aggregate formation and stabilization (agron-ra-014) 
• The interacting effects of altered temperature and precipitation are expected to have 
significant consequences for ecosystem net carbon storage (agron-ra-018) 
Similar to the use of participial adjectives to premodify head nouns, adverbs have also 
been observed to form a compound with participles and together premodify a noun. The 
following sentences from the corpus data show this use of participial adjectives with adverbs, 
and their compound modification to nouns. 
• A reliable, reasonably priced supply of electricity is essential to the quality of life for 
residents and industries. (imse-ths-010) 
• Genetically-modified crops have been used with considerable success (agron-ra-004) 
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• It is motivated by the Canadian experience where a considerable portion of LTC beds are 
provided by publicly funded provincial health systems. (imse-ra-001) 
• We speculate that lower soil moisture and increased aeration of these poorly-drained 
soils in the spring period… (agron-ra-006) 
Up to this point, prenominal modifiers – adjectives as nominal premodifiers and nouns as 
nominal premodifiers – have had their wide range of usages explained through examples from 
the corpus. However, nouns are also post-modified. One of the most widely used nominal post-
modifiers is the prepositional phrase (PP). The subsequent section describes PPs as nominal 
postmodifiers. 
4.4.5 Prepositional Phrases as Nominal Postmodifiers 
Although PPs have declined in use in science writing in the last decades (Biber & Gray, 
2016), their functions as nominal postmodifiers are essential in science writing. One of the most 
widely used PPs is of-phrases. In addition to of-phrases, in, for, on, and with function as nominal 
post modifiers in science discourse. Similar to the role of prenominal modifiers, PPs enable the 
packing of meaning in a compact yet less explicit way as explained in the section where nouns as 
nominal modifiers were placed. The normed rates of occurrences for of-phrases reported in 
Table 4.6 indicate that their use does not differ between the registers. Despite a significant 
difference across the disciplines, the actual difference is not large. The corpus analysis showed 
that there is some degree of variation in the use of PPs as noun postmodifiers. For example, some 
PPs are simple, such as “the use of natural seed treatment,” or “the degree of anxiety.” However, 
some PPs show higher complexity through more embedding. For example, the sentence “the 
thermal analysis is followed by the development of structural FE models for the investigation of 
the structural response of the welded material (imse-ra-018)” shows that more than one PPs can 
be used in an embedded manner. 
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With the help of PPs as nominal post-modifiers, it is easy to expand the nominal group 
because with each preposition it is possible to lengthen the phrase. This extensive embedding 
function of PPs has been previously pointed out by Halliday and Martin (1993) and Halliday 
(2009), who argued that scientific language utilizes PPs extensively as they allow for the packing 
of large amounts of meaning into a compact whole, supplying a substantial meaning potential. 
The following list of examples from the corpus data provides examples showing how extensive 
phrasal embedding is made possible by the use of PPs. 
• Considering both the investment and operational decision making, a mixed integer bi-
level program model for capacity expansion in the integrated supply network for an 
electricity market was developed. (imse-ths-010) 
• The increase in data and the advances in analytics have given companies the power to 
make more accurate predictions and classifications, leading to better solutions (imse-ths-
015) 
• A considerable number of studies have tended to equate the provision of feedback on 
learners' writing with EC (apling-ra-014) 
• The collected data could be used for or influence the development of a later study with a 
specific focus on register (apling-ths-001) 
• Analyses of demographic transitions of wild-proso millet illustrated the overriding effect 
of seed production in sweet corn on subsequent spring seedling recruitment and yield 
loss in a rotation crop. (agron-ra-028) 
• Time series of hourly values and daily mean values indicate that Agro-IBIS is able to 
capture the variability in soil moisture at multiple depths across the field. (agron-ths-
018) 
• We evaluated the effects of cropping sequence and N fertilization on dryland soil 
temperature and water content at the 0-to-15 cm depth and surface co2, and CH4 fluxes 
in a Williams loam in eastern Montana. (agron-ra-012) 
The prevalent use of PPs across the three disciplines and between the registers 
corroborates the developmental nature of grammatical complexity from coordination to 
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subordination, and to phrasal embedding suggested by earlier studies (e.g., Halliday, 1993b; 
Halliday & Matthiessen, 1999; Norris & Ortega, 2009). As Halliday (1993b) proposed, GM is 
the end of the language development continuum. According to Biber et al. (2011), the last phase 
of the language development progression is achieved by the use of higher number of nouns and 
noun phrases. Likewise, Halliday attributes the formation of GM to the heavy use of nominal 
groups and nominalizations. Considering these two similar perspectives, the results for the use of 
phrasal embedding seem consistent with the literature.  
Lastly, the following excerpt from an agronomy research article represents the heavy 
reliance on nouns and noun phrase constituents in science research writing.  
Quantifying global carbon and water balances requires accurate estimation OF 
gross primary production (GPP) and evapotranspiration (ET), respectively, across 
space and time. Models that are based on the theory OF light use efficiency (LUE) 
and water use efficiency (WUE) have emerged as efficient methods FOR predicting 
GPP and ET, respectively. Currently, LUE and WUE estimates are obtained from 
biome-specific look-up tables and coarse resolution remote sensing data WITH 
large uncertainties. The major objective OF this study was to parameterize eddy 
covariance tower-based ecosystem LUE (ELUEEC), defined as the ratio OF tower-
based GPP (GPPEC ) to photosynthetically active radiation (PAR), and ecosystem 
WUE (EWUEEC ), defined as the ratio OF GPPEC to tower-based ET (ETEC ), 
using the Moderate Resolution Imaging Spectroradiometer (MODIS)-derived 
enhanced vegetation index (EVI) FOR predicting maize (Zea mays L.) GPP and 
ET, respectively. (agron-ra-017) 
Note: Nouns are bolded; noun-noun sequences are bold underlined; adjectives are in 
italics; PPs as nominal postmodifiers are UNDERLINED CAPS; compounds are 
underlined italic 
As the analysis of the text sample from agronomy shows, nouns are widespread in a 
specialist science discipline such as agronomy. The text speaks for itself, but the following 
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points are worth stressing again to remind the readers the nominal discourse style of the 
written academic language and science discourse. 
✓ Nouns are pervasive in science discourse. 
✓ Nouns can premodify a head noun with multiple noun + noun sequences (e.g., 
water use efficiency). 
✓ Adjectives can premodify nouns (e.g., accurate estimation, major objective) and 
more than one adjective may precede nouns (e.g., gross primary production). 
✓ Noun-participle compound can modify nouns (e.g., tower-based ecosystem, 
MODIS-derived enhanced vegetation index). 
✓ Acronyms are widely used for nouns (e.g., LUE and WUE estimates) 
✓ Prepositional phrases can postmodify nouns (e.g., methods for predicting maize) 
✓ Noun phrases can be jointly pre- and post-modified (e.g., accurate estimation of 
gross primary production and evapotranspiration; efficient methods for predicting 
GPP). 
✓ Noun phrases can be extensively modified through phrasal embedding (e.g., using 
the Moderate Resolution Imaging Spectoradiameter (MODIS)-derived enhanced 
vegetation index for predicting maize). 
As the last point supports very well, the nominal group is a powerful resource for meaning-
making in the construal of science discourse. As noted by Halliday (1998), it “expands 
lexically, by the device known as modification: one noun functions as a kind of keyword, 
and other words are organized around it, having different functions with respect to this 
head noun” (p. 196). As a result, the nominal elements in the clause take over the semantic 
content and help the writers express science in more “synoptic” forms as opposed to the 
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more dynamic style of everyday communication mostly represented by the heavy use of 
verbs and clausal structures (Norris & Ortega, 2009, p. 563). 
4.4.6 Summary of Results for Research Question 3 
A detailed discussion of findings of the third research question is given in Chapter 5, but 
this section recaps the major findings emanating from the discourse-based SFL analysis on 
nominal modifiers. The results of the functional analysis suggested that academic prose is highly 
characterized by the heavy use of nominal modifiers. Three major nominal modification features 
stood out in the functional analysis: nouns as nominal premodifiers, adjectives as nominal 
premodifiers, and PPs as nominal postmodifiers. The analysis roughly showed that nouns and 
adjectives as nominal premodifiers as well as PPs as nominal postmodifiers were used 
considerably in agronomy, followed by industrial and manufacturing systems engineering and 
lastly by applied linguistics. These nominal premodifiers were found to create a less explicit 
style of writing with mostly no reference to agent and time. In this way, academic discourse 
becomes more impersonalized.  
The results exemplified how complicated an NP can be with multiple modifiers, and how 
this type of complex NP can lead to a highly abstract, technical, and inexplicit expression of 
meaning. The analysis also showed that modifiers can immensely lengthen the clause and supply 
the informational density in the prose. Using nominal modifiers, nominalizations naturally occur 
and package meaning in the discourse. Nominalized processes in agronomy appeared to help 
writers construct academic language with mostly limited words rather than explaining the same 
meaning with longer clauses. Likewise, PPs as nominal postmodifiers were extensively 
employed in all disciplines. Extensive embedding function of PPs allowed for the expansion of 
the noun phrases, which enabled packing large amounts of meaning into a compact whole, 
providing a substantial meaning potential for writers. 
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CHAPTER 5.    DISCUSSION AND CONCLUSIONS 
This chapter starts with a summary and discussion of the key findings, and continues by 
examining each question in turn. It then proceeds with the implications for syntactic complexity 
research, and teaching academic/science writing. The chapter ends with a discussion of the 
limitations of the study and directions for further research as well as concluding remarks. 
The present study has been designed to provide a multivariate analysis of syntactic 
complexity and nominal modification rather than focusing on a single variable. That is, both 
discipline and register were taken into consideration to account for the differences in linguistic 
features. Because the linguistic characteristics of texts depend on the communicative context in 
which they appear, it is critical to consider the dynamic nature of factors leading to variability in 
syntactic complexity. My goal in this study was to explore the various factors contributing to the 
variance of written academic syntactic complexity. In this respect, modeling a factorial 
multivariate analysis, I attempted to explain why syntactic complexity features differ across 
disciplines and between registers. However, it is worth mentioning that as language production is 
affected by various contexts and reasons, it could be meaningful to seek more dimensions/factors 
influencing the variation in syntactic complexity features in future studies.  
Chapter 4 presented the results of the quantitative and qualitative examination of the 
syntactic complexity and nominal modification present in the two registers and across the three 
disciplines studied. Key findings of the study can be summarized based on the results as shown 
in Table 5.1. 
As Table 5.1 shows, disciplinary differences account for much of the variance in 
syntactic complexity measures and the use of nominal modifiers in academic writing, revealing 
that phrasal complexity features tend to appear more frequently in the science disciplines than in 
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social science and engineering. Register differences also play a role in accounting for the 
variance of syntactic complexity features employed in academic prose, although to a lesser 
extent. As shown in Table 5.1, the study supported previous work on syntactic complexity, 
providing important verifications for the previous research. Whereas there were many interesting 
findings supporting the earlier research, this study also offers new findings that require 
elaboration.  
This study confirmed that disciplinary texts vary in their use of syntactic complexity 
features. Prior research has pointed out overall trends for disciplinary differences (e.g., hard 
sciences versus social science), however, the results of this study pointed out that the distinctions 
are not straightforward. An evaluation of situational characteristics of the study corpus in terms 
of disciplines and registers suggests that some disciplines exhibit distinct intra-variability. Some 
evidence for the explanation of these intra-disciplinary differences may be attributed to the focus 
of sub-disciplines. For example, the results of syntactic complexity measures for industrial and 
manufacturing systems engineering exhibited an intermediary performance. Quite surprisingly, 
and contrary to the researcher’s expectations, most results were closer to social science 
disciplines rather than the science disciplines. This finding could be partly explained by the 
results of the situational characteristics analysis, which suggested that industrial and 
manufacturing systems engineering has some interdisciplinary sub-disciplines (e.g., operations 
research, human factors and ergonomics). Although these sub-disciplines are mainly concerned 
with engineering/industry applications, they also carry out research that could be represented in 
cognitive science, psychology, and mathematics. The situational characteristics analysis helps 
partly explain these results, but because such disciplines have not been sufficiently examined in 
the literature so far, explanations beyond situational characteristics may be needed. Future 
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studies may need to involve innovative theoretical frameworks and more sub-disciplines. A good 
area of investigation for future studies could therefore be an examination of sub-disciplines and 
an exploration of the variance in those sub-disciplines. Such a focused analysis of syntactic 
complexity may provide more information about specialist science or social science disciplines.  
As mentioned in Chapter 3, this study examined syntactic complexity across disciplines 
and between registers from general to specific. That is, both larger syntactic complexity 
constructs and individual clausal as well as phrasal complexity features were investigated. 
Overall syntactic complexity measures analyzed in the first research question provided ratio 
scores for different constructs of syntactic complexity and gave us a holistic understanding of the 
syntactic complexity measures. Individual phrasal and clausal linguistic features analyzed in the 
second research question showed more specifically the role of discrete linguistic features in 
syntactic complexity. The functional analysis in the third research question closely examined 
nominal modifiers and revealed the important semantic and functional role that nominals play in 
academic prose. The findings of the nominal discourse analysis suggest that a syntactic 
complexity analysis is more complete by the contribution of the meaning dimension. The 
existing literature has depended more on structural results and has lacked sufficient explanation 
of the semantic and functional properties of linguistic features. If we add such dimensions, we 
can achieve a more transparent and explanatory examination of the syntactic complexity 
analysis. 
This section briefly summarized the key findings of the study. The following section 
provides a summary of each question and a discussion of major findings for each question.  
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Table 5.1 Summary of Key Findings 
Key Findings of the Study 
Supporting the 
previous research 
 
• Disciplinary differences play major roles in syntactic complexity. 
o Phrasal complexity features are more frequent in science 
disciplines than in social science and engineering. 
o Length of syntactic production is higher in science disciplines 
such as agronomy but syntactic length is enabled mostly by 
phrasal features than clausal ones.  
• Registers vary linguistically. In fact, syntactic complexity of texts may 
vary based on the register they are written for. 
o Phrasal complexity features are more frequent in more 
specialized registers mostly produced by professionals in 
disciplines (e.g., research articles) than in registers (e.g., 
master’s thesis) produced by relatively less experienced 
writers such as master’s students.  
Adding to the 
knowledge base 
 
• Industrial and manufacturing systems engineering discourse is 
interdisciplinary in nature and shares characteristics of its various sub-
disciplines.  
• Sub-disciplines within a discipline may differ significantly. 
• Meaning dimension of syntactic complexity need to be foregrounded. 
(Semantic and functional properties) 
 
 
5.1 Research Question 1: Summary and Discussion of the Major Findings 
The first research question is: Are there any statistically significant differences in the 
mean written syntactic complexity scores across disciplines and between registers as measured 
by six syntactic complexity measures? To answer this question, normalized mean frequencies for 
the syntactic complexity measures were used to perform a two-way between-groups 
(M)ANOVA. Main effects of discipline and register and their interaction were reported. 
Mean Length of T-unit (MLT)  
Mean length of T-unit was operationalized to measure the general overarching syntactic 
complexity. As indicated by the MLT, discipline and register both had an effect on the T-unit 
length. Applied linguistics was the discipline that had the highest MLT followed by agronomy 
and industrial and manufacturing systems engineering. Likewise, research articles had greater 
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MLT than did master’s theses. This result agrees with the findings of previous studies that found 
that MLT shows increase with the maturity of the writing (Nelson & Van Meter, 2007; Loban, 
1976; Nippold, 2007; Nippold et al., 2005; Yang et al., 2015). From this perspective, the length 
of the T-unit production denotes more writing complexity. If the results are interpreted from this 
perspective, it can be argued that the MLT in published research articles is longer than the MLT 
in master’s theses. Because MLT length correlates with the maturity of writing, a higher MLT 
score for published research articles can be expected. Considering the length of training the 
writers of research articles have compared to master’s theses writers, it is quite plausible for 
research article texts to have higher MLT than master’s theses do.  
Dependent Clauses per Clause (DCC) 
As per Norris and Ortega’s (2009) recommendation, the construct of subordination was 
operationalized through DCC. Discipline emerged as a leading factor for differentiating the use 
of dependent clauses in that applied linguistics contained far greater use of DCC than did 
agronomy and industrial and manufacturing systems engineering. This finding appears to be 
consistent with previous studies that found that science disciplines utilize fewer clausal and more 
nominal features (e.g., Biber & Gray, 2013; Halliday, 2004). Although dependent clauses varied 
extensively across the disciplines, there was not much variance between the registers. Both 
published research articles and master’s theses produced quite similar mean scores of DCC. This 
result could lend support to the studies that found no significant increase in subordination after a 
certain period of instruction (e.g., Bulté & Housen, 2014; Crossley & McNamara, 2014). If we 
presume a level of difference in terms of syntactic complexity between published research 
articles and master’s theses due to the experience of the writers of research articles and their joint 
collaborative efforts on one single piece of writing, we can expect an increase in favor of the 
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former. However, as noted above, DCC did not exhibit an increase for research articles. This 
unexpected finding related to the almost similar subordination production between the two 
registers. However, it does not correlate with the three-stage syntactic complexity development 
of Norris and Ortega (2009), who argued that complexity starts with coordination, continues with 
subordination, and finally reaches to climax with phrasal elaboration. This result does not, 
however, signify a significant increase for subordination. This nonconforming result for 
subordination is in fact consistent with some recent studies that found that subordination did not 
differ significantly across the levels (e.g., Bulté & Housen, 2014; Crossley & McNamara, 2014; 
Mazgutova & Kormos, 2015; Vyatkina, 2013). 
Coordinate Phrases per Clause (CPC) 
According to Norris and Ortega (2009), coordination is an indicator of an early level of 
writing complexity. Earlier research noted that developmental trajectory for the writing 
complexity starts with coordination (e.g., Biber et al., 2014; Halliday, 1998; Staples et al., 2016). 
Despite this hypothesis that viewed coordination as an early level of language development, the 
results for CPC in this study did not generate findings supporting this hypothesis. That is, the 
coordinate phrases were found to be used more frequently in published research articles than in 
master’s theses. If published research articles are accepted as a more advanced sample of writing 
production than master’s theses as per the situational characteristics discussed in Chapter 3, it is 
rather surprising for research articles to contain more coordinate phrases than master’s theses do. 
Furthermore, the prevailing condition of CPC in published research articles was seen in all the 
disciplines. In other words, in each of the disciplines, CPC appeared more in research articles 
than in master’s theses. This result pertaining to coordination suggests that we could be more 
cautious in defining language development as a linear process. Although according to Norris and 
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Ortega’s (2009) developmental stages, coordination may signify the beginning of language 
development, more experienced writers could produce more coordination than less experienced 
writers. However, additional comparable research studies are needed to verify the differential 
results. 
Mean Length of Clause (MLC) 
To capture the subclausal complexity, Norris and Ortega (2009) recommended using the 
mean number of words per clause (MLC). The underlying mechanism that led Norris and Ortega 
to make this recommendation is that “since the number of phrases in clause is limited, increases 
in clause length will reflect increases in phrase length” (Bulté & Housen, 2012, p. 38). Although 
most syntactic complexity indices adopt finite clauses as clauses, ignoring the nonfinite ones, 
clause length is one of the measures that are thought to be capturing phrasal complexity. In this 
study, it was used to capture the elaboration at the clause level via subclausal features. The 
results showed that both discipline and register impacted the variation in mean length of clause. 
Agronomy displayed a distinct performance in MLC in that the clause length was significantly 
higher in agronomy than in applied linguistics and industrial and manufacturing systems 
engineering. What also complements and pronounces this finding is that agronomy contained the 
fewest number of DCC in this study, which shows that while agronomy is the discipline with the 
highest clause length, it has the lowest number of DCC. This discrepancy allows us to speculate 
then that in agronomy, the clause is lengthened by other elements/structures apart from 
dependent clauses. It can be deduced that subclausal/phrasal features play a major role in 
generating a longer clause length in agronomy. Register exerted an influence on the clause length 
as well. Published research articles were found to have longer clause lengths than do master’s 
theses. The previous finding related to DCC in disciplines applies to register as well. In other 
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words, master’s theses included a greater number of DCC than published research articles. 
Likewise, one reasonable explanation for the longer clause length in published journal articles 
can be attributed to the employment of subclausal/phrasal structures. However, as phrase-
specific measures were not used in this research question, it is not possible to determine the 
features leading to the clause elaboration. In sum, overall results for MLC support the claim 
made by Norris and Ortega (2009) through which they argued that phrasal/subclausal features 
tend to increase in more advanced language capacities. 
Complex Nominals per Clause (CNC) 
In addition to adopting measures examining the more global construct of complexity, 
recent research has utilized more specific features for subconstructs of complexity (e.g., Lu, 
2010, 2011; Mazgutova & Kormos, 2015; Yang et al., 2015). One such measure targeted for 
phrasal features is CNC. Results of two-way factorial ANOVA yielded a significant main effect 
of both discipline and register on CNC. Disciplines varied significantly, and the key difference 
was observed between agronomy and the other two disciplines. In fact, agronomy had the highest 
mean number of CNC, followed by applied linguistics and industrial and manufacturing systems 
engineering. In addition, registers differed significantly as well. Research articles were found to 
include a higher mean number of CNC than did master’s theses. In all disciplines, research 
articles employed more CNC than did master’s theses. This significant increase of complex 
nominals in research articles appears to correlate with prior research. For example, Mazgutova 
and Kormos (2015) found that modifiers per noun phrase and complex nominals showed 
increases in their study. The length of production may be a contributing factor in the higher CNC 
scores in research articles. As mentioned in Chapter 3, the register analysis of master’s theses 
and research articles in terms of their situational characteristics suggests that the average page 
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length for research articles is significantly lower than for master’s theses. Because authors of 
research articles need to present their research findings in a rather limited space for journals, they 
may have utilized more nominal forms and phrases to express the meanings in a more packaged 
way than master’s theses authors. The exceeding use of complex nominals in more advanced 
samples of writing such as published research articles may also provide a backup for the 
developmental sequence of grammatical complexity features hypothesized by Biber et al. (2011). 
In their developmental progression, Biber et al. (2011) introduced five stages of development 
and noted that phrasal features appear towards the end of the continuum. As complex nominals 
appeared more frequently in published research articles, this could provide support for those 
hypothesized developmental indexes. 
To sum up, the merged findings of the syntactic complexity measures suggest that 
discipline and register exerted significant influence on complexity indices. However, it should be 
noted that discipline was more influential than register. The results for MLC, DCC, and CNC 
were feeding each other. That is, the findings across those complexity measures verified and 
triangulated the intriguing relationship between clausal subordination and phrasal elaboration. 
Specifically, increased clausal subordination was found in master’s theses, and conversely 
increased phrasal elaboration was found in research articles.  
5.2 Research Question 2: Summary and Discussion of the Major Findings 
The second research question is: Are there any statistically significant differences in the 
mean written syntactic complexity scores across disciplines and between registers as measured 
by twelve individual phrasal and clausal syntactic complexity features? To answer this question, 
normalized mean frequencies for the discrete linguistic features were used to perform a two-way 
between-groups ANOVA. Main effects of discipline and register and their interaction were 
reported. 
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Main effect of discipline on the dependent variables 
As the factorial design of the study suggests, discipline with three levels and register with 
two levels are the independent variables in this study. Dependent variables (linguistic features) 
were examined to see whether they differ across the disciplines and between the registers. The 
overall findings from the factorial ANOVA procedure revealed that discipline as an independent 
variable resulted in more variance in accounting for the differences of linguistic features. That is, 
discipline was a significant factor in determining the variance of almost all nominal modification 
features. More specifically, across the 12 nominal modification features, only two features 
(adjectives as prenominal modifiers and nonfinite relative clauses) did not distinguish across the 
disciplines. As depicted in figures displaying profile plots of the disciplines, 7 out of 12 
linguistic features followed a similar path of variation across the disciplines. These linguistic 
features were finite adverbials, of as a preposition, WH and that relative clauses, finite and 
nonfinite complement clauses, and nominalizations. In this path shared by these linguistic 
features, applied linguistics appeared as the discipline that contained the greatest use of these 
linguistic features whereas agronomy had the least use. Industrial and manufacturing engineering 
stood in between the two. 
On the other hand, 4 out of 12 features showed a different path of variation across the 
disciplines. In that, nouns as part of speech, adjectives and nouns as nominal premodifiers, and 
nonfinite relative clauses appeared more frequently in agronomy, followed by industrial and 
manufacturing systems engineering and applied linguistics respectively. To summarize, it can be 
concluded that discipline resulted in statistically significant variation for a great majority of 
linguistic features (10/12) and two distinct paths of disciplinary variation emerged depending on 
the linguistic features as described above. In the first path, applied linguistics included far greater 
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use of the mentioned linguistic features, and in the second part agronomy was the leading 
discipline in terms of the use of those linguistic features. Industrial and manufacturing systems 
engineering stayed in the middle in both of the disciplinary variation paths. 
Main effect of register on the dependent variables 
While discipline emerged as a relatively distinguishing factor, register did not account for 
the variance in the nominal modification features as much as discipline did. In fact, the results 
showed that only three linguistic features showed variance based on the register. Finite adverbial 
clauses, nonfinite complement clauses, and nouns as part of speech were found to differ 
significantly between published research articles and disciplines. This finding is not surprising 
considering that both registers share quite common characteristics. As seen in the post hoc 
comparison table and profile plots for register, master’s theses made greater use of finite 
adverbial clauses and of nonfinite complement clauses than did published research articles. 
These findings could lend support to the previous literature that found that dependent 
clauses tend to decrease at advanced stages of writing (Nippold, 2007; Scott, 2004). If published 
research articles are considered as a more advanced sample of academic writing than master’s 
theses, considering the notable professional experience of the research articles authors, it is not 
surprising to observe a decrease in finite adverbial clauses in research articles. As noted in 
situational characteristics of the corpus registers in Chapter 3, research articles and master’s 
theses can be distinguished in terms of the participants. That is, while master’s theses are written 
by a single author, a great majority of research articles are written by more than a single author. 
In fact, it is hard to find a single-author research article in some disciplines (e.g., agronomy). 
Through collaboration, the authors in research articles can combine their expertise on the same 
article. Moreover, most writers of research articles are professionals who hold terminal degrees 
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(e.g., Ph.D.) with higher numbers of years of training in their fields than writers of master’s 
theses, who are relatively newcomers to the academy. Thus research articles could be considered 
as a product reflecting greater expertise compared to master’s theses. Nouns, however, showed 
an inverse trend in that nouns appeared more frequently in published research articles (M=339) 
than in master’s theses (M=329). These numbers are comparable to the findings from previous 
research that reported that nouns are increasing tremendously in modern day academic writing 
(e.g., Biber & Gray, 2013). 
Despite the statistically significant difference, both registers carried a large number of 
nouns. This noticeable reliance on nouns in the registers such as published journal articles can be 
attributed to the fact that nouns are key devices in constructing informational density as they are 
loaded with heavy content information. As published journal articles are restricted by space, it is 
plausible to utilize nouns maximally to achieve maximum content under severe space limitations. 
The fairly limited page length of research articles as demonstrated in register analysis in Chapter 
3 could be a contributing factor for the prevalence of nouns in research articles. This finding 
provides backing for Halliday’s (1998, 2004, 2009) claim that as nouns increase in discourse, 
there is a greater number of lexical items per clause, leading to higher lexical density, which is 
defined as the ratio of content words to grammatical words. 
Interaction of discipline and register on the dependent variables 
The results of factorial ANOVA suggested that the interplay of discipline and register did 
not result in much impact on nominal modification features. Only three linguistic features had a 
statistically significant difference according to the combined effect of discipline and register. 
One of the striking findings related to the interaction of discipline and register emerged in 
adjectives as prenominal modifiers. The disciplines showed an opposite path in relation to 
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registers. While master’s theses and published research articles contained fairly similar numbers 
of adjectives as nominal premodifiers in agronomy and in industrial and manufacturing systems 
engineering, the difference in applied linguistics was considerably more substantial. 
Nominalization is another linguistic feature that displayed an intricate relationship of 
discipline and register. As shown in Figure 9 in Chapter 4, industrial and manufacturing systems 
engineering had the highest variability between research articles (M=91.22) and master’s theses 
(M=74.04) with regard to the use of the nominalizations. Conversely, the variation between the 
registers in agronomy and applied linguistics was quite small. Given the increased use of 
nominalizations in engineering research articles, the finding may correspond to the earlier 
research that described the language of science and academia as nominal rather than verbal (e.g., 
Banks, 2005; Biber & Gray, 2010; Byrnes, 2009; Fang et al., 2006; Flowerdew, 2003; Halliday, 
1998, 2004; Halliday & Martin, 1993). 
This finding pertaining to the prevalence of nominalizations in engineering research 
articles could account empirically for the increased use of nominalized processes in science 
discourse, considering the fact that the language of science transforms actions into nouns and 
generates simple clauses but long and complex nominal groups (Halliday, 2009). Despite this 
supporting evidence for the spread of nominalizations in engineering, agronomy was particularly 
interesting due to its contradictory findings. In fact, both published research articles (M=75.00) 
and master’s theses (M=75.94) in agronomy had a rather smaller rate of nominalization 
occurrence than did engineering. To some extent, the decreased nominalization in agronomy 
could be explained by the earlier findings that found that nominalizations are more common in 
social science and multi-disciplinary science articles (Biber and Gray, 2016). What may be 
happening is that the greater use of nominalizations in engineering over agronomy could partly 
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be explained by the inter-disciplinary nature of industrial and manufacturing systems engineering 
as mentioned at the beginning of Chapter 5. Further research would help clarity these issues. 
5.3 Research Question 3: Summary and Discussion of the Major Findings 
The third research question is: How are nominal modifiers constructed in academic 
writing and what functional roles do they play in academic discourse? To answer this question, a 
more qualitative and functional approach was followed, drawing on the premises of SFL-based 
discourse analysis and corpus-based phrasal complexity research.  
As science writing has shifted from clausal to phrasal features in the last century, nouns 
and noun phrases have gained noteworthy prominence in the construction of academic prose. 
Drawing on this foremost importance of noun phrases, I intentionally focused on noun 
modification features for the qualitative analysis. Specifically, the analysis encompassed nouns 
and adjectives as nominal premodifiers along with PPs as nominal postmodifiers. The overall 
analysis of these features showed that there is a wide array of usages of these structures in 
science writing. For example, nouns can easily be compounded with one another and may 
modify a head noun. This result lends support to the corpus-based studies of phrasal features that 
found that nouns get into various compounds with other constituents (Biber & Gray, 2010, 
2016). This intricate formation of noun phrases helps the writers to construct meaning in a highly 
different way than we are used to hearing and seeing in conversation or informal contexts. 
Because science writing essentially aims to convey information to various specialist disciplines, 
each discipline is likely to have their own taxonomies, technical vocabulary, or abstract terms. 
All these elements are realized by the use of nouns and noun phrase constituents such as other 
nouns, nominalizations, adjectives, or PPs.   
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The corpus data examined in this research question showed that the information 
conveying purpose of science was enabled by the heavy use of nouns because nouns have a 
dense semantic load capability. Therefore, being more compressed and shorter than elaborated 
clause features, noun phrases express the reality or information of science in a different way. 
This is in fact the essence of nominal groups where processes are turned into things through the 
rank-shifting power of language. That is, the same meaning is conveyed by a different 
grammatical category. For example, the action or process of ‘move’ is expressed through the 
nominalized form ‘movement’. When it is expressed as ‘movement’, then it is possible to modify 
it with other constituents such as an adjective (rapid movement), another noun (air movement), 
or a PP (movement of water). Agronomy especially stood out as the discipline using 
nominalization to describe the processes happening in nature (e.g., precipitation, vegetation). 
This use of nominalization to express a natural event with one word has been noted in previous 
systemic functional studies (Halliday, 2004, 2009). As the distinctive properties of disciplines 
are taken into consideration, it is possible to speculate that agronomy is more prone to include 
nominalizations to replace processes happening in nature.  
However, it should be noted that because so much information is given through minimal 
elements, though powerful in content, it is often hard to decode the meaning relationships among 
phrase elements. Because it is hard to associate meaning relationships, NPs can become highly 
technical and abstract which makes for inexplicit and covert content expression that requires 
knowledge of both the content and the way language construes it. Considering all these 
characteristics of NPs in science discourse, it is crucial to make phrasal complexity features and 
nominal groups more transparent to the students. This nominal style of writing needs to be on the 
radar of teachers, material developers, textbook writers, and language teaching professionals 
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because the mastery of nominal groups can allow the learner to construe abstract and technical 
language of educational contexts and university. Such an ability is seen as a key for entering into 
the literacy demands and knowledge encountered in university contexts, which is discipline-
based and technical (Halliday, 1993b, p. 111).  
As shown by the examples of PPs as noun postmodifiers, PPs play a crucial role in 
constructing science discourse by postmodifying nouns in an embedded manner. While doing so, 
PPs allow for combining nouns or noun phrases with each other, and this process results in the 
extensive lengthening of the clause through multiple phrases. In this way, embedded phrases can 
be placed before or after the verb of the clause and lead to longer clauses. This usage of PPs as 
nominal postmodifiers in science writing as instantiated in the results chapter with examples is 
indicative of the “favorite clause type of” science writing, where phrases play a major role in the 
complexification of syntax (Halliday, 2004, p. 112). The dependence on verbal resources and 
clausal features is maximally reduced, and phrases become dependent on each other in an 
embedded way as shown in the examples.  
At this point, it may be useful to associate the use of noun phrases as a clause-
lengthening device with the highlighted importance of using clause length for syntactic 
complexity in previous studies (e.g., Beers & Nagy, 2009, 2011; Norris & Ortega, 2009). In 
contrast to other length-based measures (e.g., T-unit length), clause length “taps a more narrowly 
defined source of complexification at the phrasal level” (Norris & Ortega, 2009, p. 561). When 
quantitative analysis of the mean length of clause (MLC) reported in Table 4.4 in the first 
research question is interpreted in relation to the use of noun phrases with modifiers, we see 
buttressing results that show that specialist science, as represented in agronomy in this study, has   
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a higher clause length, as an indication of complexity at the phrasal level. This finding affirms 
previous studies that found that science writing with its phrasal structure has greater clause 
length.  
However, what makes the results appear even more intriguing is that applied linguistics 
and industrial and manufacturing systems engineering had almost the same clause length, as 
depicted in Figure 4.2. This intriguing result could be explained by comparing the distribution of 
nominal features between the two disciplines. For all nominal modification features (nouns, 
adjectives as nominal premodifiers, nouns as nominal premodifiers, and PPs as nominal 
modifiers), industrial and manufacturing systems engineering produced higher frequencies than 
did applied linguistics. However, they had very similar clause lengths measured by MLC. This 
striking similarity in clause length can be explained by the possibility that applied linguistics 
texts may have employed a different way of clause lengthening. In fact, the results for finite 
adverbial clauses, finite complement clauses, and finite relative clauses lend support to the 
assumption that applied linguistics utilized these clausal resources more than did the industrial 
and manufacturing systems engineering as clause lengthening devices. 
In sum, the high use of nouns and noun phrase modifiers, especially in agronomy, created 
a discourse style characterized by multiple embedded noun phrases. Agronomy came to the fore 
with its noticeable reliance on nominal modifiers, benefiting substantially from their meaning-
making potential as noted by earlier research (e.g., Fang et al., 2006; Halliday, 2004; Whittaker 
et al., 2011; Moore & Schleppegrell, 2013). Applied linguistics as a specialist social science 
discipline employed the least use of nouns in general and nouns as nominal premodifiers.  
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 However, it should be noted that, though applied linguistics texts included fewer phrasal 
features than the other disciplines in this study, applied linguistics as a discipline rest more on 
phrasal features than clausal in itself.   
Nominalizations, as different from nouns, were heavily used in applied linguistics over 
the other disciplines, which seemed to support earlier findings that nominalizations are more 
common in social science research than in science research (Biber & Gray, 2016). Nevertheless, 
the corpus data indicated that clausal features were more explicitly favored in applied linguistics 
than in the other disciplines in this study. Industrial and manufacturing systems engineering 
authors could be said to take a more intermediary position in the deployment of nouns and 
nominal modifiers in their research writing. For almost all features of phrasal and clausal 
complexity features, the industrial and manufacturing systems engineering were in between 
applied linguistics and agronomy. This could partly be explained by the object of study in 
industrial and manufacturing systems engineering. As shown in the situational characteristics 
analysis of the registers in Chapter 3, industrial and manufacturing systems engineering have 
three main topics or areas of study as operations research: human factors and ergonomics, and 
manufacturing. In particular, human factors related texts focus on cognitive factors and usability 
studies in various industries. Such studies may conduct research related to cognition and 
psychology. In a similar vein, studies in operations research within industrial and manufacturing 
systems engineering may show characteristics that are close to management science and 
mathematics. Therefore, considering the interdisciplinary nature of industrial and manufacturing 
systems engineering, we can understand why it stands in an intermediate position for nearly all 
phrasal and clausal complexity features in this study. This finding could inform researchers who 
investigate syntactic complexity across disciplines. Major sub-disciplinary areas of disciplines 
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could be examined in terms of their focus and requirements of that sub-discipline for various 
syntactic complexity features. These studies could indirectly help curriculum developers or 
academic writing instructors so that they could offer more specific instructions/courses for 
disciplines with interdisciplinary areas. 
5.4 Summary the Major Findings in the Study 
Motivated by the findings showing that academic/science writing has undergone a major 
shift from clausal to phrasal structures (Biber & Gray, 2010, 2016; Biber et al., 2011) and by the 
developmental writing theories arguing that language development shows a trend from 
coordination, to subordination, and to phrases (Halliday, 1993b; Norris & Ortega, 2009), this 
study integrated emerging finer grained phrasal complexity features with more traditional widely 
used clausal complexity features. In this way, this dissertation has been situated in a more 
complementary and multidimensional approach to syntactic complexity analysis of 
academic/science writing. Despite the fact that nominal modifiers that occur within NPs have 
been regarded as one of the most profound grammatical innovations in academic discourse over 
the last century, clausal features were also included in the study, as they have been consistently 
employed as commonly used indicators of syntactic complexity and one of the integral 
components of syntax. This complementary and multi-dimensional construct operationalization 
of syntactic complexity allowed a more thorough investigation of linguistic complexity in 
academic written prose, and thereby resulted in a more complete picture of complexity in science 
writing.  
At the beginning of this study, three primary research questions were proposed to 
investigate syntactic complexity and nominal modification in academic writing. To achieve an 
organically connected investigation, a tunneling methodology was intentionally chosen in this 
study. In other words, research questions in the study addressed the linguistic features and 
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complexity measures from general to a specific fashion. The first research question was designed 
to analyze global complexity measures (e.g., mean-length of T-unit) with a few phrasal 
complexity indices (e.g., complex nominals per clause) and provided an overarching syntactic 
complexity analysis. The overall findings for this research question suggested that clausal 
subordination appeared more frequently in master’s theses while phrasal elaboration was found 
in greater terms in published journal articles. In terms of disciplines, agronomy had the higher 
rates of clause length and complex nominals than applied linguistics and industrial and 
manufacturing systems engineering. The differences in the distribution of complexity measures 
on the corpus texts were reported with holistic scores. However, despite being viewed as reliable 
and objective measures of complexity by much previous research, the holistic scores 
representing the targeted complexity measures failed to elucidate to what extent a measure – say 
mean length of T-unit – revealed the sources of complexification. That is, those holistic scores 
were not able to tell us what linguistic features were constituting the complexity for those 
measures in the first research question.  
As a consequence, the second research question, which investigated syntactic complexity 
via specific linguistic features, was addressed to explicate the linguistic bases of phrasal and 
clausal complexity. A number of discrete clausal and phrasal complexity features were 
individually analyzed to measure to what extent they differed in use across disciplines and 
between registers. The overall findings for this research question showed that phrasal complexity 
features (e.g., nouns as nominal premodifiers) appeared more frequently in agronomy as a 
specialist science discipline, while clausal complexity features (e.g., finite complement clauses, 
finite adverbial clauses) appeared more frequently in applied linguistics as a specialist social 
science discipline. Examination of these clausal and phrasal complexity features in specific terms   
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provided a more tangible analysis of the linguistic correlates of phrasal and clausal complexity in 
written academic/science prose. 
After specifying the linguistic features of phrasal complexity, the third research question 
took the analysis one step further and provided a more qualitative analysis of the targeted 
linguistic features. As nouns and noun phrase modifiers have profoundly increased in use in 
academic writing, the third research question focused on the analysis of nominal modifiers, 
which allow for the expression of reality in science in a different way by packing informational 
content in phrases rather than clauses. Connecting the results of nominal modifiers examined in 
the second research question, the last question exemplified the use of nominal modifiers from the 
corpus data and explained how noun phrases/nominal groups provided a more inexplicit and 
highly compressed style of meaning in science discourse. The functional analysis of the nominal 
modifiers showed that agronomy texts contained the highest use of these features in the 
expression of their disciplinary content followed by industrial and manufacturing systems 
engineering and applied linguistics. Nouns and embedded noun phrases via PPs were heavily 
used in the respective disciplines in highly technical and abstract terms, increasing the 
informational density of the texts. Qualitative analysis of the corpus pointed out that science 
writing discourse is primarily characterized by a nominal style of writing, which needs to be 
essentially considered for the development of writing skills needed for success in educational 
contexts. 
5.5 Implications for Research 
The present study has important methodological implications informing the research. 
That is, this study contributes to the study of written academic discourse through its combined 
focus on complexity from both corpus-based and systemic-functional perspectives. The 
quantitative strength of the study has been enabled by the automatic analysis of complexity 
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features obtained by the use of Biber Tagger and the special Complexity program (Biber & Gray, 
2010; Biber et al., 2011; Gray, 2011, 2015). In addition, Synlex Syntactic Complexity Analyzer 
(Lu, 2010, 2011, Lu & Ai, 2015) was utilized. The use of these programs together helped the 
present study treat each text in the corpus as an observation, providing normed rate of 
occurrences for each linguistic feature and complexity measures investigated in the study. Only 
in this way was it possible to perform inferential statistics and modeling 2x3 factorial design to 
address the research questions. The power of corpus-based methodology helped achieve results 
that could potentially be replicated and generalizable to a wider context. The systemic functional 
perspective on nominal features of science writing in the third research question helped to 
explain the theoretical phenomenon behind the use of nominal groups. It paved the way for a 
functional analysis of nominal modifiers and helped explicate understanding how different 
science prose shifts and how language is used dramatically in ways different from informal 
discourse. This dissertation looked at nominal modifiers at the phrase level and most of the 
examples analyzed were ideational in nature. However, further research studies could examine 
the clause level with the interpersonal systemic functional perspective. 
The construct operationalization of syntactic complexity employed in the present study 
may also present implications for complexity research by addressing the recent calls from the 
literature that argue that complexity is a multi-dimensional construct (Bulté & Housen, 2012; 
Housen et al., 2012; Norris & Ortega, 2009). This study has been operationalized to capture the 
construct multi-dimensionality of syntactic complexity. Because syntactic complexity has been 
widely described as the use of a diverse set of syntactic resources in a sophisticated way, the 
study operationalized the measurement of complexity to include both clause level and phrase  
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 level features of syntax and tried to address the concerns about the construct definition. For this 
reason, the study followed a complementary approach to complexity as suggested by previous 
research (e.g., Norris & Ortega, 2009). 
As noted before, learners need to exhibit a wide range of syntactic resources to be able to 
effectively produce texts that are appropriate to the communicative and functional characteristics 
of academic writing. For example, a nominal style of writing, which is largely represented at the 
subclausal level of syntax, has dominated the science discourse over the last few decades. 
However, because the traditional length-based measures tend to ignore these nominal 
characteristics of science writing, they cannot capture the complexification sourced by the 
nominal discourse features. Therefore, recent research has called for studies that also capture the 
phrasal complexity of writing (Biber et al., 2011; Bulté & Housen, 2012; Norris & Ortega, 2009; 
Ortega, 2015). As a response to these calls, this study adopted a complementary approach to the 
investigation of syntactic complexity by employing both global clause level measures and 
specific phrasal measures. The integrative methodological approach of this study enables a more 
complete picture of syntactic complexity investigation and is among the few recent attempts at 
combining clausal and phrasal linguistic features. 
5.6 Implications for Teaching 
This study provides implications for educational practice. Although deployment of a wide 
spectrum of syntactic structures from clauses to phrases indicate a more sophisticated writing, 
writing instruction seems to have neglected the nominal discourse features of academic writing. 
Phrasal complexity features have largely been ignored in writing assessment and have not been 
sufficiently placed in language teaching curriculum and materials (Biber et al., 2011). While the 
emerging linguistic demands of academic prose require students to gain productive control over 
the register-specific features of academic writing (e.g., nouns as nominal premodifiers), writing 
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instruction has not seemed to pay attention to such linguistic features. Considering the critical 
role of nominal modifiers in the construal of academic discourse, this study has investigated 
phrasal complexity features. Each nominal modification feature has been individually examined 
for their occurrences across disciplines and registers. The findings emerging from the corpus-
based investigation of discrete linguistic features in large number of texts can potentially inform 
the preparation of teaching materials such as syllabi and textbooks as pointed out by Biber and 
Reppen (2002). Findings from the study also provide implications for the inclusion of nonfinite 
elements in both complexity measurements and teaching materials. As T-unit-based measures do 
not count nonfinite clauses, their presence is not represented in most complexity studies. 
However, some of these non-finite clauses are heavily used in academic writing as they present a 
more concise expression of clause. For example, nonfinite relative clauses are used in academic 
writing, whereas finite adverbial clauses have declined in use considerably. Such nuances 
represented in this study may contribute to the teaching of academic/science writing.  
5.7 Limitations and Directions for Future Research 
Limitations of this research should be noted to inform future studies on syntactic 
complexity and nominal modifiers. Firstly, this study draws on a collection of a specialized 
corpus representing three disciplines (agronomy, applied linguistics, and industrial and 
manufacturing systems engineering) and two registers (published journal research articles and 
master’s theses). Hence, the findings reported in this study are only meant for those disciplines 
and register, and may only be generalizable to their respective discourses.  
Another limitation of the study could be related to the accuracy of the automated analysis 
of linguistic features. Several automatic grammatical analysis programs were employed in this 
study: the Biber tagger, the complexity program, and the Synlex syntactic complexity analyzer. 
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As tagging and complexity analysis are done automatically, it is important to know to what 
extent automatic programs do their job accurately. Conducting a reliability analysis for the 
tagging and the complexity program is useful to evaluate the accuracy of the automatic tags. It 
was explained in Chapter 3 that the accuracy of the automatic tags was checked in some studies 
through precision, recall, and overall reliability (e.g., Gray, 2015). In fact, despite high reliability 
scores for a most of the features, Gray’s (2015) reliability analysis pointed out that the automatic 
tagging may not produce error-free reliability statistics for all linguistic features. However, this 
study did not calculate the reliability information such as precision and recall. Instead, as 
explained in Chapter 3, the accuracy of the automatic tags was checked with a subsample of 
texts. A randomly selected sample of texts was hand coded, and tags assigned to the same sample 
by the tagger were compared. In this way, a percentage agreement was obtained for five 
linguistic features. However, this may not provide robust reliability information as reported via 
precision, recall, and overall reliability statistics. Despite this limitation, the reliability of the 
tagging could be warranted considering that the Biber tagger has been widely used for research 
in academic writing (e.g., Biber & Gray, 2013; Biber et al., 2011; Biber et al., 2014; Staples et 
al., 2016). The tagger has been used similarly to those academic writing studies in this study. 
Thus the results of the study could be comparable to the similar studies.  
As mentioned, another automatic program this study rests on is Synlex Syntactic 
Complexity Analyzer. Unlike the tagging information provided by the Biber tagger, Synlex does 
not generate tagging data. Therefore, it was not possible to evaluate the accuracy of the tags in 
the Synlex analysis. However, several experiments were done to understand how Synlex 
operationalizes the linguistic features in their complexity analysis. For example, one experiment   
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was done to explore how complex nominals are examined by Synlex. To this end, three similar 
sentences listed below were tested on the web-based interface of Synlex. 
a. These large transfers lead to the findings. 
b. These energy transfers lead to the findings. 
c. These energy transfers in the study lead to the findings. 
These three sentences were tested for the number of complex nominals per clause and per T-unit. 
The results reported by Synlex showed that sentence a has one complex nominal (adjective pre-
modifying a noun: large transfers). But there are no complex nominals detected by Synlex in 
sentence b and c. However, to the researcher’s knowledge, there are at least one complex 
nominal in sentence b, and two complex nominals in sentence c. Sentence b has the NP (energy 
transfers) where the noun energy is pre-modifying another noun. Similarly, sentence c has the 
NP (energy transfers), and the second complex nominal in sentence c is the PP (in the study) 
where the PP is post-modifying the noun (transfers). These nominal pre- and post-modifiers 
(nouns as nominal premodifiers and PPs as nominal postmodifiers) are viewed as complex 
nominals by the corpus-based grammatical complexity research and the complexity program 
used in a number of studies (e.g., Biber & Gray, 2010; Biber et al., 2011; Gray, 2011). In fact the 
measure complex nominals was added to Synlex analyzer to capture the subclausal complexity 
(Lu, 2011). Lu (2010, 2011) bases his complex nominals measurement on Cooper’s (1976) study 
and includes some linguistic features (e.g., noun clauses) that are not operationalized similarly in 
complexity studies done by Biber and his colleagues.  
Surprisingly, while Synlex considered adjectives as nominal pre-modifiers as an example 
of complex nominals, it did not list nouns as nominal pre-modifiers and PPs as nominal post-
modifiers as complex nominals. Such contrastive examples point out that different complexity 
programs used in this study may operationalize the same constructs with different linguistic 
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algorithms. This mismatch in the operationalization of some linguistic features may pose 
problems for the interpretation or comparison of the results obtained from two different 
analyzers. However, these two complexity programs have been widely used by the previous 
studies on complexity and are still being used increasingly in complexity studies. Despite their 
incongruent perspective to complexity analysis in some respects, both programs have powerful 
computational strength and produce useful complexity analysis for researchers of complexity. 
Considering these limitations resulting from the differing operationalization of the complexity 
features across different platforms, future studies could investigate the extent to which these 
operationalizations show variance. The future studies may also strive for closing the relative 
disconnect between the programs and developing a new complexity program utilizing the 
powerful aspects of both programs. 
Additional shortcoming of the study may be found in the qualitative methods used in the 
third research question. For this analysis, the texts were analyzed according to the appearance of 
each feature in the discourse. Despite the fact that close functional analysis of the targeted 
nominal modifiers was useful for observing patterns of use in context, employing another rater or 
analyst would result in more dependable qualitative results. As noted though, this close-up 
analysis revealed that some nominal modifiers play a pivotal role in science prose. For example, 
prepositional phrases (PPs) as nominal postmodifiers can create very long clause structures 
through embedded phrases. This extensive embedding manifests a highly intricate and technical 
language that may be hard to decipher for people outside of the respective disciplinary discourse. 
This meaning potential of PPs has in fact been highlighted by recent research as a prolific area 
for the analysis of syntactic complexity “particularly if the functional and meaning consequences 
of modification are brought to bear on the analyses” (Ortega, 2015, p. 92). Accordingly, further 
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research studies could focus on explaining the meaning-making potential of the PPs in academic 
discourse. Similarly, in addition to supplying quantitative findings on the normed rates of 
occurrences of nominal modifiers, future research should explore their meaning-making 
capacities in relation to the functional demands of the registers for which texts are written. 
Lastly, this study focused on nominal modifiers at the phrasal level and explored their use 
from the ideational metafunction of SFL, which is concerned with the meanings of the text. 
However, a student who has the knowledge of content in his discipline needs particular linguistic 
tools to express his ideas in a well-formed way (Mahboob, 2014; Martin & White, 2005). 
Gaining control over expressing the content appropriately becomes more challenging when 
students need “to employ interpersonal or textual resources to express, clarify, or elaborate their 
disciplinary knowledge” (Schleppegrell, 2002, p. 128). Therefore, in addition to the ideational 
metafunction, students need to deploy interpersonal resources in their science writing samples. 
Considering the significance of interpersonal resources, future studies may focus on how 
interpersonal resources are used across different disciplines and registers. While doing so, they 
can examine clauses as unit of analysis because interpersonal resources are best reflected through 
clauses than phrases.  
5.8 Concluding Remarks 
Syntactic complexity studies so far have mainly focused on a limited view of construct 
representation favoring the use of subordination measures (Bulté & Housen, 2012), and only a 
handful of studies, using measures representing other levels of syntax such as phrases, have 
appeared recently in the literature (e.g., De Clercq & Housen, 2017; Staples et al, 2016). The 
present study therefore adopted a multi-dimensional approach to a construct definition of 
syntactic complexity and operationalized it complementarily, including underrepresented areas 
of syntactic complexification with phrasal complexity features. The findings of the study are 
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particularly meaningful in that an integrative analysis of complexity through both clausal and 
phrasal features may inform each other by triangulation of measures. However, the number of 
discrete linguistic features investigated in the study was relatively limited. Future research might 
include a greater number of individual features. 
The findings for the qualitative analysis of the nominal modifiers appear to validate the 
arguments that science research writing is highly characterized by dense nominal style. A closer 
look at the patterns of use for the nominal modifiers has revealed that nouns and PPs are the 
predominant linguistic resources constituting the fairly abstract and technical discourse of 
science. As these linguistic features undertake a large portion of semantic content and result in 
considerable information density, educational practice may prioritize the nominal discourse 
features of science and academia. In this way, curriculum and teaching practice may expand the 
linguistic choices learners need for meaning-making potential in their academic disciplines. 
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APPENDIX A.    DRIFT OF GRAMMATICAL METAPHOR (HALLIDAY, 1998) 
Relator 
(Conjunction) 
Circumstance 
(Adverb) 
Process  
(Verb) 
Quality  
(Adj) 
Entity  
(Noun) 
   1  
  2  
 3 
4 
  5  
 6  
7  
 8   
9   
10     
Clause Nexus Clause   Nominal 
 Group 
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APPENDIX B.    ACADEMIC KEYWORD LIST (AKL) (PAQUOT, 2010) 
355 nouns 
ability, absence, account, achievement, act, action, activity, addition, adoption, adult, advance, advantage, 
advice, age, aim, alternative, amount, analogy, analysis, application, approach, argument, aspect, assertion, 
assessment, assistance, association, assumption, attempt, attention, attitude, author, awareness, balance, 
basis, behaviour, being, belief, benefit, bias, birth, capacity, case, category, cause, centre, challenge, 
change, character, characteristic, choice, circumstance, class, classification, code, colleague, combination, 
commitment, committee, communication, community, comparison, complexity, compromise, concentration, 
concept, conception, concern, conclusion, condition, conduct, conflict, consensus, consequence, 
consideration, constraint, construction, content, contradiction, contrast, contribution, control, convention, 
correlation, country, creation, crisis, criterion, criticism, culture, damage, data, debate, decision, decline, 
defence, definition, degree, demand, description, destruction, determination, development, difference, 
difficulty, dilemma, dimension, disadvantage, discovery, discrimination, discussion, distinction, diversity, 
division, doctrine, effect, effectiveness, element, emphasis, environment, error, essence, establishment, 
evaluation, event, evidence, evolution, examination, example, exception, exclusion, existence, expansion, 
experience, experiment, explanation, exposure, extent, extreme, fact, factor, failure, feature, female, figure, 
finding, force, form, formation, function, future, gain, group, growth, guidance, guideline, hypothesis, idea, 
identity, impact, implication, importance, improvement, increase, indication, individual, influence, 
information, insight, instance, institution, integration, interaction, interest, interpretation, intervention, 
introduction, investigation, isolation, issue, kind, knowledge, lack, learning, level, likelihood, limit, limitation, 
link, list, literature, logic, loss, maintenance, majority, male, manipulation, mankind, material, means, 
measure, medium, member, method, minority, mode, model, motivation, movement, need, network, norm, 
notion, number, observation, observer, occurrence, operation, opportunity, option, organisation, outcome, 
output, parallel, parent, part, participant, past, pattern, percentage, perception, period, person, personality, 
perspective, phenomenon, point, policy, population, position, possibility, potential, practice, presence, 
pressure, problem, procedure, process, production, programme, progress, property, proportion, proposition, 
protection, provision, publication, purpose, quality, question, range, rate, reader, reality, reason, reasoning, 
recognition, reduction, reference, relation, relationship, relevance, report, representative, reproduction, 
requirement, research, resistance, resolution, resource, respect, restriction, result, review, rise, risk, role, 
rule, sample, scale, scheme, scope, search, section, selection, sense, separation, series, service, set, sex, 
shift, significance, similarity, situation, skill, society, solution, source, space, spread, standard, statistics, 
stimulus, strategy, stress, structure, subject, success, summary, support, survey, system, target, task, 
team, technique, tendency, tension, term, theme, theory, tolerance, topic, tradition, transition, trend, type, 
uncertainty, understanding, unit, use, validity, value, variation, variety, version, view, viewpoint, volume, 
whole, work, world 
233 verbs 
accept, account (for), achieve, acquire, act, adapt, adopt, advance, advocate, affect, aid, aim, allocate, 
allow, alter, analyse, appear, apply, argue, arise, assert, assess, assign, associate, assist, assume, attain, 
attempt, attend, attribute, avoid, base, be, become, benefit, can, cause, characterise, choose, cite, claim, 
clarify, classify, coincide, combine, compare, compete, comprise, concentrate, concern, conclude, conduct, 
confine, conform, connect, consider, consist, constitute, construct, contain, contrast, contribute, control, 
convert, correspond, create, damage, deal, decline, define, demonstrate, depend, derive, describe, design, 
destroy, determine, develop, differ, differentiate, diminish, direct, discuss, display, distinguish, divide, 
dominate, effect, eliminate, emerge, emphasize, employ, enable, encounter, encourage, enhance, ensure, 
establish, evaluate, evolve, examine, exceed, exclude, exemplify, exist, expand, experience, explain, 
expose, express, extend, facilitate, fail, favour, finance, focus, follow, form, formulate, function, gain, 
generate, govern, highlight, identify, illustrate, imply, impose, improve, include, incorporate, increase, 
indicate, induce, influence, initiate, integrate, interpret, introduce, investigate, involve, isolate, label, lack, 
lead, limit, link, locate, maintain, may, measure, neglect, note, obtain, occur, operate, outline, overcome, 
participate, perceive, perform, permit, pose, possess, precede, predict, present, preserve, prevent, produce, 
promote, propose, prove, provide, publish, pursue, quote, receive, record, reduce, refer, reflect, regard, 
regulate, reinforce, reject, relate, rely, remain, remove, render, replace, report, represent, reproduce, 
require, resolve, respond, restrict, result, retain, reveal, seek, select, separate, should, show, solve, specify, 
state, stimulate, strengthen, stress, study, submit, suffer, suggest, summarise, supply, support, sustain, 
tackle, tend, term, transform, treat, undermine, undertake, use, vary, view, write, yield 
180 adjectives 
absolute, abstract, acceptable, accessible, active, actual, acute, additional, adequate, alternative, apparent, 
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applicable, appropriate, arbitrary, available, average, basic, central, certain, clear, common, competitive, 
complete, complex, comprehensive, considerable, consistent, conventional, correct, critical, crucial, 
dependent, detailed, different, difficult, distinct, dominant, early, effective, equal, equivalent, essential, 
evident, excessive, experimental, explicit, extensive, extreme, far, favourable, final, fixed, following, formal, 
frequent, fundamental, future, general, great, high, human, ideal, identical, immediate, important, 
inadequate, incomplete, independent, indirect, individual, inferior, influential, inherent, initial, interesting, 
internal, large, late, leading, likely, limited, local, logical, main, major, male, maximum, mental, minimal, 
minor, misleading, modern, mutual, natural, necessary, negative, new, normal, obvious, original, other, 
overall, parallel, partial, particular, passive, past, permanent, physical, positive, possible, potential, 
practical, present, previous, primary, prime, principal, productive, profound, progressive, prominent, 
psychological, radical, random, rapid, rational, real, realistic, recent, related, relative, 
relevant, representative, responsible, restricted, scientific, secondary, selective, separate, severe, sexual, 
significant, similar, simple, single, so-called, social, special, specific, stable, standard, strict, subsequent, 
substantial, successful, successive, sufficient, suitable, surprising, symbolic, systematic, theoretical, total, 
traditional, true, typical, unique, unlike, unlikely, unsuccessful, useful, valid, valuable, varied, various, 
visual, vital, wide, widespread 
87 adverbs 
above, accordingly, accurately, adequately, also, approximately, at best, basically, clearly, closely, 
commonly, consequently, considerably, conversely, correctly, directly, effectively, e.g., either, equally, 
especially, essentially, explicitly, extremely, fairly, far, for example, for instance, frequently, fully, further, 
generally, greatly, hence, highly, however, increasingly, indeed, independently, indirectly, inevitably, 
initially, in general, in particular, largely, less, mainly, more, moreover, most, namely, necessarily, normally, 
notably, often, only, originally, over, partially, particularly, potentially, previously, primarily, purely, readily, 
recently, relatively, secondly, significantly, similarly, simply, socially, solely somewhat, specifically, strongly, 
subsequently, successfully, thereby, therefore, thus, traditionally, typically, ultimately, virtually, wholly, 
widely 
75 others 
according to, although, an, as, as opposed to, as to, as well as, because, because of, between, both, by, 
contrary to, depending on, despite, due to, during, each, even though, fewer, first, former, from, for, given 
that, in, in addition to, in common with, in favour of, in relation to, in response to, in terms of, in that, in the 
light of, including, its, itself, latter, less, little, many, most, of, or, other than, per, prior to, provided, rather 
than, same, second, several, since, some, subject to, such, such as, than, that, the, their, themselves, 
these, third, this, those, to, unlike, upon, versus, whereas, whether, whether or not, which, within 
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APPENDIX C.    DEVELOPMENTAL STAGES FOR COMPLEXITY FEATURES 
(BIBER, GRAY, & POONPON, 2011) 
 
Stage Grammatical Structure(s) Example(s) 
1 Finite complement clauses (that and WH) 
controlled by extremely common verbs 
(e.g., think, know, say) 
 
1a we never quite know what to make of him 
(conv) 
1b just think that he didn’t pay attention (conv) 
 
2  
Finite complement clauses controlled by 
a wider set of verbs 
 
Finite adverbial clauses 
 
Nonfinite complement clauses, 
controlled by common verbs 
(especially want) 
 
Phrasal embedding in the clause: adverbs 
as adverbials Simple phrasal embedding 
in the noun phrase: attributive adjectives 
 
 
2a I’d forgotten that he had just testified on that 
one (conv) 
 
2b If you’re sitting next to me and you want 
ninety degrees, and I want sixty degrees, 
we’re just gonna be battling each other. 
(conv) 
 
2c I’m assuming I gained weight because things 
are a little tighter than they used to be (conv) 
 
2d I don’t want to fight with them about it 
(conv) 
 
2e I hate watching the people interact (conv) 
 
2f He’s so confused anyway (conv) 
2g It certainly has a nice flavor (conv) 
 
2h Tom Jones is apparently a real name (conv) 
 
3 Phrasal embedding in the clause: 
prepositional phrases as adverbials 
 
Finite complement clauses controlled by 
adjectives 
 
Nonfinite complement clauses controlled 
by a wider set of verbs 
 
That relative clauses, especially with 
animate head nouns 
 
Simple phrasal embedding in the noun 
phrase: nouns as premodifiers 
 
Possessive nouns as premodifiers  
Of phrases as post modifiers 
3a He seems to have been hit on the head (fict) 
3b It seemed quite clear that no one was at home 
(fict) 
 
3c I was sure that I could smooth over our little 
misunderstanding (fict) 
 
3d The snow began to fall again (fict) 
3e …the guy that made that call (fict) 
3f …some really obscure cable channel (fict) 
3g Tobie’s voice (fict) 
3h Editor of the food section (fict) 
3i House in the suburbs (fict) 
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Simple PPs as postmodifiers, especially 
with prepositions other than of when they 
have concrete locative meanings 
 
4 Nonfinite complement clauses controlled 
by adjectives 
 
Extraposed complement clause 
 
Nonfinite relative clauses 
 
More phrasal embedding in the NP = 
attributive adjectives, nouns as 
premodifiers 
 
Simple PPs as postmodifiers, 
especially with prepositions other than 
of when they have abstract meanings 
 
4a These will not be easy to obtain (acad) 
4b It is clear that much remains to be learned, 
(acad) 
 
4c In that case it is useful to phrase sustatinability 
in terms of. (acad) 
 
4d .the method used here should suffice. (acad) 
 
4e Studies employing electrophysiological 
measures (acad) 
 
4f The prevalence of airway obstruction and self-
reported disease status (acad)  
 
4g Positive propagule size effects have been 
demonstrated for both plant and animal systems 
 
4h with half of the subjects in each age/ 
instructional condition receiving each form 
(acad) 
 
4i The specific growth rate at small population 
sizes.. 
 
5  
Preposition + nonfinite complement 
clause 
 
Complement clauses controlled by nouns 
 
Appositive noun phrases 
Extensive phrasal embedding in the NP: 
multiple prepositional phrases as 
postmodifiers, with levels of embedding 
 
5a The idea of using a Monte Carlo approach 
(acad) 
 
5b The hypothesis that female body weight was 
more variable (acad) 
 
5c The CTBS (the fourth edition of the test) was 
administered in 1997-1998 (acad) 
 
5d The [presence of layered [[structures] at the 
[[[borderline]] of cell territories]]] (acad) 
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APPENDIX D.    LIST OF RANDOM SAMPLING OF CORPUS JOURNAL ARTICLES 
Agronomy 
Journal Text Year 
Volume
/Issue 
# of article 
Agronomy Journal 1 2016 2 24 
2 2012 1 8 
3 2011 4 16 
4 2014 4 10 
5 2015 2 21 
6 2015 5 20 
Crop Science 7 2010 1 4 
8 2016 3 35 
9 2016 1 12 
10 2014 3 9 
Soil Science 11 2013 6 16 
12 2012 5 22 
13 2014 2 17 
14 2015 4 16 
Agricultural and Forest 
Meteorology 
15 2011 9 9 
16 2015 4 11 
17 2016 6 6 
18 2013 5 4 
Fields Crop Research 19 2014 2 21 
20 2015 10 17 
Plant Breeding 21 2010 1 18 
22 2011 2 5 
Plant and Soil 23 2013 10 4 
24 2015 7 8 
25 2012 6 7 
26 2014 3 2 
Weed Science 27 2010 3 10 
28 2012 1 10 
Agricultural Water 
Management 
29 2016 4 8 
30 2012 2 21 
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Industrial and Manufacturing Systems Engineering 
Journal Text Year 
Volume
/Issue 
# of article 
Operations Research 1 2012 2 1 
2 2014 3 6 
3 2011 4 6 
4 2014 4 6 
Production and Operations 
Management 
5 2013 6 14 
6 2015 4 3 
7 2011 2 6 
International Journal of 
Production Economics 
8 2016 4 2 
9 2010 12 3 
IIE Transactions 10 2016 2 3 
11 2015 4 2 
Human Factors 12 2012 1 9 
13 2015 3 9 
14 2016 2 5 
Ergonomics 15 2013 2 8 
16 2010 8 10 
17 2014 7 2 
IEEE Transactions on human 
Machine Systems 
18 2014 3 3 
19 2011 6 11 
International Journal of 
Industrial Ergonomics 
20 2016 3 1 
21 2015 4 3 
Journal of Manufacturing 
Science and Engineering 
22 2015 5  
23 2016 12 3 
Journal of Manufacturing 
Processes 
24 2015 2 4 
25 2010 2 6 
26 2014 2 10 
International Journal of 
Advanced Manufacturing 
Technology 
27 2013 4 43 
28 2010 5 24 
Rapid Prototyping 29 2015 3 8 
30 2016 1 1 
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Applied Linguistics 
Journal Text Year 
Volume 
/Issue 
# of article 
Applied Linguistics 1 2011 3 3 
2 2014 1 1 
3 2015 5 1 
4 2016 3 6 
TESOL Quarterly 5 2015 1 6 
6 2016 2 2 
7 2010 4 1 
8 2011 2 2 
The Modern Language Journal 9 2011 4 6 
10 2013 1 9 
11 2016 1 4 
Studies in Second Language 
Acquisition 
12 2013 4 5 
13 2012 4 3 
14 2014 3 2 
Language Learning and 
Technology 
15 2012 1 1 
16 2010 3 3 
Computer Assisted Language 
Learning 
17 2011 2 5 
18 2014 1 2 
Journal of English for 
Academic Purposes 
19 2016 3 2 
20 2014 2 2 
Language Testing 21 2015 4 6 
22 2012 3 2 
23 2011 1 2 
Language Learning 24 2013 1 4 
25 2015 3 4 
26 2012 3 6 
Language Teaching Research 27 2015 5 6 
28 2013 2 3 
International Journal of Corpus 
Linguistics 
29 2010 2 3 
30 2015 1 4 
  
  
199 
APPENDIX E.    SCREENSHOT OF THE SPREADSHEET FOR INTERRATER 
RELIABILITY ANALYSIS  
  
  
200 
APPENDIX F.    JOURNAL IMPACT FACTOR LIST 
Agronomy Journals 
   
  
201 
Applied Linguistics Journals 
 
  
202 
Industrial and Manufacturing Systems Engineering Journals 
 
