In this paper we propose an upward correction to the standard error (SE) estimation ofθ ML , the maximum likelihood (ML) estimate of the latent trait in item response theory (IRT). More specifically, the upward correction is provided for the SE ofθ ML when item parameter estimates obtained from an independent pretest sample are used in IRT scoring. When item parameter estimates are employed, the resulting latent trait estimate is called pseudo maximum likelihood (PML) estimate. Traditionally, the SE ofθ ML is obtained on the basis of test information only, as if the item parameters are known. The upward correction takes into account the error that is carried over from the estimation of item parameters, in addition to the error in latent trait recovery itself. Our simulation study shows that both types of SE estimates are very good when θ is in the middle range of the latent trait distribution, but the upwardcorrected SEs are more accurate than the traditional ones when θ takes more extreme values.
Introduction
Item response theory (IRT) scoring offers various advantages. For example, the examinees can be placed on the same scale as the items. IRT also offers conditional standard errors (SE) of latent trait estimates. In IRT scoring, usually the item parameter values are considered known (see Baker & Kim, 2004; Embretson & Reise, 2000) , unless the joint maximum likelihood (JML) method (Birnbaum, 1968 ) is used, which can produce estimates of the item and latent trait parameters simultaneously. JML estimation used to be a standard practice for item parameter estimation as implemented in LOGIST (Wingersky, Barton, & Lord, 1982) . However, using JML estimation for tests of finite length may result in estimates that are not statistically consistent (Harwell & Baker, 1991) .
Nowadays, it is a common practice in psychological and educational testing to first estimate item parameters from a pretest sample, and then treat the item parameter estimates as true values when estimating the latent trait in the scoring sample. However, the item parameter estimates are "fallible" in the sense that they do not equal the true parameter values, and they have their own standard errors. When item parameter estimates are treated as true values in scoring, the errors will affect the precision of resulting latent trait estimates.
It is important to obtain good estimates of the standard errors (SE) for the latent trait estimates. For instance, the SE can serve as the termination criterion in variable-length computerized adaptive testing. The test stops for an examinee when his or her ability estimate is sufficiently precise, i.e., when the SE of the final latent trait estimate is small enough. If the SE is underestimated, the test may end prematurely.
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Researchers have long been aware of the issue that, when item parameter estimates are used instead of the true values, the standard error of final ability estimates can be underestimated. In the context of Bayes estimation with the three-parameter logistic (3PL) model (Hambleton & Swaminathan, 1985) , Tsutakawa and Johnson (1990) discussed two sources of error in latent trait estimation, one being the scoring process itself, and the other being the error carried over from item calibration. They proposed approximations of the posterior mean and variance of latent trait and found that the uncertainty in latent trait estimation may be seriously underestimated when the pretest sample is small or moderately large. A remedy is to use posterior standard deviations from the Markov chain Monte Carlo (MCMC) output as standard errors. Specifically, one can obtain the latent trait estimates along with the standard errors by marginalizing over other dimensions of the joint posterior of item and person parameters (Patz & Junker, 1999) .
Instead of adopting the Bayes framework, we will study the effect of fallible item parameter estimates on the precision of latent trait estimates in the context of maximum likelihood (ML) estimation, which is widely used in IRT applications (see Chapter 3 of Baker & Kim, 2004; Chapter 7 of Embretson & Reise, 2000) . In the ML approach with known item parameters, the SE of the estimated latent trait is obtained from the test information. When the item parameters are estimated rather than known, the true SE of the estimated latent trait will be inflated. Therefore, the theory of ML has to take into account the extra errors. The procedure is called pseudo ML (PML) (Gong & Samaniego, 1981; Parke, 1986 ) estimation, which leads to an asymptotic quantification of how the errors in item parameter estimates affect the estimation of latent trait. The development allows us to obtain a correction to the information-based SE. It can also be shown that, as long as the item parameter estimates are consistent, the ML estimates (MLE) of latent traits are also consistent. We will use Monte Carlo methods to compare the corrected SE and the original SE against the empirical SE, with calibration sample of different sizes. The simulation study shows that the commonly used formula for SE underestimates the amount of variability in the final latent trait estimates for examinees with high or low latent trait levels.
Methodology
Dichotomous IRT models relate the probability of correct responses to the person parameter, θ . A widely used IRT model is the two-parameter logistic model (2PL, Birnbaum, 1968) , which includes two item parameters, item discrimination α and item difficulty β:
where U ij = 1 represents a correct answer of subject i to item j , and U ij = 0 otherwise. Without loss of generality, the 2PL model can be re-parameterized as follows:
Naturally, γ j 0 = −α j β j and γ j 1 = α j . The Fisher information measures the amount of information that an observable random variable X carries about an unknown parameter θ (Cover & Thomas, 1991) , given a model. In the context of 2PL, the Fisher information of item j can be expressed as:
I j (θ ; γ j ) = γ 2 j 1 P (θ, γ j 0 , γ j 1 ) 1 − P (θ, γ j 0 , γ j 1 ) ,
where P (θ, γ j 0 , γ j 1 ) is a shorthand expression of P (U j = 1|θ, γ j 0 , γ j 1 ), and γ j = (γ j 0 , γ j 1 ) . Assuming local independence, the test information is the sum of item information:
where m is test length, and γ is a 2m × 1 vector containing all the γ j 0 and γ j 1 , j = 1, 2, . . . , m.
