Abstract. We prove sharp endpoint results for the Fourier restriction operator associated to nondegenerate curves in R d , d ≥ 3, and related estimates for oscillatory integral operators. Moreover, for some larger classes of curves in R d we obtain sharp uniform L p → L q bounds with respect to affine arclength measure, thereby resolving a problem of Drury and Marshall.
Introduction.
For a Schwartz function f defined on R d , d ≥ 2, consider the restriction of its Fourier transform to the curve t → (t, t 2 , . . . , t d ), i.e.,
The problem of In two dimensions the sharp boundedness result is due to Zygmund [37] who extended earlier work by Fefferman and Stein [18] (see also [12] , [19] for estimates on more general oscillatory integral operators). Initial results in higher dimensions for the smaller range 1 ≤ p < (d 2 +2d)/(d 2 +2d−2) are due to Prestini [28] , with strict inequality p > d(d + 1)q/2 for the local result. For the same range of p, Christ [13] showed boundedness on the edge p = d(d + 1)q/2. The full range (1.1) has been obtained by Drury [14] . The necessity of the condition p ≥ d(d +1)q/2 follows by scaling and the necessity of the condition 1 ≤ p < p d follows from work by Arkhipov, Chubarikov and Karatsuba [1] (cf. also [24] , [2] and [9] ).
The first problem considered in this paper is: what can be said about estimates for the endpoint p = q = p d . In two dimensions p 2 = 4/3 and Beckner, Carbery, Semmes and Soria [6] showed by a Kakeya set argument that the restricted weak type 4/3 estimate fails; in fact R does not even map L 4/3,1 (R 2 ) to L 1,∞ (I). Using a result by Keich [23] this can be further quantified for functions supported in D R := {x ∈ R 2 : |x| ≤ R}, namely one gets for large R the lower bound in the equivalence sup Rf The upper bounds can be deduced from the method or results in [19] and indeed the analogue of (1.2) for the L 4/3 (R 2 ) → L 4/3 (I) inequality holds as well, for functions supported in D R (see also [36] for a related estimate).
In higher dimensions the arguments by Drury are not promising to obtain similar endpoint bounds. 
is decreasing and converges to q d . We note that the constants in the estimates increase exponentially with the number of iterations, so that a sensible endpoint bound for R on functions in L p d ,1 seems out of reach with this method. Given also the lower bounds (1.2) in two dimensions, it is somewhat surprising that the restricted weak type endpoint bound does hold in three and higher dimensions; in fact the better restricted strong type estimate is true:
. Then
Note that all L p → L q inequalities for R can be deduced by interpolation with trivial estimates for L 1 functions. Arguments in [2] or [9] show that the source space L p d ,1 cannot be replaced by a larger Lorentz space. The argument in §5 below also shows that the target space L p d cannot be replaced by a smaller Lorentz space. It would be interesting to investigate whether the validity of the endpoint bounds in higher dimensions has implications to some integral geometric or Kakeya type problems.
The estimate for R is deduced from an estimate for the adjoint operator which after some rescaling leads to a problem about more general oscillatory integral operators given by T λ f (x) = e iλφ(x,t) a(x, t)f (t) dt (1.3) where λ 1, the amplitude a is C ∞ and compactly supported in Ω×I ⊂ R d ×R and φ is a real valued phase function in C ∞ (Ω × I). Following [3] we impose the curvature condition that for each x ∈ Ω the curve s → ∇ x φ(x, s) is nondegenerate, in the sense that det ∂ t (∇ x φ), ∂ 2 t (∇ x φ), . . . , ∂ n t (∇ x φ) = 0 (1.4) in Ω × I. 2 . Then
Again (1.5) and even the weaker restricted weak type inequality fail in two dimensions, by a Kakeya set argument ( [6] , [35] ). Calculations with f ∈ C ∞ 0 and the phase for the extension operator, φ(x, t) = − γ(t), x , show that (1.6) is sharp; moreover the space L q d ,∞ (R d ) in (1.5) cannot be replaced by a smaller Lorentz space L q d ,s , see [2] , [9] . Finally we shall show in §5 that for the case of the extension operator in (1.5) L q d cannot be replaced by any Lorentz space L q d ,ρ with ρ > q d . We point out an important aspect of the proof of Theorem 1.2, namely the idea that in order to prove a weak type (q, q) bound for very large q one estimates a multilinear expression with many symmetries on the space L r,∞ , for some r < 1, and takes advantage of the r-convexity of this space (cf. §2).
We now turn to classes of curves for which the nondegeneracy condition is not satisfied. It has long been known that restriction theorems such as Theorem 1.1 hold under a finite type condition, if p is taken from a sufficiently small interval [1, 1+ ) with depending on the "type"; for the known results of this type see the papers by Sjölin [30] and Sogge [31] in two dimensions and by Christ [13] and Drury and Marshall [16] , [17] in higher dimensions. Another direction that has been pursued is to prove a sharp universal restriction theorem in the full range p ∈ [1, p d ), on the critical edge 1/q = d(d + 1)/(2p ). Now the standard measure needs to be replaced by the affine arclength measure given by w(t) dt where
The objective is then to prove the endpoint inequality
[15] for a general discussion.
Note that the affine arclength measure is invariant under reparametrization. Moreover, an important feature of the inequality (1.9) on the critical edge is its invariance under general linear change of variables.
In two dimensions, inequality (1.9) has been proved by Sjölin [30] for large classes of convex curves, see also Oberlin [26] . Moreover Drury and Marshall [17] proved a positive result for large classes of finite type curves in higher dimensions, in the partial range p <
(i.e., p < 15/13 in three dimensions), and Drury [15] improved the result for some curves in three dimensions, obtaining a better partial result for p < 36/31.
In three and higher dimensions, very few positive results have been known for all p < p d . For example given the family of monomial curves with nonvanishing curvature, i.e. (t, t 2 , t β ), the only three cases for which (1.9) has been known in the full range p < p 3 = 7/6 are (i) the trivial case β = 2 where the weight w vanishes identically, (ii) the nondegenerate case β = 3, and, (iii), the curious exceptional case β = 9, which follows via a change of variables from an estimate for "rough" nondegenerate curves, due to the first two authors [4] , cf. also Theorem 1.4 below.
We prove sharp and uniform L p → L q estimates for all monomial curves.
let w be as in (1.7) and suppose
, and p =
It should be emphasized that the finite constant C( p, d) does not depend on the choice of exponents a 1 , . . . , a d . Some related results for classes of "simple" curves (t, t 2 , . . . , t d−1 , φ(t)), but with possibly flat φ will be treated in a subsequent paper [5] .
Finally, it is natural to ask whether a restricted strong type estimate with respect to affine arclength measure holds at the endpoint p = p d , d ≥ 3, for some class of "degenerate curves". This remains largely open, and we have a positive result only for special cases. We formulate such a result for certain curves in R 3 ; note that the critical exponent is p 3 = 7/6. THEOREM 1.4. Let γ(t) = (t, t α , t β ), and w(t) = | det (γ (t), γ (t), γ (t))| 1/6 . Then there is a universal constant C so that the inequality ∞ 0 f (γ(t)) 7/6 w(t) dt 6/7 ≤ C f L 7/6,1 (R 3 ) (1.11) holds in the following two cases:
The proof of this result is a combination of the method in §3 with ideas in [4] .
Structure of the paper. In §2 we discuss preliminaries on Lorentz spaces, multilinear interpolation and the Drury-Marshall bound on a class of multilinear operators involving Vandermonde determinants (the proof is given in an appendix). The weak type estimates for nondegenerate curves are proved in §3, and the strong type bound (1.6) is proved in §4. §5 contains a lower bound for the norms of the extension operator proving the sharpness of the weak type q d bound. Theorem 1.3 is proved in §6 and Theorem 1.4 in §7.
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Preliminaries.
Lorentz spaces. We use the standard quasi-norm on the Lorentz space L p,q , namely for p, q < ∞
where f * is the nonincreasing rearrangement of f . Moreover
This does not define a norm unless 1 ≤ p = q; however L p,q is normable if 1 < p < ∞ and 1 ≤ q ≤ ∞. For this and many other useful properties on Lorentz spaces we refer to [20] or [33] .
We state some facts on Lorentz spaces needed later. First, there is the following variant of Hölder's inequality for the L r,∞ quasi-norms, namely
This follows by observing that the set Ω = {x: n i=1 |h i | > λ} is contained in the union of the n sets
Next, as mentioned in the introduction, we shall use bounds for multilinear operators on L r,∞ for r < 1. The advantage of working with the spaces L r,∞ , r < 1 (as opposed to L 1,∞ , say) is that they are r-convex, that is, the inequality
holds for X = L r,∞ with C r independent of N. This is a result of Stein, Taibleson and G. Weiss [32] who prove (2.2) with C r = ( 2−r 1−r ) 1/r ; independently the rconvexity of L r,∞ was shown by Kalton [22] (who states that Pisier and Zinn also proved an equivalent result). Note that in contrast L 1,∞ is not 1-convex, however a useful precursor to (2.2) in this case had been found by Stein and N. Weiss in [34] .
We note the following immediate consequence of (2.2). In particular we may consider Y = L r,∞ , r < 1; thus a linear operator S which is restricted weak type r is also of weak type r. To verify Lemma 2.1 let f * be the nonincreasing rearrangement of f and let E l be the set of all x for which f * (2 l 1 /r which implies the assertion of the Lemma.
We shall use an analytic interpolation theorem for Lorentz spaces, for all parameters; this is due to Y. Sagher [29] who extended a version of the RieszThorin theorem for Lorentz spaces by Hunt [20] . These results were proved for all indices using the harmonic majorization of subharmonic functions. 
This follows from Sagher's theorem by normalizing each entry f j in L p,q , so that f j p,q = 1 and then imbedding each entry in an analytic family f j,z , so that [20] and also [29] .
We shall use a version of a multilinear interpolation argument introduced by M. Christ in [13] , often referred to as the multilinear trick. The result is summarized in:
and let K be a compact subset of H ∩ [0, ∞) n . Denote by ( conv (K)) o the convex hull of K and by (convK) o its interior (with respect to the subspace topology on H induced by
R n ). Let r ≤ 1, let p j ≥ r, j = 1, . .
. , n, and let Y be an r-convex Lorentz space (i.e. if r
< 1 then Y = L ρ,q for ρ ∈ [r, ∞), q ∈ [r, ∞], or Y = L ∞ ). Let T
be an n-linear map with values in Y, defined on n-tuples of simple functions, so that
For Banach spaces Y this is due to Christ [13] . The version for all Lorentz spaces can be proved using results on analytic interpolation in the form of Proposition 2.2 in combination with Christ's method and Lemma 2.1. We sketch Christ's argument for the case r < 1. First, Proposition 2.2 yields the inequality
a.e., and then to prove, for k = 1, . . . , n, and all ( p
with the obvious interpretation that the first product is 1 if k = 1 and the second product is 1 if k = n (we are interested in this last case). We argue by induction and assume that (2.5) is true for some k = k o < n (the case k = 1 has been already obtained, in all of conv (K)). We freeze p i for i / ∈ {1, k o + 1} and consider the line segment obtained by intersecting conv (K) with the two-dimensional plane {x:
) is in the interior of conv (K) then it is in the interior of that line segment. We interpret the inequality (2.5) as a linear operator acting on f k and, by real interpolation (i.e. the Marcinkiewicz theorem in its general form) we get (2.5) for k = k o + 1 on the open line segment.
Let S n be the group of permutations on n letters. Given any ∈ S n we can apply (2.5) for k = n to the operator T defined by T ( f 1 , . . . , f n ) = T( f (1) , . . . , f (n) ), with K modified appropriately. By using also Lemma 2.1 we get, for k = 1, . . . , n,
This is already a special case of the assertion and the general case follows by further multiple applications of Proposition 2.2.
Remark. Alternatively a more general result can be obtained for Lions-Peetre interpolation spaces; an elegant version for r-convex quasi-normed spaces which in several respects is more general is due to Janson [21] , and Proposition 2.3 can be seen as a special case of his result.
Vandermonde operators. We now discuss a result by Drury and Marshall which concerns certain multilinear operators involving the Vandermonde determi- 
The proof is given in Appendix §7. As has been pointed out in [17] 
(ii) Let Z 2 := {(x, t): |x| ≤ 2, |t| ≤ 2} and let Φ[B, b] be the class of phase functions φ ∈ C N for which the inequalities 
The notation indicates a constant which does not depend on the parameters B, b, R (but may depend on the dimension). It is easy to see that Lemma 3.1 is equivalent with
for b ≤ 1/2, B ≥ 3. We shall first take Lemma 3.1 for granted and give a proof at the end of this section.
Proof of Theorem 1.2. We need to show that A R (B, b) in (3.1) is bounded, uniformly in R. We may assume that the support of a is in a small ball of radius
We now choose an integer n > q d and estimate the n-linear expression
We will take n = dq d (although a similar argument works for any n > q d ). Using the symmetry of M λ we may factor it in various ways and first derive estimates for the d-linear expression
Let χ k be the indicator function of
We first use a by now standard L 2 estimate (for the complete details see [3] ). One may introduce the singular change of variables
, apply a standard L 2 estimate for singular integrals and change variables back and it follows that
The factor 2 k is comparable to the reciprocal of the Jacobian, which is
The measure of the t 1 -section of S k (i.e. the set of all (t 2 , . . .
Then it is easy to check that
for some absolute constant C, uniformly for the h under consideration. Define
then by the definition of A R (CB, b/C)
Using the (integral form of the) triangle inequality
here we used again, that meas ({h:
2)) we also get
Now we interpolate the L 2 and L q d ,∞ bounds (3.4) and (3.5) by the real method (based on the familiar argument by Bourgain [8] for the spherical maximal function, see also [11] ). Let ϑ ∈ (0, 1) be defined by
Thus, for fixed f 2 , . . . , f d , the linear operator
By the symmetry and various interpolations this estimate leads to a restricted weak type (or even improved Lorentz type) estimate for T λ ; however to prove the stronger weak type estimate we now set n = dq d and consider the n-linear operator (3.3). We use (2.1) to bound
Using the symmetry of the operator we get for any permutation π on n = dq d letters
where ( p
with P π defined by
and with (3.7) ). The convex hull of the set K is a simplex on the hyperplane {X ∈ R dq d :
i=1 X i = d} with vertices P π . Using the multilinear interpolation result of Proposition 2.3, part (ii), we obtain that
Thus, by definition of A R ,
Remark. It is perhaps instructive to compare this argument with one in differentiation theory, namely Christ's simplification of the L p boundedness result (p > 1) by Nagel, Stein and Wainger [25] on differentiation in lacunary directions. In [25] a bootstrap argument is used which is formally similar to Drury's argument. Our argument resembles the simplification which avoids this iteration, see e.g. Theorem B in [10] for an exposition.
Proof of Lemma 3.1. Let φ ∈ Φ(B, b) and let a ∈ A(B). We wish to bound the L q → L q,∞ operator norm of T λ where
Let χ ∈ C ∞ (R) be a function supported in (−1, 1) satisfying
for all s ∈ R. The argument will involve rescalings depending on two small numbers ε 1 and δ ε, in fact we shall see that
is an admissible choice. We begin by observing the trivial estimate
This takes care of the case λ ≤ δ −1 , and in what follows we shall assume that λ ≥ δ −1 . We decompose the symbol into pieces supported in (
To this end we set, for µ ∈ Z and ν ∈ Z d ,
where 
S Λ g(x) = e iΛψ(x,t) u(x, t)g(t) dt
where
Given (3.17) and (3.18) it follows that, for
and thus, combining this estimate with (3.13) and (3.16) we obtain
for λ ≥ δ −1 . If we also take into account the trivial bound (3.11), and the dependence of δ and ε on B and b then we get
It remains to check (3.17) and (3.18). The latter follows by straightforward applications of the Leibniz rule. Concerning (3.17) we consider the matrix J ψ with entries [J ψ (x, t)] jk = ∂ j t ψ x k (x, t). By definition J ψ (0, 0) is the identity matrix. We expand using Taylor's formula
t ψ x k (0,t) (3. 19) and notice that the first sum equals (with P ≡ P µν )
The absolute value of the remainder term in (3.19) is
There is also another error term for the expansion about x = 0, and we have
Thus, for all (
with
By straightforward considerations using cofactor expansions we see that
and thus, by our choice of ε, we have
moreover, using also our choice of δ and the assumption |t| ≤ 2
The above estimates for the second derivatives can be extended in a straightforward manner to higher derivatives and we obtain for j ≤ N, and multiindices
Observe that when we have at least two x-differentiations then the smallness of δ can be used. By our choice (3.10) 
By letting λ → ∞ and using the monotone convergence theorem we see that
A duality argument shows the local version of Theorem 1.1, namely
A nonisotropic scaling using the dilations x → (ux 1 , u 2 x 2 , . . . , u d x d ) can be used to deduce the global version of Theorem 1.1.
Proof of the L q d bound.
We now show (1.6). Recall the bounds for M λ,k . As T λ has bounded operator norms the estimate (3.4) is wasteful for large k and the term 2 k(1/2−1/d) (1 + λ) −d/2 can be replaced by a constant.
Note that for all k ≥ 0
which follows from (3.5) since we have already established the restricted weak type bound for q d . By real interpolation,
but there is also the trivial bound
3 log λ then certainly by (4.2)
This follows from the case τ = 1 which holds by (4.1) and the case τ = ∞ which is the restricted weak type estimate that follows from Bourgain's interpolation argument. All together (4.5) and similar bounds with the f i permuted. We apply this with τ = q d /d and use the multilinear trick for the q d -linear expression
The multilinear interpolation result of Proposition 2.3, for Y = L 1 , yields 
A lower bound.
We show that the extension operator for the nondegenerate case does not map
By the uniform boundedness principle it suffices to consider smooth and compactly supported functions and show that the operator norm is not finite. We may assume that I = (−1, 1) . By a linear change of variable we may also assume that γ ( j) (0) = e j , for j = 1, . . . , d.
Let χ be a nonnegative C ∞ 0 function supported in (−1/8, 1/8) with χ(t) = 1 for t ∈ (−1/10, 1/10). For n ∈ N define
It is easy to see that for
and thus it suffices to show that for large N
In order to achieve this we need the following van der Corput type asymptotics which is taken from Lemma 5.1 in [9] . 
Asymptotics. Let
Then there is an absolute constant C so that, for λ > 2,
here δ 2,2 = 1, and δ 2,k = 0 for k > 2.
Proof of (5.3). We shall get good lower bounds for the set where |Ef N | ≥ β provided that β 2 −2N . Consider large ξ with ξ d ≈ |ξ|. By the implicit function theorem the equation γ (d−1) (t), ξ = 0 has a unique solution t cr (ξ) which is homogeneous of degree zero.
For each n ∈ [N, 2N] we let λ n = 2 nd/q d β −d and set
Note that if t ∈ supp (u k ) and k = n then |t − t cr (ξ)| ≥ c2 −n and therefore | γ (d−1) (t), ξ | ≥ c 2 −n |ξ|. By van der Corput's lemma with (d − 1) derivatives we get the bound
By the asymptotics above, if ε > 0 is sufficiently small, then
Combining the last two inequalities we obtain
6. Proof of Theorem 1.3. We first note that it suffices to assume that the powers b i are mutually distinct and also b i = 0, in the other cases the weight vanishes identically.
We only need to prove the result for I = (0, 1] here, by a scaling argument we can easily extend the result to I = (0, ∞), using the linear isomorphisms x → (s b 1 x 1 , . . . , s b d x d ) . Following [17] we will use the exponential parametrization, replacing t by e −t . Setting a i = −b i we may assume, after a further linear change of variables, that
where the a j are real numbers so that either (i)
We shall give the argument for case (iii), and the proofs for the other cases require only notational changes.
Fix any point (1/p, 1/q) on the critical line segment 1/p + (
Let us fix a number R > 1 and set
It suffices to show
with a constant C independent of R > 1. We need to prove this for 2
; the estimate for p ≤ 2 follows then by interpolation with the trivial case p = 1.
Observe that (6.2) holds with some C = C(a, R) < ∞, by the estimates for the nondegenerate curve γ (restricted to I R ); notice that indeed |w(t)| ≥ C(a) min{1, e R( j a j )2/(d 2 +d) } > 0 on I R . Let now B R,a be the infimum over all C for which (6.2) holds. B R,a is finite and we have to establish that B R,a is uniformly bounded in R ≥ 1 and a = (a 1 , . . . , a d ).
We shall estimate the d-linear expression
We change variables κ j (h) = j−1 i=1 h i as in (2.7), and let J R denote the set of all
, and define for any permutation π on d letters
and
Define an operator S R,h by
Γ(t,h) F(t, h)H(t, h) dt.
We first give an estimate on the operators S R,h which will put us in the position to apply the Vandermonde estimate (2.10).
Then (with v as in (2.8))
S R,h [F] dh s (6.8) ≤ CB 1−ϑ R,a  
|F(t, h)H(t, h)
Proof. The proof relies on arguments in the papers by Drury and Marshall [16] , [17] . We begin with a few remarks on the affine arclength measure for the curve γ and for the "offspring" curves t → Γ(t, h). Let τ and w be as in (1.8), (1.7) (for the curve γ in (6.1)). Then
with a = (a 1 , . . . , a d ) , and 
We first establish the inequality
with a constant C uniform in h. Notice that the quotient of H(t, h) 1/d and w h := τ
is independent of t, namely
.
Since Γ(t, h) = γ(t)E(h) we have by affine invariance
and thus with g(t) := F(t, h),
Thus, the estimate (6.9) will follow once we establish the inequality that Q(h) is bounded. But note that 
dh. (6.10) Note that this implies the claimed estimate (6.8) for the case ϑ = 0. Now as in [16] , [17] one can perform the change of variables (t, h) → Γ(t, h) (justified in [17] , p. 549) and use Plancherel's theorem, to obtain 
≤ C F(t, h)H(t, h)J(t, h)
where J(t, h) is the Jacobian of this transformation. Interpolating these two estimates gives 
|F(t, h)H(t, h)
η J(t, h) −ϑ/2 | B(ϑ) dt A(ϑ)/B(ϑ)
This means J(t, h) ≥ c d v(h)H(t, h) (d+1)/2 and therefore
. Now observe that A −1 = 1 − ϑ/2 means −ϑA/2 = 1 − A and thus the proof of the proposition is complete.
Proof of Theorem 1.3, continued. Proposition 6.1 enables us to apply the inequality (2.10). We wish to use it for the value
and we let A = A p , B = B p , s = s p and η = η p be the values which correspond to ϑ = ϑ( p) via (6.7). The reason for this choice is that the exponent of H in (6.8) becomes
In order to apply (2.10) we need the additional restriction 1 < A p < We also set σ p = 2/(d + 2 − dA p ) and obtain after a short computation
Now let Σ(A p , B p ) be the simplex defined in the statement of Proposition 2.4. We apply this proposition to the right hand side of (6.8) with F = F π as in (6.3); then by (6.6)
We continue to argue as in the proof of Theorem 1.2 and consider now the q d -linear expression
Consider the set K p consisting of the points P = (P 1 , . . . , P q d ), ∈ S q d (i.e. a permutation on {1, . . . , q d }) with P defined by
The (closed) convex hull of K p is a simplex on the hyperplane {X ∈ R q d : 
We now apply Proposition 2.3 and observe that since q > q d our multilinear operator takes values in a Banach space.
Thus we get
and the assertion of the theorem follows.
7. Proof of Theorem 1.4. Let α < β, α, β / ∈ {0, 1}. We first note that the affine arclength measure w(t)dt for the curve (t, t α , t β ), t > 0, is given via w(t) = c(α, β)t (α+β−5)/6 with c(α, β) 6 = αβ(α − 1)(β − 1)(β − α). We consider the case α + β = 5 which clearly plays a special role as the affine arclength measure is now a constant multiple of Lebesgue measure on R. The case α = 2, β = 3 has been handled in §3, and part (i) of Theorem 1.4 asserts that it holds also true for α = 5 − β < 2.
To prove this assertion we consider a more general class of curves
where y, z ∈ C 3 (I) and satisfy a strong nondegeneracy condition introduced in [4] , namely
moreover it is assumed that z (t) = 0, t ∈ (0, b), (7.3) however no upper bounds for the third derivatives are required on the open interval (0, b). Note that the determinant in (7.2) cannot change sign. In particular, if h 1 , h 2 ≥ 0, h 1 + h 2 < b, and if we consider the offspring curves Γ(t, h) = 1 3
where ( y h , z h ) satisfies (7.2) (with the same δ) on the interval (0, b − h 1 − h 2 ). This follows from an expansion using the multilinearity of the determinant.
Let
PROPOSITION 7.1. Let γ be as in (7.1), (7.2) . Then
Proof. Let K(b, δ) be the class of curves γ satisfying (7.1), (7.2) on (0, b) and let
and we need to show that A δ (a, R) is uniformly bounded in a and R. Now let a ≤ b and let γ ∈ K(a, δ). As in §1.2 we estimate the trilinear
It was observed in Lemma 2 of [4] that the map (t 1 , t 2 ,
is one-to-one, when restricted to {t 1 < t 2 < t 3 } (this uses (7.3)). Denote the Jacobian of this mapping by J(t 1 , t 2 , t 3 ). Also as in [14] , [4] one uses a generalized mean value theorem ( [27] , V.1.95) to obtain the inequality J ≥ δV. As before this leads to the L 2 bound
On the other hand, applying the definition of A to the off-spring curve and the fact that the measure of {(t 2 , t 3 ):
From here on we argue as in the proof of Theorem 1.2. Applying Bourgain's interpolation lemma we get
and applying the multilinear interpolation arguments to the symmetric n-linear expression We now turn to the proof of (2.10) in d dimensions. First notice that the allowable p i 's are given by the equation properties of the operator we may assume that f i = χ E i . Thus we need to prove
We use a duality argument for the h integral in (2.9). By part (i) the function |v| 1−A belongs to L σ ,∞ (R d−1 ) for σ = 2d −1 (A − 1) −1 . Note that because of our assumption on A we have σ ∈ (1, ∞) ; moreover σ is the conjugate exponent to σ = 2/(2 + d − dA). Define 
