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,QWURGXFWLRQ
Les   crues   catastrophiques   observées   ces   dernières   années   (Vaison-­la-­Romaine   1992,  Nîmes  
1988,  Gardons   2002)   ont   occasionné   des   pertes   humaines   (plus   de   100   victimes   en   20   ans  
dans   le  Sud-­Est  de  la  France)  et  des  dégâts  considérables  (1,2  milliard  d¶euros  de  dégâts  en  
2002),  ce  qui  pose  avec  une  urgence  nouvelle  le  problème  de  la  prévision  des  crues  rapides.  
Bien   que   la   population   concernée   par   ces   événements   commence   à   acquérir   une   culture   du  
risque,  il  est  nécessaire  que  les  pouvoirs  publics  mHWWHQWHQ°XYUHGHVPR\HQVSRXU  permettre  
à   la   population   de   se   protéger.   Face   à   ce   questionnement,   le   ministère   français   chargé   du  
développement  durable  a  créé  en  2003   le  SCHAPI  (Service  Central  d¶Hydrométéorologie  et  
d¶Appui  à  la  Prévision  des  Inondations)  quiSDUO¶LQWHUPpGLDLUHGHV6HUYLFHVGH3UpYLVLRQGHV
Crues,   est   responsable   du   service   d¶alerte   mis   à   jour   sur   Internet   :   vigicrues.   Le   Gardon  
d¶Anduze,  REMHW GH FHWWH pWXGH HVW XQ SHWLW EDVVLQ YHUVDQW G¶HQYLURQ NP2   situé   dans   le  
Sud-­Est   de   la   France,   qui   est   sujet   à   des   crues   éclair   très   violentes.   Il   a   été   choisi   par   le  
SCHAPI   comme   site   pilote   pour   réaliser   une   expérience   nationale   de   comparaison   de  
différents   modèles   numériques.   Le   BVNE   (Bassin   Versant   Numérique   Expérimental)  
Gardons   a   donc   pour   objectif   non   seulement   de   développer   des   modèles   de   prévision  
opérationnels,   mais   également   de   permettre   les   comparaisons   entre   plusieurs   modèles  
fonctionnant  à  partir  de   la  même  base  de  données.  Actuellement,  7  équipes   travaillent  pour  
effectuer  les  prpYLVLRQVGX*DUGRQG¶$QGX]H  ;;  parmi  celles-­FLO¶pTXLSHGHO¶(FROHGHV0LQHV
G¶$OqV LQWHUYLHQW QRQ VHXOHPHQW HQ WDQW TXH YRLVLQH GX VLWH SLORWH PDLV pJDOHPHQW SRXU
DSSOLTXHU OHV PpWKRGHV GH O¶DSSUHQWLVVDJH VWDWLVWLTXH j OD PRGpOLVDWLRQ GHV SURFHVVXV
hydroORJLTXHVDILQG¶HVWLPHUOHVFUXHVOHVpWLDJHVHWOHVUpVHUYHVG¶HDXVRXWHUUDLQH  
Dans  ce  contexte,  ce  mémoire   se  propose  de  présenter   les   travaux  effectués  pour  réaliser   la  
prévision  des  crues  du  Gardon  d¶Anduze  à  Anduze,  jusqu¶à  un  horizon  de  prévision  de  l¶ordre  
de  grandeur  du  temps  de  concentration,  en  l¶absence  de  prévision  de  pluie,  par  des  réseaux  de  
neurones  formels.    
/DSUHPLqUHSDUWLHGHFHPpPRLUHV¶DWWDFKHGRQFjSUpVHQWHUOHVUpVHDX[GHQHXURQHVXWLOLVpV
SRXUODSUpYLVLRQGXFRPSRUWHPHQWG¶XQSrocessus  dynamique  non   linéaire.  Seront  abordées  
OHV SURSULpWpV IRQGDPHQWDOHV TXL MXVWLILHQW O¶XWLOLVDWLRQ GH FHV UpVHDX[ GH QHXURQHV
O¶DSSUR[LPDWLRQXQLYHUVHOOHHWODSDUFLPRQLHDLQVLTXHOHVPpWKRGHVFRQQXHVSRXUpYLWHUOH
piège   du   surajustement.   Nous   étudierons   particulièrement   la   modélisation   entrée-­sortie   des  
processus  dynamiques,   et   les  conséquences  du  choix  du  modèle  postulé   (modèle  avec   bruit  
G¶pWDWRXEUXLWGHVRUWLH'HVLOOXVWUDWLRQVGDQVOHGRPDLQHGHO¶K\GURORJLHVHURQWSUpVHQWpHV  
La  deuxiqPHSDUWLHGHFHPpPRLUHSUpVHQWHOHFRXUVG¶HDXTXLFRQVWLWXHO¶REMHWGHO¶pWXGH  :  le  
*DUGRQG¶$QGX]HHW VHV*DUGRQQDGHV&HSHWLWEDVVLQ YHUVDQWHVW VXMHWGXUDQW O¶DXWRPQHj
GHV RUDJHV H[WUrPHPHQW YLROHQWV GRQW O¶LQWHQVLWp SHXW DWWHLQGUH SUHVTXH PP de  pluie   en  
une   ½   heure,   et   dont   le   cumul   des   précipitations   en   24   heures   peut   dépasser   la   valeur   du  
cumul  de  pluie  tombée  en  une  année  en  région  parisienne  &RPPHRQSHXW O¶LPDJLQHU ORUV
de   ces   événements,   le   moindre   ruisseau   se   transforme   en   torrent   tumultueux   et   les   rivières  
VRUWHQWGH OHXU OLW HQHPSRUWDQWSRQWV URXWHVYRLWXUHVHWPrPH O¶LQVWUXPHQWDWLRQGHVWLQpH j
PHVXUHU OHV KDXWHXUV G¶HDX ,O HVW XWLOH GH SUpFLVHU TXH OHV PHVXUHV GH WHUUDLQ VRQW DORUV
extrêmement  difficiles  à  réaliser  autant  parce  que  les  sites  sont  coupés  du  reste  du  monde  que  
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SDUFHTXHFHVSOXLHVVRQWH[WUrPHPHQWKpWpURJqQHVGDQVOHWHPSVHWGDQVO¶HVSDFH1pDQPRLQV
pour  assurer  le  service  vigicrues,  le  Service  de  Prévision  des  Crues  «  Grand  Delta  »,  chargé  de  
la  zone  des  Gardons,  dispose  des  mesures  de  6  pluviomètres  répartis  sur  le  bassin  versant,  qui  
télétransmettent   le   cumul   des   précipitations   toutes   les   5   minutes,   ainsi   que   des   stations   de  
PHVXUHGHODKDXWHXUG¶HDXTXLWpOpWUDQVPHWWHQWpJDOHPHQWOHVPHVXUHVWRXWHVOHVPLQXtes.  
8QH TXLQ]DLQH G¶pYpQHPHQWV RQW GRQF DLQVL pWp HQUHJLVWUpV GHSXLV  HW YRQW rWUHPLV j
SURILWSRXUFRQFHYRLUHWUpDOLVHUOHSUpGLFWHXUGHVKDXWHXUVG¶HDX  
Le  premier  chapitre  de  ce  mémoire  ayant  présenté  la  nécessité  d'un  contrôle  de  la  complexité  
du   modèle   neuronal   pour   garantir   une   généralisation   satisfaisante,   le   troisième   chapitre  
GpWDLOOH ODPpWKRGRORJLHXWLOLVpHSRXUSHUPHWWUHO¶DSSUHQWLVVDJHVXUXQHEDVHGHGRQQpHVWUqV
réduite  tout  en  conservant  des  événements  inutilisés  de  façon  à  assurer  un  test  de  la  qualité  du  
PRGqOH TXL VRLW WRWDOHPHQW LQGpSHQGDQW GHV SURFpGXUHV G¶DSSUHQWLVVDJH HW GH VpOHFWLRQ GH
modèle.   Les   méthodes   de   régularisation   présentées   dans   le   premier   chapitre   sont   mises   en  
°XYUHHWDGDSWpHVGHPDQLqUHRULJLQDOHGHIDoRQjSULYilégier  le  phénomène  de  crue  intense.  
Enfin,  ce  mémoire  présente  les  limnigrammes  prévus  pour  l¶événement  majeur  de  septembre  
2002,  et  démontre  ainsi  que  le  niveau  d¶eau  à  Anduze  peut  être  prévu  avec  une  assez  bonne  
fiabilité   jusqu¶à   l¶horizon   de   3   h,   permettant   ainsi   d¶alerter   les   populations   de   manière  
précoce.  
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, 5pVHDX[GHQHXURQHVSRXUODSUpYLVLRQ
 
Les  réseaux  de  neurones  formels  constituent  une  famille  de  modèles  non  linéaires  paramétrés  
qui  sont  mis  à  profit,  dans  ce  travail,  pour  des  tâches  de  régression.  Si  les  termes  neurones  ou  
apprentissage   VRQW OH UHIOHW GH O
RULJLQH ELRORJLTXH GH FHV IRQFWLRQV O¶DSSURFKH FKRLVLH
V¶LQVFULWQpDQPRLQVFODLUHPHQWGDQVOHFDGUHGHO¶DSSUHQWLVVDJHDUWLILFLHO'DQVWRXWHOD  suite,  
O¶H[SUHVVLRQ©  réseaux  de  neurones  »  désignera  les  réseaux  de  neurones  formels.  
/DSUpYLVLRQSDUUpVHDX[GHQHXURQHVV¶LQVFULWGDQVOHFDGUHGHODPRGpOLVDWLRQGHSURFHVVXV
de  type  «  boîte  noire  ».  Dans  cette  étude,  le  processus  étudié  est  celui  de   ODJpQpUDWLRQG¶XQH
crue  éclair  du  fait  de  pluies  intenses.  
Après   une   présentation   des   modèles   de   neurones   et   de   réseaux   utilisés   en   identification   de  
SURFHVVXV QRXV QRXV LQWpUHVVHURQV DX[ SURSULpWpV TXL IRQGHQW O¶XWLOLVDWLRQ GH FHV UpVHDX[  :  
O¶DSSUR[LPDWLRQ XQLYHUVHOOH HW OD SDUFLPRQLH 1RXV FRQVLGpURQV O¶DSSUHQWLVVDJH FRPPH OH
FDOFXO G¶XQH UpJUHVVLRQ QRQ OLQpDLUH FHWWH DQDORJLH DYHF OHV VWDWLVWLTXHV QRXV FRQGXLVDQW j
LQWURGXLUH OD SUREOpPDWLTXH GH OD UpJXODULVDWLRQ DILQ G¶RSWLPLVHU OHV SHUIRUPDQFHV GH
JpQpUDOLVDWLRQ/DFRQFHSWLRQG¶XQUpVHDXGHQHXURQHVSRXUODSUpYLVLRQHVWHQVXLWHSUpVHQWpH
et   nous   nous   intéresserons   en   particulier   aux   différents   modèles   de   prévision   découlant  
G¶K\SRWKqVHVGLIIpUHQWHVVXUODPDQLqUHTX¶RQWOHVSHUWXUEDWLRQVG¶DJLUVXr  le  processus.  Enfin,  
une  illustration  de  ces  considérations  sera  décrite.  
I.1.1   Le  neurone  formel  
Un   neurone   formel   réalise   une   fonction   algébrique   non   linéaire,   paramétrée   et   à   valeurs  
ERUQpHVGHVHVYDULDEOHVG¶HQWUpH  :  
   Q Q\ I [ [ Z Z   
où  les  {xjjn}  sont  les  variables  et  les  {wjjn}  sont  des  paramètres.  
Un  neurone  formel  est  représenté  graphiquement  sur  la  Figure  1.  
  
Figure  1  :  Représentation  du  neurone  formel  
Lorsque  la  fonction  f(.)  esWO¶LGHQWLWpRQGLWTXHOHQHXURQHHVWOLQpDLUH  
Le  paramétrage  de  la  fonction  f(.)  HVWVRXYHQWUpDOLVpG¶XQHGHVGHX[PDQLqUHVVXLYDQWHV  :  
o Les  paramètres  sont   liés  à   la  non-­linéarité  du  neurone  :  ils  sont  associés  à  la  fonction  
f(.)   elle-­même.   Ce   type   de   paramétrage   permet   de   définir   les   réseaux   de   fonctions  
UDGLDOHV>32:(//@RXG¶RQGHOHWWHV>0(<(5@  
o Les  paramètres  sont  liés  aux  variables  du  neurone  :  celui-­ci  effectue  une  combinaison  
de   ses   variables   {xj}   pondérées   par   les   paramètres   {wj},   puis   transforme   non  
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linéairement   cette   combinaison.   Les   paramètres   {wj}   sont   parfois   appelés   poids  
synaptiques.  La  combinaison,  souvent   linéaire,  est  désignée  par  le  terme  de  potentiel.  
Le  potentiel,  noté  v,  est  alors   la  somme  pondérée  des  variables  du  neurone  à  laquelle  
V¶DMRXWHXQWHUPHFRQVWDQWDSSHOpbiais,  effectuant  un  décalage  affine  :  


Q
M M
M
Z Z [ ou  encore  

Q
M M
M
Z [   où  x0=1.     
La  fonction  f(.),  appliquée  au  potentiel  v  HQYXHG¶pYDOXHUODVRUWLHy  du  neurone,  est  appelée  la  
IRQFWLRQG¶DFWLYDWLRQ  :  

 
Q
M M
M
\ I I Z [ .     
Tout  au  long  de  ce  travail,  les  neurones  sont  définis  par  la  relation  précédente.    
,OH[LVWHSOXVLHXUVIRQFWLRQVG¶DFWLYDWLRQ/HVSOXVIUpTXHPPHQWXWLOLVpHVVRQW  :  
o /DIRQFWLRQG¶DFWLYDWLRQGH+HDYLVLGHRXO¶pFKHORQ  :  cette  fonction  limite  la  sortie  du  
neurone  formel  à  0  si  le  potentiel  v  du  neurone  est  négatif,  ou  à  1  si  v  est  positif  ou  nul.  
/¶XWLOLVDWLRQ GH O¶pFKHORQ SHUPHW O¶LPSOpPHQWDWLRQ GH QHXURQHV ELQDLUHV VHUYDQW j OD
classification.  
o La  foQFWLRQG¶DFWLYDWLRQOLQpDLUH  HOOHHVWXWLOLVpHSRXUOHQHXURQHGHVRUWLHG¶XQUpVHDX
GHVWLQpjPRGpOLVHUXQHJUDQGHXUTXLQ¶HVWSDVERUQpHSDURX  
o /D IRQFWLRQ G¶DFWLYDWLRQ sigmoïde  :   elle   possède   plusieurs   variantes  ;;   la   plus   utilisée  
est   la   tangente   K\SHUEROLTXH /¶LQWpUrW GH FHWWH IRQFWLRQ HVW TX¶HOOH HVW FRQWLQXH
GpULYDEOHHWTX¶HOOHQ¶HVWSDVORFDOHSXLVTX¶HOOHQHWHQGSDVYHUV]pURORUVTXHODYDOHXU
DEVROXHGXSRWHQWLHOWHQGYHUVO¶LQILQL  
I.1.2   Les  différents  réseaux  de  neurones  
Un  réseau  de   neurones   est  une  composition  des   fonctions   neurones  définies  dans   la   section  
précédente.  On  distingue  généralement  deux  types  de  neurones  :  
o Les   neurones   cachés  :   ils   sont   appelés   ainsi   parce   que   leurs   sorties   ne   sont   pas   des  
sorties  du  réseau.    
o Les  neurones  de  sortie  :  leurs  sorties  sont  les  sorties  du  réseau.    
'DQVFHFDGUHLOH[LVWHGHX[W\SHVG¶DUFKLWHFWXUHVGHUpVHDX[GHQHXURQHV  :  
o Les  réseaux  de  neurones  statiques.  
o Les  réseaux  de  neurones  dynamiques.  
I.1.2.a Les  réseaux  de  neurones  statiques  
Un  réseau  de  neurones  à  n  YDULDEOHVHVWGLWVWDWLTXHV¶LOUpDOLVHXQHRXSOXVLHXUVIRQFWLRQVGH
ses  n  YDULDEOHVHWG¶HOOHVVHXOHV(QFRQVpTXHQFHVLFHVYDULDEOHVQHYDULHQWSDVGDQVOHWHPSV
OD RX OHV VRUWLHV GX UpVHDX QH YDULHQW SDV(QG¶DXWUHV WHUPHV OH WHPSV QH MRXH DXcun   rôle  
fonctionnel  dans  un  tel  réseau.  
Un  réseau  statique  à  une  couche  de  neurones  cachés  (perceptron  multicouche)  est  représenté  
sur   la   Figure   2 /H JUDSKH GRQW OHV Q°XGV VRQW OHV QHXURQHV HW OHV DUrWHV RULHQWpHV OHV
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«  connexions  »   entre   ceux-­FL HVW DF\FOLTXH &¶HVW SRXUTXRL XQ WHO UpVHDX HVW DSSHOp réseau  
non  bouclé.    
  
Figure  2  :  Un  réseau  de  neurones  non  bouclé  à  une  couche  de  neurones  cachés  (perceptron  multicouche)  
DDQV OH FDV R OHV YDULDEOHV G¶Hntrée   sont   des   signaux   échantillonnés,   les   réseaux   statiques  
représentent  des  filtres  numériques  transverses  non  linéaires  et  non  récurrents  :    
     51\ N N N Q[ [   
où  :  
 y(k)  est  la  sortie  du  filtre  jO¶LQVWDQWGLVFUHWk.  
 x(k)  est  le  vecteur  des  varLDEOHVjO¶LQVWDQWk.  
 ĳRN  est  la  transformation  non  linéaire  effectuée  par  le  filtre  transverse.  
I.1.2.b   Les  réseaux  de  neurones  dynamiques  
Un  réseau  de  neurones  à  n  YDULDEOHVHVWGLWG\QDPLTXHV¶LOUpDOLVHXQHRXSOXVLHXUVIRQFWLRQ
de  ses  n  variables  (dites  variables  exogènesHWHQRXWUHG¶XQHRXSOXVLHXUVYDOHXUVSDVVpHV
des   sorties   de   neurones   du   réseau   (variables   récurrentes).   En   conséquence,   même   si   les   n  
variables  ne  varient  pas  dans  le  temps,  la  ou  les  sorties  du  réseau  sont  susceptibles  de  varier.  
Un  tel  réseau  est  donc  bien  un  système  dynamique.  
La  Figure  3  présente  un  exemple  de  réseau  de  neurones  dynamique.  Ce  réseau  possède  autant  
GH F\FOHV TXH GH QHXURQHV FDFKpV &HV F\FOHV SDUWHQW WRXV G¶XQ QHXURQH FDFKp GRQQp HQ
passanWSDU O¶XQLTXH QHXURQHGH VRUWLHSXLV UHYLHQQHQWDXQHXURQHFDFKpGHGpSDUWDYHFXQ
UHWDUGG¶XQHSpULRGHG¶pFKDQWLOORQQDJH  
Le  graphe  de  ses  connexions,  défini  dans  la  section  précédente,  est  cyclique  F¶HVWSRXUTXRL
ce  réseau  est  appelé  réseau  bouclé.  3RXUTX¶LOVRLWFDXVDOLOIDXWTXHFKDTXHERXFOHFRQWLHQQH
au  moins  un  retard  unité.  Il  réalise  alors  une  ou  plusieurs  équations  récurrentes.  
Un   réseau   bouclé   à   une   sortie,   dont   les   variables   G¶HQWUpH   sont   constituées   de   variables  
exogènes   et   de   valeurs   passées   de   la   sortie,   est   également   appelé   «  filtre   récursif   non  
linéaire  ».  
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Figure  3  :  Réseau  de  neurones  bouclé.  
Les  travaux  de  [NERRAND  et  al.  1993]  ont  établi  que  tout  réseau  de  neurones  bouclé,  aussi  
complexe   soit-­il,   peut   être   mis   sous   une   forme   particulière,   appelée   forme   canonique,  
comportant  un  réseau  de  neurones  non  bouclé  dont  certaines  sorties  sont  ramenées  aux  entrées  
SDUGHVERXFODJHVGHUHWDUGXQLWp&HWWHIRUPHFDQRQLTXHHVWSDUFRQVpTXHQWFRQVWLWXpHG¶XQ
graphe   acyclique,   et   de   connexions   à   retard   unité   reliant   certaines   sorties   de   ce   graphe   aux  
entrées  du  réseau.  
 
Les  réseaux  de  neurones  constituent  une   famille  de  fonctions  non   linéaires  paramétrées,  que  
O¶RQPHWHQ°XYUHSRXUGHVWkFKHVGHPRGpOLVDWLRQGHSUpGLFWLRQHWGHFODVVLILFDWLRQ  
I.2.1   >͛ĂƉƉƌŽǆŝŵĂƚŝŽŶƵŶŝǀĞƌƐĞůůĞ  
>&<%(1.2 @ HW >)81$+$6+, @ RQW GpPRQWUp OD SURSULpWp G¶DSSUR[LPDWLRQ
universelle  des  réseaux  de  neurones  que  nous  énonçons  ci-­après  :  
«  Toute  fonction  bornée  suffisamment  régulière  peut  être  approchée  uniformément,  avec  une  
SUpFLVLRQ DUELWUDLUH GDQV XQ GRPDLQH ILQL GH O¶HVSDFH GH VHV YDULDEOHV SDU XQ UpVHDX GH
neurones  comportant  une  couche  de  neurones  cachés  en  nombre  fini,  possédant  tous  la  même  
IRQFWLRQ G¶DFWLYDWLRQ ERUQpH HW XQ QHXURQH GH VRUWLH OLQpDLUH  »   [HORNIK   et   al.   1989],  
[HORNIK  et  al.  1990],  [HORNIK  1991]  
&HWWHSURSULpWpIRQGDPHQWDOHHVWXQWKpRUqPHG¶H[LVWHQFH(OOHQHVLPSOLILHSDVSRXUDXWDQWOD
tâche   consistant   à   identifier   les   paramètres   du   réseau.   Toutefois,   elle   permet   de   fixer  
O¶DUFKLWHFWXUHGHUpVHDX[SRXYDQWUpDOLVHUO¶LGHQWLILFDWLRQGHWRXWHIRQFWLRQQRQOLQpDLUH   
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Figure  4  :  /¶approximateur  universel  :  un  réseau  de  neurones  non  bouclé  à  n+1  entrées,  Nc  neurones  
cachés  et  un  neurone  de  sortie  linéaire  
La  Figure  4  SUpVHQWH O¶DSSUR[LPDWHXUXQLYHUVHO  :   la   sortie  y  GHFH UpVHDXV¶pFULWGH OD IDoRQ
suivante  :  
       
  
1 QF
V V M M M M M
M M
\ Z Z I Z Z [      
où  :  
 f  est  ODIRQFWLRQG¶DFWLYDWLRQsigmoïde  des  neurones  de  la  couche  cachée,    
 ws,0  HVWOHSDUDPqWUHUHOLDQWO¶HQWUpHFRQVWDQWHG¶LQGLFH0  DXQHXURQHGHVRUWLHG¶LQGLFH
s,  
 MZ HVW OH SDUDPqWUH UHOLDQW O¶HQWUpH FRQVWDQWH G¶LQGLFH  DX QHXURQH GH OD FRXFKH
FDFKpHG¶LQGLce  j2,  avec  j2  ȯ>Nc],  
  V MZ HVWOHSDUDPqWUHUHOLDQWOHQHXURQHGHODFRXFKHFDFKpHG¶LQGLFH j2  au  neurone  de  
VRUWLHG¶LQGLFHs,  
  M MZ HVW OH SDUDPqWUH UHOLDQW OD YDULDEOH G¶HQWUpH M[    (j1      [1,   n])   au   neurone   de   la  
FRXFKHFDFKpHG¶LQGLFHj2.  
Il  important  de  noter  que  la  fonction  réalisée  par  un  tel  réseau  est  une  fonction  non  linéaire  de  
ses  variables  et  de  ses  paramètres.  
I.2.2 La  parcimonie  
Par   ailleurs,   [BARRON   1993]   montre   que  :   sL O¶DSSUR[LPDWLRQ GpSHQG   des   paramètres  
ajustables  de  manière  non  linéaire,  elle  est  plus  parcimonieuse  que  si  elle  dépend  linéairement  
des  paramètres.  Plus  précisément,  on  montre  que  le  nombre  de  paramètres,  pour  une  précision  
donnée,  croît  exponentiellement  avec  le  nombre  de  variables  dans  le  cas  des  approximateurs  
OLQpDLUHVSDUUDSSRUWjOHXUVSDUDPqWUHVDORUVTX¶LOFURvWOLQpDLUHPHQWDYHFFHQRPEUHSRXUOHV
DSSUR[LPDWHXUVQRQOLQpDLUHVSDUUDSSRUWjOHXUVSDUDPqWUHV/DSDUFLPRQLHHVWGRQFG¶DXWDQW
plus  avantageuse  que  le  nombre  de  variables  du  modèle  est  grand.  
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Les  réseaux  de  neurones  qui  ont  été  décrits  dans  la  section  précédente  étant  non  linéaires  par  
rapport   à   leurs   paramètres,   ils   sont   plus   parcimonieux   que   les   approximateurs   universels  
linéaires  par  rapport  à  leurs  paramètres,  tels  que  les  polynômes  par  exemple.  
I.2.3 Ğů͛ĂƉƉƌŽǆŝŵĂƚŝŽŶĚĞĨŽŶĐƚŝŽŶăůĂŵŽĚĠůŝƐĂƚŝŽŶƐƚĂƚŝƐƚŝƋƵĞ  
Les   réseaux  de   neurones   ne   sont   généralement   pas   utilisés   pour   réaliser   une   approximation  
uniforme  de  fonctions,  mais  pour  réaliser  une  tâche  de  régression  non  linéaire.  
Dans  ce  cadre,  on  modélise   les  m  observations  disponibles  de   la  grandeur  à  modéliser  yp(x)  
FRPPH GHV UpDOLVDWLRQV G¶XQH YDULDEOH DOpDWRLUH Y,   fonction   de   x TXL HVW OD VRPPH G¶XQH
fonction  certaine  h(xHWG¶XQHYDULDEOHDOpDWRLUHB  G¶HVpérance  mathématique  nulle  
Y(x)  =  h(x)  +  B.     
&HWWH GHUQLqUH YDULDEOH PRGpOLVH O¶HQVHPEOH GHV SHUWXUEDWLRQV VXVFHSWLEOHV G¶DIIHFWHU OHV
mesures.   La   fonction   h(x),   appelée   fonction   de   régression HVW GRQF pJDOH j O¶HVSpUDQFH
mathématique  de  Y  conditionnée  à  x  :  
h(x)  =  E(Y  |  x).     
On  cherche  alors  le  réseau  de  neurones  qui  constitue  la  meilleure  approximation  possible  de  la  
fonction   inconnue  h(x)   compte   tenu   des   données   disponibles,   dans   le   domaine   de   variation  
des  variables  x.    
 
/¶DSSUHQWLVVDJHGHVUpVHDX[GHQHXURQHVFRQVLVWHjHVWLPHU OHVSDUDPqWUHVw  du  modèle,  de  
WHOOHPDQLqUHTX¶XQHGLVWDQFHFRQYHQDEOHPHQWFKRLVLHHQWUHOHVREVHUYDWLRQVDSSDUWHQDQWjXQ
HQVHPEOH GH GRQQpHV O¶HQVHPEOH G¶DSSUHQWLVVDJH,   et   les   prédictions   du   modèle   pour   ces  
mêmes  données  soit  aussi  petite  que  possible.  
I.3.1 Position  du  problème  
2QGLVSRVHG¶XQHQVHPEOHGHN  mesures  {yk}  (k  =  «N)  de  la  grandeur  à  modéliser,  et  des  
valeurs   correspondantes   des   n   variables   {xk}   =   {[x1k«xnk]}.   Cet   ensemble   de  N   couples  
G¶HQWUpHV-­sorties  constitue  O¶HQVHPEOHG¶DSSUHQWLVVDJH  
On  cherche  les  valeurs  des  paramètres  pour  lesquelles  une  fonction  de  coût,  représentative  des  
différences  entre  les  valeurs  mesurées  et  les  valeurs  calculées  par  le  modèle,  est  minimale.  La  
fonction  la  plus  utilisée  est  la  fonction  de  coût  des  moindres  carrés  :  



1
N N
N
- \ \Z [ Z      
où  y(xk,  w)  est  la  valeur  de  la  sortie  du  réseau  pour  les  variables  xk.  
I.3.2 Minimisation  de  la  fonction  de  coût  
Le  modèle  étant  non  linéaire  en  ses  paramqWUHV ODIRQFWLRQGHFRWQ¶HVWSDVTXDGUDWLTXHHQ
OHVSDUDPqWUHV/DPpWKRGHGHVPRLQGUHVFDUUpVQ¶HVWGRQFSDVDSSOLFDEOH(QFRQVpTXHQFH
RQDUHFRXUVjGHVPpWKRGHVLWpUDWLYHVG¶RSWLPLVDWLRQGHODIRQFWLRQGHFRW  
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7RXWHV OHVPpWKRGHVG¶RSWLPLVDWLRQXtilisent   le  gradient  de   la   fonction  de  coût.  La  première  
pWDSH GH O¶DSSUHQWLVVDJH G¶XQ UpVHDX GH QHXURQHV FRQVLVWH GRQF j FDOFXOHU OH JUDGLHQW GH OD
IRQFWLRQGHFRWjO¶DLGHGHO¶DOJRULWKPHGHrétropropagation  [RUMELHART  et  al.  1986].  
Une   fois   le   gradienW FDOFXOp RQ PHW HQ °XYUH XQ DOJRULWKPH LWpUDWLI GH PRGLILFDWLRQ GHV
paramètres.  Parmi  ces  derniers,  on  distingue   les  méthodes   itératives  du  premier  ordre  et   les  
méthodes  du  second  ordre.  
Les   méthodes   du   premier   ordre   modifient   itérativement   les   paramètres   de   manière  
proportionnelle  au  gradient  de  la  fonction  de  coût,  avec  un  coefficient  de  proportionnalité  fixe  
RX YDULDEOH DX FRXUV GX GpURXOHPHQW GH O¶RSWLPLVDWLRQ (Q G¶DXWUHV WHUPHV O¶H[WUpPLWp GX
vecteur   des   paramètres   se   déplace,   à   chaque   itération,   dans   la   direction   du   gradient   de   la  
fonction  de  coût.  
Dans  les  méthodes  du  second  ordre,  la  direction  de  déplacement  du  vecteur  des  paramètres  est  
obtenue  par  une  transformation  linéaire  du  gradient  de  la  fonction  de  coût,  transformation  qui  
fait   intervenir   la   matrice   des   dérivées   secondes   de   la   fonction   de   coût   par   rapport   aux  
paramètres  (matrice  hessienne).  Ces  méthodes  sont  beaucoup  plus  efficaces  que  les  méthodes  
du  premier  ordre.  Le  choix  entre  les  diverses  méthodes  du  second  ordre  dépend  notamment  du  
nombre  de  paramètres  des  modèles  étudiés.  Compte  tenu  de  la  taille  modeste  de  nos  modèles,  
QRXV DYRQV FKRLVL GH PHWWUH HQ°XYUH OD PpWKRGH GH /HYHQEHUJ-­Marquardt   qui   utilise   une  
DSSUR[LPDWLRQGH ODPDWULFHKHVVLHQQHFDOFXOpHj O¶DLGHGHVSURGXLWVGHVGpULYpes  premières  
[BENDER  1996]  [PRESS  1992]  (Annexe  A.)&HWWHPpWKRGHHVWDYDQWDJHXVHFDULOQ¶HVWSDV
nécessaire  de  calculer  les  dérivées  secondes  de  la  fonction  de  coût.  
I.3.3 Apprentissage  des  réseaux  dynamiques  
Lorsque   le   modèle   de   réseau   est   dynamique   (récurreQW LO HVW DYDQWDJHX[ G¶HIIHFWXHU
O¶DSSUHQWLVVDJHVXU OD UHSUpVHQWDWLRQFDQRQLTXHGXPRGqOH ERXFOp [NERRAND  et  al.  1993].  
&RPPHODUHSUpVHQWDWLRQFDQRQLTXHSUpVHQWHOHPRGqOHVRXVODIRUPHG¶XQHSDUWLHDF\FOLTXH
constituée  G¶un  réseau  non  bouclé  et  G¶XQHpartie  temporelle  comprenant  les  bouclages  et  les  
retards  déportés  jO¶H[WpULHXUGXUpVHau  non  bouclé,  la  prise  en  compte  du  temps  dans  le  réseau  
se  fait  en  «  coupant  »  ces  bouclages,  et  en  dupliquant  le  réseau  non  bouclé  en  autant  de  copies  
dans   le   temps  TXH O¶RQ YHXW UHPRQWHU GDQV OH SDVVp/¶DSSUHQWLVVDJH SHXW DORUV rWUH UpDOLVp
comme  pour  un  réseau  non  bouclé  au  travers  des  différentes  copies  comme  représenté  par  la  
flèche   sur   la   Figure  5 DYHFDXWDQWGHFRXFKHVFDFKpHVTX¶LO \   a  de   copies.  Par  exemple,   la  
Figure  5  représente  un  réseau  possédant  un  bouclage,  ainsi  déplié  pour  une  profondeur  de  2  
périodes.  ,OHVW LPSRUWDQWGHQRWHUTXHFRPPHj O¶LVVXHGH O¶DSSUHQWLVVDJH LOQ¶H[LVWHTX¶XQ
seul  réseau,  leVSDUDPqWUHVGHVFRSLHVGRLYHQWrWUHpJDX[HQWUHHX[jODILQGHO¶DSSUHQWLVVDJH
la  technique  des  poids  partagés  est  utilisée  afin  de  satisfaire  à  cette  contrainte.  
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Figure  5  $SSUHQWLVVDJHG¶XQUpVHDXG\QDPLTXHDYHFODPpWKRGHdes  copies  
Les   variables   exogènes,   représentées   par   le   vecteur   x(k-­F)   sont   appliquées   comme   les  
variables  de  chaque  copie  F   et  la  sortie  y(k-­F)  calculée  par  la  copie  c  est  appliquée  à  la  copie  
suivante  ;;  la  dynamique  du  processus  est  ainsi  prise  en  considération.  Se  pose  le  problème  de  
O¶LQLWLDOLVDWLRQGHODFRSLHFRUUHVSRQGDQWDXWHPSVOHSOXVDQFLHQVLODYDULDEOHFRUUHVSondant  
à   la   sortie   du   processus   au   temps   précédent   est   choisie   (yp(k-­3)   sur   la   Figure   5),  
O¶DSSUHQWLVVDJHHVWGLWsemi-­dirigé  par  le  processus.    
I.3.4 Problème  du  surajustement  
&RPPHQRXVO¶DYRQVLQGLTXpGDQVODVHFWLRQI.2.3O¶REMHFWLIG¶XQPRGqOHQ¶HVWSDVGHUpDOLVHU
O¶DSSUR[LPDWLRQG¶XQHIRQFWLRQFRQQXHPDLVGHFKHUFKHUODPHLOOHXUHDSSUR[LPDWLRQSRVVLEOH  
de   la   fonction  de   régression,  compte   tenu  des  données  disponibles.  Cette  approximation  est  
obtenue   en   postulant   une   fonction   paramétrée   (un   réseau   de   neurones   par   exemple),   et   en  
HVWLPDQW OHV YDOHXUV GH VHV SDUDPqWUHV SRXU TX¶HOOH V¶DMXVWH DX[ GRQQpHV GH O¶HQVHPEOH
G¶DSSUHQWLVVDJH ,O IDXW GRQF rWUH DWWHQWLI DX IDLW TX¶XQ PRGqOH WURS FRPSOH[H ULVTXH GH
V¶DMXster,  non  pas  à  la  fonction  de  régression,  mais  à  la  somme  de  celle-­ci  et  du  bruit  aléatoire  
présent   dans   les   données.   Un   modèle   qui   est   ajusté   au   bruit   est   évidemment   incapable   de  
JpQpUDOLVHUFRUUHFWHPHQWSXLVTX¶LOGpSHQGGHODUpDOLVDWLRQSDUWLFXOLqUHGu  bruit  présent  dans  
OHVGRQQpHVG¶DSSUHQWLVVDJH2QGLWTX¶XQWHOPRGqOHHVWsurajusté.  
¬ O¶LQYHUVH XQ PRGqOH GH FRPSOH[LWp LQVXIILVDQWH ULVTXH GH QH SDV DYRLU OD ©  souplesse  »  
VXIILVDQWH SRXU V¶DMXVWHU j OD IRQFWLRQ GH UpJUHVVLRQ ,O IDXW GRQF WURXYHU Oa   complexité  
appropriée  :  celle  qui  permet  à  la  fonction  postulée  de  constituer  une  bonne  approximation  de  
ODIRQFWLRQGHUpJUHVVLRQVDQVV¶DMXVWHUDXEUXLWSUpVHQWGDQVOHVGRQQpHV   
Ce  problème,  appelé  dilemme  biais-­variance,  constitue  un  problème  central  GHO¶DSSUHQWLVVDJH
statistique.  Il  est  traduit  mathématiquement  de  la  manière  suivante  :  supposons,  comme  nous  
O¶DYRQV LQGLTXp GDQV OD VHFWLRQ I.2.3 TXH OHV REVHUYDWLRQV VRLHQW OD VRPPH G¶XQH IRQFWLRQ
certaine  (fonction  de  régressLRQHWG¶XQHYDULDEOHDOpDWRLUHB  G¶HVSpUDQFHPDWKpPDWLTXHQXOOH
et  de  variance   2,  qui  modélise  toutes  les  perturbations  qui  affectent  la  mesure  :  
Y(x)  =  h(x)  +  B.     
$ORUV O¶HUUHXU GH SUpGLFWLRQ WKpRULTXH SRXU XQ YHFWHXU x   GRQQp F¶HVW-­à-­GLUH O¶HVSpUDQFe  
PDWKpPDWLTXH GX FDUUp GH OD GLIIpUHQFH HQWUH O¶REVHUYDWLRQ HW OD SUpGLFWLRQ GX PRGqOH
FRUUHVSRQGDQWH FDOFXOpH VXU WRXV OHV HQVHPEOHV G¶DSSUHQWLVVDJH SRVVLEOH HVW OD VRPPH GH
trois  termes  [GEMAN  et  al.  1992]  :  
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o un  terme  qui  ne  dépend  que  des  données  :  la  variance   2  de  la  variable  BF¶HVW-­à-­dire  
la  variance  du  «  bruit  »  présent  dans  les  données,  
o ODYDULDQFHGXPRGqOHFDOFXOpHVXUWRXVOHVHQVHPEOHVG¶DSSUHQWLVVDJHSRVVLEOHV  
o le  «  biais  ªGXPRGqOHTXLHVW OHFDUUpGH O¶HVSpUDQFHPDWKpPDWLTXHGH ODGLIIérence  
entre   la   fonction   de   régression   et   la   prédiction   du   modèle,   calculée   sur   tous   les  
HQVHPEOHVG¶DSSUHQWLVVDJHSRVVLEOHV  
&HVWURLVWHUPHVpWDQWSRVLWLIVLOHQUpVXOWHTXHO¶HUUHXUG¶XQPRGqOHREWHQXSDUDSSUHQWLVVDJH
QHSHXWrWUHLQIpULHXUHjO¶LQFHUtitude  sur  les  données  (variance   2  de  la  variable  B).  
De   plus,   le   biais   et   la   variance   varient   en   sens   inverse   en   fonction   de   la   complexité   du  
modèle  OHELDLVGLPLQXHORUVTXHODFRPSOH[LWpDXJPHQWHOHPRGqOHV¶DGDSWHGHSOXVHQSOXV
précisément   aux   donQpHV GH O¶HQVHPEOH G¶DSSUHQWLVVDJH PDLV OD YDULDQFH DXJPHQWH OH
PRGqOHHVWGHSOXVHQSOXVVHQVLEOHDX[GpWDLOVGHO¶HQVHPEOHG¶DSSUHQWLVVDJH/DVRPPHGHV
deux   termes   présente   donc   un   minimum   pour   une   certaine   complexité,   qui   constitue   le  
meilleur  compromis  entre  le  biais  et   la  variance.  Au-­delà  de  cette  complexité,   le  modèle  est  
surajusté.  
&HVUpVXOWDWVVRQWDV\PSWRWLTXHVF¶HVW-­à-­GLUHTX¶LOVVRQWH[DFWVGDQVODOLPLWHGHVWUqVJUDQGV
HQVHPEOHV GH GRQQpHV ,OV VRQW G¶XQH JUDQGH LPSRUWDQFH WKpRULTXH PDLV LOV Q¶RQW SDV GH
valeur  opérationnelle.  
Dans  la  pratique,  la  procédure  normale  de  conception  de  modèle  par  apprentissage  consiste  à  
FRQFHYRLU GHV PRGqOHV GH FRPSOH[LWp FURLVVDQWH j HVWLPHU O¶HUUHXU GH JpQpUDOLVDWLRQ GH
FKDFXQ G¶HX[ HW j VpOHFWLRQQHU le   modèle   qui   possède   les   meilleures   propriétés   de  
généralisation,   donc   qui   réalise   le   meilleur   compromis   entre   le   biais   et   la   variance.   Ce  
SUREOqPHHVWG¶DXWDQWSOXVGLIILFLOHTXHO¶HQVHPEOHG¶DSSUHQWLVVDJHHVWUHVWUHLQW>*$//,1$5,
et  al.  1999].  
Deux  typeVGHPpWKRGHVSHUPHWWHQWG¶pYLWHUOHVXUDMXVWHPHQW  :  
o Les   méthodes   passives   HOOHV SHUPHWWHQW G¶pOLPLQHU SDUPL SOXVLHXUV PRGqOHV GH
FRPSOH[LWpVGLIIpUHQWHVFHX[TXLVRQWVXVFHSWLEOHVG¶rWUHVXUDMXVWpV&RPPHPpWKRGH
passive,  nous  présenterons  la  validation  croisée  [SAARINEN  et  al.  1993],  [ZHOU  et  
al.  1998].  
o Les  méthodes  actives  HOOHVpYLWHQWOHVXUDMXVWHPHQWGXUpVHDXHQOLPLWDQWO¶DPSOLWXGH
GHV SDUDPqWUHV ORUV GH O¶DSSUHQWLVVDJH GX UpVHDX /HV PpWKRGHV GH UpJXODULVDWLRQ
FRPPHO¶DUUrWSUpFRFHRXODSpQDlisation  des  poids  permettent  de  trouver  une  solution  
particulière  [TIKHONOV  et  al.  1977],  [POGGIO  et  al.  1985].  
I.3.5 La  sélection  de  variables  
La  sélection  de  variables  consiste  à  choisir  un  sous-­ensemble  de  variables  parmi  les  variables  
candidates  choisies  par   les  experts  comme  pouvant  être  pertinentes  pour   la  modélisation  du  
SURFHVVXV6LO¶RQVDLWELHQTXHOOHVVRQWOHVYDULDEOHVTXLLQIOXHQFHQWOHSURFHVVXVODVpOHFWLRQ
de  variables  peut  être  faite  uniquement  de  manière  experte,  à  partir  des  connaissances.   Si   le  
processus  est  moins   bien  connu,  ou  si  plusieurs   variables  comportent   la  même   information,  
PDLV DX WUDYHUV GH PpWKRGHV G¶REVHUYDWLRQ GLIIpUHQWHV LO HVW DORUV QpFHVVDLUH GH PHWWUH HQ
°XYUH XQ SURFHVVXV GH VpOHFWLRQ GH YDULDEOHV &H GHUQLHU D SRXU REMHt   de   diminuer   la  
FRPSOH[LWpGXPRGqOHDILQG¶DPpOLRUHUVHVSURSULpWpVGHJpQpUDOLVDWLRQ  
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8QSURFHVVXVGHVpOHFWLRQGHYDULDEOHVQpFHVVLWHGHPHWWUHHQ°XYUH  :  
o OD GpILQLWLRQ G¶XQ FULWqUH GH SHUWLQHQFH TXL VHUYLUD j RUGRQQHU OHV YDULDEOHV DILQ
G¶H[DPLQHU OHur   importance  ;;   ceci  peut  être   fait  par  une  orthogonalisation  de  Gram-­
Schmidt  ou  par  des  méthodes  heuristiques  [YACOUB  et  al.  2001]  
o ODGpILQLWLRQG¶XQVHXLOTXLSHUPHWG¶DFFepter  ou  de  rejeter  la  variable  considérée.  
1RWRQVTXHO¶HQVHPEOHGHVYDULDEOHVVpOHFWLRQQpHVQ¶HVWHQJpQpUDOSDVXQLTXHHWTX¶LOSHXWHQ
exister   plusieurs   de   performances   équivalentes.   En   tout   état   de   cause,   compte   tenu   de   la  
complexité  combinatoire  que  ceci  entraînerait,  il  est  bien  souvent  impossible  de  tester  tous  les  
sous-­ensembles  possibles  de  variables.    
I.3.6 Les  méthodes  de  régularisation  
I.3.6.a La  régularisation  par  modération  des  poids  
6LXQPRGqOHHVWWURSFRPSOH[HO¶DSSUHQWLVVDJHFRQGXLWjGHVYDOHXUVGHVSDUDPqWUHVTXLVRQW
très  grandes  ;;  réciproquement,  la  présence  de  paramètres  dont  les  valeurs  sont  très  grandes  est  
un  symptôme  de  surajustement.  Ainsi,  [BARTLETT  1997]  montre  que,  si  un  grand  réseau  est  
XWLOLVpHWVL O¶DOJRULWKPHG¶DSSUHQWLVVDJHWURXYHXQHHUUHXUTXDGUDWLTXHPR\HQQHIDLEOHDYHF
des   paramètres   de   valeurs   absolues   faibles,   alors   les   performances   en   généralisation  
dépendent  de  la  norme  des  poids  plutôt  que  de  leur  nombre.  
La  régularisation  par  modération  des  poids  (weight  decay),  empêche  les  paramètres  du  réseau  
de   prendre   des   valeurs   exagérément   grandes,   donc   évite   la   saturation   des   fonctions  
G¶DFWLYDWLRQVLJPRwGHV  
À  cette  fin,  on  ajoute  à  la   fonction  de  coût  des  moindres  carrés  J  un  terme  de  régularisation  
proportionnel  à  la  somme  des  carrés  des  paramètres  :  





]
M
M
- - Z      
où  :    
 z  est  le  nombre  de  paramètres  du  réseau,  
 HVWXQK\SHUSDUDPqWUHTXLGpWHUPLQHO¶LPSRUWDQFHUHODWLYHGHVGHX[WHUPHVGDQVOD
fonction  de  coût 
- .    
Tous   les   paramètres   des   différentes   couches   ne   jouant   pas   le   même   rôle   lors   de  
O¶DSSUHQWLVVDJH LOSHXWrWUHHIILFDFHG¶DIIHFWHUGHVK\SHUSDUDPqWUHVGLIIpUHQWVDX[GLIIpUHQWV
types  de  paramètres  :  
    
  


  L L LL L L
- - Z Z Z
Z Z Z
     
où  
 w0  est  le  vecteur  des  paramètres  reliant  le  biais  aux  neurones  cachés,  
 w1  est  le  vecteur  des  paramètres  reliant  OHVYDULDEOHVG¶HQWUpHDX[QHXURQHVFDFKpV,  
 w2  est  le  vecteur  des  paramètres  reliés  au  neurone  de  sortie  (biais  et  paramètres  reliant  
les  sorties  de  la  couche  cachée).  
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La   détermination   des   trois   nouveaux   hyperparamètres  ,    ,       peut   être   effectuée   en   se  
fondant  sur  des  hypothèses  et  calculs  statistiques   [MCKAY  1992],  mais  cette  détermination  
peut  se  faire  de  façon  heuristique  de  manière  satisfaisante  [DREYFUS  et  al.  2008].    
I.3.6.b /¶DUUrt  précoce  
/DPpWKRGHGHUpJXODULVDWLRQSDUDUUrWSUpFRFHFRQVLVWHjDUUrWHUODSKDVHG¶DSSUHQWLVVDJHGqV
O¶LQVWDQW R OD JpQpUDOLVDWLRQ FRPPHQFH j VH GpJUDGHU /H FULWqUH G¶DUUrW FRQVLVWH GRQF j
GLVSRVHU G¶XQ HQVHPEOH GH GRQQpHV   GLVWLQFW GH O¶HQVHPEOH G¶Dpprentissage,   O¶HQVHPEOH
G¶DUUrW VXU OHTXHO RQ VXUYHLOOH O¶pYROXWLRQ GH OD IRQFWLRQ GH FRW HQ YXH G¶DUUrWHU OD SKDVH
G¶DSSUHQWLVVDJHORUVTXHOHFRWFDOFXOpVXUFHQRXYHOHQVHPEOHDWWHLQWVRQPLQLPXP   
[SJÖBERG   et   al.   1995]   ont   prouvé   théoriquement   que   l¶DUUrW SUpFRFH HVW pTXLYDOHQW j
O¶LQWURGXFWLRQ GDQV OD IRQFWLRQ GH FRW G¶XQ WHUPH GH SpQDOLVDWLRQ GH O¶DPSOLWXGH GHV
SDUDPqWUHV,O MXVWLILHGRQFTXHO¶DUUrWSUpFRFHSXLVVHrWUHFRQVLGpUpFRPPHXQHPpWKRGHGH
régularisation.    
I.3.7 ƐƚŝŵĂƚŝŽŶĚĞů͛ĞƌƌĞƵƌĚĞŐénéralisation  :  la  validation  croisée  
&RPPH QRXV O¶DYRQV YX SUpFpGHPPHQW LO Q¶HVW SDV SRVVLEOH GH VpOHFWLRQQHU OHVPRGqOHV j
SDUWLUGHO¶HUUHXUG¶DSSUHQWLVVDJHFDUODGLIIpUHQFHHQWUHO¶HUUHXUG¶DSSUHQWLVVDJHHWO¶HUUHXUGH
généralisation   croît   avec   la   cRPSOH[LWp (Q G¶DXWUHV WHUPHV O¶HUUHXU VXU O¶HQVHPEOH
G¶DSSUHQWLVVDJHQHSHUPHWSDVHQJpQpUDOG¶HVWLPHUO¶HUUHXUGHJpQpUDOLVDWLRQ.  
/D YDOLGDWLRQ FURLVpH SHUPHW G¶HVWLPHU O¶HUUHXU GH JpQpUDOLVDWLRQ GX PRGqOH j SDUWLU G¶XQ
HQVHPEOH GH GRQQpHV TXL Q¶HVW SDV XWLOLVp SRXU O¶HVWLPDWLRQ GHV SDUDPqWUHV &H QRXYHO
HQVHPEOH GpILQLW O¶HQVHPEOH GH YDOLGDWLRQ'DQV FHWWH SURFpGXUH RQ VpSDUH O¶HQVHPEOH GHV
données  disponibles  en  deux  sous-­ensembles  XQHQVHPEOHG¶DSSUHQWLVVDJH-­validation  et  un  
HQVHPEOH GH WHVW /¶HQVHPEOH G¶DSSUHQWLVVDJH-­validation   est   lui-­même   séparé   en   D   sous-­
HQVHPEOHV GLVMRLQWV FRQWHQDQW OHPrPH QRPEUH G¶H[HPSOHV >6721(@3XLV SRXU XQH
complexité   de  modèle   donnée,   on   effectue  D   IRLV O¶XQLRQ GHD-­1   sous-­HQVHPEOHV TXH O¶RQ
XWLOLVH SRXU O¶DSSUHQWLVVDJH GH PRGqOHV FH TXL SHUPHW G¶DIIHFWHU j FKDTXH IRLV XQ VRXV-­
HQVHPEOHG¶H[HPSOHVjODYDOLGDWLRQFigure  6).  On  peut  ainsi  calculer   le  score  de  validation  
croisée   S   issu   des  D   sous-­ensembles   affectés   successivement   à   la   validation   (Ev   pour   dire  
évaluation  moyenne)  :    


  
S
'
S
(
6 - (
'
,     
avec


  
S1
P P
S
S P
- ( \ \
1
[ Z ,  
où  :  
 Ep  est  le  sous-­ensemble  de  données  numéro  p  (p  =  1  à  D)  comportant  Np  exemples,  
 J(Ep)  est  la  fonction  de  coût  calculée  sur  le  sous-­ensemble  EpHQO¶RFFXUUHQFHO¶HUUHXU
qXDGUDWLTXH PR\HQQH PLQLPDOH VXU O¶HQVHPEOH GH YDOLGDWLRQ HQ IDLVDQW YDULHU
l¶LQLWLDOLVDWLRQGHVSDUDPqWUHVGXUpVHDX,  
 P\ et   P\ [ Z   sont  les  grandeurs  respectivement  mesurée  et  estimée.  
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Figure  6  :  Procédure  de  validation  croisée  
  
La   procédure   de   validation   croisée   est   appliquée   à   des   modèles   de   complexité   croissante,  
MXVTX¶j OD détection   du   surajustement,   qui   se   traduit   par   le   fait   que   le   score   de   validation  
croisée  augmente,  DORUVTXHO¶HUUHXUVXU O¶HQVHPEOHG¶DSSUHQWLVVDJHGLPLQXH2Q  sélectionne  
alors   le  réseau  pour   lequel   la  plus  petite  valeur  du  score  de  validation  croisée  a  été  obtenue  
[DREYFUS  et  al.  2008].    
La   sélection   de   modèle   par   validation   croisée   fixant   D   égal   à   N   ±   où   N   est   le   nombre  
G¶H[HPSOHV GLVSRQLEOHV   ±   est   appelée   Leave-­One-­Out &¶HVW XQH WHFKQLTXH WUqV ORXUGH HQ
temps  de  calcul,  mais  [VAPNIK  1995]  a  démontré  que   le  score  de  validation  croisée  est  un  
HVWLPDWHXUQRQELDLVpGHO¶HUUHXUGHJénéralisation.    
8QH IRLV OD FRPSOH[LWp RSWLPDOH FKRLVLH O¶DSSUHQWLVVDJH G¶XQ PRGqOH SRVVpGDQW FHWWH
FRPSOH[LWp HVW HIIHFWXp j SDUWLU GH WRXWHV OHV GRQQpHV GH O¶HQVHPEOH G¶DSSUHQWLVVDJH-­
YDOLGDWLRQ /HV SHUIRUPDQFHV GH FH PRGqOH VRQW HVWLPpHV VXU O¶HQVHPEOH   de   test,   dont   les  
pOpPHQWVQ¶RQW MDPDLVpWpXWLOLVpVDXSDUDYDQWQLSRXUO¶DSSUHQWLVVDJHQLSRXUOD VpOHFWLRQGX
modèle.    
 
/DPRGpOLVDWLRQG¶XQSURFHVVXVG\QDPLTXHQpFHVVLWHGHUpDOLVHUGHVK\SRWKqVHVsur  le  type  de  
fonction  qui  régit  son  comportement,  afin  de  décrire  ce  dernier  par  un  modèle  mathématique.  
On  peut   ainsi   proposer   un   ou   plusieurs  modèles   hypothèses   ou  modèles  postulés   qui   seront  
FRQVWUXLWVORUVGHO¶LGHQWLILFDWLRQSXLVpYDOXpVORUVGHOD  phase  de  validation.    
I.4.1 >ĞƐƌĞƉƌĠƐĞŶƚĂƚŝŽŶƐĚ͛ƵŶƐǇƐƚğŵĞĚǇŶĂŵŝƋƵĞ  
I.4.1.a Modèles  boîtes  noires  et  modèles  de  connaissance  
La  recherche  préliminaire  de  connaissance  sur  le  système  étudié  conduit  à  déterminer  le  type  
GH PRGpOLVDWLRQ FKRLVLH /RUVTXH O¶RQ GLVSRVH GH   suffisamment   de   connaissances   sur   le  
processus,   en   particulier   sur   ses   fonctions   internes,   on   élaborera   plutôt   un   modèle   de  
FRQQDLVVDQFH¬ O¶RSSRVpVL O¶RQQHGLVSRVHTXHGHVVLJQDX[G¶HQWUpHHWGHVRUWLHHWTXHOHV
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fonctions   internes  sont   inconnues,  on  conçoit  un  modèle  boîte  noire,  qui  peut  être  décrit  par  
un  modèle  de  type  entrée-­sortie  ou  de  type  état.  
8Q V\VWqPH pFKDQWLOORQQp HVW j UHSUpVHQWDWLRQ G¶pWDW Figure   7 VL O¶RQ SHXW GpWHUPLQHU XQ
vecteur   x(k),   dit   de   YDULDEOHV G¶état,   de   dimension  minimale,   de   sorte   que   son   expression,  
GDQVOHFDVG¶XQV\VWqPHjXQHVHXOHVRUWLHFRQVLVWHHQXQHQVHPEOHG¶pTXDWLRQVGHODIRUPH  :  
        

  J     

N N X N pTXDWLRQ G pWDW
\ N N pTXDWLRQ G REVHUYDWLRQ
[ I [
[
  
où  :  
 k  est  O¶LQVWDQWSUpVHQWGLVFUpWLVp  
 u(k)  est  le  vecteur  des  variables  G¶HQWUpH  
 x(kHVWOHYHFWHXUGHVYDULDEOHVG¶pWDW  
 f  est  une  fonction  vectorielle,  
 g  est  une  fonction  scalaire,  
 y(k)  HVWODVRUWLHGHODUHSUpVHQWDWLRQG¶pWDWGXV\VWqPH  
  
Figure  7  :  Représentation  d'état  
6LOHYHFWHXUG¶pWDWx(k)  est  complètement  accessible  à  la  mesure  à  chaque  instant,  un  réseau  
de  neurones  peut   identifier   les  fonctions   f  et  g'DQVOHFDVFRQWUDLUH LOQ¶\DHQJpQpUDOSDV
G¶XQLFLWpGHODIRQFWLRQDWWHQGXHO¶LQWHUSUpWDWLRQGHVJUDQGHXUVG¶pWDWDLQVLGpOLYUpHVsera  plus  
difficile  à  réaliser.  
'DQV OHFDGUHGH ODSUpYLVLRQGHVFUXHVTXLPRWLYHFHWUDYDLO OHYHFWHXUGHVYDULDEOHVG¶pWDW
pourrait  être  constitué  des  débits  à  différents  points  du  réseau  hydrographique,   tandis  que   la  
VRUWLH VHUDLW OD KDXWHXU G¶HDX PHVXUpH j O¶DYDO GH FH UpVHDX K\GURJUDSKLTXH /¶pTXDWLRQ
G¶REVHUYDWLRQ HIIHFWXHUDLW HQ TXHOTXH VRUWH XQH WUDQVIRUPDWLRQ GX W\SH GH O¶LQYHUVH GH OD
courbe  de  tarage.  
/RUVTXH O¶RQGpILQLW FRPPHYHFWHXUG¶pWDW OH YHFWHXUFRPSRVpGHV VRUWLHVGXSURFHVVXVDX[
vaOHXUV SDVVpHV RQ SDUOH G¶XQH UHSUpVHQWDWLRQ HQWUpH-­sortie   (Figure   8),   cette   dernière   peut  
V¶pFULUHGHODIDoRQVXLYDQWH  :  
         \ N K \ N \ N U N N PX X   
où  :  
 k  HVWO¶LQVWDQWSUpVHQWGLVFUpWLVp  
 y(k)  est  la  sortie  de  cette  représentation,  
 h  est  une  fonction,  
 u(k)  est  le  vecteur  des  variables  exogènes,  
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   m  et  r  sont  des  entiers  positifs.  
  
  
Figure  8:  Représentation  entrée-­sortie  
Une  fois  ces  équations  générales  posées  il  convient  de  préciser  certaines  hypothèses  qui  vont  
conduire  à  la  proposition  de  différents  modèles  postulés  pour  le  processus  ;;  en  particulier  on  
devra   choisir   si   le   processus   est   linéaire   ou   non   linéaire   et   comment   interviennent   les  
perturbations  dans  le  modèle  postulé.    
I.4.1.b Prise  en  compte  des  perturbations  dans  les  modèles  prédictifs  entrée-­sortie  
¾ Hypothèse  EUXLWG¶pWDW  
,QWpUHVVRQVQRXVWRXWG¶DERUGDXFDVROHPRGqOHSRVWXOpSRXUOHSURFHVVXVHVWVRXPLVjGHV
perturbations  additives   sur  son  état.  Dans  ce  cas,   la  relation  entrée-­sortie  du  modèle  postulé  
V¶pFULW  :  
           S S S\ N \ N \ N U N N P E NX X   
où  :  
 yp(k+1)  est  la  sortie  GXSURFHVVXVTXHO¶RQYHXWSUpGLUHPHVXUpHjO¶LQVWDQWk+1,  
 u(kHVWOHYHFWHXUGHVYDULDEOHVG¶HQWUpHjO¶LQVWDQWSUpVHQWk,  
 b(k+1)  est  le  vecteur  des  perturbations  QRQPHVXUpHVjO¶instant  futur  k+1.  
Cette  situation  est  représentée  en  Figure  9-­a  ;;  on  remarque  que  le  bruit  est  représenté  par  une  
addition   sur   la   sortie   au   temps   k+1,   mais   a   influencé   également   les   sorties   aux   temps  
précédents.  
Cette   hypothèse   correspond   au   modèle   NARX   (Non   linéaire   Auto-­Régressif   à   entrées  
eXogènes).    
  
9-­a  
  
  
  
9-­b  
Figure  9  :  Modèle  postulé  (9-­a)  et  prédicteur  neuronal  (9-­EDVVRFLpVjO¶K\SRWKqVHEUXLWG¶pWDW  
Compte  tenu  de  ce  modèle  postulé,  le  réseau  de  neurones  devant  effectuer  la  prédiction  de  la  
grandeur   de   sortie   du   processus   réalise   la   fonction  (w   est   le   vecteur   des   paramètres   du  
réseau)  :  
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51         
S SJ N \ N \ N U N N PX X Z   
Si   la   fonction   ĳRN   parvient   à   identifier   parfaitement   la   fonction   ĳ F¶HVW-­à-­dire   à   réaliser  
O¶LGHQWLILFDWLRQODPHLOOHXUHSRVVLEOHDORUVRQUHPDUTXHTXH      S\ N J N E N ,  pour  tout  k  ;;  
ainsi   le  modèle  a  pu  représenter  tout  ce  qui  est  déterministe  et  son  erreur  est  limitée  au  bruit  
G¶pWDWQRQPHVXUDEOH,OV¶DJLWGRQFGXPHLOOHXUPRGqOHSRVVLEOH  
Il  est   intéressant  de  noter  que  le  modèle  prédicteur  dont  la  sortie  est  g(kQ¶HVWSDVUpFXUUHQW
comme   illustré   en   Figure   9-­EPrPH V¶LO D SRXU YRFDWLRQ GH SUpGLUH OH FRPSRUWHPHQW G¶XQ
processus   dynamique  ;;   les   méthodes   utilisées   pour   son   apprentissage   sont   donc   celles  
développées   pour   les   réseaux   statiques  ;;   comme   cet   apprentissage   est   dirigé   par   les   valeurs  
mesurées  sur  le  processus,  on  appelle  cet  apprentissage  O¶DSSUHQWLVVDJHdirigé.    
On  peut  remarquer  que  ce  prédicteur  utilise  en  entrée  les  grandeurs  mesurées  du  processus  :  il  
ne  peut  être  utilisé  que  pour  effectuer  une  prédiction  à  un  pas6LO¶RQGpVLUHpWHQGUHO¶KRUL]RQ
de  prévision,  on  peut  substituer  les  sorties  estimées  du  processus  aux  variables  mesurées,  mais  
dans  ce  cas  les  performances  du  prédicteur  sont  dégradées.  
Dans  la  pratique,  ce  prédicteur  est  celui  qui  délivre  les  meilleures  prédictions  sur  les  crues,  ce  
qui  pourrait  laisVHUSHQVHUTXHOHVLQFHUWLWXGHVVXUOHVPHVXUHVGHSOXLHVRQWSOXVG¶LPSDFWVXU
la  modélisation  que  celles  qui  sont  dues  aux  mesures  de  débits  ;;  ces  dernières  sont  prises  en  
considération  par  le  modèle  hypothèse  suivant.  
¾ Hypothèse  bruit  de  sortie  
Le  modèle  supposé  pour  le  processus  est,  dans  ce  cas,  soumis  à  des  perturbations  additives  sur  
sa  sortie  (Figure  10-­a)  ;;  ceci  se  traduit  par  les  relations  suivantes  :  
         
     
S S S
S
S
[ N [ N [ N U N N P
\ N [ N E N
X X
  
où    
 xp(k+1UHSUpVHQWHODVRUWLHG¶pWDWGXSrocessus  (même  si  ce  dernier  est  représenté  avec  
la  modélisation  entrée-­VRUWLH LOHVWGpFULWSDUXQYHFWHXUG¶pWDWFRPSRVDQWVHV VRUWLHV
bouclées)  au  temps  de  prévision  k+1,  
 u(kHVWOHYHFWHXUGHVYDULDEOHVH[RJqQHVjO¶LQVWDQWSUpVHQWk,  
 b(k+1)   est   le   bruit   de   mesure,   représenté   par   une   perturbation   sur   la   seule   sortie   à  
O¶LQVWDQWIXWXUk+1.  
Le  choix  de  ce  modèle  postulé   sous-­HQWHQGTXH O¶pWDWGXSURFHVVXVHVWHVWLPpFRUUHFWHPHQW
SDU OHPRGqOHHWTXHFHYHFWHXUGHVVRUWLHVQRQREVHUYpHVHVWERXFOpVXUO¶entrée  du  modèle.  
(QUHYDQFKHODVRUWLHPHVXUpHpWDQWEUXLWpHRQpYLWHGHO¶XWLOLVHUGDQVO¶HVWLPDWLRQGHVYDOHXUV
futures.    
/HPRGqOHQHXURQDOFRUUHVSRQGDQWjFHSURFHVVXVVXSSRVpV¶pFULWDORUV  (w  est   le  vecteur  des  
paramètres  du  réseau)  :  
         51J N J N J N U N N PX X Z   
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Comme  précédemment  si  la  fonction   51   identifie  parfaitement  la  fonction  ĳ,  et  si  le  vecteur  
g   est   initialisé   avec   des   erreurs   égales   au   vecteur   des   perturbations,  
alors      S\ N J N E N   :  le  prédicteur  réalise  la  meilleure  prédiction  possible.  
  
  
10-­a  
  
10-­b  
Figure  10  :  Modèle  postulé  (10-­a)  et  prédicteur  neuronal  (10-­EDVVRFLpjO¶K\SRWKqVHbruit  de  sortie  
Il  apparaît  sur  la  Figure  10-­b  que  le  prédicteur  ainsi  réalisé  est  récurrent  :  ses  sorties  estimées  
VRQW DSSOLTXpHV FRPPH YDULDEOHV G¶HQWUpH ,O Q¶HVW GRQF SDV Iorcément   stable   et  
O¶DSSUHQWLVVDJHGRLWrWUHPHQpHQSUHQDQWHQFRPSWH OHVGpULYpHVSDUWLHOOHV VXUXQHFHUWDLQH
profondeur   temporelle   (§I.3.3 /¶DSSUHQWLVVDJH UpDOLVp HVW GH W\SH semi-­dirigé   car   seule  
O¶LQLWLDOLVDWLRQ GHV FRSLes   du   prédicteur   aux   instants   précédents   est   réalisée   par   les   valeurs  
issues  du  processus.    
Contrairement   au   prédicteur   précédent   (NARX),   le   prédicteur   bouclé   peut   réaliser   des  
prévisions  pour  un  horizon  de  prévision  supérieur  à  1.  Dans  ce  cas,  il  est  cependant  nécessaire  
GH GLVSRVHU GHV YDOHXUV GHV YDULDEOHV H[RJqQHV SRXU OHV LQVWDQWV IXWXUV FH TXL Q¶HVW SDV
WRXMRXUV SRVVLEOH SRXU O¶DQWLFLSDWLRQ GH SKpQRPqQHV QRQ FRQWU{ODEOHV HQ SDUWLFXOLHU OHV
phénomènes  naturels  comme  les  crues  ou  tremblements  de  terre.  Pour  cette  raison,  et  dans  ce  
W\SHG¶DSSOLFDWLRQFHSUpGLFWHXUHVWpJDOHPHQWOLPLWpjO¶DQWLFLSDWLRQjun  pas.  
¾ Hypothèse  EUXLWGHVRUWLHHWEUXLWG¶pWDW  
Le  modèle  postulé  est   ici  soumis  aux  deux  types  de  perturbations  non  mesurables  VXU O¶pWDW
et  sur  la  sortie.  Il  est  décrit  par  les  équations  suivantes  :  
    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 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Cette   représentation   est   connue   sur   le   nom   de   NARMAX   (Non   linéaire   Auto   Régressif   à  
Moyenne  Ajustée  et  entrées  eXogènes).  De   la  même  manière  que  précédemment,   le  modèle  
neuronal   doit   être   récurrent   et   disposer,   de   plus,   des   variables   de   sorties   mesurées   du  
SURFHVVXV 6RXV UpVHUYH TXH OHPRGqOH QHXURQDO VRLW VWDEOH GDQV OH GRPDLQH G¶XWLOLVDWLRQ HW
que   la   fonction   51    du   réseau   de   neurones   identifie   parfaitement   la   fonction   ĳ,   on   peut  
montrer   que   ce   réseau   peut   théoriquement   modéliser   tout   ce   qui   est   déterministe   dans   la  
relation  entrée-­sortie,  et  ne  modélise  pas  le  bruit  [DREYFUS  et  al.  2008]    
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I.4.2 La  modélisation  pour  la  prévision  
I.4.2.a   Prévision  à  un  horizon  supérieur  à  une  période  G¶pFKDQWLOORQQDJH  
/DSUpYLVLRQ HVW O¶HVWLPDWLRQ GH OD VRUWLH G¶XQ SURFHVVXV SK\VLTXH j XQ LQVWDQW SRVWpULHXU j
O¶LQVWDQW SUpVHQW k /H ODSV GH WHPSV VpSDUDQW O¶LQVWDQW DXTXHO OD SUpYLVLRQ HVW VRXKDLWpH HW
O¶LQVWDQW SUpVHQW k   HVW O¶KRUL]RQ GH SUpYLVLRQ hp.   Pour   un   modèle   discret,   hp   est   donc   un  
PXOWLSOHGHODSpULRGHG¶pFKDQWLOORQQDJHT.  
Rappelons   que   la   prévision   se   distingue   de   la   simulation   qui   vise   à   représenter   le  
fonctionnement  du  système  sans  anticipation  ;;  pour  la  simulation,   les  entrées,  sorties  et  états  
VRQWSULVHQFRPSWHMXVTX¶DX[LQVWDQWVk  pour  représenter  le  fonctionnement  du  processus  à  ce  
même  instant  k.  Les  modèles  de  simulation  sont  intéressants  pour  approfondir  la  connaissance  
des  processus  physiques  étudiés  VLPXOHUQ¶HVWSDVSUpYRLU  !  
I.4.2.b Les  réseaux  de  neurones  en  prévision  :  illustrations    
/¶LQWpUrWSUDWLTXHGHVUpVHDX[GHQHXURQHVQ¶HVWSOXVjGpPRQWUHU,OVVRQW ODUJHPHQWXWLOLVpV
HQ SUpYLVLRQ GDQV GLIIpUHQWV GRPDLQHV WDQW HQ VFLHQFHV GH O¶LQJpQLHXU TX¶HQ VFLHQFHV
humaines  ou  financières.  Ainsi,  plutôt  que  de  présenter  une  vaste  liste  de  toutes  les  utilisations  
réalisées  (qui  ne  pourrait  prétendre  être  exhaustive  tant  elles  sont  nombreuses),  nous  préférons  
illustrer   les   concepts   présentés   dans   ce   chapitre   par   quelques   cas   concrets   dans   le   domaine  
applicatif  de  cette  thèse  O¶K\GURORJLH  
/D FRPSDUDLVRQ HQWUH OHVPRGqOHV K\SRWKqVHV1$5; DYHF K\SRWKqVH GH EUXLW G¶pWDW HW OH
modèle  bouclé  avec  hypothèse  de  bruit  de  sortie  a  été  réalisée  par  [JOHANNET  et  al.  1994,  
2008]   pour   effectuer   la   prpYLVLRQ j XQ SDV GHV GpELWV G¶XQH ULYLqUH  :   le   Baget   (Pyrénées-­
)UDQFH'X IDLWGHV LQFHUWLWXGHVSOXV LPSRUWDQWHV VXU O¶HVWLPDWLRQGHVHQWUpHVH[RJqQHV OHV
SUpFLSLWDWLRQVTXLSHXYHQWrWUHYXHVFRPPHDJLVVDQWFRPPHXQHSHUWXUEDWLRQG¶pWDWFigure  
11OHSUpGLFWHXUQHXURQDOOHSOXVSHUIRUPDQWV¶HVWDYpUprWUHOHSUpGLFWHXUGLULJp  
Comme  représenté  sur  la  Figure  11,  on  peut  en  effet  considérer  que  les  erreurs  effectuées  sur  
la  mesure  des  entrées  extérieures,   N,  ici  déduites  des  pluies  réelles  (pi(k))  moins  les  pluies  
mesurées   (pm(k DJLW SDU O¶LQWHUPpGLDLUH G¶XQ ILOWUH GH IRQFWLRQȥ   LQFRQQXH VXU O¶pWDW GX
processus  alimenté  par  des  pluies  exactes.  
  
  
Figure  11  :  ReprésentatiRQGHVHUUHXUVGHPHVXUHGHSUpFLSLWDWLRQYXHVFRPPHXQHSHUWXUEDWLRQG¶pWDW  
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Par   ailleurs   une   autre   étude,   comparant   les   deux   types   de   modèles   postulés,   NARX,   avec  
K\SRWKqVH GH EUXLW GH VRUWLH HW1$50$; D pWp UpDOLVpH GDQV OH GRPDLQH GH O¶K\GUDXOLTXH
[RO866(/@,OV¶DJLWGHVXUYHLOOHU OHVQLYHDX[G¶HDXSOXYLDOHGDQVOHVUpVHDX[XUEDLQV
de   la   Seine-­St-­'HQLV j O¶DLGH GH FDSWHXUV HW GH GpWHFWHU OHV GpIDLOODQFHV GHV FDSWHXUV TXL
SHXYHQWrWUH VXMHWVjGHVGpULYHVGH O¶RUGUHGH FPSDU MRXU(QV¶LQWpUHVVDQWj O¶HUUHXUGH
prédiction,  il  a  pu  être  mis  en  évidence  que  le  modèle  NARX  est  inopérant  car  son  hypothèse  
GHEUXLWG¶pWDWQHFRUUHVSRQGSDVjFHOOHTXLVHSURGXLWUpHOOHPHQW(QUHYDQFKHODGpULYHGHV
capteurs  a  pu  être  mise  en  évidence  en  utilisant  l¶HUUHXULVVXHGXPRGqOH1$50$;  O¶HUUHXU
GHPRGpOLVDWLRQG¶XQFDSWHXUHQERQIRQFWLRQQHPHQWHVWjPR\HQQHSUHVTXHQXOOHWDQGLVTXH
O¶HUUHXU GH PRGpOLVDWLRQ GH OD KDXWHXU G¶HDX PHVXUpH SDU XQ FDSWHXU VRXPLV j XQH GpULYH
présente  une  dérive  qui  peut  être  dpWHFWpHjSDUWLUG¶XQFHUWDLQVHXLO/HSUpGLFWHXU1$50$;
DGRQFELHQSXDSSUHQGUHOHFRPSRUWHPHQWGXFDSWHXULQGpSHQGDPPHQWGHO¶HUUHXUGHPHVXUH
de  sortie  (la  dérive).  
&HVGHX[DSSOLFDWLRQVLOOXVWUHQWO¶LQWpUrWGHFKRLVLUOHERQPRGqOHK\SRWKqVHSRXUUpDliser  un  
prédicteur   efficace.   En   pratique,   pour   la   modélisation   de   processus   physiques   naturels   ou  
DUWLILFLHOV OH U{OH GHV SHUWXUEDWLRQV Q¶HVW SDV WRXMRXUV ELHQ FRQQX HW LO HVW QpFHVVDLUH
G¶HQYLVDJHUOHXUVGLIIpUHQWVPR\HQVG¶DFWLRQDXWUDYHUVGHVGLIIpUHnts  modèles  hypothèse  qui  
en  découlent.  
I.4.2.c 'pPDUFKHGHFRQFHSWLRQG¶XQSUpGLFWHXUQHXURQDO  
8QHERQQHV\QWKqVHGHODPpWKRGHGHFRQFHSWLRQG¶XQSUpGLFWHXUQHXURQDOHVWSUpVHQWpHGDQV
[DREYFUS   et   al.   2008]  ;;   il   nous   paraît   intéressant   de   la   rappeler   synthétiquement   dans   ce  
mémoire  car  elle  a  servi  de  canevas  à  notre  étude.    
Après  avoir  vérifié  que   le  processus  présentait  un   fonctionnement  non   linéaire,   la  démarche  
de  définition  du  prédicteur  de  ce  système  doit  proposer  des  solutions  aux  problèmes  suivants  :  
o Prétraitement  et  sélection  des  variables  pertinentes,  tant  pour  les  entrées  que  pour  les  
VRUWLHVLOQ¶\DSDVWRXMRXUVTX¶XQHVRUWLHSRVVLEOH  :  par  exemple,  pour  la  prévision  des  
FUXHVRQSHXWFKRLVLUODKDXWHXUG¶HDXRXOHGpELW  
o Choix  de  la  représentation  du  modèle  (état  ou  entrée-­sortie).  
o Choix  du  modèle  postulé,  concernant  non  seulement  les  perturbations  non  mesurables,  
PDLV pJDOHPHQW O¶KRUL]RQ GH SUpYLVLRQ VRXKDLWp HQ IRQFWLRQ GH OD GLVSRQLELOLWp GHV
entrées  exogènes  futures.  
o &KRL[GHO¶RUGUHGXPRGqOH  
o Sélection  de  la  complexité  du  modèle  (le  nombre  de  couches  et  de  neurones  cachés).  
Cette   démarche,   implémentée   notamment   dans   le   logiciel   NeuroOne   de  NETRAL  S.A.1,   a  
SHUPLVGHUpVRXGUHGHWUqVQRPEUHX[SUREOqPHVQpFHVVLWDQWODPLVHHQ°XYUHG¶XQHPpWKRGH
G¶DSSUHQWLVVDJHVWDWLVWLTXH  
                                                                                                
1  http://www.netral.com    
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Dans  ce  chapitre,  nous  avons  présenté  les  définitions  et  propriétés  fondamentales  des  réseaux  
GH QHXURQHV /HXU XWLOLVDWLRQ HVW DYDQWDJHXVH HQ UDLVRQ GH OHXU SURSULpWp G¶DSSUR[LPDWLRQ
parcimonieuse  de   fonction,  et   iOVVRQWDSSURSULpV ORUVTX¶LO V¶DJLWGHPRGpOLVHUGHVSURFHVVXV
statiques  ou  dynamiques    
/D SUpVHQWDWLRQ GHV UpVHDX[ GH QHXURQHV QRXV D DPHQpV j H[SOLFLWHU O¶DSSUHQWLVVDJH VRXV
O¶DQJOH VWDWLVWLTXH&H GHUQLHU VH IDLW VXU XQ HQVHPEOH GH FRXSOHV HQWUpHV-­sorties   connus   en  
QRPEUH UHVWUHLQWDILQG¶HVWLPHU OHVSDUDPqWUHVGX UpVHDXHQPLQLPLVDQW O¶HUUHXUTXDGUDWLTXH
moyenne.    
3DUDLOOHXUVSRXUpYLWHUOHVXUDMXVWHPHQWGXPRGqOHDX[H[HPSOHVG¶DSSUHQWLVVDJHTXLDXUDLW
SRXU FRQVpTXHQFH G¶DXJPHQWHU O¶HUUHXU GH JpQpUDlisation   à   des   exemples   inconnus,   les  
PpWKRGHVGHUpJXODULVDWLRQRQWpWpSUpVHQWpHV&HVGHUQLqUHVFRQWUDLJQHQWO¶DSSUHQWLVVDJHGHV
PRGqOHV DXVVL ELHQ HQ SKDVH GµHVWLPDWLRQ GHV SDUDPqWUHV TX¶HQ SKDVH GH VpOHFWLRQ GH OD
complexité.  Du  fait  de  la  disponibilité  des  exemples  en  nombre  restreint  et  de  la  présence  de  
perturbations   sur   les   processus   réels,   ces   méthodes   permettent   de   résoudre   au   mieux   le  
dilemme  biais-­variance.  
Enfin,  la  modélisation  de  processus  dynamiques  pour  la  prévision  a  été  présentée  ;;  nous  avons  
LQWURGXLW OD QRWLRQ G¶KRUL]RQ GH SUpYLVLRQ SUpVHQWp OHV GLIIpUHQWV SUpGLFWHXUV RSWLPDX[ HQ
fonction   des   types   de   perturbations   opérant   sur   le   processus   physique   et   ses   moyens  
G¶REVHUYDWLRQ3DUPL OHVDSSOLFDWLRQVWUqVQRPEUHXVHVGHVUpVHDX[GHQHXURnes  en  prévision,  
TXHOTXHV H[HPSOHV GDQV OH GRPDLQH GH O¶K\GURORJLH RQW SHUPLV GH PHWWUH HQ pYLGHQFH OD
pertinence  de  la  présentation  précédente.  Ainsi,  la  prévision  des  crues  dévastatrices  cévenoles  
pourra  être  abordée  dans  un  cadre  méthodologique  rigoureux  et  déjà  éprouvé.    
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,, 3UpYLVLRQGHVFUXHVpFODLUGX*DUGRQG¶$QGX]H
 
Les  bassins  versants  montagneux  situés   sur   le  pourtour  de   la  Méditerranée  sont  sujets  à  des  
crues  éclair  caractéristiques  et  extrêmement  violentes.  Parmi  celles-­ci,   les  Gardonnades  sont  
O¶REMHWGHnotre  étude.  Plus  particulièrement,  nous  présentons  en  première  partie  de  ce  chapitre  
OHEDVVLQYHUVDQWG¶$QGX]HHWOHSURMHWGHPRGpOLVDWLRQGHVFUXHVTXLDPRWLYpFHWWHpWXGH  :  le  
Bassin   Versant   Numérique   Expérimental   des   Gardons.  Nous   verrons   ensuite   que   plusieurs  
études  hydrologiques  se  focalisent  sur  ce  bassin  versant  et  nous  nous  attacherons  à  présenter  
ces  études  afin  de  mieux  comprendre  les  phénomènes  en  jeu,  ce  qui  nous  permettra  de  mieux  
adapter   la   démarche   de   conception   du   réseau   de   neurones.   Puis   nous   nous   intéresserons   au  
FDKLHU GHV FKDUJHV HW j OD SRVVLELOLWp GH OH PHWWUH HQ °XYUH DYHF OHV GRQQpHV GLVSRQLEOHV
6HURQWDLQVLHQYLVDJpVWRXUjWRXUOHFKRL[GH O¶pFKDQWLOORQQDJH ODGpWHUPLQDWLRQGXW\SHGH
capteur  de  pluie,  et   le  choix  de   la  grandeur  physique  de  sortie.  Nous  verrons  que  malgré  de  
nombreuses  études  et  beaucoup  de  mesures  disponibles,  la  difficulté  de  la  récolte  de  données  
durant   les   épisodes   de   pluies   intenses   conduit   à   des   erreurs   de   mesures   et   à   des   erreurs  
G¶HVWLPDWLRQFRQVLGpUDEOes,  laissant  augurer  de  réelles  difficultés  pour  parvenir  à  la  prévision  
opérationnelle  de  ces  crues.    
 
Les  crues  éclair  sont  engendrées  par  des  pluies  convectives  concentrées  sur  une  zone  localisée  
pendant  plusieurs  heures  ;;  si  l'étendue  des  systèmes  convectifs  de  méso-­échelles2  peut  couvrir  
de  larges  zones  des  Cévennes,  les  ruissellements  à  l'origine  de  ces  crues  se  produisent  sur  des  
bassins   versants   de   taille   petite   ou  moyenne   (10-­100  km2).  Elles   sont   souvent   difficilement  
prévisibles,   de   temps   de   montée   rapide   et   de   débit   spécifique   relativement   important3.  
/¶LPSDFWGpYDVWDWHXUGHFHVFUXHVHVWG¶DXWDQWSOXVJUDQGTXHOHEDVVLQYHUVDQWHVWDQWKURSLVp
Ainsi,   même   en   France   où   les   services   de   O¶pWDW RQW DFFXPXOp GH QRPEUHXVHV pWXGHV
hydrolRJLTXHV GHSXLV SOXV G¶XQ VLqFOH RQ SHXW WURXYHU GHV EDVVLQV YHUVDQWV TXL GX IDLW GH
OHXU SHWLWH WDLOOH HW GH O¶H[WUrPH GLIILFXOWp GH UpDOLVHU GHV PHVXUHV GXUDQW FHV pYénements  
cataclysmiques,  Q¶RQWSXrWUHpWXGLpVDYHFWRXte  la  qualité  nécessaire&¶HVW  le  cas  des  bassins  
versants  cévenols,  et  en  particulier   de  FHOXLGX*DUGRQ&KDFXQ VH VRXYLHQWG¶DYRLUXQ MRXU
HQWHQGXDX MRXUQDO WpOpYLVp O¶DQQRQFHG¶RUDJHVVXUOHV©  versants  sud  des  Cévennes  »  devant  
DYRLU SRXU FRQVpTXHQFH GHV FUXHV SRXU O¶LQVWDQW LPSrévisibles,   tant   pour   leur   localisation  
précise  que  pour  leur  débit  de  pointe  ;;  ces  crues  sont  les  «  Gardonnades  ».  
'¶une  superficie  de  543  km2  (Figure  12),  OHEDVVLQYHUVDQWGX*DUGRQG¶$QGX]Hj$QGX]HHVW
de  petite  taille  ;;  son  altitude  varie  de  111  m  à  1366  m.  SeVYHUVDQWVG¶pFRXOHPHQWont  de  fortes  
pentes   (environ  30  %  [AYRAL  2005]),   ce  qui   favorise  des   temps  de  concentration   (laps  de  
                                                                                                
2   Méso-­échelle   signifie   que   la   dimension   spatiale   prise   en   considération   est   intermédiaire  
entre  la  dimension  globale  (planétaire)  et  la  dimension  des  nuages  individuels  dits  de  micro-­
pFKHOOH(OOHGpVLJQHGHVV\VWqPHVGRQWO¶H[WHnsion  va  de  2  km  à  2000  km.  
3   Le   débit   spécifique   est   le   débit   rapporté   à   la   surface   du   bassin   versant.   Il   V¶H[SULPH HQ
m3/(s.km2).  
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WHPSV TXHPHW O¶HDX G¶XQH DYHUVH SRXU SDUYHQLU au   réseau   hydrographique)   très   courts.   Le  
temps   de   concentration   du   bassLQ YHUVDQW G¶$QGX]H HVW HVWLPp j HQYLURQ  KHXUHV
[MARCHANDISE  2007],  et  le  temps  de  montée  de  3  à  5h  [BOUVIER  2006].  
  
Figure  12  /HEDVVLQYHUVDQWG¶$QGX]HHWVDVLWXDWLRQHQ)UDQFH  
  
La  durée  très  courte  de  concentration  des  eaux  justifie  O¶DSSHOODWLRQGHUDSLGHRXG¶éclair  pour  
décrire  ces  crues.  On  comprend  aisément  que  le  risque  induit  par  ces  événements  soit  difficile  
à   gérer   et   nécessite   le   recours   à   des   modélisations   mathématiques   afin   de   disposer   de  
prévisions  hydrologiques  mais  surtout  météorologiques  fiables.    
/D UpDOLVDWLRQ GHPRGqOHV GH SUpYLVLRQ GHV FUXHV pFODLU GX*DUGRQ j$QGX]H HVW O¶REMHW GX
projet   Bassin   Versant   Numérique   Expérimental   (ou   BVNE)   Gardon,   projet   organisé   à  
O¶LQLWLDWLYH GX 6HUYLFH &HQWUDO G¶+\GURPpWpRURORJLH HW G¶$Ppui   aux   Inondations   (ou  
SCHAPI)VHUYLFHGpFHQWUDOLVpGX0LQLVWqUHFKDUJpGHO¶(FRORJLH,  HQ&HSURMHWV¶DSSXLH
sur  le  Service  de  Prévision  des  Crues  (ou  SPC)  Grand  Delta,  ainsi  que  sur  des  laboratoires  de  
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recheUFKH GpYHORSSDQW HW DGDSWDQW OHXUV PRGqOHV K\GURORJLTXHV DILQ G¶HIIHFWXHU HQ WHPSV
réel,  une  prévision  des  débits  à  Anduze.  
 
II.3.1 La  modélisation  hydrologique  
'HO¶DFFRUGGHWRXVOHVK\GURORJXHVOHIRQFWLRQQHment  hydrologique  est  très  complexe  et  les  
phénomènes  physiques  à   la   base  du   ruissellement   sont   incomplètement  connus.  Néanmoins,  
DILQGHPLHX[FRPSUHQGUHODGLIILFXOWpGHODSUpYLVLRQGHVFUXHVpFODLUHWGHSUpVHQWHUO¶DSSRUW
que  peuvent  avoir  les  réseaux  de  neurones  dans  ce  contexte,  nous  nous  attacherons  à  présenter  
les   principales   hypothèses   explicatives   du   ruissellement   ainsi   que   les   principaux   modèles  
XWLOLVpV /D SUpVHQWDWLRQ GH TXHOTXHV PRGqOHV DSSOLTXpV DX *DUGRQ G¶$QGX]H SHUPHWWUD
G¶LOOXVWUHUQRWre  propos.  
7RXWPRGqOH K\GURORJLTXHFRQYHUWLW O¶HDX WRPEpHVXUXQYHUVDQWHQGpELWj O¶H[XWRLUHGHFH
bassin.  La  pluie  est  donc  la  première  variable  prise  en  considération  par  le  modèle.  Si  le  rôle  
GH O¶KpWpURJpQpLWp VSDWLDOH GHV SUpFLSLWDWLRQV HVW HQFRUH discuté,   il   apparaît   néanmoins   que  
cette   hétérogénéité   est   très   importante   dans   la   genèse   des   crues   éclair   et   doit   être   prise   en  
considération  [BORREL  2004],  [LE  LAY  et  al.  2007],  [SAULNIER  et  al.  2009].  Par  ailleurs,  
une  fonction  non  négligeable  du  modèle  est  de  répartir  les  pluies  tombées  en  pluies  efficaces  
(celles  qui  vont  contribuer  au  ruissellement  constitutif  de  la  crue),  en  pluies  infiltrées  (celles  
TXL YRQW SDUWLFLSHU j O¶KXPLGLILFDWLRQ GX EDVVLQ YHUVDQW HQ SOXLHV pYDSRUpHV WUDQVSLUpHV
(consomméHV SDU OD YpJpWDWLRQ SXLV pYHQWXHOOHPHQW GpOLYUpHV j O¶DWPRVSKqUH RX HQ SOXLHV
interceptées  (en  mouillant  la  végétation).  En  ce  qui  concerne  les  crues  éclair,  du  fait  même  de  
OD JUDQGH TXDQWLWp G¶HDX SUpFLSLWpH HQ XQ WHPSV WUqV FRXUW RUGUH GH JUDQGHXU    h),   il   est  
UDLVRQQDEOHGHSHQVHUTXHODGpILQLWLRQSUpFLVHGHODTXDQWLWpG¶HDu  évaporée  Q¶HVWSDVOHSRLQW
le  plus  critique  du  modèle.  
(Q UHYDQFKH LO HVW LQWpUHVVDQW GH QRWHU TXH O¶DEVHQFH GH SUpYLVLRQ GH SOXLHV DX[ pFKHOOHV
temporelles   et   spatiales   de   tUDYDLO PRLQV G¶XQH KHXUH HW TXHOTXHV GL]DLQHV GH NP2)   est   une  
réelle  difficulté  pour  les  prévisions  hydrologiques4.  Classiquement  cette  difficulté  est  abordée  
HQFRQVLGpUDQWTXHOHVSOXLHVSDVVpHVREVHUYpHVVRQWSURORQJpHVGXUDQWO¶KRUL]RQGHSUpYLVLRQ
déWHUPLQp RX ELHQ TXH OD SOXLH V¶DUUrWH GXUDQW FHW KRUL]RQ WHPSRUHO   O¶Kypothèse   de   pluie  
nulle  est  prise  comme  une  référence  objective,  mais  elle  constitue  l'hypothèse  météorologique  
la  plus  optimiste).  Dans  les  deux  cas,  ces  hypothèses  conduisent  à  de  lourdes  erreurs  ou  à  des  
insuffisances  pour  la  prévision  des  crues  éclairs,  au  cours  desquelles  les  pluies  peuvent  varier  
de  manière   tout  à   fait   imprévisible   tant   localement  que   spatialement.  On  est  donc  conduit  à  
définir  deux  types  de  modèles  :  les  modèles  dHVLPXODWLRQTXLV¶DWWDFKHQWjHVWLPHUOHVGpELWV
actuels  à  partir  des  pluies  passées  -­  ces  modèles  auront  tout  leur  intérêt  en  prévision  lorsque  
O¶RQGLVSRVHUDGHSUpYLVLRQGHSOXLHV -­HW OHVPRGqOHVGHSUpYLVLRQTXL V¶DWWDFKHQWjHVWLPHU
les  débits  futurs  avec  O¶XQHRXO¶DXWUHGHVGHX[K\SRWKqVHs  de  pluies  adoptées,  ou  sans  aucune  
hypothèse   de   pluie.   Sur   ce   dernier   point,   nous   montrerons   que   les   réseaux   de   neurones  
DSSRUWHQW XQH DXWUH YLVLRQ GH OD SUpYLVLRQ SDU OH IDLW PrPH TX¶LOV QH UHYHQGLTXHQW SDV XQ
                                                                                                
4   &HWWH ODFXQH HVW HQ WUDLQ G¶rWUH FRPEOpH SDU O¶DUULYpH GX PRGqOH $520( GH 0(7(2
FRANCE   [BOUTTIER   2003] &H GHUQLHU Q¶HVW Fependant   pas   encore   opérationnel   aux  
échelles  temporelles  et  spatiales  nécessaires  pour  cette  étude.  
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fonctionnement   physique.   Les   débits   futurs   pourront   être   estimés   en   fonction   des   pluies  
passées,   sans   hypothèse   sur   les   pluies   futures,   comme   cela   se   fait   pour   les   séries  
chronologiques.  
Une   fois   la   pluie   prise   en   considération,   les  modèles   hydrologiques   définissent   ce   quH O¶RQ
appelle  classiquement  la  fonction  de  production  et  la  fonction  de  transfert5.  Grossièrement,  la  
IRQFWLRQ GH SURGXFWLRQ HVW FHOOH TXL GpWHUPLQH O¶HDX TXL UXLVVHOOH MXVTX¶DX FRXUV G¶HDX HQ
fonction  des  précipitations  et  des  variables  d
pWDWGXEDVVLQ/DIRQFWLRQGHWUDQVIHUWV¶LQWpUHVVH
jODSURSDJDWLRQGHO¶HDXGDQVOHFRXUVG¶HDX/DSURSDJDWLRQGHO¶HDXGDQVOHFRXUVG¶HDXYoit  
VFKpPDWLTXHPHQW VD YLWHVVH GpFURvWUH G¶Dmont   en   aval,   au   fur   et   à   mesure   que   les   pentes  
diminuent,   et   voit   FRUUpODWLYHPHQW VHV KDXWHXUV DXJPHQWHU YHUV O¶Dval.   Historiquement   les  
fonctions  de  production  et  de   transfert  étaient   indépendantes  et  étaient  estimées  en   tant  que  
telles.  Avec   l'avènement   des  modélisations   hydrologiques   à   base   physique,   qui   prennent   en  
FRQVLGpUDWLRQO¶KpWpURJpQpLWpVSDWLDOHPRGqOHVGLVWULEXpVFHVGHX[IRQFWLRQVSHUGHQWXQSHX
de   leur   sens   puisqu'elles   sont   réduites   spatialement   à   des   mailles   élémentaires   et   donc  
FRXSOpHV O¶XQH j O¶DXWUH 'H SOXV HOOHV VRQW GH SOXV HQ SOXV GpSHQGDQWHV   des   hypothèses  
physiques   postulées   sur   les   processus   hydrologiques   et   hydrauliques   mis   en   jeu   dans   les  
modèles.  
La   fonction   de   production   est   fondamentale   dans   la   description   des   petits   bassins   pour  
lesquels   la  propagation  peut  avoir  un  rôle  moindre  du  fait  de  leur  petite  taille.  Actuellement,  
GHX[ K\SRWKqVHV H[SOLFDWLYHV GH OD JHQqVH GX UXLVVHOOHPHQW V¶RSSRVHQW   LO V¶DJLW GHV
ruissellements  hortonien  et  hewlettien.  
Le   ruissellement   hortonien   [HORTON   1933]   se   produit   localement   ORUVTXH O¶LQWHQVLWp GHV
pluLHV GpSDVVH OD FDSDFLWp G¶LQILOWUDWLRQ GHV VROV 8QH IRLV HQJHQGUp VXU OHV YHUVDQWV OH
ruissellement  hortonien  peut  se  ré-­infiltrer  en  circulant  à  la  surface  ou  UHMRLQGUHOHFRXUVG¶HDX
en   contrebas,   favorisant   un   accroissement   du   débit.  Dans   ce   fonctionnement,   l'intensité   des  
pluies  est  la  variable  prépondérante  dans  l'explication  du  volume  ruisselé.  
Le   ruissellement   hewlettien   [HEWLETT   1961]   suppose   au   contraire   que   les   sols   ont   une  
FDSDFLWpG¶LQILOWUDWLRQLPSRUWDQWHWDQWTX¶LOVQHVRQWSDVVDWXUpVHQHDu  F¶HVWcette  saturation  
qui   OHV UHQG LPSHUPpDEOHV/¶HVWLPDWLRQGX UXLVVHOOHPHQW WRWDO VH IDLWGRQFDXPR\HQGH OD
GpWHUPLQDWLRQGHV]RQHVVDWXUpHVHQHDX O¶H[WHQVLRQGHFHVGHUQLqUHVGpSHQGDQWGHODQDWXUH
GHV VROV HW GH OD WRSRJUDSKLH GX YHUVDQW &¶HVW SRXUTXRL O¶K\SRWKqVH   de   Hewlett   est   aussi  
appelée  méthode  des  aires  contributives6.  Dans  ce  fonctionnement,  O¶pWDWG¶KXPLGLWpGXEDVVLQ
versant  est  la  variable  prépondérante  pour  expliquer  la  genèse  des  crues.    
                                                                                                
5  /D IRQFWLRQ GH WUDQVIHUW QH GRLW SDV rWUH FRQIRQGXH DYHF OD UHSUpVHQWDWLRQ G¶XQ V\VWqPH
linéaire  dans  le  formalisme  de  Laplace  LOV¶DJLWGXWUDQVIHUWSK\VLTXHGHO¶HDX  
6  En  toute  rigueur   le  ruissellement  est  créé  sur  une  surface  saturée.  Ce  ruissellement  peut  se  
ré-­infiltrer   lors  de  son  parcours  sur   le  versant  et  donc  finalement  ne  pas  contribuer  au  débit.  
Les   surfaces   contributives   sont   donc   en   toute   rigueur   les   surfaces   saturées   dont   le  
ruissellement  contribuera  effectivement  au  débit.  Par  abus  de  langage  on  confond  souvent  les  
deux  termes  "saturées"  et  "contributives".  Sur  les  bassins  cévenols  on  peut  vérifier  que  cette  
confusion  est  sans  conséquence  [SAULNIER  1997].  
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Si  les  deux  hypothèses  précédentes  font  apSHOjXQHUHSUpVHQWDWLRQSK\VLTXHGHO¶pFRXOHPHQW
GH O¶HDX GDQV OH YHUVDQW7 LO H[LVWH FHSHQGDQW G¶DXWUHs   modèles,   fondés   sur   des   concepts  
LQWXLWLIV WHOV TXH OH UpVHUYRLU GRQW RQ VDLW TX¶LOV VRQW SK\VLTXHPHQW LQH[DFWV PDLV GRQW OD
détermination  des  paramètres  par  calage  peut  donner  lieu  à  des  courbes  de  simulation  proches  
de  la  réalité.  Les  modèles  à  réservoir  sont  appelés  conceptuels,  même  si  cette  appellation  est  
ambigüe   puisque   les   modèles   hewlettien   et   hortonien   font   aussi   appel   à   des   concepts,   ces  
derniers  étant  G¶RUGUHSK\VLTXH.  Un  des  premiers  modèles  à  réservoir  simulés  en  France  a  été  
FRQoXSDUOH&HQWUHG¶(WXGHGX0DFKLQLVPH$JULFROHGX*pQLH5XUDOGHV  Eaux  et  des  Forêts  
(CEMAGREF)  [M,&+(/@LOV¶DJLWGXPRGqOH*5.  Cette  première  version  de  modèle  à  
réservoir   QH FRPSRUWDLW TX¶XQ VHXO SDUDPqWUH j DMXVWHU.   La   robustesse   en   extrapolation   des  
modèles  conceptuels  est  souvent  discutée  par  rapport  à  celle  des  modélisations  physiques.  
Partant  de  ces  principes,  plusieurs  modèles  hydrologiques  sont  HQFRXUVG¶pWXGHVXUOHEDVVLQ
YHUVDQW G¶$QGX]H GDQV OH FDGUH GX SURMHW %91( 1RXV SUpVHQWRQV GDQV FH TXL VXLW OHV
démarches   de   modélisation   qui   ont   été   utilisées   pour   effectuer   la   prévision   des   crues   du  
*DUGRQ G¶$QGX]H   Ces   démarches   sont   intéressantes   à   FRQVLGpUHU VL O¶RQ YHXW PLHX[
FRPSUHQGUHO¶DSSRUWGHO¶DSSUHQWLVVDJHVWDWLVWLTXHjFH  problème.  
II.3.2 Application  de  modèles  hydrologiques  au  'ĂƌĚŽŶĚ͛ŶĚƵǌĞ  
II.3.2.a TOPMODEL  
TOPMODEL   (TOPography   based   hydrological   MODEL)   est   un   modèle   à   base   physique  
IRQGp VXU O¶K\SRWhèse   des   aires   contributives  ;;   il   est   appliqué   aux   bassins   versants   des  
Cévennes-­Vivarais  dans  le  cadre  du  projet  BVNE  et  du  projet  européen  PREVIEW  par  G.  M.  
Saulnier  et  M.  Le  Lay.  TOPMODEL  calcule  deux  contributions  aux  débits  (selon  une  période  
qui  varie  de  15  minutes  à  1  heure  en  fonction  de  la  taille  du  bassin)  :  une  partie  exfiltrée  du  
VRO HW OH UXLVVHOOHPHQW VXU OHV VXUIDFHV VDWXUpHV &RPPH LQGLTXp GDQV O¶LQWUoduction,  
O¶K\SRWKqVH GHV DLUHV FRQWULEXWLYHV SHXW rWUH DSSOLTXpH FRUUHFWHPHQW VL O¶RQ GLVSRse  
G¶LQIRUPDWLRQV VSDWLDOLVpHV VXU OH EDVVLQ YHUVDQW FRQVLGpUp 0RGqOH1XPpULTXH GH7HUUDLQ
permettant  de  déterminer  quelles  sont   les  aires  qui  sont  saturées  au  cours  du  temps,  et  quels  
ruissellements  ces  aires  produisent.  Ce  comportement  du  bassin  versant  est  confirmé  par   les  
travaux  de  [LE  LAY  et  al.  2007]  qui  a  étudié  1es  débits  à  19  points  de  mesures  correspondant  
à   autant   de   sous   bassins   versants,   dont   certains   sont   emboîtés,   dans   les   bassins   versants   du  
*DUGj5HPRXOLQVGH OD&q]HHWGH O¶$UGqFKHces  deux  dernières  rivières  étant  voisines  du  
bassin  versant  du  Gardon.  M.  Le  Lay  a  utilisé  une  version  du  modèle  hydrologique  travaillant  
à  une  résolution  spatiale  de  20  m  (la  taille  du  pixel  du  modèle  numérique  de  terrain)  et  une  
résolution  temporelle  horaire.  Il  a  ensuite  adopté  une  démarche  visant  à  prendre  en  compte  les  
                                                                                                
7  De  plus  en  plus   la  dichotomie  modèle  physique/modèle  conceptuel  est  remise  en  cause  car  
les   lois  physiques  utilisées  dans   les  modèles  à  concepts  physiques  sont  utilisées  parfois  hors  
de   leur  domaine  de  validité,  et   leurs  paramètres  ne  réVLVWHQWSDVjXQFKDQJHPHQWG¶pFKHOOH
De  ce  fait  ces  paramètres  ne  sont  pas  obtenus  par  mesures  physiques  mais  par  calage,  ce  qui  
leur  ôte  toute  validité  physique.  [LE  LAY  2006]  propose  une  présentation  unifiée  qui  permet  
GHGLVWLQJXHUDXVHLQG¶XQPrPHPodèle  certains  sous-­SURFHVVXVRSpUDQWjO¶pFKHOOHDGpTXDWH
GRQW O¶pTXDWLRQ GLIIpUHQWLHOOH SHXW rWUH UpVROXH HW G¶DXWUHV RSpUDQW j GHV pFKHOOHV SOXV
LPSRUWDQWHVTXLVRQWSDUDPpWUpVFRPPHO¶pYDSRUDWLRQ  
   36  
différences  spatiales  des  variables  exogènes  du  modèle  et/ou  de  ses  paramètres,  sur  les  mailles  
GHGLPHQVLRQG¶HQYLURQNP2.  Au  début,  une  description  uniforme  de  toutes  les  mailles  pour  
WRXWHV OHV YDULDEOHV HVW UpDOLVpH SXLV OHV YDULDEOHV VRQW UDIILQpHV VSDWLDOHPHQW GDQV O¶RUGUH
suivant   UDIILQHPHQW G¶XQ LQGH[ WRSRJUDSKLTXHPR\HQ VXU FKDTXHPDLOOH GHVFULSWLRQ GH OD
pente),  puis  spatialisation  des  précipitations,  puis  de  la  teneur  en  eau  des  sols  initiale,  puis  des  
paramètres  hydrologiques,  et  enfin  de  la  rapidité  du  transfert.    
/DTXDOLWpGHVUpVXOWDWVGHVLPXODWLRQHVWHQVXLWHREVHUYpHVXUO¶pYpQHPHQWSOXYLHX[GH
le   plus   intense   de   ces   dernières   années,   qui   sera   présenté   dans   la   section   II.5.3.b.   Cet  
événement   sert   ainsi   de   discriminant   pour   déterminer   les   informations   les   plus   utiles   pour  
FDOHUOHPRGqOHHIILFDFHPHQW'HPDQLqUHORJLTXHRQREVHUYHTX¶XQSUHPLHUVDXWTXDOLWDWLIHVW
obtenu  par  la  spatialisation  des  pluies  ;;  un  second  saut  est  obtenu  en  distribuant   la  teneur  en  
eau   des   sols   (et   donc   la   saturation   future   de   ces   zones)  ;;   les   autres   améliorations   sont  
moindres.  Nous  avons  précédemment  fait   l'hypothèse  que  l'évaporation  pouvait  être  négligée  
(II.3.1)  pendant   la  crue.  Ce  dernier  résultat  n'est  pas  contradictoire  avec  notre  simplification.  
L'évaporation  a  un   rôle   sur   la  crue  car  elle  conditionne   la   répartition  spatiale  des   humidités  
dans   les   sols   en   début   d'épisode   cévenol,   mais   son   amplitude   pendant   la   crue   n'a   que   peu  
d'influence  compte  tenu  de  l'ampleur  des  intensités  de  pluies  convectives.  
/¶DQDO\VHGHFHWUDYDLOSHUPHWGHSUpVHQWHU OHVTXDOLWpVGHFHPRGqOH  G¶XQHSDUW LOSHUPHW
G¶REWHQLU Oe   débit   en   tout   point   du   réseau   hydrographique,  même   si   ce   dernier   ne   peut   être  
évalué  que  sur  certaines  stations  de  mesures  ;;  cette  propriété  est  particulièrement  intéressante  
SRXU pWXGLHU OH ULVTXH G¶LQRQGDWLRQ VXU XQ SRLQW SDUWLFXOLHU GX UpVHDX K\GURJUDphique   pour  
OHTXHOLOQ¶\DSDVGHVWDWLRQGHPHVXUHPDLVRVHWURXYHQWGHVHQMHX[KXPDLQVRXPDWpULHOV
'¶DXWUHSDUWLOSHUPHWGHPLHX[FRPSUHQGUHOHIRQFWLRQQHPHQWSK\VLTXHGXEDVVLQYHUVDQW  
Ce  travail  confirme  le  fait  que  la  prise  en  considération  de  O¶KpWpURJpQpLWpVSDWLDOHGHVSOXLHV
est   extrêmement   importante.   Ce   résultat   est   confirmé   par   [SAULNIER   et   al.   2009]   où   les  
auteurs   proposent   une   méthodologie   (illustrée   sur   les   Cévennes)   permettant   de   distinguer  
l'impact   relatif   de   la   variabilité   statistique   des   intensités   des   pluies   convectives   et   l'impact  
relatif  de  leur  localisation  géographique  sur  la  genèse  des  crues  cévenoles.  
Même   si   le   modèle   démontre   la   sensibilité   de   la   réponse   hydrologique   à   la   distribution  
spatiale   des   précipitations,   il   peut   fonctionner   avec   des   pluies   uniformes.   Toutefois   il   fait  
partie  de  la  famille  des  modèles  que  nous  avons  qualifiés  de  "modèles  de  simulation"  (II.3.1).  
En  prévision   il  sera  donc  dépendant  de   la  qualité  des  prévisions  de  pluies  et  ne  pourra  donc  
donner  de   résultats   robustes  en   l'absence  de  celles-­ci  au  delà  du   temps  de  concentration  du  
bassin  versant.  
II.3.2.b MARINE  
MARINE   (0RGpOLVDWLRQ GH O¶$QWLFLSDWLRQ GX 5XLVVHOOHPHQW HW GHV ,QRQGDWLRQV SRXU GHV
évéNements  Extrêmes)  est  un  modèle  pluie-­GpELWFRQoXj/¶,0)7,QVWLWXWGH0pFDQLTXHGHV
Fluides  de  Toulouse),  spécifiquement  pour  la  simulation  et  la  prévision  des  crues  sur  les  petits  
et  moyens  bassins  [BORREL  2004].  Il  est  également  appliqué  dans  le  cadre  du  projet  BVNE  
Gardon   par   D.   Dartus   et   H.   Bessière   [BESSIERE   et   al.   @ &¶HVW XQ PRGqOH j EDVH
physique   qui   peut   reproduire   des   phénomènes   opérant   à   différentes   échelles   grâce   une  
VSDWLDOLVDWLRQ ILQH GHV YDULDEOHV G¶LQWpUrW  :   modèle   numérique   de   terrain   (images   issues   du  
satellite  SPOT,  pouvant  avoir  des  pixels  de  taille  20  m),   images  des  précipitations  issues  des  
radars  de  Météo  France  (pixels  de  1  km2),  couverture  du  sol  et  de  la  végétation,  description  de  
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la   rivière.   La   course   à   la   complexité   consistant   à   multiplier   les   variables   descriptives  
spatialisées   est   cependant   évitée   en   choisissant   les   phénomènes   physiques   adéquats   en  
IRQFWLRQ GH O¶pFKHOOH GH GHVFULSWLRQ FRQVLGpUpH HW HQ FDOLEUDQW FHUWDLQHV GHV YDULDWLRQV
VSDWLDOHVQRQSDVLQGLYLGXHOOHPHQWPDLVDXPR\HQG¶XQVFDODLUHPXOWLSOLFDtif  global.    
¬O¶RSSRVpGH72302'(/O¶K\SRWKqVHJRXYHUQDQWO¶LQILOWUDWLRQHVWTXHOHVROVHVDWXUHSDU
UHIXVG¶LQILOWUDWLRQ  W\SHGH+RUWRQ/¶HDXUXLVVHOOHSXLVHVWHQVXLWHSURSDJpHGDQV OHUpVHDX
hydrographique.    
En  fonction  du  processus  physique  représenté,  certains  paramètres  sont  initialisés  à  partir  des  
connaissances   physiques   (géologiques   pour   les   types   de   sols   et   la   profondeur   des   sols),   ou  
ELHQ FDOpV/HV GHUQLHUV GpYHORSSHPHQWV GH0$5,1( LQWqJUHQW XQH SURFpGXUH G¶DGDSWDWLRQ
des  paramètres,  ajustpVHQIRQFWLRQGHO¶pYpQHPHQWHQFRXUVRXDVVLPLODWLRQGHGRQQpHV  ;;  ils  
SHUPHWWHQWG¶REWHQLUG¶H[FHOOHQWVUpVXOWDWVGHVLPXODWLRQ>BESSIERE  et  al.  2007].  
eWDQWFRPPH72302'(/XQPRGqOHjEDVHSK\VLTXH0$5,1(DpJDOHPHQWO¶DYDQWDJHGH
pouvoir   délivrer   une   simulation   des   débits   en   tout   point   du   réseau   hydrographique,   mais  
VRXIIUHGHVPrPHVGLIILFXOWpVjHIIHFWXHUODSUpYLVLRQGHVFUXHVHQO¶DEVHQFHGHSUpYLVLRQGHV
précipitations  spatialisées.    
&RPPHQRXVO¶DYRQVVRXOLJQpGDQVO¶LQWURGXFWLRQLOHVWLQWpressant  de  constater  que  les  deux  
modèles,   fondés   sur   des   hypothèses   de   genèse   du   ruissellement   opposées,   conduisent  
QpDQPRLQV j GHV VLPXODWLRQV GH TXDOLWpV pTXLYDOHQWHV 6L FHFL Q¶HVW SDV WUqV VXUSUHQDQW RQ
peut  de  ce  fait  considérer  a  contrario  que  ce  que  ces  modèles  ont  en  commun  a  une  validité  
PLHX[pWDEOLH,OV¶DJLWGHO¶LPSRUWDQFHGHODSULVHHQFRQVLGpUDWLRQGHVSUpYLVLRQVVSDWLDOLVpHV
des  précipitations  et  de  la  teneur  en  eau  des  sols  initiale.  
II.3.2.c SCS  
SCS  (Soil  Conservation  Service)  est  également  un  modèle  pluie-­débit  appliqué  dans  le  cadre  
GX SURMHW %91( SDU & %RXYLHU j O¶8QLYHUVLWp GH0RQWSHOOLHU >%289,(5 et   al.  2006].   Il  
V¶DJLWG¶XQPRGqOHFRQFHSWXHOTXLXWLOLVHODQRWLRQGHUpVHUYRLUSRXUUHSUpVHQWHUOHSURFHVVXV
G¶LQILOWUDWLRQ /H EDVVLQ YHUVDQW   est   vu   comme  un   réservoir   dont   la   vidange   se   fait   avec   un  
GpELWSURSRUWLRQQHO j OD KDXWHXUG¶HDXGDQV OH UpVHUYRLU&HV\VWqPHHVWXQV\VWqPH OLQpDLUH
intégrateur   du   premier   ordre   dont   la   constante   de   temps   «  représente  »   la   conductivité  
K\GUDXOLTXH /¶LQterprétation   de   son   fonctionnement   est   que   la   pluie   remplit   un   réservoir  
«  sol  ª GRQW OH QLYHDX YDULH HQ IRQFWLRQ GH OD GLIIpUHQFH HQWUH OD SOXLH HW O¶pFRXOHPHQW &H
réservoir  est  considéré  comme  vide  au  début  de  chaque  événement  et  peut  se  remplir  grâce  à  
O¶H[WUrPHWUDQVPLVVLYLWpGHVVROV  FHVGHUQLHUVSHXYHQWHQHIIHWDEVRUEHUMXVTX¶jRX
PPGH SUpFLSLWDWLRQ SDU KHXUH DYDQW G¶rWUH VDWXUpV >%289,(5 et   al.  2006].  Le  modèle   est  
donc   calé   avec   uniquement   deux   paramètres   à   ajuster   (la   transmissivité   et   la   capacité   du  
réservoir)   qui   ne   sont   pas   spatialement   variables  ;;   en   revanche,   les   pluies   appliquées   sont  
VSDWLDOLVpHV &HV GHUQLqUHV VRQW DSSOLTXpHV j O¶pFKHOOH GX YHUVDQW FH TXL SHUPHW pJDOHPHQW
G¶HVWLPHU OH GpELW HQ WRXW SRLQW GX UpVHDX K\GURJUDSKLTXe   (comme   TOPMODEL   et  
MARINE).  
/H FRPSRUWHPHQW GH 6&6 HQ VLPXODWLRQ VXU OH GpELW j $QGX]H HVW G¶XQH TXDOLWp XQ SHX
LQIpULHXUH j FHOOHV SUpVHQWpHV SDU OHV GHX[ PRGqOHV SUpFpGHQWV PDLV RQ QH SHXW TX¶rWUH
VDWLVIDLWG¶REWHQLUGHVK\GURJUDPPHVUpDOLVWHVDYHFXn  modèle  aussi  simple.  
En  revanche  la  simplicité  même  du  modèle  et  le  fait  que  ses  paramètres  soient  ajustés  sur  des  
YDOHXUVPR\HQQHVUpJLRQDOHVSHUPHWGHSHQVHUTX¶LOSRXUUDLWrWUHDSSOLTXpHQJpQpUDOLVDWLRQj
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G¶DXWUHV EDVVLQV YHUVDQWV YRLVLQV  ;;   en   particulier   sur   des   bassins   versants   non   jaugés.   Cette  
propriété  reste  à  être  évaluée,  en  particulier  par  rapport  aux  performances  de  TOPMODEL  et  
MARINE  appliqués  dans  des  circonstances  similaires.    
Cependant,   compte   tenu   des   hydrogrammes   observés   en   simulation,   la   prévision   des   crues  
pFODLU QH SRXUUD rWUH UpDOLVpH SDU 6&6 GH PDQLqUH FRKpUHQWH TX¶DYHF XQH SUpYLVLRQ GHV
précipitations  spatialisées.  
II.3.3 Synthèse  
La   présentation   des   modèles   hydrologiques   appliqués   aux   crues   éclair   du   bassin   versant  
G¶$QGX]HDPLVHQpYLGHQFHO¶H[WUrPHGLIILFXOWpGHSUpYRLUFHVpYpQHPHQWV6LOHVPRGqOHVGH
simulation   arrivent   à   bien   reproduire   les   événements,   en   particulier   les   plus   intenses,   en  
UHYDQFKH LOV VRQW SRXU O¶LQVWDQW GDQV O¶LQFDSDFLWp GH SUpYRLU FRUUHFWHPHQW O¶K\GURJUDPPH
G¶Xn  événement  très  intensHDXGHOjGXWHPSVGHFRQFHQWUDWLRQGXEDVVLQHQ O¶DEVHQFHGH OD
variable   qui   est   essentielle   pour   tous   les   modèles  :   la   prévision   des   précipitations,   tant  
temporelle  que  spatiale.  Les  hypothèses  de  pluie  nulle  ou  de  pluie  constante,  habituellement  
utilisées  pour  effectuer  des  prévisions  de  débits  sur  des  bassins  beaucoup  plus  lents,  sont,  dans  
ce  cas,  inadaptées  ou  insuffisantes.    
/¶DSSOLFDWLRQGHFHVPRGqOHVQHSHUPHWSDVGHGpFLGHUTXHOHVWOHW\SHG¶LQILOWUDWLRQTXLRSqUH
réellemeQWVXUOHVYHUVDQWVFpYHQROVPDLVSRXUFKDFXQG¶HX[OHVK\SRWKqVHVIRUPHQWXQWRXW
cohérent   avec   les   variables   qui   paraissent   pertinentes   ou   indispensables.   Parmi   les   trois  
variables   qui   se   dégagent   de   ces   études,   on   peut   citer   en   premier   lieu   les   précipitations  
VSDWLDOLVpHVSXLVVHORQOHVPRGqOHV ODFDSDFLWpG¶LQILOWUDWLRQRXODWHQHXUHQHDXLQLWLDOHGHV
VROV/DSHUWLQHQFHGHFHVYDULDEOHVGHYUDGRQFrWUHpYDOXpHORUVTXHQRXVPHWWURQVHQ°XYUH
les  modèles  à  apprentissage  statistique.  
 
$ILQG¶pYDOXHUFRUUHFWHPHQWODTXDOLWpGHVPRGqOHVSURSRVpVLOFRQYLHQWGHGpILQLUOHVFULWqUHV
TXL VHURQW XWLOLVpV 3RXU FHOD LO IDXW WHQLU FRPSWH GH O¶XWLOLVDWHXU GHV SUpYLVLRQV  :   le  
SUpYLVLRQQLVWHDEHVRLQG¶XQHERQQHDQWLFLSDWLRQGHODPRQWpHGX  pic  et  de  la  synchronisation  
HQWUH OH SLF REVHUYp HW OH SLF HVWLPp 0DLV FHFL Q¶HVW SDV VXIILVDQW  ;;   on   peut   trouver   des  
réponses  qui  passent  exactement  par   le  pic  de  crue  observé  et  qui  délivrent  par  ailleurs  des  
pointes  de   crues   fictives,   susceptibles  de  GpFOHQFKHUGH IDXVVHVDOHUWHVGRQWRQVDLWTX¶HOOHV
ont  un  effet  très  négatif  sur  le  public  et  son  comportement  futur.  
Ainsi,  O¶pYDOXDWLRQREMHFWLYHGHVSUpYLVLRQs  ne  peut  être  réalisée  par  un  seul  critère  et  devra  en  
faire   intervenir   plusieurs.   Pour   ce   faire,   nous   avons   choisi   deux   critères   parmi   la   panoplie  
classiquement  utilisée  et  nous  en  avons  défini  un  supplémentaire,  appelé  critère  de   hauteur.  
Ces  critères  sont  présentés  dans  la  section  qui  suit.  
II.4.1 Coefficient  de  détermination,  ou  critère  de  Nash  
Le   critère   de  Nash   [NASH   et   al.  1970]   représente   le   coefficient   de   détermination  R2   qui   a  
pour  expression  :  
   39  

 



Q
S
N
Q
S S
N
\ N \ N
5
\ N \
     
où  :  
 y(k)  est  la  sortie  estimée  par  le  modèle,  
 yp(k)  est  la  sortie  mesurée  du  processus,  
 n  est  le  nombre  de  couples  entrée-­sortie  sur  lesquels  porte  le  calcul  du  critère,  
 S\ est  la  moyenne  des  n  observations.  
Ce  critère  quantifie   la  proportion  de   la  variance  totale  qui  est  expliquée  par   la  prévision.  En  
hydrologie,   il   est   très   utilisé   car   il   permet   de   comparer   les   valeurs   du   critère   calculées   sur  
différents  événements  pluvieux  G¶LQWHQVLWpVWUqVGLIIpUHQWHVRXVXUGLIIpUHQWVEDVVLQVYHUVDQWV
de  débits  moyens  également  très  différents.    
On   remarque   que   maximiser   le   R2   UHYLHQW j PLQLPLVHU O¶HUUHXU TXDGUDWique   moyenne   des  
VRUWLHVHVWLPpHV&HFLVLJQLILHTXHFHFULWqUHHVWFHOXLTXLHVWPLQLPLVpSDUO¶DSSUHQWLVVDJHGHV
réseaux  de  neurones  lorsque  la  fonction  de  coût  est  la  simple  fonction  quadratique.  Ce  critère  
V¶DSSOLTXHGRQFORJLTXHPHQWSRXUpYDOXHUODTXDOLWpGHO¶DSSUHQWLVVDJH  
La   valeur   maximale   que   peut   prendre   le   critère   de   Nash   est   égale   à   1.   Ceci   traduit   une  
adéquation  parfaite  entre  la  courbe  prévue  et  la  courbe  observée.  Si  le  critère  de  Nash  est  nul,  
alors   ceci   traduit   que   le   modèle   est   aussi   bon   que   celui   qui   se   contenterait   de   prédire   la  
PR\HQQH GHV YDOHXUV REVHUYpHV /RUVTX¶LO HVW FDOFXOp VXU XQ HQVHPEOH GH WHVW GLIIpUHQW GH
O¶HQVHPEOH G¶DSSUHQWLVVDJH OH R2   peut   devenir   négatif,   ce   qui   signifie   que   le   modèle   est  
inadéquat,  et  incapable  de  prédire  même  la  moyenne  des  valeurs  observées.  
Dans  les  applications  en  hydrologie,  selon  le  type  de  rivière  étudié,  on  peut  considérer  que  des  
critères  de  Nash  supérieurs  à  0,6-­0,7  sont  acceptables  et  des  critères  supérieurs  à  0,9  sont  bons  
ou  excellents.  Pour  la  prévision  des  crues  éclair,  un  critère  de  Nash  supérieur  à  0,8  est  déjà  
considéré  comme  bon.  
Néanmoins,  dans   le  contexte  de   la   simulation  des  crues,   il   convient  de  considérer  ce  critère  
DYHFXQ°LOFULWLTXH  ;;  en  effet,  comme  il  est  calculé  sur  toute   la   longueur  de  la  crue,   il  prend  
en  considération  autant  la  montée  du  pic  que  sa  décroissance,  et  peut  avoir  de  bonnes  valeurs  
PrPH VL O¶K\GURJUDPPH HVWLPp HVW WUqV pORLJQp GH O¶K\GURJUDPPH REVHUYp HQ WHUPHV GH
TXDOLWpG¶DMXVWHPHQWGXSLF  
De   plus,   cette   fois   dans   le   contexte   de   la   prévision,   en   particulier   si   la   période  
G¶pFKDQWLOORQQDJH HVW IDLEOH GHYDQW OH WHPSV GHPRQWpH GH O¶pYpQHPHQWRQ SHXWREWHQLU XQ
excellent  R2  en  proposant  comme  prévision  la  courbe  observée  décalée  de  quelques  périodes  :  
le  critère  de  R2  est  excellent  mais  le  bénéfice  en  prévision  est  nul.  Pour  traiter  ce  problème,  le  
critère  de  persistance,  présenté  ci-­dessous,  a  été  défini.  
II.4.2 Critère  de  persistance  
Le   critère   de   persistance   [KITADINIS   et   al.   1980]   calcule   la   somme   des   carrés   des  
différences  entre   les  sorties  prévues  y(k+hp)  (rappelons  que  hp  HVW O¶KRUL]RQGHSUpYLVLRQet  
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les  sorties  observées  yp(k+hp),  rapporté  à  la  somme  des  carrés  des  différences  entre  les  valeurs  
observées  aux  instants  k  et  k+hp.  /¶H[SUHVVLRQGXFULWqUHGHSersistance  Cp  est  la  suivante  :  
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Le  critère  de  persistance  vaut  1  si  la  prévision  est  parfaite.  Si  la  prévision  effectuée  est  juste  la  
prévision   naïve F¶HVW-­à-­GLUH OD SURMHFWLRQ TXL FRQVLVWH j SURSRVHU TXH OD JUDQGHXU G¶LQWpUrt  
DXUD OD PrPH YDOHXU j O¶LQVWDQW k+hp   quµj O¶LQVWDQW k,   le   critère   vaut   0.   Si   le   critère   de  
persistance  est  négatif,  la  prévision  est  encore  plus  médiocre  que  la  prévision  naïve  ;;  il  va  sans  
dire   que   ce   dernier   cas   est   particulièrement   mauvais  :   le   modèle   Q¶DSSRUWH DXFXQH
information.  
Ce  critère,  appliqué  sur  des  prévisions,  permet  donc  de  comparer  la  performance  du  modèle  à  
celle  qui  serait  obtenue  par  prévision  naïve.  Cette  comparaison  est  opportune  car  la  prévision  
naïve   peut   parfois   conduire   à   des   critères   de   Nash   élevés,   en   particulier   si   la   période  
G¶pFKDQWLOORQQDJHHVWIDLEOHSDUUDSSRUWjODG\QDPLTXHGXV\VWqPH$WLWUHG¶LOOXVWUDWLRQ OHV
FULWqUHVGH1DVKGHODSUpYLVLRQQDwYHGHO¶pYpQHPHQWGHVRQWSUpVHQWpVHQ$QQH[H)RQ
peut  noter  que,  pour  les  horizons  de  prévision  courts,  ils  sont  extrêmement  élevés  (0,95  pour  
½  h).  
II.4.3 Critère  de  hauteur  
Pour   avoir   une   évaluation   de   la   qualité   des   prévisions   sur   des   portions   plus   spécifiques   de  
O¶pYpQHPHQW,  telles  que  la  pointe,   le  franchissement  des  seuilVG¶DOHUWHRX  la  montée  de  crue,  
nous   avons   proposé   de   restreindre   le   calcul   du   critère   de   qualité   à   certains   segments   de  
O¶hydrogramme.    
Ainsi,   pour   évaluer   la   synchronisation   entre   les   pics   prévus   et   les   pics   observés,   nous  
proposons  un  critère  opérant  eVVHQWLHOOHPHQWGDQVODSKDVHDVFHQGDQWHGHODFUXHMXVTX¶jVRQ
PD[LPXP&RPSWHWHQXGHVWHPSVGHPRQWpHGHVFUXHVpFODLUHWGHO¶pFKDQWLOORQQDJHFKRLVL
WURLVSpULRGHVG¶pFKDQWLOORQQDJHDYDQWODSRLQWHGHFUXHMXVTX¶jXQHSpULRGHG¶pFKDQWLOORQQDJH
après   la  pointe  de  crue  sont  choisies  pour  calculer  ce  critère  appelé  Ch.  Pour  chaque   instant  
sélectionné,   on   calcule   un   rapport   inférieur   à   1  :   la   plus   petite   des   valeurs   observées   ou  
estimées   divisée   par   la   plus   grande   de   ces   deux   valeurs.   Le   critère   est   la   moyenne   de   ces  
rapports.    
Pour   les   événements   comportant   plusieurs   pics,   les   différentes   plages   temporelles   relatives  
aux  différents  pics  sont  prises  en  considération  par  une  moyenne  des  rapports  obtenus.    
Ainsi,  le  calcul  du  critère  de  hauteur  se  fait  comme  suit  :  
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où  :  
 npics  UHSUpVHQWHOHQRPEUHGHSRLQWHVGHFUXHFRQWHQXHVGDQVO¶événement,  
 kj  HVWO¶LQVWDQWGHODSRLQWHGHFUXHj.  
   41  
De  même  que  pour  les  autres  critères,  plus  Ch  est  proche  de  1,  meilleure  eVWO¶HVWLPDWLRQGHV
pics.  &H FULWqUH SHXW rWUH QpJDWLI VL OH VLJQDO HVWLPp HVW QpJDWLI FH TXL Q¶D SDV GH VHQV HQ
K\GURORJLHPDLVQ¶HVWSDVLPSRVVLEOHORUVTXHOHPRGqOHHIIHFWXHXQHSUpYLVLRQWUqVPDXYDLVH.  
Remarquons  que   le  critère  de   hauteur  ne  donne   pas  G¶information   sur   les   faux  pics  de  crue  
c'est-­à-­dire  ceux  qui  sont  prévus  par  le  modèle  et  ne  sont  pas  observés.    
 
Le  projet  BVNE  Gardon  a  été  initié  en  2006  par  le  SCHAPI,  qui  était  alors  Service  Central  du  
MEDAD8.   Son   objet   est   de   réunir   plusieurs   équipes   travaillant   sur   la   prévision   des   crues  
éclair   et   de   comparer   les   prévisions   issues   de   leurs   modèles   calés   avec   un   jeu   de   données  
commun.  Au  moment   de   la   rédaction   de   ce   mémoire,   outre   notre   contribution,   les   équipes  
travaillant  sur  le  projet  sont  les  suivantes  :  
 Bureau   de   Recherches   Géologiques   et  Minières   (BRGM,   équipes   de  Montpellier   et  
Orléans).  
 CEntre   national   du   Machinisme   Agricole,   du   Génie   Rural,   des   eAux   et   des   Forêts  
(CEMAGREFFHQWUHG¶$QWRQ\pTXLSH+\GURV\VWqPHVHW%LRSURFpdés).  
 Environnements   DYnamiques   et   TErritoires   de   Montagne   (EDYTEM,   équipe  
Dynamiques  Actuelles  des  Milieux  de  Montagne).  
 Hydrosciences   Montpellier   (HSM,   thème   Risques   Hydrologiques   liés   aux   Aléas  
Extrêmes).  
 Institut   de   Mécanique   des   Fluides   de   Toulouse   (IMFT,   équipe   Modélisation  
Hydrologique  Distribuée).  
 Laboratoire  d'étude  des  Transferts  en  Hydrologie  et  Environnement  (LTHE).  
 Météo  France.  
II.5.1 Échantillonnage  
&RPPHSRXU WRXWH DSSOLFDWLRQ O¶pFKDQWLOORQQDJH GHV VLJQDX[GRLW rWUH UpDOLVp GHPDQLqUH j
conserver   O¶LQIRUPDWLRQ WRXW HQ GLPLQXDQW OD UHGRQGDQFH TXH O¶RQ DXUDLW DYHF XQ
échantillonnage   trop   élevé.   De   plus,   compte   tenu   des   inconvénients   indiqués   au   chapitre   I  
lorsque   la   complexité   du   réseau   est   trop   élevée,   il   est   nécessaire   de   déterminer   la   période  
G¶pFKDQWLOORQQDJHSHUPHWWDQWG¶REWHQLUOHPRGqOHOHSOXVSDUFLPRQLHX[  
Dans  une  approche  systémique,  la  fréquence  G¶pFKDQWLOORQQDJHHVWIL[pHSDUODG\QDPLTXHGH
la  sortie,  soit  ici  le  débit  du  bassin  versant.  Cette  fréquence  doit  être  au  moins  le  double  de  la  
fréquence  la  plus  élevée  contenue  dans  le  signal  (WKpRUqPHG¶pFKDQWLOORQQDJHGH6KDQQRQ).    
'HPDQLqUHJpQpUDOHQRXVFRQVLGpURQVTXHOHSURFHVVXVG¶DFFXPXODWLRQGHVHDX[GHSOXLHDX
FRXUVG¶XQHFUXHHVWXQSURFHVVXV LQWpJUDWLI'H SOXV suite  à  des  précipitations  abondantes,  
VHXOH XQH SDUWLH GH OD TXDQWLWp G¶HDX WRPEpH SDUWLFLSH HIIHFWLYHPHQW j O¶pFRXOHPHQW
engendrant  la  crue,  le  reste  étant  stocké  dans  le  sol  et,  pour  une  moindre  part,  évapo-­transpiré.  
                                                                                                
8   /H 6&+$3, GpSHQG DFWXHOOHPHQW GX 0LQLVWqUH FKDUJp GH O¶(QYLURQQHPHQW TXL HVW OH
Ministère  de  l'Ecologie,  de  l'Energie,  du  Développement  durable  et  de  la  Mer  ou  MEEDM.  
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(QILQ ORUVTX¶XQHSOXLHSRQFWXHOOHDVVLPLODEOHjXQe   impulsion  de  Dirac,  se  produit,  elle  ne  
donne  pas  lieu  à  des  oscillations  sur  la  sortie  :  le  système  pluie-­débit  peut  donc  être  vu  comme  
un  système  à  réponse  amortie.  
Ainsi,   si   O¶RQFRQVLGqUH  que   la  dynamique  du  processus  de  concentration  des  eaux  peut  être  
approchée  par  celle  du  système  linéaire  intégrateur  du  premier  ordre  de  constante  de  temps  Ĳ,  
on  peut  exprimer  le  temps  de  réponse  à  95  %,  noté  Tr,  selon  la  relation  bien  connue  :  Tr=3Ĳ.  
De  plus,  la  sinusoïde  de  plus  grande  fréquence  pouvant  être  transmise  par  ce  filtre  intégrateur  
a  une  période  Ĳ.  
Pour  un  système  linéaire  du  premier  ordre  sans  retard  pur,  le  temps  de  réponse  et  le  temps  de  
montée  sont  proches  ;;  pour   le  processus  de  génération  des  crues  du  Gardon,  ces  temps  sont  
estimés  entre  2  h  et  4  h  [MARCHANDISE  2007].  
,OHVWGRQFSRVVLEOHG¶HQFDGUHUOHWHPSVGHUpSRQVHSDUFHVGHX[YDOHXUV  :  UK 7 K .  
En  remplaçant  Tr  par  3Ĳ  :     K K   
'¶R  :    
 
K K .  
La   réponse   doit   donc   être   échantillonnée   avec   une   période   maximale   TShannon   moitié,  
soit  : PLQ PLQ6KDQQRQ7 .  
'DQV ODSUDWLTXHXQHPDUJHG¶XQ IDFWHXUjHVW WRXMRXUVSULVHSDU rapport  à   la   fréquence  
WKpRULTXHGH6KDQQRQODSpULRGHG¶pFKDQWLOORQQDJHGXGpELWGHYUDLWGRQFrWUHLQIpULHXUHj
minutes.  
En   ce   qui   concerne   les   pluies,   le   raisonnement   précédent   implique   que   la   même   période  
G¶pFKDQWLOORQQDJHTXHFHOOHGHVGpELWVGRLWêtre  choisie.  
II.5.2 Cahier  des  charges  du  projet  BVNE  
Le  cahier  des  charges  du  projet  BVNE  est  guidé  par  les  caractéristiques  du  bassin  versant  et  
par  les  contraintes  opérationnelles  des  Services  de  Prévision  des  Crues.  
II.5.2.a Le  service  Vigicrues  
La  vigilance  crue9  est  placée  sous  la  responsabilité  du  MEEDADT,  ce  dernier  devant  informer  
le  public  et  les  personnes  chargées  de  la  gestion  des  crises  du  niveau  de  risque  lié  aux  crues,  
HVWLPp VXU O¶HQVHPEOH GX UpVHDX K\GURJUDSKLTXH VRXV VXUYHLOODQFH GH O¶pWDW VRLW HQYLURQ
20  000   km.   La   vigilance   crue   est   fondée   sur   les   mêmes   principes   que   la   vigilance   météo  
produite  par  METEO  FRANCE  :  une  carte  est  actualisée  et  mise  à  disposition  du  public  sur  
Internet  (Figure  13).    
3RXUFH IDLUHFKDTXHFRXUVG¶Hau   réglementaire   est  divisé  en   sections   et  chaque   section  est  
DIIHFWpHG¶XQHFRXOHXULQGLTXDQWOHQLYHDXGHULVTXH  [VIGICRUE]  :  
o Rouge   :   Risque   de   crue   majeure.  Menace   directe   et   généralisée   de   la   sécurité   des  
personnes  et  des  biens.  
                                                                                                
9  /DYLJLODQFH Q¶HVWSDV O¶DOHUWH  :   si   la   vigilance  est   identifiée  par  un   niveau  de  couleur  afin  
G¶LQIRUPHU OH SXEOLF GHV ERQQHV FRQGXLWHV j WHQLU O¶DOHUWH HVW GpFOHQFKpH SDU OH 3UpIHW VL
nécessaire,  afin  de  mobiliser  les  moyens  humains  nécessaires  à  la  gestion  de  crise.  
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o Orange  :  Risque  de  crue  JpQpUDWULFHGHGpERUGHPHQWVLPSRUWDQWVVXVFHSWLEOHVG¶DYRLU
un  impact  significatif  sur  la  vie  collective  et  la  sécurité  des  biens  et  des  personnes.  
o Jaune  :  Risque  de  crue  ou  de  montée  rapide  des  eaux  n'entraînant  pas  de  dommages  
significatifs,   mais   nécessitant   une   vigilance   particulière   dans   le   cas   d'activités  
saisonnières  et/ou  exposées.  
o Vert  :  Pas  de  vigilance  particulière    
  
Figure  13  :  Carte  vigilance  crue  (exemple  pour  le  8  octobre  2009).  
Cette   carte   est   accompagnée   de   bulletLQV G¶LQIRUPDWLRQ QDWLRQDX[ RX ORFDX[ &HV EXOOHWLQV
LQIRUPHQWVXUODFKURQRORJLHHWOHGpYHORSSHPHQWGHO¶pYpQHPHQWGHFUXH  ;;  ils  peuvent  donner  
GHVPHVXUHVG¶LQWHQVLWpHWGHVSUpYLVLRQVSRXUGHVVWDWLRQVUpIpUHQFpHV&RPPHSRXUODFDUWH
météo,  des  informations  peuvent  être  obtenues   localement  sur  un  tronçon  particulier  (Figure  
14).  
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Figure  14  &DUWHORFDOHGHVFRXUVG¶HDXJpUpVSDUOH63&*UDQG'HOWDOHRFWREUH  
À   partir   de   la   carte   locale   (Figure   14 O¶XWLOLVDWHXU SHXW FOLTXHU VXU XQH VWDWLRQ GH PHVXUH
SDUWLFXOLqUHHWDLQVLREWHQLUOHVPHVXUHVTXLO¶LQWpUHVVHQW  
La  carte  vigicrue  HVWPLVHjMRXUTXRWLGLHQQHPHQWjKHWK(QFDVG¶pYpQHPHQWLQWHQVH
elle  est  actualisée  autant  de  fois  que  nécessaire.    
II.5.2.b Les  contraintes  opérationnelles  
'HV FRQWUDLQWHV IRUWHV GRLYHQW rWUH SULVHV HQ FRQVLGpUDWLRQ GX IDLW GH O¶H[SORLWDWLRQ
RSpUDWLRQQHOOHGHVPRGqOHVGHSUpYLVLRQ3RXUTXLQ¶DMDPDLVYpFXXQHFULVHG¶LQRQGDWLRQVGXH
à   un   pYpQHPHQW FpYHQRO LO HVW GLIILFLOH G¶LPDJLQHU TXH WRXW O¶HIIRUW GH WUDYDLO GRLW VH
concentrer  sur   la  prévision  HQHIIHWXQH IRLV O¶pYpQHPHQWFDWDFO\VPLTXH ODQFp WHOFHOXLGH
2002  qui  sera  présenté  au  paragraphe  II.5.3.b,  l¶LQIRUPDWLRQDEHDXFRXSPRLQVGHYDOHXU  :  tous  
les  réseaux  vont  être  interrompus  :  routiers,  téléphoniques,  électriques.  Ainsi,  si  des  mesures  
GHSUpYHQWLRQHWG¶RUJDQLVDWLRQGRLYHQWrWUHSULVHVHOOHVGRLYHQWrWUHGLIIXVpHVen  anticipation  
GHO¶pYpQHPHQW  GXUDQWO¶pYpQHPHQWFHVRQWPDOKHXUHXVHPHQWOHVVHFRXUVTXLYRQWGHPDQGHU
tous  les  efforts.    
&¶HVW SRXUTXRL OH 6&+$3, GHPDQGH GHV SUpYLVLRQV MXVTX¶j XQ KRUL]RQ GH  K PrPH VL
FRPPHQRXVO¶DYRQVLQGLTXpDXSDUDJUDSKHII.2,  le  temps  de  concentration  du  bassin  est  plus  
court  que  cette  valeur.  ,OIDXWGRQFGpOLYUHUGHVSUpYLVLRQVGHKDXWHXUG¶HDXDORUVTXHODSOXLH
SDUDLOOHXUVGLIILFLOHPHQWSUpYLVLEOHQ¶HVWSDVHQFRUHWRPEpH  
Une   autre   difficulté   doit   également   être   prise   en   considération  :   les   incertitudes   sur   les  
données.  Encore  une  fois,  ces  bassins  donnant  lieu  à  des  crues  rapides  ont  un  comportement  
très  spécifique.    
3DUH[HPSOHQRXVDYRQVHXO¶RFFDVLRQG¶DVVLVWHUjXQHGLVFXVVLRQHQWUHGHX[VSpFLDOLVWHVGHOD
prévision  :   le   premier,   habitué   à   des   grands   bassins   sédimentaires   revendiquait   de   pouvoir  
expertiser   et   valider   chaque   mesure   appliquée   à   son   modèle   de   prévision  ;;   il   faisait   une  
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SUpYLVLRQjO¶pFKHOOHGHK  ;;  le  second,  travaillant  sur  les  bassins  cévenols  reçoit  des  mesures  
WRXWHV OHV  PLQXWHV SRXU SOXV G¶XQH YLQJWDLQH GH VHFWLRQV GH FRXUV G¶HDX   LO Q¶D SDV
matériellement  le  temps  de  vérifier  les  données.  
Pour  cette  raison,  les  modèles  devront,  à  terme,  avoir  une  certaine  insensibilité  aux  erreurs  de  
mesure,  soit  GHODSOXLHVRLWGHVKDXWHXUVFDUO¶LQVWUXPHQWDWLRQSHXWrWUHGpWpULRUpHFRPPHFH
fut   le   cas   en   septembre   2002.   On   peut   également   envisager   un   fonctionnement   en   mode  
dégradé.  
3DUDLOOHXUVFRPSWHWHQXGHVFRQWUDLQWHVG¶RUJDQLVDWLRQGHVpTXLSHVWUDYDLOODQt  au  SPC  Grand  
'HOWDODSpULRGHG¶DFWXDOLVDWLRQGHVSUpYLVLRQVDpWpGpILQLHjODòK1RXVDYRQVYXGDQVOH
paragraphe  précédent  que  la  période  définie  par  le  théorème  de  Shannon  était  de  20  minutes  ;;  
RQSHXWGRQFHQFRQFOXUHTXHO¶RUGUHGHJUDQGHXUHVWbon.  
(QILQFRPPHQRXV O¶DYRQVVLJQDOp ORUVGH ODSUpVHQWDWLRQGHVFULWqUHVGHTXDOLWp II.4),   le  
SUpYLVLRQQLVWH HVW SOXV H[LJHDQW VXU OD V\QFKURQLVDWLRQ GHV SLFV TXH VXU O¶HVWLPDWLRQ GX
maximum  de  la  crue  ;;  pour  ce  dernier,  une  erreur  de  10%  à  20  %  est  tolérée.  Nous  verrons  au  
paragraphe   II.5.3.e   FRPPHQW FHV FDUDFWpULVWLTXHV SHXYHQW rWUH GpJUDGpHV DX FRXUV G¶XQ
échantillonnage  insuffisant.  
II.5.3 Base  de  données  
II.5.3.a   Courbe  de  tarage  
La   courbe   de   tarage   est   OD IRQFWLRQ QRQ OLQpDLUH TXL FRQYHUWLW OD KDXWHXU G¶HDX YDULDEOH
REVHUYpHHQGpELW(OOHHVWGRQFVSpFLILTXHjXQOLHXSDUWLFXOLHUGXFRXUVG¶HDXHWHVWVXMHWWHj
GHVYDULDWLRQVGDQV OH WHPSVGX IDLWGHVFKDQJHPHQWVGHSURILOGH OD VHFWLRQGXFRXUVG¶HDX  
FUHXVHPHQWVRXUHPSOLVVDJHGHJUDYLHUVHWJDOHWV«/DFRXUEHGHWDUDJHHVWpWDEOLHjO¶DLGH
de   plusieurs   jaugeages  R O¶RQ HIIHFWXH VLPXOWDQpPHQW XQHPHVXUH GH KDXWHXU HW GH GpELW
Pour   le   Gardon,   la   courbe   de   tarage   à   Anduze   a   été   réactualisée   à   partir   de   2002  ;;   cette  
nouvelle  courbe  est  reproduite  en  Annexe  B.    
Si  plusieurs  jaugeages  ont  été  réalisés  pour  définir   la  courbe  de  tarage  du  Gardon  à  Anduze,  
SRXU GHV GpELWV PR\HQV RX IDLEOHV HQ UHYDQFKH LO Q¶H[LVWH DXFXQ MDXJHDJH SRXU OHV IRUWHV
valeurs   et   a   fortiori  SRXU OHV GpELWV H[WUrPHV &¶HVW SRXUTXRL DILQ GH V¶DIIUDQFKLU GH FHWWH
VRXUFHG¶LQFHUWLWXGHVHVWLPpHVVXSpULHXUHVRXpJDOHVj  20  ou  30%  [MARCHANDISE  2007]  
QRXV FKRLVLVVRQV OD KDXWHXU G¶HDX FRPPH YDULDEOH GH WUDYDLO GH QRWUH pWXGH /H   réseau   de  
neurones,  effectuant  une  modélisation  de  type  «  boîte  noire  »,  peut  tout  à  fait  travailler  sur  une  
YDULDEOHTXLQ¶DSDVOHVHQVSK\VLTXHGXGpELW  
II.5.3.b   Événements  constitutifs  
La   base   de   données   BVNE   sur   laquelle   nous   avons   travaillé   comprend   les   données  
pluviométriques  et  limnimétriques  de  nombreuses  stations,  pour  les  années  complètes  de  1993  
à   2001   échantillonnées   à   la   période   de   1   h.  De   cette   base   de   données   ont   été   extraites   les  
hauteurs   à  Anduze,   Saumane   et  Mialet   ;;   la   station   de   St   Jean   du  Gard   a   été   installée   plus  
récemment  (Figure  12).  Les  données  pluviométriques  ont  été  extraites  pour  les  pluviomètres  
de  Barre-­des-­Cévennes,  Saint-­Roman-­de-­Tousque,  Saumane,  Mialet,  Soudorgues  et  Anduze.  
La  base  de  données  comprend  également  l¶événement  de  septembre  2002  à  O¶pFKDQWLOORQQDJH
de  5  min.  La  courbe  de  tarage  à  Anduze  est  fournie.  En  sus  ont  été  fournies  les  données  des  
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pYpQHPHQWV GH  HW  DYHF XQH SpULRGH G¶pFKDQWLOORQQDJH GH  PQ   Tous   ces  
événements  sont  présentés  graphiquement  en  Annexe  D.    
'H SOXV LO IDXW VDYRLU TXH OHV PHVXUHV GH O¶pYpQHPHQW GH  Q¶RQW SX rWUH UpDOLVpHV HQ
WRWDOLWp FDU O¶LQVWUXPHQWDWLRQ D pWp GpWpULRUpH GXUDQW O¶pSLVRGH 'H FH IDLW XQH pWXGH D pWp
FRPPDQGLWpH DX EXUHDX G¶(WXGH 6,(( SRXU pWDEOLU XQH   reconstitution   de   cet   événement   à  
partir   de   laisses   de   crue   et   de   témoignages   [SIEE   2004] /H EXUHDX G¶pWXGH 6,(( D GRQF
UHFRQVWLWXp  KDXWHXUV GLIIpUHQWHV SRVVLEOHV SRXU GHX[ VWDWLRQV GLIIpUHQWHV G¶$QGX]H HW j
partir  de  ces  hauteurs  et  du  coefficient  de  UXJRVLWpGXFRXUVG¶HDXDSXSURSRVHUHVWLPDWLRQV
de  débits  pour  chacune  des  stations.  Ces  estimations  sont  également  fournies  dans  la  base  de  
données  à   l¶échantillonnage  5  min.  Le  Tableau  1   UpFDSLWXOH O¶HQVHPEOHGHVpYpQHPHQWs  que  
QRXVDYRQVXWLOLVpVHWO¶DQQH[H&OHXUSURYHQDQFHHWO¶pFKDQWLOORQQDJHG¶RULJLQH  
  
N°   date   Durée  
(heures)  
Cumul  de  
pluies  (cm)  
Débit  max  
(m3/s)  
Hauteur  
max  (m)  
Débit  
moyen  
(m3/s)  
1   21-­24  septembre  1994   35   18,9   491   3,71   181  
3   4-­5  octobre  1995   54   32   975   5,34   175  
4   13-­14  octobre  1995   92   19   864   5   108  
8   10-­12  novembre  1996   82   16   268   2,71   33  
13   28-­29  septembre  2000   46   18   800   4,80   74  
19   9  septembre  2002   29   41   2742   9,71   511  
22   24-­25  septembre  2006   23   6   186   2,24   21  
23   19-­20  octobre  2006   55   20   1436   6,61   181  
24   17  novembre  2006   34   6   275   2,75   65  
25   20-­23  novembre  2007   70   12   264   2,69   139  
107   5-­7  novembre  1997   74   27   624   4,20   225  
108   26-­27  novembre  1997   66   11   244   2,58   117  
109   18-­19  décembre  1997   104   38   985   5,37   327  
117   20-­21  octobre  1999   34   12   473   3,64   212  
120   12-­14  novembre  2000   71   13   279   2,77   110  
Tableau  1  :  Liste  des  événements  et  leurs  caractéristiques  hydrologiques  
  
¬ FDXVH GH VRQ DPSOLWXGH H[FHSWLRQQHOOH O¶pYpQHPHQW GH  HVW FKRLVL SDU OH 6&+$3,
FRPPH O¶pYpQHPHQWprototype   de   test   des  modèles   de   prévision.   Pour   cette   raison,   tous   les  
résultats  de  prévision  seront  présentés  sur  cet  événement.    
Il  apparait  sur  le  Tableau  1  TXHO¶pYpQHPHQWOHSOXVLQWHQVHGHODEDVHHVWO¶pYpQHPHQWGH
2002  ;;  avec  un  débit  de  pointe  estimé  à  2742  m3/s,  cet  événement  a  été  la  cause  de  22  décès  et  
GHPLOOLDUG G¶HXURV GH GpJkWV pFRQRPLTXHV [LE  LAY   et   al.  2007].  /¶DQQH[H' LOOXVWUH
O¶DPSOHXUGHFHWWHFDWDVWURSKHUpJLRQDOHHWLl  faut  remonter  MXVTX¶jO¶année  1958  pour  trouver  
XQ pYpQHPHQW G¶XQH WHOOH DPSOLWXGH /H VHFRQG pYpQHPHQW SDU RUGUH G¶DPSOLWXGH HVW
O¶pYpQHPHQW  GH  PDLV LO DWWHLQW XQ GpELW GHX[ IRLV PRLQGUH On   peut   également  
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remarquer  que   O¶événement  19  est  parmi   les  plus  courts  de   la   base   :   il   fait  donc   réellement  
partie  des  événements  rapides.    
II.5.3.c Typologies  
&RPPHQRXV O¶DYRQVSUpVHQWpGDQV OHFKDSLWUHSUpFpGHQWVXU O¶DSSUHQWLVVDJHGHVUpVHDX[GH
neurones,   la   base   des   exemples   disponibles   doit   être   séparée   en   plusieurs   sous-­ensembles,  
utilisés   sRLW SRXU O¶DSSUHQWLVVDJH VRLW SRXU OH WHVW GX PRGqOH $X VHLQ GH O¶HQVHPEOH
G¶DSSUHQWLVVDJH RQ SHXW GLVWLQJXHU pJDOHPHQW SOXVLHXUV VRXV-­ensembles   qui   seront   autant  
G¶HQVHPEOHVXWLOLVpVSRXUODYDOLGDWLRQFURLVpH(QILQVL O¶RQVRXKDLWHXWLOLVHU ODPpWKRGe  de  
UpJXODULVDWLRQSDUDUUrWSUpFRFHLOIDXWpJDOHPHQWGpILQLUXQHQVHPEOHG¶DUUrW  
/H FRPSRUWHPHQW GX EDVVLQ YHUVDQW DX FRXUV G¶XQ pYpQHPHQW SOXYLHX[ LQWHQVH pWDQW
G\QDPLTXH LO IDXW FRQVHUYHU OD VWUXFWXUH WHPSRUHOOH GH O¶pYpQHPHQW  ;;   pour   cette   raison,   les  
sous-­HQVHPEOHVQHSHXYHQWrWUHFRQVWLWXpVTXHG¶pYpQHPHQWVHQWLHUV2UVHXOVpYpQHPHQWV
sont  disponibles  :   il   est  donc  exclu  de   les  affecter  aléatoirement  dans   les   sous-­ensembles.   Il  
faudra  au  contraire  choisir  cette  répartition  de  manière  logique.  Ainsi,  pour  répartir  au  mieux  
les  événements  dans  les  sous-­HQVHPEOHVG¶DSSUHQWLVVDJHGHYDOLGDWLRQG¶DUUrWHWGHWHVWQRXV
avons  procédé  à  une  recherche  de  typologie  des  événements  pluvieux.  
Après  plusieurs  tentatives   fondées  sur  des  critères  hydrologiques  ou  statistiques,  nous  avons  
choisi  la  typologie  suivante  :  trois  critères  de  discrimination  suivants  ont  été  définis  :  
o Événements  intenses.  
o Événements  longs.  
o Événements  complexes  (plusieurs  pics).  
À  partir  de  ces  trois  critères,  8  classes  peuvent  être  définies,  qui  sont  repérées  par  une  lettre  
par   ordre   alphabétique   de   A   à   F   (Tableau   2).   Il   apparaît   en   particulier   que   la   catégorie   de  
O¶pYpQHPHQW  GX  VHSWHPEUH  QH FRPSRUWH TXH GHX[ pOpPHQWV  :   le   19   et   le   13.  
Certaines  FDWpJRULHVVRQWYLGHVG¶pOpPHQWV  
8QpYpQHPHQWHVWFRQVLGpUpFRPPHLQWHQVHVLVRQSLFDWWHLQWODPRLWLpGXSLFGHO¶pYpQHPHQW
OHSOXVLQWHQVHLFLO¶pYpQHPHQW  ;;  de  même,  un  événement  est  considéré  comme  long  si  sa  
GXUpH GpSDVVH OD PRLWLp GH O¶pYpQHPHQt   le   plus   long,   et   il   est   qualifié   de   multi-­SLFV V¶LO
comporte  plusieurs  pics  bien  dissociables.  
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N°   Intense   Long   Mono-­pic   Classe  
19   oui   non   oui   C  
23   oui   oui   oui   A  
109   oui   oui   oui   A  
3   oui   oui   non   B  
4   oui   oui   oui   A  
13   oui   non   oui   C  
107   non   oui   non   F  
1   non   non   non   H  
117   non   non   oui   G  
120   non   oui   non   F  
24   non   non   oui   G  
8   non   oui   non   F  
25   non   oui   non   F  
108   non   oui   non   F  
22   non   non   oui   G  
Tableau  2  :  Classification  des  événements    
  
À   partir   de   cette   classification,   il   aurDLW pWp LGpDO GH GLVSRVHU G¶XQ UHSUpVHQWDQW GH FKDTXH
classe  dans  chaque  sous-­HQVHPEOHG¶DSSUHQWLVVDJHGHWHVWHWG¶DUUrW¬ODOHFWXUHGXTableau  
3 TXL SUpVHQWH OH QRPEUH G¶pYpQHPHQWV DSSDUWHQDQW j FKDTXH FODVVH LO DSSDUDvW Flairement  
TXHFHFLQ¶HVWSDVSRVVLEOH  DLQVL LOQ¶\DTX¶XQUHSUpVHQWDQWGHODFODVVH%F¶HVW-­à-­dire  des  
pYpQHPHQWV LQWHQVHV ORQJV HW DYHF SOXVLHXUV SLFV pYpQHPHQW G¶RFWREUH  TXL SRXUUDLW
G¶DLOOHXUVrWUHVpSDUpHQGHX[pYpQHPHQWVGLVWLQFWV  
  
Intense   Long   Mono-­pic   &ODVVHHWQRPEUHG¶pOpPHQWV  
oui   oui   oui   A  (3)  
oui   oui   non   B  (1)  
oui   non   oui   C  (2)  
oui   non   non   D  (0)  
non   oui   oui   E  (0)  
non   oui   non   F  (5)  
non   non   oui   G  (3)  
non   non   non   H  (1)  
Tableau  3  :  Répartition  des  événements  dans  les  classes  
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Il   apparaît  donc  clairement  que   la   base  de  données  des  événements,  même   si  elle  comporte  
XQHTXDQWLWpG¶LQIRUPDWLRQ LPSRUWDQWHHWSUpFLHXVHYDSRVHUGHVpULHXVHVGLIILFXOWpVSRXU OD
FRQFHSWLRQG¶XQV\VWqPHjDSSUHQWLVVDJHVWDWLVtique.    
II.5.3.d ,QVWUXPHQWDWLRQGXEDVVLQYHUVDQWGX*DUGRQG¶$QGX]H  
/HVSOXLHVHWGpELWVVRQWPHVXUpVj O¶DLGHGHVHSWSOXYLRPqWUHVUpSDUWLVVXU OHEDVVLQYHUVDQW
(Barre-­des-­Cévennes,   Saint-­Roman-­de-­Tousque,   Saumane,   Mialet,   Soudorgues,   Saint-­Jean-­
du-­Gard  et  Anduze),  et  de  trois  stations  de  mesure  de  hauteur  à  Mialet,  Saumane  et  Anduze  
(Figure  12).  /HVFKURQLTXHVGH0LDOHWHW6DXPDQHSUpVHQWDQWGHQRPEUHXVHVODFXQHVF¶HVWOD
VWDWLRQG¶$QGX]HTXLDpWpFKRLVLHSRXUHIIHFWXHUODSUpYLVLRQGHVKDXWHXUVG¶HDX  ;;  la  station  de  
Saint-­Jean-­du-­*DUGQ¶HVWSDVXWLOLVpHFDUHOOHQ
HVWHQIRQFWLRQTXHGHSXLV  
II.5.3.e Bruits  de  mesures    
/HV VLJQDX[ PHVXUpV ORUV GHV FUXHV pFODLU VRQW PDOKHXUHXVHPHQW HQWDFKpV G¶XQH JUDQGH
imprécision.  Celle-­ci   a  plusieurs  RULJLQHV/DSOXV LPSRUWDQWHHVW VDQVGRXWH O¶KpWpURJpQpLWp
des   précipitations   :   en   effet,   la   mesure   des   précipitations   est   réalisée   au   moyen   de  
pluviomètres,  TXLV¶LOVIRQWSDUWLHGHVGLVSRVLWLIVGHPHVXUHGHVSUpFLSLWDWLRQVOHVSOXVSUpFLV
ont   néanmoins   une   précision   quantifiée   à   10%   ou   20%   [MARCHANDISE   2007].   Les  
pluviomètres   échantillonnent   le   cumul   de   pluie   et   le   télétransmettent   toutes   les   5   minutes,  
mais   la  maille  du   réseau  est   insuffisante  pour  garantir  que  de   fortes  précipitations   ne  soient  
pas   tombées   entre   2   pluviomètres,   et   demeurent   ainsi   non   mesurées.   Par   exemple,   lors   de  
O¶pYpQHPHQWGHRQDSXUHOHYHUXQFXPXOprès  de  trois  fois  plus  important  à  Soudorgues  
TX¶j$QGX]HDORUVTXHOHVGHX[VWDWLRQVQHVRQWGLVWDQWHVTXHG¶XQHquinzaine  de  kilomètres  
(Figure  123RXUUHPpGLHUjFHWLQFRQYpQLHQWOHVGHUQLqUHVUHFKHUFKHVSURSRVHQWG¶XWLOLVHUOHV
estimations   des   précipitations   issues   des   radars   avec   une   définition   d¶un   km2,   mais   cette  
technologie  ne  peut  pas  actuellement  fournir  des  cartes,  pour  les  événements  disponibles,  avec  
un  traitement  homogène  de  la  réflectivité10.  Cette  solution  ne  peut  donc  être  choisie  pour  cette  
pWXGH  QRXV VXSSRVHURQV GRQF TXH O¶pFKDQWLOORQQDJH VSDWLDO j O¶DLGH GH  SOXYLRPqWUHV
répartis  sur   le  bassin  versant  est  suffisant  [OBLED,  2008].  Au  niveau  des  sorties,   la  hauteur  
G¶HDXSHXWrWUHPHVXUpHPDLV O¶HVWLPDWLRQGXGpELWSDU ODFRXUEHGH WDUDJHHVWHQ UHYDQFKH
EHDXFRXSPRLQVPDvWULVpHGXVHXOIDLWGHO¶DEVHQFHGHMDXJHDJHGXUDQWOHVpSLsodes  de  pluies  
intenses   LOHVWHQHIIHWPDWpULHOOHPHQWGDQJHUHX[GHV¶DSSURFKHUGXFRXUVG¶HDXHQGHWHOOHV
circonstances  !   &RPPH QRXV O¶DYRQV GpMj LQGLTXp QRXV QRXV DIIUDQFKLVVRQV GH FHWWH
LPSUpFLVLRQHQWUDYDLOODQWVXUODYDULDEOHKDXWHXUG¶HDX  
La  fUpTXHQFHG¶pFKDQWLOORQQDJHGHVVLJQDX[GHVRUWLHHVWpJDOHPHQWJpQpUDWULFHG¶HUUHXUV  ;;  en  
effet,  les  événements  mesurés  de  1994  à  2002  sont  échantillonnés  toutes  les  heures,  contre  5  
PLQXWHV j SDUWLU GH  2U LO DSSDUDvW VXU O¶pYpQHPHQW GH VHSWHPEUH 02,   que  
O¶pFKDQWLOORQQDJH j    K IDLW SHUGUH XQH TXDQWLWp QRQ QpJOLJHDEOH G¶LQIRUPDWLRQ FRPPH
indiqué  dans  le  Tableau  4,OIDXWQRWHUTXHVLO¶pFKDQWLOORQQDJHHVWUpDOLVpDYHFXQHIUpTXHQFH
LQVXIILVDQWHO¶pFDUWHQWUHO¶LQVWDQWUHODWLIDXGpEXWGHODSpULRGHG¶pFKDQWLOORQQDJHHWFHOXLGX
pic  de  la  courbe  a  une  forte  influence  sur  l'intensité  du  pic  et  sur  sa  position.  
                                                                                                
10   Un   projet   de   ré-­DQDO\VH GHV ODPHV G¶HDX 5$'$5 HVW DFWXHOOHPHQW PHQp par   METEO  
FRANCE  afin  de  constituer  une  archive  de  données  de  précipitations  avec  un  échantillonnage  
d¶une  heure  et  sur  un  maillage  de  1  km2  à  partir  de  1997.  
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1RQVHXOHPHQWO¶DPSOLWXGHGXSLFSHXWrWUHDWWpQXpHGHPDLVODSUpYLVLRQGHO¶KHXUHGX
pic   peut   être   entachéH G¶XQ UHWDUG G¶XQH KHXUH 8QH DQDO\VH GH OD YDULDQFH D PRQWUp SDU
DLOOHXUV TXH OD SpULRGHPD[LPDOH G¶pFKDQWLOORQQDJH GHYUDLW rWUH GH  j PLQXWHV(QILQ
rappelons  que  OHVKDXWHXUVG¶HDXde  O¶pYpQHPHQWGHVHSWHPEUHOHSOXVLQWHQVHGHODEDVH
de  dRQQpHVVRQWOHUpVXOWDWG¶XQHHVWLPDWLRQUpDOLVpHa  posteriori.    
  
3pULRGHG¶pFKDQWLOORQQDJH   5  mn   15  mn   ½  h   1  h   2  h  
Débit  de  pointe  (m3/s)   3030   2869   2742   2508   2358  
Erreur  induite      5%   9%   17%   22%  
Période  du  maximum  de  débit   6h   6h   6h30   7h   7h  
Retard  induiWSDUO¶pFKDQWLOORQQDJH   0   0   30min   1h   1h  
Tableau  4  :  Influence  de  l¶pFKDQWLOORQQDJHVXUO¶DPSOLWXGHHWOHGpSKDVDJHGX  SLFSULQFLSDOGHO¶pYpQHPHQW
de  septembre  2002.  
$LQVL WRXV OHV pYpQHPHQWV DQWpULHXUV j  VRQW HQWDFKpV G¶XQH   erreur   due   à  
O¶pFKDQWLOORQQDJHHUUHXUTXLGpSHQGGH ODG\QDPLTXHSURSUHGHO¶pYpQHPHQWHWTXHQRXVQH
pouvons  quantifier  a  posteriori.  
,O HVW FODLU TXH FRPPH OD GLPHQVLRQ UpGXLWH GH OD EDVH G¶DSSUHQWLVVDJH Woutes   ces   erreurs  
G¶HVWLPDWLRQ RX GH PHVXUH Fontribuent   à   rendre   la   tâche   plus   difficile   au   système   devant  
réaliser  la  prévision  des  crues.  
 
Après  avoir  présenté  les  Gardonnades,  et  leurs  caractéristiques  de  crues  éclair,  puis  précisé  les  
enjeux  de  la  modélisation  de  tels  événements,  nous  nous  sommes  intéressés  à  la  modélisation  
hydrologique  de  ces  phénomènes.  Les  modèles  étudiés  permettent  tous  de  considérer  que   la  
UpSDUWLWLRQ VSDWLDOH GHV SUpFLSLWDWLRQV HVW OD YDULDEOH SULQFLSDOH TXL SHUPHW G¶DSSUpKHQGHU OH
processus  de  genèse  de  ces  crues/¶H[DPHQGHODEDVHGHGRQQpHVQRXVDSHUPLVGHPHWWUHHQ
pYLGHQFH ODGLVSRQLELOLWpDFWXHOOHG¶XQQRPEUHVXIILVDQWGHSOXYLRPqWUHVpFKDQWLOORQQpVDYHF
XQHIUpTXHQFHFRQYHQDEOHPrPHVLO¶pFKDQWLOORQQDJHWHPSRUHOGHVpYpQHPHQWVD\DQWHXOLHX
avant  2002  esWLQVXIILVDQW&HWWHGLIILFXOWpDMRXWpHDXQRPEUHG¶pYpQHPHQWVUpGXLWVGHODEDVH
GH GRQQpHV DLQVL TX¶DX[ HUUHXUV HW LPSUpFLVLRQV GHPHVXUHV LPSRUWDQWHV QRXV D SHUPLV GH
prendre  la  mesure  du  défi  qui  est  posé  aux  systèmes  à  apprentissage  statistique  pour  parvenir  
jSUpYRLUHQO¶DEVHQFHGHSUpYLVLRQGHSOXLH O¶pYROXWLRQGHO¶pYpQHPHQWGHVHSWHPEUH
GHX[IRLVSOXVLPSRUWDQWTXHOHGHX[LqPHpYpQHPHQWOHSOXVLQWHQVHHQWHUPHG¶LQWHQVLWpGX
pic  de  crue,  de  la  base  de  données  (i.e.  O¶pYpQHPHQWGH).  Le  chapitre  suivant  présente  la  
méthodologie  qui  a  permis  de  relever  ce  défi  en  utilisant  un  prédicteur  à  réseaux  de  neurones.  
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,,, $SSOLFDWLRQ GHV UpVHDX[ GH QHXURQHV j OD
SUpYLVLRQ GHV FUXHV pFODLU GX EDVVLQ YHUVDQW
G¶$QGX]H
 
Le  premier  chapitre  de  ce  mémoire  nous  a  permis  de  présenter  non  seulement  les  propriétés  de  
la  modélisation  par  apprentissage  statistique  à  l'aide  de  réseaux  de  neurones,  mais  également  
VHVOLPLWDWLRQVQRWDPPHQWODQpFHVVLWpGHGLVSRVHUG¶XQHEDVHG¶DSSUHQWLVVDJHVXIILVDPPHQW
vaste   et   représentative   du   comportement   du   processus   à   modéliser.   En   effet,   la   possibilité  
G¶LGHQWLILHU OD IRQFWLRQ VRXV-­jacente   au   processus,   indépendamment   de   la   réalisation  
particulière   du   bruit   présent   dans   les   exemples   utilisés   en   apprentissage,   nécessite   une   base  
G¶H[HPSOHVULFKHHWFRPSOqWH  
Le   chapitre   II   a   exposé   le   problème   des   crues   éclair   des   Gardons   et   a   insisté   sur   le   peu  
G¶pYpQHPHQWVGLVSRQLEOHVDLQVLTXHVXUOHVVRXUFHVGHEUXLWVHWG¶LPSUpFLVLRQVRSpUDQWWDQWHQ
HQWUpHTX¶HQVRUWLHGXSURFHVVXV&HGHUQLHUFKDSLWUHQRXVDSHUPLVGHSUpVHQWHUOHGpILTXLHVW
SRVpSDU ODPRGpOLVDWLRQGHV*DUGRQQDGHV HQ O¶DEVHQFHde  prévision  de  pluie   F¶HVWFHGpIL
qui  est  relevé  dans  le  présent  chapitre.    
Ainsi,  nous  présenterons  en  premier   lieu  un  aperçu  des  travaux  réalisés   sur   la  prévision  des  
crues,  notamment  des  crues  éclair,  avec  les  réseaux  de  neurones.  Nous  pourrons  constater  que  
IDXWH G¶DYRLU DSSUpKHQGp OH SUREOqPH GH OD JpQpUDOLVDWLRQ DYHF WRXWHV VHV LPSOLFDWLRQV
QRPEUH GHV pWXGHV FRQFOXHQW VXU O¶LQVXIILVDQFH RX O¶LQDGpTXDWLRQ GH OD PRGpOLVDWLRQ
statistique  en  hydrologie.    
&¶HVWSRXUTXRLODGHX[LqPHSDUWLHGHFHFKDSitre  explique  comment  nous  avons  appliqué  des  
méthodes   de   régularisation,   parfois   simultanément,   pour   remédier   tant   au   petit   nombre  
G¶pYpQHPHQWVTX
jODSUpVHQFHGHEUXLWLPSRUWDQW$LQVLRQWpWppYDOXpVODYDOLGDWLRQFURLVpH
O¶DUUrWSUpFRFHHWODPRGpUDtion  des  poids.  Si  la  validation  croisée  et  la  modération  des  poids  
V¶DSSOLTXHQWDVVH]GLUHFWHPHQWHQUHYDQFKHOHFKRL[GHO¶HQVHPEOHG¶DUUrWQpFHVVDLUHjO¶DUUrW
SUpFRFHV¶HVWUpYpOpGpOLFDW  
)LQDOHPHQW XQH PpWKRGRORJLH D pWp pWDEOLH TXL D SHUPLV G¶HIIectuer   des   prévisions   en  
DYHXJOH G¶H[FHOOHQWH TXDOLWp j QRWUH FRQQDLVVDQFH LQpJDOpH VXU O¶pYpQHPHQW PDMHXU GH
septembre  2002.  Cette  méthodologie  prouve  que  lorsque  le  problème  de  la  généralisation  est  
bien  posé,  et  que  des  méthodes  rigoureuses  sont  appliTXpHVO¶DSSUHQWLVVDJHVWDWLVWLTXHHVWWRXW
jIDLWjPrPHGHUpDOLVHUODV\QWKqVHG¶XQSUpGLFWHXUGHFUXHRSpUDWLRQQHOHQWHPSVUpHO   
 
III.2.1Prévision  des  crues  par  réseaux  de  neurones  
/HVWUDYDX[VXUO¶XWLlisation  des  réseaux  de  neurones  pour  effectuer  la  prévision  des  crues  ont  
commencé   au   début   des   années   1990   [DARTUS   et   al.   1993],   [JOHANNET   et   al.   1994],  
[KARUNANITHI   et   al.   1994].   En   effet   la   relation   pluie-­débit,   et   généralement   les  
phénomènes   hydrologiques   sont   considérés   comme   dynamiques,   non   linéaires   et   souvent  
difficiles  à  modéliser   O¶DSSOLFDWLRQGHO¶DSSUHQWLVVDJHVWDWLVWLTXHjFHFKDPSVFLHQWLILTXHHVW
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GRQF ORJLTXH/¶HQJRXHPHQW VXVFLWp SDU OD WKpPDWLTXH apprentissage   statistique   appliqué   à  
O¶K\drologie   a  ainsi  donné   lieu  à  plusieurs  articles  de  synthèse   [COULIBALY   et  al.  1999],  
[GOVINDARAJU  2000  a&b]  et  à  de   nombreuses  études,   telles  celle  de   [ZEALAND   et  al.  
@SRXUODSUpYLVLRQGHVGpELWVj O¶pFKpDQFHGHODVHPDLQHVXUXQJUDQGEDVVLQYHUVDQt  de  
O¶2QWDULR &DQDGD RX OD FRPSDUDLVRQ GHV SHUIRUPDQFHV GHV SUpGLFWHXUV GH SURFHVVXV
statiques   ou   dynamiques11   [COULIBALY   et   al.   2000].   De  manière   générale,   la   principale  
SURSULpWpPLVHHQDYDQWHVW ODSURSULpWpG¶DSSUR[LPDWLRQXQLYHUVHOOH F¶HVWSRXUTuoi   le  plus  
JUDQG QRPEUH GHV WUDYDX[ V¶LQWpUHVVH DX SHUFHSWURQ PXOWLFRXFKH HW XWLOLVH GHV PpWKRGHV
d'optimisation   de   la   fonction   de   coût   telles   que   l'algorithme   de   Levenberg-­Marquard   ou   la  
descente  de  gradient   simple.  En   revanche,   très  peu  de   travaux  examinent   rigoureusement   la  
capacité  de  généralisation,  et  comment  les  méthodes  de  régularisation  peuvent  aider  à  éviter  le  
surajustement,  même   si   de   nombreuses   études   butent   sur   le   problème   de   la   généralisation.  
Ainsi  [PIOTROWSKY  et  al.  2006]  étudie  la  prévision  des  crues  rapides  sans  aucune  méthode  
de  régularisation  dans   le  cadre  de  plusieurs  modèles  non   linéaires  autorégressifs  et  note  que  
«  tous   les   perceptrons   multicouches   étudiés   ont   des   performances   significativement   plus  
PDXYDLVHVORUVTX¶LOVVRQWDSSOLTXpVjO¶HQVHPEOHGHWHVW  »,  ce  qui  était  parfaitement  prévisible  
et  aurait  pu  être  évité.  [COULIBALY  et  al.  E@XWLOLVHO¶DUUrWSUpFRFHHW>68'+((5et  
al.  @ODYDOLGDWLRQFURLVpHSRXUVpOHFWLRQQHUODFRPSOH[LWpPDLVDXFXQGHVGHX[Q¶pYDOXH
la   généralisation   sur   un   ensemble   indépendant   des   données   utilisées   en   apprentissage,   en  
validation,  ou  en  arrêt   ;;   la  qualité  de   leurs  résultats  est  donc  vraisemblablement  sur-­évaluée.  
[GAUME  et  al.  @V¶LQWHUURJHVXUO¶HIIHWGXVXUSDUDPpWUDJHGHVUpVHDX[GHQeurones  par  
rapport  aux  modèles  hydrauliques  conceptuels  qui,  comme  indiquée  au  chapitre  II,  possèdent  
SHXGHSDUDPqWUHV/¶DQDO\VHSUpVHQWpHSDU(*DXPHet  al.  est   intéressante  car  elle  pose   le  
SUREOqPHGHODVSpFLDOLVDWLRQTXHUpDOLVHO¶DSSUHQWLVVDJHSDr  rapport  au  bruit  présent  dans  les  
GRQQpHVG¶DSSUHQWLVVDJHSKpQRPqQHIRQGDPHQWDOELHQFRQQXVRXVOHQRPGHdilemme  biais-­
variance),   mais,   contrairement   aux   règles   méthodologiques   bien   établies,   les   auteurs  
Q¶XWLOLVHQWSDVGHPpWKRGHGHUpJXODULVDWLRQSRXr  résoudre  ce  problème  ;;  c'est  ce  qui  explique  
leur  conclusion  :  «  Les  modèle  de  type  boîtes  noires,  tels  les  réseaux  de  neurones,  ne  peuvent  
distinguer  entre  le  bruit  et  la  variance  ».  
Plus   spécifiquement   en   ce   qui   concerne   les   crues   éclair,   très   peu   de   travaux   existent   sur  
O¶XWLOLVDWLRQGHO¶DSSUHQWLVVDJHVWDWLVWLTXH1RXVDYRQVGpMjFLWp>3,2752:6.<et  al.  2006]  
TXL Q¶HIIHFWXH SDV GH UpJXODULVDWLRQ >6&+0,7= et   al.  2008],   qui   effectue   la   prévision   des  
FUXHVGHODULYLqUH)UHLEHUJHU0XOGHDIIOXHQWHGHO¶(OEH(VWGHO¶$OOHPDJQHFRQVLGqUHTXH
les   réseaux   de   neurones   «  « VRQW SULVRQQLHUV GH OHXUV GRQQpHV G¶DSSUHQWLVVDJH  »   et  
FRQWRXUQH OH SUREOqPH GH OD PDXYDLVH JpQpUDOLVDWLRQ HQ SODoDQW GDQV O¶HQVHPEOH
G¶DSSUHQWLVVDJHO¶pYpQHPHQWOHSOXVLQWHQVHGHVDEDVe  de  données.  [SAHOO  et  al.  2006  a&b]  
effectue  la  prévision  de  crues  éclair  à  Hawaï  LOQ¶DSSOLTXHSDVGHPpWKRGHVGHUpJXODULVDWLRQ
mais   obtient   de   bons   résultats.  En   effet,   comme   la   prévision   est   réalisée   pour   de   très   petits  
bassins  versants  (2  ou  15  km2 LO\DYUDLVHPEODEOHPHQWSHXG¶HUUHXUG¶HVWLPDWLRQGDQV OHV
                                                                                                
11  Une  confusion  est  souvent  réalisée  entre  le  processus  étudié  et  le  prédicteur  associé.  Ainsi  
cet  article  ne  traite  que  de  prédicteurs  statiques,  mais  qui  identifient  un  processus  dynamique.  
Le  prédicteur  choisi  est  du  type  dirigé,  qui  comporte  en  entrée,  outre  les  entrées  exogènes,  la  
PHVXUHGHODVRUWLHGXSURFHVVXV/HSUpGLFWHXUXWLOLVpSDU&RXOLEDO\Q¶HVWGRQFSDVUpFXUUHQW  
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PHVXUHV GH SUpFLSLWDWLRQ GX IDLW GX SHX G¶KpWpURJpQpLWp VSDWLDOH HW OH UpVHDX GH QHXURQHV
V¶DMXVWHFRUUHFWHPHQWjODIRQFWLRQSOXLH-­GpELWHQO¶DEVHQFHGHEUXLW  
Enfin,   du   point   de   vue   hydrologique,   seul   le   bassin   versant   de   la   rivière  Freiberger  Mulde,  
étudiée   par   SCHMITZ   et   al.   est   comparable   au   bassin   versant   du   Gardon   par   ses   pentes  
moyennes  et  ses  dimensions  QpDQPRLQV OHVSUpFLSLWDWLRQV\VRQWPRLQVLQWHQVHV O¶LQWHQVLWp
du  phénomène  est  donc  moindre  même  si  les  dégâts  peuvent  y  être  également  catastrophiques.  
On   peut   noter   que   SCHMITZ   et   al.   WUDYDLOOHQW pJDOHPHQW HQ O¶DEVHQFH GH SUpYLVLRQ GH
pluie  car  les  phénomènes  météorologiques  opérant  en  montagne  sont  difficiles  à  prévoir.  Dans  
OHVGHX[FDVOHWHPSVGHUpSRQVHGXEDVVLQHWODIUpTXHQFHG¶pFKDQWLOORQQDJHGHVVLJQDX[VRQW
du  même  ordre  de  grandeur  (horaire).  
(QUpVXPpLODSSDUDvWTXHOHSUREOqPHGHO¶DSWLWXGHGHVSUpGLFWHXUVQHXURQDX[jJpQpUDOLVHU
est   largement   évoquée   dans   la   littérature   sur   la   prévision   des   crues,   mais   que   les   réponses  
DSSRUWpHV TXL VRQW SDUIRLV OD UHFRPPDQGDWLRQ G¶DEDQGRQQHU OHV WHFKQLTXHV VWDWLVWLTXHV QH
sont  pas  toujours  adéquates.  Pour  la  prévision  des  crues  éclair,  à  notre  connaissance,  aucune  
méthodologiHQ¶DGRQQpGHUpVXOWDWVHIILFDFHVVXUGHVSKpQRPqQHVDXVVLLQWHQVHVTXHFHX[GHV
EDVVLQVYHUVDQWVFpYHQROV/¶REMHWGHFHFKDSLWUHHVWGRQFGHPRQWUHUFRPPHQWO¶DSSOLFDWLRQ
G¶XQH SURFpGXUH ULJRXUHXVH GH FRQFHSWLRQ GH PRGqOH FRPSUHQDQW O¶RSWLPLVDWLRQ GH Oa  
FRPSOH[LWp OD VpOHFWLRQ GHV YDULDEOHV O¶LQWpJUDWLRQ GH PpWKRGHV GH UpJXODULVDWLRQ GXUDQW
O¶DSSUHQWLVVDJH HW XQH pYDOXDWLRQ VXU XQ HQVHPEOH GH WHVW UpHOOHPHQW LQGpSHQGDQW GH OD
FRQFHSWLRQGXPRGqOHFRQGXLWjGHVSUpYLVLRQVVDWLVIDLVDQWHVG¶pYpQHPHQWVextrêmes.  
III.2.2Modèle  de  prédicteur  proposé  
La   relation   pluie-­débit   étant   dynamique   et   non   linéaire,   le   choix   du   prédicteur   associé   est  
réalisé  comme  indiqué  au  chapitre  I,  en  section  I.4.  Le  prédicteur  choisi  doit  être  associé  à  un  
modèle   de   processus   postulé,   en   considérant   le  mode  d'action   des   perturbations.  Dans   cette  
étude,  les  deux  types  de  représentation  entrée-­VRUWLHDYHFOHVK\SRWKqVHVEUXLWG¶pWDWHWEUXLW
de   sortie   ont   été   testés,   en   évaluant   les   performances   de   leurs   prédicteurs   associés  :   le  
prédicteur  dirigé  et  non  dirigé.  
'HPDQLqUHDVVH]SUpYLVLEOHOHSUpGLFWHXUGLULJpFRUUHVSRQGDQWjO¶K\SRWKqVHEUXLWG¶pWDW  est  
apparu   comme   le   plus   performant   car   il   estime   la   sortie   du   processus   à   partir   des   valeurs  
précédentes  de  ce  dernier  :  cette  tâche  est  plus  simple  à  réaliser  que  celle  du  prédicteur  non-­
GLULJp TXL HVWLPH OD VRUWLH GX SURFHVVXV j SDUWLU GHV HVWLPDWLRQV HQWDFKpHV G¶HUUHXU GH VD
propre  sortie.  Nous  allons  donc  nous  attacher  à  présenter  la  démarche  et  les  résultats  obtenus  
avec   le   prédicteur   dirigé.   Les   représentations   du   modèle   postulé   et   du   prédicteur   associé,  
présentées   en   Figure   9   du   chapitre   I,   sont   reprises   ci-­dessous   afin   de   faciliter   la  
compréhension  du  lecteur.  
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1-­a  
  
  
  
1-­b  
Figure  15  :  Modèle  postulé  (1-­a)  de  la  relation  pluie-­débit,  et  prédicteur  neuronal  dirigé  (1-­b)  associé  à  
O¶K\SRWKqVHbruit  d¶pWDW  
Le   vecteur   des   entrées   exogènes   u(k j O¶LQVWDQW SUpVHQW k,   est   constitué   des   précipitations  
observées  sur  les  6  pluviomètres  installés  sur  le  bassin  versant  (chapitre  II.2),  sur  une  fenêtre  
temporelle   fT   qui   permet   donc   de   prendre   en   considération   les   précipitations   avec   un  
historique  de  profondeur  fT.  
Le   vecteur   des   sorties   observées   du   processus   yp(k)   est   également   appliqué   en   entrée   du  
prédicteur  avec  une  profondeur  temporelle  notée  r.    
La  relation  réalisée  par  le  prédicteur  est  donc  la  suivante  :  
51J         
S S
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où  :  
 hp  HVWO¶KRUL]RQGHSUpYLVLRQGXSUpGLFWHXU  
 yp(k+hpHVWODJUDQGHXUTXHO¶RQYHXWSUpGLUHPHVXUpHjO¶LQVWDQWk+hp,  
 u(k)  HVWOHYHFWHXUGHVYDULDEOHVH[RJqQHVjO¶LQVWDQWk.  
Le  réseau  de  neurones  choisi  pour  réaliser  la  fonction  g(k)  étant  un  perceptron  multicouches,  
le  prédicteur  avec  ses  entrées  peut  donc  être  représenté  comme  sur   la   Figure  16,  où  y(k+hp)  
est  la  sortie  estimée  par  le  prédicteur.  
  
  
  
Figure  16  :  Le  type  de  prédicteur  choisi.    
Les  entrées  exogènes  ui(k)  sont  appliquées  avec  un  historique  de  profondeur  fT  à  définir,  ainsi  que  les  valeurs  
observées  du  processus  avec  un  historique  de  profondeur  r.  
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III.3.1Dimensionnement  de  la  fenêtre  temporelle  de  pluie  fT  
La   variable   exogène   principale   du   prédicteur   est   la   variable   de   précipitation.   Nous   avons  
VRXOLJQpGDQV OHFKDSLWUH,, O¶LPSRUWDQFHGH O¶LQIormation  spatialisée  de  pluie,  et   justifié   le  
fait  que  celle-­ci  pouvait  être  prise  en  considération  au  moyen  de  6  pluviomètres  répartis  sur  le  
bassin  versant.  Comme  la  hauteur  (et  donc  le  débit)  à  un  instant  k  ne  dépend  pas  de  la  pluie  
qui  tombe  à  cet  instant  mais  de  celle  qui  est  tombée  aux  instants  précédents  (compte  tenu  de  
ODGXUpHGH O¶DFKHPLQHPHQWGH O¶HDX LOFRQYLHQWGHGpWHUPLQHU ODSURIRQGHXU  nécessaire  de  
O¶KLVWRULTXHGHs  pluies.  Cette  profondeur  est  représentée  par  la  fenêtre  temporelle  de  pluie  fT.  
/¶DMXVWHPHQWGH fT,   comme  pour   les  autres  variables,   sera   réalisé  au  moyen  de  méthodes  de  
sélection  de  variables.  
III.3.2Variables  supplémentaires  
III.3.2.a Cumul  de  pluie  
Nous   avons   rappelé,   dans   le   chapitre   I,   que   le   surajustement   du   réseau   de   neurones   est  
favorisé  SDUXQHWURSJUDQGHFRPSOH[LWpF¶HVW-­à-­GLUHXQQRPEUHH[FHVVLIGHSDUDPqWUHVF¶HVW
SRXUTXRLODGLPHQVLRQGHO¶KLVWRULTXHGHVSUpFLSLWDWLRQVVHUDFKRLVLHDXVVLIDLEOHTXHSRVVLEOH
1pDQPRLQV LO SRXUUDLW pJDOHPHQW rWUH XWLOH G¶DMRXWHU XQH LQIRUPDWLRQ VXr   le   cumul   des  
SUpFLSLWDWLRQVTXL WUDQVFULUDLW DORUVGHPDQLqUH WUqVFRPSDFWH O¶KLVWRULTXHREVHUYpGHSXLV OH
GpEXW GH O¶pYpQHPHQW*UDFH j FH FXPXO OHV YDULDEOHV FRPSRUWHQW DORUV XQH LQIRUPDWLRQ j
long  terme.  
Le  cumul  est  calculé  ainsi  :  

   
N
O
N S O   
où  p(lHVWOHFXPXOGHVSUpFLSLWDWLRQVWRPEpHVGXUDQWO¶LQWHUYDOOHGHWHPSVl.  
Au  niveau  hydrologique,  un  cumul  de  pluie  élevé  au  moment  du  pic  des  précipitations  peut  
laisser   présager   une   saturation   du   sol   importante  ;;   a   contrario,   un   cumul   de   pluie   faible  
LPSOLTXHUDLWTXHOHVROQ¶HVWSDVVDWXUp¬WLWUHG¶LOOXVWUDWLRQODFigure  17  SUpVHQWHO¶pYROXWLRQ
GXFXPXOGXSOXYLRPqWUHG¶$QGX]HSRXUO¶pYpQHPHQWGHVHSWHPEUH2QUHPDUTXHTXH
deux   fronts  pluvieux  se   sont  succédés  durant  cet  événement  :   le  premier  a  un  cumul  de  382  
mm,  avec  un  pic  de  52  mm  (sur  ½  heure),  et   le   second  apporte  un  autre  cumul  de  265  mm  
DYHFXQSLFGHPPVXUòKHXUH2QSHXWLPDJLQHUTXHORUVGHO¶DUULYpHGXVHFRQGIURQW
SOXYLHX[ O¶LQIRUPation  de   cumul   de  précipitations   issues  du   front  précédent  peut  être  utile.  
2QSHXWpJDOHPHQWQRWHUTX¶XQFXPXOpOHYpQ¶HVWSDVQpFHVVDLUHPHQWOLpjXQHLQWHQVLWpGHSLF
importante   HQ SDUWLFXOLHU GDQV OHV GHX[ H[HPSOHV SUpFpGHQWV O¶LQWHQVLWp GX SUHPLHU front  
pluvieux,  plus  faible  que  celle  du  second  front,  conduit  néanmoins  à  un  cumul  plus  important  
pour  le  premier  front  pluvieux  que  pour  le  second.  
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Figure  17  (YROXWLRQGXFXPXOGHVSUpFLSLWDWLRQVGHO¶pYpQHPHQWGHVHSWHPEUH002  à  Anduze  
Le  cumul  des  précipitations  est  tracé  en  ordonnées  positives  (échelle  de  gauche)  tandis  que  les  précipitations  sont  
en  ordonnées  inversées  (échelle  de  droite),  échantillonnées  à  la  demi-­heure.  
  
Les  méthodes  de  sélection  de  variable  qui  seront  décrites  dans  la  section  III.5  ont  néanmoins  
GpPRQWUpTXHODYDULDEOHFXPXOQ¶pWDLWSDVQpFHVVDLUHDXERQIRQFWLRQQHPHQWGXSUpGLFWHXU  
III.3.2.b Humidité  des  sols  
/¶KXPLGLWpGHVVROVUHSUpVHQWH O¶pWDWK\GULTXH  du  sol  ;;  eOOHDIIHFWHGLUHFWHPHQW O¶pYDSRUDWLRQ
réelle,   la   répartition   de   la   pluie   entre   infiltration   et   ruissellement,   et   la   percolation   vers   les  
couches  de  sol  profondes.  Cette  information  est   importante  dans   les  modèles  hydrologiques,  
HW QRXV DYRQV YX DX FKDSLWUH ,, TX¶HOOH HVW HVWLPpH FRPPH HVVHQWLHOOH SRXr   le   modèle  
TOPMODEL  :   son   importance   est   classée   juste   après   celle   de   la   spatialisation   des  
précipitations.    
/¶KXPLGLWpGHVVROVGRQWQRXVGLVSRVRQVpour  cette  étude  (base  de  données  BVNE)  provient  
du  modèle  ISBA,  «Interaction  Sol  Biosphère  Atmosphère  ».  ISBA  a  été  développé  dans  le  but  
GHVLPXOHUOHVpFKDQJHVG¶HDXHWG¶pQHUJLHHQWUHOHVROODYpJpWDWLRQHWOHVEDVVHVFRXFKHVGH
O¶DWPRVSKqUH3RXUpWDEOLUVRQELODQK\GULTXH,6%$FDOFXOHSOXVLHXUVJUDQGHXUVWHOOHVTXHOD
TXDQWLWpG¶HDXLQWHUFHSWpHSDUOD  YpJpWDWLRQ O¶pTXLYDOHQWHQHDXGXPDQWHDXQHLJHX[WRWDO OD
TXDQWLWpG¶HDXSUpVHQWHGDQVOHVRODLQVLTXHOHVIOX[G¶HDXUXLVVHOpHGUDLQpHpYDSRUpHSDUOD
VXUIDFHGXVROQXG¶XQHSDUWHWSDUODYpJpWDWLRQG¶DXWUHSDUW/¶KXPLGLWpGHVVROVIRXUQLHSDr  
ISBA  est  une  information  journalière.  Sa  dynamique  est  peu,  voire  non  adaptée  à  la  prévision  
des  FUXHVpFODLUTXLSUpVHQWHQWGHVWHPSVGHPRQWpHHQFUXHELHQSOXVUDSLGHVGHO¶RUGUHGH
heures.   $LQVL O¶pYROXWLRQ GH O¶KXPLGLWp GHV VROV HVWLPpH SDU ,6%$   est   représentée   sur   la  
Figure  18  pour   le  mois  de   septembre  2002  :  on   peut  noter  que,  du   fait  de   son  actualisation  
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MRXUQDOLqUH FHWWH KXPLGLWp DXJPHQWH EUXVTXHPHQW j PLQXLW VDQV UHODWLRQ DYHF O¶KXPLGLWp
réelle  des  sols.    
  
Figure  18  +XPLGLWp,6%$ORUVGHO¶pYpQHPHQWGHVHSWHPEUH  
2QSHXWQRWHUVXUOD)LJXUHTXHO¶KXPLGLWpDXJPHQWHEUXWDOHPHQWHQWUHles  jours  8  et  9,  c'est-­à-­dire  entre  le  8  et  le  
VHSWHPEUH&HVDXWQ¶HVWpYLGHPPHQWSDVFRQIRUPH  jO¶pYROXWLRQUpHOOHGHO¶KXPLGLWpGDQVOHVVROV  
  
La  méthode  que  nous  présenterons  dans  la  section  III.6.1.2  a  mis  en  évidence  le  fait  que  cette  
YDULDEOHQHSHUPHWSDVG¶DPpOLRUHUODprévision  des  crues.  Deux  explications  sont  proposées  à  
ce  résultat  :    
o G¶XQHSDUW ODPDXYDLVHDGpTXDWLRQGH O¶pFKDQWLOORQQDJH,6%$DYHF ODG\QDPLTXHGHV
FUXHVTXHQRXVYHQRQVG¶LOOXVWUHUHQFRPPHQWDLUHGHODILJXUHSUpFpGHQWH  
o G¶DXWUHSDUW ORUVTXH OHSUpGLFWHXUHVWGX W\SHGLULJpFRPPHUHSUpVHQWp VXU OD Figure  
16 OHV pYROXWLRQV PHVXUpHV GH OD KDXWHXU G¶HDX WLHQQHQW GpMj FRPSWH GH O¶KXPLGLWp
UpHOOH GX VRO  OH UpVHDX D GRQF GpMj O¶LQIRUPDWLRQ VRXV IRUPH LPSOLFLWH GDQV OHV
variables.  
Cette  variable  ne  sera  donc  pas  conservée  pour  effectuer  la  prévision.  
 
III.4.1Application  de  la  validation  croisée  
III.4.1.a Rappel  de  la  méthode  
/D YDOLGDWLRQ FURLVpH SUpVHQWpH GDQV OD VHFWLRQ , SHUPHW G¶HVWLPHU O¶HUUHXU GH
généralisation  du  modèle  HOOHRSqUHjSDUWLUGHO¶HQVHPEOHGHYDlidation,  et  il  est  possible  de  
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VpOHFWLRQQHUODFRPSOH[LWpGXUpVHDXjO¶DLGHGXVFRUHGHYDOLGDWLRQFURLVpH5DSSHORQVTXHFH
dernier  est  défini  par  :  
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où  :  
 Ep  est  le  sous-­ensemble  d¶H[HPSOHs  numéro  p  (p  =  1  à  D)  comportant  Np  exemples12,  
 Jp   est   la   fonction   de   coût   calculée   sur   le   sous-­ensemble   Ep,   en   général   O¶HUUHXU
qXDGUDWLTXH PR\HQQH PLQLPDOH VXU O¶HQVHPEOH GH YDOLGDWLRQ HQ IDLVDQW YDULHU
l¶LQLWLDOLVDWLRQGHVSDUDPqWUHVGXUpVHDX,  
 ym   et   y(xm,w)   sont   les   valeurs   mesurée   et   estimée   de   la   grandeur   à   prédire,   pour   le  
sous-­ensemble  de  validation  m.  
Il  est  également  possible  de  calculer  le  score  de  validation  croisée  en  prenant  en  considération  
G¶DXWUHV FULWqUHV TXH O¶HUUHXU TXDGUDWLTXH HQ SDUWLFulier   à   partir   du   coefficient   de  
détermination  et  du  critère  de  persistance.    
Pour  le  critère  de  persistance,  on  définit  le  score  de  validation  croisée  par  :  

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où  Cp  est  le  critère  de  persistance  calculé  sur  le  sous-­ensemble  de  validation  Ep.  
Pour  le  critère  de  Nash  :  
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où  R2(Ep)  est  le  coefficient  de  détermination  calculé  sur  le  sous-­ensemble  de  validation  Ep.  
Dans  le  chapitre  I,  nous  avons  présenté  la  validation  croisée  comme  méthode  de  régularisation  
passive  utilisée  pour  sélectionner  la  complexité  du  réseau.  À  cette  fin,  elle  sera  utilisée  pour  
effectuer  la  sélection  des  variables  et  ajuster  le  nombre  de  neurones  cachés  du  prédicteur.  Sont  
ainsi  déterminés  par  validation  croisée  :  
o la  profondeur  fT  de  O¶KLVWRULTXHGHSOXLHV  
o le  nombre  r  G¶REVHUYDWLRQVSUpFpGHQWHVGHODVRUWLHGX  processus,  
o le  nombre  Nc  de  neurones  cachés,    
                                                                                                
12  (Q JpQpUDO ORUVTXH O¶RQ DSSOLTXH OD YDOLGDWLRQ FURLVpH OHV HQVHPEOHV GH YDOLGDWLRQ VRQW
définis  de  tailles  identiques.  Dans  cette  application  comme  les  sous-­ensembles  de  validations  
sont  des  événements  pluvieux  ils  ont  des  tailles  différentes,   il  est  donc  nécessaire  de  réduire  
FKDTXHHUUHXUSDUODWDLOOHGHO¶pFKDQWLOORQREVHUYp  
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o O¶LQLWLDOLVDWLRQGHVSDUDPqWUHV,  
o O¶RSSRUWXQLWpGHO¶DMRXWGHVYDULDEOHVFXPXOHWKXPLGLWp.    
Pour  alléger   la   lecture  de  ce  manuscrit,   ORUVTXH OD VpOHFWLRQGH O¶HQVHPEOHGHFHVJUDQGHXUV
sera  effectuée,  nous  parlerons  de  la  sélection  du  modèle   ORUVTXHODVpOHFWLRQG¶XQHVHXOHGH
ces   grandeurs   sera   envisagée,   nous   préciserons   quelle   sélection   est   en   cours   (par   exemple  
sélection  de  la  complexité  pour  le  choix  du  nombre  de  neurones  cachés).  
8QH IRLV ODYDOLGDWLRQFURLVpHHIIHFWXpHHW OHPRGqOHFKRLVL O¶DSSUHQWLVVDJHHVW UpDOLVpDYHF
WRXV OHV pYpQHPHQWV VXU OHVTXHOV V¶HVW GpURXOpH OD YDOLGDWLRQ FURLVpH   O¶HVWLPDWLRQ GH OD
généralisation  est  réalisée  ensuite.    
Notons   que   la   validation   croisée   est   appliquée   sur   la   base   de   données   comportant   13  
événements  sur   les  15  disponibles  ;;  en  effet,   les  crues  de  septembre  2000  (événement  13)  et  
de   septembre   2002   (événement   19)   ne   sont   jamais   présentées   en   apprentissage   ou   en  
validation,   afin   de   pouvoir   établir   des   comparaisons   homogènes   en   fonction   des   différentes  
PpWKRGHV SURSRVpHV /¶pYpQHPHQW GH VHSWHPEUH  VHUD V\VWpPDWLTXHPHQW XWLOLVp SRXU
évaluer   la   généralisation   sur   un   ensemble   indépendant  de   O¶HQVHPEOH G¶DSSUHQWLVVDJH 
O¶pYpQHPHQWGHVHSWHPEUHVHUDXWLOLVpSDUODVXLWHFRPPHHQVHPEOHG¶DUUrW.    
/µDSSUHQWLVVDJHHVWHIIHFWXpSDUFDOFXOGXJUDGLHQWSDUO¶DOJRULWKPHGHUpWURSURSDJDWLRQSXLV
RSWLPLVDWLRQ GH OD IRQFWLRQ GH FRW j O¶DLGH GX JUDGLHQW DLQVL FDOFXOp SDU O¶DOJRULWKPH GH
Levenberg-­Marquardt   dont   le   principe   a   été   présenté   au   chapitre   I,   et   qui   est   exposé   en  
Annexe   A.   Compte   tenu   de   la   taille   de   la   base   de   données   disponible,   cet   algorithme   est  
généralement  considéré   comme   le  plus   HIILFDFHGHVDOJRULWKPHVG¶RSWLPLVDWLRQFRQQXVjFH
jour.  
Sans   autre   méthode   de   régularisation,   lD ILQ GH FKDFXQH GHV SKDVHV G¶DSSUHQWLVVDJH HVW
déterminée  par  un  nombre  maximal  de  présentations  soit  50  itérations.    
Nous  effectuons  100  initialisations  des  paramètres  en  raison  de  la  grande  variabilité  observée  
en  fonction  de  cette  dernière.    
III.4.1.b Exemple  :  sélection  de  la  complexité  
Le  score  minimum  SRXUWRXWHVOHVLQLWLDOLVDWLRQVGHO¶HUUHXUTXDGUDWLTXHPR\HQQHest  reporté  
en  fonction  du  nombre  de  neurones  cachés  Nc.  De  manière  classique,  nous  avons  procédé  par  
augmentation  progressive  de  la  complexité  du  modèle.  Le  modèle  le  plus  simple  est  le  modèle  
OLQpDLUH LOHVWFRQVWLWXpG¶XQVHXOQHXURQH OLQpDLUH  ;;   il  est  reporté  sur   la  Figure  19  comme   le  
modèle  à  0  neurone  caché.  Ensuite  le  nombre  de  neurones  cachés,  variant  de  1  à  7  est  reporté  
dans  les  graphes  de  la  Figure  19.    
Nous  remarquons  sur  la  Figure  19  TXHTXHOTXHVRLWO¶KRUL]RQGH  SUpYLVLRQO¶LQWURGXFWLRQGX
premier  neurone  caché  améliore  le  VFRUHGHO¶HUUHXUTXDGUDWLTXHPR\HQQHpar  rapport  à  celui  
du  réseau   linéaire  ;;  ceci  signifie  que   la  relation  que  nous  cherchons  à   identifier  est  bien  non  
linéaire.    
Au-­delà   de   4   neurones   cachés,   les   scores   se   dégradent   nettement  ;;   nous   avons   choisi   7  
neurones  cachés  comme  complexité  maximale.  
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hp=0,5  h  
  
hp=1  h  
  
hp=2  h  
  
hp=3  h  
  
hp=4  h  
  
hp=5  h  
Figure  19  (YROXWLRQGXVFRUHPLQLPXPGHO¶HUUHXUTXDGUDWLTXHPR\HQne  pour  chaque  horizon  de  
prévision.  
III.4.1.c Meilleurs  prédicteurs  obtenus  
Le  Tableau  5  présente,  de  manière  synthétique,  les  résultats  obtenus.  
/¶KRUL]RQ GH SUpYLVLRQ hp,   exprimé   en   heures,   représente   O¶LQWHUYDOOH GH WHPSV,   à   partir   de  
l¶LQVWDQWFRXUDQWk,  au-­delà  duquel  on  cherche  une  estimation  de  la  sortie  du  processus.  
Pour  chacun  des  critères  et  suivant   les  100   initialisations  différentes,  nous  avons  calculé  :   le  
VFRUHPLQLPXPOHVFRUHPR\HQO¶pFDUW-­type  du  score  et  le  score  médian.    
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Horizon   de   prévision   hp  
(heures)  
0,5   1   2   3   4   5  
Fenêtre  temporelle  fT  (heures)   2,5   3   3   2   0,5   0,5  
Nombre  de  neurones  cachés  Nc   2   2   2   1   4   2  
Retard  r  sur  yp   2   2   2   2   2   2  
Er
re
ur
  Q
ua
dr
at
iq
ue
  
M
oy
en
ne
  E
Q
M
   Score  minimum  (x10-­2)   0,9   1,72   2,84   3,66   4,22   5,22  
Score  moyen  (x10-­2)   1,61   2,24   4,62   3,97   4,98   5,66  
ET  (score)  (x10-­2)   4,03   1,07   8,52   0,84   0,87   0,22  
Score  médian  (x10-­2)   1,08   2,01   3,22   3,68   4,84   5,64  
C
rit
èr
e  
de
  h
au
te
ur
  
C h
  
Score  maximum   0,95   0,93   0,88   0,85   0,82   0,78  
Score  moyen   0,94   0,90   0,85   0,84   0,80   0,76  
ET  (score)  (x10-­2)   0,9   1   1   2,42   1,24   0,86  
Score  médian   0,94   0,91   0,85   0,85   0,80   0,76  
Tableau  5  :  Meilleurs  modèles  issus  de  la  validation  croisée  seule  
  
En   regardant   les   valeurs   des   écarts-­W\SHV RQ SHXW WRXW G¶DERUd   noter   sur   le   Tableau   5   une  
grande   variabilité   des   valeurs   GH O¶HUUHXU TXDGUDWLTXH HW GH KDXWHXU   en   fonction   de  
O¶LQLWLDOLVDWLRQ.  /¶pFDUWW\SHSHXWPrPHrWUHVXSpULHXUjODYDOHXUPR\HQQHFHTXLV¶H[SOLTXH
par  une  distribution  GHVYDOHXUVWUqVDV\PpWULTXHHQ O¶RFFXUUHQFHDYHFTXHOTXHVYDOHXUVWUqV
élevées.   Pour   obtenir   une   bonne   erreur   quadratique,   il   est   donc   primordial   d¶LQLWLDOLVHU OHV
paramètres  du  réseau  convenablement.    
Le   Tableau   5   SHUPHW G¶REWHnir   les   meilleures   configurations   du   prédicteur   pour   chaque  
horizon  de  prévision  RQSRXUUDUHPDUTXHUTXHO¶KLVWRULTXHGHVSUpFLSLWDWLRQVGLPLQXHORUVTXH
O¶KRUL]RQGHSUpYLVLRQDXJPHQWH  ;;  on  pourrait  même  y  relever  une  relation  approximative  du  
type   fT=5,5-­hp TXL VLJQLILHUDLW TXH O¶LQIRUPDWLRQ GHV SUpFLSLWDWLRQV D XQH LQIOXHQFH VXU OD
KDXWHXUG¶HDXSHQGDQWXQHGXUpHPD[LPDOHGHKHXUHV  
Le   nombre  de   neurones  cachés  est  égal  en  général   à  2,  mais   varie  entre  1  et  4.  Lorsque  ce  
dernier   est   égal   à   1,   on   peut   se   poser   la   question   de   la   linéarité   de   la   relation   pluie-­débit  
prédite  ;;  nous  verrons  dans  la  suite  que  le  réseau  multicouche  est  bien  nécessaire,  car  le  réseau  
possédant  un  seul  neurone  linéaire  a  également  été  évalué,  et  se  révèle  insuffisant.  
Le  noPEUHG¶HQWUpHVGHKDXWHXUPHVXUpHHVWWRXMRXUVpJDOj  :  ceci  signifie  que  le  prédicteur  
DEHVRLQGHVPHVXUHVGHKDXWHXUVDX[GHX[LQVWDQWVSUpFpGHQWVO¶LQVWDQWDFWXHO k.  A  partir  de  
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celles-­ci,   le  prédicteur  peut  déduire  la  vitesse  de  variation  de  hauteur  DILQSDUH[HPSOHG¶HQ
H[WUDLUHO¶KXPLGLWpGXVRO  
III.4.1.d Test  sur  la  crue  de  septembre  2002  
8QH IRLV OHV PHLOOHXUV PRGqOHV VpOHFWLRQQpV HW O¶DSSUHQWLVVDJH UpDOLVp LO HVW QpFHVVDLUH
G¶pYDOXHU OD JpQpUDOLVDWLRQ VXU XQ pYpQHPHQW LQGpSHQGDQW &RPPH QRXV O¶DYRQV Lndiqué  
SUpFpGHPPHQWO¶pYpQHPHQWGHVHSWHPEUHDpWpPLVGHF{WpjFHWWHILQ  
Compte   tenu   des   éléments   de   bibliographie   présentés   au   début   de   ce   chapitre,   il   est  
SDUWLFXOLqUHPHQW DPELWLHX[ GH WHVWHU OHV SHUIRUPDQFHV GX SUpGLFWHXU VXU O¶pYpQHPHQW GH
VHSWHPEUHTXLHVWO¶pYpQHPHQWOHSOXVLQWHQVHGHODEDVHGHGRQQpHV(QHIIHWVDKDXWHXU
maximale  (9,6  m)  est  de  50%  supérieure  à  celle  du  second  événement  le  plus   intense  :  celui  
G¶RFWREUHP1pDQPRLQVFRPSWHWHQXGHVSHUWHVKXPDLQHVHWdes  dégâts  matériels  
RFFDVLRQQpVSDUO¶pYpQHPHQWGHLOQRXVDSDUXTXHOHYpULWDEOHHQMHXGHFHWWHpWXGHHVW
bien  de  prévoir  cet  événement  majeur  F¶HVWSRXUTXRLQRXVO¶DYRQVFKRLVLFRPPHpYpQHPHQW
de  test.  
Pour   chaque   horizon   de   prévision,   les   limnigrammes   prévus   sont   reportés   sur   la   Figure   20  
pour  chacune  des  meilleures  configurations  (indiquées  dans  le  Tableau  5).    
Par  une  analyse  visuelle,  nous  pouvons  noter  que  ces  prévisions   sont  peu  satisfaisantes.  Les  
pics  de  crue  prévus  QHVXLYHQWSDVGXWRXWOHVREVHUYDWLRQV¬XQKRUL]RQG¶XQHGHPL-­heure,  la  
prévision  sous-­estime  de  près  de  40%   le  pic  de   la  crue,   WDQGLVTX¶jXQHKHXUHG¶KRUL]RQGH
SUpYLVLRQODSUpYLVLRQQ¶HVWSOXVV\QFKURQLVpHDYHFO¶REVHrvation.    
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hp=0.5h  
  
hp=1h  
  
hp=2h  
  
hp=3h  
Figure  20  :  Limnigrammes  de  test  avec  la  validation  croisée  seule  
Les  précipitations  moyennes  observées  sur  le  bassin  versant  (moyenne  calculée  sur  les  6  pluviomètres)  sont  
tracées  en  ordonnée  inversée  (échelle  de  droite)  ODKDXWHXUG¶HDXj$QGX]HHVWWUDFpHHQRUGRQQpHSRVLWLYH
(échelle  de  gauche)  ;;  la  courbe  en  trait  plein  est  la  hauteur  mesurée  et  la  courbe  en  pointillés  la  hauteur  estimée  
par  le  prédicteur.  
  
Aux  horizons  de  prévisLRQORLQWDLQVF¶HVW-­à-­dire  à  partir  de  deux  heures  et  plus,  on  note  une  
saturation   autour   de   6   m   de   hauteur 2U  P GH KDXWHXU G¶HDX est   approximativement   la  
hauteur  atteinte  par  le  second  événement  le  plus  intense,  celui  G¶RFWREUH&HWpYpQHPHQW
est  SUpVHQWp DX UpVHDX ORUV GH O¶apprentissage  ;;   ainsi,   nous   pouvons   supposer   que,   sans   une  
méthode   de   régularisation   supplémentaire,   le   réseau   de   neurones   ne   serait   pas   capable   de  
généraliser  au-­GHOjGHVYDOHXUVTX¶LODUHQFRQWUpHVHQSKDVHG¶DSSUHQWLVVDJH  
De  manière  plus  synthétique,  les  valeurs  des  critères  de  qualité  pour  les  différents  horizons  de  
prévision  sont  reportées  dans  le  Tableau  6.    
Les  valeurs  négatives  du  critère  de  persistance  présentes  dans  le  Tableau  ci-­dessous  signifient  
que  les  limnigrammes  prévus  sont  plus  mauvais  que  la  prévision  naïve  (cette  dernière  suppose  
que  la  hauteur  ne  change  pas  entre  la  valeur  actuelle  et  la  valeur  prédite).  Ainsi,  en  moyenne,  
la  prévision  naïve  serait  plus  fiable  que  la  prévision  par  le  prédicteur  ainsi  réalisé  !    
En  revanche,  les  coefficients  de  détermination  R2  (critère  de  Nash)  aux  différents  horizons  de  
prévision  semblent  corrects,  même  pour  les  2  premiers  horizons  de  prévision,  à  savoir  0,5  h  et  
1  h.  CHWWHREVHUYDWLRQDSSDUHPPHQWFRQWUDGLFWRLUHDYHFO¶DQDO\VHSUpFpGHQWHGHVFRHIILFLHQWV
de  persistance,   illustre  bien   le  défaut  du  critère  de  Nash  que  nous  avons  souligné   lors  de  sa  
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présentation   FRPPH FH FULWqUH HVW IRQGp VXU O¶HUUHXU TXDGUDWLTXHPR\HQQH,   une   translation  
horizontale   faible   de   la   courbe   prévue13,   ou   quelques   erreurs   localisées,   peuvent   ne   pas  
LQIOXHQFHUEHDXFRXSVDYDOHXU2QREWLHQWDORUVGHVYDOHXUVVDWLVIDLVDQWHVDORUVTXHO¶DQDO\VH
visuelle  de  la  prévision  est  très  médiocre  ;;  on  peut  nRWHUTXHO¶LQYHUVHHVWpJDOHPHQWSRVVLEOH.    
Les  critères  de  hauteur  viennent  confirmer  la  constatation  visuelle  faite  sur  les  limnigrammes  
prévus.  Sur  les  différents  horizons  de  prévision,  on  peut  noter  que  les  prévisions  atteignent  en  
moyenne  seulement  63%  des  pics  observés.    
En   conclusion,   ces   résultats,   obtenus   sans   application   de   méthodes   de   régularisation,   sont  
médiocres   et   nous   nous   proposons   de   les   améliorer   en   appliquant   des   méthodes   de  
régularisation  actives  présentées  dans  le  chapitre  I.    
  
Horizon  de  prévision  
hp  (heures)  
0,5  h   1  h   2  h   3  h   4  h   5  h   Moyenne  
Nc   2   2   2   1   4   2   2  
Critères  de  
Persistance  Cp  
-­1,74   -­1,85   0,47   0,60   0,37   0,49   -­0,28  
R2  (Critère  de  Nash)   0,88   0,55   0,77   0,74   0,42   0,32   0,61  
Critère  de  hauteur  Ch   0,74   0,65   0,65   0,69   0,54   0,49   0,63  
Tableau  6:  Critères  de  qualité  de  la  prévision  avec  la  validation  croisée  seule  
  
 
III.5.1Régularisation  par  arrêt  précoce  
III.5.1.a Définition  GHO¶HQVHPEOHG¶DUUrW  
/RUVTXH O¶DUUrW SUpFRFH HVW XWLOLVp VHFWLRQ ,E LO IDXW GpILQLU XQ HQVHPEOH G¶DUUrW VXU
OHTXHO O¶HUUHXUTXDGUDWLTXHHVWHVWLPpHGXUDQW OD SKDVHG¶DSSUHQWLVVDJH  ;;   lorsque  cette  erreur  
DWWHLQWVRQPLQLPXPO¶DSSUHQWLVVDJHHVWDUUrWpDILQG¶pYLWHUOHVXUDMXVWHPHQW  
Lorsque   la   base   des   exemples   est   très   étendue,   on   choisit   habituellement   un   ensemble  
G¶H[HPSOHV GH PDQLqUH DOpDWRLUH DILQ GH FRQVWLWXHU XQ HQVHPEOH G¶DUUrW TXL UHSUpVHQWH
VWDWLVWLTXHPHQWOHPrPHFRPSRUWHPHQWTXHO¶HQVHPEOHFRPSOHWGHODEDVHGHVH[HPSOHV2U
pour  la  prévisLRQGHVFUXHVGX*DUGRQFRPPHQRXVO¶DYRQVVRXOLJQpDXFKDSLWUH,,QRXVQH
                                                                                                
13  $WLWUHG¶LOOXVWUDWLRQFRPPHLQGLTXpDXFKDSLWre  II,  nous  proposons  en  Annexe  F  le  calcul  
des  coefficients  de  détermination  de  la  prévision  naïve  ;;  cette  prévision,  qui  ne  présente  aucun  
intérêt  pour  le  prévisionniste,  conduit  néanmoins  à  des  coefficients  de  détermination  élevés  !  
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disposons   que   de   15   événements   de   crues   O¶DIIHFWDWLRQ DOpDWRLUH GH TXHOTXHV pYpQHPHQWV
GDQVXQHQVHPEOHG¶DUUrWQ¶HVWGRQFSDVHQYLVDJHDEOH&¶HVWSRXUFHWWHUDLVRQTXHQRXVDYRns  
défini   la   typologie   présentée   au   chapitre   II   (section   II.5.3.c)  ;;   elle   propose   de   considérer   3  
caractéristiques  permettant  de  définir  8  classes  :  les  événements  intenses,  longs,  ou  possédant  
plusieurs  pics.  
Ainsi,  parmi  toutes  celles  qui  étaient  possiblHV WURLV IDoRQVGHFRQVWLWXHU O¶HQVHPEOHG¶DUUrW
nous  ont  paru  logiques  et  ont  été  étudiées  :  
o HQVHPEOH G¶DUUrW ©  complexe  ª /¶HQVHPEOH G¶DUUrW SRXU UHSUpVHQWHU O¶HQVHPEOH GHV
comportements   possibles,   est   constitué   à   partir   des   classes  :   il   doit   comporter   un  
UHSUpVHQWDQW GH FKDFXQH GHV FODVVHV ,O DSSDUDvW LPPpGLDWHPHQW TXH FHFL Q¶HVW SDV
envisageable  car  il  y  a  8  classes  et  seulement  15  événements  ;;  on  ne  peut  pas  utiliser  la  
PRLWLp GHV pYpQHPHQWV FRPPH HQVHPEOH G¶DUUrW $ GpIDXW O¶HQVHPEOH G¶DUUrW HVW
constitué   avec   un   représentant   de   chacune   des   caractéristiques   (intense,   long,  multi-­
pic).    
o O¶HQVHPEOHG¶DUUrWHW O¶HQVHPEOHGHYDOLGDWLRQVRQW LGHQWLTXHV/¶HQVHPEOHG¶DUUrWQH
FRPSRUWHTX¶XQpYpQHPHQWPDLV WRXV VRQWXWLOLVpV VXFFHVVLYHPHQWDILQGHGpILQir   le  
PHLOOHXUPRGqOHPR\HQ&HFLHVWIDLWHQHIIHFWXDQWO¶DUUrWVXUO¶HQVHPEOHXWLOLVpSRXUOD
validation,  lorsque  la  validation  croisée  est  utilisée.  
o HQVHPEOH G¶DUUrW ©  simple  ».   L¶HQVHPEOH G¶DUUrW QH FRPSRUWH TX¶XQ pYpQHPHQW
toujours  le  même,  représentatif  du  comportement  moyen  de  la  base  des  exemples.    
III.5.1.b (QVHPEOHG¶DUUrW©  complexe  »  
LRUVTXH O¶HQVHPEOH G¶DUUrW HVW FRQVWLWXp j SDUWLU GHV FODVVHV GH PDQLqUH j SUHQGUH HQ
considération  un  comportement  «  complexe  »QRXVDIIHFWRQVjO¶HQVHPEOHG¶DUUrWWURLVFrues  
aux   caractéristiques   différentes  :   une   crue   intense,   une   crue   à   plusieurs   pics   et   une   crue   de  
longue  durée.  
'H QRPEUHXVHV FRPELQDLVRQV G¶pYpQHPHQWV RQW pWp HVVD\pHV PDLV FRPPH QRXV DOORQV
O¶LOOXVWUHU VXU O¶H[HPSOH VXLYDQW LO DSSDUDvW TXH OD IRQFWLRQ   demandée   au   réseau   est   trop  
FRPSOH[H(QHIIHWSRXUWURXYHUXQFRPSURPLVHQWUHOHVWURLVW\SHVGHFUXHVO¶DSSUHQWLVVDJH
GXUH ORQJWHPSV HW O¶DUUrW Q¶HVW GpFOHQFKp TX¶DSUqV  RX  SUpVHQWDWLRQV GH O¶HQVHPEOH
G¶DSSUHQWLVVDJH &HFL HVW FRQWUDGLFWRLUH DYHF O¶REMHW GH OD PpWKRGH   DUUrWHU O¶DSSUHQWLVVDJH
assez  tôt  pour  éviter  le  surajustement.    
Sur   la   Figure   21 QRXV DYRQV UHSUpVHQWp OD SUpYLVLRQ HIIHFWXpH VXU XQ HQVHPEOH G¶DUUrW
SDUWLFXOLHU,FLO¶HQVHPEOHG¶DUUrWHVWFRQVWLWXpGHs  3  événements  suivants  :  
o pYpQHPHQWG¶RFWREUH  :  intense  (0-­38  h  de  la  Figure  21),  
o événement  8  de  novembre  1996  :  multi-­pic  (39-­120  h  de  la  Figure  21),  
o événement  120  du  12-­14  novembre  2000  :  long  (121-­188  h  de  la  Figure  21).  
/¶DSSUHQWLVVDJH HVW DORUV UpDOLVp VXU WRXV OHV DXWUHV pYpQHPHQWV GH OD EDVH KRUPLV
O¶pYpQHPHQWGHVHSWHPEUH5LJRXUHXVHPHQWRQQHSHXWSDVPHVXUHUOHVSHUIRUPDQFHVGH
généralisation  sur  un  ensemblHWHOTXH O¶HQVHPEOHG¶DUUrWSXLVTXHFHGHUQLHUHVWXWLOLVpSRXU
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DUUrWHUO¶DSSUHQWLVVDJH  LOHVWQpDQPRLQVLQWpUHVVDQWG¶REVHUYHUOHFRPSRUWHPHQWGXSUpGLFWHXU
sur  cet  ensemble14.  
Ainsi,   sur   la   Figure   21,   il   apparaît   que,   pour   un   horizon   de   prévision   de   2   heures,   les  
limnigrammes  prévus  sont  excellents  :  le  coefficient  de  détermination  est  très  élevé  (0,93),  et  
le  critère  de   hauteur  atteint  0,85  de  moyenne   sur   tous   les  pics.  Le   critère  de  persistance  est  
positif   (0,64)  ;;   de   plus,   les   pics   observés   et   simulés   sont   synchrones,   et   les   erreurs  
G¶DQWLFLSDWLRQ VH SURGXLVHQW VXUWRXW ORUV GH OD GpFUXH FH TXL HVW PRLQV JrQDQW SRXU OHV
prévisionnistes.  
  
Figure  21  3UpYLVLRQVXUO¶HQVHPEOHG¶DUUrWFRQVWLWXpGHpYpnements  (hp=2h)  
Les  précipitations  moyennes  observées  sur  le  bassin  versant  (moyenne  calculée  sur  les  6  pluviomètres)  sont  
tracées  en  ordonnée  inversée  (échelle  de  droite)  ODKDXWHXUG¶HDXj$QGX]HHVWWUDFpHHQRUGRQQpHSRVLWLYH
(échelle  de  gauche)  ;;  la  courbe  en  trait  plein  est  la  hauteur  mesurée  et  la  courbe  en  pointillés  la  hauteur  estimée  
par  le  prédicteur.  
  
'DQVFHWWHFRQILJXUDWLRQOHWHVWVXUO¶pYpQHPHQWGHFRQGXLWjGHVUpVXOWDWVH[WUrPHPHQW
médiocres  (R2  =  -­0,57,  Cp  =  -­2,76  et  Ch  quasiment  nul)  :  le  réseau  est  incapable  de  généraliser  
correctement  (Figure  22/HFKRL[G¶XQHQVHPEOHG¶DUUrWFRPSOH[HFRQGXLWYLVLEOHPHQWjXQ
surajustement  du  réseau.    
'HPDQLqUHpYLGHQWHOHVSHUIRUPDQFHVREVHUYpHVVXUO¶HQVHPEOHG¶DUrêt  sont  bonnes  alors  que  
FHOOHVREVHUYpHVVXUO¶HQVHPEOHGHWHVWVRQWPDXYDLVHV  :  on  ne  peut  donc  évaluer  correctement  
ODJpQpUDOLVDWLRQVXUO¶HQVHPEOHG¶DUUrW  ;;  le  réseau  effectue  une  spécialisation  très  forte  par  
UDSSRUWjO¶HQVHPEOHG¶DUUrW.    
  
                                                                                                
14  /RUVTXH O¶DUUrWSUpFRFHHVWXWLOLVp O¶HVWLPDWLRQGH ODJpQpUDOLVDWLRQVXU O¶HQVHPEOHG¶DUUrW
est  pourtant  ce  qui  est  réalisé  dans  la  majorité  des  publications  en  hydrologie.  
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Figure  22  *pQpUDOLVDWLRQjO¶KRUL]RQKSRXUO¶pYpQHPHQWGHVHSWHPEUH  
Les  précipitations  moyennes  observées  sur  le  bassin  versant  (moyenne  calculée  sur  les  6  pluviomètres)  sont  
tracées  en  ordonnée  inversée  (échelle  de  droite)  ;;  lDKDXWHXUG¶HDXj$QGX]HHVWWUDFpHHQRUGRQQpHSRVLWLYH
(échelle  de  gauche)  ;;  la  courbe  en  trait  plein  est  la  hauteur  mesurée  et  la  courbe  en  pointillés  la  hauteur  estimée  
par  le  prédicteur.  On  peut  noter  que  la  hauteur  prévue  atteint  même  des  valeurs  négatives.  
  
III.5.1.c /¶HQVHPEOHG¶DUUrWHWO¶HQVHPEOHGHYDOLGDWLRQVRQWLGHQWLTXHV  
/HSDUDJUDSKHSUpFpGHQWDSHUPLVGHPHWWUHHQpYLGHQFHOHIDLWTXHO¶HQVHPEOHG¶DUUrWGHYDLW
être  assez  «  simple  ªSRXUTXHOHUpVHDXUpDOLVH O¶DSSUHQWLVVDJHUDSLGHPHQWDILQGHPHWWUH en  
°XYUH UpHOOHPHQW XQ DUUrW SUpFRFH SHUPHWWDQW G¶pYLWHU OH VXUDMXVWHPHQW ¬ FHWWH ILQ QRXV
SURSRVRQV G¶XWLOLVHU XQ HQVHPEOH G¶DUUrW FRPSRUWDQW XQ VHXO pYpQHPHQW &HSHQGDQW SRXU
éviter   la   spécialisation   par   rapport   à   ce   seul   événement,   mise   en   évidence   dans   la   section  
SUpFpGHQWH QRXV SURSRVRQV TXH O¶HQVHPEOH GH YDOLGDWLRQ VRLW XWLOLVp WDQW SRXU OD YDOLGDWLRQ
FURLVpHTXHSRXUO¶HQVHPEOHG¶DUUrW  
La  procédure  est  la  suivante  :  
o dans  un  premier  temps,  la  validation  croisée  est  appliquée  de  manière  à  sélectionner  le  
PRGqOH  HQ SDUDOOqOH O¶DUUrW GH O¶DSSUHQWLVVDJH HVW IDLW SDU O¶DUUrW SUpFRFH VXU
O¶HQVHPEOHXWLOLVpSRXUODYDOLGDWLRQ/HQRPEUHPR\HQGHSUpVHQWDWLRQVHIIHFWXpHVHQ
DSSUHQWLVVDJHDYDQWO¶DUUrWHVWFDOFXOpSUpVHQWDWLRQV  dans  ce  cas),  
o une   fois   OHPRGqOH VpOHFWLRQQp O¶DSSUHQWLVVDJHHVWjQRXYHDX UpDOLVpFHWWH IRLVDYHF
WRXVOHVpYpQHPHQWVVDXIFHX[GHVHSWHPEUHHWVHSWHPEUHO¶DUUrWHVWUpDOLVp
j O¶LWpUDWLRQPR\HQQHG¶DUUrWREVHUYpH ORUVGH ODSKDVHSUpFpGHQWHHW OH WHVWSHXWrWUH
réDOLVpVXUO¶pYpQHPHQWGHVHSWHPEUH  
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7RXW G¶DERUG FRPPH O¶DUUrW PR\HQ GH O¶DSSUHQWLVVDJH HVW UpDOLVp DSUqV VHXOHPHQW 
SUpVHQWDWLRQV O¶REMHFWLI GH UpDOLVHU XQ DUUrW SUpFRFH HVW ELHQ REWHQX   Nous   présenterons   les  
résultats  complets  de  cette  procédure  à  la  section  III.5.1.e.    
III.5.1.d L¶HQVHPEOHG¶DUUrWQHFRPSRUWHTX¶XQpYpQHPHQWUHSUpVHQWDWLIGXFRPSRUWHPHQW
moyen  de  la  base  des  exemples  
/¶HQVHPEOHG¶DUUrWHVWO¶pYpQHPHQWGH  
En   préambule   à   cette   section,   et   pour   établir   des   limnigrammes   de   référence,   nous   allons  
FKRLVLUFRPPHHQVHPEOHG¶DUUrW©  simple  ªO¶pYpQHPHQWGHVHSWHPEUH&RPSWHWHQXGH
OD VSpFLDOLVDWLRQREVHUYpHSDU O¶HQVHPEOHG¶DUUrW OHSUpGLFWHXU VHUD VSpFLDOLVp VXU ODFUXHGH
septembre   2002.   Si   le   test   est   égDOHPHQW HIIHFWXp VXU O¶pYpQHPHQW GH  QRXV SRXUURQV
DLQVLGLVSRVHUGHOLPQLJUDPPHVGHUpIpUHQFHTXHO¶RQSHXWSHQVHUrWUHOHVPHLOOHXUVSRVVLEOHV  
La   procédure   est   simplifiée  :   pour   chaque   horizon   de   prévision,   100   initialisations   sont  
réalisées.  Pour  FKDFXQHRQHIIHFWXHO¶DUUrWSUpFRFHVXUO¶pYpQHPHQWGHHWOHPHLOOHXUWHVW
sur  ce  même  événement  détermine   le  prédicteur  choisi.  On  a  donc,  dans  ce  cas,   les  mêmes  
HQVHPEOHVSRXUO¶DUUrWHWOHWHVWHQO¶DEVHQFHGHYDOLGDWLRQFURLVpH&HWWHSURFpGXUHQ¶HVWSDV
VWDWLVWLTXHPHQWFRUUHFWHPDLVUDSSHORQVTX¶LOQHV¶DJLWSDVGHUpDOLVHUXQSUpGLFWHXUXWLOLVDEOH
VXUOHWHUUDLQPDLVG¶pWDEOLUGHVOLPQLJUDPPHVGHUpIpUHQFH  
7RXWG¶DERUGODFRPSOH[LWpGRLWrWUHGpWHUPLQpH  ;;  pour  cela,  nous  présentons  sur  la  Figure  23  
O¶pYROXWLRQGXFRHIILFLHQWGHGpWHUPLQDWLRQHQ IRQFWLRQGXQRPEUHGH QHXURQHVFDFKpVSRXU
chaque  KRUL]RQGHSUpYLVLRQ3DUH[HPSOHSRXU O¶KRUL]RQKFHWWHpYROXWLRQ LQGLTXHTXH
neurones  cachés  doivent  être  choisis,   le  R2  est  alors  de  0,93.  Il  correspond  à  un  R2  excellent,  
comme  on  peut  le  constater  sur  le  limnigramme  présenté  en  Figure  24.  Toujours  pour  2  h,  le  
critère   de   persistance   est   excellent   (0,83),   le   pic   principal   est   très   bien   prévu,   et   celui   de  
hauteur  est  excellent  (0,90).    
8QH IRLV OD FRPSOH[LWp GpWHUPLQpH OH WHVW HVW UpDOLVp VXU O¶pYpQHPHQW GH   les  
limnigrammes  obtenus  sont  présentés    sur  la  Figure  24.  
Les  limnigrammes  présentés  sur  la  Figure  24  VRQWFRPPHQRXVO¶DYRQVVLJQDOpOHVPHLOOHXUV
limnigrammes  possibles  avec  la  complexité  et  les  variables  choisies.  Il  est  donc  intéressant  de  
QRWHUTXHGqV O¶KRUL]RQGHSUpYLVLRQK OHV UpVXOWDWV VHGpWpULRUHQWHWGHYLHQQHQWPpGLRFres  
SRXUK2QSHXWGRQFGqVjSUpVHQWSHQVHUTXHHQ O¶DEVHQFHGHSUpYLVLRQGHSOXLHRQQH
SRXUUD REWHQLU GH ERQQHV SUpYLVLRQV SRXU O¶KRUL]RQGH SUpYLVLRQ  K   OH SUpGLFWHXU Q¶D SDV
HQFRUHO¶LQIRUPDWLRQGHSOXLHFDUFHOOH±FLQ¶HVWSDVWRPEpHTXDQGRn  lui  demande  de  prévoir  
OHGpELWKjO¶DYDQFH  
Au   niveau   des   critères   de   qualité,   on   peut   noter   sur   le   Tableau   7   que   les   trois   critères   de  
TXDOLWpVRQWERQVPrPHSRXUO¶KRUL]RQGHSUpYLVLRQGHòKHXUHSRXUOHTXHOOHVSLFVHVWimé  et  
observé  sont  synchrones.  
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hp=0,5  h  
  
hp=1  h  
  
hp=2  h  
  
hp=3  h  
  
hp=4  h  
  
hp=5  h  
Figure  23  :  Meilleurs  R2  calculés  en  fonction  de  la  complexité  
/¶pYpQHPHQWGHVHSWHPEUHHVWjODIRLVHQDUUrWHWHQWHVW  
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hp=  0,5  h  
  
hp=1  h  
  
hp=2  h  
  
hp=3  h  
  
hp=4  h  
  
hp=5  h  
Figure  24  /LPQLJUDPPHVGHO¶pYpQHPHQWGHXWLOLVpHQDUUrWHWHQWHVW  
Les  précipitations  moyennes  observées  sur  le  bassin  versant  (moyenne  calculée  sur  les  6  pluviomètres)  sont  
tracées  en  ordonnée  inversée  (échelle  de  droite)  ODKDXWHXUG¶HDXj$QGX]HHVWWUDFpHHQRUGRQQpHSRVLWLYH
(échelle  de  gauche)  ;;  la  courbe  en  trait  plein  est  la  hauteur  mesurée  et  la  courbe  en  pointillés  la  hauteur  estimée  
par  le  prédicteur.    
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Horizon  de  prévision  
hp  (heures)  
0,5  h   1  h   2  h   3  h   4  h   5  h   Moyenne  
Nc   5   2   4   3   2   3   3  
Critère  de  
persistance  Cp  
0,67   0,68   0,83   0,86   0,81   0,66   0,75  
R2  (Critère  de  Nash)   0,99   0,95   0,93   0,91   0,82   0,54   0,86  
Critère  de  hauteur  Ch   0,94   0,87   0,90   0,82   0,76   0,60   0,82  
Tableau  7  :  Critères  de  qualité  de  référence  
  
Ces  limnigrammes  et  critères  de  qualité  seront  utilisés  pour  évaluer  les  différentes  prévisions  
présentées  dans  la  suite  de  ce  chapitre.  
  
/¶HQVHPEOHG¶DUUrWHVWdifférent  de  O¶pYpQHment  de  2002  
De   la   section   précédente   (III.5.1.c QRXV SRXYRQV FRQVHUYHU O¶LGpH TXH O¶HQVHPEOH G¶DUUrW
«  simple  »   conduit   à   un   arrêt   réellement   précoce.   Se   pose   alors   la   question   de   choisir   pour  
O¶HQVHPEOH G¶DUUrW XQ pYpQHPHQW   qui   serait   à   la   fois   «  simple  »,   mais   transcrirait   le  
comportement  de  tous  les  autres.    
Pour  cela  il  a  été  postulé  que  cet  événement  pouvait  être  celui  qui  est   le  mieux  prévu  en  test  
VXU O¶HQVHPEOHGH ODEDVH3RXUFHWWHDSSOLFDWLRQ LO V¶DJLWVDQVDPELJXwWpGH O¶pYpQHPHQW
GHVHSWHPEUHTXLDGRQFpWpFKRLVLFRPPHHQVHPEOHG¶DUUrW  
,OHVWVDWLVIDLVDQWGHQRWHUTXHO¶pYpQHPHQWHVWXQpYpQHPHQWVLPSOHSRVVpGDQWXQVHXOSLF
GH FUXH FXOPLQDQW j P HW DSSDUWHQDQW j OD PrPH FDWpJRULH TXH O¶pYpQHPent   de   2002  
LQWHQVHPRQRSLFFRXUWTXLQHFRPSRUWHTXHUHSUpVHQWDQWV1RXVO¶DYRQVGRQFFRQVLGpUp
comme  un  prototype  GH O¶HQVHPEOHGHVpYpQHPHQWVGLVSRQLEOHVLa  Figure  25   représente   le  
limnigramme  de  la  crue  de  septembre  2000.  /¶DUUrWSUpFRFHUpDOLVpDYHFFHWpYpQHPHQWVHUD
présenté  au  paragraphe  III.5.1.f.  
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Figure  25  3UpFLSLWDWLRQVHWOLPQLJUDPPHGHO¶pYpQHPHQWGHVHSWHPEUH  
Les  précipitations  moyennes  observées  sur  le  bassin  versant  (moyenne  calculée  sur  les  6  pluviomètres)  sont  
tracées  en  ordonnée  inversée  (échelle  de  droite)  ODKDXWHXUG¶HDXj$QGX]HHVWWUDFpHHQRUGRQQpHSRVLWLYH
(échelle  de  gauche)  ;;  la  courbe  en  trait  plein  est  la  hauteur  mesurée.    
  
III.5.1.e Application   de   la   validation   croisée   HW GH O¶DUUrW SUpFRFH DYHF XQ HQVHPEOH
G¶DUUrW©  simple  »  
La   procédure   suivie   est   celle   qui   est   décrite   au   paragraphe   III.5.1.c   lorsque   les   ensembles  
G¶DUUrWHWGHYDOLGDWLRQVRQW LGHQWLTXHV1pDnmoins   les   fenêtres   temporelles   fT   et  nombre  de  
hauteurs   mesurées   appliquées   (r),   ne   sont   pas   réévaluées   en   raison   de   la   complexité  
combinatoire  que  ceci  implique  ;;  ces  grandeurs  sont  reportées  pour  mémoire  dans  le  Tableau  
8.  
Notons   que   ni   la   crue   majeure   de   septembre   2002,   ni   celle   de   septembre   2000,   ne   sont  
présentées  aux  différents  réseaux  lors  de  la  phase  de  sélection  du  modèle.  
En   comparant   le   Tableau   5   avec   le   Tableau   8,   nouV FRQVWDWRQV TXH O¶DSSOLFDWLRQ GH O¶DUUrW
précoce  entraîne  une  augmentation  des  écarts-­types,  quel  que  soit   le  critère  de  performance  
choisi  :  le  modèle  est  HQFRUHSOXVVHQVLEOHjO¶LQLWLDOLVDWLRQGHVSDUDPqWUHV  
Par   ailleurs,   les   scores   optimaux  du   Tableau   8   sont   la   plupart   du   temps   équivalents   à   ceux  
obtenus  dans  le  Tableau  5.  
,OQ¶\DSDVde  QHWWHDPpOLRUDWLRQDSSRUWpHSDUO¶DSSOLFDWLRQGHO¶DUUrWSUpFRFH  (réalisé  ici  à  la  
7ème  itération  :  moyenne  des  itérDWLRQVG¶DUUrWORUVGHODYDOLGDWLRQFURLVpH.  
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Horizon   de   prévision   hp  
(heures)  
0,5   1   2   3   4   5  
Fenêtre  temporelle  fT  (heures)        
Nombre  de  neurones  cachés  Nc        
Retard  r  sur  yp        
Er
re
ur
  Q
ua
dr
at
iq
ue
  
M
oy
en
ne
  E
Q
M
   Score  minimum  (x10-­2)        
Score  moyen  (x10-­2)        
ET  (score)  (x10-­2)        
Score  médian  (x10-­2)        
C
rit
èr
e  
de
  h
au
te
ur
  
C h
  
Score  maximum        
Score  moyen        
ET  (score)  (x10-­2)        
Score  médian        
Tableau  8  :  Meilleurs  modèles  issus  de  la  validation  croisée  avec  arrêt  préFRFHVXUO¶HQVHPEOHGH
validation  
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hp=0,5  h  
  
hp=1  h  
  
hp=2  h  
  
hp=3  h  
  
hp=4  h  
  
hp=5  h  
Figure  26  (YROXWLRQGHVVFRUHVFDOFXOpVDYHFO¶HUUHXUTXDGUDWLTXHPR\HQQH  issus  de  la  validation  croisée  
DYHFDUUrWSUpFRFHVXUO¶HQsemble  de  validation,  pour  chaque  horizon  de  prévision  
  
On  peut  relever,  en  résumé,  que,  qXHOTXHVRLW O¶KRUL]RQGHSUpYLVLRQ OHQRPEUHRSWLPDOGH
neurones   de   la   couche   cachée   demeure   faible   (entre   2   et   4   neurones   cachés).   Les   scores  
diminuent   lorsque  hp  augmente,  ce  qui  traduit  bien  le  fait  que  la  prévision  à  horizon  lointain  
est  difficile  à  réaliser  eQO¶DEVHQFHGHSUpYLVLRQGHSOXLH.    
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Horizon  de  prévision  
hp  (heures)  
0,5  h   1  h   2  h   3  h   4  h   5  h   Moyenne  
Nc         
Critère  de  
persistance  Cp  
      
R2  (Critère  de  Nash)         
Critère  de  hauteur  Ch         
Tableau  9  :  Critères  de  qualité  des  prévisions  issues  de  la  validation  croisée  avec  arrêt  précoce  sur  
O¶HQVHPEOHGHYDOLGDWLRQSRXUFKDTXHKRUL]RQGHSUpYLVLRQ  
  
$YHFO¶DSSOLFDWLRQGHO¶DUUrWSUpFRFHFRPPHPpWKRGHGHUpJXODULVDWLRQQRXVUHPDUTXRQVXQH
nette  amélioration  des   trois  critères  de  qualité.  En   effet,   le  critère  de  persistance  moyen  est  
passé  de   négatif   (-­0,28)  à  positif   (0,34),   le   coefficient  de  détermination  moyen   est  passé  de  
0,61  à  0,72,  HWOHFULWqUHGHKDXWHXUPR\HQV¶HVWDXVVLDPpOLRUpGH  0,63  à  0,68.    
&HSHQGDQW O¶DQDO\VHYLVXHOOHGHV OLPQLJUDPPHVHVW WRXMRXUVGpFHYDQWH  :  hormis  pour  hp=1/2  
KHXUHOHSLFGHFUXHSULQFLSDOQ¶HVWSDV,  ou  peu,  reproduit.  
0rPH VL OHV LQGLFDWHXUV GH TXDOLWp RQW QHWWHPHQW SURJUHVVp SDU O¶LQWURGXFWLRQ GH O¶DUUrW
SUpFRFH OHV OLPQLJUDPPHV VHPEOHQW LQGLTXHU VRLW TX¶XQH ©  saturation  »   par   rapport   à  
O¶pYpQHPHQW OH SOXV LQWHQVH GH O¶HQVHPEOH G¶DSSUHQWLVVDJH D OLHX VRLW TX¶LO Q¶\ D SDV DVVH]
G¶pYpQHPHQWVWUqVLQWHQVHVGDQVFHWHQVHPEOHG¶DSSUHQWLVVDJH/DYDOLGDWLRQFURLVpHTXLSDU
essence  tient  compte  de  tous  les  événements,  converge  vers  une  moyenne  des  comportements  
et  ne  parvient  donc  pas  à  sélectionner  un  modèle  représentatif  des  comportement  intenses.  
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hp=0,5  h  
  
hp=1  h  
  
hp=2  h  
  
hp=3  h  
Figure  27  :  Limnigrammes  de  test  avec  la  validation  croisée  HWO¶DUUrWSUpFRFH  sur  O¶HQVHPEOHGH
validation.  
Les  précipitations  moyennes  observées  sur  le  bassin  versant  (moyenne  calculée  sur  les  6  pluviomètres)  sont  
tracées  en  ordonnée  inversée  (échelle  de  droite)  ODKDXWHXUG¶HDXj$QGX]HHVWWUDFpHHQRUGRQQpHSRVLWLYH
(échelle  de  gauche)  ;;  la  courbe  en  trait  plein  est  la  hauteur  mesurée  et  la  courbe  en  pointillés  la  hauteur  estimée  
par  le  prédicteur.    
  
III.5.1.f Application  de  la  validation  croisée  partielle  
Partant  de  la  dernière  hypothèse  émise  au  paragraphe  précédent,  nous  proposons  :  
o de   réDOLVHU OD VpOHFWLRQ GX PRGqOH QRQ SDV DYHF O¶HQVHPEOH GHV pYpQHPHQWV PDLV
seulement  à  partir  des  événements  intenses,  
o G¶XWLOLVHU O¶pYpQHPHQW  FRPPH HQVHPEOH G¶DUUrW FRPPH SURSRVp DX SDUDJUDSKH
III.5.1.d.    
$LQVL G¶XQH SDUW   OHPRGqOH HVW VpOHFWLRQQp SRXU OHV FUXHV LQWHQVHV HW G¶DXWUH SDUW O¶DUUrW
SUpFRFHHVWPLVHQ°XYUHDYHFXQpYpQHPHQWGHW\SHLQWHQVHTXLUHSUpVHQWHOHPLHX[SRVVLEOH
O¶HQVHPEOHGHODEDVHG¶DSSUHQWLVVDJH  
Nous  désignerons  cette  procédure  sous  le  terme  de  validation  croisée  partielle.  
Les   événements   les   plus   intenses   utilisés   pour   calculer   les   scores,   et   sélectionner   ainsi   le  
modèle,   sont   GpWHUPLQpV SDU OD W\SRORJLH SUpVHQWpH DX SDUDJUDSKH ,,F ,O V¶DJLW GHV
événements  suivants  :    
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o événement  03  (début  octobre  1995),    
o événement  04  (mi-­octobre  1995),    
o événement  109  (décembre  1997),    
o événement  23  (octobre  2006).  
La  procédure  fonctionne  en  deux  étapes  :  
o sélection   du  modèle   grâce   à   la   validation   croisée   partielle  ;;   pour   chaque   événement  
intense   en   validaWLRQ O¶DSSUHQWLVVDJH HVW UpDOLVp VXU OHV  pYpQHPHQWV UHVWDQWV OHV
pYpQHPHQWVGHHWVRQWUHVSHFWLYHPHQWFRQVDFUpVDXWHVWHWjO¶DUUrW  
o XQH IRLV OHPRGqOH VpOHFWLRQQpSRXUFKDTXH KRUL]RQGHSUpYLVLRQ O¶DSSUHQWLVVDJHHVW
réalisé  sur  13  événements  (hormis  ceux  de  septembre  2002  et  septembre  2000).  
La  sélection  du  modèle  conduit  aux  résultats  présentés  dans  le  Tableau  10.  
En  comparant   les  éléments  du  Tableau  10  avec  ceux  des  Tableau  5  et  Tableau  8  (validation  
croisée  respectivement  sans  et  avec  arrêt  précoce),  il  apparaît  que,  pour  les  faibles  horizons  de  
prévision,   les   écart-­types   diminuent,   parfois   notablement,   en   particulier   pour   les   critères   de  
persistance   et   de   hauteur.   Ceci   traduit   une   meilleure   convergence   de   la   validation   croisée  
partielle   pour   ces   horizons.   Pour   les   horizons   supérieurs,   les   écarts-­types   sont   assez   peu  
affectés.  
On  peut  noter  également  que  la  complexité  évolue  par  rapport  aux  deux  précédents  tableaux,  
HQ SDUWLFXOLHU SRXU O¶KRUL]RQ GH SUpYLVLRQ GH  K   OH VFRUH FDOFXOp VXU O¶HUUHXU TXDGUDWLTXH
(Figure   28)   indique   7   neurones   cachés,   ce   qui   est   surprenant   car   en   général   la   complexité  
obtenue   est   aVVH] IDLEOH &¶HVW SRXUTXRL SRXU FH GLPHQVLRQQHPHQW SDUWLFXOLHU QRXV DYRQV
préféré  privilégier  le  score  du  critère  de  hauteur  qui  indique  Nc=5.  
Cependant,  en  général,  les  différents  scores  évoluent  dans  le  même  sens  pour  les  trois  critères  
et  convergent  vers  les  mêmes  dimensionnements.  
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Horizon   de   prévision   hp  
(heures)  
0,5   1   2   3   4   5  
Fenêtre  temporelle  fT  (heures)        
Nombre  de  neurones  cachés  Nc        
Retard  r  sur  yp        
Initialisation        
Er
re
ur
  Q
ua
dr
at
iq
ue
  
M
oy
en
ne
  E
Q
M
   Score  minimum  (x10-­2)        
Score  moyen  (x10-­2)        
ET  (score)  (x10-­2)        
Score  médian  (x10-­2)        
C
rit
èr
e  
de
  h
au
te
ur
  
C h
  
Score  maximum        
Score  moyen        
ET  (score)  (x10-­2)        
Score  médian        
Tableau  10  :  Meilleurs  modèles  issus  de  la  validation  croisée  partielle  avec  arrêt  précoce  sur  
O¶pYpQHPHQW  13  
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hp=0,5  h  
  
hp=1  h  
  
hp=2  h  
  
hp=3  h  
  
hp=4  h  
  
hp=5  h  
Figure  28  (YROXWLRQGHVVFRUHVFDOFXOpVDYHFO¶HUUHXUTXDGUDWLTXHPR\HQQH  issus  de  la  validation  croisée  
partielOHDYHFDUUrWSUpFRFHVXUO¶pYpQHPHQWSRXUFKDTXHKRUL]RQGHSUpYLVLRQ  
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Horizon  de  prévision  
hp  (heures)  
0,5  h   1  h   2  h   3  h   4  h   5  h   Moyenne  
Nc   2   2   5   3   3   3   3  
Critère  de  
persistance  Cp  
0,60   0,54   0,71   0,90   0,84   0,70   0,72  
R2  (Critère  de  Nash)   0,98   0,93   0,87   0,94   0,85   0,60   0,86  
Critère  de  hauteur  Ch   0,90   0,84   0,73   0,82   0,79   0,60   0,78  
Tableau  11  :  Critères  de  qualité  des  prévisions  issues  de  la  validation  croisée  partielle  avec  arrêt  précoce  
VXUO¶pYpQHPHQWSRXUFKDTXHKRUL]Rn  de  prévision  
  
4XHOTXHVRLWO¶KRUL]RQGHSUpYLVLRQhp,  lHWHVWVXUO¶pYpQHPHQW  de  septembre  2002  donne  lieu  
à  des  critères  de  persistance  positifs.  
Les  coefficients  de  détermination  R2  sont  excellents  pour  les  prévisions  à  court  terme  et  vont  
en  diminuant   lorsque  hp   augmente.  Toutefois,  nous  devons  mentionner   la  particularité  de   la  
prévision   à   2   heures.  Elle   nécessite   un   nombre   plus   élevé   de   neurones   cachés   que   pour   les  
DXWUHVKRUL]RQVGHSUpYLVLRQHWVLOHVFRUHFDOFXOpDYHFO¶HUUHXUTXDGUDWLTXHDXJPHQWe  lorsque  
O¶KRUL]RQ GH SUpYLVLRQ DXJPHQWH Tableau   10),   en   revanche,   les   critères   de   performances  
FDOFXOpVVXUO¶HQVHPEOHGHWHVWTableau  11)  ne  suivent  pas  cette  tendance  SRXUO¶KRUL]RQK.  
Nous   pensons   que   des   erreurs   de   mesures   particulières   doivent   affecter   cet   horizon   pour  
quelques   événements   intenses   dont   celui   de   2002.   Ceci   entraîne   une   augmentation   de   la  
complexité,   soit  5   neurones  cachés  et  une  moins   bonne  prévision  des  pics  de  crue   pour  cet  
horizon  que  pour  le  suivant  à  3  h  (à  hp=2  h,  Ch  =  0,73  et  R2  =  0,87).    
En  revanche,  pour  les  prévisions  à  très  court  terme,  soit  à  30  mn  ou  à  1  h,  les  prévisions  sont  
excellentes.   Avec   des   critères   de   persistance   nettement   plus   proches   de   1,   le   prédicteur  
parvient  enfin  à  faire  bien  mieux  que  la  prévision  naïve.    
6LO¶RQVRXKDLWHFRPSDUHUFHVFULWqUHVDYHFFHX[REWHQXVSDUOHWHVWGHUpIpUHQFHTableau  7),  
on  peut  noter  que   les  résultats  obtenus  sont   tout  à   fait  comparables  pour   les  R2  et  critère  de  
KDXWHXUHWTX¶LOVVXUSDVVHQW ODUJHPHQWOHVFULWqUHVGHSHUVLVWDQFH  précédemment  obtenus  :   le  
SUpGLFWHXUREWHQXDGRQFG¶H[FHOOHQWHVSURSULpWpVG¶DQWLFLSDWLRQ  
/¶DQDO\VH YLVXHOOH GHV OLPQLJUDPPHV GH WHVW VXU O¶pYpQHPHQW GH VHSWHPEUH  HVt  
également  excellente  MXVTX¶j O¶KRUL]RQGHSUpYLVLRQKPDOJUp OHGpIDXW VLJQDOpSRXUK 
elle  se  dégrade  un  peu  pour  4  h  et  est  médiocre  pour  5  h.  On  peut  noter  que,  non  seulement  le  
SLFGHFUXHHVWELHQHVWLPpHQKDXWHXUPDLVpJDOHPHQWTX¶LOHVWV\nchrone  avec  le  pic  mesuré  
SRXU OHV KRUL]RQV GH SUpYLVLRQ MXVTX¶j  K 3RXU  K OH UHWDUG GX SLF REVHUYp VXU OH SLF
REVHUYpQ¶HVWTXHGHK  LO\DGRQFHQFRUHXQHDQWLFLSDWLRQGHK¬O¶KRUL]RQGHKLOQ¶\
a   pas   à   proprement   parler   de   prévision   de   pic  ;;   le   limnigramme   est   cependant  meilleur   que  
celui  de  référence  (Tableau  7).  
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Figure  29  :  Limnigrammes  de  test  avec  la  validation  croisée  partielle  HWO¶DUUrWSUpFRFH  VXUO¶pYpQHPHQW  
Les  précipitations  moyennes  observées  sur  le  bassin  versant  (moyenne  calculée  sur  les  6  pluviomètres)  sont  
tracées  en  ordonnée  inversée  (échelle  de  droite)  ODKDXWHXUG¶HDXj$QGX]HHVWWUDFpHHQRUGRQQpHSRVLWLve  
(échelle  de  gauche)  ;;  la  courbe  en  trait  plein  est  la  hauteur  mesurée  et  la  courbe  en  pointillés  la  hauteur  estimée  
par  le  prédicteur.    
  
Du   point   de   vue   hydrologique,   ces   résultats   sont   aussi   très   intéressants.   Il   faut   en   effet   se  
rappeler  que  le  temps  de  concentration  du  bassin  versant  est  de  quelques  heures  (2  h  -­  4  h)  et  
TXH OD SUpYLVLRQ HVW UpDOLVpH HQ O¶DEVHQFH GH SUpYLVLRQ GH SOXLH (Q SDUWLFXOLHU SRXU
O¶pYpQHPHQWWUqVUDSLGHGHFRPPHO¶LQWHQVLWpODSOXVJUDQGHGHVSOXLHVHVWWRPEpHSUqV
G¶$QGX]HHWV¶HVWGRQFWURXYpHHQPRLQVGHKGDQVODULYLqUHRQGHPDQGHDXSUpGLFWHXUGH
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prévoir  la  hauteur  sans  que  la  pluie  (dont  les  prévisions  ne  sont  pas  disponibles)  ne  soit  encore  
WRPEpH(QSDUWLFXOLHU ODTXDOLWpGH ODSUpYLVLRQ j O¶KRUL]RQGHK HVW WHOOHTX¶HOOH ODLVVHj
penser   que   le   prédicteur   a   pu   extraire   en   interne   une   certaine   «  régularité  »   sur   les  
SUpFLSLWDWLRQVHWDLQVLO¶XWLOLVHUSRXUHVWLPHUODKDXWHXUG¶HDXDGpTXDWH  
Enfin,   le   fait   que   ces   résultats   soient   du   même   ordre   de   grandeur   ou   meilleurs   que   ceux  
obtenus  comme  «  référence  »  est  réellement  satisfaisant  :  la  validation  croisée  partielle  réussit  
YUDLVHPEODEOHPHQWjWLUHUOHPHLOOHXUSDUWLGHO¶DUFKLWHFWXUHHWGHVYDULDEOHVXWLOLVpHV  
III.5.2Régularisation  par  modération  de  poids  
III.5.2.a Présentation  
$SUqV DYRLUDSSOLTXpDYHFVXFFqV O¶DUUrWSUpFRFHPpWKRGHDFWLYHGH UpJXODULVDWLRQ LOSDUDvW
LQWpUHVVDQWG¶pWXGLHU Oa  régularisation  par  modération  de  poids.  Cette  dernière  a  été  présentée  
au  chapitre  I  UDSSHORQVTX¶HOOH  contraint  les  paramètres  du  réseau  à  ne  pas  prendre  de  valeurs  
excessivement  grandes.    
Ainsi  dans  le  cadre  de  cette  étude,  la  nouvelle  fonction  de  coût  -¶  DO¶H[SUHVVLRQVXLYDQWH  :    

 - -   
où  :    
 J  est  O¶HUUHXUTXDGUDWLTXHPR\HQQH  habituellement  utilisée,  
 ș  est  le  vecteur  des  paramètres  du  réseau,  
 Ȗ   HVW O¶K\SHUSDUDPqWUH TXL GpWHUPLQH O¶LPSRUWDQFH UHODWLYH GHV GHX[ WHUPHV GDQV OD
fonction  de  coût 
- .  
III.5.2.b   Sélection  du  modèle  par  validation  croisée  partielle  
Nous   sommes   amenés   à   recalculer   la   complexité   du   réseau   en   appliquant   la   méthode   de  
régularisation   par   modération   de   poids.   Tout   comme   lors   de   la   sélection   du   modèle,  
O¶K\SHUSDUDPqWUH Ȗ   est   sélectionné   par   validation   croisée   partielle,   pour   chaque   horizon   de  
prévision  hp,  pour  des  valeurs  de  Ȗ  allant  de  0,5  à  0,95  avec  un  incrément  de  0,5.    
Toujours   pour   éviter   une   explosion   combinatoire,   la   sélection   du   modèle   a   été   réalisée   en  
FRQVLGpUDQW OHV YDOHXUV GH OD IHQrWUH WHPSRUHOOH HW GX QRPEUH G¶HQWUpH GHV KDXWHXUV G¶HDX
SDVVpHVjO¶LGHQWLTXHSDUUapport  à  la  première  sélection.  
/¶DQDO\VHGHFH WDEOHDX IDLW DSSDUDvWUHTXH O¶DSSOLFDWLRQGH ODPRGpUDWLRQGHSRLGVHQWUDîne  
une  augmentation  du  nombre  de  neurones  cachés  pour  tous  les  horizons  de  prévision.  On  note  
également   que   les   scores   G¶HUUHXU TXDGUDtique   moyenne   minimums   sont   légèrement   plus  
IDLEOHV TXH FHX[ LVVXV GH O¶DSSOLFDWLRQ GH OD UpJXODULVDWLRQ SDU DUUrW SUpFRFH De   plus,   la  
régularisation   par   modération   des   poids   donne   lieu   à   des   écarts-­types   plus   faibles.   Les  
solutions   trouvées   par   cette   méthode   de   régularisation   sont   donc   moins   dépendantes   de  
O¶LQLWLDOLVDWLRQGHVSDUDPqWUHVTXHFHOOHVLVVXHVGHO¶DSSOLFDWLRQGHO¶DUUrWSUpFRFH  
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Horizon   de   prévision   hp  
(heures)  
0,5   1   2   3   4   5  
Ȗ        
Nombre  de  neurones  cachés  Nc        
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   Score  minimum  (x10
-­2)        
Score  moyen  (x10-­2)        
ET  (score)  (x10-­2)        
Score  médian  (x10-­2)        
C
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  h
au
te
ur
  
C h
  
Score  maximum        
Score  moyen        
ET  (score)  (x10-­2)        
Score  médian        
Tableau  12  :  Meilleurs  modèles  issus  de  la  validation  croisée  partielle  avec  la  modération  des  poids  
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Figure  30  :  Evolution  des  scores  cDOFXOpVDYHFO¶HUUHXUTXDGUDWLTXHPR\HQQH  issus  de  la  validation  croisée  
partielle  avec  modération  des  poids  
  
/¶H[DPHQ GHV pYROXWLRQV GHV VFRUHV UHSUpVHQWpV SRXU O¶HUUHXU TXDGUDWLTXHPR\HQQH VXU OD
Figure   30,   révèle   des   évolutioQV VHQVLEOHPHQW GLIIpUHQWHV 6L O¶DUUrW SUpFRFH SHUPHWWDLW
G¶LGHQWLILHU XQH FRPSOH[LWp DVVH] IDLEOH DYHF XQ PLQLPXP ELHQ PDUTXp HQ UHYDQFKH
O¶DSSOLFDWLRQ GH OD PRGpUDWLRQ GHV SRLGV FRQGXLW j GHV VFRUHV TXL GpFURLVVHQW SXLV VH
stabilisent   quand   la   complexité   augmente.   6DFKDQW TXH j SDUWLU G¶XQ FHUWDLQ VHXLO SOXV OD
complexité  augmente  et  plus   la  généralisation  est  difficile,   il  ne  nous  a  pas  paru  raisonnable  
G¶DXJPHQWHUOHQRPEUHGHQHXURQHVFDFKpVDX-­delà  de  7  F¶HVWSRXUTXRLFHWWHYDOHXUHVWFHOOH
qui  est  souvent  choisie.  
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Par   ailleurs,   au   regard   du  Tableau   13,   en  moyenne,   les   trois   critères   de   qualité   sont  moins  
ERQVTXHFHX[LVVXVGHO¶DUUrWSUpFRFH  
On   peut   également   noter   que   le   critère   de   persistance   croît   lorsque   O¶KRUL]Rn   de   prévision  
augmente   FHFL QH VLJQLILH SDV TXH OD SUpYLVLRQ V¶DPpOLRUH GDQV OH PrPH WHPSV OH R2  
GLPLQXHPDLV VLPSOHPHQWTXHSRXU OHVJUDQGV KRUL]RQV ODSUpYLVLRQ QDwYH Q¶DSOXVJUDQG
sens  :   il   est   donc   relativement   facile   de   réaliser   une   meilleure   estimation,   même   si   cette  
dernière   est   médiocre.   Le   critère   de   persistance   a   donc   surtout   un   sens   pour   les   horizons  
faibles   ou   moyens  ;;   néanmoins,   même   en   ne   considérant   que   ces   derniers,   les   valeurs   du  
critère  de  persistance  sont  positives  avec  la  modération  de  poids  mais  plus  faibles  que  celles  
obtenues  DYHFO¶DUUrWSUpFRFH  
  
Horizon  de  prévision  
hp  (heures)  
0,5  h   1  h   2  h   3  h   4  h   5  h   Moyenne  
Nc   7   7   7   7   5   4   6  
Critère  de  
persistance  Cp  
0,23   0,47   0,34   0,68   0,71   0,68   0,52  
R2  (Critère  de  Nash)   0,97   0,92   0,72   0,79   0,73   0,58   0,79  
Critère  de  hauteur  Ch   0,86   0,81   0,65   0,69   0,69   0,55   0,71  
Tableau  13  :  Critères  de  qualité  des  prévisions  issues  de  la  validation  croisée  partielle  avec  modération  des  
poids  
  
/¶DQDO\VHYLVXHOOHGHVOLPQLJUDPPHVGHWHVWVXUO¶pYpQHPHQWGHSUpVHQWpVVXUODFigure  
31,  laisse  apparaître  que  les  limnigrammes  ne  sont  pas  à  la  hauteur  des  valeurs  données  par  le  
critère  de  persistance.  En  effet  si  les  deux  limnigrammes  obtenus  pour  les  horizons  1  h  et  5  h  
sont   relativement   semblables   à   ceux   obtenus   précédemment  ;;   en   revanche,   pour   les   autres  
KRUL]RQV OH SLF GH FUXH HVW ELHQ PLHX[ HVWLPp HW GH PDQLqUH SOXV V\QFKURQH SDU O¶DUUrW
précoce.  
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hp=  0,5  h  
  
hp=1  h  
  
hp=2  h  
  
hp=3  h  
  
hp=4  h  
  
hp=5  h  
Figure  31  :  Limnigrammes  de  test  obtenus  avec  la  validation  croisée  partielle  et  la  régularisation  par  
modération  des  poids  
Les  précipitations  moyennes  observées  sur  le  bassin  versant  (moyenne  calculée  sur  les  6  pluviomètres)  sont  
tracées  en  ordonnée  inversée  (échelle  de  droite)  ODKDXWHXUG¶HDXj$QGX]HHVWWUDFpHHQRUGRQQpHSRVLWLYH
(échelle  de  gauche)  ;;  la  courbe  en  trait  plein  est  la  hauteur  mesurée  et  la  courbe  en  pointillés  la  hauteur  estimée  
par  le  prédicteur.    
  
$LQVL OD UpJXODULVDWLRQ SDU PRGpUDWLRQ GHV SRLGV QH SHUPHW SDV G¶DPpOLRUHU OH FULWqUH GH
SHUVLVWDQFH VXU O¶HQVHPEOH GH O¶pYpQHPHQW SDU UDSSRUW j FH TXL D pWp REWHQX DYHF O¶DUUrW
précoce.  Elle  ne  permet  donc  pas  de  prévoir  correctement  les  pics  de  crue  pour  le  problème  
que  nous  avons  étudié.  
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III.5.3ZĠŐƵůĂƌŝƐĂƚŝŽŶƉĂƌ ĐƵŵƵů ĚĞ ů͛ĂƌƌġƚƉƌĠĐŽĐĞ ĞƚĚĞ ůĂŵŽĚĠƌĂƚŝŽŶĚĞ
poids  
III.5.3.a Sélection  du  modèle  par  validation  croisée  partielle  
$ILQG¶pYDOXHUVLOHVDYDQWDJHVGHVGHX[PpWKRGHVGHUpJXODULVDWLRQXWLOLVpHVPRGpUDWLon  des  
SRLGVHWDUUrWSUpFRFHSHXYHQWVHFXPXOHUQRXVSURSRVRQVG¶DSSOLTXHULFLOHVGHX[PpWKRGHV
conjointement.   Le   modèle   est   toujours   sélectionné   avec   la   validation   croisée   partielle   qui  
permet  de  sélectionner  les  comportements  intenses.    
/¶DSSOLFDWLRQ  VLPXOWDQpHGHO¶DUUrWSUpFRFHHWGHODPRGpUDWLRQGHSRLGVse  fait  en  arrêtant  la  
SKDVHG¶DSSUHQWLVVDJHDXPLQLPXPGHODIRQFWLRQGHFRW-¶  FDOFXOpHVXUO¶HQVHPEOHG¶DUUrW  
Cette  procédure  sera  appelée  double  régularisation.  
/HV HQVHPEOHV G¶DSSUHQWLVVDJH G¶DUUrW GH YDOLGDWLRQ HW GH WHVW VRQW FKRLVLV FRPPH
précédemment.  
L¶K\SHUSDUDPqWUH Ȗ   varie   également   entre   0,5   et   0,95   avec   un   incrément   de   0,05.   Il   est  
intéressant  de  noter  sur   le   tableau  récapitulatif,  Tableau  14,  que  pour  les   faibles  horizons  de  
prévision,   la   fonction  de  coût  privilégiée  par  Ȗ  HVW O¶HUUHXUTXDGUDWLTXHPR\HQQH WDQGLVTXH
pour  les  horizons  de  4  h  et  5  h,  les  deux  termes  de  la  fonction  de  coût  interviennent  à  hauteur  
équivalente.  
Sur   le   Tableau   14,   on   peut   noter   que   les   modèles   donnent   des   résultats   de   qualité   assez  
semblable  à  ceux  présentés  dans  le  Tableau  12  (par  la  seule  modération  des  poids)  hormis  une  
diminution  de  la  complexité  pour  les  horizons  de  4  h  et  5  h.  La  double  régularisation  entraîne  
également   une   légère   augmentation   des   écarts-­types   par   rapport   à   la   modération   des   poids  
seule&¶HVWGRQF O¶arrêt  précoce  qui  est  capable  de  conduire   les  paramètres  du  réseau  à  des  
solutions  très  diverses.    
Du  point  de  vue  des  évolutions  des  scores,  on  peut  noter  sur   la   Figure  32  TX¶LOVGpFURLVVHQW
JOREDOHPHQWORUVTXHODFRPSOH[LWpDXJPHQWH'DQVFHUWDLQVFDVFRPPHSRXUO¶KRUL]RQGHK
XQQHWPLQLPXPDSSDUDvW/¶DUUrWSUpFRFHWHQGGRQFj  diminuer  la  complexité  du  réseau.  
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Horizon   de   prévision   hp  
(heures)  
0,5   1   2   3   4   5  
Ȗ        
Nombre  de  neurones  cachés  Nc        
Er
re
ur
  Q
ua
dr
at
iq
ue
  
M
oy
en
ne
  E
Q
M
   Score  minimum  (x10
-­2)        
Score  moyen  (x10-­2)        
ET  (score)  (x10-­2)        
Score  médian  (x10-­2)        
C
rit
èr
e  
de
  h
au
te
ur
  
C h
  
Score  maximum        
Score  moyen        
ET  (score)  (x10-­2)        
Score  médian        
Tableau  14  :  Meilleurs  modèles  issus  de  la  validation  croisée  partielle  avec  la  double  régularisation  
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hp=05  h  
  
hp=1  h  
  
hp=2  h  
  
hp=3  h  
  
hp=4  h  
  
hp=5  h  
Figure  32  :  Evolution  des  scores  FDOFXOpVDYHFO¶HUUHXUTXDGUDWLTXHPR\HQQH  issus  de  la  validation  croisée  
partielle  avec  double  régularisation.  
  
  
  
  
  
Au   niveau   des   critères   de   qualité   reportés   dans   le   Tableau   15,   tous   sont   améliorés   avec   la  
double  régularisatioQSDUUDSSRUWjO¶DSSOLFDWLRQGHODPRGpUDWLRQGHSRLGVVHXOH  ;;  néanmoins,  
LOV UHVWHQWPRLQV VDWLVIDLVDQWVTX¶DYHFDUUrWSUpFRFHVHXO'HPrPH O¶DQDO\VHFRPSDUpHGHV
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Tableau   13,   Tableau   11   et   Tableau   15   permet   de   supposer   que   nous   sommes   en   position  
intermédiaire   entre   les   deux   méthodes  :   LO QH VHPEOH SDV TXH O¶RQ DLt   pu   tirer   profit  
simultanément  des  qualités  des  GHX[PpWKRGHVPLVHVHQ°XYUHindividuellement.  
(QILQ O¶DQDO\VH YLVXHOOH GHV OLPQLJUDPPHV GH WHVW VXU O¶pYpQHPHQW GH  Figure   33)  
confirme  les  hypothèses  précédentes  :  les  limnigrammes  sont  un  peu  meilleurs  que  ceux  de  la  
régularisation  par  modération  des  poids  et  moins  bons  que  ceux  obtenus  par  arrêt  précoce.  On  
GRLWFHSHQGDQWQRWHUXQHH[FHSWLRQSRXUO¶KRUL]RQKTXLSUpVHQWHXQOLPQLJUDPPHHQDYDQFH
sur   la   crue   PrPH VL OHV FULWqUHV TXL HQ UpVXOWHQW VRQW PpGLRFUHV O¶LQWpUrW SRXU OH
prévisionniste  est  évident.  
  
Horizon  de  prévision  
hp  (heures)  
0,5  h   1  h   2  h   3  h   4  h   5  h   Moyenne  
Nc   7   7   7   5   6   6   6  
Critères   de  
Persistance  Cp  
0,23   0,47   0,68   0,79   0,81   0,70   0,61  
R2  (Critère  de  Nash)   0,97   0,92   0,86   0,86   0,82   0,61   0,84  
Critère  de  hauteur  Ch   0,86   0,81   0,71   0,78   0,73   0,59   0,75  
Tableau  15  :  Critères  de  qualité  des  prévisions  issues  de  la  validation  croisée  avec  double  régularisation,  
pour  chaque  horizon  de  prévision.  
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Figure  33  :  Limnigrammes  de  test  avec  la  validation  croisée  partielle  et  la  double  régularisation.  
Les  précipitations  moyennes  observées  sur  le  bassin  versant  (moyenne  calculée  sur  les  6  pluviomètres)  sont  
tracées  en  ordonnée  inversée  (échelle  de  droite)  ODKDXWHXUG¶HDXj$Qduze  est  tracée  en  ordonnée  positive  
(échelle  de  gauche)  ;;  la  courbe  en  trait  plein  est  la  hauteur  mesurée  et  la  courbe  en  pointillés  la  hauteur  estimée  
par  le  prédicteur.    
  
III.5.4^ ǇŶƚŚğƐĞĚĞů͛ĂƉƉůŝĐĂƚŝŽŶĚĞƐŵĠƚŚŽĚĞƐĚĞƌĠŐƵůĂƌŝƐĂƚŝŽŶ  
III.5.4.a Résultats  de  prévision  
La  PHLOOHXUH SUpYLVLRQ j ODTXHOOH QRXV DYRQV DERXWL HVW FHOOH LVVXH GH O¶DSSOLFDWLRQ GH OD
validation  croisée  partielle  avec  un  arrêt  précoce  sur  la  crue  de  septembre  2000.  
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&¶HVW OD PpWKRGH GH SUpYLVLRQ OD SOXV SDUFLPRQLHXVH,   qui   ne   nécessite   en   moyenne   que   3  
neurones  cachés,  et  qui   fournit   les  meilleures  prévisions   sur   la  crue  de  septembre  2002.  Le  
critère   de   persistance   moyen   est   0,72  :   la   prévision   est   donc   largement   meilleure   que   la  
prévision  naïve,  mais  moins  bonne  que  la  prévision  de  référence  (Cp  =  0,75).  Le  coefficient  de  
détermination  R2  moyen  vaut  0,86  comme  pour  la  prévision  de  référence,  ce  qui  est  excellent  ;;  
enfin,   le   critère   de   hauteur   moyen   sur   les   différents   horizons   de   prévision   est   égal   à   0,78  
contre   0,82   pour   les   prévisions   de   référence.  À   notre   connaissance,   aucun   autre  modèle   de  
SUpYLVLRQQ¶DSXREWHQLUGHWHOVUpVXOWDWVHQO¶DEVHQFHGHSUpYLVLRQGHSOXLH  
3DUDLOOHXUVLOFRQYLHQWGHUHYHQLUVXUXQFKRL[TXLDpWpUpDOLVpORUVGHODPLVHHQ°XYUHGHOD
validation   croisée   partielle  :   le   modèle   est   sélectionné   par   rapport   aux   événements   les   plus  
LQWHQVHV/H ULVTXH HVW TXH OHV pYpQHPHQWV SHX LQWHQVHV HQ O¶DEVHQFH GH SUpYLVLRQ GH SOXLH
soient  considérés  à  tort  comme  des  événements   intenses  et  donnent   lieu  à  des  prévisions  de  
pics  de  crue  surestimées,  voire  complètement  erronées.    
,OHVWGRQFQpFHVVDLUHGHYDOLGHUODPpWKRGHHQHIIHFWXDQWXQWHVWVXUG¶DXWUHVpYpQHPHQWVTXH
celui   de   2002,   moyennement   intenses   ou   peu   intenses.   Ceci   a   été   réalisé   sur   tous   les  
événements   de   la   base   (Annexe   G),   mDLV Q¶HVW SUpVHQWp LFL TXH SRXU OHV  pYpQHPHQWV  ci-­
après  :  
o pYpQHPHQWG¶RFWREUHLQWHQVHORQJDYHFXQVHXOSLF  
o événement  107  de  novembre  1997,  peu  intense,  long,  avec  3  pics,  
o pYpQHPHQWG¶RFWREUHLQWHQVHORQJDYHFVHXOSLF  
La   procédure   suivante   a   été   suivie  :   avec   le   modèle   sélectionné,   pour   chaque   événement  
évalué,  un  nouvel  apprentissage  est  réalisé  pour  chacun  des  horizons  de  prévision,  avec  tous  
OHVpYpQHPHQWVGHODEDVHVDXIO¶pYpQHPHQWXWLOLVpHQHQVHPEOHG¶DUUrWHWO¶pYpQHPHnt  sur  
lequel  a  lieu  le  test.    
Le  modèle  utilisé,  pour  chaque  horizon  de  prévision,  est  le  modèle  qui  a  été  sélectionné  lors  
de   la   validation   croisée   partielle   exposée   à   la   section   III.5.1.f.   En   effet,   du   fait   de   la  
complexité   combinatoire   que   la   sélection   complète   du   modèle   engendre,   les  
GLPHQVLRQQHPHQWVGHVPRGqOHVQ¶RQWSDVpWpUHIDLWV,OIDXWSUpFLVHUTXHVLFHWWHSURFpGXUHHVW
ULJRXUHXVHPHQWLQGpSHQGDQWHGHO¶HQVHPEOHGHWHVWSRXUO¶pYpQHPHQWDLQVLTXHSRXUWRXV
les   évpQHPHQWV QRQ LQWHQVHV HOOH QH O¶HVW SDV WRWDOHPHQW SRXU OHV DXWUHV pYpQHPHQWV TXL
appartiennent  à   la  catégorie  des  événements   intenses  et  ont  donc  servi  à  réaliser   la  sélection  
du   modèle   utilisé.   Nous   considérons   cependant   que,   en   pratique,   cette   réserve   peut   être  
écartée,  car  les  scores  de  validation  des  événements  lors  de  la  validation  croisée  partielle  sont  
en  général  tous  minimums  pour  la  même  initialisation  :  un  seul  événement  ne  joue  donc  pas  
un   grand   rôle   dans   la   décision.   Cette   dernière   est   donc   lD PrPH TXH O¶pYpQHPHQW GH WHVW
participe  ou  pas  à  la  sélection  du  modèle.  
Les   limnigrammes  et   les  critères  de  qualité  sont  présentés  ci-­DSUqVHWDYDQWG¶HQWUHUGDQV OH
détail,  il  apparaît  que  les  résultats  sont  également  assez  satisfaisants.  
  
Événement  4  G¶RFWREUH  
/HVOLPQLJUDPPHVGHWHVWUpDOLVpVVXUO¶pYpQHPHQWVRQWSUpVHQWpVVXUODFigure  34  ;;  on  peut  
UHPDUTXHUTXHVLOHVUpVXOWDWVVRQWFRUUHFWVMXVTX¶jO¶KRUL]RQKLOVVHGpWpULRUHQWHQVXLWH  
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Principalement   le   réseDX UpDOLVH XQH VXUHVWLPDWLRQ GX SLF GqV O¶KRUL]RQ K&H UpVXOWDW HVW
surprenant   car   le   défaut   de   tous   les   prédicteurs   est   généralement   de   sous-­estimer   le   pic   de  
FUXH 1RXV VRPPHV GRQF HQ SUpVHQFH G¶XQ FRPSRUWHPHQW DW\SLTXH TXH O¶RQ SRXUUDLW
expliquer   en   UHYHQDQW VXU OH PRGH G¶DFTXLVLWLRQ GHV VLJQDX[ ,O IDXW VH UDSSHOHU TXH OHV
pYpQHPHQWVDQWpULHXUVjO¶DQQpHVRQWpFKDQWLOORQQpVWRXWHVOHVKHXUHVHWTXHQRXVDYRQV
montré  que  cette  période  est   trop   longue.  Il  est  donc  vraisemblable  que  cet  événement   Q¶DLW
pas  un  maximum  de  crue  à  864  m3/s,  mais  un  pic  bien  plus  élevé  15&¶HVWELHQFHTXHSUpYRLW
OH SUpGLFWHXU PrPH DYHF O¶LQIRUPDWLRQ GH KDXWHXU SHXW-­être   sous-­estimée   en   entrée.   Avec  
O¶DFTXLVLWLRQGHQRXYHDX[pYpQHPHQWV LO IDXGUDSHXjSHXpOLPLQHUFHs  événements   intenses  
anciens,  mal  échantillonnés,  de  la  base  de  données.  
/¶DQDO\VHGHVFULWqUHVGHTXDOLWpPHWHQpYLGHQFHTXHOHVWURLVFULWqUHVVRQWERQV/DSUpYLVLRQ
de   cet   événement   est   donc   largement   meilleure   que   la   prévision   naïve,   en   dépit   de   la  
surestimation  du  pic.  
  
                                                                                                
15  (QIDLWQRXVGLVSRVRQVG¶XQDXWUHHQUHJLVWUHPHQWGHODFUXHGHO¶pYpQHPHQWjODSpULRGH
de  12  mn,  qui  donne  le  maximum  du  pic  de  crue  à  1411  m3/s  au  lieu  de  864  m3/s  sur  la  base  
GHGRQQpHV%91(&HWpFDUWSHXWrWUHH[SOLTXpDXVVLELHQSDUOHFKRL[G¶XQHFRXUEHGHWDUDJH
différente   que   par   le   ré-­échantillonnage   à   1   h   des   événements   anciens  ;;   malheureusement,  
O¶RULJLQH GX ILFKLHU pFKDQWLOORQQp j PQ HW GHV WUDQVIRUPDWLRQV VXELHV RQW pWp SHUGXHV ,O
UHVWHFHSHQGDQWTXHO¶RQSHXWVRXSoRQQHUTXHO¶DPSOLWXGHGXSLFDLWSXrWUHELHQSOXVpOHYpH
que  celle  conservée  dans  la  base  de  données  BVNE.    
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Figure  34  /LPQLJUDPPHVGHWHVWVXUO¶pYpQHPHQWDYHFODYDOLGDWLRQFURLVpHSDUWLHOOHHWO¶DUUrWSUpFRFH  
VXUO¶pYpQHPHQW  
Les  précipitations  moyennes  observées  sur  le  bassin  versant  (moyenne  calculée  sur  les  6  pluviomètres)  sont  
tracées  en  ordonnée  inversée  (échelle  de  droite)  ODKDXWHXUG¶HDXj$QGX]HHVWWUDFpHHQRUGRQQpHSRVLWLYH
(échelle  de  gauche)  ;;  la  courbe  en  trait  plein  est  la  hauteur  mesurée  et  la  courbe  en  pointillés  la  hauteur  estimée  
par  le  prédicteur.    
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Horizon  de  prévision  
hp  (heures)  
0,5  h   1  h   2  h   3  h   4  h   5  h   Moyenne  
Nc         
Critère  de  
persistance  Cp  
0,48   0,44   0,60   0,51   0,66   0,78   0,58  
R2  (Critère  de  Nash)   0,99   0,94   0,87   0,70   0,68   0,69   0,81  
Critère  de  hauteur  Ch   0,98   0,96   0,94   0,88   0,92   0,83   0,92  
Tableau  16  :  Critères  de  qualité  des  prévisionVVXUO¶pYpQHPHQW  
  
Événement  107  de  novembre  1997.  
/HVSUpYLVLRQVHIIHFWXpHVVXUO¶pYpQHPHQWVRnt  présentées  car  il  correspond  à  la  catégorie  
des   événements   complexes   qui   comprennent   plusieurs   passages   orageux   et   pour   lesquels   la  
SULVHHQFRQVLGpUDWLRQGH O¶KXPLGLWpGHVVROVHVWFULWLTXH,OHVWGRQF LQWpUHVVDQWGHO¶pYDOXHU
en  test  et  de  vérifier  qXHOHSUpGLFWHXUQHOHVXUHVWLPHSDV/DGLIILFXOWpOLpHjO¶pFKDQWLOORQQDJH
VRXOHYpH SUpFpGHPPHQW Q¶HVW SDV FULWLTXH LFL FDU FHW pYpQHPHQW HVW DVVH] OHQW  :  
O¶pFKDQWLOORQQDJHjKQHFRQGXLWSDVjXQHPRGLILFDWLRQGHVSLFVGHFUXH  
/¶DQDO\VHGHVFULWqUHV  de  qualité  (Tableau  17)  met  en  évidence  le  même  type  de  tendances  que  
SRXU O¶pYpQHPHQW   :   les   critères   de   qualité   sont   excellents.   Le   critère   de   hauteur   moyen  
DYRLVLQH O¶XQLWpFHTXLHVWH[FHOOHQWVL O¶RQQ¶REVHUYHSDVGHSLFVSUpYus  en  dehors  des  pics  
principaux.  
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Figure  35  /LPQLJUDPPHVGHWHVWVXUO¶pYpQHPHQWDYHFODYDOLGDWLRQFURLVpHSDUWLHOOHHWO¶DUUrWSUpFRFH  
VXUO¶pYpQHPHQW  
Les  précipitations  moyennes  observées  sur  le  bassin  versant  (moyenne  calculée  sur  les  6  pluviomètres)  sont  
tracées  en  ordonnée  inversée  (échelle  de  droite)  ODKDXWHXUG¶HDXj$QGX]HHVWWUDFpHHQRUGRQQpHSRVLWLYH
(échelle  de  gauche)  ;;  la  courbe  en  trait  plein  est  la  hauteur  mesurée  et  la  courbe  en  pointillés  la  hauteur  estimée  
par  le  prédicteur.    
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Horizon  de  prévision  
hp  (heures)  
0,5  h   1  h   2  h   3  h   4  h   5  h   Moyenne  
Nc         
Critères  de  
persistance  Cp  
0,72   0,57   0,38   0,78   0,67   0,64   0,63  
R2  (Critère  de  Nash)   1,00   0,99   0,93   0,95   0,88   0,82   0,93  
Critère  de  hauteur  Ch   0,99   0,95   0,89   0,93   0,91   0,84   0,92  
Tableau  17  :  Critères  de  qualité  des  prévisions  VXUO¶pYpQHPHQW  
  
Événement  23  d¶RFWREUH  2006.  
/¶pYpQHPHQW  G¶RFWREUH  HVW   un   événement   assez   atypique   avec   un   long  plateau   de  
FUXH PR\HQQH HW O¶DUULYpH HQ ILQ G¶pYpQHPHQW G¶XQ SLF GX W\SH GH FHOXL GH 
+HXUHXVHPHQW OH SLF V¶HVW DUUrWp j  P GH KDXWHXU HQYLURQ 2Q SRXUUD UHPDUTXHU TXH OH
prédicteur  a  beaucoup  de  mal  à  prévoir  FHWpYpQHPHQWjSDUWLUGH O¶KRUL]RQKSXLVTX¶LOQH
«  voit  »   pas   du   tout   de   pic   à   partir   de   cet   horizon.   On   peut   expliquer   simplement   ce  
comportement  LOQ¶\DHQHIIHWTXHLPSXOVLRQVGHSOXLHVWUqVLQWHQVHVGHO¶RUGUHGHPP
en  ½  h),  qui  se  produisent  moins  de  2  h  avant  le  pic  OHSUpGLFWHXUQ¶DGRQFSDVO¶LQIRUPDWLRQ
GHV SUpFLSLWDWLRQV DYDQW G¶HIIHFWXHU VD SUpYLVLRQ 'H SOXV ULHQ GDQV O¶pYROXWLRQ GHV
SUpFLSLWDWLRQVRXGHODKDXWHXUTXLpWDLHQWVWDELOLVpHVGHSXLVXQHGL]DLQHG¶KHXUHVQHSRXYDLW
laisser  envisager  ce  bref  pic  de  précipitations.  
Les   critères   de   qualité   sont   paradoxalement   bons   à   tous   les   horizons   de   prévision   car   les  
erreurs,  même  importantes,  du  pic,  affectent  peu  les  résultats  moyens.    
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Figure  36  /LPQLJUDPPHVGHWHVWVXUO¶pYpQHPHQWDYHFODYDOLGDWLRQFURLVpHSDUWLHOOHHWO¶DUUrWSUpFRFH  
VXUO¶pYpQHPHQW  
Les  précipitations  moyennes  observées  sur  le  bassin  versant  (moyenne  calculée  sur  les  6  pluviomètres)  sont  
tracées  en  ordonnée  inversée  (échelle  de  droite)  ODKDXWHXUG¶HDXj$QGX]HHVWWUDFpHHQRUGRQQpHSRVLWLYH
(échelle  de  gauche)  ;;  la  courbe  en  trait  plein  est  la  hauteur  mesurée  et  la  courbe  en  pointillés  la  hauteur  estimée  
par  le  prédicteur.    
  
  
  
  
  
   101  
Horizon  de  prévision  
hp  (heures)  
0,5  h   1  h   2  h   3  h   4  h   5  h   Moyenne  
Nc         
Critères  de  
persistance  Cp  
0,64   0,43   0,53   0,55   0,56   0,60   0,55  
R2  (Critère  de  Nash)   0,99   0,96   0,89   0,83   0,77   0,73   0,86  
Critère  de  hauteur  Ch   0,93   0,85   0,75   0,71   0,69   0,67   0,77  
Tableau  18  :  Critères  de  qualité  des  prévisionVVXUO¶pYpQHPHQW  
  
III.5.4.b Rapidité  de  convergence  
Les  différentes  méthodes  de   régularisation  utilisées  présentent  également  des  différences  en  
termes  de  vitesse  de  convergence.  Rappelons  que  :  
o O¶DSSUHQWLVVDJH DYHF OD YDOLGDWLRQ FURLVpH VDQV UpJXODULVDWLRQ DFWLYH HVW DUUrWp j 
itérations,  
o O¶DSSUHQWLVVDJHDYHF O¶DUUrWSUpFRFHGDQVWRXWHV OHVFRQILJXUDWLRQVHVWDUUrWpORUVTXH
OHFULWqUHG¶DUUrWDWWHLQWVRQPLQLPXP  
o O¶Dpprentissage   avec   la   seule   modération   des   poids   se   poursuit   durant   50   itérations  
mais  en  pratique  atteint  des  incréments  presque  nuls  à  une  certaine  itération  antérieure  
DXPD[LPXP&¶HVWFHWWHLWpUDWLRQTXLHVWUHSRUWpHGDQVOHWDEOHDXci-­dessous.  
2Q FRQVWDWH GHPDQLqUH LQDWWHQGXH TXH OD PpWKRGH OD SOXV UDSLGH Q¶HVW SDV FHOOH GH O¶DUUrW
SUpFRFHVHXOPDLVFHOOHTXL FRPELQH O¶DUUrWSUpFRFHHW ODPRGpUDWLRQGHVSRLGV&HSHQGDQW
toutes  les  méthodes  avec  régularisation  active  convergent  rapidement  F¶HVWQRXVO¶DYRQVYX
la  condition  qui  évite  la  surparamétrisation.  
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Horizon  de  prévision  hp  (heures)   0,5  h   1  h   2  h   3  h   4  h   5  h   Moyenne  
1
RP
EU
HV
G
¶L
Wp
UD
WLR
QV
D
YD
QW
F
RQ
YH
UJ
HQ
FH
  
V
al
id
at
io
n  
cr
oi
sé
e  
:  
sans  régularisation  
active  
50   50   50   50   50   50   50  
avec  régularisation  
par  arrêt  précoce  
7   7   7   7   7   7   7  
partielle  avec  arrêt  
précoce  
9   6   5   11   20   6   10  
partielle  avec  
modération  des  
poids  
11   6   4   4   4   4   6  
partielle  avec  arrêt  
précoce  et  
modération  des  
poids  
4   5   3   3   5   5   4  
Tableau  19  :  Rapidité  de  convergence.  
  
 
Le  troisième  chapitre  de  notre  mémoire  a  débuté  sur  le  constat,  issu  de  la  bibliographie,  que  
O¶DSSUHQWLVVDJH VWDWLVWLTXH SRXYDLW GLIILFLOHPHQW rWUH DSSOLTXp DX[ SKpQRPqQHV H[WUrPHV HQ
hydrologie.   Les   motifs   sont   en   effet   sérieux  :   les   phénomènes   extrêmes   sont   par   définition  
UDUHVHW OHVPR\HQVGHPHVXUHVGHVSKpQRPqQHVQDWXUHOV VRQWHQWDFKpVGHEUXLWVHWG¶HUUHXU
parfois  très  importants.    
3RXU VXUPRQWHU FHV GLIILFXOWpV QRXV DYRQV SURSRVp G¶XWLOLVHr   des   méthodes   connues   de  
UpJXODULVDWLRQ/¶DSSOLFDWLRQGHODYDOLGDWLRQFURLVpHV¶HVWUpYpOpHLQHIILFDFHGXIDLWGXPDQTXH
G¶pYpQHPHQWVLQWHQVHVGDQVODEDVHGHGRQQpHV  LODGRQFIDOOXFRQFHYRLUHWPHWWUHHQ°XYUH
la   validation   croisée   partielle,   opéranW VXU OHV VHXOV pYpQHPHQWV LQWHQVHV /¶DUUrW SUpFRFH j
SDUWLUGHO¶pYpQHPHQWOHSOXVIDFLOHjSUpYRLUGHWRXWHODEDVHFRPPHpYpQHPHQWG¶DUUrWV¶HVW
révélé   très   efficace.  /¶XWLOLVDWLRQ VLPXOWDQpH GHV GHX[ PpWKRGHV  (validation   croisée   et   arrêt  
précoce)  a  abRXWLj ODGpILQLWLRQG¶XQSUpGLFWHXUQHXURQDOHIILFDFHTX¶LOQ¶DSDVpWpSRVVLEOH
G¶DPpOLRUHUDYHFODUpJXODULVDWLRQSDUPRGpUDWLRQGHVSRLGV  
Une  méthodologie  rigoureuse  a  donc  été  définie,  pas  à  pas,  au  cours  de  ce  chapitre,  et  a  été  
appliquée  à  la  prévision  de  la  crue  exceptionnelle  du  9  septembre  2002  à  Anduze.  Ainsi,  des  
SUpYLVLRQVGHERQQHTXDOLWpVXUXQpYpQHPHQWG¶LQWHQVLWpGHSRLQWHVXSpULHXUHjWRXVOHV
DXWUHV RQW SX rWUH SURSRVpHV (Q UHYDQFKH QRXV UHJUHWWRQV GH Q¶DYRLU SDV HX OH WHPSV
G¶DSSURIRQGLU OD FRPSDUDLVRQ HQWUH OD PRGpUDWLRQ GHV SRLGV HW O¶DUUrW SUpFRFH VXU FHWWH
DSSOLFDWLRQSDUWLFXOLqUHTXLFRQGXLWjGHVFRPSRUWHPHQWVGHO¶DSSUHQWLVVDJHWUqVDW\SLTXHV  
)LQDOHPHQW DILQ GH V¶DVVXUHU TXH OHV GLIIpUHQWHV VSpFLDOLVDWLRQV RSpUpHV VXU OHV événements  
LQWHQVHV Q¶RQW SDV UHQGX OH SUpGLFWHXU LQDSWH j OD SUpYLVLRQ G¶pYpQHPHQWV SHX LQWHQVHV OD
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méthodologie   a   été   appliquée   à   un   autre   événement   possédant   plusieurs   pics,   et   de   faible  
intensité.  Cette  validation  présente  également  de  bons  critères  de  qualité.    
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&RQFOXVLRQ*pQpUDOH
Les  travaux  réalisés  durant  cette  thèse  ont  cherché  à  dépasser  la  contradiction  apparente  entre  
O¶DSSUHQWLVVDJH VWDWLVWLTXH TXL QpFHVVLWH XQH EDVH GH GRQQpHV pWHQGXH GpFULYDQW GHPDQLqUH
UHSUpVHQWDWLYHWRXWHVOHV]RQHVGHO¶HVSDFHGHIRQFWLRQQHPHQWGXSURFHVVXVTXHO¶RQFKHUFKHj
modéliVHU HW OHFDODJHG¶XQPRGqOHSRXU O¶K\GURORJLHGHYDQW UpDOLVHUDYHFVXIILVDPPHQWGH
ILDELOLWp OD SUpYLVLRQ G¶XQ pYpQHPHQW H[WUrPH 5DSSHORQV TXH O¶pYpQHPHQW GH VHSWHPEUH
V¶LOQ¶HVWSDVXQLTXHGDQV O¶KLVWRLUH -­   le  dernier  événement  comparable  date  de  1958  -­  
est  unique  dans  la  base  de  données.  En  effet  par  rapport  au  second  événement  le  plus  intense  
GHODEDVHO¶pYpQHPHQWGHHVWSOXVLQWHQVH  
/¶DXWUHGLIILFXOWpjODTXHOOHDGIDLUHIDFHFHWUDYDLOHVWO¶LQWHQVLWpGHVEUXLWVGHPHVXUHHWGHV   
HUUHXUVG¶HVWLPDWLRQGHODSOXLHGpOLYUpHSDUFHVRUDJHVFpYHQROVFDWDFO\VPLTXHVH[WUrPHPHQW
KpWpURJqQHVWDQWGDQVO¶HVSDFHTXHGDQVOHWHPSV  
/D SUpVHQWDWLRQ GH O¶DSSUHQWLVVDJH VWDWLVWLTXH QRXV D SHUPLV GH PHWWUH HQ pYLGHQFH OHV
méthodes  connues  qui  peUPHWWHQWG¶DERUGHUFHVGHX[GLIILFXOWpV/DYDOLGDWLRQFURLVpHSHUPHW
G¶HVWLPHUO¶HUUHXUGHJpQpUDOLVDWLRQVXUO¶HQVHPEOHGHODEDVHHWDLQVLGHUpDOLVHU ODVpOHFWLRQ
du  modèle  ;;  les  méthodes  de  régularisation  permettent  de  résoudre  le  dilemme  biais-­variance,  
c'est-­à-­GLUH GH UpDOLVHU O¶DSSUHQWLVVDJH GH OD IRQFWLRQ TXL VRXV-­tend   le   processus   observé,   et  
G¶LJQRUHUOHVUpDOLVDWLRQVSDUWLFXOLqUHVGXEUXLWLQWpJUpHVGDQVOHVPHVXUHV  
Les  deux  méthodes  de  régularisation  utilisée  -­  ODPRGpUDWLRQGHVSRLGVHWO¶DUrêt  précoce  -­  ont  
montré  leur  efficacité,  mais  il  a  fallu  les  adapter  pour  parvenir  à  estimer  le  comportement  très  
LQWHQVHG¶XQpYpQHPHQWH[WUrPH3RXUFHODLODIDOOXpYLWHUOHVSKpQRPqQHVGHVSpFLDOLVDWLRQ
REVHUYpVHQIRQFWLRQGHO¶HQVHPEOHG¶DUUrWHWintroduire  la  validation  croisée  partielle,  qui  est  
HQIDLWVSpFLDOLVpHVXUOHVpYpQHPHQWVLQWHQVHV&¶HVWJUkFHjO¶pWDEOLVVHPHQWG¶XQHW\SRORJLH
des   événements,   et   grâce   à   une   distribution   judicieuse   de   ceux-­ci   dans   les   différents   sous-­
HQVHPEOHV G¶DSSUHQWLVVDJH GH YDOLGDWLRQ G¶DUUrW HW GH WHVW TXH QRXV DYRQV SX pWDEOLU XQH
procédure  générale  pour  définir  ces  sous-­ensembles  et  concevoir  le  modèle  de  prévision.    
/HVSHUIRUPDQFHVGXPRGqOHREWHQXHQSUpYLVLRQSHUPHWWHQWG¶HQYLVDJHUTX¶XQHDOHUWHILDEOH
soLWGLVSRQLEOH VXU ,QWHUQHWSDU O¶LQWHUPpGLDLUHGX6&+$3,HWGH VRQ VLWH vigicrues,   rendant  
ainsi  une  aide  précieuse  aux  populations.  
&RQWUDLUHPHQW j FH TXH O¶RQ SHXW OLUH GDQV GH QRPEUHXVHV SXEOLFDWLRQV VXU OHV UpVHDX[ GH
neurones   appliqués   à   la   prévision   GHV FUXHV LO Q¶HVW SDV LPSRVVLEOH GH JpQpUDOLVHU j XQ
pYpQHPHQW SOXV LQWHQVH TXH FHX[ GH O¶HQVHPEOH G¶DSSUHQWLVVDJH HW LO Q¶HVW SDV QRQ SOXV
LPSRVVLEOH G¶pYLWHU OH VXUDMXVWHPHQW G DX EUXLW GDQV OHV PHVXUHV   QRXV O¶DYRQV GpPRQWUp
GDQVFHPpPRLUH&¶HVWpgalement  pour  cela  que  les  perspectives  ouvertes  par  ce  travail  sont  
particulièrement   attrayantes   DXWDQW SRXU LQWpJUHU GH O¶DGDSWDWLYLWp GDQV OH PRGqOH TXH SRXU
généraliser  leurs  applications  à  des  bassins  versants  non  jaugés.  
Enfin   une   dernière   piste   de   travail   a   été   mise   en   évidence   par   le   biais   de   ce   travail  ;;   si   le  
modèle   de   prévision,   conçu   par   apprentissage   dirigé,   que   nous   avons   utilisé   est   le   plus  
efficace,  ceci  peut  signifier  que  les  principales  perturbations  sur  les  mesures  proviennent  des  
entrées   exogènes   du   prédicteur,   c'est-­à-­GLUH GHV SUpFLSLWDWLRQV /HV WUDYDX[ VXU O¶LQWpJUDWLRQ
des  précipitations  issues  des  radars  atmosphériques  sont  donc  tout  à  fait  envisageables,  ainsi  
TXHO¶LQWpJUDWLRQGLUHFWHGHVUpIOHFWLYLWpVLVVXHVGHVUDGDUV    
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Le   travaiOTXHQRXVDYRQVSUpVHQWpHVWXQHGHVEDVHVGXSURMHW)/$6+VRXWHQXSDU O¶$15
dans  son  programme  SYSCOMM.  
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$QQH[H$0pWKRGHGH/HYHQEHUJ0DUTXDUGW
/D PpWKRGH G¶HVWLPDWLRQ GX JUDGLHQW GX VHFRQG RUGUH VHORQ O¶DOJRULWKPH GH /HYHQEHUJ-­
0DUTXDUGW XWLOLVH XQH DSSUR[LPDWLRQ GX KHVVLHQ FDOFXOpH j O¶DLGH GHV SURGXLWV GHV GpULYpHV
premières.  La  première  étape  est  donc  de  calculer  le  gradient  de  la  fonction  de  coût  :  

 
  
1 1
N N N
N N
- \ \ -Z [ Z Z ,   où   Jk(w)   est   la   fonction   de   coût   calculée   pour   le   seul  
exemple  k,  N  HVWOHQRPEUHG¶H[HPSOHVG¶DSSUHQWLVVDJHHWw  est  le  vecteur  des  paramètres.  
/¶DOJRULWKPH GH OD UpWURSURSDJDWLon   permet   de   calculer   le   gradient   de   la   fonction   de   coût  
partielle  Jk(w)LOVHPHWHQ°XYUHGHODIDoRQVXLYDQWH  :    
 la  propagation  :   les  exemples   sont  présentés  successivement  au  réseau  ;;  pour  chacun,  
le  réseau  calcule  les  potentiels,   les  sorties  des  neurones  cachés  et  celles  des  neurones  
de  sortie.  
 OH FDOFXO GHV GpULYpHV SUHPLqUHV HQ FRPPHQoDQW SDU OH QHXURQH GH VRUWLH V¶H[SULPH
DLQVLj ODSUpVHQWDWLRQGHO¶H[HPSOHk  (si  est   la  sortie  du  neurone   i  (neurone  caché  ou  
neurone  de  sortie)  et  vi  est  son  potentiel  ;;  vki  est   le  potentiel  du  neurone   i  évalué  à   la  
SUpVHQWDWLRQGHO¶H[HPSOHk)  :  
  
N
N N
L M
LM
- U V
Z
Z   
avec  :    
   N N N LL
NL Y YL L
VU \ \ [ Z pour  les  paramètres  liés  au  neurone  de  sortie  i.  
ou   N N LL K KLK NL Y YL L
VU U Z
Y
SRXU OHV SDUDPqWUHV G¶HQWUpH GHV   neurones   cachés,   h   est  
O¶LQGLFHGHVQHXURQHVVXUOHVTXHOVDJLWOHQHXURQHi  GDQVOHFDVG¶XQUpVHDXjXQHVHXOH
couche  cachée,  h  représente  donc  les  neurones  de  la  couche  de  sortie).  
  
/HV GpULYpHV SUHPLqUHV VRQW FDOFXOpHV j O¶LVVXH GH OD SUpVHQWDWLRQ GHV   N   exemples  
G¶DSSUHQWLVVDJHSDUO¶DGGLWLRQGHVGpULYpHVDLQVLREWHQXHV  :  

 1 N
LM LMN
- -
Z Z
Z Z .  
  
6¶LQVSLUDQW GX SULQFLSH GHV PpWKRGHV GH JUDGLHQW GX VHFRQG RUGUH OD UqJOH GH /HYHQEHUJ-­
Marquardt  calcule  les  paramètres  w(i+1)  VHORQO¶H[SUHVVLRQVXLYDQte  :    


L L L L
L -Z Z + Z , Z   
où  :  
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 L+ Z    HVW O¶DSSUR[LPDWLRQ GX +HVVLHQ H   de   la   fonction   de   coût   J(w(i))   à   la  
présentation   i   GHO¶HQVHPEOHFRPSOHWG¶DSSUHQWLVVDJH   L+ Z est  la  matrice  dont  les  
termes  sont  :  
   

   L LL
LM OP
LM OP
- -K
Z Z
Z ZZ ,    
 I  est  la  matrice  identité,  
 L   est  un  paramètre  qui  assure  le  bon  conditionnement  de  la  matrice  au  démarrage  
GHO¶DOJRULWKPH  
On  pourra  noter  que   L+ Z ne   fait   intervenir  que   les  dérivées  premières  de   la   fonction  de  
FRWGRQWRQDYXSUpFpGHPPHQWTX¶HOOHVSRXYDLHQWrWUHFDOFXOpHVDLVpPHQW  ;;  elle  permet  donc  
GHGLPLQXHUODFRPSOH[LWpGHO¶DOJRULWKPHHQpYLWDQWGHFDOFXOHUWRXWHVOHVGpULYpHVVHFRQGHV
(au  nombre  de  p2V¶LO\Dp  paramètres).  
Le   paramètre   L    UHSUpVHQWH HQ TXHOTXHV VRUWHV O¶LQYHUVH GX SDV GX JUDGLHQW GX SUHPLHU
RUGUHjO¶LWpUDWLRQi+1)  DXGpEXWGHO¶DSSUHQWLVVDJHOHSDUDPqWUH L   est  choisi  grand  afin  
de   rendre   la   matrice   
L
L+ Z , à   diagonale   dominante  ;;   la   méthode   est   alors  
équivalente   à   une   méthode   de   premier   ordre  ;;   lorsque   les   paramètres   se   rapprochent   du  
minimum  de  la  fonction  de  coût,   L   est  progressivement  diminué  et   les  termes  du  second  
ordre  peuvent  prendre  toute  leur  importance.  
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$QQH[H%&RXUEHGHWDUDJH
  
/D FRXUEH GH WDUDJH D SRXU REMHW GH FRQYHUWLU OHV KDXWHXUV G¶HDX PHVXUpHV j XQH VWDWLRQ
OLPQLPpWULTXHSDUWLFXOLqUHHQXQGpELWjFH OLHXSUpFLV3RXU OD VWDWLRQGHPHVXUHG¶$QGX]H
cette   courbe   est   obtenue   après   plusieurs   jaugeages   réalisés   pour   plusieurs   hauteurs.  
0DOKHXUHXVHPHQWFRPSWHWHQXGHO¶DPSOHXUGHVFUXHVRQQHSHXWGLVSRVHUGHMDXJHDJHSRXU
OHVGpELWV OHVSOXV LPSRUWDQWV O¶HVWLPDWLRQGHFH GHUQLHUSRXUGHJUDQGHVKDXWHXUVG¶HDXHVW
donc  très  incertaine.  
  
  
&RXUEHGHWDUDJHGX*DUGRQG¶$QGX]Hj$QGX]H  
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$QQH[H&2ULJLQHGHVpYpQHPHQWVXWLOLVpV
Les   évènements   numérotés   de   1   à   19   sont   les   évènements   déjà   connus   et   identifiés   par   ce  
numéro  avant   le  début  du  projet  BVNE.  A  ceux-­ci  ont  été  ajoutés   les  évènements   survenus  
depuis   2005  :   les   évènements   22   à   25,  DLQVL TXH G¶DXWUHV pYqQHPHQWV ©  anciens  »   identifiés  
dans  les  bases  de  données  annuelles  BVNE,  moins  intenses,  numérotés  à  partir  de  la  centaine.  
Les   numéros   20   et   21,   sont   destinés   aux   évènements   de   2003   et   2005,   non   encore  
communiqués.  
/¶pYqQHPHQWHVWH[WUDLWGXUDSSRUW6,((LOV¶DJLWGHVKDXWHXUVFRUULJpHVGpQRPPpHV+
dans  le  tableau  ci-­dessous)  et  du  débit  19-­Q1  de  ce  même  tableau.  
  
1 GDWH %DVHGH
GRQQpHV
)LFKLHUIHXLOOHGH
FDOFXO
(FKDQWLOORQ
QDJH
7UDLWHPHQW
HIIHFWXp
 VHSWHPEUH %91( DQQXHO K 5ppFKjòK
 RFWREUH %91( DQQXHO K 5ppFKjòK
 RFWREUH %91( DQQXHO K 5ppFKjòK
 QRYHPEUH %91( DQQXHO K 5ppFKjòK
 VHSWHPEUH %91( DQQXHO K 5ppFKjòK
EYQH
IWS
+
4
4
4
4
4
4
VHSWHPEUH
VHSWHPEUH
VHSWHPEUH
VHSWHPEUH
VHSWHPEUH
VHSWHPEUH
VHSWHPEUH
VHSWHPEUH
VHSWHPEUH
%91(
%91(
6,((
6,((
6,((
6,((
6,((
6,((
6,((
(YqQHPHQWVHXO
)736&+$3,
$QGX]H
$QGX]H&KDUJH0R\
$QGX]H&KDUJH0D[
$QGX]H&KDUJH0LQ
$QGX]H0R\
$QGX]H0D[
$QGX]H0LQ
K
PLQ
PLQ
PLQ
PLQ
PLQ
PLQ
PLQ
PLQ
18
5ppFKjòK
5ppFKjòK
5ppFKjòK
18
18
18
18
18
 VHSWHPEUH %91( )736&+$3, óK 5ppFKjòK
 RFWREUH %91( )736&+$3, óK 5ppFKjòK
 QRYHPEUH %91( )736&+$3, óK 5ppFKjòK
 QRYHPEUH %91( )736&+$3, óK 5ppFKjòK
 QRYHPEUH %91( DQQXHO K 5ppFKjòK
 QRYHPEUH %91( DQQXHO K 5ppFKjòK
 GpFHPEUH %91( DQQXHO K 5ppFKjòK
 RFWREUH %91( DQQXHO K 5ppFKjòK
 QRYHPEUH %91( DQQXHO K 5ppFKjòK
Liste,  dénomination  et  provenance  des  données  numériques  utilisées  (NU  signifie  Non  Utilisé)  
  
  
  
  
   112  
  
Les  cumuls,  durées  et  débits  moyens  sont  calculés  à  partir  des  évènements  avec  les  instants  de  
début  et  de  fin  reportés  dans  le  tableau  suivant  (échantillonnage  ½  h).  
  
Evénements   Dates  
Début   Fin  
01   22/09/1994  20:08   24/09/1994  15:08  
03   03/10/1995  23:08   06/10/1995  04:08  
04   13/10/1995  14:09   15/10/1995  04:09  
08   10/11/1996  10:00   13/11/1996  19:00  
13   28/09/2000  09:00   30/09/2000  06:00  
19   08/09/2002  13:00   10/09/2002  00:00  
22   24/09/2006  04:00   25/09/2006  17:00  
23   18/10/2006  11:00   20/10/2006  17:00  
24   16/11/2006  22:45   18/11/2006  07:45  
25   20/11/2007  22:15   23/11/2007  19:45  
107   04/11/1997  03:00   07/11/1997  19:30  
108   24/11/1997  19:30   28/11/1997  04:00  
109   16/12/1997  10:30   20/12/1997  17:30  
117   20/10/1999  14:00   21/10/1999  23:00  
120   12/11/2000  02:00   15/11/2000  00:00  
Instants  de  début  et  de  fin  des  évènements  
  
/RUVTX¶XQUppFKDQWLOORQQDJHDpWpUpDOLVpFHGHUQLHUHVWmené  à  bien  de  la  manière  suivante.  
 /RUVTXHODSpULRGHG¶pFKDQWLOORQQDJHDXJPHQWHSar  exemple  de  5  min  à  1/2h)  :  
o On   affecte   au   temps   t   la   valeur   de   la   moyenne   des   n   valeurs   précédentes   pour   les  
débits   et   les   hauteurs,   afin   de   rendre   le   filtre   «  passe   bas  ª FDXVDO HQ YXH G¶XQH
utilisation  en  temps  réel.  
o On  affecte  le  cumul  des  pluies  des  n  valeurs  précédentes  pour  les  pluviomètres.  
 /RUVTXHODSpULRGHG¶pFKDQWLOORQQDJHGLPLQXHSDUH[HPSOHGHKjòK  :  
o On  ajoute  une  valeur  interpolée  des  débits  ou  hauteurs.  
o On   ajoute   une   valeur   des   cumuls   divisée   par   le   facteur   de   diminution   de   la   période  
pour  les  cumuls  de  pluies.  
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$QQH[H'3UpVHQWDWLRQGHVpYpQHPHQWVGHODEDVH
GHGRQQpHV
Evénement  n°1  du  21  au  24  septembre  1994    
Cet  événement  est  considéré  comme  non  intense,  court  et  comportant  plusieurs  pics.  
  
3UpFLSLWDWLRQVHWOLPQLJUDPPHGHO¶pYpQHPHQW  
Les  précipitations  moyennes  observées  sur  le  bassin  versant  (moyenne  calculée  sur  les  6  pluviomètres)  sont  
tracées  en  ordonnée  inversée  (échelle  de  droite)  ODKDXWHXUG¶HDXj$QGX]HHVWWUDFpHHQRUGRQQpHSRVLWLYH
(échelle  de  gauche)  ;;  la  courbe  en  trait  plein  est  la  hauteur  mesurée.    
  
Evénement  n°3  du  4-­5  octobre  1995  
Cet  événement  est  considéré  comme  intense,  long  et  possédant  plusieurs  pics.    
&HWpYpQHPHQWIXWODFDXVHG¶XQGpFqV  
  
3UpFLSLWDWLRQVHWOLPQLJUDPPHGHO¶pYpQHPHQW  
Les  précipitations  moyennes  observées  sur  le  bassin  versant  (moyenne  calculée  sur  les  6  pluviomètres)  sont  
tracées  en  ordonnée  inversée  (échelle  de  droite)  ODKDXWHXUG¶HDXj$QGX]HHVWWUDFpHHQRUGRQQpHSRVLWLYH
(échelle  de  gauche)  ;;  la  courbe  en  trait  plein  est  la  hauteur  mesurée.  
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Evénement  n°4  du  13  au  14  octobre  1995  
Cet  événement  est  considéré  comme  intense,  long  et  possédant  un  seul  pic.  
  
3UpFLSLWDWLRQVHWOLPQLJUDPPHGHO¶pYpQHPHQW  
Les  précipitations  moyennes  observées  sur  le  bassin  versant  (moyenne  calculée  sur  les  6  pluviomètres)  sont  
tracées  en  ordonnée  inversée  (échelle  de  droite)  ODKDXWHXUG¶HDXj$QGX]HHVWWUDFpHHQRUGRQQpHSRVLWLYH
(échelle  de  gauche)  ;;  la  courbe  en  trait  plein  est  la  hauteur  mesurée.  
  
Evénement  n°08  du  10  au  12  novembre  1996  
Cet  événement  est  considéré  comme  non  intense,  long  et  possédant  plusieurs  pics.  
  
3UpFLSLWDWLRQVHWOLPQLJUDPPHGHO¶pYpQHPHQW  
Les  précipitations  moyennes  observées  sur  le  bassin  versant  (moyenne  calculée  sur  les  6  pluviomètres)  sont  
tracées  en  ordonnée  inversée  (échelle  de  droite)  ODKDXWHXUG¶HDXj$QGX]HHVWWUDFpHHQRUGRQQpHSRVLWLYH
(échelle  de  gauche)  ;;  la  courbe  en  trait  plein  est  la  hauteur  mesurée.  
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Evénement  n°13  du  28  au  29  septembre  2000  
Cet  événement  est  considéré  comme  intense,  court  et  possédant  un  seul  pic.  
  
PrécLSLWDWLRQVHWOLPQLJUDPPHGHO¶pYpQHPHQW  
Les  précipitations  moyennes  observées  sur  le  bassin  versant  (moyenne  calculée  sur  les  6  pluviomètres)  sont  
tracées  en  ordonnée  inversée  (échelle  de  droite)  ODKDXWHXUG¶HDXj$QGX]HHVWWUDFpHHQRUGRQQpHSRVLWive  
(échelle  de  gauche)  ;;  la  courbe  en  trait  plein  est  la  hauteur  mesurée.  
  
Evénement  n°19  du  8  au  9  septembre  2002  
Cet  événement  est  considéré  comme  intense,  court  et  possédant  un  seul  pic.  
  
  
3UpFLSLWDWLRQVHWOLPQLJUDPPHGHO¶pYpQHPHQW  
Les  précipitations  moyennes  observées  sur  le  bassin  versant  (moyenne  calculée  sur  les  6  pluviomètres)  sont  
tracées  en  ordonnée  inversée  (échelle  de  droite)  ODKDXWHXUG¶HDXj$QGX]HHVWWUDFpHHQRUGRQQpHSRVLWLYH
(échelle  de  gauche)  ;;  la  courbe  en  trait  plein  est  la  hauteur  mesurée.  
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Evénement  n°22  du  24  au  25  septembre  2006  
Cet  événement  est  considéré  comme  non  intense,  court  et  possédant  un  seul  pic.  
  
3UpFLSLWDWLRQVHWOLPQLJUDPPHGHO¶pYpQHPHQW  
Les  précipitations  moyennes  observées  sur  le  bassin  versant  (moyenne  calculée  sur  les  6  pluviomètres)  sont  
tracées  en  ordonnée  inversée  (échelle  de  droite)  ODKDXWHXUG¶HDXj$QGX]HHVWWUDFpHHQRUGRQQpHSRVLWLYH
(échelle  de  gauche)  ;;  la  courbe  en  trait  plein  est  la  hauteur  mesurée.  
  
Evénement  n°23  du  19  au  20  octobre  2006  
Cet  événement  est  considéré  comme  intense  long  et  possédant  un  seul  pic.  
  
  
3UpFLSLWDWLRQVHWOLPQLJUDPPHGHO¶pYpQHPHQW  
Les  précipitations  moyennes  observées  sur  le  bassin  versant  (moyenne  calculée  sur  les  6  pluviomètres)  sont  
tracées  en  ordonnée  inversée  (échelle  de  droite)  ODKDXWHXUG¶HDXj$QGX]HHVWWUDFpHHQRUGRQQpHSRVLWLYH
(échelle  de  gauche)  ;;  la  courbe  en  trait  plein  est  la  hauteur  mesurée.  
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Evénement  n°24  du  17  novembre  2006  
Cet  événement  est  considéré  comme  non  intense,  court  et  possédant  un  seul  pic.  
  
3UpFLSLWDWLRQVHWOLPQLJUDPPHGHO¶pYpQHPHQW  
Les  précipitations  moyennes  observées  sur  le  bassin  versant  (moyenne  calculée  sur  les  6  pluviomètres)  sont  
tracées  en  ordonnée  inversée  (échelle  de  droite)  ODKDXWHXUG¶HDXj$QGX]HHst  tracée  en  ordonnée  positive  
(échelle  de  gauche)  ;;  la  courbe  en  trait  plein  est  la  hauteur  mesurée.  
  
Evénement  n°25  du  20  au  23  novembre  2007  
Cet  événement  est  considéré  comme  non  intense,  long  et  possédant  plusieurs  pics.  
  
  
Précipitations  et  limnigrammHGHO¶pYpQHPHQW  
Les  précipitations  moyennes  observées  sur  le  bassin  versant  (moyenne  calculée  sur  les  6  pluviomètres)  sont  
tracées  en  ordonnée  inversée  (échelle  de  droite)  ODKDXWHXUG¶HDXj$QGX]HHVWWUDFpHHQRUGRQQpHSRVLWLYH
(échelle  de  gauche)  ;;  la  courbe  en  trait  plein  est  la  hauteur  mesurée.  
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Evénement  n°107  du  5  au  7  novembre  1997  
Cet  événement  est  considéré  comme  non  intense,  long  et  possédant  plusieurs  pics.  
  
3UpFLSLWDWLRQVHWOLPQLJUDPPHGHO¶pYpQHPHQW  
Les  précipitations  moyennes  observées  sur  le  bassin  versant  (moyenne  calculée  sur  les  6  pluviomètres)  sont  
tracées  en  ordonnée  inversée  (échelle  de  droite)  ODKDXWHXUG¶HDXj$QGX]HHVWWUDFpHHQRUGRQQpHSRVLWLYH
(échelle  de  gauche)  ;;  la  courbe  en  trait  plein  est  la  hauteur  mesurée.  
  
Evénement  n°108  du  26  au  27  novembre  1997  
Cet  événement  est  considéré  comme  non  intense,  long  et  possédant  plusieurs  pics.  
  
  
3UpFLSLWDWLRQVHWOLPQLJUDPPHGHO¶pYpQHPHQW  
Les  précipitations  moyennes  observées  sur  le  bassin  versant  (moyenne  calculée  sur  les  6  pluviomètres)  sont  
tracées  en  ordonnée  inversée  (échelle  de  droite)  ODKDXWHXUG¶HDXj$QGX]HHVWWUDFpHHQRUGRQQpHSRVLWLYH
(échelle  de  gauche)  ;;  la  courbe  en  trait  plein  est  la  hauteur  mesurée.  
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Evénement  n°109  du  18  au  19  décembre  1997  
Cet  événement  est  considéré  comme  intense  long  et  comportant  un  seul  pic.  
  
3UpFLSLWDWLRQVHWOLPQLJUDPPHGHO¶pYpQHPHQW  
Les  précipitations  moyennes  observées  sur  le  bassin  versant  (moyenne  calculée  sur  les  6  pluviomètres)  sont  
tracées  en  ordonnée  inversée  (échelle  de  droite)  ODKDXWHXUG¶HDXj$QGX]HHVWWUDFpHHQRUGRQQpHSRVLWLYH
(échelle  de  gauche)  ;;  la  courbe  en  trait  plein  est  la  hauteur  mesurée.  
  
Evénement  n°117  du  20  au  21  octobre  1999    
Cet  événement  est  considéré  comme  non  intense  court  et  comportant  un  seul  pic.  
  
3UpFLSLWDWLRQVHWOLPQLJUDPPHGHO¶pYpQHPHQW  
Les  précipitations  moyennes  observées  sur  le  bassin  versant  (moyenne  calculée  sur  les  6  pluviomètres)  sont  
tracées  en  ordonnée  inversée  (échelle  de  droite)  ODKDXWHXUG¶HDXj$QGX]HHVWtracée  en  ordonnée  positive  
(échelle  de  gauche)  ;;  la  courbe  en  trait  plein  est  la  hauteur  mesurée.  
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Evénement  n°120  du  12  au  14  novembre  2000  
Cet  événement  est  considéré  comme  non  intense,  long  et  possédant  plusieurs  pics.  
  
Précipitations  et  limnigramme  GHO¶pYpQHPHQW  
Les  précipitations  moyennes  observées  sur  le  bassin  versant  (moyenne  calculée  sur  les  6  pluviomètres)  sont  
tracées  en  ordonnée  inversée  (échelle  de  droite)  ODKDXWHXUG¶HDXj$QGX]HHVWWUDFpHHQRUGRQQpHSRVLWLYH
(échelle  de  gauche)  ;;  la  courbe  en  trait  plein  est  la  hauteur  mesurée.  
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$QQH[H ( /D FUXH H[FHSWLRQQHOOH GX  VHSWHPEUH

,O HVWGLIILFLOHGH VH UHSUpVHQWHU O¶DPSOHXUGH ODFDWDVWURSKHGH O¶pYpQHPHQWGXVHSWHPEUH
 GDQV WRXV OHV GpSDUWHPHQWV GX *DUG GH O¶+pUDXOW HW GH O¶$UGqFKH PrPH VL OH
phénomène  a  été  le  plus  vioOHQWDX[DOHQWRXUVG¶$QGX]H&HWpYpQHPHQWDFDXVpODPRUWGH
personnes   dans   le  Gard,   395   communes   ont   été  déclarées   en   état   de   catastrophes   naturelles  
dont  299  dans  le  Gard.  3000  entreprises,  des  exploitations  agricoles  et  7200  résidences  ont  été  
inondpHV/HVGpJkWV V¶pOqYHQWjPLOOLDUGVG¶HXURV/HV LPDJHVFL-­dessous  permettent  de  
PLHX[VHILJXUHUOHSLFGHODFUXH1RXVUHPHUFLRQVLFLO¶2IILFHGX7RXULVPHG¶$QGX]HTXLD
bien  voulu  nous  communiquer  ces  illustrations.    
  
  
9XH GHSXLV O¶DPRQW GX SRQW   YLHX[ G¶$QGX]H OH SRQW TXL HQMDPEH OH *DUGRQ HVW SUHVTXH
submergé,  il  est  environ  8  h  du  matin  et  le  débit  avoisine  2500  m3/s,  le  maximum  est  estimé  à  
2800  m3/s  à  8h30  du  matin.    
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&HWWHIRLVFLYXGHSXLVO¶DYDO2QUHPDUTXHOHVFDVFDGHVTXLGpYDOHQWOD  colline  en  arrière  plan.  
  
  
Photo  cadrée  légèrement  à  gauche  de   la  précédente,   le  quai  qui  amène  vers   la  ville,   inondée  
par  le  ruissellement  dévalant  les  collines.  
  
   123  
  
  
/DUXHGH O¶pFOXVHYHUV O¶DYDOG¶$QGX]HRQQRWHHQDUULqUHSODQGH ODSKRWRODYDJXHTui  se  
situe   dans   le   cours   principal   du   Gardon,   la   digue   ici   ne   protège   plus   la   ville.   Au   fond   on  
GLVWLQJXH OHV VWUXFWXUHV GX VWDGH G¶$QGX]H TXL VH VLWXH GH O¶DXWUH FRWp GX *DUGRQ
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$QQH[H ) 3UpYLVLRQV ©QDwYHVª GH OD FUXH GH
VHSWHPEUH
Sont   présentés   ci-­dessous   les   limnigrammes   correspondant   à   la   prévision   naïve   de  
O¶pYpQHPHQWGH/HVFULWqUHVGHSHUIRUPDQFHVR2  et  critère  de  hauteur  sont  reportés  dans  
le  tableau  ci-­dessous.  On  peut  noter  que  pour  les  faibles  horizons  de  prévision,   le  coefficient  
de  détermination  est  excellent,  même  si  la  prévision  naïve  Q¶DSSRUWHDXFXQHLQIRUPDWLRQVXUOD
KDXWHXUG¶HDXjYHQLU  Par  définition,  le  critère  de  persistance  de  la  prévision  naïve  est  nul.  
  
Horizon  de  prévision  
hp  (heures)  
0,5  h   1  h   2  h   3  h   4  h   5  h   Moyenne  
R2  (Critère  de  Nash)   0,95   0,84   0,57   0,34   0,07   -­0,33   0,41  
Critère  de  hauteur  Ch   0,86   0,77   0,61   0,55   0,47   0,31   0,60  
Critères  de  qualité  des  prévisions  «  naïves  ªGHO¶pYpQHPHQt  n°19    
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Limnigrammes  des  prévisions  «  naïves  ªGHO¶pYpQHPHQWQ  
Les  précipitations  moyennes  observées  sur  le  bassin  versant  (moyenne  calculée  sur  les  6  pluviomètres)  sont  
tracées  en  ordonnée  inversée  (échelle  de  droite)  ODKDXWHXUG¶HDXj$QGX]HHVWWUDFpHHQRUGRQQpHSRVLWLYH
(échelle  de  gauche)  ;;  la  courbe  en  trait  plein  est  la  hauteur  mesurée  et  la  courbe  en  pointillés  la  hauteur  
correspondant  à  la  prévision  naïve.  
  
  
  
  
hp  =  0,5  h  
  
hp  =  1  h  
  
hp  =  2  h  
  
hp  =  3  h  
  
hp  =  4  h  
  
hp  =  5  h  
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$QQH[H*0HLOOHXUHVSUpYLVLRQVREWHQXHV
Cette  annexe  présente  les  prévisions  obtenues  lorsque  la  sélection  du  modèle  est  réalisée  avec  
OD YDOLGDWLRQ FURLVpH SDUWLHOOH HW O¶pYpQHPHQW  GH VHSWHPEUH  HQ DUUrW SUpFRFH /H
modèle  a  été  sélectionné   lorsqXH O¶pYpQHPHQWpWDLWHQWHVW&HSHQGDQWDILQG¶REWHQLUGHV
prévisions   en   aveugle   pour   chacun   des   autres   événements,   le   modèle   précédemment  
VpOHFWLRQQpDpWpFRQVHUYpHWO¶DSSUHQWLVVDJHDpWpUpDOLVpjQRXYHDXFKDTXHpYpQHPHQWpYDOXp
étant  en  test  et  l¶pYpQHPHQWGHHQDSSUHQWLVVDJH3RXUXQHSOXVJUDQGHIDFLOLWpGHOHFWXUH
les  résultats  des  événements  04,  23,  19  et  107  présentés  dans  le  corps  du  chapitre  III  ont  été  
repris  dans  cette  annexe.  
Le  tableau  ci-­dessous  présente  les  résultats  synthétiques,  on  y  reporte  la  catégorie  à   laquelle  
DSSDUWLHQW O¶pYpQHPHQW DX VHQV GH OD FODVVLILFDWLRQ SUpVHQWpH DX FKDSLWUH ,, SXLV VL FHW
événement  est  mieux  prévu,  par  rapport  à  la  prévision  naïve,  en  moyenne  ou  pour  chacun  des  
horizons  de  prévision.  
  
N°   date   Intense   long   Mono  
pic  
Classe   Prévision  
meilleure  en  
moyenne  que  la  
prévision  naïve  
Prévision  
meilleure  que  la  
prévision  naïve  
pour  chaque  hp  
1   VHSWHPEUH

QRQ QRQ QRQ + RXL RXL
3   RFWREUH RXL RXL QRQ % RXL RXL
4   RFWREUH

RXL RXL RXL $ RXL RXL
8   QRYHPEUH

QRQ RXL QRQ ) RXL RXL
13   VHSWHPEUH

RXL QRQ RXL & (QVHPEOHG¶DUUrW (QVHPEOHG¶DUUrW
19   VHSWHPEUH RXL QRQ RXL & RXL RXL
22   VHSWHPEUH

QRQ QRQ RXL * RXL QRQKHWK
23   RFWREUH

RXL RXL RXL $ RXL RXL
24   QRYHPEUH

QRQ QRQ RXL * RXL RXL
25   QRYHPEUH

QRQ RXL QRQ ) RXL QRQK
107   QRYHPEUH

QRQ RXL QRQ ) RXL RXL
108   QRYHPEUH

QRQ RXL QRQ ) RXL RXL
109   GpFHPEUH

RXL RXL RXL $ RXL QRQKHWK
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117   RFWREUH

QRQ QRQ RXL * RXL RXL
120   QRYHPEUH

QRQ RXL QRQ ) RXL RXL
  
On  peut  remarquer  que,  en  moyenne  sur  les  horizons  de  prévisions,  tous  les  événements  sont  
PLHX[ SUpYXV TX¶DYHF OD SUpYLVLRQ QDwYH1pDQPRLQV Sour   trois   événements   (25,   22,   109),  
certains  horizons  de  prévision  posent  encore  problème.  On  pourra  noter  que  ces  événements  
Q¶DSSDUWLHQQHQW SDV j XQH FODVVH SDUWLFXOLqUH  ;;   ils   peuvent   être   intenses   autant   que   non  
intenses.  La  validation  croisée  partielle  ne  semble  donc  pas  avoir   induit  de  spécialisation  par  
rapport  aux  seuls  événements  intenses,  mais  en  revanche  a  servi  à  mieux  les  prévoir.  
  
Ci-­dessous  sont  présentées  les  prévisions  et  critères  de  qualité  pour  tous  les  événements  de  la  
base  de  donnée  hormLVO¶pYpQHPHQWTXLDVHUYLG¶HQVHPEOHG¶DUUrW  
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Evénement  01  
  
Les  précipitations  moyennes  observées  sur  le  bassin  versant  (moyenne  calculée  sur  les  6  pluviomètres)  sont  
tracées  en  ordonnée  inversée  (échelle  de  droite)  ODKDXWHXUG¶HDXj$QGX]HHVWWUDFpHHQRUGRQQpHSRVLWLYH
(échelle  de  gauche)  ;;  la  courbe  en  trait  plein  est  la  hauteur  mesurée  et  la  courbe  en  pointillés  la  hauteur  estimée  
par  le  prédicteur.  
  
  
  
3UpYLVLRQVGHO¶pYpQHPHQWQ  
  
hp=0.5  h  
  
hp=1  h  
  
hp=2  h  
  
hp=3  h  
  
hp=4  h  
  
hp=5  h  
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Horizon  de  prévision  
hp  (heures)  
0,5  h   1  h   2  h   3  h   4  h   5  h   Moyenne  
Critères   de  
Persistance  Cp  
0,60   0,61   0,40   0,61   0,59   0,39   0,53  
R2  (Critère  de  Nash)   0,99   0,97   0,83   0,79   0,69   0,42   0,78  
Critère  de  hauteur  Ch   0,97   0,94   0,91   0,90   0,90   0,84   0,91  
R2  (prévision  naïve)   0,98   0,92   0,71   0,46   0,23   0,05   0,56  
Ch  (prévision  naïve)   0,95   0,89   0,77   0,67   0,62   0,63   0,76  
Critères  de  qualité  de  la  prévision  
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Evénement  03  
  
Les  précipitations  moyennes  observées  sur  le  bassin  versant  (moyenne  calculée  sur  les  6  pluviomètres)  sont  
tracées  en  ordonnée  inversée  (échelle  de  droite)  ODKDXWHXUG¶HDXj$QGX]HHVWWUDFpHHQRUGRQQpHSRVLWLYH
(échelle  de  gauche)  ;;  la  courbe  en  trait  plein  est  la  hauteur  mesurée  et  la  courbe  en  pointillés  la  hauteur  estimée  
par  le  prédicteur.  
  
  
  
3UpYLVLRQVGHO¶pYpQHPHQWQ  
  
hp=0,5  h  
  
hp=1  h  
  
hp=2  h  
  
hp=3h  
  
hp=4  h  
  
hp=5  h  
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Horizon  de  prévision  
hp  (heures)  
0,5  h   1  h   2  h   3  h   4  h   5  h   Moyenne  
Critères   de  
Persistance  Cp  
0,43   0,47   0,69   0,71   0,64   0,48   0,57  
R2  (Critère  de  Nash)   0,95   0,86   0,75   0,60   0,26   -­0,37   0,51  
Critère  de  hauteur  Ch   0,86   0,81   0,75   0,70   0,55   0,47   0,69  
R2  (prévision  naïve)   0,92   0,73   0,20   -­0,40   -­1,03   -­1,61   -­0,20  
Ch  (prévision  naïve)   0,81   0,67   0,46   0,40   0,39   0,33   0,51  
Critères  de  qualité  de  la  prévision  
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Evénement  04  
  
Les  précipitations  moyennes  observées  sur  le  bassin  versant  (moyenne  calculée  sur  les  6  pluviomètres)  sont  
tracées  en  ordonnée  inversée  (échelle  de  droite)  ;;  la  hauteur  G¶HDXj$QGX]HHVWWUDFpHHQRUGRQQpHSRVLWLYH
(échelle  de  gauche)  ;;  la  courbe  en  trait  plein  est  la  hauteur  mesurée  et  la  courbe  en  pointillés  la  hauteur  estimée  
par  le  prédicteur.  
  
  
  
PréYLVLRQVGHO¶pYpQHPHQWQ  
  
hp=0,5  h  
  
hp=1  h  
  
hp=2  h  
  
hp=3  h  
  
hp=4  h  
  
hp=5  h  
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Horizon  de  prévision  
hp  (heures)  
0,5  h   1  h   2  h   3  h   4  h   5  h   Moyenne  
Critères   de  
Persistance  Cp  
0,48   0,44   0,60   0,51   0,66   0,78   0,58  
R2  (Critère  de  Nash)   0,99   0,94   0,87   0,70   0,68   0,69   0,81  
Critère  de  hauteur  Ch   0,98   0,96   0,94   0,88   0,92   0,83   0,92  
R2  (prévision  naïve)   0,97   0,90   0,68   0,39   0,04   -­0,39   0,43  
Ch  (prévision  naïve)   0,96   0,92   0,85   0,78   0,66   0,46   0,77  
Critères  de  qualité  de  la  prévision  
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Evénement  08  
  
Les  précipitations  moyennes  observées  sur  le  bassin  versant  (moyenne  calculée  sur  les  6  pluviomètres)  sont  
tracées  en  ordonnée  inversée  (échelle  de  droite)  ODKDXWHXUG¶HDXj$QGX]HHVWWUDFpHHQRUGRQQpHSRVLWLYH
(échelle  de  gauche)  ;;  la  courbe  en  trait  plein  est  la  hauteur  mesurée  et  la  courbe  en  pointillés  la  hauteur  estimée  
par  le  prédicteur.  
  
  
  
3UpYLVLRQVGHO¶pYpQHPHQWQ  
  
hp=0,5h  
  
hp=1h  
  
hp=2h  
  
hp=3h  
  
hp=4h  
  
hp=5h  
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Horizon  de  prévision  
hp  (heures)  
0,5  h   1  h   2  h   3  h   4  h   5  h   Moyenne  
Critères   de  
Persistance  Cp  
0,30   0,14   0,25   0,41   0,14   0,30   0,26  
R2  (Critère  de  Nash)   0,99   0,96   0,88   0,82   0,60   0,55   0,80  
Critère  de  hauteur  Ch   0,97   0,96   0,89   0,80   0,83   0,80   0,88  
R2  (prévision  naïve)   0,99   0,95   0,85   0,70   0,54   0,36   0,73  
Ch  (prévision  naïve)   0,92   0,85   0,68   0,54   0,42   0,32   0,62  
Critères  de  qualité  de  la  prévision  
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Evénement  19  
  
Les  précipitations  moyennes  observées  sur  le  bassin  versant  (moyenne  calculée  sur  les  6  pluviomètres)  sont  
tracées  en  ordonnée  inversée  (échelle  de  droite)  ODKDXWHXUG¶HDXj$QGX]HHVWWUDFpHHQRUGRQQpHSRVLWLYH
(échelle  de  gauche)  ;;  la  courbe  en  trait  plein  est  la  hauteur  mesurée  et  la  courbe  en  pointillés  la  hauteur  estimée  
par  le  prédicteur.  
  
  
  
3UpYLVLRQVGHO¶pYpQHPHQWQ  
  
hp=0,5  h  
  
hp=1  h  
  
hp=2  h  
  
hp=3  h  
  
hp=4  h  
  
hp=5  h  
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Horizon  de  prévision  
hp  (heures)  
0,5  h   1  h   2  h   3  h   4  h   5  h   Moyenne  
Critères   de  
Persistance  Cp  
0,60   0,54   0,71   0,90   0,84   0,70   0,72  
R2  (Critère  de  Nash)   0,98   0,93   0,87   0,94   0,85   0,60   0,86  
Critère  de  hauteur  Ch   0,90   0,84   0,73   0,82   0,79   0,60   0,78  
R2  (prévision  naïve)   0,95   0,84   0,57   0,34   0,07   -­0,33   0,41  
Ch  (prévision  naïve)   0,86   0,77   0,61   0,55   0,47   0,31   0,60  
Critères  de  qualité  de  la  prévision  
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Evénement  22  
  
3UpYLVLRQVGHO¶pYpQHPHQWQ  
  
hp=0,5  h  
  
hp=1  h  
  
hp=2  h  
  
hp=3  h  
  
hp=4  h  
  
hp=5  h  
Les  précipitations  moyennes  observées  sur  le  bassin  versant  (moyenne  calculée  sur  les  6  pluviomètres)  sont  
tracées  en  ordonnée  inversée  (échelle  de  droite)  ODKDXWHXUG¶HDXj$QGX]HHVWWUDFpHHQRUGRQQpHSRVLWLYH
(échelle  de  gauche)  ;;  la  courbe  en  trait  plein  est  la  hauteur  mesurée  et  la  courbe  en  pointillés  la  hauteur  estimée  
par  le  prédicteur.  
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Horizon  de  prévision  
hp  (heures)  
0,5  h   1  h   2  h   3  h   4  h   5  h   Moyenne  
Critères   de  
Persistance  Cp  
-­0,06   -­0,51   0,41   0,19   0,55   0,45   0,17  
R2  (Critère  de  Nash)   0,96   0,83   0,81   0,51   0,58   0,32   0,67  
Critère  de  hauteur  Ch   0,86   0,71   0,65   0,65   0,68   0,71   0,71  
R2  (prévision  naïve)   0,96   0,89   0,67   0,40   0,07   -­0,23   0,46  
Ch  (prévision  naïve)   0,81   0,65   0,30   0,11   0,01   0,01   0,32  
Critères  de  qualité  de  la  prévision  
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Evénement  23  
  
3UpYLVLRQVGHO¶pYpQHPHQWQ  
  
hp=0,5  h  
  
hp=1  h  
  
hp=2  h  
  
hp=3  h  
  
hp=4  h  
  
hp=5  h  
Les  précipitations  moyennes  observées  sur  le  bassin  versant  (moyenne  calculée  sur  les  6  pluviomètres)  sont  
tracées  en  ordonnée  inversée  (échelle  de  droite)  ODKDXWHXUG¶HDXj$QGX]HHVWWUDFpHHQRUGRQQpHSRVLWLYH
(échelle  de  gauche)  ;;  la  courbe  en  trait  plein  est  la  hauteur  mesurée  et  la  courbe  en  pointillés  la  hauteur  estimée  
par  le  prédicteur.  
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Horizon  de  prévision  
hp  (heures)  
0,5  h   1  h   2  h   3  h   4  h   5  h   Moyenne  
Critères   de  
Persistance  Cp  
0,64   0,43   0,53   0,55   0,56   0,60   0,55  
R2  (Critère  de  Nash)   0,99   0,96   0,89   0,83   0,77   0,73   0,86  
Critère  de  hauteur  Ch   0,93   0,85   0,75   0,71   0,69   0,67   0,77  
R2  (prévision  naïve)   0,98   0,92   0,77   0,62   0,47   0,31   0,68  
Ch  (prévision  naïve)   0,88   0,79   0,67   0,63   0,64   0,66   0,71  
Critères  de  qualité  de  la  prévision  
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Evénement  24  
  
3UpYLVLRQVGHO¶pYpQHPHQWQ  
  
hp=0.5h  
  
hp=1h  
  
hp=2  h  
  
hp=3  h  
  
hp=4  h  
  
hp=5  h  
Les  précipitations  moyennes  observées  sur  le  bassin  versant  (moyenne  calculée  sur  les  6  pluviomètres)  sont  
tracées  en  ordonnée  inversée  (échelle  de  droite)  ODKDXWHXUG¶HDXj$QGX]HHVWWUDFpHHQRUGRQQpHSRVLWLYH
(échelle  de  gauche)  ;;  la  courbe  en  trait  plein  est  la  hauteur  mesurée  et  la  courbe  en  pointillés  la  hauteur  estimée  
par  le  prédicteur.  
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Horizon  de  prévision  
hp  (heures)  
0,5  h   1  h   2  h   3  h   4  h   5  h   Moyenne  
Critères   de  
Persistance  Cp  
0,65   0,49   0,46   0,77   0,63   0,58   0,60  
R2  (Critère  de  Nash)   0,97   0,85   0,55   0,69   0,29   0,00   0,56  
Critère  de  hauteur  Ch   0,88   0,81   0,69   0,82   0,65   0,53   0,73  
R2  (prévision  naïve)   0,92   0,71   0,16   -­0,38   -­0,90   -­1,40   -­0,15  
Ch  (prévision  naïve)   0,79   0,63   0,37   0,29   0,28   0,26   0,44  
Critères  de  qualité  de  la  prévision  
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Evénement  25  
  
3UpYLVLRQVGHO¶pYpQHPHQWQ  
  
hp=0,5  h  
  
hp=1  h  
  
hp=2  h  
  
hp=3  h  
  
hp=4  h  
  
hp=5  h  
Les  précipitations  moyennes  observées  sur  le  bassin  versant  (moyenne  calculée  sur  les  6  pluviomètres)  sont  
tracées  en  ordonnée  inversée  (échelle  de  droite)  ODKDXWHXUG¶HDXj$QGX]HHVWWUDFpHHQRUGRQQpHSRVLWLYH
(échelle  de  gauche)  ;;  la  courbe  en  trait  plein  est  la  hauteur  mesurée  et  la  courbe  en  pointillés  la  hauteur  estimée  
par  le  prédicteur.  
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Horizon  de  prévision  
hp  (heures)  
0,5  h   1  h   2  h   3  h   4  h   5  h   Moyenne  
Critères   de  
Persistance  Cp  
0,26   0,07   -­0,14   -­0,03   0,62   0,50   0,21  
R2  (Critère  de  Nash)   0,99   0,97   0,88   0,76   0,84   0,68   0,85  
Critère  de  hauteur  Ch   0,98   0,95   0,86   0,81   0,87   0,76   0,87  
R2  (prévision  naïve)   0,99   0,97   0,89   0,76   0,58   0,34   0,76  
Ch  (prévision  naïve)   0,98   0,95   0,89   0,84   0,81   0,80   0,88  
Critères  de  qualité  de  la  prévision  
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Evénement  107  
  
3UpYLVLRQVGHO¶pYpQHPHQWQ  
  
hp=0,5  h  
  
hp=1  h  
  
hp=2  h  
  
hp=3  h  
  
hp=4  h  
  
hp=5  h  
Les  précipitations  moyennes  observées  sur  le  bassin  versant  (moyenne  calculée  sur  les  6  pluviomètres)  sont  
tracées  en  ordonnée  inversée  (échelle  de  droite)  ODKDXWHXUG¶HDXj$QGX]HHVWWUDFpHHQRUGRQQpHSRVLWLYH
(échelle  de  gauche)  ;;  la  courbe  en  trait  plein  est  la  hauteur  mesurée  et  la  courbe  en  pointillés  la  hauteur  estimée  
par  le  prédicteur.  
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Horizon  de  prévision  
hp  (heures)  
0,5  h   1  h   2  h   3  h   4  h   5  h   Moyenne  
Critères   de  
Persistance  Cp  
0,72   0,57   0,38   0,78   0,67   0,64   0,63  
R2  (Critère  de  Nash)   1,00   0,99   0,93   0,95   0,88   0,82   0,93  
Critère  de  hauteur  Ch   0,99   0,95   0,89   0,93   0,91   0,84   0,92  
R2  (prévision  naïve)   0,99   0,97   0,90   0,78   0,64   0,49   0,80  
Ch  (prévision  naïve)   0,97   0,95   0,88   0,80   0,73   0,69   0,84  
Critères  de  qualité  de  la  prévision  
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Evénement  108  
  
3UpYLVLRQVGHO¶pYpQHPHQWQ  
  
hp=0,5  h  
  
hp=1  h  
  
hp=2  h  
  
hp=3  h  
  
hp=4  h  
  
hp=5  h  
Les  précipitations  moyennes  observées  sur  le  bassin  versant  (moyenne  calculée  sur  les  6  pluviomètres)  sont  
tracées  en  ordonnée  inversée  (échelle  de  droite)  ODKDXWHXUG¶HDXj$QGX]HHVWWUDFpHHQordonnée  positive  
(échelle  de  gauche)  ;;  la  courbe  en  trait  plein  est  la  hauteur  mesurée  et  la  courbe  en  pointillés  la  hauteur  estimée  
par  le  prédicteur.  
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Horizon  de  prévision  
hp  (heures)  
0,5  h   1  h   2  h   3  h   4  h   5  h   Moyenne  
Critères   de  
Persistance  Cp  
0,33   0,33   0,57   0,52   0,70   0,50   0,49  
R2  (Critère  de  Nash)   1,00   0,98   0,96   0,90   0,88   0,71   0,91  
Critère  de  hauteur  Ch   0,98   0,94   0,94   0,90   0,83   0,79   0,90  
R2  (prévision  naïve)   0,99   0,98   0,90   0,78   0,61   0,41   0,78  
Ch  (prévision  naïve)   0,97   0,93   0,84   0,75   0,67   0,59   0,79  
Critères  de  qualité  de  la  prévision  
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Evénement  109  
  
3UpYLVLRQVGHO¶pYpQHPHQWQ  
  
hp=0,5  h  
  
hp=1  h  
  
hp=2  h  
  
hp=3  h  
  
hp=4  h  
  
hp=5  h  
Les  précipitations  moyennes  observées  sur  le  bassin  versant  (moyenne  calculée  sur  les  6  pluviomètres)  sont  
tracées  en  ordonnée  inversée  (échelle  de  droite)  ODKDXWHXUG¶HDXj$QGX]HHVWWUDFpHHQRUGRQQpHSRVLWLYH
(échelle  de  gauche)  ;;  la  courbe  en  trait  plein  est  la  hauteur  mesurée  et  la  courbe  en  pointillés  la  hauteur  estimée  
par  le  prédicteur.  
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Horizon  de  prévision  
hp  (heures)  
0,5  h   1  h   2  h   3  h   4  h   5  h   Moyenne  
Critères   de  
Persistance  Cp  
0,55   0,11   -­0,49   -­0,13   0,30   0,12   0,08  
R2  (Critère  de  Nash)   1,00   0,99   0,96   0,93   0,92   0,85   0,94  
Critère  de  hauteur  Ch   0,99   0,97   0,85   0,88   0,90   0,89   0,91  
R2  (prévision  naïve)   1,00   0,99   0,97   0,94   0,89   0,83   0,94  
Ch  (prévision  naïve)   0,99   0,98   0,97   0,97   0,96   0,92   0,97  
Critères  de  qualité  de  la  prévision  
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Evénement  117  
  
3UpYLVLRQVGHO¶pYpQHPHQWQ  
  
hp=0,5  h  
  
hp=1  h  
  
hp=2  h  
  
hp=3  h  
  
hp=4  h  
  
hp=5  h  
Les  précipitations  moyennes  observées  sur  le  bassin  versant  (moyenne  calculée  sur  les  6  pluviomètres)  sont  
tracées  en  ordonnée  inversée  (échelle  de  droite)  ODKDXWHXUG¶HDXj$QGX]HHVWWUDFpHHQRUGRQQpHSRVLWLYH
(échelle  de  gauche)  ;;  la  courbe  en  trait  plein  est  la  hauteur  mesurée  et  la  courbe  en  pointillés  la  hauteur  estimée  
par  le  prédicteur.  
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Horizon  de  prévision  
hp  (heures)  
0,5  h   1  h   2  h   3  h   4  h   5  h   Moyenne  
Critères   de  
Persistance  Cp  
0,56   0,45   0,67   0,81   0,82   0,61   0,65  
R2  (Critère  de  Nash)   0,99   0,95   0,90   0,89   0,85   0,57   0,86  
Critère  de  hauteur  Ch   0,98   0,96   0,94   0,92   0,91   0,88   0,93  
R2  (prévision  naïve)   0,98   0,91   0,68   0,41   0,18   -­0,10   0,51  
Ch  (prévision  naïve)   0,97   0,94   0,87   0,82   0,81   0,80   0,87  
Critères  de  qualité  de  la  prévision  
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Evénement  120  
  
PrévisionVGHO¶pYpQHPHQWQ  
  
hp=0,5  h  
  
hp=1  h  
  
hp=2  h  
  
hp=3  h  
  
hp=4  h  
  
hp=5  h  
Les  précipitations  moyennes  observées  sur  le  bassin  versant  (moyenne  calculée  sur  les  6  pluviomètres)  sont  
tracées  en  ordonnée  inversée  (échelle  de  droite)  ODKDXWHXUG¶HDu  à  Anduze  est  tracée  en  ordonnée  positive  
(échelle  de  gauche)  ;;  la  courbe  en  trait  plein  est  la  hauteur  mesurée  et  la  courbe  en  pointillés  la  hauteur  estimée  
par  le  prédicteur.  
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Horizon  de  prévision  
hp  (heures)  
0,5  h   1  h   2  h   3  h   4  h   5  h   Moyenne  
Critères   de  
Persistance  Cp  
0,46   0,20   0,30   0,30   0,66   0,59   0,42  
R2  (Critère  de  Nash)   0,99   0,97   0,90   0,80   0,83   0,70   0,87  
Critère  de  hauteur  Ch   0,97   0,94   0,88   0,83   0,86   0,78   0,88  
R2  (prévision  naïve)   0,90   0,96   0,86   0,71   0,52   0,28   0,71  
Ch  (prévision  naïve)   0,95   0,92   0,84   0,78   0,74   0,70   0,82  
Critères  de  qualité  de  la  prévision  
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,QWURGXFWLRQ
The  prediction   of   flash   floods   in   populated   areas   is   a  major   challenge   for   early  
flood   warning   systems.   For   the   watershed   under   consideration   in   the   present  
paper,   current   physics-­based   models   have   difficulties   performing   accurate   real-­
time  forecasting  in  the  absence  of  accurate  rainfall  forecasts.  Therefore,  machine-­
learning  models   based   on   past   flash   flood  measurements   in   the   same  watershed  
are  attractive  alternatives.  
  
$IWHUDSUHVHQWDWLRQRIWKH³&pYHQROIODVKIORRGV´  whose  prediction  is  investigated  
in   the   present   paper,   the   current   physics-­based  methods   are   described   cursorily,  
and   a   short   presentation   of   past   attempts   at   forecasting   flash   floods  with   neural  
networks   is   provided.   In   the   subsequent   section,   two   candidate   models   for  
nonlinear   dynamic   process   forecasting   are   presented:   recurrent   neural   networks  
and   feedforward   neural   networks   with   time   delays;;   it   is   shown   that,   given   the  
specific   features  of   flash   flood   forecasting   in   the  absence  of   rainfall  predictions,  
the  latter  models  are  more  appropriate.  The  contents  and  structure  of  the  database  
is  described,  and  a  useful  typology  of  the  flood  events  present  therein  is  provided.  
The  subsequent   section  describes   the  model  design  methodology,  with  emphasis  
on   variable   and   model   selection   by   leave-­one-­sequence-­out   cross-­validation,  
training   and   regularization,   and   independent   testing.   In   the   final   section,   the  
results   are   described,   and  we   show   that   satisfactory   two-­hour   ahead  predictions  
are   feasible,   thereby  opening   the  way   to   issuing   reliable  population  warnings   in  
real  time.  
)ORRG)RUHFDVWLQJ
Flood   forecasting   involves   essentially   finding   an   appropriate   relation   between  
rainfalls  (past  and  present)  and  future  river  runoff.  For  heterogeneous  watersheds,  
this   is  a  very  difficult   task,   for  various   reasons.  First,   the   rainfall-­runoff   relation  
depends   on   the   season   due   to   evaporation   and   evapotranspiration   (consumption  
and  evaporation  of  water  by  vegetation)  [1],  which  may  lead  to  significant  spatial  
variations  of   the   initial  water  storage  [2].  Moreover,  the  watershed  response  also  
depends   on   soil   moisture   and   land   use.   As   a   consequence,   the   rainfall-­runoff  
relation   is   nonlinear,   and   it   depends   on   variables   that   are   difficult   to   measure  
and/or  to  estimate  [2],  [3],  [4].  
)ODVK)ORRGVRI*DUGRQG¶$QGX]H
The   Experimental   Digital   Watershed   (EDW)   program16   was   initiated   by   the  
French  Ministry  of  Environment  (MEEDADT)  in  order  to  compare  the  real-­time  
performances   of   different   forecasting   models   on   a   few   test   watersheds.   Three  
EDW   test   sites   were   proposed:   the  Meuse   and   the  Marne   watersheds   for   slow  
IORRGVDQG³ZDWHUWDEOH´IORRGVUHVSHFWLYHO\DQGWKHGardon  watershed  at  Anduze  
for   flash   floods.  Flash   floods  are   floods  that  exhibit  a  sharp   flow  peak  occurring  
on   a   very   short   time   scale   (less   than   4-­6   hours   in   the   case   of   the   Gardon  
watershed)  after  a  very   intense  rainfall.  The  prediction  of   the   latter  flood  type   is  
still  an  open   issue,  because  of   its  complexity,  which   is  due  mainly  to  the  spatial  
heterogeneity   of   the   rainfall   and   of   the   soil   moisture   [2]   [4].   In   the   absence   of  
accurate   measurements   of   these   important   variables,   it   is   very   difficult   for  
physical  models  to  predict  accurately  the  evolution  of  the  water  levels  or  flows.  
In   view   of   the   damages   caused   by   flash   floods   in   populated   areas   (over   100  
IDWDOLWLHVRYHUWKHSDVWWZRGHFDGHVLQWKHVRXWKHDVWRI)UDQFHDQGELOOLRQ¼RI
                                                                                              
16  French  acronym:  BVNE  for  Bassin  Versant  Numérique  Expérimental  
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economical  damages  for  the  sole  event  of  9th  September  2002  [7],  [8]),  predictive  
methods   that   do   not   require   the   accurate   knowledge   of   the   above   factors   are  
potentially  very  useful.  
The  Gardon  catchment  exhibits   the  typical  behavior  that  the  present  article  aims  
at  modeling:  floods  are  very  irregular  and  may  rise  up  to  several  meters  in  a  few  
hours.   In   addition,   it   is   vulnerable:   a   population   lives   and   works   in   this   basin,  
which  explains  the  huge  damage  costs  and  loss  of  human  lives.    
The   *DUGRQ G¶$QGX]H   catchment,   sub-­catchment   of   the   Gardon   catchment  
(Rhône  river  tributary)  is  located  in  the  southeast  of  France  as  shown  in  Figure  1,  
in   the  Cévennes  mountainous  area.  The   basin  area   is  546  km2,   the  catchment   is  
mountainous   with   large   mean   slopes   (40%)   and   high   soil   infiltration   capacity,  
which   explains   the   velocity   of   the   floods.   The   basin   contains   three   main  
geological   units:   schists   (60   %),   granite   (30%)   and   limestone   (10%),   which  
accounts  for  the  heterogeneity  of  soil  moisture  and  permeability.    
The   Anduze   catchment   is   subjected   to   very   intense   storms   delivering   huge  
amounts  of  water:  for  example,  a  600  mm  rainfall  was  recorded  in  the  Anduze  rain  
gauge  in  less  than  12  hours  in  200217.  These  storms  occur  most  frequently  during  
autumn  when  the  Mediterranean  Sea  is  almost  warm.    
  
RDLQIDOOVDQGIORZVZHUHPHDVXUHGERWKIRUYHU\LQWHQVHDQGIRU³PRGHUDWH´  flood  
events,  over  a  period  of  thirteen  years.  Spatially  distributed  rainfall  measurements  
were  provided  by   six  rain  gauges.  The   list  of  recorded  flash   flood  events   for   the  
Gardon  watershed  at  Anduze  is  reported  in  Table  1.    
  
  
                                                                                              
17  For  comparison  purposes,  600  mm  is  approximately  the  mean  yearly  rainfall  in  
Paris  (France).  
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N°   Date   Duration  
(hours)  
Cumulated  
rainfall  
(cm)  
Maximum  
discharge  
(m3/s)  
Maximum  
water  level  
(m)  
Mean  
Flow  
(m3/s)  
1   11/  21-­24/1994   35   18.9   491   3.71   181  
3   10/4-­5/1995   54   32   975   5.34   175  
4   10/13-­14/1995   92   19   864   5   108  
8   11/10-­12/1996   82   16   268   2.71   33  
13   9/28-­29/2000   46   18   800   4.80   74  
19   9/9/2002   29   41   2742   9.71   511  
22   9/24-­25/2006   23   6   186   2.24   21  
23   10/19-­20/2006   55   20   1436   6.61   181  
24   11/17/2006   34   6   275   2.75   65  
25   11/20-­23/2007   70   12   264   2.69   139  
107   11/5-­7/1997   74   27   624   4.20   225  
108   11/26-­27/1997   66   11   244   2.58   117  
109   12/18-­19/1997   104   38   985   5.37   327  
117   10/20-­21/1999   34   12   473   3.64   212  
120   11/12-­14/2000   71   13   279   2.77   110  
7DEOH/LVWRIDYDLODEOHHYHQWVEHWZHHQDQGRQWKH*DUGRQG¶$QGX]HFDWFKPHQWIURP
(':GDWDEDVH(YHQWVDUHLGHQWLILHGE\DQXPEHUDQGHDFKURZRIWKHWDEOHUHSRUWVWKHGDWHRI
WKHHYHQWLWVGXUDWLRQWKHFXPXODWHGUDLQIDOOVRYHUWKHGXUDWLRQRIWKHHYHQWDYHUDJHGRYHUWKH
UDLQJDXJHVWKHPD[LPXPSHDNGLVFKDUJHDYHUDJHGRYHUKDOIDQKRXUWKHPD[LPXPZDWHUOHYHO
DW WKH$QGX]H JDXJH VWDWLRQ DQG WKHPHDQ GLVFKDUJH RYHU WKH GXUDWLRQ RI WKH HYHQW 7KH PRVW
LQWHQVHHYHQWLVQXPEHUZKRVHSUHGLFWLRQLVRQHRIWKHREMHFWLYHVRIWKHSUHVHQWZRUN

Usually   the   flow   is   not  measured   directly:   it   is   derived   from   the  water   level   by  
mHDQVRID³UDWLQJFXUYH´7KHUDWLQJFXUYHPXVWEHGHULYHGFDUHIXOO\LWGHSHQGV
on  the  section  of  the  river,  on  the  roughness  of  the  waterbed,  on  its  slope,  and  it  
may   vary   in   time   due   to   local   changes   in   the   waterbed   during   floods.   In   the  
present   study,   water   levels   were   forecasted   and   subsequently   converted   to  
discharges   using   the   rating   curve.   The   discharge   is   the   physical   value  
characterizing  the  river  state,  while  the  level  is  location-­specific.  
As  an  additional  difficulty,  various  sensor  failures  may  affect  the  accuracy  of  the  
measurements.  
At  present,  measurements  of  the  *DUGRQG¶$QGX]H  catchment  are  sampled  with  a  
five-­minute  sampling  rate  and  transmitted  to  the   local  Flood  Forecasting  Service  
which  analyzes  the  incoming  data.  
  
+\GURORJLFDO0HWKRGVIRU)ORRG)RUHFDVWLQJ
One   can   distinguish   between   simulations,  where   the   flow  at   time   t   is   computed  
from   rainfalls   at   the   same   time   t   or   earlier,   and   forecasts,   where   the   flow   is  
computed   ahead   of   time.   Since   water   flow   is   due   solely   to   rainfalls,   flow  
forecasting   requires  either   rain   forecasts,  or  ad  hoc  assumptions  on   future   rains,  
such  as  null  or  constant  rainfall.  The  last  two  assumptions  are  not  satisfactory  in  
the  case  of  flash  flood  as  investigated  here,  because  rainfalls  are  highly  variable  in  
time.   Furthermore,   these   assumptions   cannot   take   into   account   the   spatial  
variability  of  rainfalls.  Rainfall  predictions  in  the  area  under  investigation  are  not  
accurate   enough,   because   the   rain   generation   process   itself   is   not   yet   clearly  
understood:   it   is   still   a   difficult   task   to   forecast   accurately   when   or   where   the  
storm  will  be  stabilized,  even  for  recent  meteorological  models  (such  as  AROME  
[5]),   due   tR WKH ³EDFNZDUG UHJHQHUDWLYH V\VWHP´ WKDW IHHGV WKH VWRUP ZLWK WKH
water  of   the  Mediterranean   sea   [6].  Hydrological  models  may   belong   to  one   of  
three   categories:   (i)   physical   models,   (ii)   conceptual   models   and   (iii)   statistical  
models.   Some   models   implement   a   combination   of   these   approaches.   The   first  
two  families  of  models  will  be  presented  briefly,  before  describing  neural  network  
based  statistical  models  in  detail.  
Physical modeling 
Physical  modeling  aims  at  modeling   the  physical  phenomena   that   result   in   flash  
floods.   In   the   case   of   the   catchment   under   investigation,   the   heterogeneity   of  
rainfalls   and   the   behavior   of   the   rainfall-­soil   couple   are   the   main   factors   that  
account   for   the  phenomena:  physics-­based  models  must   take   them   into  account.  
)RU H[DPSOH WKH PRGHO WKDW LV XVHG LQ WKH ³([SHULPHQWDO 'LJLWDO :DWHUVKHG´
project,   and   applied   to   the   Anduze   catchment   [2],   estimates,   at   each   time   step  
(hourly),  the  spatial  distribution  of  the  soil  water  content  (with  three  parameters).  
In   a   subsequent   step,   for   six   appropriately   defined   hydrological   meshes,   two  
elements   of   the   global   discharge   are   estimated   at   the   pixel   resolution   of   the  
³'LJLWDO7HUUDLQ0RGHO´   the  subsurface   lateral   flow  (water  flowing  underground  
laterally  in  the  few  first  meters  of  soil  and  drained  by  the  river  network)  and  the  
saturated  area  runoff  (water   that  flows  on  the  surface  because  the   soil   is  already  
saturated  due  to  previous  rainfall,  thus  unable  to  absorb  additional  water).  Then  a  
geomorphological   approach   allows   an   estimation   of   the   time   necessary   for  
underground   or   surface   water   to   reach   the   river   at   any   location.   Six   sub-­
catchments  are   thus  defined,  where  discharge  measurements  are  performed   (one  
measurement   station   per   catchment),   three   physical   parameters   are   required   to  
compute   the   total   runoff   for   each   sub-­catchment,   so   that   finally   eighteen  
parameters   are   defined;;   two   additional   parameters,   accounting   for  
evapotranspiration  and  for  water  transfer,  are  required.  The  accurate  estimation  of  
those  physical  quantities  is  a  major  difficulty  of  that  approach,  because  the  inverse  
problem  does  not  have  a  unique  solution.  
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Conceptual modeling 
Conceptual  modeling   assumes   that   the   rainfall-­runoff   relation  may   be   described  
by  global  concepts,  such  as  the  reservoir  concept.  This  approach  has  been  applied  
to   the   *DUGRQ G¶$QGX]H   catchment   using   the   SCS   model   (Soil   Conservation  
Service)   [3].   It   is   coQVLGHUHG WKDW UDLQIDOOV ILOO D ³VRLO UHVHUYRLU´ZKRVH OHYHO LV
computed   using   a   balance   between   infiltration   and   discharge.   The   reservoir   is  
modeled  as  a  first-­order  linear  filter.  Therefore,  two  parameters  only  are  required:  
the  capacity  of  the  reservoir  and  its  time  constant.  The  soil  reservoir  depends  also  
on   the   soil   characteristics   and   is   thus   spatially   distributed.   The   results   of   the  
simulations   performed  with   the   model   depend   strongly   on   the   postulated   initial  
level  of  the  soil  reservoir.  
For  all  hydrological  models  addressing  flash  floods,  the  prominent  variable  is  the  
spatially  distributed  rainfall.  In  the  case  of  TOPMODEL,  variable   ranking  shows  
[2]   the   major   relevance   of   i)   distributed   rainfalls,   and   ii)   soil   moistures.   This  
expert  knowledge  will  be  useful  for  the  design  of  our  statistical  models,  as  shown  
LQWKH³0RGHOGHVLJQ´VHFWLRQ  
Moreover,   in   both  conceptual  and  physical  models,   rainfall   information  must  be  
available;;   therefore,   it   is   very   difficult   to   forecast   the   future   water   level   in   the  
absence  of  rainfall  forecast.  Neural  networks,  which  can  learn  functions  based  on  
rainfall  and  runoff  time  series,  are  thus  good  candidates  for  forecasting  runoff  at  a  
predefined  horizon.  
1HXUDO1HWZRUNVIRU)ODVK)ORRG)RUHFDVWLQJ
Although  neural  networks  have  been  widely  publicized  for  flood  forecasting,  the  
prediction  of  flash  floods,  in  the  absence  of  rainfall  predictions,  has  been  seldom  
investigated   by   machine   learning   techniques.   In   [9],   flash   flood   forecasting   is  
performed   by   neural   networks,   radial   basis   functions   networks   and   nearest-­
neighbors,   in   the   framework   of   nonlinear,   autoregressive   models,   taking   into  
account   past   rainfall   measurements,   and   past   runoff   measurements;;   the   authors  
QRWH WKDW ³DOO LQYHVWLJDWHG 0/3 QHWZRUNV SHUIRUP VLJQLILFDQWO\ worse   when  
DSSOLHGWRWKHWHVWGDWDVHWV´7KLVRYHUILWWLQJSKHQRPHQRQFDQSUREDEO\EHWUDFHG
to  the  fact  that  no  regularization  mechanism  was  implemented  during  training.  By  
contrast,  early  stopping  is  used  for  regularization  in  [10]  and  [11],  but  the  scope  of  
that  research   is   long-­term  predictions.  In  [12]  [13],  flash   floods  are  predicted  by  
various  methods   including   neural   networks.  The   reported   results  are   satisfactory  
probably  due  to  the  very  small   size  of   the  basins   (2  and  20  km2)  which  simplify  
the  rainfall  runoff  relation;;  moreover  they  are  not  obtained  on  an  independent  test  
set:  therefore,  the  results  are  likely  to  be  unduly  optimistic.  In  [14],  even  though  
generalization  is  assessed  on  an  independent  test  set,  the  most  intense  event  of  the  
database  is  always  included  in  the  training  set,  so  that  the  ability  of  the  model  to  
forecast  reliably  a  more  intense  event  is  not  demonstrated.  The  importance  of  such  
issues   as   complexity   control,   variable   selection,   independent   testing,   are   not  
always  acknowledged  when  machine   learning   techniques  are  used   in   hydrology.  
Some   well-­known   techniques   are   summarized   in   [15].   In   addition,   many  
publications  in  the  field  are  plagued  by  various  problems  (inefficient  optimization  
  
techniques,   overparameterized   models,   inappropriate   performance   indices,   and  
failure   to   realize   that   neural   networks   are   just   another   nonlinear   regression  
technique);;  as  a  consequence,  results  on  difficult  problems  such  as  the  forecasting  
of   extreme   floods   are   often   disappointing,   although   these   are   events   that   most  
urgently  need  fast,  accurate  predictions.    
In  the  present  work,  we  show  that  a  rigorous  model  design  procedure,   involving  
model   complexity   control,   variable   selection,   regularization,   and   independent  
testing,  leads  to  satisfactory  predictions  of  extreme  events.  
3UREOHPVWDWHPHQWDQGGDWDSURFHVVLQJ
1HXUDOQHWZRUNPRGHOVIRUIORRGIRUHFDVWLQJ
Time  plays  a  functional  role  in  the  rainfall-­runoff  relation:  physically,  the  flow  at  
time   t   depends   on   previous   rainfalls.   Therefore,   discrete-­time   dynamic   models  
must   be   designed.   In   the   following,  we  denote   by  T   the   sampling   period   of   the  
physical  quantity  of  interest  yp(kT),  hereinafter  abbreviated  as  yp(k).  
Denoting  by  y(k)  the  predicted  value  of  the  quantity  of  interest  at  discrete  time  kT,  
by  u(k)   the   vector  of   exogenous   variables   at   time   kT,   and   by  gNN   the   nonlinear  
function   implemented   by   a   feedforward   neural   network,   the   following   simple  
input-­RXWSXW³QHXUDO´SUHGLFWRUVFDQEHGHVLJQHG>16]:  
(i)  recurrent  neural  networks  
        11\ N J \ N \ N \ N Q N N N PX X X 
where  n  and  m  are  positive  integers;;  recurrent  neural  networks  predict  the  quantity  
of  interest  at  time  k  from  its  past  predicted  values  and  from  past  measured  values  
of  the  exogenous  variables,    
(ii)  feedforward  neural  networks  with  time  delays  
        S S S11\ N J \ N \ N \ N Q N N N PX X X 
which  predict  the  quantity  of  interest  at  time  k  from  its  past  measured  values  and  
from  past  values  of  the  exogenous  variables.  
It   has   been   shown   [16]   that   the   first   category   of   predictors   is   optimal   if   the  
modeled  process  is  subjected  to  output  noise  (typically  measurement  noise),  while  
the  second  category   is  optimal   if   the  modeled  process   is  subjected  to  state  noise  
(typically   unknown   disturbances   acting   on   the   process   itself).   If   both   types   of  
noise  are  present,  recurrent  models  fed  both  with  past  predicted  variables  and  past  
measured  variables  must  be  designed.  
In  the  present  study,  the  quantity  of   interest  yp   is   the  water  flow  (or  equivalently  
the   water   level),   and   the   exogenous   variables   are   the   rainfalls   and   possibly  
additional  factors  as  described  below.  
In   addition,   the   purpose   here   is   to   forecast,   at   time   kT,   the  water   flow  or  water  
level   at   time   (k   +   f)T,   where   f   is   a   given   integer.   The   prediction   horizon   is  
typically   a   few   hours,  while   the   sampling   period   is   typically   a   few  minutes.   In  
  
order   to  perform  such  a   forecast,   a   recurrent  network  might  be  used   by   running  
the   predictor   f   times   at   time   kT:   that   would   require   the   availability   of   u(k+1),  
u(k«u(k+f),   i.e.   the  availability  of   rainfall   forecasts  on   that  horizon.  This  
requirement  precludes  the  use  of  recurrent  predictors.  
Therefore,  the  predictors  designed  in  the  present  study  are  of  the  form  
      I S S S11\ N I J \ N \ N \ N Q N N N PX X X 
where   I11J    is   implemented   as   a   feedforward   neural   network   whose   number   of  
variables  and  number  of  hidden  neurons  depend  on  the  forecasting  horizon  f.  
Therefore,   given   a   forecasting   horizon   f,   one   has   to   find   the   appropriate   time  
window  m  for  rainfalls,   the  appropriate  time  window  n   for  past  water   levels,   the  
relevant  exogenous  variables,  together  with  the  appropriate  complexity  in  terms  of  
number   of   hidden   neurons,   given   the   available   data.   We   perform   this   task   as  
GHVFULEHG EHORZ LQ WKH ³PRGHODQG YDULDEOH VHOHFWLRQ´VXEVHFWLRQRI WKH ³PRGHO
GHVLJQ´VHFWLRQ  
'DWDDFTXLVLWLRQ
Rainfalls   are   measured   by   rain   gauges,   which   are   the   most   accurate   sensors  
available   at   present.   However,   they   provide   local   information,   so   that   the  
heterogeneity  of  rainfalls  is  a  major  problem  for  flash  floods.  For  instance,  in  the  
case  of  event  19,  which  is  of  particular  interest  in  the  present  study,  the  cumulated  
rainfall  was  three  times  as  large  in  Anduze  as  in  Soudorgues,  which  is  only  fifteen  
kilometers   away.   In   order   to  obtain   a  more   global   picture,   radar   acquisitions   of  
rainfalls   with   a   definition   of   1   km2   have   been   performed   since   2002,   but   the  
number  of  flood  events  thus  monitored  in  the  catchment  under  investigation  is  still  
too  small  for  reliable  use  in  a  machine  learning  approach.  
The   sampling  period   for  water   level  measurements  during   flood  events  was  1   h  
before  2002  and  has  been  5  minutes  since  2002.  In  the  present  work,  a  sampling  
period  of  30  mn  was  chosen,  which  is  appropriate  considering  the  2-­4  hours  rise  
time   of   this   catchment.   For   events   that   occurred   before   2002,   re-­sampling   was  
performed  by  linear  interpolation.    
'DWDEDVHVWUXFWXUH
The  water  level  of  the  catchment  under  investigation  is  sampled  all  year  long  with  
a  sampling  period  of  one  hour,  but  the  sampling  period  is  shortened  to  5mn  when  
flash  floods  occur.  Therefore,  the  database  was  organized  as  follows:  at  the  end  of  
each   flood   event,   a   non-­flood   (zero   or   weak   rainfall)   time   period   of   15   hours  
(more  than  twice  the  concentration  time  of  the  basin,  i.e.  the  time  that  is  necessary  
for  water  to  flow  from  the  most  distal  point  of   the  basin  to  the  catchment  where  
the   measurement   is   performed)   was   kept   in   the   database   after   each   event.   The  
flood  events  were  subsequently  concatenated  into  a  single  time  series  (Figure  2).  
Between   two  concatenated  events,   the  non-­flood  zone   is  used   simultaneously  as  
rainfall  for  the  end  of  the  present  event  and  as  the  rainfalls  for  the  future  event.  A  
transition  zone  is  also  introduced  between  two  adjacent  events  in  order  to  decrease  
  
the   outflow  discontinuity   between   the   end  of   an   event   (high   discharge)   and   the  
beginning  of  the  adjacent  event  (low  discharge).  The  resulting  database  contains  
1743  measurements  of  rainfalls  and  water  levels  at  Anduze.    
7\SRORJ\RIIORRGHYHQWV
In  order  to  perform  (i)  training,  (ii)  model  and  variable  selection,  and  (iii)  testing,  
three  data   sets  are  necessary:  a   training   set,   a  validation  set  and  a   test   set.  They  
must  be  chosen  appropriately.  To  this  end,  a  typology  of  the  available  events  was  
created  as  follows.  
The   15   events   listed   in   Table   1   were   clustered   manually   into   three   categories  
depending   on   their   intensity,   time   length   and   number   of   peaks:   an   event   was  
FODVVLILHGDV ³YHU\ LQWHQVH´ LI WKHPD[LPXPZDWHU OHYHO H[FHHGHG.5  m;;   it  was  
FODVVLILHGDV³ORQJ´LILWVGXUDWLRQH[FHHGHG50  h;;  finally,  single-­peak  events  were  
separated   from   events   with   multiple   water   level   peaks.   This   resulted   in   8  
categories,  which  are  listed  in  Table  2.  
Very  intense   Long   Single-­peak   Class  and  number  of  elements  
Y   Y   Y   A  (3)  
Y   Y   N   B  (1)  
Y   N   Y   C  (2)  
Y   N   N   D  (0)  
N   Y   Y   E  (0)  
N   Y   N   F  (5)  
N   N   Y   G  (3)  
N   N   N   H  (1)  
7DEOH/LVWRIFODVVHVDQGRIWKHLUQXPEHURIHOHPHQWV
  
As   might   be   expected,   classes   D   and   E   are   empty:   an   intense   and   short   event  
cannot   have   more   than   one   peak,   and   intense   but   long   events   necessarily   have  
several  peaks.  
0RGHOGHVLJQ
As  indicated  in  the  previous  section,  the  constraints  of  the  problem  lead  naturally  
to  choosing  a  model  of  the  form  
      I S S S11\ N I J \ N \ N \ N Q N N N PX X X 
where  y  is  the  estimated  water  level,  yp  is  the  measured  water  level,  u  is  the  vector  
of  exogenous  variables   I11J is   the   function   implemented  by  a   feedforward  neural  
network  with   one   layer   of   hidden   neurons  with   tanh   nonlinearities,   and   a   linear  
output  neuron.  
  
$V SRLQWHG RXW LQ VHFWLRQ ³K\GURORJLFDO PHWKRG IRU IODVK IORRG PRGHOLQJ´ WKH
vector  of  exogenous  candidate  variables  includes  the  rainfalls  from  6  rain  gauges  
(spatially  distributed  rainfalls),  and  the  soil  moisture  (Soil  Water  Index,  given  by  
the   ISBA  model   [17]).  The   actual   relevance   of   the   candidate   variables  must   be  
assessed  by  a  variable  selection  procedure.  n  and  m  are  positive  integers  that  must  
also   be   chosen   by   that   procedure.   The   latter   is   described   below,   in   the   section  
HQWLWOHG³PRGHODQGYDULDEOHVHOHFWLRQ´  
7UDLQLQJ
The  usual  least  squares  cost  function  was  optimized  by  the  Levenberg-­Marquardt  
algorithm;;  the  gradient  of  the  cost  function  was  computed  by  backpropagation.  
5HJXODUL]DWLRQ
Regularization  was  performed  by  early  stopping  on  event  13,  which  appears  to  be  
prototypical   of   the   available   events.   For   more   details   on   training   and  
regularization,  see  e.g.  [18].  
0RGHODQGYDULDEOHVHOHFWLRQ
Model   and   variable   selection   aim   at   finding   the   appropriate   number   of   hidden  
neurons,  the  appropriate  values  of  m  and  n,  and  the  relevance  of  the  soil  moisture  
variable.   The   procedure  was   a   ³OHDYH-­one-­sequence-­RXW´ SURFHGXUH LQVSLUHG E\
the  usual  leave-­one-­out  cross-­validation  method.  First,  sequence  13,  which  is  used  
for  early  stopping  (see  section  ³5HJXODUL]DWLRQ´),  and  sequence  19,  which  is  used  
for   testing   (see   section   ³7HVW´)   are   set   apart.   From   the   set   of   the   remaining   13  
sequences,  each  sequence  in  turn  is  extracted,  a  predictor  is  trained  on  the  other  12  
sequences,   and   its   performance   on   that   sequence   is   computed.   The   leave-­one-­
sequence-­out  score  is  the  average  of  the  sum  of  squared  prediction  errors,  over  all  
left-­out   sequences.   However,   since   the   accuracy   of   the   predictions   of   intense  
sequences   is   more   critical   than   the   accuracy   of   the   predictions   of   moderately  
intense  ones,  the  following  variant  was  found  more  successful:  instead  of  leaving  
out  each  sequence  in  turn,  the  least  intense  nine  sequences  were  always  kept  in  the  
training  set,  and  one  sequence  among  the  most   intense  four  sequences  (3,  4,  109  
and  23)  was  left  out  in  turn.  
At   the   end   of   the   procedure,   the   combination   of   n,  m,  of   the   number   of   hidden  
neurons,   and   of   the   presence   or   absence   of   the   soil   moisture   variable,   that  
provides   the   best   leave-­one-­sequence-­out   score  was  selected.  Such  a  model  was  
subsequently   trained   with   all   available   sequences   except   the   early   stopping  
sequence  and  the  test  sequence.  
7HVW
The  quality  of  the  resulting  model  was  assessed  on  the  test  sequence,  i.e.  event  19  
(class  C),  whose   intensity  made   history   in   2002.  Several   quality   criteria   can   be  
considered.  
  
The   coefficient   of   determination   of   the   regression,   known   to   hydrologists   as  
1DVK¶VFULWHULRQLVGHILQHGDV  

 WHVWVHTXHQFH
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 WHVWVHTXHQFH
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
where   S\    is   the  mean  of   the  observations.  R2  =  1   if   the  model  predicts   the   test  
data  with  perfect  accuracy,  and  R2  =  0   if   the  model   simply  predicts   the  mean  of  
the  observations.  
For   forecasting,   the   persistence   coefficient   Cp   is   of   special   interest.   For   a  
forecasting  horizon  f,  it  is  defined  as  [19]:  

WHVWVHW

WHVWVHW

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\ N I \ N I
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\ N \ N I

Cp   ranges   from      to   1.  Cp   =   1   if   the  model   predicts   the   test   data  with   perfect  
accuracy,  and  Cp=  0   if   the  predictor   is  perfectly   dumb,   i.e.   if   it  predicts   that   the  
future  value  of  the  quantity  of  interest  will  be  equal  to  the  present  one.  A  predictor  
with  negative  Cp  performs  worse  than  a  dumb  predictor.  
5HVXOWV
In  order  to  obtain  baseline  results,  static  predictors  of  the  form  
  I11\ N I J N N N PX X X 
where  u(k)   is  the  vector  of  exogenous  variables,  will  first  be  described.  Dynamic  
predictors  will  be  considered  in  the  subsequent  section.  
6WDWLFSUHGLFWRUV
The  procedure   described   in   section   ³0RGHO DQG YDULDEOH VHOHFWLRQ´   showed   that  
the   best   leave-­one-­sequence-­out   scores   were   obtained   by   networks   having   2  
hidden  neurons,  with  m  =  11  (12  rainfall  values,  sampled  at  30-­mn  intervals)  for  
thirty-­minute  ahead   forecasts,  m  =  7  for  one-­hour  ahead   forecasts,  and  m  =  3  for  
two-­hour  ahead   forecasts.  Soil  moisture  was  not  found  to  be  relevant:   it  was  not  
included   in  vector  u.  An  additional   input  variable  was   found  to  be  relevant,  and  
was  therefore   included   in  vector  u:  the  rainfall   accumulation   from  the  beginning  
of  the  event.    
For  two  forecasting  horizons  out  of  three,  the  persistence  coefficient  was  negative,  
showing  that  the  predictor  is  less  efficient  than  a  dumb  predictor.  Figure  3  shows  
the   two-­hour   ahead   forecasts   of   event   19   and   Table   3   the   values   of   the   quality  
criteria.  
  
  
Forecasting  horizon     thirty-­minutes   one  hour   two  hours  
R2  (Nash  criterion)   0.83   0.79   0.76  
Cp   -­2.68   -­0.32   0.45  
7DEOH4XDOLW\FULWHULDIRUVWDWLFQHWZRUNHYHQW
'\QDPLFSUHGLFWRUVIHHGIRUZDUGQHXUDOQHWZRUNVZLWKWLPHGHOD\V
In  the  present  section,  we  consider  predictors  of  the  form  
      I S S S11\ N I J \ N \ N \ N Q N N N PX X X 
As  in  the  case  of  static  predictors,  the  procedure  described  in  section  ³0RGHODQG
YDULDEOH VHOHFWLRQ´   resulted   in   the   selection   of  m   and   of   the   number   of   hidden  
neurons,   and   in   the   assessment   of   the   relevance   of   the   candidate   exogenous  
variables.  In  addition,  the  appropriate  value  of  n  was  selected  by  the  procedure.  
The  results  are  summarized  as  follows:  
o n  =  1  for  all  values  of  f  (present  value  and  one  past  value  of  water  
level),  
o 2  hidden  neurons  for  thirty-­minute  and  one-­hour  ahead  forecasts,  5  
hidden  neurons  for  two-­hour  ahead  forecasts,  
o m   =   4   for   thirty-­minute   ahead   forecasts,  m   =   5   for   one-­hour   and  
two-­hour  ahead  forecasts.  
o soil   moisture   and   cumulated   rainfalls   from   the   beginning   of   the  
event  were  found  irrelevant.  
These   predictors   are   much   more   efficient   than   the   static   predictors.   Table   4  
summarizes   the   values   of   the   coefficient   of   determination   R2   and   of   the  
persistence  coefficient  Cp   for   various   forecasting  horizons,   for   the  most   intense,  
single-­peak  event  (19)  and   for  a  more  moderate,  multiple-­peak  event  (107,  class  
F).  The  results  on  event  107  were  obtained  by  exactly  the  same  procedure  as  for  
event  19,  except  that  event  19  was  in  the  training  set  and  that  event  107  was  used  
neither   for   training   nor   for   validation.   In   both   cases   the   results   are   very  
satisfactory.   For   event   19,   the   prediction   of   the   peak   is   performed   two   hours  
before  its  occurrence,  but  the  rainfall  peak  occurs  two  hours  before  the  peak  of  the  
discharge;;  this  explains  in  part  why  that  particular  event  is  very  difficult  to  predict  
accurately.   To   the   best   of   our   knowledge,   no   forecasting   method   has   ever  
achieved  a  comparable  accuracy  on  such  an  extremely  intense  flash  flood  as  event  
19.  
  
Event   Forecasting  horizon   R2   Cp  
19  
½  h   0.98   0.60  
1  h   0.92   0.51  
2  h   0.86   0.68  
107  
½  h   1.00   0.72  
1  h   0.99   0.77  
2  h   0.98   0.76  
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Figure   4-­a,   -­b,   -­c,   and   Figure   5-­a,   -­b,   -­c   show   the   observed   and   forecast  
hydrographs  for  the  above  events.    
$VVHVVPHQWRIWKHUHOHYDQFHRIWKHSUHGLFWRUZLWKUHVSHFWWRSUHVHQW
YLJLODQFHWKUHVKROGV
)URP WKH HQGXVHU¶V SRLQW RI YLHZ LW LV LPSRUWDQW to   assess   the   behavior   of   the  
predictor   in   the   framework  of   the   present   flood  warning   system.   Four   vigilance  
levels,  defined  by  the  SCHAPI,  are  currently  in  use:  
 Red:   major   risk   of   high   water   level   with   serious   threats   to   people   and  
property,  
 Orange:  risk  of  high  water  level  with  considerable  overflow  liable  to  have  
a  significant  effect  on  daily  life  and  on  the  safety  of  people  and  property,  
 Yellow:   risk   of   high   or   rapidly   rising   water   not   involving   significant  
damage   but   requiring   particular   vigilance   in   the   case   of   seasonal   and/or  
outside  activities,  
 Green:  no  particular  vigilance  required.  
For  the  Gardon  at  Anduze,  the  thresholds  are  defined  as  follows  by  the  local  Flood  
Forecasting  Service,  
 discharge  <  800  m3/s:  green  
 800  m3/s<  discharge  <1600  m3/s:  yellow  
 1600  m3/s<  discharge  <2800  m3/s:  orange  
 discharge  >2800  m3/s:  red.  
Therefore,  predicting  whether  a  given  vigilance  threshold  will  be  reached  may  be  
viewed   as   a   classification   problem.   This   task   is   much   less   demanding   than   the  
prediction   problem   addressed   in   the   present   paper:   the   classification   may   be  
correct  although  the  predicted  water  level,  or  the  timing  of  the  peaks,  may  be  quite  
erroneous.  
  
For   the   different   prediction   horizons   f,   the  predicted   and   the   observed  vigilance  
levels  can   be  compared   (a  posteriori   because   the   flood  warning   system  was   not  
available  in  2002),  so  that  the  ability  of  the  model  to  forecast  the  risk  of  the  event,  
in  the  framework  of  the  present  warning  system,  can  be  assessed.  Table  5  presents  
the  results  of  this  analysis.  The  agreement  between  the  vigilance  forecasts  and  the  
issued  vigilance  warning  is  very  good:  for  10  events  out  of  14,  the  risk  is  correctly  
classified  for  all  prediction  horizons.  When  misclassifications  occur,  it  is  only  for  
high  forecasting  horizons  (൒3  h),  with  two  false  negatives.  The  2002  event  (event  
19,  with  a  discharge  peak  value  of  2742  m3/s))  is  classified  in  orange  vigilance  but  
it  is  very  close  to  the  red  level.    
  
n°  
event  
Observed   f=30  mn   f=1  h   f=2  h   f=3  h   f=  4  h   f=  5  h  
Vigilance  
level  
Vigilance  
level  
Vigilance  
level  
Vigilance  
level  
Vigilance  
level  
Vigilance  
level  
Vigilance  
level  
01   Green   Green   Green   Green   Yellow   Green   Green  
03   Yellow   Yellow   Yellow   Yellow   Yellow   Yellow   Yellow  
04   Yellow   Yellow   Yellow   Yellow   Yellow   Yellow   Yellow  
08   Green   Green   Green   Green   Green   Green   Green  
19   Orange   Orange   Orange   Orange   Orange   Orange   Yellow  
22   Green   Green   Green   Green   Green   Green   Green  
23   Yellow   Yellow   Yellow   Yellow   Green   Green   Green  
24   Green   Green   Green   Green   Green   Green   Green  
25   Green   Green   Green   Green   Green   Green   Green  
107   Green   Green   Green   Green   Green   Green   Green  
108   Green   Green   Green   Green   Green   Green   Green  
109   Yellow   Yellow   Yellow   Yellow   Yellow   Yellow   Yellow  
117   Green   Green   Green   Green   Green   Green   Yellow  
120   Green   Green   Green   Green   Green   Green   Green  
7DEOH)RUHFDVWHGYLJLODQFHOHYHOIRUDOOHYHQWVDQGDOOIRUHFDVWLQJKRUL]RQV%ROGIDFHFKDUDFWHUV
KLJKOLJKWPLVFODVVLILFDWLRQV
&RQFOXVLRQ
Forecasting   flash   floods   in   populated   areas   is   an   important   and   difficult   task,  
which  is  traditionally  approached  by  physics-­based  models  or  by  hydrology-­based  
conceptual  models.  In  the  present  paper,  we  have  shown  that  such  forecasts  can  be  
made   with   very   satisfactory   accuracy   by   machine-­learning   methods,   in   the  
absence   of   rainfall   predictions,   provided   an   appropriate   methodology   is   used.  
Leave-­one-­sequence-­out   cross-­validation   was   used   for   model   and   variable  
selection   in   the   framework   of   feedforward   models   with   time   delays.  
Regularization  was  performed  by  early  stopping.  Blind  testing  was  performed  on  
very   intense  events,  which  caused   large  damages.  The  accuracy  of  the   forecasts,  
for   the   water   level   as   well   as   for   the   vigilance   level,   opens   the   way   to   early  
warnings   of   the   population   in   the   area   under   investigation.   Future   research  will  
involve  the  application  of  the  methodology  to  other  flash-­flood  areas  in  France.  In  
  
addition,   support   vector   regression   and   dynamic   modeling  with   kernel   methods  
[20],  on  the  same  data,  will  be  investigated.    
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Application de l’apprentissage artificiel à la prévision des crues éclair 
 
Résumé : 
 
L’objet de cette thèse est d’appliquer l’apprentissage statistique à la prévision des crues éclair cévenoles qui ont 
occasionné des pertes humaines et des dégâts considérables durant ces 20 dernières années. Les travaux 
s’inscrivent dans le cadre du projet Bassin Versant Numérique Expérimental Gardons. Dans ce contexte, ce 
mémoire se propose de présenter les travaux effectués pour réaliser la prévision des crues du Gardon d’Anduze à 
Anduze, jusqu’à un horizon de prévision de l’ordre de grandeur du temps de concentration, en l’absence de 
prévision de pluie, par des méthodes d'apprentissage statistique.  
La première partie de ce mémoire s’attache donc à présenter la famille de fonctions choisies pour réaliser cette 
tâche - les réseaux de neurones utilisés pour la prévision du comportement d’un processus dynamique non 
linéaire -, les propriétés fondamentales qui justifient leur utilisation (l’approximation universelle et la 
parcimonie), ainsi que les méthodes connues pour éviter le surajustement. 
La deuxième partie de ce mémoire présente le cours d’eau qui constitue l’objet de l’étude : le Gardon d’Anduze 
et ses Gardonnades ainsi que les études hydrologiques qui y sont consacrées. La troisième partie s’intéresse à la 
mise en œuvre de méthodes de régularisation connues : la modération des poids et l’arrêt précoce. L’efficacité de 
ces méthodes est connue, mais il a fallu les adapter dans ce travail pour parvenir à estimer le comportement très 
intense d’un événement extrême. Le mémoire montre comment éviter les phénomènes de spécialisation observés 
en fonction de l’ensemble d’arrêt, et il introduit la validation croisée partielle, qui est en fait spécialisée sur les 
événements intenses. C’est grâce à l’établissement d’une typologie des événements, et grâce à une distribution 
judicieuse de ceux-ci dans les différents sous-ensembles d’apprentissage, de validation, d’arrêt et de test, qu’une 
procédure générale a pu être établie pour définir ces sous-ensembles et concevoir le modèle de prévision.  
Les performances du modèle obtenu en prévision permettent d’envisager qu’une alerte fiable soit disponible sur 
Internet par l’intermédiaire du SCHAPI et de son site vigicrues, rendant ainsi une aide précieuse aux 
populations. 
Ainsi, ce mémoire établit que, contrairement à ce que l’on peut lire dans de nombreuses publications sur les 
réseaux de neurones appliqués à la prévision des crues, il n’est pas impossible de généraliser à un événement 
plus intense que ceux de l’ensemble d’apprentissage et il n’est pas non plus impossible d’éviter le surajustement 
au bruit dans les mesures. 
C’est également pour cela que les perspectives ouvertes par ce travail sont particulièrement importantes, tant 
pour intégrer de l’adaptativité dans le modèle que pour généraliser leur application à des bassins versants non 
jaugés. 
 
Machine Learning to Flash Flood Forecasting 
 
Abstract:  
 
The need for accurate predictions of flash floods has been highlighted by the recent occurrences of catastrophic 
floods. The scope of this thesis is therefore to apply machine learning to forecast cévenol flash floods, which 
have caused casualties and huge damage in France over the last 20 years. The work was performed in the 
framework of the Bassin Versant Numérique Expérimental Gardon project, initiated by the French Ministry in 
charge of Sustainable Development. In this context, this work addresses the capability of machine learning to 
provide flood forecasts in the absence of rainfall forecasts  
The first part of this manuscript describes the family of functions chosen in the present study - neural networks-, 
their ability to forecast the behavior of non-linear dynamic processes, their fundamental properties (universal 
approximation and parsimony), as well as the conventional methods used to prevent overfitting.  
The second part of this work presents the river under investigation, the Gardon d’Anduze, as well as related 
hydrological studies.  
The third part presents the application of two traditional regularization methods: early stopping and weight 
decay. In order to allow the prediction of very intense floods, an original variable selection method is proposed: 
“partial cross validation”. After careful variable and model selection, the ability of models, obtained by either 
regularization method, to predict the most dramatic event of the database (September 2002) is assessed, thereby 
allowing an early warning of the populations.  
Thus, this work demonstrates that, in contrast to statements found in many publications on neural networks 
applied to flash-flood forecasting, the prediction of an event that is more intense than the events present in the 
database is feasible, provided a rigorous methodology is used. For this reason, this work opens the way to 
making current models more adaptive, and to applying the method to ungauged basins.  
 
