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ABSTRACT 
Recent efforts made by the MIR community is pushing for the 
creation of a standardised framework for MIR system evaluation. 
Such a framework will allow the community to collaborate on 
important issues and ultimately progress this dynamic area of 
research further. Some of these efforts are asking if a framework 
similar to TREC     is the way forward.  In this paper we report the 
methodology and results of a TREC style evaluation of a music 
information retrieval system called Ceolaire.  
1. INTRODUCTION 
Recent efforts by some members of the MIR community have been 
pushing for the creation of a standardised framework upon which   
MIR systems can be evaluated [3]. Some of these efforts have asked   
if the model employed by TREC can be applied to MIR. In this 
paper we explore a TREC style evaluation of a MIR system.  The 
paper is divided into three sections.   First we introduce the Ceolaire    
music information retrieval system, then we discuss various aspects   
of undertaking a TREC style evaluation of a MIR system.  Finally  
we present and explain the results of the various experiments we 
undertook  to  evaluate  the  effectiveness  of  Ceolaire  as  a  MIR 
system.   We  believe  that  the  methodology  can  easily  be  used  
by other  researchers  when  evaluating  the  effectiveness  of  their  
MIR systems.  
Ceolaire is a music information retrieval system which allows for    
the matching of music queries against a database of monophonic  
music files. The evaluation database is the folksong collection taken 
from  the  NZDL.  It  is  known  that  users  of  music  information  
retrieval systems have difficulty generating correct music queries, a    
fact  which  has  been  observed  by  McNab  [5]  among  others  and 
therefore  our  evaluation  process  is  only  concerned  with  the  
system’s retrieval performance, not peoples ability to generate 
correct queries. Throughout this paper we will refer to music files as 
documents because Ceolaire is built upon traditional document     
retrieval techniques and transforms raw music files into indexable 
documents. 
There are a number of different aspects of Ceolaire which we wish 
to evaluate: the system’s performance compared against a reference 
system, the effect that varying the size of the n-gram has on retrieval 
performance and finally, if there is a particular combination of n-
grams which lead to increased retrieval performance. 
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Figure 1. The core components of Ceolaire   
2. CEOLAIRE 
Ceolaire [1]  is  a  MIR  system  which  is  built  upon  traditional 
text based retrieval techniques.   It is a document retrieval system. 
The core components of Ceolaire are shown in Figure 1 and are   the 
user interface, music file processing and the search engine.   The  
user  interface  currently  consists  of  a  Java  applet which allows a 
user to generate queries by playing a virtual piano or drawing a 
series of notes representing the query. A user can also review a 
query by playing it back before submitting it to the search engine.  
Music file processing consists of a DSP algorithm which extracts 
and filters out equal Tempering notes from both WAV and MP3  
files  in  order  to  generate  documents  of  overlapping  various 
sized Parsons and Interval representations of the original notes. The 
search engine is a text based search engine which employs the use of 
the  tf*idf  weighting algorithm incorporating document length 
normalisation  to  prevent  longer  music  files  from  scoring  higher 
during retrieval. 
Currently, Ceolaire uses WAV files derived from the NZDL 
folksong collection for its index. 
3. TREC  EVALUATION 
The Text Retrieval Conference (TREC) [11] is a conference which     
is  held  annually  and  provides  researchers  with  a  platform  upon 
which  they  can  evaluate  and  collaborate  on  information   
retrieval techniques.   For its participants,  TREC has a number of 
different tracks  and,  for  each  track,  sets  a  number  of  tasks  
which  involve the generation of a ranked list of document 
identifiers.  Participants take  and  complete  the  tasks  using   
various  retrieval  mechanisms and  techniques,  the  result  of   
which  is  a  ranked  list  of  document identifiers.   This  ranked  list  
of  document  identifiers  is  evaluated using a program (written in c) 
called trec_eval [11] which reports average precision at various cut-
off points as well as single value summary measures which are 
themselves derived from the precision and recall figures.  Precision 
and recall are indicators of the quality    of retrieval at a given point 
in the answer set [6, pp 114-115]. 
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 3.1 Precision 
Precision is used to give an indication of the relevance of the answer 
set. It is the number of relevant documents in the answer set, divided 
by the total number of documents in the answer set. See Figure 2 for 
a graphical representation of precision. In this figure we can observe 
two shadings. The darker shaded portion of the figure represents the 
documents within the answer set while the lighter shaded portion 
represents the documents in the answer set which are relevant. 
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3.2 Recall 
Recall gives an indication of how many of the documents returned  
are correct.  It is defined as the number of documents in the answer 
set,  divided by the number of documents that are relevant within    
the  corpus.   Figure  3  shows  a  graphical  representation  of  
recall. The darker shaded portion of the figure represents all the 
documents within the corpus which are relevant while the lighter 
shaded portion represents the documents in the answer set which are 
relevant. 
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3.3  Plotting Precision versus Recall 
If the answer set is ranked with the highest scoring document first, 
precision and recall values may vary as the user steps through the 
answer set. These values can be plotted against each other, resulting 
in a graph showing the strength of the answer set. The upper bound 
for both precision and recall is 1.  With regard to precision, a value 
of 1 means that all of the documents in the answer set are relevant 
and with recall it means that all of the relevant documents in the 
corpus have been retrieved. 
Consider a case where an information retrieval system retrieves 12 
documents  in  response  to  a  particular  query,  and  a  specialist  
has deemed  10  documents  within  the  corpus  as  relevant.   If  the  
first document in the answer set is one of the relevant ones, then at 
that point there is a precision of 1 and a recall of .1 (10% of all 
relevant   the documents are retrieved).   If the second document is 
relevant,  then the system has a precision value of 1 and .2 recall.  If 
the third document returned by system is not marked as relevant,  
then the system has .66 precision and .2 recall (2 out of 3 retrieved 
documents are relevant and 2 out of 10 relevant documents are 
retrieved).  A typical precision versus recall graph averaged over a 
set of queries   (50 for example) is shown in Figure 4. Precision and 
recall graphs are then generated   in order to visualise retrieval 
performance as well as providing a method for comparison of 
retrieval runs. 
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Figure 2. Demonstrating Precision 
  Figure 4. Plotting Precision and Recall
 
When evaluating an information retrieval system, precision versus 
recall figures are usually generated for each query submitted to the 
system and these are then averaged to compute an average set of 
precision and recall values.   Given the fact that a user often only 
views  the  top  10  ranked  documents  resulting  from  a  search  
then averaging the precision figure at 10 documents could be a 
useful measure of retrieval performance, i.e. how many documents 
ranked   in the top 10 results are actually relevant.  This is often 
carried out at certain cut-off values such as 5,  10,  15,  20,  30,  100,  
200,  500 and 1000 documents. A limitation of using recall is that 
knowledge of all documents relevance to queries in the collection is 
assumed in advance.  However, it simply may not be possible to 
discover this knowledge for large collections. 
3.4 Evaluation   
Central to evaluation undertaken using the trec_eval program is the  
use of a RelDocs  listing and a DocRank listing.  The RelDocs 
listing is a catalogue of query identifiers and corresponding 
document identifiers which have been judged as relevant to the 
queries. In a normal TREC evaluation scenario (using a TREC test 
collection)  the RelDocs listing is generated using a pooling 
technique, whereby diverse retrieval systems suggest documents for 
human evaluation  and this allows incomplete relevance judgements 
to be generated, which are then used as a basis for RelDocs 
generation. A DocRank listing is produced as a result of taking each 
query and submitting it  to an information retrieval system which 
generates a ranked list of highly scoring documents. The trec_eval 
program is then employed   to evaluate the two listings, generating 
precision and recall values at various cut-off points which are 
Figure 3. Demonstrating Recall indicative of the performance of the information retrieval system 
under investigation.  Evaluation using  the trec_eval program is 
illustrated in Figure 5. 
Within the scope of TREC, the use of trec_eval is a standard method 
for evaluating the performance of an information retrieval system  
and has been used continuously over the last number of years to 
evaluate the performance of information retrieval systems in various 
TREC  tracks.    Some  of  the  tracks  undertaken  as  part  of  
TREC include  topic  searching,  ad-hoc  retrieval,  filtering  and  
emerging specialist  information  retrieval  applications  such  as  
multi-lingual information retrieval [7]. 
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4. PERFORMANCE  EVALUATION 
The  method  we  chose  to  evaluate  the  performance  of  our  
music search engine is based on the trec_eval model, primarily 
because it is a standard retrieval performance evaluation 
methodology accepted by the information retrieval community.   
First, we generated music queries  or  sub-strings  of  music   
fragments  in  order  to  produce  a RelDocs listing. Only one 
RelDocs listing is created and used among all experiments.  50 real 
music fragments were generated manually    on  a  keyboard  by  a  
person  with  music  knowledge  before  being transcribed into 
Parsons notation, after which the occurrence of each Parsons 
fragment in the dataset was confirmed by submitting the Parsons 
fragment to Ceolaire and observing the answer set which is then 
used to generate the RelDocs listing. The selection technique which 
we employ, namely using sub-strings (or terms) from within   the 
database  under investigation is  a valid method  for generating 
experimental queries [9] and has also been used by Downie in his 
experiments on music n-gram lengths [2]. Downie needed a number   
of query terms which he could use for his experiments so he chose 
to take them from within the database as he knew those queries 
would    be  relevant.   The  TREC  conference  supplies  a  list  of  
documents which  are  relevant  to  a  set  of  queries.   This   
approach  is  an  easy method  for  generating  a  list  of  relevant  
documents  for  a  set  of queries without the need for human 
relevance judgements. This led     to the generation of a RelDocs 
listing which we could use as input to trec_eval for evaluation 
purposes.  This process is shown in Figure 6. 
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Three different experiments were carried out in order to evaluate 
Ceolaire's retrieval performance.  First, we quantify the effect on 
retrieval performance as a result of using an index derived from our 
melody extraction process as opposed to simple note extraction from 
MIDI files and second, we observe the performance of the search 
engine when retrieving documents under both exact matching and 
approximate matching conditions.  Finally,    we observe whether 
a particular combination of n-grams can lead to an increase in 
retrieval performance. The source music files are taken from the 
folksong collection of the NZDL library and   the data structures 
used for all experiments are strings of Parsons notation. 
4.1 Baseline  Performance 
The  first  experiment  used  the  trec_eval  program  to  compare  
the retrieval performance on two music corpora.  The first music 
corpus was generated as a result of Parsons notation extraction from   
the original MIDI files and the second as a result of Ceolaire's 
melody extraction process.  The WAV files were generated using a 
MIDI to WAV converter called Timidity [10]. We will refer to these 
corpora as Ceolaire MIDI and Ceolaire WAV respectively.  
Both corpora were indexed using Ceolaire. We use MIDI derived 
structures as an upper-bound, against which we compared our own 
automatically derived structures. The experiment observed the 
performance of the search engine using the Ceolaire WAV corpus 
against the performance of the search engine using the Ceolaire 
MIDI corpus, in order to identify any effects that our melody 
extraction process may have had on retrieval effectiveness.  The 
steps involved to complete this experiment are shown in Figure 7. 
Figure 5. TREC eval 
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The  experiment  was  implemented  by  employing  the  use  of  the 
Timidity synthesiser to generate WAV files for each MIDI file, 
which in turn were submitted to Ceolaire's melody extraction 
process, generating the Ceolaire WAV index. The Ceolaire MIDI 
index was also generated by extracting the note information directly 
from the MIDI files.  The 50 queries were submitted to both versions 
of Ceolaire in batch mode which resolved the queries and generated 
Figure 7. Steps undertaken to observe the 
performance of the Ceolaire  WAV index against the 
Ceolaire MIDI index 
Figure 6. Generating the RelDocs listing DocRank listings.   The DocRank listings were then used in 
conjunction with the original RelDocs listing as input to the 
trec_eval program generating Precision / Recall figures for 
comparison, which is indicative of the retrieval performance of the 
system. 
The results from this experiment are shown in Figure 8 as a 
Precision / Recall graph.  We observe a decreasing line representing 
the retrieval effectiveness of the Ceolaire WAV index which is 
derived from our melody extraction process.  Previously, we 
evaluated the effectiveness of the extraction engine [8] where we 
observed that sometimes the extraction engine experienced 
difficulties generating Parsons strings from extracted notes (in 
particular around repeated note  boundaries).   This  type  of   
evaluation  allows  us  to  quantify how it impacts on retrieval 
effectiveness.  The figure demonstrates  the  decreasing   
performance  of  the  Ceolaire  WAV  index.    We are comparing 
this performance against the Ceolaire MIDI index which is drawn as 
a straight horizontal line with a continuous precision of 1. 
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Precision at  5  10  20 
Ceolaire  WAV 0.640 0.510 0.331 
Ceolaire  MIDI  1.000 1.000 1.000 
 
From  this  we  can  see  that  the  baseline  system  achieves  
optimal retrieval performance, that is the answer set contains 100% 
of the relevant  documents  when  10%,  20%  ,...,  100%  documents  
have been retrieved. It also shows that no incorrect documents have 
been found.  This is to be expected as the occurrence of all queries 
was confirmed within the Ceolaire MIDI index. 
Observing the retrieval performance of the Ceolaire WAV index       
we can see that 93% of the relevant documents have been retrieved 
when observing 10% of the answer set. This decreases to 80% when 
20% of the answer set has been evaluated and then down to 77%  
when 30% of the retrieved documents have been evaluated and so 
on until we find that the answer set contains only 10% of the 
relevant documents when all returned documents have been 
evaluated.  This implies that the highly scoring documents returned 
early in the result set are relevant but as the answer set grows fewer 
relevant documents are to be found. 
Ceolaire's retrieval effectiveness is also shown in Table 1 with 
precision at 5, 10 and 20 retrieved documents or music files.  This 
implies that 64% of the top 5, 51 % of the top 10 and only 33% of  
top 20 retrieved documents are relevant.  The average precision of 
the Ceolaire WAV index is 0.4941.  Again, this deterioration in 
retrieval is due to the difficulty of observing note boundaries, but we 
have now qualified its impact on retrieval effectiveness. 
Whether  or  not  this  retrieval  performance  is  deemed  acceptable 
depends on how strict the answer set is interpreted.  If one expects 
retrieval to be 100% accurate, that is, for each query there is a 
predefined set of documents then the retrieval system must return all 
of those documents and only those documents.  Any retrieval system 
with 100% accuracy is truly great. 
 
4.2  Approximate versus  Exact Performance 
In this experiment we varied parameters of the system to see what 
effect this has on retrieval. We have quantified the baseline retrieval 
performance  of  the  Ceolaire  WAV  index  and  now  we  wish  to 
observe the system’s retrieval performance under two conditions,     
the first being exact matching and the second approximate 
matching. Exact matching can be undertaken by not segmenting   
the query string into smaller sub-strings or n-grams before 
submitting it to the search engine while approximate matching is 
achieved by segmenting the query into smaller sub-strings before 
submission. The length of the shortest and longest query n-grams are 
8 and 12 respectively.  The distribution of query lengths is shown in 
Table 2. Employing the use of queries longer than the shortest query 
(size     8) may skew the results as not all queries will be present 
during the different retrieval runs.   We can compare the results 
obtained for n-grams of size 8 for all the queries. If we were to use 
n-grams with  a size larger than 8 we would be using only a subset 
of the entire    set of queries and any results obtained would only be 
applicable to that subset of queries and thus we would not be 
comparing like with like. Therefore, we set an upper limit of 8 
characters for the size of  a query n-gram for the experiment. 
Figure 8. Observing the baseline performance of 
the Ceolaire WAV index 
Table 1.  Precision at 5, 10 and 20 documents when 
observing the baseline performance of the Ceolaire
WAV index 
 
 
Table 2. Query lengths   
Query 
length  8  9 10  11  12 
Count 3  21 14  9 3 
Percentage 6%  42% 28% 18% 6% 
 
The experiment employed the use of n-gram sizes from 2 up to 8 
and in all, 7 retrieval performance runs were undertaken.  We apply 
Boolean OR logic when resolving queries because the use of AND 
logic when performing approximate string matching is impractical. 
The steps undertaken to implement this experiment are illustrated in 
Figure 9. 
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Recall, we are using an index generated as a result of the melody 
extraction process on WAV files created using the Timidity MIDI 
synthesiser, but this time we are only concerned with the retrieval 
performance of the  Ceolaire  WAV index.   For this experiment    
the 50 queries were submitted multiple times (once for each n-gram 
size) to the search engine.  Each time they were submitted the size    
of  the  n-gram  increased  by  1.   DocRank  listings  were   
generated from the output of each run and using the original 
RelDocs listing, trec_eval was employed to generate Precision / 
Recall values. 
The  results  from  each  run  are  plotted  against  each  other  as  the 
Precision / Recall graph shown in Figure 10.  Precision at 5, 10 and 
20 documents for each retrieval run are listed in Table 3.  Average 
precision is shown in Figure 11. 
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From  Table  3  and  Figure  11,  we  can  observe  that  retrieval  
performance deteriorates as the size of n decreases.   We believe this 
performance deterioration to be a result of new non-relevant 
documents being introduced into the answer set.   These non-
relevant documents are introduced into the result set because every 
time the query contains a smaller n-gram, it is more likely that it 
occurs within more documents. Consider the query term “UDU” and 
“UDSSUDDDUS”. It is likely that the former term is more common 
than the latter. 
Precision suffers as the size of the answer set grows with the 
introduction of new non-relevant documents.   Each time the size of 
the n-gram decreases, different sets of non-relevant documents are 
introduced into the answer set and this results in a decrease in 
performance.  Comparison between the baseline precision figures 
and   the precision figures from this experiment demonstrates a 
consistent drop in retrieval effectiveness. In particular, if we 
compare the baseline precision figure at 5 docs to the precision 
figure of n=8 at 5 docs, there is a drop in precision of .132.  This 
shows us the cost of using Ceolaire as an approximate matching 
system.  The precision at 5 docs for n=8 is 127 times better than 
precision at 5 docs for n=2 which shows that decreasing the size of 
the n-gram down to 2 has a dramatic effect on retrieval 
effectiveness. 
Table 3. Precision at 5, 10 and 20 documents when 
observing the performance of the Ceolaire WAV 
index  as an approximate matching system 
Figure 9. Steps undertaken to observe the retrieval 
performance of the Ceolaire WAV index using 
variable length n-grams 
 
 
 
 
Precision at  5  10  20 
n=2 0.0040  0.0100  0.0060 
n=3 0.0160  0.0200  0.0160 
n=4 0.0440  0.0440  0.0400 
n=5 0.1360  0.1100  0.9400 
n=6 0.2080  0.1940  0.1910 
n=7 0.3560  0.3280  0.2540 
n=8 0.5080  0.4480  0.3060 
Baseline 0.6400  0.5100  0.3310 
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  Figure 11. Average Precision for each retrieval run 
for the approximate matching experiment   
 
Figure 10. Precision and Recall of the Ceolaire 
WAV index as a result of varying the length of the  
n-grams  4.3 Combination  Performance 
The  third  experiment  relating  to  retrieval  effectiveness  is  based 
around the idea of data fusion.  Data fusion is a technique whereby 
the outputs of various retrieval strategies are combined to yield a 
level of retrieval effectiveness which is better than any of the 
individual retrieval strategies.  This technique has been employed 
with success by researchers such as Smeaton [7] and Lee [4] in order 
to observe how the combination of independent retrieval strategies 
can increase the effectiveness of retrieval performance.   Lee 
observed that, when data fusion increased performance, the different retrieval runs discovered similar sets of relevant documents but 
different sets of non-relevant documents.  We observed the same in 
our previous experiment. Smeaton experimented on Spanish texts 
taken from the TREC 4 Spanish documents experiments and found 
that data fusion does indeed yield improved retrieval results in the 
case where the retrieval strategies are truly independent of each 
other. 
There are 2 methods which may be employed when evaluating the 
effectiveness of data fusion.  The evaluation can express the same 
information need as a query to each system under investigation and 
combine  the  answer  sets.   Alternatively,  the  evaluation  can  fuse 
the ranked output of document identifiers generated by the various 
retrieval systems. 
For this experiment we take a similar approach to data fusion and     
ask the question “Is there a combination of n-grams which may lead 
to an increase in retrieval performance?”.  We treat each 
combination  of  n-grams  as  a  different  retrieval  technique  and  
although  these  techniques  are  not  independent  of  each  other,  
we wish  to  observe  what  effect,  if  any,  combining  these  
techniques have on retrieval effectiveness. 
We employ the method chosen by Lee, namely to express the query 
multiple times to the different retrieval strategies.  The steps 
undertaken to achieve the experiment are shown in Figure 13. The 
process is similar to the previous experiment, with the difference 
being how the query strings are segmented into n-grams. 
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The queries were broken up into n-grams in the combinations shown 
in Figure 12 and in total, 21 retrieval runs were undertaken. Instead 
of graphing the results from the various runs together into one big 
graph, results are grouped by increasing sizes of n-grams of n-gram 
retrieval runs. The grouped results of these retrieval runs are shown 
in Figure 14 as 6 Precision / Recall graphs plotting each run against 
the others in its group. 
It is clear from the graphs that, for each grouping, the combination 
increases retrieval performance as the size of the grouped n-grams is 
increased by 1.   This observation is repeated across all graphs.   For  
smaller  groupings  (2,3),  there  are  higher  concentrations of non-
relevant documents, but as the groupings become larger 
(2,3,4,5,6,7,8), the relevant documents in the answer sets are ranked 
higher. 
Precision at 5, 10 and 20 documents for each retrieval run are listed 
in Table 4 and there is a relationship between the way the query is 
broken up into n-grams and the precision at various cut-off points. 
Again, within each grouping we can observe how increasing the size 
of the n-gram helps to discriminate the relevant documents from the 
non-relevant documents. 
Average precision for these groupings is shown in five graphs in 
Figure 15 and again, we can observe that for each of these groupings 
retrieval performance increases as larger sized n-grams are 
introduced to the group. 
T h e   r e s u l t s   s h o w   t h a t   t h e   best  retrieval  performance  is   
achieved with n-grams of size 7 and 8, which mirrors the 
performance from  the second experiment.  The second best retrieval 
performance was observed using the n-gram combination 6, 7 and 8 
and so on.   In answer to our original question, whether combining 
n-grams leads to an increase in retrieval effectiveness, the answer is 
“No”. Rather, the impact is that retrieval effectiveness decreases 
every time a smaller sized n-gram is added to the retrieval run. The 
reason for this is that new non-relevant documents are introduced 
into the result set and   the relevant documents are ranked lower. 
Figure 16 plots the best retrieval run from the combined experiment 
against the best result from the single n-gram retrieval runs, n=8.   
Here, we can observe that the combined retrieval performance 
results lie below the best single retrieval performance of n=8, a 
slight decrease occurs every time a smaller valued n-gram is added.  
We believe  this  to  be  as  a  result  of  smaller  sized  n-grams  
leading  to an increase in the number of non-relevant documents in 
the answer    set which has a negative effect on precision by forcing 
the relevant documents to be ranked lower than they should. 
Figure 12.  Combining various sizes of n-grams 
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Figure 13. Steps undertaken to observe the retrieval 
performance of the Ceolaire WAV index using 
various combinations of n-grams 
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Figure 14.  Observing the effect on precision and 
recall by combining various values of n.  
Comparing the best of the combined 
retrieval runs against n=8
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Table 4. Precision at 5, 10 and 20 documents when 
observing the performance of the Ceolaire WAV 
index  using various combined values of n 
 
 
 
RunID Precision  at  5  10  20 
1 n=2,3  0.0120  0.0100  0.0060 
7 n=2,3,4  0.0120  0.0160  0.0140 
12 n=2,3,4,5  0.0320  0.0360  0.0280 
16 n=2,3,4,5,6  0.1000 0.0800 0.0733 
19 n=2,3,4,5,6,7 0.1800 0.1520 0.1270 
21 n=2,3,4,5,6,7,8 0.2560  0.2320  0.1930 
2 n=3,4  0.0160  0.0180  0.0130 
8 n=3,4,5  0.0400  0.0380  0.0280 
13 n=3,4,5,6  0.1000  0.8200  0.0700 
17 n=3,4,5,6,7  0.1760 0.1540 0.1290 
20 n=3,4,5,6,7,8 0.2520 0.2320 0.1930 
3 n=4,5  0.0440  0.0420  0.0350 
9 n=4,5,6  0.1040  0.880  0.0740 
14 n=4,5,6,7  0.1800  0.1560  0.1350 
18 n=4,5,6,7,8  0.2560  0.2360  0.1950 
4 n=5,6  0.1240  0.0980  0.0880 
10 n=5,6,7  0.1920  0.1600  0.1540 
15 n=5,6,7,8  0.2600  0.2680  0.2010 
5 n=6,7  0.2120  0.2000  0.1760 
11 n=6,7,8  0.3040  0.2840  0.2080 
6 n=7,8  0.3640  0.3140  0.2300 
 
 
 
Figure 16. Comparing combined retrieval runs to 
single retrieval run 
5. CONCLUSION 
In this paper we presented the methodology and results of an 
evaluation of the effectiveness of  Ceolaire  as a music information 
retrieval system.  We undertook three experiments to evaluate 
Ceolaire. 
First, we observed the effectiveness of  Ceolaire as a music 
information retrieval system by comparing its baseline performance 
against an index which we believe to be correct.  This experiment 
showed an average precision of 0.4941.  The performance we 
obtained is due to using an index which is derived from our melody 
extraction process which we know experiences difficulties during 
the extraction process. 
Next,  we  observed  the  systems  retrieval  effectiveness  as  an  
approximate matching system.   This experiment was undertaken by 
segmenting the query into n-grams of varying length, from 2 to 8.    
In total, seven retrieval runs were carried out and the results show 
poor retrieval performance when employing the use of smaller sized 
n-grams. This is due to the introduction of non-relevant documents 
which cause the relevant documents to be ranked lower. 
 
 
The  final  experiment  was  carried  out  in  order  to  discover  what 
effect, if any, combining n-gram sizes has on retrieval effectiveness 
and whether there is a particular n-gram size combination which can 
lead to an improvement in retrieval effectiveness.  In comparison to 
the single valued n-gram experiment, we observed that combing n-
gram sizes decreases retrieval performance every time a new smaller 
sized n-gram is added. Again, this is due to non-relevant documents 
entering the answer set, causing the relevant documents to be ranked 
lower. Combining n-grams does not improve retrieval effectiveness. 
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What this shows is that a TREC style evaluation can be used to not 
only effectively analyse the baseline performance of a MIR system, 
but also to observe what effect, if any, can be achieved by varying 
various parameters of the MIR system.   Similarly,  a user evaluation  
of  Ceolaire  could  be  carried  out  and  the  obtained  results could 
be compared against the baseline results to observe what effect user 
generated queries have on retrieval effectiveness.  Further, this kind 
of evaluation is not limited to Ceolaire or monophonic  MIR systems 
as it can be applied to polyphonic systems as well as  the central 
idea behind trec_eval is document retrieval, not melody fragment 
retrieval.  If melody fragment retrieval is the desired evaluation,  it  
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Figure 15. Average precision for each retrieval runcould  be  accommodated  by  this  kind  of  evaluation  by treating 
melody fragments as documents. 
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