Abstract. This paper contribution is about guaranteed numerical methods based on interval analysis for approximating sets, and about the application of these methods to vast classes of statistical problems. 'Guaranteed' means here the inner and outer approximations of the sets of interest are obtained, which can be made as precise as desired, at the cost of increasing the computational effort. It thus becomes possible to archieve tasks still thought by many to be out of the reach of numerical methods, such as finding all solutions of sets of non-linear equations and inequalities or a global optimizer of possible multi-modal criteria.
Introduction
Interval computation is a special case of computation on sets, and set theory provides the formulations for interval analysis [1, 2] . Set and interval mathematics come from the same general theory developped during the 30's by the french School of Topology: if a number a and a bound b of a approximate the value of some number x such that |x − a| ≤ b, then interval mathematics tells us that x is in the interval [a − b, a + b]. Hence, the type of an interval is dual: at the same time number and set, with evident implications in set arithmetics [3] . For instance, suppose a real axis provided with an order relation ≤, the interval [x], bounded by x and x, is a closed connected subset of real numbers {x|x ≤ x ≤ x}. Interval arithmetic follows from order properties and basic operations on real numbers or vectors extend in a natural way to intervals. However, the arithmetical rules for intervals differ from those for real numbers. For instance, x 2 + x + 100 = (x + Consider the situation where we have a model which acts as a function f , mapping (inputs) x to (outputs) y. This model f might be quite complex, with multiple input parameters and with different kinds of uncertainty represented on them: information available on inputs may be rich or sparse, so-called "aleatory" and may be made known through objective measurements. Mathematically inputs might be represented by probability or possibility distributions, by strong or sparse collections of data points, by simple intervals, or even by non-quantified linguistic expressions. Given f , how can we propagate the uncertainty on x to y through f ? Moreover, how can we do so in a way which respects all the original uncertainty quantifications as provided, making no unnecessary assumptions? How can we do such in a way which uses only, but all of what we are given? In this paper, we propose an approach for solving such problems: we assume that experimental points (both inputs and outputs) are modeled as intervals and provide exact solutions. The contribution of this article is two fold: firstly, it is shown that interval analysis can directly be applied to perform optimization, yielding to close form expressions of results. Secondly, , short illustrative examples including a nonlinear process and a blind source separation problem are given which show the significative improvement of the approach in comparison with standard linear identification.
A refresher on parameter estimation
Consider some function f :
where Y is a bounded set and suppose we wish to construct a model g : X ⊂ X → Y ⊂ Y, where X and Y are some domains of interest, by choosing a parameter vector p ∈ R p so that, mathematically speaking,
for all x ∈ X and y ∈ Y, where the error in approximation, e(p), is as small as possible.
We suppose that all that is available to choose the parameters p in g is some part of the unknown function f in the form of the input-output data pair associations. The ith input-output pair for the system f is denoted by (x i , y i ), where x i ∈ X, y i ∈ Y and y i = f (x i ). This may correspond for instance to n + s scalar measurements corresponding to various experimental conditions on a static process or on a dynamical one. The row vector z i = (x T i y T i ) ∈ R n+s denotes one particular data sample. Stacking N consecutive samples on top of each other gives the data matrix
The purpose of parameter estimation is, for instance, to find p such that g(x, p) best fits y in a sense to be specified. In [4] , the parameters are considered admissible if the error e(p) belongs to some prior compact set of admissible error E ⊂ R s . For instance, E may be the box defined as
where e + and e − are some prior bounds. One is then interested in finding the set S of all values of p such that the error is admissible, i.e. S = {p|e(p) ∈ E}. This set has been called membership set, likelihood set and posterior feasible set. If the data were generated by a statistical model g(x, p * ), where p * is some true value of the parameters and if e(p * ) ∈ E, then S contains p * . Thus, S provides an accurate description of the uncertainty with which p * is estimated [4] . If the reciprocal of g exists and is denoted g −1 , S is defined as
, where Y = y − E is the measurement set. In other words, for any p ∈ S there exists e ∈ E such that y = g(x, p) + e. System identification (i.e. function approximation) amounts to adjusting p using information from Z so that g(x, p) ≈ f (x), ∀x ∈ X. Measured and model outputs never match perfectly in practice, but differ as e(p). An obvious modeling goal must be that this discrepancy is "small" in some sense that is archieved by the value of the approximation error we wish to bound. Such a bound is for example
which requires that f is known everywhere. The problem is that we only know the part of f given by Z, and it is the only evaluation we can make based on known information. Let us consider a system with imprecise input and output x and y resp., which are readings from unreliable sensor ("noisy data"). To simplify exposition, we shall only consider output errors :
but other types of errors could be considered as well. We assume that these errors should satisfy e i ≤ e i (p) ≤ e i , i = 1, . . . , s to be "admissible", where e i and e i are known lower and upper prior bounds of the approximation error resu lting from technical specifications or pointing out how far we can go in accepting discrepancies between our data and model outputs. Note that e i (p) is an interval. Let y be the vector of all data y i , i = 1, . . . , s collected on a given system, and let g(x; p) be the vector of all corresponding model outputs g(x i ; p), i = 1, . . . , s. Equation (5) can then be rewritten as
Picked in intervals, equation (6) gives:
The model (7) is said to be admissible if p is such that e ∈ E, i.e. errors should satisfy
[g] is an inclusion function of g that returns an enveloping box guaranteed to contain the image by g of any given box 
) and such that:
where w([x]) is the width of the box [x], defined as the length of its largest side(s). 
Figure 1 illustrates conditions
where
and characterizing S is a set inversion problem.
To perform computation of S in an approximate but guaranteed way, an interval analysis algorithm is applied to compute the possible interval range [p] of p. The interval computation stage is detailed in the following.
Identification by set characterization
Methods allowing to implement interval analysis are relatively few and date from the nineties and among them, one may quote the Moore's algorithm [3] and SIVIA proposed by Jaulin [5] . Most of the methods for estimating parameters are based on computations performed at point values of the parameter vector. The main interest in the notion of paving is to replace point values by subsets of the parameter space. For simplicity, we will use pavings based upon boxes.
A paving of a compact subset {P} ⊂ R n is a set of non overlapping boxes with nonzero width such that the union of these boxes corresponds to {P}. A subpaving K of P is a subset of P. Upon completion, the algorithm encloses S between two compact sets corresponding to 2 subpavings (Fig. 3) . Let E be the feasible error set. Initialisation is performed by setting Y = y − E. The principle is as follows: a). Define an initial box of interest [p](0) within which the search will be performed b). Compute a paving {P} of [p](0) c). Compute the image g([x]; [p]) for each box of this paving. Three situations must then be considered (see figure 2) .
The exploration algorithm performs a recursive implementation of the principle that has just been described: a bisection algorithm splits each box of the subpaving into smaller boxes whenever needed until the width of the box becomes smaller than some tolerance parameter ǫ to be specified by the user. Cutting is carried out again as long as the boxes contain solutions or stops if the boxes do not contain any.
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, so that we cannot conclude. The box [z] can be split again.
We shall split P iteratively into three subpavings S, S and S corresponding to the sets of all feasible, unfeasible and indetermined boxes respectively, as plotted in figure 3 . These subpavings satisfy the following relations :
Provided that S is full, this means that the pair {S; S} defines a neighbourhood ∂S S\S of S with a diameter that can be chosen arbitrarily small. The previous algorithm makes an extensive use of a stack L of boxes, i.e. a dynamical structure on which only 3 operations are possible: at any time, one may put an element on top of the list, remove the top element or test the stack for emptiness. We define the required accuracy ǫ for the paving P as the maximum widh that an indetermined box can have. In the following, the principal plane of a box is the symmetry plane of this box that is orthogonal to the axis i ∈ {j|w([p]) = w([p j ])}, where the operator "width" w([·]) of a box is the length of its largest side. Let [p](0) be the box considered at iteration k. Initialisation is performed by setting k = 0, L = ∅, S = S = ∅. The recursive algorithm can be described as follows: The union of all the boxes in the list L returned by the program contains S; the partition P consisting of feasible, unfeasible and indetermined boxes can be plotted in the parameter space in the case the space dimension is less than 4 (see fig. 3 ).
Discussion
The method of set characterization introduced in section 3 appeals to some comments. Upon completion, this approach encompasses all the acceptable values of the parameter vector in a set that is fully characterized by BISECT: S and S will tend to S from inside and outside when ǫ → 0. Since S is a finite union of boxes guaranteed to contain the portion of S of interest, it is very convenient for implementing set-theoretic manipulations [6, 4] . The advantages of this approach are threefold: (i) no assumption is made on the image fonction g, (ii) no statistical assumption on the modeling error is required, (iii) any bounded error can be treated independently from its origin (modeling and/or measurement error).
An other advantage of the proposed approach is that the input-output roles of the variables x and y can be reversed since the linking function g : x → y can be run forward as well as backward when using interval analysis. Subpavings form a useful class of objects for manipulating statistical estimations. The algorithm requires a possibly very large search box [p](0) to which S is guaranteed to belong. Solvers split the search box into an union of boxes (the paving) with guaranteed error bounds (i.e. mathematically valid) [7] (see section 3). The paving is built by the solver itself. A computer program can represent a set of (eventually disjoint) intervals as a list L. The precision of the solver is controlled by coefficients specifying, for example, the width ǫ of the smallest boxes of the paving, or the accuracy in the localization of a global optimum. The computing time of the solver can increase quickly with the dimension and size of the list L. Special care must be taken in avoiding memorizing unnecessary information, otherwise the quantity of memory required to store the paving of S will increase linearily at each iteration, which may result into a memory overflow even for problems of modest dimension.
One can observe that the parameter space is not isotropic because the sensitivities of g with respect to the various components of p are not of the same order of magnitude. The basic bisection technique suggested in Tab. 1 may not be efficient enough. The problem is then how to choose the fastest bisection policy that results in a convergence as fast as possible. Jaulin et al. [4] T such that the graph of the function :
crosses all the data bars of Figure 4 . In this simulated example, the [y i ] were computed by adding a random error interval with radius ρ i = 0.5|y i | + 1 to the y i . The initial box domains for the parameters p 1 and p 2 may be arbitrarily large, for example 
i.e. no prior information is available on the parameters. The feasible set for the parameters is given by (12) , where the search domain In less than 1s, on a PENTIUM IV, BISECT generates the pavings of figure 4 , thus bracketing the posterior feasible set for p α between the inner and the outer approximations. (13) and the domains (14) .
Example 2 (Curve estimation).
The curvature κ(t) of an arbitrary twisted curve C measures the rate of change of the tangent when moving along the curve. It measures, so to speak, the deviation of the curve from a straight line in the neighbourhood of any of its points. It is quite easy to derive an analytic expression of the curvature which is valid when C is represented by an allowable parametric representation x(t):
where × denotes the vector product. Derivatives with respect to time are denoted by primes, e.g.
a. When C is a clelia curve (see figure 5 .a), the cartesian representation 4 is:
x(t) = (R cos nt cos t, R cos nt sin t, R sin nt)
with t as a parameter. Figure 5 .
b plots the domain of κ(t).
A statistical approach assume that a set of N input-output data pairs
is available. Recall that x i ∈ R 3 are vectors and κ i is scalar. The data set is split into a training and a validation data set. A neural network such as represented in Fig. 6 is designed for supervised learning and prediction task from a particular x. Such architecture is called multi-layer perceptron (MLP). Hidden units are placed between the features units and the predictions units. A deterministic MLP trained by a method such as backpropagation [8] , can implement any input-output function provided that the number of hidden neurons n h is sufficiently large. With increased number of hidden neurons, the accuracy of the resulting neural system with respect to the training data set is improved, but the ability of the model to gen-eralize for inputs (test set) may be degraded as illustrated in our results (Fig. 7.b) . In a similar way, descreasing the output error improves the accuracy with respect to the training data set, but accuracy in the presence of inputs different from the training data set is degraded. These tests illustrate some effects in parameter choice on the resulting neural model. A second approach consists in using interval analysis tools. In this simulated example, we assume that the values taken by κ are imprecise and sampled at the rate n 
Example 3 (Blind source separation).
The problem adressed here is the recovery of n unknown independent sources s i (t) from the observation of a n linear mixtures x i . In matrix and vector notations, this model reads x = As, where s = (s 1 , s 2 ) T is the vector of sources, x = (x 1 , x 2 )
T the vector of observations and A = {a ij } the mixture matrix. It is a noise-free, time-free model. To recover a vector y close to the source vector s knowing the vector x only, one should estimate some inverse of A, denoted as B. The corresponding estimate of s is y = Bx. It should be noted, however that the matrix A (or its inverse) is not identifiable from the observations (see e.g. [9] ): even if we can extract n independent components, we do not know their ordering. This implies that there exists a freedom of permutations of the original signals. The magnitudes of the original signals s i are also not recoverable, because a scalar mutiple of s i , cs i of s i by a constant c cannot be distinguished from multiplication of the ith column of A by the same constant c. Therefore, therefore,we can recover only a permuted and rescaled version of the sources, i.e. we can obtain at best P DA −1 , where P is a permutation matrix and D is nonsingular scaling matrix. The important question is: does the independence of the components of y imply necessarily the separability of the mixing model ? The answer to this question is positive in the linear instantaneous domain: the transformation which maps a non-Gaussian random vector with independent components to a random vector with independent components is unique, up to some trivial transformation. This property is a direct result of the Darmois-Skitovich theorem [10] . A solution to the problem (with 2 sources) was first adressed by Herault and Jutten [11] who compute
where b 12 and b 21 are adaptive weights adjusted by means of an adaptation law based on the product of 2 nonlinear functions f and g. . Comon et al. [12] and Sorouchyari [13] investigate the convergence properties of the algorithm and perform a stability analysis for such a network. They demonstrate that there are exactly 4 paired equilibrium points (see figure 10) 
21
) is also a solution (see e.g. [13] ). One can show that such a pair of equilibrium points is on a line passing through the origine of the (b 12 , b 21 ) plane. But only one of these stationary points will be a stable separating solution [14] .
As an illustration, consider the discrete time model in which the data have been generated by simulating for k = 1, . . . , 500: An Newton algorithm can be used to find the equilibrium points of the solution. Figure  12 .a shows that the algorithm is capable to find the four paired equilibrium points the similarity with Fig. 10 is relevant. The interval algorithm generates also in the (b 12 , b 21 ) plane (Fig. 12.b and c) the subpaving of the parameters satisfying the independence constraint in less than 1s on a PENTIUM III. After completion, the contracted intervals in the figures 12.b and c include the true values of the parameters. Once the equilibirum point is identified, it is used for separating the signals (Fig. 11.c) . a b. c. Fig. 12 . a) Theoretical equilibrium points of the system b,c) stable equilibrium points obtained by interval analysis in the (b12, b21) plane.
C++ implementation
The identification algorithm presented in section 3 was implemented in C++.
A BOX class was designed, which allows the programmer to ignore the details of interval implementation. The BOX class contains the properties of the intervals, the definition of arithmetical operations on intervals, input-output functions, etc. The instanciation of a BOX is very similar to a float, thus one may write
