Abstract-Successful diagnostic and prognostic stratification, treatment outcome prediction, and therapy planning depend on reproducible and accurate pathology analysis. Computer aided diagnosis (CAD) is a useful tool to help doctors make better decisions in cancer diagnosis and treatment. Accurate cell detection is often an essential prerequisite for subsequent cellular analysis. The major challenge of robust brain tumor nuclei/cell detection is to handle significant variations in cell appearance and to split touching cells. In this paper, we present an automatic cell detection framework using sparse reconstruction and adaptive dictionary learning. The main contributions of our method are: 1) A sparse reconstruction based approach to split touching cells; 2) An adaptive dictionary learning method used to handle cell appearance variations. The proposed method has been extensively tested on a data set with more than 2000 cells extracted from 32 whole slide scanned images. The automatic cell detection results are compared with the manually annotated ground truth and other state-of-the-art cell detection algorithms. The proposed method achieves the best cell detection accuracy with a .
nuclei detection and segmentation is presented in [5] . Distance transform based methods have been used to detect seeds (cells) in clustered objects. However, it may not work well for tightly or densely clustered cells. Endeavors combining geometric and intensity information have been proposed to improve the distance transform methods [8] . Despite of the improvement, this method is flawed in high false detection rate. Later, to reduce the false detection, mutual proximity information is exploited to filter out the false seeds [9] . In order to handle cell touching/occlusion, marker-based watershed approaches [10] [11] [12] are widely utilized to locate and split touching cells. In [13] , a variant of marker-controlled watershed generating marker from H-minima transform of nuclei shape is investigated. The H-value is derived from the fitting accuracy between the ellipses and nuclei contours. Although H-minima based methods aim to reduce the false detection, they provide only limited robustness to the cells with heterogeneous intensity. In [14] , an adaptive H-minima transform is proposed in which markers are detected within connected components obtained by inner distance transform. A supervised marker-controlled watershed algorithm is proposed in [15] in which neighboring local minima are merged based on features extracted from the valley lines between them. This method works well with cells without intracellular heterogeneity. However, false valley lines could be created in the case of intracellular heterogeneity. In [16] , a flood level-based watershed algorithm is reported to split overlapping nuclei on RNAi fluorescent cellular images. Their method exploited the cues from different channels of the fluorescent images. Those cues are unavailable in our data. A gradient-weighted watershed algorithm [17] followed by a hierarchical merging tree is presented to separate touching cells. Nevertheless, in the above method intra-class shape variation is not considered. In [18] , touching cells and stand-alone cells are classified based on geometric features. Then the conventional watershed method is improved by a subregion merging mechanism and a Laplacian-of-Gaussian (LOG) filter. LoG based methods are usually sensitive to large variations in cell size and the absence of obvious cell boundaries.
Cell detection can also be formulated into a graph cut problem [19] . In [20] , cell detection is formulated into a normalized graph cut problem over a weighted graph [21] . Another method applying graph-cut algorithm to an image preprocessed by multiscale LOG filtering is reported in [22] . In [23] , the foreground is delineated via multi-reference graph cut. The nuclei separation is conducted through geometric reasoning 0278-0062 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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based on concave points. One drawback of this method is its reliance on robust concave point detection that is challenging in the presence of tightly touching cells or high heterogeneity. Some other graph-based methods can be found in [24] , [25] . In general, graph-cut based methods are i) sensitive to large variations in shape; ii) and not robust to the absence of the obvious cell boundaries. In [26] , markers are derived by a modified ultimate erosion process and a Gaussian mixture model on B-splines is utilized to infer the object shapes and missing object boundaries. However, the method may not work well on cells with heterogeneous intensity and cluttered background. Recently, a deep learning-based method [27] is applied to mitosis detection and achieves great performance. However, this framework does not apply to touching cells which are very common in our dataset. Some recent works exploit the cues in cell structure and shape symmetry to tackle touching cell problem. Radial voting based methods [28] [29] [30] are proposed to locate the centers of cells with a major assumption on round shaped cells. In [31] , radial symmetry is applied to detect the touching cells. The touching cells are separated based on concave points. Fast radial symmetry transform is used for nuclei detection followed by marker-controlled watershed in [32] . These radial symmetry/voting based methods largely rely on the roundness assumption of the cell shape that is not valid in our data set. A cell splitting method based on ellipse fitting using concave points information is reported in [33] . Su et al. [34] propose to learn a classifier to refine the cell detection results obtained by ellipse fitting.
The major challenges in cell detection for the brain tumor data set include i) shape variation, ii) cell touching or overlapping, and iii) heterogeneous intracellular intensity, and iv) weak cell boundaries. Although the existing methods are able to handle some of these challenges, they fail in simultaneously addressing all of them. Therefore the accurate cell detection in brain tumor histopathological images remains to be a challenging problem.
Sparse representation has been successfully applied to image classification, object recognition, and image segmentation [35] [36] [37] . Yu et al. [38] have found that sparse coding with locality constraint (LCC) produces better reconstruction results. However, solving LCC is computationally expensive due to its iterative optimization procedure [39] . An efficient locality-constrained linear coding (LLC) is proposed in [40] . In LLC, the desirable properties of sparsity is preserved while locality constraint is treated in favor of sparsity. The problem can be efficiently solved by performing a -nearest neighbor (KNN) search and then computing an analytical solution to a constrained least square fitting problem.
Following the above research line, there is an emerging trend of applying patch dictionary and sparsity based methods to pathology image analysis. Kårsnäs et al. [41] propose to separate the foreground (nuclei) from the background using a patch dictionary learned through a modified vector quantization algorithm. A probability map is obtained through pixel-wise labeling based on the learned patch dictionary and its corresponding label dictionary. Each pixel is assigned a label based on the similarity between the patch centered on the pixel and the dictionary patches. Touching cells are split by the marker controlled watershed algorithm and a complement to the distance transform of a pixel level probability map. The proposed method is not applicable to our data, because a local patch does not contain sufficient information for discerning a real cell boundary and an edge in the background, especially when contrast changes occur. In [42] , Sparse shape modeling is coupled with a repulsive balloon snake deformable model for robust segmentation of cells with intracellular inhomogeneity. Sparse learning methods are also observed in the field of classification of sections in histology images [43] [44] [45] . In spite of the above endeavors, the potential advantage of sparse coding for cell detection has not been systematically studied.
In this paper, we propose a novel automatic cell detection algorithm ( Fig. 1 ) using adaptive dictionary learning and sparse reconstruction with trivial templates. The algorithm consists of the following steps: 1) A set of training image patches is collected from images of different brain tumor patients at different stages. -selection [46] is then applied on this dataset to learn a compact cell library. 2) Given a testing image, a testing image specific dictionary is generated by searching in the learned library for similar cells. Cosine distance based on local steering kernel features is employed as the similarity measurement [47] , [48] .
3) The sparse reconstruction using trivial templates is applied to handle touching cells. A probability map is obtained by comparing the sparsely reconstructed image patch to each testing window. 4) A weighted mean-shift clustering is used to generate the final cell detection results.
The rest of this paper is organized as the following: Section II describes the proposed framework. Section III evaluates the performance of the proposed system. Section IV concludes this paper.
II. METHOD

A. Dictionary Learning
At training stage, we manually crop many image patches, and each patch contains one cell located in the center ( Fig. 1(a) ). These image patches form an over-complete dictionary, which is neither robust nor efficient. Considering this factor, we propose to use the -selection [46] to select a subset of representative patches to build a compact dictionary. In order to further improve the computational efficiency, we only utilize the patches similar to the testing image patches as the dictionary candidates measured by cosine similarity metric [47] .
1) Dictionary Learning Using -Selection: Each cell patch is represented by a dimensional vectorized patch by concatenating all the pixel intensities. For manually-cropped cell patches ( ), the -selection algorithm directly chooses a set of most representative patches to create the dictionary based on locality-constrained sparse representation. The optimization can be formulated as
(1) Fig. 1 . An overview of the proposed algorithm. There are three components, including training stage, testing image specific information acquisition, and cell detection using sparse reconstruction with trivial templates. In training stage, a set of representative patches (b) are selected from thousands of manually cropped single-cell patches (a). In the testing image specific information acquisition, for a given testing image (c), a sample patch (d) is cropped and used to find similar patches (e) from the representative patches (b) to form the dictionary. Cell detection is performed based on sparse representation using trivial templates.
where is the -th basis patch selected from the original template pool, is the sparse coefficient, and is the -th entry of , and is the distance between and the basis vectors, and denotes element-wise multiplication. The constraint , enforces the shift-invariance requirement in LLC. Equation (1) can be optimized by alternatively updating or by fixing the other. Different than -SVD [49] , dictionary is updated by replacing one basis with another sample selected from the data set (details can be found in [40] and [46] ). The locality constraint (the second term in (1)) ensures a sample is represented only by its neighbors. It guarantees that similar patches are assigned similar sparse codes without losing discriminative powers. Therefore, the selected patches can better represent all the training image patches.
2) The Generation of the Dictionary for a Specific Testing Image: Given a testing image, we propose to choose a subset of cell patches in the representative cell library for the subsequent sparse coding. Instead of using the entire learned library, this step can reduce the computational complexity. The Local steering kernel (LSK) is used as local features to represent each image patch [50] . Cosine similarity is used to measure the similarity between the testing image patch and the learned dictionary bases. The LSK-based feature descriptor measures the local similarity of a pixel to its neighbors by estimating the shape and size of a canonical kernel. A demonstration of the estimated kernels for different local image structures are shown in Fig. 2 .
We calculate the LSKs of a patch by applying a sliding window with stride 3 to the entire patch. Principal component analysis (PCA) is then applied to extract the low dimensional feature vectors of the local steering kernels for each image patch.
Let and denote the low dimensional features representing two different patches. The cosine similarity between them is: The reason that we choose the cosine similarity is because contrast variations often exist in digitized pathology images due to unstable staining, and the cosine similarity is proven to be robust to contrast change [48] .
In order to provide rotation invariance, the sample patch is rotated into different orientations. For each rotation, a set of most similar cell patches are selected to be the bases for the subsequent sparse reconstruction. Fig. 3 shows two specific dictionaries given two different query cell patches. Each query sample is rotated in five orientations as shown in the first column. For illustration purpose we show only six retrieved patches in the dictionary for each orientation.
B. Cell Detection via Sparse Representation With Trivial Templates
In this section, we present the proposed cell detection algorithm based on sparse reconstruction with trivial templates to handle touching cells. Sparse reconstruction error of a sliding window (corresponding to an image patch) over the entire testing image is used to generate a probability map that indicates the presence of cells. The final detection results are obtained by applying weighted mean-shift clustering [51] to the probability map.
1) Sparse Reconstruction Using Trivial Templates:
We assume that cells with similar appearances approximately lie in the same low dimensional subspace. Therefore, a sliding window aligned to a cell should approximately lie in the subspace spanned by the dictionary generated in Section II-A. In other words, given a learned dictionary , a sliding window aligned to a cell at location can be linearly represented by :
If the sliding window is not aligned to the center of the cell, (3) does not hold. To differentiate the tumor cells from background, we propose to measure how closely a sliding window can be approximated by a linear combination of the atom patches from the dictionary: (4) where is the reconstruction error and is the sparse reconstruction coefficients. It can be computed by sparse optimization: (5) where is the distance between the test patch and the dictionary, and denotes element-wise multiplication. The second term in (5) enforces the encoding to use only the dictionary atoms near to . An input patch containing a cell in its central area can be sparsely reconstructed with relatively small reconstruction error, while a patch that does not have a cell in its center will have relatively large sparse reconstruction error, because such patches do not lie in the subspace spanned by the learned dictionary. To achieve fast encoding, we choose the approximated optimization algorithm presented in [40] .
One drawback of (3) is its inability to split touching cells. It is very common for a testing sliding window to contain more than just one cell. For these cases, the appearance of the patch is significantly different from the atom patches in the dictionary. In order to handle this situation (referred as partial occlusion in cell detection), we propose to use the following equation: (6) where is an error term used to model the occlusion part. In order to model the non-object region that can occur in arbitrary positions of a testing image patch, a set of unit vectors are used as the bases, as suggested in [52] , [35] . Such set of bases are composed of the columns of an identity matrix, thus can represent any vector (with a linear combination) in the corresponding space. Equation (6) can be rewritten as: (7) where the columns of identity matrix are called trivial templates. Accordingly the reconstruction error is modified as: (8) and (5) can be modified as: (9) where the first term incorporates the trivial templates to model the touching cells and the second term enforces that only local neighbors in the dictionary are used for the sparse reconstruction. The third term controls the contribution of the trivial templates in the reconstruction. A smaller encourages more contribution from the trivial templates. Thus better reconstruction. A larger one limits the contribution of the trivial templates. In order to solve the locality-constrained sparse optimization for a given input patch, we first perform a KNN search in the dictionary excluding the trivial templates. The selected nearest neighbor bases together with the trivial templates form a much smaller local coordinate. Next, we solve the sparse reconstruction problem with least square minimization. We demonstrate the reconstruction results of touching cells with and without trivial templates in Fig. 4 .
The interpretation of why the trivial templates help handling touching/occlusion lies in the comparison between (5) and (9) . In (5), since each atom corresponds to one training patch with one single non-touching cell at its center, the atoms can sufficiently represent a testing patch with a centered single nontouching cell, by using ( (3), (5) ) and exhibiting a low reconstruction error ( (4)). However, the patches with touching/occlusion cells exhibit unexpected appearances in the background such that they are not consistent with the dictionary atoms, and thus sparse reconstruction with (5) could result in larger reconstruction errors. An error term is introduced in (6) to model the non-object region. With a regularization on in (9) and a properly selected parameter , the non-object regions can be effectively modeled using (9) so that the reconstruction error with (8) will be significantly reduced. More specifically, for an input patch with touching/occlusion cells, it will be effectively represented by a linear combination of dictionary atoms (model the centered cell) and a subset of the trivial templates (model the touching/occlusion parts). Only a subset of the trivial templates are used in the representation is due to the regularization term in (9) . In this scenario, it will produce a low reconstruction error using (8) , and this will facilitate the subsequent calculation of probability maps, which guides the mean-shift algorithm to seek the final cell centers. To better illustrate our idea of utilizing trivial templates to handle occlusions in sparse reconstruction-based cell detection, we show the reconstruction results and errors for several cells in Fig. 5 . In each panel, row 1 displays one sliding window aligned to a cell and four others deviated from the cell center. From rows 2 to 6, each column shows the reconstruction results with trivial templates and corresponding errors for one sliding window. From rows 2 to 6, we present the sliding window (patch), reconstruction patch, recovered clean patch, reconstruction errors, and the spatial kernel weighted reconstruction errors that will be discussed later.
As one can observe, when the sliding window is well aligned with the center of the cell indicating accurate detection, it can be correctly recovered and the occlusion parts are accurately removed. On the contrary, the unaligned windows show much higher level of reconstruction errors and the clean images can not be fully recovering, indicating non-preferred detection locations in our algorithm. Clearly, (9) explicitly models occlusion for aligned windows, and unaligned windows do not lie in the subspace spanned by the dictionary, therefore they are not able to be effectively reconstructed using the learned sparse dictionary.
After sparse optimization, we can calculate the probability map based on the reconstruction errors: (10) where denotes the probability at location in the testing image, and represents the reconstruction errors of all the sliding windows of the testing image. The generated probability map indicates the potential cell locations in the image.
2) Spatial Kernel Weighted Reconstruction Error:
In order to enhance the contributions of cell central regions to locate the cell centers, we propose to provide more penalties to the reconstruction errors in these regions. A bell-shape kernel is introduced to give more weights to the errors in the central region of a sliding window. In this way the reconstruction error of aligned windows can be reduced and those of the unaligned ones will be increased relatively. The effects of spatial weighting are demonstrated in Fig. 5 .
Take the sliding windows in Fig. 5 as an example, the benefit of a spatial kernel is measured by an increase of the relative difference between the reconstruction errors of the aligned sliding windows, and their corresponding unaligned windows. Let denote the reconstruction error of an aligned window, and denote the mean reconstruction error of the corresponding unaligned windows, the relative difference is defined by: (11) This metric measures how different an aligned window is in compared to the unaligned ones in terms of the reconstruction error. The larger difference it has, the easier we can locate cell centers precisely. Fig. 5 shows that the relative differences are increased by 5%, 3%, 1%, and 8% for the four cells (left to right, top to bottom), respectively, and the visualization of the weighted reconstruction errors are shown in row six in each panel of Fig. 5 . One can observe that the introduction of a spatial kernel can significantly improve the reliability of the generated probability maps, especially for challenging cases shown in Figs. 6 and 7. In our algorithm, we use the kernel defined as a cosine function within the range of . To improve the efficiency of the sliding window mechanism, we preprocess the images to filter out the background region using edge preserving smoothing [53] followed by adaptive thresholding. Only the foreground region is scanned.
3) Local Maxima Detection Based on Weighted Mean Shift
Clustering: To generate the final point detection from the probability map, we apply weighted mean shift clustering [51] to find the local maxima: (12) where is constant to make sure the density function sums to 1, and denotes the bandwidth, and is the weight of point , and is kernel profile defined by kernel functions ( The probability maps generated using (10) without the spatial kernel. (c) The probability maps generated using (10) with the spatial kernel. The spatial kernel can help to create better probability maps that highlight the cell central regions (especially for the first two image patches).
(d) The cell detection results obtained after applying the weight-guided mean shift clustering to the probability maps in (c). i.e., Gaussian kernel or Epanechnikov kernel). The mean-shift vector is: (13) where is the derivative of the kernel profile . Several randomly picked examples are shown in Fig. 6 . As can be tell, both touching and non-touching cells are correctly detected. 
III. EXPERIMENTAL RESULTS
We have conducted experiments based on a data set containing 59 brain tumor images. The images are captured at 40 magnification. 27 images are randomly selected as training images from which with a centralized single cell are manually cropped.
of the 2000 patches are picked out by -selection described in Section II-A. More than 2000 cells from 32 images are used for testing. Patches with size 45 45 are cropped. The parameter setting used for the comparison experiment is shown in Table I . In (12), due to the variation in cell size, the clustering bandwidth is selected in the range of 9~12 depending on the testing images. These parameters are selected through cross validation. We discuss the parameter settings and sensitivity of the parameters later.
A. Comparison Experiments
We first demonstrate the effect of the trivial templates for cell detection in Fig. 8 , which shows the probability map and detection results of two sample testing images containing touching cells with or without trivial templates. Columns (b) and (c) present the probability maps and detection results obtained without trivial templates, and columns (d) and (e) contain the probability maps and detection results using trivial templates in the sparse reconstruction. As one can tell, the trivial templates significantly improve the cell detection accuracy in such challenging cases.
The performance of the proposed algorithm is compared with four state-of-the-art cell detection methods, i.e.,, Laplacian-of-Gaussian (LoG) [22] , iterative radial voting (IRV) [28] , ITCN [54] , SPV [30] , and the proposed method. Some detection errors are highlighted with yellow rectangles.
[28], image-based tool for counting nuclei (ITCN) [54] , and single-pass voting (SPV) [30] , through both qualitative analysis and quantitative analysis. A qualitative comparison between our method and the four existing methods is displayed in Fig. 9 . It can be observed that LoG is sensitive to heterogenous intensity of the objects (Fig. 9(b) row 1 and 2 ). In addition, both LoG and IRV tend to produce false positive detections for elongated cells (Fig. 9(b)-(c) ). Compared with LoG and IRV, although ITCN is more robust to shape variations and inhomogeneous intensities, it fails to detect the touching cells with intensity variations (Fig. 9(d) row 2 and 5) . The performance of SPV is close to our method, but it is not robust enough to handle elongated shapes. Our algorithm is robust to shape variations and/or cell clusterings. This is due to: 1) the adaptive dictionary selection creates a customized dictionary for a particular image. This helps to handle shape variations because usually the inter-image variation is large while the intra-image variation is limited; 2) the sparse reconstruction with trivial templates contributes to handling touching cells; 3) since our method exploits the global information in a patch rather than solely relying on the local image gradient that is noisy, it is more robust to intracellular heterogeneity. In Fig. 10 , thousands of cells with various shapes and clustering patterns are correctly detected.
For the quantitative comparison, we measure the pixel-wise Euclidean distance between the manually annotated cell centers (ground truth) and the seeds detected by different algorithms. In this assessment, we only consider the correctly detected seeds that are algorithm-produced seeds within 8-pixel distance to the ground truth cell centers. The results are listed in Table II . It can be observed that the proposed method has the smallest variance and a competitive mean error with respect to detection offsets measured by Euclidean distance. To evaluate our algorithm comprehensively, we also define a set of metrics including false negative rate ( ), false positive rate ( ), over-detection rate ( ), effective rate ( ), precision, recall, and score. means no seed is detected within 8-pixel distance to a ground truth seed.
means for a ground truth seed multiple seeds are detected in its 12-pixel circular neighborhood.
is the ratio of the number of the overly detected seeds over the number of the ground truth seeds. Ideally, there should be no over detection indicating (i.e.,, ). is the ratio that will be calculated by the number of the correctly detected seeds over the number of the ground truth seeds ( indicates perfect detection). Precision ( ), recall ( ), and score are defined as , , and , where denotes true positive. In our experiment, true positive is defined as a detected seed that is within 8-pixel distance to a ground truth, and there is no other seeds in a circular region with a radius pixels around this ground truth. The comparison results are shown in Table III . It can be observed that the proposed method outperforms all the other methods in terms of all the metrics except for and , in which ITCN presents the smallest errors. However, this is because ITCN tends to put less detections than the number of cells, which will lead to lower We also show the precision, recall, and score as functions of the number of nearest neighbors (10, 25, 50, 75 , 100) in the dictionary used in (9) for cell detection in Fig. 11(a) . The detection accuracy measured by the pixel-wise deviation from the center of the cell (shown in Table II) , and different evaluation metrics shown in Table III are illustrated in Fig. 11(b) and (c), respectively. As we can see, as the number of nearest neighbors increases, the performance improves accordingly. It converges when more than 100 neighbors are selected. The detection result reported in Tables II and III are obtained using 100 nearest neighbors in the sparse cell dictionary.
B. Parameter Selection and Sensitivity
In this subsection we show the effects of parameter selection on the performance. Through experiments, we found that the four parameters, , , and , and , shown in Table IV are critical to the detection performance. To test the sensitivity of each parameter, we keep other parameters fixed as the optimal value and is set between 9 and 12 depending on each testing image. In Table IV , for each parameter the first row shows the selection of the values and the second row shows the corresponding scores. As can be seen that a small parameter can cause a lower score due to the limited variation encoded in the dictionary. For patch size , it is observed that too small and too large patch sizes both can cause drop in performance. This is because the patch size should be large enough to fully contain most cells in the data set. On the contrary, a too large patch contains too much background margin. The reconstruction is then dominated by the error in the margin region. As for , a smaller value encourages the trivial templates to contribute more in the reconstruction whereas a larger value restricts the contribution from the trivial templates. Therefore, larger leads to failure in modeling the touching cells. Too small enables the model to reconstruct any input images better thus loses the discriminative power. The clustering bandwidth is determined by the cell size in the testing image. This can be estimated from the radius of the non-touching cells. We show the performance obtained when the clustering bandwidth is less or larger than the best bandwidth by up to 2 pixels. It can be seen that the performance is more sensitive to a smaller bandwidth and less sensitive to larger ones. Other parameters, including , and dictionary size for a testing image are not sensitive. We followed the default setting for . The number of the cell pool controls the richness of the shape variation of the system. A does not affect the performance. Similar to , sufficient diversity in the testing image specific dictionary is essential for a good performance which requires more than 400 cell patches. We set it to 500 for the experiments.
The parameters of the existing methods under comparison were tuned to the best of their performance. In ITCN, the width and minimum distance are chosen according to the cell size and space between the cells in each testing image [54] . In IRV, the voting diameter is chosen based on the cell size and the threshold are chosen through experiments. For SPV, the most critical parameter is the voting bandwidth . It is also tuned according to the cell size in each testing image. Other parameters are set as the values suggested in [30] that are
C. Computational Complexity
The time complexity mainly consists of three parts: 1) the -selection, 2) the adaptive dictionary generation, and 3) the sliding window scanning and clustering.
In step one, the -selection problem is solved by conducting iteratively LLC and basis update via gradient descent. The complexity for LLC in this step is , where denotes the number of the selected bases, and is the size of the data set. The complexity of one step of the gradient descent is . The total time complexity is , where is the maximal iterations allowed. This step takes hours on our machine to select 1400 representative bases from the 2000 patches. However, this step is needed for only once at the beginning of the system deployment.
The time complexity of step two depends on the number of representative patches selected in step one and the number of orientations of the sample patch is rotated in the adaptive dictionary generation. Through our experiment we found 1400 representative patches and 5 orientations are sufficient to obtain satisfactory performance. The time cost is about 40 seconds on our machine. This step needs to be done for only once for the images from the same patient.
The time complexity of step three is dominated by the optimization of LLC problem in (9) . The optimization of LLC is achieved by using a KNN search and then solving an analytic solution to a least square problem. It does not require an iterative procedure that is computationally expensive. The time complexity is , where denotes the number of nearest neighbors, represents the dictionary size, and is the dimension of the trivial templates that equals to the number of pixels in a sliding window. Given an image of size , the time complexity is . Note that in most cases . The time complexity of the weight guided mean-shift is , where denotes the maximal number of iterations, and is the number of data points. For an image of size 300 300, the time cost for the sliding window scanning and clustering are about 53 seconds and 2 seconds, respectively. The proposed algorithm is implemented in MATLAB on a machine with Intel 3.4 GHz i7 processor and 32 GB memory. The space complexity is 120 MB.
IV. CONCLUSION
In this paper, we have proposed a general, automatic cell detection algorithm using sparse reconstruction with trivial templates and adaptive dictionary learning. By computing the sparse reconstruction with trivial templates, the algorithm is robust and accurate in handling multiple cells (occlusion) in one image patch. The cell appearance variations are tackled by jointly exploiting the testing image specific information and the appearance variations in the learned cell appearance dictionary. The proposed algorithm works well for different images containing cells exhibiting large variations in appearances and shapes. The comparative experiments indicate that our method outperforms other existing state of the arts.
