Let HP (A d ) denote the Hodge polygon of A d , which is the lower convex hull in R 2 of the points (n, 
Introduction. In this paper d is an integer ≥ 3. Let
The L-function of the exponential sum of f ⊗ F p is defined by
It is well known (or simply using the Weil Conjecture for curves combined with (3) below) that
Let ord p (·) denote the unique extension of the (additive) p-adic valuation in Q p to Q p . We also denote by ord p (·) the p-adic valuation of the content of a power series over Z p (see [10, Remark 1.2. The case d = 3 follows from [16, (3.14) ], and the case d = 4 is discussed in [6, Corollary 4.7] . The first slope case was proved recently by an elementary method in [12] (see also [13] ). Results concerning Wan's conjecture "over Q" are forthcoming in [22] . Theorem 1.1 yields an answer toward questions (in one variable case) proposed by Katz which asked how the Newton polygon of the L function of exponential sums varies with the prime p (see Katz's questions and Sperber's example on page 151 of [7, Chapter 5.1] ). For more developments in these directions see [14] , [15] and [2] and their bibliographies.
Let X f :
, is the p-adic Newton polygon of the numerator of the Zeta function Zeta (X f ⊗ F p ; T) of X f over F p . It is well known that (see, for example, [3, Section VI, (93)])
where the norm N Q(ζp)/Q being interpreted as the product of the conjugates of This paper is organized as follows. In Section 2 notations and terminologies are introduced. Using Dwork's p-adic analysis, we define the Fredholm polygon of f (x) over F p and show that it is equal to NP ( f ⊗ F p ). Section 3 is a key step in the proof; it constructs an nth generic polynomial, denoted by f tn n , proves that they are nonzero and hence defines some Zariski dense open subset V n in A d−1 . It is recommended that the reader skip Section 3 at first and continue with Section 4, where we immediately apply Dwork's p-adic theory to determine the Fredholm polygon. In Section 5 we prove that in some Zariski dense open subset the Fredholm polygon and Newton polygon coincide if p is large enough. We prove Theorem 5.1 there. Finally in Section 6 we study the families f (x) = x d + ax and prove Theorem 6.2 there.
Dwork p-adic theory.
The fundamental material in our exposition follows [3, Sections II and III] (see also [5] [4] and [1] ). Recall that p is a prime number coprime to
and a d = 1 such that reduction of f (x) at p is equal to f (x). For any a 0 ∈ Z p Q, by a simple computation with (1), one easily concludes that
Thus we have 
Clearly we observe that
Let C 0 ( A) = 1, and for every n ≥ 1 let
where sgn (σ) is the signature of the permutation σ in the nth symmetric group S n . It can be verified that this definition makes sense and that
Proof. The first equality is a rephrasing of (2). For every positive integer let
For any c > 0 and b ∈ R let L(c, b) be the set of power series defined by
) defined by the composition of the multiplication map by G(X) then ψ, namely,
Choose the standard monomial basis {1,
. We denote this matrix by F 1 . By the Dwork trace formula (see [3, Section III]) we have
For the first row (i.e., i = 0) of
Therefore, by (11) we have
By simplification of the above formula, our assertion follows.
Proof. By (10) we have
The (p-adic) Newton polygon of 1 − C 1 T + C 2 T 2 − · · · has only positive slopes (see [3, III] ), so the Newton polygon of 1 − C 1 pT + C 2 p 2 T 2 − · · · has every slope > 1. On the other hand, the Newton polygon of L( f ⊗ F p ; T) is symmetric in the sense that for every slope segment α there is a slope segment 1 − α of the same horizontal length. This property is derived from the same fact for Newton polygons of Zeta functions of abelian varieties and hence of Artin-Schreier curves (see, for example, [11, Introduction] ). Thus the slopes of NP ( f ⊗ F p ) are positive and < 1. Note that the power series 1 
We remark that it is not generally true that
Generic polynomials and Zariski dense subsets.
The following notations and conventions are adopted for the remainder of this section. Given a polynomial as a sum (or several sums) of polynomials, its formal expansion means the formal summation of its monomials (so one does not do "arithmetic," e.g, cancellations, among its terms). For any m = (m 1 , . . .
The residue matrix r
. Let r ij be the least nonnegative residue of ri − j mod d. Proof. By definition, r ij is the least nonnegative residue of −(ri − j) mod d so we have 0 ≤ r ij ≤ d − 1. We prove for rows. The argument for columns is almost identical. Suppose we have r ij = r ij then ri
So there are no identical entries in any row of r n . Note that r is coprime to d so for every 1
This is equivalent to r ij = 0 by definition. This proves the last assertion.
Let A d be an auxiliary variable. Define a homogeneous auxiliary polynomial
There is a unique highest-lexicographic-order-monomial in the formal expansion ofḊ n in
Proof. It is a combinatorial problem and we shall give an intuitive proof. We shall do so by verifying the correctness of the following algorithm which can really be used to obtain the desired highest-lexicographic-order-monomial.
Fix a residue matrix r n . Let σ be a permutation in S n awaiting to be defined. For every entry in r n with r i 0 ,j 0 = 0, assign σ(i 0 ) := j 0 and cross off the i 0 -row and the j 0 -column; Let 0 be the number of all such entries. For every leftover entry in r n with r i 1 ,j 1 = 1, assign σ(i 1 ) := j 1 and cross off the i 1 -row and the j 1 -column; Let 1 be the number of all such entries. Continue this process until all entries are crossed off.
It is straightforward to verify that this algorithm uniquely defines a permutation σ by the first statement in Lemma 3.1. Moreover, σ yields the highestlexicographic-order-monomial. Indeed, from (12) Proof. It is clear that the evaluation mapḊ n →Ḋ n | A d =1 (on the formal expansions) yields a bijective map sending the set of highest-A d -exponents monomials in the formal expansion ofḊ n to the set of lowest-degree-monomials in the formal expansion ofḊ n | A d =1 . Applying the same argument for the rest of the variables inductively, we conclude our assertion immediately.
The nth generic polynomial f tn n
For any 0 ≤ s ≤ n one obtains a nonempty subset in Proof. It suffices to prove the first assertion. We first show that among the lowest-degree-terms in the formal expansion of cn t=0 f t n there is a unique highest-lexicographic-order-monomial. This suffices because the polynomial f t n (for some t) whose formal expansion contains this unique monomial has to be nonzero.
Partition the summands of the formal expansion of cn t=0 f t n into two parts:
where ranges over the set of all s 0 , . . . , s n ≥ 0 with s 1 = · · · = s n = 0 and s 0 = t while ranges over the set of all s 0 , . . . , s n ≥ 0 with s 0 + · · · + s n = t and s ≥ 1 for some = 1, . . . , n. Denote them by H ( A) and H ( A) , respectively. Note that S n = cn t=0 S t n , by which we find
Let µ, µ and µ denote the lowest degrees in the formal expansions of 
On the other hand, we have
Combining these above, we have µ ≤ µ < µ . Hence µ = µ < µ and it follows that all degree-µ monomials in the formal expansion of 
Fredholm polygons.
Let notations be as in previous sections. This section will study the shape of Fredholm polygons of f ∈ A d−1 . We do this by considering the p-adic valuation of the content of
Throughout this section we adopt the following convention. 
Proof. Suppose σ 1 , σ 2 ∈ S n are minimizer and maximizer of
Taking sum both sides and get
This proves (19) . Since
we see that (20) and (21) follows.
For 0 ≤ s, t ≤ c n , and i, j ≥ 1 let
Recall δij defined in (13) . It is an elementary exercise to get
Then we have
Our first assertion follows easily. The second assertion follows from the fact that a ≡ â mod p.
And by (6) and (7), we have
where the last sum ranges over all m ≥ 0 such that
It is easy to see that this is a subset of M s ij . Conversely,
+cn .
To prove (25) we have
where the second equality follows from (24) and the third from Lemma 4.1.
and the equality holds if and only if a ∈ V n (F p ).
Proof. First we show that
By (9) and (25) it suffices to show that if there is a t with u t > n then
Therefore, for all a ∈ (Z p ∩ Q) d−1 by (26) we have
and the equality holds if and only if f tn n,p ( â) ≡ f tn n ( a) ≡ 0 mod p. This proves the lemma.
Generic Newton polygons. Let the generic Newton polygon of
Note that it is equal to inf 
where r ij and t n are defined in Section 3.1 and Lemma 3.5, respectively. One observes easily W r . Consider the natural projection map ι: 
For p large enough (depending only on d and f ) we have
where the equality holds for all p large enough if and only if f ∈ U(Q). Here ≥ means "lies above".
Proof. (a) Because of (4), we consider ( (r k1 − r i1 ).
As in Lemma 3.1, one notes that r i1 = r k1 for any i < k. One also notes that u n is a p-adic unit. Therefore, f n,p ≡ 0 mod p for all p.
Proof of Theorem 6.2. Theorem 6.2 follows from Lemma 6.5, using the same arguments as in the proof of Theorem 5. 
