The core aim of biometrics authentication methods and technologies is to solve issues and concerns existing in traditional authentication methods like passwords, PIN numbers or identity cards. The Most important concern for business sectors and organizations is to authenticate individuals who interact with them and their services. By considering more than one biometric technology, the authentication process is expected to be more reliable and secure. The Ear and Voice Multimodal Biometrics System is evaluated to compare its performance with ear and voice unimodal systems; the multimodal system takes advantages of the permanence characteristic of ear biometric and voice biometric which is highly acceptable by users. According to the experiment, the ear and voice multimodal system provides better performance than the ear or voice unimodal system. In addition to that, the multimodal system makes a right balance between false rejection and false acceptance rates. This evaluation is intended to contribute to multimodal biometrics research by using behavioral biometric (voice print) and physiological biometric (ear-print) and makes advantage of using both of them in one system.
Introduction
Biometrics authentication technologies are moving towards identification and verification of the individuals with something that describes the human physiologically or behaviorally, For instance: DNA, Face, Iris, Retina, Ear, Hand geometry and fingerprint are examples of physiological parts of the human whereas, voice, gait, signature and keystroke are measures of human behavior or action. Comparing with traditional authentication methods like passwords, PIN numbers (i.e. something that you know or remember) and identity cards (i.e. something that you have), Biometric authentication depends on asking a question like "who you are?' to identify the individual identity. Physiological and behavioral human biometrics should answer this question. As illustrated in Fig.1 bellow, the biometrics systems -in general-have four main components: (1) sensor (2) feature extraction (3) matching and (4) database. Sensors play the role of the user interface to collect raw biometric data from users, then the features of biometric traits are extracted from the raw data and stored in the databases as well as other personal information (e.g. Subject ID, Name ..., etc.). Depending on which biometrics technology uses, some enhancement steps are done to the raw biometrics data to reduce its noise and extract unique features. To verify individuals, their extracted features compared to data that is already stored in the databases and then the decision made depends on the result of the matching. 
Verification and Identification
The biometrics system has two main modes: verification and identification modes. In verification, the biometric system authenticates an individual who claims to be a particular person. The system performs a oneto-one comparison in the system database to verify the person. The system in verification attempts to answer the question "are you who you say you are?". On the other hand, identification mode identifies the person by conduct one-to-many comparisons to see whether the individual in the system database or not, identification answer the question "who are you?" [1] .
Background
This section presents some background about unimodal and multimodal biometrics as well as ear and voice biometrics systems.
Unimodal Versus Multimodal biometrics systems
The unimodal or single biometric system is a system that depends on one biometric technology to identify and/or authenticate individuals. This kind of systems may face different challenges. From a security perspective, these systems are expected to be circumvented and exposed to spoof attacks more likely than a system that uses more than one biometric technology to authenticate the individuals (i.e. multimodal systems) as it is less challenging for imposters to bypass single biometric system. Another point to think about is the Intra-class variations which can be due to various uncontrolled factors during enrolment process; this causes a rejection of individuals even though they are genuine users. The level of variation, definitely, differs from biometric to another. However, it is better to use another biometrics to reduce these variations. By choosing multimodal biometrics, there will be an increase in population coverage, in particular, if one biometric has lower universality than the other [2] . Moreover, some single biometric systems have relatively high unacceptable error rates, and that can be mitigated by using the multimodal systems too. Therefore multimodal biometrics systems can contribute to overcoming some limitations of unimodal biometric systems and to improve the performance of biometrics systems [3] . However, some issues should be taken into account when considering multimodal biometrics systems. Multimodal system storage requirements are higher compared to the unimodal systems as there are more than one biometrics traits to store, processing and computational times also expected to be longer [2] . Also, one of the important considerations either in unimodal or multimodal systems are the ethical and privacy issues. The person who consents to be authenticated by the biometric systems has to be confident that his / her biometrics data will be kept secure and processed in a lawful way.
Ear Biometrics
Identifying people using biometrics data becomes commonplace. However, the real challenge is to find biometrics data which is rich in distinctive features [4] . The ear biometric is a kind of image processing based biometrics technology, which has many unique features that can be extracted and used as a biometric trait to identify or/and verify people. The ear is one of a high permanence biometric characteristics, as well as it has a low cost of implementation (e.g. it is possible to use the mobile camera to capture user's ear image). However, the ear has a less acceptable rate compared to the voice or fingerprint. In addition to that, any occlusive part of the ear may affect the verification process.
Voice Biometrics
The voice biometrics defines as "a numerical representation of the sound, pattern, and rhythm of an individual's voice". Voice biometric is a type of signal based biometrics technology in which every human has a unique voiceprint and voice biometrics can be used to identify and authenticate people [5] . The human voice has many features that can be used to identify people. Different pitch, the tone of the voice which comes from the shape of the mouth, lip movement and vocal tract structure are unique features to identify individuals. Voice biometrics data can be collected and found quickly. It has a Low cost of implementation (i.e. any recorder device can do that) and it is easy to use and accepted by users. Also, it is possible to use voice biometrics to authenticate people remotely (e.g. during a telephone call). However, voice biometrics have some disadvantages e.g. the changes that happen to the voice of the individual during the time due to different factors not limited to the age, health, noise, etc.. Which may lead to the rejection of authorized people. Another disadvantage is the ability to bypass the system by replaying a pre-recorded voice of another genuine person.
Multimodal Authentication systems
Multimodal biometrics systems have two forms; a multimodal system can be synchronous when more than one biometrics are combined within one authorization process. The other form of multimodal system is known as the asynchronous system in which two or more biometric technologies process consecutively. To build a multimodal biometrics system, the level in which two or more Biometrics technologies are fused should be determined. There are four levels of fusion scheme:  Sensor level: when a single or different combined sensor is used to get more than one biometrics data.  Features level: extracted biometrics traits are fused on this level  Matching score level: all extracted features are compared to features that are stored in templates database to calculate the matching scores. These scores are combined to end up with a single matching score.  Decision level: it is also known as abstract fusion when the numbers of separate decisions are fused to form a final matching decision about the individual, various method like voting, AND/OR rules are used to take the last decision.).
[6]
Ear and Voice Multimodal System:
When combining ear and voice biometrics, it is an opportunity to take advantage of the two biometrics traits to enhance the performance of biometrics systems and to reduce some of the drawbacks of using each biometric separately. To implement the multimodal system, open source voice SDK performs the extraction and verification functions, while for ear biometric; geometric ear features are extracted and then used to verify users.
Biometric System Performance
The performance of biometric systems is usually measured by false rejection rate, false acceptance rate and Failure to enroll rate:  Failure to Enrol rate (FTE): represents the percentage of users who failed to enroll in the biometrics system.  False Rejection Rate (FRR): it is the percentage of all genuine individuals who failed to pass the system threshold.  False Acceptance Rate (FAR): the percentage of imposters who are Succeed to bypass the system"s threshold.
Design and Implementation of Proposed System
This section discusses the technical part of the multimodal system; it describes how the multimodal biometrics system is designed and implemented.
System Components and Architecture
As in other biometric systems, there are four components for the multimodal biometric system which are the main functions of the system, namely: Sensors, feature extraction, verification and matching and decisionmaking.
Ear and Voice Enrolment: Built-in camera and microphone are playing the role of sensors to collect raw biometrics data from people. The camera will capture the image of the ear while the voice is recorded from the microphone, then they will be stored in the database.
Feature Extraction: to create a template from raw biometric data, unique features are extracted and stored in the database. This template is used in comparison with another template to authenticate the user.
Verification: To verify or authenticate people, they must pass the system"s threshold when their enrolled biometrics data is comparing to their corresponding template in the system database. In this multimodal system, the verification for ear and voice is performed separately and their biometric scores are recorded in the database. The last decision will be made from the results obtained for the two scores.
Decision-making: To make the final decision about if the user is authenticated or not, the system uses the fusion-rank method. In this method each biometric is ranked equally, i.e. each ear and voice have a rank of 5 if the user succeeds to pass the set threshold (taking into account that the system has different thresholds) they will get 10 (full pass). If one person passes only one biometric test and fails in the other one, in this case, the ratio between the passing score (5) and the score that under threshold (<5) is normalized (to be from 5), computed and added to the first rank (which is 5), then if the summation of the two ranks is above or equals to specific rate, the user will authenticate successfully. Otherwise, he will not pass the multimode system. For more illustration of the rank approach, if a person is successfully authorized by his voice and at the same time failed to pass the threshold set for the ear biometric, he will then get 5 for voice as the first rank, while his ear score will be scaled from 5, so if he got 4.2 as the second rank, then adding the two ranks will give 9.2 out of 10. If the rule says that any rank from 9-10 will be authorized, in that case, the user will pass the multimodal system. The benefit from this rank method is to reduce the intra-variations between the same user biometrics data.
System Design
The system designed to operate as a desktop based system. No specific hardware is required, the built-in laptop webcam camera is used to capture the ear image of the user and the built-in microphone is used to record user's voice. Some biometric software technology is used like Neuro Technology Biometric SDK (6.0 trial version) to extract features and to verify user's voice. To perform ear biometric, the open source Emgu CV is used to process ear images under Visual Basic.NET environment. [7] . 
Implementation of Ear Biometric System
Like other biometric systems, ear biometrics implemented to execute three main functions: ear enrolment, features extraction and ear verification. Firstly, ear image could be enrolled as an image file or captured by a webcam camera. The captured image usually contains the ear image and other surrounding parts like face or hair, so the ear itself will be selected manually and saved in the database. After being enrolled, the image is processed to extract its unique features. There are various algorithms or methods used to enhance the ear image before extracting the features. Canny edge detection algorithm is applied to ear image to detect the edge of the ear. Before applying the Canny algorithm, firstly the original image is converted into a grayscale image after that Gaussian filter is used before the canny algorithm is finally applied and produces the final edge of the ear image. The enhancement process and edge detection are performed by Emgu CV library [8] . The geometrical extraction method is used to extract ear geometric features. After edge detection, the max and normal lines of the ear are defined. Max line is the longest line that can be drawn between two endpoints in the ear edge, while the normal lines are those connected between the centre of max line and the points on the outer helix of the ear edge (which are 12 points). These points come from dividing the area between the max line and the outer helix of the ear into 12 equal parts. After that, the ratio between normal and max lines is computed and their values are recorded and saved in the database together with the ear biometric score which is the sum of Y-axis values of the 12 points. Depending on the fact that the outer helix is unique for every ear the points on that outer helix has to be unique also.
To verify ear, firstly the number of thresholds are set. There are four different thresholds: 85%, 75%, 65% and 55% representing the ratio between the score of the ear and ratios values (between max and normal lines) which are already stored in the database (as a template) and the score and ratios values of another ear which need to be verified. If the ratio between two ears is less than the selected threshold, the ear will not match.
Implementation of Voice Biometric System
The functions of voice biometrics system are enrolment, features extraction, and verification. To enroll the voice of the user, there are two options: either from a microphone by recording the voice of the user or from a file (load voice or sound as a file). After the raw voice is enrolled, its corresponding feature is extracted, and the template is generated and stored in the database. The Neurotechnology"s SDK has two options for features extraction, text-independent, and text-dependent features extraction. To verify voice, the enrolled and prestored templates are uploaded to test if the two templates are referring to the same user or not. There are two decisions for verification process which are either match or non-match, if the two subjects are matched, then there would be a match score that measures the similarity between the two voice subjects (bigger match score indicates higher similarity).
Multimodal System
The multimodal system has the same functions like ear and voice biometrics systems enrolment, feature extraction, verification and matching decision. The ear and voice enrolment will be conducted as normal enrolment process for ear and voice biometric systems, which is also true for features extraction and verification as described earlier. The final matching decision depends on the rank of each biometric, if two biometrics get the full rank (i.e. the person is authenticated in both ear and voice biometrics), then it will be authenticated in the multimodal system too. If he/she fails to pass the two of them, he/she will not be authenticated by the multimodal system. The third situation is when a person passed only one biometric test and failed to pass the other test. In such case the ratio between the rank score of the test he passed (5) and that he failed to pass (< 5) is normalized (to be from 5), computed and added to the first rank, then if the summation of the two ranks is above or equals to 9, the user will successfully be authenticated, otherwise he will not pass the multimode system.
System Test
After the implementation, biometrics system is tested to see how it works with different inputs. The outcomes will be evaluated in the next section. In this section, three tests are conducted. Firstly, voice and ear biometric systems are performed as two separate unimodal systems and then the multimodal system test will follow.
Voice Biometric System Test
To test Voice biometric system, there are four steps: enroll subjects, extract biometric traits, subject verification, and matching decision. Firstly To conduct the voice biometric test, a number of voice samples were prepared, while the system is expected to cover a relatively small number of users, about 25 subjects were selected. A total of 54 samples were considered in this experiment, representing a combination of ITB students" voice samples who gave their consent to use their voice samples (these samples were collected in April 2016) and the other samples were obtained from sampleswap.org and moviesoundclips websites which contain various voice samples for famous people. The duration for most of these samples varied from 1 to 6 minutes. However, the system can extract a voice template from less than ten seconds. The samples are chosen to simulate real situations as far as possible, yet some samples contain a noise which can affect the verification process later [9] . In the enrolment phase, 51 out of 54 voice samples were enrolled successfully. The next step is to extract the biometric features from enrolled samples. The features were extracted from the raw voices for each subject (two types of features were extracted, text independent and text dependent features.). The output is voice templates which store in templates database. The third step is the voice verification in which partial set of subjects were verified to test the performance of voice biometric system. The enrolled template is comparing to its corresponding template that is already stored in the system database (one to one comparison). The matching score resulting from this comparison will measure the similarity between two voice templates (bigger match score indicates high similarity).
Ear Biometric System Test
There are four phases during ear biometric system test: subject enrolment, extract biometric features from ear image, subject verification, and matching decision. Firstly, to conduct ear biometric system test a number of ear images were collected, while the system is targeting -relatively-a small number of users, ear images of 25 subjects are selected to be used in the experiment collected from ITB students who gave their consent to use their voice samples (samples were gathered in April 2016) while other images are a part of AMI Ear database, this database contains a number of ear images collected from 100 subjects selected from students and staff of the Computer Science Department at University of de Las Palmas de Gran Canaria (ULPGC), Las Palmas in Spain. Only right images are applied in the test. The samples were chosen to simulate real situations; different images are taken for the same ear in different positions (up, down, front, back) as well as a partially occluded ear with hair or jewellery [10] . Some of the ear images are enrolled directly in the system using webcam camera, while the other images were enrolled as a file from the computer. For each ear image, information like subject ID, subject name and subject description were enrolled in the system and store in the database. In the enrolment phase, 23 out of 25 images were enrolled successfully. The next step is to extract the biometric features from ear image. Firstly, the edge of the ear is detected using the Canny algorithm, after that the geometrical features were extracted using the concept of max lines and normal lines. The output is an ear template in the form of a group of ratios which are stored in the system database as well as ear biometric score. The third step is ear verification in which, partial set of ear images were verified to test the performance of ear biometric system. The enrolled template was compared to its corresponding template which is stored in the database (one to one comparison).
Ear and Voice Biometrics System Test
After testing the ear and voice biometric systems separately, the third part is to test the multimodal system, as in the previous tests there are four stages in multimodal system test. Firstly, ear image and voice sample of each subject is enrolled in the system, 30 subjects are selected to be used in the experiment each of them has 2 to 3 samples. This is the same data that previously used in ear and voice biometric tests. For each ear image and voice sample, information about the subject (subject ID, subject name and subject description) was enrolled in the system and store in the database. 25 out of 30 ear and voice samples were enrolled successfully. Secondly, the features are extracted from the ear image and voice sample as described in the ear and voice test in the previous two sections, this results in generating voice and ear templates. The third step is the verification process for the two biometrics, where a partial set of ear images and voice samples are verified to measure the performance of the multimodal biometric system. Each enrolled template is comparing to the corresponding ear and voice template that already stored in the database (one to one comparison).
Result and Evaluation
Beginning with voice biometric system result demonstrated in Fig. 3 . As the figure illustrates, the system has Failure to enroll rate (FTE) equals to 5.8%. The main reason for this failure is the too few features that could not be extracted from the voice sample as notified by the system. Referring to the previous section, the false rejection rate of the voice system increased when a high threshold is selected, i.e. when the threshold is set to be 1000, the FRR is about 26%, that means, more than a quarter of the samples are rejected because their similarity scores are below the threshold. This because the voice biometric system is very sensitive to any change that happens to the subject's voice. The level of similarity between the sample voice and its corresponding template decreases, resulting in a low degree of matching. By selecting a lower threshold, this rate is reduced as graph represents; when the threshold is 500, the FRR dropped to 20% and 13% when the threshold is 100. On the other hand, false acceptance rate measures the ability of the system to resist impostor's efforts to bypass the system. When the system has high FRR, it is expected to have low FAR. This happened when the system detects a number of simulated impostors' attempts (about 21 by replaying pre-record samples belong to authorized people) from unauthenticated people who none of them can fool the system when the threshold is 1000 or 500 (FAR = 0%); whereas one person succeeded to bypass the system using a pre-record voice of another genuine person (FAR = 4.7%). For ear biometric system result as demonstrated by Fig. 5 , the failure to enroll rate (FTE) is 8%, this failure happened due to the poor detection of the edge of the ear image. This usually a result of a low ear quality image or semi-occlusive ear image. According to the previous section, the false rejection rate of the ear system increased when a high threshold is selected, i.e. when threshold equals 85%, the FRR is about 40% meaning that two-fifths of the ear images were rejected because of their similarity percentages below the selected threshold. By choosing a lesser percentage, the FRR rate is reduced as graph represents. When the threshold is 75%, the rejection rate dropped to 20% whereas the FRR dropped to 8% and 4% when the thresholds are 65% and 55% respectively. On the other hand, false accept rate measures the ability of the system to resist impostor's efforts to bypass the system. When the system has high rejection rate, it is expected to have low false acceptance rate, as they are opposite to each other, and that what happened when the system detected a number of simulated impostors' attempts (about 26 attempts which simulate imposters try to authorize themselves depending on a similarity between their ear images and other authorized people ear image). As illustrated in Fig .5 when the threshold is 85%, 5% of the imposters will be able to fool the system. This percentage rises when a lower percentage is selected. With 75% and 65%, the FAR is 15% and 38% respectively, whereas this percentage is dramatically increased to 65% if the similarity percentage is 55%. 5 , the system Failure to enrol rate (FTE) equals to 16%, this failure is relatively high due to using AND rule, so if one biometric Failure to enrol, that means the multimodal has failed too, the person must successfully enrol in all biometrics, otherwise he/she will not be considered in the system, and this will raise the failure rate. On the other hand, when OR rule is used the failure rate is dropped to 3% as demonstrated by Fig. 6 ; that is because one successfully biometric enrolment is enough to enroll the person in the system and this will decrease the failure rate. The false rejection rate of the multimodal system is increased when a high threshold is selected, i.e. when the threshold is 85% for ear and 1000 for voice, the FRR is about 46.6%, taking into account that AND rule is applied. This indicates that, if there is any rejection for at least one biometric, it will regard as a false rejection for the multimodal system. However, if OR rule is considered, the FRR is rapidly declined to 10% because acceptance of at least one biometric is required to verify a person in the multimodal system. Selecting moderate thresholds like 500 for voice and 75% or 65% for ear will decrease the false rejection rate to 36.6% using AND rule, however, when OR rule is used it will be stable at 10%. Considering low threshold in the system as 100 for voice and 55% for the ear, the FRR equals to 6% for both rules. This expected since the low threshold leads to a decrease in false rejection rate. On the other hand, as illustrated in Fig. 5 and Fig. 6 , 14 simulated impostors' attempts are performed to test the tolerances of multimodal system against any imposture attempt, all of the 14 attempts are failed to bypass the multimodal system when high and moderate thresholds are set (FAR = 0), while 6% of the attempts succeeded when low threshold is selected. This reflects one of the benefits when AND rule is considered because the imposters have to bypass all biometrics in the multimodal system. When using OR rule, the false accept rate is expected to have a higher rate. According to Fig. 6 , the FAR is 0 when choosing high threshold while when applying moderate or low threshold the FAR will increase dramatically. From above discussion, there is always a trade-off between achieving a high level of security, which means a high false rejection rate and authorizing more genuine people which mean a higher false accept rate. From these experiments, the multimodal system will decrease the false rejection rate and false accepting rate if at least one biometric is required to pass the multimodal system, this choice is helpful with ordinary companies and originations when a very high level of security is not a goal. However, if security is a significant issue, it would be better to consider AND or rank approach with a high threshold.
Conclusion
Multimodal biometric systems are one of the best ways to benefit from two or more different biometric technologies. Comparing to ear biometric unimodal and voice biometric unimodal, the multimodal biometrics of the ear and voice will provide better performance, especially if the authentication process depends on at least one biometric authentication. By this way, the false rejection rate as well as failure to enroll rate will be reduced. Moreover, based on research findings the ear and the voice multimodal system can provide a better level of security, as it will be a big challenge for impostors to bypass more than one biometric at a time causing the false accept rate to drop down. 
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