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Abstract
In the study of strongly interacting condensed-matter systems controlled microscopic
theories hold a key position. Spin-wave theory, large-N expansion, and ε-expansion
are some of the few successful cornerstones. In this doctoral thesis work, we have
developed a novel large-d expansion method, d being the spatial dimension, to study
model Hamiltonians hosting a quantum phase transition between a paramagnet and a
magnetically ordered phase. A highlight of this technique is that it can consistently
describe the entire phase diagram of the above mentioned models, including the quan-
tum critical point. Note that most analytical techniques either efficiently describe only
one of the phases or suffer from divergences near the critical point. The idea of large-d
formalism is that in this limit, non-local fluctuations become unimportant and that
a suitable product state delivers exact expectation values for local observables, with
corrections being suppressed in powers of 1/d. It turns out that, due to momentum
summation properties of the interaction structure factor, all diagrams are suppressed
in powers of 1/d leading to an analytic expansion. We have demonstrated this method
in two important systems namely, the coupled-dimer magnets and the transverse-field
Ising model.
Coupled-dimer magnets are Heisenberg spin systems with two spins, coupled by
intra-dimer antiferromagnetic interaction, per crystallographic unit cell (dimer). In
turn, spins from neighboring dimers interact via some inter-dimer interaction. A quan-
tum paramagnet is realized for a dominant intra-dimer interaction, while a magnetically
ordered phase exists for a dominant (or of the same order as intra-dimer interaction)
inter-dimer interaction. These two phases are connected by a quantum phase transi-
tion, which is in the Heisenberg O(3) universality class. Microscopic analytical theories
to study such systems have been restricted to either only one of the phases or involve
uncontrolled approximations. Using a non-linear bond-operator theory for spins with
S=1/2, we have calculated the 1/d expansion of static and dynamic observables for
coupled dimers on a hypercubic lattice at zero temperature. Analyticity of the 1/d
expansion, even at the critical point, is ensured by correctly identifying suitable ob-
servables using the mean-field critical exponents. This method yields gapless excitation
modes in the continuous symmetry broken phase, as required by Goldstone’s theorem.
In appropriate limits, our results match with perturbation expansion in small ratio of
inter-dimer and intra-dimer coupling, performed using continuous unitary transforma-
tions, as well as the spin-wave theory for spin-1/2 in arbitrary dimensions. We also
discuss the Brueckner approach, which relies on small quasiparticle density, and derive
the same 1/d expansion for the dispersion relation in the disordered phase. Another
success of our work is in describing the amplitude (Higgs) mode in coupled-dimer mag-
nets. Our novel method establishes the popular bond-operator theory as a controlled
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approach.
In d = 2, the results from our calculations are in qualitative agreement with
the quantum Monte Carlo study of the square-lattice bilayer Heisenberg AF spin-1/2
model. In particular, our results are useful to identify the amplitude (Higgs) mode in
the QMC data. The ideas of large-d are also successfully applied to the transverse-field
Ising model on a hypercubic lattice. Similar to bond operators, we have introduced
auxiliary Bosonsic operators to set up our method in this case.
We have also discussed briefly the bilayer Kitaev model, constructed by antiferro-
magnetically coupling two layers of the Kitaev model on a honeycomb lattice. In this
case, we investigate the dimer quantum paramagnetic phase, realized in the strong
inter-layer coupling limit. Using bond-operator theory, we calculate the mode disper-
sion in this phase, within the harmonic approximation. We also conjecture a zero-
temperature phase diagram for this model.
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Chapter 1
Introduction
In a many-particle system, each individual particle follows the same basic fundamental
laws of nature. But the collective behavior of a large group of particles is difficult
to understand by just knowing the properties of a few particles. This is one of the
most fascinating aspects of nature! With a large number of entities comes complexity
and emergent phenomena. In the words of P. W. Anderson, “More is different” [1].
In condensed-matter physics we are familiar with several exciting phenomena resulting
from strong interactions. Superconductivity and Bose-Einstein condensation are two of
the most popular examples which have been discovered only in the last century. On the
other hand, magnetism is one of the oldest disciplines of science, and it still presents a
lot of surprises! It is a breeding ground of several exotic states of matter. In particular,
magnetism in Mott insulators, where only electronic spin degree of freedom is relevant
leading to local moments, displays rich physics especially when competing exchange
interactions lead to frustration [2]. One of the celebrated examples is the prediction
and discovery of magnetic monopoles in spin ice [3]. Even the physics of high-Tc
superconductors, one of the most enigmatic phases, in many ways is thought to be
linked to the magnetism in their parent Mott insulator compound. In many interesting
cases, by tuning some non-thermal parameter such as pressure, external field or doping
(electron or hole) one realizes phase transitions between different phases. In cuprates,
for instance, electron (or hole) doping in the parent antiferromagnetic Mott insulator
leads to superconductivity. There are several other examples and we will encounter one
such in this work. It turns out that the theory of quantum phase transitions, i.e. phase
transitions occuring at absolute zero temperature, provides a good understanding of
these phase transitions.
The renormalization group approach [4, 5] pioneered by Kadanoff, Wilson and
Fisher as well as various classical and quantum field theory approaches have provided
invaluable insights into the physics of classical and quantum phase transitions [5, 6,
7]. Through these approaches we have learned the universal properties of critical
phenomena and understood the power-law behavior of observables near a critical point.
The Landau theory, one of the widely used tools, can remarkably predict its own
breakdown. Within the Landau theory we can use the Ginzburg criterion, which uses
the condition that the theory is valid when the fluctuations in the order parameter are
smaller than its own value, to derive the upper critical dimension below which it is
invalid. However, in order to understand the non-universal properties in a given phase
9
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we require microscopic theories, especially when it comes to calculating observables to
quantitatively match laboratory or computer experiments.
As theorists, usually our aim is then to write down a minimal model (ideally simple)
to understand a given physical phenomenon and solve it. But very often it turns out
that even the simplest models are analytically unsolvable! At this point we have to
make clever and justified assumptions in order to make any progress in approximately
solving our model. There are many strategies depending on the problem at hand. One
approach is to identify and neglect irrelevant terms in our model so that our problem
becomes technically simpler. But how does one identify these irrelevant terms? This
is dictated by the fact that the neglected terms have much smaller contribution to
observables than the terms that we have retained. Thus we need a small parameter to
monitor and decide which terms are important in our calculation to a given accuracy.
It is an art of systematically throwing away unimportant terms. There are several
magnetic systems, where due to lack of a small parameter consistent description of
their entire phase diagram using a single microscopic approach is not possible. The
prime goal of this work is to identify a suitable small parameter and perform controlled
calculation across a magnetic quantum phase transition. At the end of this work we
will see that we have succeeded in achieving our target.
1.1 Outline
The thesis is organized in the following way. In the present chapter, we proceed by first
recalling some of the important ideas of quantum phase transitions, which are relevant
in the study of magnetic Mott insulators. Then we briefly discuss the phenomenon of
spontaneous symmetry breaking, which will help us to set the terminology for various
types of excitations in the system and identifying ordered and disordered phases. Next,
we will discuss a few spin models used to study local moment magnetism and which will
be relevant in later chapters. We will close this chapter by reviewing some important
ideas of magnetic quantum phase transitions and series expansion technique.
After the introduction chapter, the thesis is divided into two parts. Part I of this
thesis deals with coupled-dimer magnets, which is an important system in the study
of magnetic quantum phase transitions, and consists of chapters 2 to 6. In chapter
2, we introduce the model of coupled-dimer magnets. We will discuss some examples
from real materials and their experimental study. Next, within chapter 2, we will
review various theoretical approaches to study coupled-dimer systems prior to our work
and discuss their success and shortcomings. This will further motivate the relevance
of our work. The main philosophy of our work, which relies on the limit of large
spatial dimension, will be discussed in chapter 3. Then in chapter 4 and 5 we present
explicit calculations demonstrating our novel method in the quantum paramagnetic
and antiferromagnetic phases respectively. These two chapters form the main part of
our work and expressions for various static as well as dynamic observables can be found
here. The main success here is consistent description of the entire phase diagram of
coupled-dimer magnets including the quantum critical point. Later, in chapter 6 we
will see the application of our technique in explaining the quantum Monte Carlo results
for the widely studied square-lattice bilayer Heisenberg antiferromagnet.
Part II of the thesis deals with magnetic quantum phase transitions in various other
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interesting models, such as the transverse-field Ising model and the bilayer Kitaev
model. In chapter 7 we will see that using our new method entire phase diagram of
the transverse-field Ising model can be studied consistently. Here, most of the ideas
are borrowed from those developed for the case of coupled-dimer magnets, and again
we calculate 1/d expansion for various observables. Then in chapter 8 we explore the
quantum paramagnetic phase of the bilayer Kitaev model. The ambitious idea here is
to look for signatures of phases in a single layer by studying the quantum paramagnetic
phase resulting due to strong inter-layer coupling. We will also briefly mention some
other relevant models.
We will then conclude this thesis by summarizing our work and discussing poten-
tial future projects arising from this work. Various technical details which are not
immediately relevant in the main text are relegated to respective appendices.
1.2 Classical phase transitions
Before we discuss quantum phase transitions in the next section, let us quickly recall
some of the ideas from classical phase transitions. A more detailed account can be
found in several excellent textbooks such as ref. [5]. Classical phase transitions like
that of water to ice or water to vapor occur upon tuning the temperature and hence are
driven by thermal fluctuations. In this case the thermodynamic free energy becomes
non-analytic at the point where the phase transition occurs. Many familiar examples
of phase transitions fall into one of the two classes: (i) First-order and (ii) Continuous1.
When one phase transforms into another at a fixed temperature with either absorption
or release of a latent heat then it is said to have undergone a first order phase transition.
This is accompanied by a jump in the entropy of the system as the first derivative of
the free energy becomes discontinuous. Common examples of melting of ice and boiling
of water comes under this category. The most important characteristic of first order
phase transition is that both the phases coexist at the phase transition.
A continuous phase transition on the other hand does not involve a latent heat since
the first derivative of the free energy is continuous. In this case the second derivative
of the free energy becomes non-analytic and the corresponding phase transition point
is known as the critical point. A characteristic feature of such phase transitions is an
infinite correlation length, which is the characteristic length scale of decay of corre-
lations in the system, at the critical point and power-law decay of observables near
the criticality. A textbook example is the phase transition between a paramagnet and
a ferromagnet at the Curie temperature. Another interesting example is that of a
superconductor to a normal metal phase transition. The physics of these phase tran-
sitions is well captured by the phenomenological Landau theory2, wherein exploiting
the symmetry of the system the free energy density is expanded in powers of the order
parameter. Continuous phase transitions show universal behavior which depends only
on the dimensionality, the symmetry of the system and the range of the interaction.
1According to Ehrenfest classification a phase transition is of nth order if the nth derivative of the
free energy is discontinuous [5]. This classification is however inadequate to account for phase transi-
tions where a derivative of the free energy diverges and hence the modern classification is required.
2When the order parameter has spatial variation, a gradient term appears in the free energy
expansion and we then have the Ginzburg-Landau theory.
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Figure 1.1: Phase diagram involving temperature T and a non-thermal parameter p,
with a quantum critical point at pc. For non-zero temperatures there is a quantum
critical region (green), as explained in the text. Systems where ordering at T > 0
is allowed can undergo a thermal phase transition (orange curve) into a thermally
disordered phase.
We will be interested in such phase transitions in this work.
Most phase transitions involve symmetry breaking. For instance when a liquid cools
into a solid it breaks the translation symmetry, while in the case when a paramagnet
turns into a ferromagnet the spin rotation symmetry is broken. But there are exotic
phase transitions which can not be described in terms of symmetry breaking and the
local order-parameter theory. Berezinsky-Kosterlitz-Thouless (BKT) transition is one
such example where no symmetry breaking is involved. However, we will not be dealing
with such phase transitions in this work.
1.3 Quantum phase transitions
Quantum phase transitions [6, 8, 9] occur at absolute zero temperature and involve a
non-thermal tuning parameter such as pressure or an external field. Now instead of
the free energy the non-analyticity of just the ground-state energy defines a quantum
phase transition. We thus have a phase transition in the many-body ground state of the
system. It is also often stated that quantum phase transitions are driven by quantum
fluctuations3. Just as in the case of classical phase transitions we also have first order
and continuous quantum phase transitions. Here on we shall focus our attention only
on continuous phase transitions as these will be relevant to our work.
At a first glance it may seem that the study of quantum phase transitions is in-
teresting for theorists only, since absolute zero temperature can not be achieved in
a laboratory. However it turns out that in many cases finite temperature properties
3Note that strictly speaking the ground state of a system is a stationary state and so quantum
fluctuations can not take the system away from it. It is more instructive to think of the behavior of
observables in the ground state as function of the tuning parameter.
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of a system are linked to the underlying quantum phase transition. A generic phase
diagram involving temperature and some other tuning parameter p is shown in fig.
1.1. Consider a simple case where we have two stable phases at zero temperature con-
nected by a quantum critical point at pc. One is a disordered phase, whose ground
state has the same symmetry as the underlying Hamiltonian, and the other is an or-
dered phase, whose ground state breaks certain symmetry of the Hamiltonian. Upon
switching on the temperature we can have a classical phase transition which takes the
ordered phase into a thermally disordered phase4. However what is more interesting is
the quantum critical region, which is bounded by two crossover lines defined by the re-
lation kBT ∝ |p−pc|νz, where ν and z are the critical exponents which will be discussed
soon. Unlike the stable phases which have well-defined quasiparticle excitations, this
region hosts thermal excitations of the critical continuum of excitations present at the
quantum critical point. This has dramatic effects such as unconventional thermody-
namic and transport properties which can be directly probed in experiments. Some of
the examples include the non-Fermi liquid behavior [11], unconventional superconduc-
tors, and strange metals [6, 11]. In fact in this region there is a complicated interplay
of thermal and quantum fluctuations. However, recently in the context of quantum
magnets, it has been shown that near a quantum critical point thermal and quantum
fluctuations can behave largely independent of each other [12]. Understanding of this
rich physics thus requires the knowledge of quantum phase transitions.
1.3.1 Critical exponents
For the sake of future use let us briefly recall some of the critical exponents. As a
consequence of scale invariance near a critical point, observables follow a universal
power-law behavior as a function of parameters such as the distance to criticality |t|,
an external field h and the real-space co-ordinate r. The corresponding exponents are
termed as the critical exponents. Let t ≡ pc−p, where p is our tuning parameter and pc
is the quantum critical point, such that t > 0 and t < 0 corresponds to the disordered
and the ordered phase respectively. In the limit |t| → 0 and h = 0 the specific heat
C, order parameter Ψ, correlation length ξ and correlation time τc have a power-law
behavior which defines the respective critical exponents as follows:
C ∝ |t|−α , (1.1)
Ψ ∝ (−t)β , (1.2)
ξ ∝ |t|−ν , (1.3)
τc ∝ ξz . (1.4)
Similarly, other critical exponents are defined. For a detailed discussion on universal
behavior and critical exponents we refer to ref. [5, 6, 8, 9]. Critical exponents depend
only on the dimensionality and the symmetry of the system, and the range of the
interaction. However, the constants of proportionality are not universal and may differ
for systems within the same universality class.
4This aspect depends on the dimension of the system (and also the number of order parameter
components). For instance, in many classical magnets in two dimensions, ordering at finite temper-
atures is forbidden by the Mermin-Wagner theorem [10] and so there won’t be any classical phase
transition line in the phase diagram (fig. 1.1).
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Recall that for any given model, phase transition occurs only above its lower critical
dimension5 d−c . While above the upper critical dimension d
+
c mean field behavior is
recovered.
1.3.2 Quantum to classical mapping
In many cases a striking correspondence exists between the quantum and classical
phase transitions via the so called quantum to classical mapping [6, 8, 9]. It says that
a d dimensional quantum phase transition is analogous to a d+ z dimensional classical
phase transition6 with z being the dynamical critical exponent (1.4).
However note that there are many counter examples where this correspondence is
not obeyed [9]. Notable exceptions include quantum spin systems with Berry-phase
dynamics [6] and quantum phase transitions in metallic or semi-metallic systems [11].
More recently, the quantum to classical correspondence was found to be violated in a
spin-Boson model [13].
1.4 Spontaneous symmetry breaking
Many phenomena in condensed matter physics occur due to spontaneous breaking of
certain symmetry. Given a Hamiltonian (or Lagrangian in quantum field theory) which
is invariant under certain symmetry (say symmetry group G), for a certain range of
parameters the system can choose to be in a ground state which has lower symmetry
(say symmetry group H such that H ⊂ G) thus breaking some symmetry sponta-
neously. Popular examples of phases with spontaneously broken symmetry include a
superconductor (U(1) is broken), an Ising ferromagnet (Z2 is broken), the nematic
phase in the vicinity of a high-Tc superconductor (C4 is broken down to C2), a Heisen-
berg antiferromagnet (SU(2) is broken) and a valence bond solid (lattice translation
is broken).
1.4.1 Goldstone modes
If a continuous symmetry (i.e. the underlying symmetry group is continuous) is sponta-
neously broken then according to the Goldstone’s theorem [14] there are corresponding
massless Bosons. In other words, in this case there are gapless excitations. These
Goldstone Bosons are long-wavelength fluctuations of the corresponding order param-
eter. The number of Goldstone modes is given by the dimension of G/H [7]. In many
situations, counting of Goldstone modes is non-trivial, and for the related discussion we
refer to ref. [15]. Note that in the case of spontaneous breaking of a discrete symmetry
there is no such theorem.
5Note that in many cases, the Ginzburg criterion can be used to determine the upper critical
dimension but often there is no straightforward way to get d−c . However, for many spin models,
Mermin-Wagner theorem [10] can be used to determine d−c .
6This is one way to see why in 1d a quantum Heisenberg ferromagnet orders at T = 0K while
a quantum Heisenberg antiferromagnet does not. From Mermin-Wagner theorem [10], for classical
Heisenberg model long range order is possible only for d ≥ 3 but for antiferromagnets z = 1 while for
ferromagnets z = 2.
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1.4.2 Ψ4 theory
Let us quickly review the idea of spontaneous symmetry breaking by considering a Ψ4
field theory with U(1) symmetry in the absence of any external field. Many phenomena
can be understood via this simple model. We start with the Lagrangian
L = (∂µΨ)(∂µΨ∗)− αΨ∗φ− β(Ψ∗Ψ)2 ≡ (∂µΨ)(∂µΨ∗)− V (Ψ,Ψ∗) (1.5)
where Ψ ≡ |Ψ|eıφ corresponds to the complex order-parameter field, while α and β
are phenomenological constants such that β > 0. This Lagrangian is invariant under a
global U(1) rotation, i.e. Ψ→ eıλΨ (λ is a constant) does not change the form of the
above Lagrangian. Minimizing V (Ψ,Ψ∗) leads to two possible solutions for the ground
state:
Ψ = Ψ∗ = 0 ; α > 0 (1.6)
corresponding to the disordered phase and
|Ψ|2 = − α
2β
≡ a2 ; α < 0 (1.7)
corresponding to the symmetry broken ordered phase where the potential V realizes a
Mexican-hat shape as shown in fig. 1.2. Thus we have a phase transition at α = 0.
To further understand the ordered phase let us study the excitations over the ground
state by introducing
Ψ = (a+ ρ)eıφ (1.8)
such that ρ represents the oscillation of amplitude of Ψ around its ground-state value
a. Substituting the above ansatz in the expression for V we obtain
V = −βa4 + 4βa2ρ2 +O(ρ3) . (1.9)
Thus we see that in the symmetry broken phase ρ field, which corresponds to the
amplitude fluctuation, is massive with mass mρ = 2a
√
β. While the φ field, which
corresponds to the phase fluctuation, is massless. Physically this means that amplitude
(longitudinal) mode excitation costs finite energy and hence are gapped while the phase
(transverse) mode excitation is gapless as it does not require any excitation energy.
This gapless excitation takes the system from one ground state to another since it does
not change the condition |Ψ| = a. This gapless transverse mode is the Goldstone mode
discussed earlier.
It is easy to perform similar analysis for spontaneous breaking of a discrete sym-
metry such as the Z2. In this case the order parameter field is not complex but a
real scalar. So in terms of the Ψ4 theory we see that the symmetry broken phase will
have two minima at Ψ = ±a and there will be no zero energy mode connecting these
two distinct ground states. The textbook example of an Ising ferromagnet where Z2
symmetry is broken spontaneously falls under this category.
Higgs mechanism
We can perform a similar analysis in the case of a local U(1) symmetry. This requires
the introduction of massless gauge field via minimal coupling for the Lagrangian to be
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Figure 1.2: Mexican-hat potential corresponding to Ψ4 theory. This figure is taken
from the ref. [16].
invariant under local gauge transformation. This scenario corresponds to, for instance,
conventional superconductors. Here again the order parameter field is complex i.e. two
real scalar fields. In the disordered phase we thus have two massive scalar fields and one
massless gauge field (or photon). Spontaneously breaking the U(1) (global) symmetry
results into one massive scalar field and one massive gauge field (or photon)7. Thus
there are no Goldstone Bosons in this case. This mechanism wherein upon spontaneous
breaking of a continuous symmetry8 leads to massive gauge field instead of massless
Goldstone Bosons is known as the Higgs mechanism9.
Heisenberg antiferromagnets
The system we will be most interested in is the Heisenberg antiferromagnet. In this case
the spin rotation symmetry is spontaneously broken. In terms of the above discussion,
here the order-parameter field is a vector field with three scalar components and it
can be described by the O(3) model. In the disordered phase, we thus have three
massive scalar fields, while in the ordered phase there is one massive scalar field and
two massless scalar fields. In other words, in the disordered phase there are triply
degenerate gapped excitation modes, while in the ordered phase there is one gapped
amplitude mode and two gapless transverse (Goldstone) modes. Often these days in
the literature the gapped amplitude mode is called the Higgs mode, although there is
no Higgs mechanism involved in this case. There are several other instances of Higgs
mode in condensed matter where also there is no Higgs mechanism (see ref. [16] and
7The number of components of field is same on both side. A massless gauge field has 2 components
while a massive gauge field has 3 components.
8Note that in this case there is no gauge symmetry breaking and importantly all the equations for
superconductor are gauge invariant. We refer to an article [17] by Martin Greiter which clarifies this
confusion.
9To be precise this is one of the examples of Higgs mechanism where Abelian gauge field is involved.
This was first proposed by Anderson [18] in the context of superconductors. There are other examples
of Higgs mechanism especially in the high-energy physics.
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references therein). This usage of the term Higgs mode is motivated from the fact that
the symmetry broken phase has a gapped (massive) mode.
1.5 Local-moment magnetism
Almost every substance in nature has magnetic properties. It could be in one of the
familiar forms: diamagnetism, paramagnetism, ferromagnetism or antiferromagnetism.
Unless other form of magnetism dominates almost every material has weak diamag-
netism10. The most spectacular example of diamagnetism is a superconductor, where
one can clearly see the magnetic levitation. A less known but a daily life example is
graphite, which (for a thin layer) also shows magnetic levitation! In the present work
however we will not encounter diamagnetism.
Both metals and insulators can have magnetic properties. Metals are itinerant
magnets11 when the magnetism is predominantly caused by mobile electrons. On the
contrary, magnetism in Mott insulators arises from static local moments. In this work
we will be interested in magnetism occurring in Mott insulators only and we will not
discuss magnetism in metals here. Throughout this text whenever we refer to magnetic
systems it is to be understood as magnetic Mott insulators.
In Mott insulators, due to strong local electron-electron interaction, charge degrees
of freedom can be neglected, and at low energies we have an effective model of inter-
acting localized spins (local moments). A formal way to see this aspect is to start from
the Hubbard model12
HHubbard = −
∑
〈ij〉σ
[
tijc
†
iσcjσ + h.c.
]
− µ
∑
iσ
niσ + U
∑
i
ni↑ni↓ (1.10)
where 〈ij〉 represents sum over nearest neighbor sites, σ is the spin index, c (c†) is
electron annihilation (creation) operator, niσ = c
†
iσciσ (ni =
∑
σ niσ), tij is the hopping
strength, µ is the chemical potential and U is the on-site interaction strength. At half
filling (in our notation 〈n〉 = 1) and in the limit tij → 0 there is exactly one electron
per site. For small values of tij but U  tij, virtual hopping (second order process
in tij) is allowed if the neighboring electrons have anti-parallel spins, and we thus
have an effective interaction13. Single hopping is not present in the low energy sector
because double occupancy costs energy of the order of U . After appropriate canonical
transformation, it can be shown that the low energy sector of the above Hamiltonian is
governed by the Heisenberg model (upto an additive constant), which is a spin model
10For instance, wood and water. Magnetic levitation of frog is another example.
11Magnetism in metals is more complicated [11]. In some cases, for instance due to Kondo screening
in heavy Fermion compounds, magnetism in metals could arise from local moments.
12Apart from deriving the Heisenberg model or the t − J model for high Tc superconductors, one
of the main successes of Hubbard model is in the study of metal-Mott insulator phase transition.
13For localized moments, one natural interaction is magnetic dipole interaction. However it turns
out that in many cases, it is small compared to the quantum-mechanical exchange interaction.
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whose Hamiltonian is given by
HHeisenberg =
∑
〈ij〉
Jij ~Si · ~Sj , (1.11)
Jij =
4t2ij
U
. (1.12)
Starting from a (single band) Hubbard model we thus obtain only an antiferromag-
netic interaction, though ironically the original motivation of the Hubbard model was
to study ferromagnetism. But nevertheless the Heisenberg model can be studied in-
dependently as a spin model with either antiferromagnetic (Jij > 0) or ferromagnetic
(Jij < 0) interaction. We will be dealing with this model for the most part of our work.
This model has been investigated on various lattices with or without further neighbor
interactions as well. Just for completeness we also mention here that if we consider
further neighbor hoppings in the Hubbard model, then the resultant spin model has
biquadratic spin interaction terms of the form (~Si × ~Sj) · (~Sk × ~Sl) along with further
neighbor Heisenberg interaction terms. Such interactions often play important role,
especially in frustrated magnetic systems.
Often in real insulator materials certain ions contribute to an effective spin which
may be even larger than S = 1/2. If these ions form a regular arrangement then effec-
tively we realize a lattice of spins which can be studied using various spin models such
as the Heisenberg model mentioned earlier. In terms of our discussion on spontaneous
symmetry breaking, a paramagnetic insulator is a disordered phase where individual
spins can fluctuate in any direction and hence respect the full spin rotation symme-
try. On the other hand a magnetically ordered phase such as an antiferromagnet, a
ferromagnet, or other exotic magnetic phase break certain symmetry.
In many cases due to constraints from other atoms in the material or spin anisotropy,
we may have different coupling strengths for (say) the interaction between ẑ component
of the spins and the x̂, ŷ component of the spins. Thereby instead of the isotropic
Heisenberg model we may realize a XXZ model. Further, if the spins can orient only
along a particular axis then it is best studied using an Ising model
HIsing = −J
∑
〈ij〉
Szi S
z
j . (1.13)
This is a classical model since in the absence of any other component of spin one
can treat Sz as simply vectors with unit length. In other words, there are no non-
commuting operators. The quantum version of this model namely the quantum Ising
model or the transverse-field Ising model given by
Htrans−Ising = −J
∑
〈ij〉
Szi S
z
j − h
∑
i
Sxi , (1.14)
will be considered in chapter 7. Great deal of theoretical study has been devoted to
this model on different lattice geometries. The Ising model on a triangular lattice is
one of the standard examples to explain magnetic frustration.
Among the very few exactly solvable spin models the Kitaev model on a honey-
comb lattice has recently attracted enormous interest. One of the reasons being that
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its ground state hosts a quantum spin liquid, an exotic state of matter which has char-
acteristic features such as no symmetry breaking down to absolute zero temperature,
fractionalized excitations, and non-trivial topology. It is a compass model [19] where
nearest neighbor spin interaction involves only a specific spin component depending on
the bond direction and its Hamiltonian is given by
Hkitaev = 2
∑
〈ij〉α
KαSαi S
α
j . (1.15)
This model was first proposed and solved using Majorana representation by Alexei
Kitaev [20]. Initially it was thought to be of theoretical interest only, but it has been
argued that due to strong spin-orbit coupling certain Iridate compounds may actually
realize Kitaev type interaction [21]. This has attracted many theoretical [22, 23] as
well as experimental investigations [24, 25]. Consequently, several modifications such
as the Kitaev-Heisenberg model [21] and Kitaev model with second nearest neighbor
interaction have emerged [26]. It has been challenging to find smoking gun evidence for
quantum spin liquids in general and Kitaev spin liquid in particular. In this direction
some recent work motivated from Graphene physics has appeared [27]. In chapter 8
we consider one such modification wherein a bilayer of Kitaev model on a honeycomb
lattice is considered.
Apart from the models discussed above there are other important and interesting
spin models which are widely studied in the context of local-moment magnetism. How-
ever we do not attempt to survey them here. We also note that apart from just spins,
the orbital degree of freedom may also play an important role for magnetism in Mott
insulators.
1.6 Magnetic quantum phase transitions
Depending on the lattice geometry, the dimensionality of the system and the number
of further nearest neighbors involved, a particular spin model, such as those discussed
above, can host a variety of spin orderings. An antiferromagnet, fully polarized ferro-
magnet, canted states and commensurate as well as incommensurate spiral orderings
are some of the familiar examples. Apart from long-range magnetic ordering there
could also be non-magnetic phases such as a trivial quantum paramagnet, a valence
bond solid, a plaquette valence bond solid or even a spin liquid. In general due to com-
petition between different couplings involved a given model can host multiple phases,
and so there could be magnetic quantum phase transitions. For instance, it is easy
to see that in the transverse field Ising model (1.14) there is a quantum paramagnetic
phase in the limit J → 0 while a ferromagnetic state exits in the limit h → 0. Thus
there must be a quantum phase transition. We will encounter more such examples in
this work.
In fact, in many real solids one or more magnetic (non-magnetic) phases are realized
by tuning a non-thermal parameter such as pressure or an external magnetic field at
a fixed low temperature. One of the well studied materials is TlCuCl3 [28, 29]. Upon
tuning pressure, this system undergoes a phase transition from a quantum paramagnet
to an antiferromagnetically ordered phase. Interestingly, this compound also undergoes
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a phase transition under the application of an external magnetic field [30]. Another
beautiful example is MnSi, a B−20 compound, which realizes a skyrmion crystal [31]
in the presence of an applied magnetic field. In order to understand such systems
and their corresponding phase transitions, knowledge of quantum phase transitions
is indispensable. Over the years theorist have studied many spin models and their
underlying magnetic quantum phase transitions. Apart from the general understanding
of experiments on real materials, study of magnetic quantum phase transitions have
resulted in the discovery of fundamentally new theoretical ideas such as the deconfined
criticality [32]. In this thesis, however, we will be dealing with more conventional
magnetic quantum phase transitions which fall within the Landau-Ginzburg-Wilson
paradigm.
A magnetically ordered phase is typically characterized by two quantities namely
the ordering wavevector ~Q and a local order parameter Ψ defined via the thermody-
namic average of a local operator Ô as follows:
〈Ô(~ri)〉 = <(eı ~Q·~riΨ(~ri)) . (1.16)
We are familiar with textbook examples of a ferromagnet and an antiferromagnet whose
order parameters are total magnetization and staggered magnetization respectively. In
these cases the relevant local operator is simply the total spin operator14. Although the
above relation looks very simple, finding a correct order parameter may be a non-trivial
task. It is worth mentioning here that near a critical point the local order parameter
is a slowly varying quantity which allows to promote it as a continuum field and
write down the corresponding field theory. In general, quantum fluctuations tend to
destabilize magnetically ordered phases, such that the corresponding order parameter
decreases continuously until it vanishes at the critical point. As mentioned earlier, it
has a power-law behavior with the corresponding critical exponent β, as sketched in
fig. 1.3(a). It can be determined in a scattering experiment like the magnetic neutron
scattering.
Apart from the order parameter, the dynamic structure factor S(~k, ω) is an im-
portant observable in the study of magnetic quantum phase transitions. It can be
measured in a magnetic neutron scattering experiment. It is related to the imaginary
part of the two-point correlation function χ(~k, ω) by the fluctuation-dissipation theo-
rem [33]. Typically, the dynamic structure factor in the quantum paramagnetic phase,
at a momentum ~k away from the dispersion minimum, looks as shown in fig. 1.3(b). We
see that it yields the information about the energy of the quasiparticle (location of the
peak), its lifetime (which is related to the width of the peak) and also the quasiparticle
continua. However, at the ~k where the dispersion is minimum, there is no damping at
T = 0K and we will instead have a sharp peak [6, 8]. This is simply because there are
no states available for a decay. Similar picture also holds in the continuous symmetry
broken phase, at a momentum ~k away from the ordering wavevector ~Q. Here, at the
ordering wavevector, the mode is gapless and so there is no peak at a finite energy.
We also point out that at finite temperatures there will be damping at all momenta.
Moreover disorder in the system may also add to the damping.
From our earlier discussion we also know that the energy gap has a power-law be-
havior and picture is similar to that of the order parameter. In the case of interacting
14This is in general true for any spiral state.
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Figure 1.3: (a) Power-law behavior of the order parameter Ψ as a function of the
tuning parameter p near the quantum critical point pc. (b) Dynamic structure factor
S(~k, ω) in the quantum paramagnetic phase, at a momentum ~k away from the disper-
sion minimum, and in the magnetically ordered phase, at a momentum ~k away from
the ordering wavevector ~Q. The peak shows the quasiparticle energy along with the
corresponding broadening due to possible damping. Also shown is the multi-particle
continua.
systems, in this case spin systems, it is important to keep in mind that the effect of
interactions is efficiently captured by calculating self-energy. The real part of these
self energies shifts (or renormalizes) the pole in χ(~k, ω) thus shifting the quasiparti-
cle energy and the imaginary part of the self-energy determines the lifetime of these
quasiparticle excitations. In the magnetically ordered phase, one can define χ(~k, ω) as
the correlation function of the order parameter. While in the disordered phase (i.e.
symmetry unbroken phase), we can define χ(~k, ω) using a local operator (which defines
the order parameter in the symmetry broken phase). We briefly also mention that at
the quantum critical point χ(~k, ω) does not have a sharp pole but instead branch cuts
[6, 8]. Therefore at the quantum critical point there are no quasiparticles but only a
critical continuum of excitations 15.
In the present work we will frequently make contact with the observables discussed
above and their respective critical exponents. Concrete definitions and expressions will
be presented in due course.
1.7 Perturbation theory and series expansions
In the field of strongly interacting condensed-matter systems, and especially in the
study of interacting spin systems it is important to have a systematic way to take into
account interactions. The reason is that only very few systems are exactly solvable.
Thus on top of the exactly solvable piece of the Hamiltonian we have to resort to a
perturbation theory which is controlled by some small parameter. Now, spins being
15This is related to the non-zero value of the critical exponent η which appears in the correlation
function. If η = 0 or very small then one expects peaks even at the quantum critical point. For
instance, in case of TlCuCl3 no critical continuum has been detected owing to the fact that η = 0,
since the system is at the upper critical dimension. In this case, logarithmic corrections are expected,
which are usually hard to detect.
22 CHAPTER 1. INTRODUCTION
neither Bosons nor Fermions, we have to map them either to Bosons, or to Fermions,
and sometimes to Majoranas, in order to use the machinery of many-body theory. In
this case the exactly solvable part is usually the non-interacting particle problem. In
some cases we readily have a small parameter in the theory. For instance, the ratio
p = J/h is small in the quantum paramagnetic phase of the transverse field Ising
model (1.14) and so a perturbation theory can be set up such that an observable
can be calculated to a given order in p. Another popular example is the spin-wave
theory, widely used for Heisenberg model (1.11) on various lattices, which is controlled
in the limit of large spin S i.e. small 1/S. But in many situations we do not have
any small parameter in the theory. In such cases theorist often come up with clever
tricks to introduce a small control parameter. One of the well known examples is the
large-N expansion where a SU(2) spin problem is generalized to a SU(N) problem
such that the observables have an analytic 1/N expansion. Similarly, the ε-expansion
treats ε = d+c − d, d and d+c being the spatial dimension and upper critical dimension
respectively, as a small parameter and is extremely successful in calculating critical
exponents.
In order to construct a perturbation theory we also need a suitable reference state
using which we can formally perform a series expansion in our small parameter. It has
the property that the value of an observable calculated with respect to this reference
state is the zeroth order result in the corresponding series expansion. In principle, the
choice of reference state depends on the small parameter. In case of the spin-wave
theory, a suitable reference state is the classical ground state, such that in the limit
S →∞, corrections to all observables beyond their classical values vanish.
If we can express an observable as a power series of some small control parameter
then it means the observable can be treated perturbatively. In other words we can
systematically improve the value of an observable which is perturbative in nature by
calculating higher order coefficients in the power series. However, in certain cases some
or all observables may be non-perturbative in nature i.e. they may not have an analytic
expansion in the chosen small parameter. This might mean that either the choice of the
small parameter is incorrect or the problem is generically non-perturbative in nature.
Some of the well known examples where non-perturbative behavior is observed includes
the superconducting gap ∆ and the Kondo resistivity, which is not analytic in the cou-
pling constant. However even in these cases, systematic controlled calculations helped
to realize that the perturbation theory breaks down. Thus a small control parameter
and related series expansion plays an important role in microscopic calculations.
In the context of magnetic quantum phase transitions an additional challenge is
to find a small parameter which can be used in multiple phases across the quantum
critical point. Mostly a parameter which is small in one phase becomes large in the
other. Consider, for instance, the transverse-field Ising model (1.14), wherein the
parameter p = J/h is small in the quantum paramagnetic phase. It is no more the
case in the ferromagnetic phase. There are several such instances and many attempts to
perform controlled calculations across the critical point by introducing artificial small
parameter have failed. In this work we have addressed this challenge by identifying a
suitable small control parameter and by presenting an explicit demonstration in the
following chapters.
Part I
Coupled-dimer magnets
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Chapter 2
Coupled-dimer magnets
In the wide landscape of interesting spin systems coupled-dimer magnets hold a special
position. As we will see these are a paradigm of magnetic quantum phase transitions.
Coupled-dimer magnets have two spins per crystallographic unit cell i.e. a dimer unit
cell1. The spins within a dimer are coupled antiferromagnetically and in turn the spins
from neighboring dimers interact via some inter-dimer interaction (see fig. 2.1). In
general the Hamiltonian describing coupled-dimer magnets can be written as follows:
H = J
∑
〈ij〉∈D
~Si · ~Sj +K
∑
〈ij〉/∈D
~Si · ~Sj , (2.1)
where ~Si is the spin at lattice site i, D denotes the dimer forming pair and 〈ij〉
K
J
(a)
J
K
(b)
Figure 2.1: Examples of coupled-dimer magnets: (a) A spin ladder; (b) Staggered
pattern on a square lattice.
represents sum over nearest neighbors. For Heisenberg spins with S = 1/2 and antifer-
romagnetic intra-dimer interaction (J > 0), the ground state is simply a product-state
of singlets in the limit K → 0. While in the limit |K| & J , the system can have mag-
netic long-range order (d ≥ 2). Thus there is a magnetic quantum phase transition at
some critical value of |K|/J .
1Note that in many frustrated magnetic systems spontaneous dimerization can occur in a certain
region of the parameter space. This is driven by magnetic interactions and will not be discussed here.
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Figure 2.2: Square-lattice bilayer Heisenberg model; an example of a coupled-dimer
magnet in 2d.
2.1 Square-lattice bilayer Heisenberg model
To better understand the phase diagram and physics of coupled-dimer magnets let us
consider a concrete model with Heisenberg spins on a square-lattice bilayer (see fig.2.2):
H = J
∑
i
~S1,i · ~S2,i +K
∑
〈ij〉
(~S1,i · ~S1,j + ~S2,i · ~S2,j) , (2.2)
where ~S1,i (~S2,i) is the spin operator in layer 1 (2) such that ~S1,i and ~S2,i form a dimer
unit at site i. The sum over 〈ij〉 represents a sum over nearest neighbor dimers. Instead
of looking at individual spin sites it is helpful to view this as a square lattice of dimers.
This picture will aid better visualization later on. Thus the couplings J > 0 and K
are the intra-dimer and the inter-dimer interactions respectively. For clarity, we will
consider the inter-dimer interaction K to be positive i.e. antiferromagnetic. Note that
the above Hamiltonian is invariant under rotation in the spin space. In other words
the Hamiltonian has SU(2) symmetry.
Let us first construct the zero-temperature phase diagram for the above model. It is
helpful to first understand the extreme limits. We see that if the inter-dimer interaction
vanishes, i.e. K = 0 in the above equation, then we simply have an arrangement of
isolated dimers with the spins within the dimers coupled antiferromagnetically. Thus
the ground-state wavefunction is simply a product-state of singlet states
|Ψ0〉 =
∏
i
|Ψ〉i , (2.3)
|Ψ〉i =
1√
2
[| ↑↓〉i − | ↓↑〉i] . (2.4)
It is easy to see that this state has the same symmetry as the underlying Hamiltonian.
On the other hand, if the intra-dimer interaction J vanishes then we are in the
limit of decoupled layers, and we simply have two copies of Heisenberg AF model on a
square lattice. The system thus has a Néel antiferromagnetic order. Loosely speaking
neighboring spins are pointing in opposite direction2. In terms of the symmetry, this
phase is completely distinct from the singlet phase in the other extreme limit. Here the
2It is important to note that a Heisenberg antiferromagnet has quantum fluctuations and this
orientation does not represent the true ground state.
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Figure 2.3: Phase diagram of the square-lattice bilayer model (2.2), with quantum
critical region (green) and the corresponding quantum critical point (pc). In this case,
the Mermin-Wagner theorem forbids ordering at non-zero temperature and so the Néel
AF phase (red) is restricted to T = 0K. The renormalized classical phase [34] has
correlations which diverge exponentially as T → 0.
continuous SU(2) symmetry present in the singlet phase is broken. Thus starting from
the singlet product-state, and tuning the ratio of interaction strengths p ≡ K/J , one
ends up in a completely different ground state, which a has magnetic order (in this case
antiferromagnet). This indicates that at some intermediate value of tuning parameter
the system undergoes a quantum phase transition and the two characteristically distinct
phases are connected by a quantum critical point at pc ≡ (K/J)c.
In the light of the discussion in chapter 1, we thus have a disordered phase for p < pc,
where no symmetry of the Hamiltonian is broken. An ordered phase with spontaneously
broken SU(2) symmetry exists for p > pc. The excitations in the disordered phase are
the three spin-1 excitations, popularly known as triplons, which cost a finite energy.
In the ordered phase, according to the Goldstone’s theorem, we have two gapless
Goldstone modes, which are spin-wave excitations. In addition a gapped amplitude
mode is also present. In the limit of decoupled layers, the amplitude mode corresponds
to a simultaneous spin-flip in the two layers. In this case, the magnetically ordered state
has staggered magnetization as the order-parameter, which spontaneously acquires a
non-zero value in the ordered phase upon crossing the quantum critical point. The
temperature T versus p phase diagram for this model is shown in fig. 2.3. This
model does not have a long-range order at any non-zero temperature according to the
Mermin-Wagner theorem [10]. At non-zero temperatures above the ordered phase, a
renormalized classical regime [34] exists. In this regime, the correlation length diverges
as T → 0.
This model attracted a lot of attention in the last decades, because the parent
compounds of some of the high-Tc superconductors are square lattice bilayer with
Heisenberg spins [35, 36]. We can perform a similar analysis as above in the presence
of a field or in the case of a ferromagnetic inter-dimer interaction as well. The 1d
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version of the above model is the well studied spin ladder [37]. A simple extension of
this 2d model of dimers to 3d will be a cubic lattice of dimers. In this case, magnetic
ordering exists for T ≥ 0K and the system undergoes a classical phase transition into
a classical paramagnet at the Néel temperature. Apart from this one can also consider
the above model on other lattice geometries such as a bilayer triangular lattice or a
bilayer honeycomb lattice.
2.2 Experimental studies
One of the reasons why coupled-dimer models are so interesting is that there are many
real materials which realize this model. The square-lattice bilayer model with antiferro-
magnetic couplings, introduced above, is realized in the compound BaCuSi2O6 [38]. In
this case, Cu ions form a dimer unit and these dimers are arranged on a square lattice.
At ambient pressure this material is in the quantum paramagnetic phase. However,
the critical pressure beyond which this material could be in an antiferromagnetically
ordered phase is too high, and so no phase transition has been observed.
One of the most interesting and well studied materials realizing a coupled-dimer
system is TlCuCl3. In this material, a pair of Cu
2+ ions forms a dimer unit, and these
dimers are arranged on a 3d lattice. Each Cu2+ ion acts as an effective spin with
S = 1/2. At low temperature and ambient pressure this material is in the quantum
paramagnetic phase. At high pressure the inter-dimer coupling, which is antiferromag-
netic in this case, becomes more enhanced and the system goes to an antiferromag-
netically ordered state. It is one of the best known experiments [28, 29] to illustrate a
magnetic quantum phase transition. Using the inelastic neutron scattering, the exper-
iment [28] measured the quasiparticle excitation energy in the quantum paramagnetic
phase as well as that in the magnetically ordered phase. The experimental plot is shown
in fig. 2.4(a). We see that as one increases the pressure the triplon gap in the quantum
paramagnetic phase becomes soft and vanishes at the critical point. Upon increasing
the pressure further, gapless spin-wave excitation is seen, corresponding to the spon-
taneous breaking of the SU(2) symmetry. Also, the gapped longitudinal (amplitude or
Higgs) mode is identified. In this material, due to anisotropy in the spin-space, one of
the triplon remains gapped even at the critical point and further in the ordered phase
it corresponds to a gapped excitation.
Interestingly, TlCuCl3 also exhibits a phase transition upon tuning an external
magnetic field (see fig. 2.4(b)). In this case, upon increasing the field from zero the
system first goes into a XY-antiferromagnetic (XY-AFM) phase at a critical field Hc1,
and then at a higher critical field Hc2 it becomes a ferromagnet. The XY-AFM is often
referred to as the Bose-Einstein condensate of triplons [30], due to the possibility of
defining a U(1) order parameter 〈Sxi + ıSyi 〉 in this phase. There are some other spin-1
and spin-1/2 dimerized antiferromagnets which realizes the same physics.
Apart from this, recently a very interesting investigation has been performed on
the same compound TlCuCl3, where it was shown that near a quantum critical point
classical and quantum fluctuations behave independent of each other [12]. Interest-
ingly, reminiscent of the amplitude mode present at T = 0K was studied at finite
temperature, where it is usually expected to be thermally damped.
All these experiments provide a good playground to apply theory of magnetic quan-
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(a) (b)
Figure 2.4: (a) Inelastic neutron scattering data of TlCuCl3 showing the triplon en-
ergy as well as the gapless spin waves, and the gapped longitudinal mode. Here the
phase transition is driven by an external pressure. Figure is taken from ref. [28].
(b) Schematic phase diagram of a magnetic field driven phase transition in TlCuCl3.
Figure is taken from ref. [30].
tum phase transitions. This further motivates a detailed and systematic theoretical
investigation of coupled-dimer magnets.
2.3 Theoretical methods
Let us now turn our attention to theoretically solving the model of coupled-dimer
magnets. Solving any spin system analytically is always challenging and often one
has to employ approximation techniques to get reasonable results. There are very few
instances of exactly solvable spin models and even in those cases one arrives at the
solution using non-trivial mathematical tools. The problem is more serious near a
critical point where inevitably one has to face divergences. In this context low energy
field theory is an extremely useful tool [6, 7]. Exploiting the symmetry of problem it
provides a good description of different phases and related phase transitions. Although
one must bear in mind that often identifying a suitable order parameter to write down
the field theory is a non-trivial task. But once the field theory is constructed it offers
us a heap of information about the critical phenomena. Importantly it helps us to
understand the universal properties of the system. Same can be said regarding the
renormalization group approach. However, one has to keep in mind that these methods
are suitable near the critical point, and to get a handle on observables and non-universal
properties in individual phases one has to resort to a microscopic description of the
phenomenon.
Microscopic theories to tackle spin systems typically consist of two important steps.
Firstly, the spin Hamiltonian is transformed into a Hamiltonian in terms of either
Bosons, Fermions, or Majoranas, so as to facilitate the use of our familiar many-particle
theory. If this transformation leads to a solvable problem like that of free fermion theory
(eg. The 1d−XY model via Jordan-Wigner transformation or the Kitaev compass
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model on a honeycomb lattice via Majoranas [20]) then one has essentially solved the
problem. All the relevant observables can be then computed. However, most often
this is not the case, and one has to face an interacting Hamiltonian. Then as a second
step, we have to come up with an efficient way to handle the interaction terms in the
Hamiltonian. One choice is to perform a mean-field approximation, or in some cases
apply dynamical mean-field theory (DMFT). In many cases mean-field theory works
reasonably well. However, it is important to realize that mean-field description of an
interacting problem is often uncontrolled and can not consistently describe the entire
phase diagram. More technically speaking, in the absence of a small control parameter a
mean-field description need not satisfy the Goldstone’s theorem in magnetically ordered
phases. Actually it has been recently noticed that application of DMFT to spin systems
indeed violates the Goldstone’s theorem [39]. We shall comment on this issue later when
we introduce our systematic 1/d expansion.
One has to then resort to a perturbation theory. There are many schemes and
techniques of solving a model using perturbation theory. Each one has its own control
parameter and/or perturbation scheme to tackle the interacting piece in the Hamilto-
nian. As discussed earlier in chapter 1, one can then calculate observables as a series
expansion in the respective small parameter. Each method has its own merit and has
proven to be successful in one or the other problems. We shall point out some of these
methods in the context of coupled-dimer magnets in the following discussion.
Before we dive into details of some of the analytical methods used to solve the
system of coupled-dimer magnets, let us quickly survey some of the numerical methods.
As noted above often spin systems are unsolvable analytically and in this regards exact
numerics provides an efficient way to study such systems. There is a whole array of
sophisticated numerical techniques like exact diagonalization, classical and quantum
Monte Carlo, DMRG etc. The most sever limitation to numerical methods may come
from the fact that often these techniques are restricted to small system sizes. Some
of them are also restricted to d = 1 and 2, or suffer from a sign problem in frustrated
systems. But nevertheless these are often benchmark methods for solving spin systems.
We shall not go into any further details of numerical methods used to solve system of
coupled-dimer magnets and concentrate only on analytical methods. In chapter 6, we
shall present a comparison of our method with recent QMC results.
Let us now briefly review some of the standard analytical methods available in the
literature to study coupled-dimer magnets.
2.3.1 Bond-operator theory
As discussed in the previous section, a coupled-dimer magnet is in a quantum para-
magnetic phase for strong antiferromagnetic intra-dimer interaction. This means for
spins with S = 1/2, there are predominantly spin-0 singlet bonds on dimer sites. It is
then clear that the excitation on every dimer site is a spin-1 triplet. To capture this
picture, for spins with S = 1/2, Sachdev and Bhatt [40] introduced bond operators
which create either a singlet or triplet out of a fictitious vacuum. Later it was realized
[41, 42] that it is more convenient to introduce bond operators which creat a triplet
excitation over a singlet background. We shall stick to this convention throughout this
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work. Bond operators are thus defined as follows:
|t0〉 =
1√
2
[| ↑↓〉 − | ↓↑〉] , (2.5)
t†1|t0〉 = |t1〉 = −
1√
2
[| ↑↑〉 − | ↓↓〉] , (2.6)
t†2|t0〉 = |t2〉 =
ι√
2
[| ↑↑〉+ | ↓↓〉] , (2.7)
t†3|t0〉 = |t3〉 =
1√
2
[| ↑↓〉+ | ↓↑〉] , (2.8)
where |t0〉 is the spin-0 singlet state and t†α (α = 1, 2, 3) creates a spin-1 triplet state
|tα〉 out of the singlet state. We can then express our spin operators in terms of these
states as follows:
Sαi1,2 =
1
2
(±|tα〉〈t0| ± |t0〉〈tα| − ιεαβγ|tβ〉〈tγ|) . (2.9)
Note that t†α (tα) is a Bosonic creation (annihilation) operator satisfying the usual
Bosonic commutation rules,[
tiα, t
†
jβ
]
= δi,jδα,β ;
[
tiα, tjβ
]
=
[
t†iα, t
†
jβ
]
= 0 . (2.10)
The resulting quasiparticle excitations are popularly known as triplons.
So far what we have found is a suitable Bosonic representation of our original spin
operators. But this transformation brings along a complication namely the constraint
from the physical Hilbert space. For spins with S = 1/2 only four states are possible
per dimer site - one singlet and three triplets. However we know that on a given site
Bosons can be in any number, because there is no exclusion principle for Bosons. This
means that out of infinitely many states per dimer, our physical Hilbert space consists
of only those states where we have no more than one Boson per site. This is the
hard-core constraint which can be phrased as follows:
3∑
α=1
t†iαtiα ≤ 1 . (2.11)
Tackling this constraint is challenging, and over the past decades, sophisticated tech-
niques have been developed to address this issue. We will discuss some of them soon.
2.3.2 Generalized bond-operator theory
Although the original formulation of bond-operator theory was designed for quantum
paramagnetic phase, it has been generalized to magnetically ordered phases as well
[43]. This involves a suitable rotation in the Hilbert space, which is also equivalent to
condensing one or more triplons. We will discuss this procedure in some detail in the
following. Apart from this, generalization of bond operators for larger spins has been
studied as well [44].
The paramagnetic phase of a coupled-dimer model can be conveniently described
using a state which involves a product of singlets, |ψ0〉 =
∏
i |t0〉i. But the magnetically
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ordered phases require a reference state with broken SU(2) spin symmetry. For a
consistent description of excitations, it is convenient to perform a SU(4) basis rotation
in the Hilbert space of each dimer [43]. The most general form reads
|t̃k〉i = U (i)kk′ |tk′〉i, (k, k′ = 0, . . . , 3). (2.12)
The rotation should be chosen such that |ψ̃0〉 =
∏
i |t̃0〉i is a suitable reference state in
the magnetically ordered phase. For instance, a local Néel state polarized along ẑ is
obtained from |t̃0〉 = (|t0〉+ |t3〉)/
√
2 = | ↑↓〉.
In general, the spin operators ~Sim can be then represented in terms of transitions
between the states |tk〉i of a dimer,
Sαim =
∑
kk′
sαmkk′ |tk〉i i〈tk′|, (2.13)
with 4 × 4 matrices sαm for the spin components Sα (α = x, y, z ≡ 1, 2, 3) of the
m = 1, 2 spins:
sx1,2 =
1
2

0 ±1 0 0
±1 0 0 0
0 0 0 −ı
0 0 ı 0
 ,
sy1,2 =
1
2

0 0 ±1 0
0 0 0 ı
±1 0 0 0
0 −ı 0 0
 ,
sz1,2 =
1
2

0 0 0 ±1
0 0 −ı 0
0 ı 0 0
±1 0 0 0
 . (2.14)
This is of course equivalent to the bond-operator representation of Sachdev and Bhatt
[40], written in terms of transition operators:
Sαi1,2 =
1
2
(±|t0〉i i〈tα| ± |tα〉i i〈t0| − ıεαβγ|tβ〉i i〈tγ|) .
After the basis rotation (2.12), eq. (2.13) becomes
Sαim =
∑
kk′
s̃αmi,kk′|t̃k〉i i〈t̃k′ |, (2.15)
with the transformed spin matrices now being in general site-dependent:
s̃αmi,kk′ =
∑
ll′
(U †)
(i)
lk s
αm
ll′ U
(i)
k′l′ . (2.16)
Now as before, we can introduce Bosonic operators t̃iα (α = 1, 2, 3) for local exci-
tations w.r.t. the reference state |t̃0〉i,
|t̃α〉i = t̃†iα|t̃0〉i. (2.17)
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In the untransformed case, the t̃†iα are the triplon bond operators introduced earlier,
and we will continue to refer to them as (generalized) triplons. Again, these operators
obey the hard-core constraint
3∑
α=1
t̃†iαt̃iα ≤ 1. (2.18)
Next we discuss a couple of approaches to tackle this hard-core constraint.
Hard-core constraint: mean-field treatment
The initial bond-operator approach of Sachdev and Bhatt [40] introduced four bosonic
operators t†ik which creates the singlet and triplet states out of a fictituous vacuum,
|tk〉i = t†ik|vac〉i. This leads to the following representation of the original spin operators
in terms of bond bosons:
Sαi1,2 =
1
2
(
±t†iαti0 ± t†i0tiα − ıεαβγt†iβtiγ
)
, (2.19)
where α = 1, 2, 3 ≡ x, y, z, and the upper (lower) sign corresponds to spin 1 (2) of each
dimer. In terms of these operators, the hard-core constraint is
3∑
k=0
t†iktik = 1 . (2.20)
In the original formulation by Sachdev and Bhatt [40], the singlet operator was con-
densed, ti0 → 〈ti0〉 = s. The constraint was then treated in a mean-field fashion
via a Lagrange multiplier µ, such that
∑3
α=1〈t†iαtiα〉 + s2 = 1. In the Hamiltonian,
only bilinear terms in the tα operators were kept. The mean-field parameters s and
µ were determined variationally. However this approach is uncontrolled, and later on
controlled methods were developed. We shall discuss a couple of alternatives in the
following.
Brueckner theory
As pointed out above, dealing with the hard-core constraint of Bosons is non-trivial.
One way to think about this constraint is to introduce hard-core (infinite) on-site
repulsion between the triplons:
HU = U
∑
iαβ
t†iαt
†
iβtiαtiβ , U →∞ . (2.21)
In ref. [41], Kotov et al. treated this interaction term using the so-called Brueckner the-
ory of dilute Bose gas. In this approach, solving the Bethe-Salpeter equation amounts
to summing an infinite number of diagrams to obtain the interaction vertex. Such a
re-summation is controlled by the presence of small triplon density (hence the analogy
to dilute Bose gas). Further it is used to calculate the self-energy, and therefore the
Green’s function. Location of the pole in the Green’s function then gives the dispersion
relation. This entire procedure is implemented in a self-consistent fashion to obtain
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the gap and the quasiparticle weight. This is a very successful method as it yields very
accurate results for the critical point. Apart from the coupled-dimer magnets, this
procedure has been implemented successfully in other models as well. For instance, it
has been used to calculate the stability region of the valence-bond solid phase in the
case of spin-1/2 J1 -J2 Heisenberg antiferromagnet on a square lattice [45].
However, it is important to note here that the extension of this method to mag-
netically ordered phase does not work. It has been observed [46] that implementing
Brueckner theory in magnetically ordered phase leads to violation of Goldstone’s theo-
rem, and/or the quantum phase transition is erroneously rendered to be of first order.
The reason for this failure is simple to understand. As mentioned above, the Brueck-
ner theory relies on triplon density being small. But in the magnetically ordered phase
this is not the case. In fact, it is clear from the fact that since bond operator rotation
involves condensing at least one of the triplons the density is not going to be small.
Later, in chapter 4 we will make connection of our method to the Brueckner theory.
Projection operator
Another interesting way to tackle the hard-core constraint was proposed by Collins et
al. [42] by introducing the so-called projection operator
Pi = 1−
3∑
γ=1
t†iγtiγ . (2.22)
This is unlike the usual quantum mechanical projection operator whose squared value
is unity. But what this operators does is that it suppresses the matrix elements between
the physical and unphysical states of the Hilbert space for any observable. One can
easily motivate the usage of this operator. In terms of the singlet and triplet states,
the hard-core constraint reads as
|t0〉〈t0|+
3∑
α=1
|tα〉〈tα| = 1 . (2.23)
It means that in eq. (2.9) one can replace |t0〉〈t0| = 1 −
∑3
α=1 |tα〉〈tα|. Now in the
physical Hilbert space consisting of only singlet and triplet states, |tα〉〈tα| = t†αtα. With
the help of the Pi the transitions between the dimer states can now be written in terms
of the bond operators as follows:
|t0〉i i〈t0| = Pi,
|tα〉i i〈t0| = t†iαPi,
|t0〉i i〈tα| = Pitiα,
|tα〉i i〈tβ| = t†iαtiβ. (2.24)
Hence using projection operators we obtain the following expression for the spin oper-
ators in terms of triplon operators
Sαi1,2 =
1
2
(
±t†iαPi ± Pitiα − iεαβγt†iβtiγ
)
. (2.25)
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It is easy to verify that all the spin commutation relations are satisfied within the
physical Hilbert space. Actually it turns out that this is a very convenient way to
handle the constraint and we will be using this approach in this work. The hard-core
constraint, using the projection technique, will be implemented on similar lines in the
magnetically ordered phase, using the generalized triplons.
We point out that instead of Pi we could have used a projection operator involving
a square root such as
√
1−∑3γ=1 t†iγtiγ. In fact it turns out that the square root choice
delivers correct spin commutation relations everywhere in the Hilbert space. However,
it can not be used for two reasons: (i) For calculations we need to expand the square
root and formally there is no small parameter controlling this expansion, although it
can be justified that 〈∑3γ=1 t†iγtiγ〉 is small (see later chapters); (ii) A more serious issue
is that even if we expand the square root then we face the problem that coefficients
of higher order terms in the expansion diverge. In the appendix B we present a more
general discussion on other choices of projection operators.
2.3.3 Spin-wave theory
When it comes to describing the magnetically ordered phases of Heisenberg spin sys-
tems, the spin-wave theory3 surely counts among the most successful theories. It was
first studied in ferromagnets where it was realized that the excitations are collective
spin waves which are gapless in the long wavelength limit. Similar gapless excitations
(Goldstone modes) are realized in other ordered magnets (with spontaneously broken
continuous symmetry) as well. Bloch first treated these excitations as independent
spin waves and due to its analogy to quanta of lattice vibrations, phonon, the term
magnon was coined.
However, it was soon realized that these magnons can interact. In order to take
into account the interaction among the magnons, it is convenient to work in second
quantization wherein the spins are mapped onto Bosons. There are two popular ways
to accomplish this task; one is the Holstein-Primarkoff transformation and the other is
the Dyson-Maleev transformation. In most cases, both descriptions are known to yield
same results. The main difference between these approaches is that while the Holstein-
Primarkoff transformation gives a Hermitian Hamiltonian, the Dyson-Maleev trans-
formation results in a non-Hermitian Hamiltonian. This is clear from the respective
transformations. Let us write down the two transformations for Néel antiferromagnets.
In this case the reference state consists of adjacent spins with opposite orientation. Let
us label the up-spins with site index i, and those with the down-spins with site index
l. We will then introduce two types of Boson operators: ai and bl on the respective
3There are several textbooks and research articles dealing with the spin-wave theory. We refer to
two textbooks, one by Ashcroft and Mermin [47] and the other by K. Yosida [48], for more elaborate
discussion.
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sites4. Within the Holstein-Primarkoff transformation, spins transform as follows
Szi = S − a†iai , S+i =
√
2S
√
1− a
†
iai
2S
ai , S
−
i =
√
2Sa†i
√
1− a
†
iai
2S
, (2.26)
Szl = b
†
l bl − S , S+l =
√
2Sb†l
√
1− b
†
l bl
2S
, S−l =
√
2S
√
1− b
†
l bl
2S
bl . (2.27)
On the other hand the Dyson-Maleev transformation reads
Szi = S − a†iai , S+i =
√
2S
(
1− a
†
iai
2S
)
ai , S
−
i =
√
2Sa†i , (2.28)
Szl = b
†
l bl − S , S+l =
√
2Sb†l
(
1− b
†
l bl
2S
)
, S−i =
√
2Sbl . (2.29)
Even in this case, there is a constraint from the physical Hilbert space namely that
a†iai, b
†
l bl ≤ 2S. However it turns out that the matrix elements of S+ and S− between
the 2S and 2S + 1 states vanishes, thus ensuring no mixing of states from the physical
and unphysical sector.
Philosophically, the spin-wave theory relies on the large-S limit which allows for
the square-root expansion in the transformation. In the limit S → ∞ the problem
reduces to that of classical spins. Hence the classical ground state is taken as the
reference state and perturbative corrections to the observables are arranged in a power
series in 1/S. It is therefore clear that this method can not be used in the quantum
paramagnetic case where no semi-classical approximation is possible. Moreoever, since
this theory is designed to capture only the collective spin-wave excitations, the analysis
of the amplitude mode, which is present in the coupled-dimer magnets for any non-zero
inter-dimer coupling, is beyond its scope.
2.3.4 Some other proposals
So far we have discussed approaches based on the bond-operator theory. There are also
a few other methods which do not formally use the bond operators introduced above.
One such notable work is by Chubukov and Morr [49]. In this work, Bosonic operators
are introduced to describe the spin-1 triplet excitations in the quantum paramagnetic
phase. The hard-core constraint is implemented via the operator
Ui =
√
1− a†iai − b†ibi − c†ici (2.30)
where the operators a, b and c are the Boson annihilation operators corresponding to
the triplet excitations. This is similar to the square-root projection operator discussed
earlier. In principle, there is no small parameter which allows the expansion of this
4Alternatively, it is possible to work in a rotating frame where all spins are ferromagnetically
aligned and then only one kind of Boson needs to be introduced. In fact this approach is inevitable
when working with spirals with a large wavelength.
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square-root and so Chubukov and Morr [49] introduced an artificial small parameter
λ 1 such that
Ui =
√
1− λ(a†iai + b†ibi + c†ici) . (2.31)
Calculations are then performed by formally treating λ as a small parameter, such
that the physical scenario corresponds to λ → 1. This method can be generalized to
the ordered phase as well. However, it was found that the expansion for the critical
coupling ratio has a log-divergence at second-order. We believe that the reason for
this divergence is rooted in the fact that for λ → 1 higher order coefficients in the
square-root expansion diverge.
Apart from this, many series expansion methods exists in the literature. For in-
stance, using the bond operators one can formulate a series expansion in the ratio
of K/J in the quantum paramagnetic phase. Of course, this cannot be used in the
magnetically ordered phase, since K/J will not be a small parameter. Some other
prominent examples include the dimer series expansion [50], Ising expansion [51] etc.
All these excellent expansion techniques are, however, either limited to only one of the
phases, or breakdown near the critical point. For a detailed overview of these methods
and its applications we refer to ref. [52].
2.4 Discussion
In this chapter we have introduced the system of coupled-dimer magnets and specifi-
cally discussed the square-lattice bilayer model for Heisenberg spin-1/2. Focusing on
the analytical approaches we discussed several well known techniques. We argued that
although these methods have their own merit, none of them can consistently describe
both the disordered and the magnetically ordered phases. As seen from the above
discussion, the problem is rooted in the fact that there is no known small control pa-
rameter in the problem. In this context, we propose that 1/d, where d is the spatial
dimension of the system, is a suitable control parameter. In the following chapters we
will explicitly demonstrate that using 1/d as a small parameter we can consistently
describe the entire phase diagram of coupled-dimer magnets.
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Chapter 3
Limit d→∞
There is a scarcity of analytic methods which can consistently describe a magnetic
quantum phase transition, and the corresponding phases connected to it. In the last
chapter, we discussed a few methods and their limitations in the context of coupled-
dimer magnets. It is clear that a lack of small control parameter has halted systematic
calculations. Series expansions, as the name suggests, is an expansion in a small pa-
rameter. Often this is chosen as one of the parameters in the model Hamiltonian. But,
as we have already seen, in many cases one has to introduce artificial small parameters
as well. The basic necessity for a series expansion to be valid is analyticity. If the series
is analytic, then one can argue that any pre-factor multiplying the small parameter
still results in a small term, and hence one can assume convergence as well. Once the
existence of a small parameter is ensured, then the task is to express observables as
a series expansion in the chosen small parameter. Depending on the desired accuracy
one can compute observables to a particular order in the small parameter. It is clear
that there are infinite terms in any series expansion, and by restricting to a particu-
lar order we essentially neglect all higher order contributions. Usually finding a small
parameter is a non-trivial task, as we have repeatedly emphasized, and in the context
of coupled-dimer magnets (in general for magnetic quantum phase transitions) there
is no small parameter known in the literature.
This brings us to the present work where we propose a novel expansion method
using the inverse spatial dimension of the system, 1/d, as a small control parame-
ter. Technical details regarding the calculation of observables will follow in the next
chapters. What we plan to discuss here are the general aspects of the large-d limit,
in the context of quantum phase transitions. Although most of the arguments which
will follow are model independent, we will make precise statements for the model of
coupled-dimer magnets on a d-dimensional hypercubic lattice.
3.1 Large-d generalization
The first step to setup or motivate the use of 1/d as a small parameter is to generalize
the underlying lattice of a given model, in a fixed dimension, to an arbitrary dimension
d. In general there could be several ways of generalizing a given 2d or 3d lattice.
One straightforward way is to generalize the primitive vectors of a given lattice, such
that the generalized set of d primitive vectors results in the d dimensional lattice.
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Another way could be to generalize the lattice in such a way that the coordination
number remains the same. One can think of many more alternatives and each type
of generalization would in principle give a different expansion in 1/d. In this work,
we will stick to the idea of generalizing a given set of primitive vectors, since we find
it to be both convenient and consistent, as will be shown in the later chapters. It
is certainly an interesting task to compare 1/d expansions resulting from different
kinds of generalization but this goes beyond the scope of present work. We note that
sometimes a d-dimensional generalization of a lattice might be dictated by the model
under consideration. For instance, generalizing compass models might involve certain
constraints on the coordination number; for eg., it has to be a multiple of 3 in the case
of generalizing the Kitaev model on a honeycomb lattice to d dimensions. However,
for Heisenberg or Ising type spin exchanges there is more freedom in terms of a d
dimensional generalization.
Our main focus is on Heisenberg spin-1/2 coupled-dimer magnets, whose material
realizations have either a square or a cubic arrangement of dimer unit cells. Hence
we will be interested in a d-dimensional generalization of these lattices. The set of
primitive vectors for a square and a cubic lattice simply consists of the unit vectors
along their respective coordinates1: {ê1, ê2} for the square lattice, while {ê1, ê2, ê3} for
the cubic lattice2. So the straightforward generalization to d dimensions means going
from R2, or R3 to Rd. Thus the unit vectors along the d directions are our primitive
vectors: {ê1, ê2, . . . êd}. The resulting lattice is nothing but a d-dimensional hypercube.
We also note that for frustrated systems, where further neighbor interactions are
involved, a large-d generalization could be achieved by generalizing the further neighbor
interactions along with the lattice. For instance, the J1 − J2 Heisenberg model on a
square lattice could be generalized in such a way, that in d dimensions it involves d
further neighbor interactions on a d dimensional hypercubic lattice.
3.2 Reference state in the large-d limit
Any series expansion is formally performed around a suitable choice of reference state.
For instance, in case of perturbation theory for Hamiltonians with discrete non-degenerate
spectra, we expand around the ground-state of the exactly solvable part. To give an-
other example, classical magnetically ordered ground-state is used as a reference state
to perform a large-S (where S is spin) expansion in the spin-wave theory. In the spin-
wave theory, the choice of classical state as a reference state is motivated by the fact
that in the limit S →∞ we can treat the spins classically, i.e. just vectors instead of
operators. This is most easily seen by realizing that the local ground-state expectation
values correspond to their classical values in the limit S →∞.
Here we want to deal with quantum spins (specifically with S = 1/2), such that
no semi-classical approximation is possible. To be precise, we will be dealing with
the model (2.2) on a hypercubic lattice. But we have a simplification if we work
in the large-d limit, where the number of nearest neighbors increases with d. Due
to large coordination number fluctuations tend to average out, such that the non-
1Here and throughout the text we will set the lattice constant a = 1.
2ê1 ≡ x̂, ê2 ≡ ŷ and ê3 ≡ ẑ.
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local fluctuations become irrelevant, and we can assume a product-state ansatz for our
reference state:
|ψ0〉 =
∏
i
|ψi〉 (3.1)
where i is the dimer site and |ψi〉 is an arbitrary normalized state at the correspond-
ing dimer site. A suitable choice of |ψ0〉 can be made by variationally minimizing
〈ψ0|H|ψ0〉, for a given Hamiltonian H. For the case of Heisenberg spin-1/2 coupled-
dimer magnets (2.2) on a hypercubic lattice, it turns out3 that in the quantum para-
magnetic phase a singlet product-state is a good reference state i.e.
|ψ0〉 =
∏
i
| ↑↓〉i − | ↓↑〉i√
2
. (3.2)
If we now calculate local observables with respect to this state, then we find4 that
these vanish in the limit d → ∞, i.e. the product-state delivers exact ground-state
expectation values. This justifies our earlier statement about non-local fluctuations
being irrelevant in the large-d limit. We must caution that, unlike the spin-wave
theory, |ψ0〉 is not an exact ground state of eq. (2.2) on a hypercubic lattice (except
at the isolated point K = 0) in the limit d → ∞, and we will see this in the next
chapter. To complete the discussion, we mention here that in the magnetically ordered
phase of coupled-dimer magnets on a hypercubic lattice, a suitable reference state is
a linear combination of the singlet and one, or more triplet states. Even in this phase
we will see that the local observables calculated with respect to the reference state are
suppressed in powers of 1/d, such that in the limit d → ∞ they correspond to exact
ground-state expectation values. The discussion about the precise choice of this state
is postponed to chapter 5.
3.3 Geometric properties of a hypercubic lattice
Let us now discuss the geometric properties arising in the large-d limit, which will play
an important role in our formalism of 1/d expansion. We will discuss general ideas,
but as mentioned before, we will give specific details only for the hypercubic lattice.
To start with, let us define the nearest neighbor interaction structure factor
γ~k ≡ γ1~k =
1
z1/2
1
2
∑
~∆1
eı
~k·~∆1 (3.3)
where z1 is the number of nearest neighbors, ~∆1 is the vector joining a given site to its
nearest neighbors, and ~k is the crystal momentum in the first Brillioun zone. Similarly,
we can define the structure factor for further nearest neighbor interactions as
γn~k =
1
zn/2
1
2
∑
~∆n
eı
~k·~∆n (3.4)
3It is easy to see this by simply considering |ψ0〉 as a linear combination of the singlet and the
triplet states. Minimizing 〈ψ0|H|ψ0〉 gives the desired result.
4Concrete expressions will be presented in the next chapter.
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where zn is the number of nth nearest neighbors, ~∆n is the vector joining a given site
to its nth nearest neighbors, and again ~k is the crystal momentum in the first Brillioun
zone. Observe that for lattices with symmetrically located nearest neighbors5 around
every lattice site, we have a purely real γn~k. Essentially, these are sum over some cosine
functions depending on the primitive vectors. Furthermore, these structure factors are
all normalized such that γn~k ∈ [−1, 1].
For the hypercubic lattice, z1 = 2d and ~∆1s are just the primitive vectors. Thus γ~k
takes a simple form as follows:
γ~k =
1
d
d∑
i=1
cos ki . (3.5)
In case of a hypercube, the first Brillioun zone is a hypercube with 2d corners located
at each of these momenta {±π,±π, . . .± π}, and has a volume of (2π)d. In our work,
we will be considering only nearest neighbor interaction and so we focus our discussion
on γ~k only. This interaction structure factor has the following momentum summation
properties when summed over all the momenta in the first Brillioun zone:
1
N
∑
~k
γ2n+1~k
N→∞−→ 1
(2π)d
∫ π
−π
. . .
∫ π
−π
d~kγ2n+1~k = 0 , n ∈ Z , (3.6)
1
N
∑
~k
γ2~k
N→∞−→ 1
(2π)d
∫ π
−π
. . .
∫ π
−π
d~kγ2~k =
1
2d
, (3.7)
1
N
∑
~k
γ4~k
N→∞−→ 1
(2π)d
∫ π
−π
. . .
∫ π
−π
d~kγ4~k =
3
4d2
− 3
8d3
, (3.8)
1
N
∑
~k
γ~k+~k′γ~k+~k′′
N→∞−→ 1
(2π)d
∫ π
−π
. . .
∫ π
−π
d~kγ~k+~k′γ~k+~k′′ =
γ~k′+~k′′
2d
(3.9)
and so on, with d~k ≡ dk1dk2 . . . dkd. We have also taken the thermodynamic limit
by sending the number of lattice sites N → ∞. These properties have important
consequences. Consider an analytic function in γ~k: f(γ~k). This function has a Taylor
expansion in γ~k which is an infinite series. Since γ~k itself is not a small parameter, we
can not truncate this series at any arbitrary power in γ~k. However due to the above
momentum summation properties, we can Taylor expand f(γ~k) inside a momentum
integral to obtain a power series in 1/d. We see that while the Taylor expansion of
f(γ~k) itself is not a controlled expansion, momentum integration of Taylor expansion
of f(γ~k) is a controlled expansion in 1/d in the limit of large-d. This means that in the
large-d limit, we can safely truncate the Taylor series of f(γ~k) inside the momentum
integration, and obtain a series up to a particular order in 1/d.
Another view point is to consider γ~k as a sum of random variables lying between
−1 and 1. Thus γ~k has some probability distribution in finite dimension. However,
by the central limit theorem [53, 54], in the limit d→∞, the probability distribution
of γ~k will be a Gaussian distribution which is strongly peaked at γ~k = 0. This means
that for most ~k value of γ~k is zero. For a given
~k we can not assume γ~k to be small.
5Here on we will make statements about such lattices only.
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But in the limit of large-d and inside a momentum integral, γ~k will take typical values
around zero.
In the later chapters, above properties will play a central role in generating 1/d
expansion for observables. We will be treating our problem perturbatively and will use
diagrammatic perturbation theory. It will turn out that the vertex functions in the
Hamiltonian will have a momentum dependence only through factors of γ~k. Evaluation
of diagrams would mean performing a momentum integral over some combination of
vertex functions. In the light of above properties it is then clear that each diagram will
result in an expansion in powers of 1/d. We will see this aspect in detail in the next
chapter.
We note that for any γn~k (3.4), there are similar properties as discussed above for
γ~k, which can be worked out easily. This also suggests the applicability of our large-d
ideas to systems with geometric frustration, arising from competing further neighbor
interactions.
3.4 Quantum criticality and the large-d limit
Taking the limit d→∞ involves subtleties in the context of quantum phase transition,
and we discuss them in this section. In the last section, we generalized the square and
the cubic lattices to a d-dimensional hypercubic lattice. We saw that in this case the
number of nearest neighbors is given by 2d. It means that in the limit of large-d,
nearest neighbor interaction term in the Hamiltonian will always dominate. Consider
the coupled-dimer Hamiltonian (2.2) introduced in the last chapter. Simply taking
the limit d → ∞ will result in the ordered phase, due to dominant inter-dimer term
(which is the nearest neighbor term in this case). Hence there will be no quantum
phase transition.
To ensure a non-trivial competition between the inter-dimer and the intra-dimer
terms in the Hamiltonian, we must rescale our coupling constants with d. For this
purpose, in case of our model (2.2) on the hypercubic lattice, we define the tuning
parameter
q =
Kd
J
(3.10)
such that it takes a finite value even in the limit d→∞. In other words, in the limit
of large-d we must crank up the intra-dimer interaction appropriately, such that q is
finite for any non-zero J , and there is a quantum phase transition. This is similar
in spirit to rescaling of interaction constant in the case of the dynamical mean-field
theory (DMFT) [53, 54]. After this proper rescaling we see that even in the limit
of d → ∞, for small q there is a quantum paramagnetic phase, while for large q we
have a magnetically ordered phase. In the later chapters we will precisely determine
the phase boundary between these phases in the 1/d formalism. In general, for other
models and their large-d generalizations one needs to do similar rescaling between on-
site interaction and nearest (or further) neighbor interaction6. For frustrated systems,
6This is also the reason why, systems where spontaneous dimerization happens are not considered.
In such cases usually the inter-dimer and intra-dimer interaction is the same, which makes it difficult
to introduce a suitable tuning parameter in the large-d limit.
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we will have to rescale all the competing interactions appropriately to ensure phase
transition.
For the case of coupled-dimers (and other models we are interested in), the quan-
tum phase transition is continuous, as discussed earlier. Since we work in the limit of
large-d, we are always above the upper critical dimension (for coupled-dimer magnets
considered here, d+c = 3). Consequently, we will always obtain mean-field critical ex-
ponents. However, we must point out that although the nature of the quantum phase
transition itself is mean-field, our treatment of interaction terms in a 1/d expansion
is perturbative, and goes beyond mean-field. Quantum critical points are also accom-
panied by singular behavior, whereas we have proposed an analytic expansion in 1/d
across the quantum phase transition. At first sight it seems like a contradiction, but
it turns out that if we look at the correct observables then analytic expansion in 1/d,
even at the critical point, is possible. We will see in the following that the mean-field
nature of the quantum phase transition plays an important role in determining these
correct observables.
3.5 Observables in the large-d limit
The central idea of this work is that 1/d is a suitable small parameter, using which we
can write analytic expansion for observables. But as stated above, we have to choose
the observables correctly so as to ensure that we can go from one phase to the other
smoothly7. In this section we will discuss what we mean by an appropriate observable
and how to identify it.
As we discussed in chapter 1, observables have a universal power-law behavior near
the quantum critical point. These power-laws are typically not a simply polynomial (i.e.
the power-law exponent need not be an integer). Hence, observables are non-analytic
at the critical point. For instance, consider the quantum paramagnetic phase of the
coupled-dimers on a hypercubic lattice, which is realized for q < qc. The excitation
energy gap varies as
∆ ∝ (qc − q)νz (3.11)
where q is our tuning parameter, qc is the quantum critical point, ν is correlation length
critical exponent and z is the dynamical critical exponent. For Heisenberg spins above
the upper critical dimension, the mean-field values of these exponents are ν = 1/2 and
z = 1. So clearly, ∆ ∝ √qc − q is not analytic. However, ∆2 being analytic, we can
expect it to have an analytic 1/d expansion everywhere, including the critical point.
Indeed we will see this in chapter 4 and chapter 5. However we must mention that
above arguments do not mean that ∆ can not admit analytic 1/d expansion at all. It
has a well-defined 1/d expansion everywhere except the critical point. But since we
want to analytically connect the two phases, we are interested in observables which
remain analytic even at the critical point.
Now for the model of coupled-dimers on the hypercubic lattice, one can also look
at the order parameter Mst (staggered magnetization) in the antiferromagnetic phase.
In this case the mean-field critical exponent β = 1/2, and so Mst ∝
√
q − qc. So, on
7It means that our expansion does not break down at the quantum critical point.
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the lines of above argument M2st will have an analytic 1/d expansion, and we will see
in chapter 5 that this is indeed the case.
So we see that using the mean-field critical exponents we can identify the ob-
servables which will have an analytic expansion. Although most observables can be
calculated perturbatively using 1/d as a small parameter, we know from previous dis-
cussions that some observables may be non-perturbative in nature. In our case, we find
that the quasiparticle decay rate is non-perturbative in large-d formalism and hence
does not admit an analytic 1/d expansion.
3.6 Dynamical mean-field theory (DMFT)
Our approach relies on taking the limit d→∞, and a natural question arises whether
there is any connection to the DMFT. Dynamical mean-field theory is a mean-field
theory, where fluctuations do not have any spatial dependence but are allowed to have
a finite lifetime [53, 54]. Consequently the self-energy arising from the interactions is
independent of momentum, but has a frequency dependence: Σint ≡ Σint(ω). Recall
that in the Hartree-Fock mean-field theory, the self-energy due to interactions is just
a constant. In the DMFT, the approximation that the self-energy is only frequency
dependent becomes exact in the limit d → ∞ [53]. However, in finite dimensions this
is an approximation. In the 1/d expansion, we systematically calculate observables in
powers of 1/d, such that in the limit d→∞ we obtain exact local expectation values.
The DMFT is a self-consistent method. Whereas, in our approach, we do not need
self-consistency at any order in 1/d. Application of the DMFT to spin systems is not
trivial due to the residual entropy of ln 2, in the Mott insulating phase. We note that
one of the DMFT theories applied to the magnetically ordered phase could not obtain
gapless modes [39], as otherwise required by the Goldstone’s theorem for spontaneously
broken continuous symmetry. On the other hand, we will see in chapter 5 that in our
formalism we correctly obtain the gapless modes in the magnetically ordered phase to
all orders in 1/d.
Nevertheless, we must point out that the DMFT has been the most successful
theory to study the metal-Mott insulator transition. In this case the Hubbard model
is the relevant model, and the problem in the limit d→∞ is locally non-trivial due to
an on-site interaction term. Typically this local problem is mapped onto some known
impurity problem to obtain the large-d solution in a self-consistent way. However the
coupled-dimer model (2.2) on the hypercubic lattice, and other spin systems that are
amenable to 1/d expansion boils down to a problem of non-interacting Bosons in the
large-d limit. So the local problem in the large-d limit in our case is simple, as opposed
to that addressed by the DMFT.
3.7 Thermodynamic limit and finite systems
The hypercubic-lattice model with linear size L has N = Ld dimer sites. While dis-
cussing the geometric properties of hypercubic lattice in relation to the interaction
structure factor we first used the limit N → ∞ and then the large-d limit. We said
that we have taken the thermodynamic limit before. Actually, to be more precise the
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thermodynamic limit corresponds to the limit L → ∞. However, since our discussion
above (as well as those in the following chapters) relies only on the limit N → ∞,
we could as well take the limit d → ∞ at a finite L, provided that L is even, as eq.
(3.6)-(3.9) and other identities are still valid.
3.8 Discussion
In this chapter we have discussed the aspects of the large-d limit. Although we have
considered the model of coupled-dimer magnets on a hypercubic lattice, it is clear
that the general ideas can be applied to other systems as well. In particular, we
will see the application of these ideas to the transverse-field Ising model in chapter 7.
As we have seen, the central idea of using 1/d as a small parameter stems from the
momentum summation properties of the interaction structure factor. It is important to
note that unlike many other cases, we do not have to worry about the UV or IR cutoff.
All momentum summations can be performed analytically in the entire first Brillioun
zone in the large-d limit. Now we are ready with the idea, and we will demonstrate
the technique by performing concrete calculations for coupled-dimer magnets on a
hypercubic lattice. We start with the quantum paramagnetic phase in chapter 4 and
consider the antiferromagnetic phase in chapter 5.
Chapter 4
Quantum paramagnetic phase
In the previous chapter we discussed the large-d generalization of coupled-dimer mag-
nets to the model of coupled-dimers on a hypercubic lattice. We argued that after
appropriate rescaling of the interaction strengths, one can still have a quantum phase
transition in arbitrarily large dimensions. In fact, the problem in large-d is essentially
that of non-interacting Bosons, such that the harmonic approximation corresponds to
the leading result in a systematic 1/d expansion. Based on the philosophy of large-d
introduced in the previous chapter, we now present explicit calculations to obtain a
systematic 1/d expansion for physical observables in the quantum paramagnetic (dis-
ordered) phase. The following discussion is largely based on ref. [55].
4.1 Model Hamiltonian
As pointed out earlier we shall be focusing on a model of coupled dimers on a hypercubic
lattice in spatial dimension d with the Hamiltonian
H =
∑
i
Ji~Si1 · ~Si2 +
∑
ii′mm′
Kmm
′
ii′
~Sim · ~Si′m′ , (4.1)
where i, i′ are sites on the lattice formed by dimers and index m,m′ = 1, 2 refer to
individual spins within the dimer. In what follows, we will consider isotropic nearest
neighbor inter-dimer interactions, i.e. Kmm
′
ii′ ≡ Kmm
′
. Moreover, the nearest neighbor
interaction between ~Si1 and ~Si2 is absent, meaning K
12 = K21 = 0, but we allow K11
and K22 to be different (see fig.4.1). So we have
H = J
∑
i
~Si1 · ~Si2 +
∑
〈ii′〉
(K11~Si1 · ~Si′1 +K22~Si2 · ~Si′2) (4.2)
such that 〈ii′〉 refers to nearest neighbor sum on the dimer lattice. It is convenient to
define the coupling constant K and the asymmetry parameter κ as follows:
K =
K11 +K22
2
, κK =
K11 −K22
2
. (4.3)
The model considered in eq. (4.2) on hypercubic lattice corresponds to the widely
studied two-leg ladder and the square-lattice bilayer magnets in d = 1 and 2 respec-
tively.
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K22
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Figure 4.1: Coupled-dimer magnet corresponding to eq. (4.2) in 2d.
In the case of hypercubic lattice in spatial dimension d, number of nearest neighbors
is 2d. So as discussed in the previous chapter, to ensure a non-trivial competition
between the inter-dimer and intra-dimer coupling we must appropriately rescale our
coupling constants. So
q =
Kd
J
(4.4)
is a suitable tuning parameter such that even in the limit d→∞ we have a quantum
phase transition at a finite value of q.
4.2 Reference state
To remind us again, in order to perform perturbation theory we need a suitable starting
point or a reference state. As explained in the previous chapter we can use a product
state ansatz as follows:
|Ψ0〉 =
∏
i
|Ψ〉i . (4.5)
A good choice of |Ψ〉i is dictated by minimizing 〈Ψ0|H|Ψ0〉. In the quantum paramag-
netic phase we obtain
|Ψ〉i =
1√
2
[| ↑↓〉i − | ↓↑〉i] . (4.6)
4.3 Bond operators and projection
As explained in chapter 2, bond-operator theory employs a slave-particle description
of the states of each dimer. Recall that we defined Bosonic operators t†iα (α = 1, 2, 3)
to treat spin-1 triplet excitations, |tα〉 (α = 1, 2, 3) over the spin-0 singlet state |t0〉.
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For convenience we quote them here again:
|t0〉 =
1√
2
[| ↑↓〉 − | ↓↑〉] , (4.7)
t†1|t0〉 = |t1〉 = −
1√
2
[| ↑↑〉 − | ↓↓〉] , (4.8)
t†2|t0〉 = |t2〉 =
ι√
2
[| ↑↑〉+ | ↓↓〉] , (4.9)
t†3|t0〉 = |t3〉 =
1√
2
[| ↑↓〉+ | ↓↑〉] . (4.10)
In terms of this notation our reference state is
|Ψ0〉 =
∏
i
|t0〉i . (4.11)
Recall that we have to deal with the hard-core constraint for Bosons
3∑
α=1
t†iαtiα ≤ 1 , (4.12)
to restrict ourselves to the physical part of the Hilbert space. In chapter 2, we discussed
ways to deal with this, and argued that we shall implement it using the projection
operator introduced by Collins et al. [42]. We saw that using this we can express the
spin operators in the following way:
Sαi1,2 =
1
2
(
±t†iαPi ± Pitiα − ıεαβγt†iβtiγ
)
(4.13)
where Pi prevents the creation of more than one triplet excitation on site i and is
defined as
Pi = 1−
∑
γ
t†iγtiγ. (4.14)
As noted before, ~Sim (4.13) obeys the standard spin commutation relations within the
physical Hilbert space.
4.4 Hamiltonian and perturbation theory
In this section, we will discuss in detail how to generate the perturbative expansion
in 1/d, for the coupled-dimer magnets on a hypercubic lattice. We will start with
the triplon Hamiltonian in real-space and then discuss in detail how to set-up the
perturbation theory.
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4.4.1 Real-space bond-operator Hamiltonian
Let us now express our spin Hamiltonian in eq. (4.2) in terms of triplons. Using the
relation in eq. (4.13) we get
H = J
∑
iα
(
t†iαtiα −
3
4
)
+
K
2
∑
〈ii′〉α
(
t†iαPiPi′ti′α + t
†
iαPit
†
i′αPi′ + h.c.
)
− κK
2
∑
〈ii′〉αβγ
εαβγ
[(
ıt†iαPit
†
i′βti′γ + h.c.
)
+ (i↔ i′)
]
+
K
2
∑
〈ii′〉αβ
(
t†iαt
†
i′βtiβti′α − t†iαt†i′αtiβti′β
)
. (4.15)
Inserting the explicit expression for the projection operator (4.14) in the above equa-
tion, we obtain the Hamiltonian for interacting Bosons with upto 6th order terms in
triplon operator,
H = H0 +H2 +H3 +H4 +H5 +H6 . (4.16)
Here, Hn contains n triplon operators. H0 = −34JN is the energy of the product state
|ψ0〉, with N being the number of dimer sites. The remaining even-n terms read:
H2 = J
∑
i,α
t†iαtiα +
K
2
∑
〈ii′〉α
(
t†iαti′α + t
†
iαt
†
i′α + h.c.
)
, (4.17)
H4 =
K
2
∑
〈ii′〉αβ
(
t†iαt
†
i′βtiβti′α − t†iαt†i′αtiβti′β
)
− K
2
∑
〈ii′〉αβ
(
t†iαt
†
iβtiβti′α + t
†
iαt
†
i′βti′βti′α + t
†
iαt
†
i′αt
†
iβtiβ + t
†
iαt
†
i′αt
†
i′βti′β + h.c.
)
,
(4.18)
and
H6 =
K
2
∑
〈ii′〉
∑
α,β,γ
(
t†iαt
†
iβt
†
i′αt
†
i′γtiβti′γ + t
†
iαt
†
iβt
†
i′γtiβti′γti′α + h.c.
)
. (4.19)
For asymmetric couplings, K11 6= K22, we also have odd-n terms in addition:
H3 = −
κK
2
∑
〈ii′〉
∑
αβγ
εαβγ
[(
ıt†iαt
†
i′βti′γ + h.c.
)
+ (i↔ i′)
]
(4.20)
and
H5 =
κK
2
∑
〈ii′〉
∑
αβγκ
εαβγ
[(
ıt†iαt
†
iκt
†
i′βti′γtiκ + h.c.
)
+ (i↔ i′)
]
. (4.21)
In the context of two-particle decay of triplons, the cubic terms play an important role
and have been discussed previously in ref. [56, 57].
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4.4.2 Harmonic approximation
Let us first focus on the bilinear part (4.17) of the Hamiltonian. This represents non-
interacting Bosons and can be solved exactly. Often in the literature, this is referred to
as the harmonic approximation. As a first step to solveH2, using the lattice translation
symmetry, we will go to Fourier space by introducing
tiα =
1√
N
∑
~k
t~kαe
−ı~k·~ri (4.22)
where ~k is the crystal momentum in the first Brillioun zone. It is easy to see that the
Fourier transformed triplon operators satisfy the usual Bosonic commutation relations[
t~kα, t
†
~k′β
]
= δ~k,~k′δα,β ;
[
t~kα, t~k′β
]
=
[
t†~kα, t
†
~k′β
]
= 0 . (4.23)
Using the above transformation and orthogonality relations in the Fourier space, we
obtain the following expression for the Hamiltonian:
H2 =
∑
~kα
[
A~kt
†
~kα
t~kα +
B~k
2
(t†~kαt
†
−~kα
+ h.c.)
]
. (4.24)
In the above equation we have introduced
A~k = J +B~k , B~k = qJγ~k (4.25)
and the interaction structure factor, introduced in chapter 3,
γ~k =
1
d
d∑
n=1
cos kn (4.26)
which is normalized such that −1 ≤ γ~k ≤ 1.
The bilinear Hamiltonian (4.24) is not diagonal in the basis of triplons because it
contains anomalous terms. For brevity let us express eq. (4.24) in the following way:
H2 =
1
2
∑
~kα
[
T †~kαh2~kT~kα − A~k
]
(4.27)
where
T~kα =
[
t~k t
†
−~k
]T
, (4.28)
h2~k =
(
A~k B~k
B~k A~k
)
. (4.29)
So to solve H2 we need to diagonalize h2~k. This is a subtle issue. If one diagonalizes
the Hermitian matrix h2~k, then in the diagonal basis one does not obtain Bosonic
quasiparticles. To preserve the Bosonic description, instead one needs to diagonalize
the non-Hermitian matrix1
h̃2~k = Σh2~k (4.30)
1For a detailed discussion on this aspect we refer to ref. [58] and [59]. A numerical application of
this procedure to systems with disorder can be found in ref. [60].
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where
Σ =
(
1 0
0 −1
)
. (4.31)
This procedure leads to Bogoliubov transformation for Bosons,
t~kα = u~kτ~kα + v~kτ
†
−~kα
(4.32)
with the property
u2~k − v
2
~k
= 1 . (4.33)
Note that for Fermions u2~k + v
2
~k
= 1 and this is what one obtains if we diagonalize
simply h2~k instead. However now using eq. (4.32) with the property (4.33), we see
that τ -particles obeys the correct Bosonic commutation relations[
τ~kα, τ
†
~k′β
]
= δ~k,~k′δα,β ;
[
τ~kα, τ~k′β
]
=
[
τ †~kα, τ
†
~k′β
]
= 0 . (4.34)
Now using the Bogoliubov transformation (4.32), H2 is transformed into a diagonal
form
H2 =
∑
~kα
ω~kτ
†
~kα
τ~kα +
3
2
∑
~k
(ω~k − A~k) (4.35)
with the mode energy given by
ω~k =
√
A2~k −B
2
~k
= J
√
1 + 2γ~kq . (4.36)
We see that the triplon dispersion is minimum when γ~k = −1, which corresponds to
~k = ~Q ≡ {π, π, . . .}. Thus at the harmonic level, the triplon excitation energy gap is
given by
∆ = ω ~Q = J
√
1− 2q . (4.37)
Physically, ∆ is the minimum amount of energy required to create a single triplon
excitation. The gap decreases upon increasing q and goes to zero when q = qc = 1/2.
For q > qc the gap becomes an imaginary quantity which essentially means that the
phase ceases to exist. Hence at the harmonic level qc = 1/2 is the quantum critical
point. At this level, for q > 1/2 we have a magnetically ordered phase which will
be discussed in detail in the next chapter. We shall see later that the interaction
terms add corrections to the harmonic level expression of the triplon dispersion. These
corrections will be shown to be positive due to the repulsive nature of the interactions,
thereby shifting the quantum critical point to a value qc > 1/2.
Lastly, we quote here the expressions for the Bogoliubov coefficients in terms of A~k
and B~k:
u2~k, v
2
~k
= ±1
2
+
A~k
2ω~k
, u~kv~k = −
B~k
2ω~k
. (4.38)
4.4.3 Expectation values of local observables
The physics of the bilinear Hamiltonian H2 can be already used to motivate the usage
of 1/d as a small parameter. The anomalous piece in the eq. (4.24) creates a pair
of triplets at the momenta ±~k. This is similar to the scenario in the case of BCS
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superconductivity, where a Cooper pair consisting of two electrons with opposite spins
is created at the momenta ±~k near the Fermi momentum. Therefore, the wavefunction
in the harmonic approximation takes a form similar to that of the BCS wavefunction,
and can be written as
|ψ〉 ∝ exp
∑
~kα
v~k
u~k
t†~kαt
†
−~kα
 |ψ0〉 . (4.39)
The local triplet density in the harmonic approximation is
〈ψ|t†iγtiγ|ψ〉 =
1
N
∑
~k
v2~k
d→∞
=
q2
8d
, (4.40)
see Appendix C.1. Similarly, expectation values like 〈tiγtjγ〉, with i, j being neighboring
sites, vanish as d→∞. This implies, as mentioned in chapter 3, that the product state
|ψ0〉 yields exact ground-state expectation values in the limit d → ∞. All corrections
can be then systematically evaluated in a power series in 1/d as will be shown in the
following. We caution again that the above statements do not mean that the product-
state considered above is the exact ground state of the paramagnetic phase.
4.4.4 Normal-ordered Hamiltonian
In this section, we will discuss the strategy to go beyond the harmonic approximation.
To achieve this objective we have to resort to diagrammatic perturbation theory. As
pointed out several times earlier, a priori there is no small parameter controlling the
perturbation theory. However we will show that once we start evaluating diagrams
for required observables, perturbative corrections can be arranged in a systematic 1/d
expansion. In order to carry out the diagrammatic treatment, we first need to normal-
order the Hamiltonian in the basis which diagonalizes the non-interacting piece. In this
case the non-interacting piece isH2 (4.24) and we have seen that it is diagonal in τ basis.
It is easy to see that normal ordering with respect to τ operators will generate additional
bilinear terms coming from H4 and H6. This opens up two possibilities namely; (i)
Leading order Bogoliubov transformation: treat only H2 as non-interacting piece and
all other contributions including the additional bilinear terms as perturbation; (ii)
Global Bogoliubov transformation: perform another Bogoliubov transformation so as
to diagonalize all the bilinear terms upto a given order. It is clear that the option
(ii) will lead to a self-consistent equation for the Bogoliubov coefficients. Though it is
technically possible to handle (ii), we find the option (i) more convenient. Appraoch
(ii) will require a 1/d expansion of ω~k, which is ill-defined at the critical point for
reasons discussed in chapter 3, and so we will stick with approach (i). Thus using the
leading-order Bogoliubov transformation according to eqs. (4.32), (4.38), and (4.25),
we generate a normal-ordered Hamiltonian in terms of the τ~kα. The normal-ordered
Hamiltonian takes the form
H = H′0 +H′2 +H′3 +H′4 +H′5 +H′6 (4.41)
where the H′n contains n transformed τ operators and can be obtained after a few
tedious but easy steps of algebra. In the following discussion we will need terms only
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up to 4th order in t operators to obtain all the corrections to order 1/d to the mode
dispersion, and all corrections to order 1/d2 to the ground state energy.
We can use the explicit form of A~k and B~k in eq. (4.25) to obtain the constant term.
Additionally note that we have u~k = u
∗
~k
= u−~k and v~k = v
∗
~k
= v−~k. Thus we have
H′0 = 3JN
[
− 1
4
+R2 + q(R3 +R4)− 2q(R1 + 4R2)(R3 +R4)
− q
N
[∑
~k
u~kv~kR
′
3(
~k)−
∑
~k
v2~kR
′
4(
~k)
]]
(4.42)
which involves the abbreviations
R1 =
1
N
∑
~k
u~kv~k , R2 =
1
N
∑
~k
v2~k
R3 =
1
N
∑
~k
γ~ku~kv~k , R4 =
1
N
∑
~k
γ~kv
2
~k
(4.43)
and
R′3(
~k′) =
1
N
∑
~k
γ~k′−~ku~kv~k , R
′
4(
~k′) =
1
N
∑
~k
γ~k′−~kv
2
~k
. (4.44)
Note that using the summation properties of γ~k (discussed in chapter 3) we see that
the R1...4 are suppressed in the large-d limit at least as 1/d (see appendix C.1).
As argued earlier, normal ordering of H4 in terms of τ operators will generate
additional bilinear terms apart from the one appearing in (4.35) at harmonic level.
Thus the bilinear part in terms of τ can be written as H′2 = H′2a +H′2b where
H′2a =
∑
~kα
ω~kτ
†
~kα
τ~kα (4.45)
is the leading-order piece from H2, and
H′2b =
∑
~kα
[
C~kτ
†
~kα
τ~kα +
D~k
2
(τ †~kατ
†
−~kα
+ h.c.)
]
(4.46)
contains the bilinear terms generated from normal-ordering of H4, with
C~k = qJ
[
2(u2~k + v
2
~k
)R′4 − 4u~kv~kR′3 − (2γ~kR1 + 8γ~kR2)(u~k + v~k)2 (4.47)
−4(R3 +R4)(2u2~k + 2v
2
~k
+ u~kv~k)
]
,
D~k = qJ
[
4u~kv~kR
′
4 − 2(u2~k + v
2
~k
)R′3 − (2γ~kR1 + 8γ~kR2)(u~k + v~k)2 (4.48)
−2(R3 +R4)(u2~k + v
2
~k
+ 8u~kv~k)
]
.
It is important to note here that all terms in both C~k and D~k are of order 1/d or
smaller owing to the large-d limit behavior of R1...4 discussed earlier. Consequently the
contribution of H′2b is suppressed relative to H′2a in the large-d limit. In the following
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sections we will see that in fact perturbative corrections from all the interaction terms
are suppressed in increasing powers of 1/d in the this limit.
Next we consider the quartic term which reads as
H′4 =
1
N
∑
1234
[
δ1+2+3+4Φ41(τ
†
1ατ
†
2ατ
†
3βτ
†
4β + τ1ατ2ατ3βτ4β) (4.49)
+ δ1+2−3−4(Φ42τ
†
1ατ
†
2ατ3βτ4β + Φ43τ
†
1ατ
†
2βτ3ατ4β)
+ δ1+2+3−4Φ44(τ
†
1ατ
†
2ατ
†
3βτ4β + τ
†
4βτ3βτ2ατ1α)
]
where the momenta have been abbreviated according to ~k1 ≡ 1 etc., and the vertex
functions Φ41 . . .Φ44 are given in Appendix C.2. As a quick cross check of the terms in
the Hamiltonian, we note that for d = 2 our expressions (4.42)–(4.49) agree with those
given in ref. [61].
In the asymmetric case, κ 6= 0, the cubic term is also present and relevant for order
1/d calculation. It reads:
H′3 =
1√
N
∑
123
εαβγ
[
δ1+2+3Φ31(τ
†
1ατ
†
2βτ
†
3γ − τ1ατ2βτ3γ) (4.50)
+δ1+2−3Φ32(τ
†
1ατ
†
2βτ3γ − τ †3γτ2βτ1α)
+δ2+3−1Φ33(τ
†
3γτ
†
2βτ1α − τ †1ατ2βτ3γ) (4.51)
+δ1−2+3Φ34(τ
†
1ατ
†
3γτ2β − τ †2βτ3γτ1α)
]
,
with its vertex functions Φ31 . . .Φ34 listed in appendix C.2.
4.4.5 Evaluation of diagrams in the large-d limit
As shown in the last section, in the large-d limit, the 1/d suppression of expectation
values at harmonic level, and the structure of normal-ordered terms hints towards the
usefulness of 1/d as a small parameter. In this case, the calculation of observables
involves diagrammatic perturbation theory, due to the presence of interaction terms.
To clearly demonstrate our procedure of generating a systematic 1/d expansion, we
consider here a sample diagram and evaluate the self energy in the large-d limit.
Let us consider a sample self-energy diagram involving two cubic vertices, with the
full structure of the cubic Hamiltonian piece given in eq. (4.50). To be precise, we focus
on a normal self-energy diagram involving two Φ31 vertices, which furthermore have
τx as external legs with frequency ω and momentum ~k, fig. 4.2. Its explicit expression
reads:
ΣΓ =
i
2π
∫
dω1dω2
1
N
∑
~k1~k2
Γ(~k,~k1, ~k2)G0N(~k1, ω1)
× G0N(~k2, ω2)δ(ω + ω1 + ω2)δ~k+~k1+~k2 (4.52)
where G0N is the normal τ Green’s function for the unperturbed Hamiltonian,
G0N(~k, ω) =
1
ω − ωk
(4.53)
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(a)Figure 4.2: Sample self-energy diagram with two cubic Φ31 vertices. The external
momentum and frequency are ~k and ω respectively. This figure is taken from ref. [55].
and Γ(~k,~k1, ~k2) represents product of vertex functions and respective permutations of
the legs of the cubic vertex corresponding to this diagram (~ky ≡ ~k1, ~kz ≡ ~k2, ω~ky ≡
ω1, ω~kz ≡ ω2).
More precisely,
Γ(~k,~k1, ~k2) = Γ1(~k,~k1, ~k2) + Γ2(~k,~k1, ~k2) + Γ3(~k,~k1, ~k2) (4.54)
with
Γ1(~k,~k1, ~k2) =2
[
Φ31(~k~k1~k2)Φ31(~k~k1~k2)− Φ31(~k~k1~k2)Φ31(~k~k2~k1)
+ Φ31(~k~k1~k2)Φ31(~k2~k~k1)− Φ31(~k~k1~k2)Φ31(~k1~k~k2)
+Φ31(~k~k1~k2)Φ31(~k1~k2~k)− Φ31(~k~k1~k2)Φ31(~k2~k1~k)
]
, (4.55)
Γ2(~k,~k1, ~k2) =2
[
Φ31(~k2~k~k1)Φ31(~k~k1~k2)− Φ31(~k2~k~k1)Φ31(~k~k2~k1)
+ Φ31(~k2~k~k1)Φ31(~k2~k~k1)− Φ31(~k2~k~k1)Φ31(~k1~k~k2)
+Φ31(~k2~k~k1)Φ31(~k1~k2~k)− Φ31(~k2~k~k1)Φ31(~k2~k1~k)
]
, (4.56)
Γ3(~k,~k1, ~k2) =2
[
Φ31(~k1~k2~k)Φ31(~k~k1~k2)− Φ31(~k1~k2~k)Φ31(~k~k2~k1)
+ Φ31(~k1~k2~k)Φ31(~k2~k~k1)− Φ31(~k1~k2~k)Φ31(~k1~k~k2)
+Φ31(~k1~k2~k)Φ31(~k1~k2~k)− Φ31(~k1~k2~k)Φ31(~k2~k1~k)
]
. (4.57)
The factors of 2 arise from permutations that yield identical contributions as the ones
that appear above, e.g., Φ31(~k~k2~k1)Φ31(~k~k2~k1)=̂Φ31(~k~k1~k2)Φ31(~k~k1~k2).
For the purpose of illustration we will now show the explicit calculation using Γ1
as the vertex function. We first perform the frequency integral in (4.52) which yields
ΣΓ1 =
1
N
∑
~k1~k2
Γ1(~k,~k1, ~k2)
−ω − ω1 − ω2
δ~k+~k1+~k2 . (4.58)
The remaining momentum integration is the backbone of the 1/d expansion. We recall
that momentum sums of powers of γ~k scale as powers of 1/d, see equations (3.6)–(3.9).
In particular, a momentum sum of γ2n+1~k is zero and that of γ
2n
~k
scales as 1/dn (plus
possible higher-order terms). As a consequence, as discussed in detail in chapter 3,
any analytic function f(γ~k) can be Taylor-expanded in γ~k under a momentum integral.
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This will generate an expansion in 1/d after the momentum integration. Recall that
our small parameter is 1/d and not γ~k.
The actual calculation requires the γ~k expansions of the mode energy and the
Bogoliubov coefficients, eq. (C.1), as input. As we restrict our attention to order 1/d
of the self-energy, we can approximate u2~k ≈ 1 and ω~k ≈ J , since Γ1 involves factors
of γ~k and v~k which will generate at least one factor of 1/d. Obtaining higher orders is
straightforward, but tedious, and requires the inclusion of higher orders for u2~k and ω~k.
Hence, to order 1/d eq. (4.58) reduces to
ΣΓ1 = −
1
ω + 2J
1
N
∑
~k1
Γ1(~k,~k1,−~k1 − ~k) . (4.59)
Here we now need to collect only those terms which are O(γ2~k), as
∑
γ2~k ∝ 1/d. For
instance, we need terms like u2~ku
2
~k1
v2−~k−~k1
etc. This yields
ΣΓ1 = −
2γ~kκ
2K2
ω + 2J
1
N
∑
~k1
[
γ~ku
2
~k
u2~k1v
2
−~k−~k1
− 2γ~ku~kv~ku~k1v~k1u−~k−~k1v−~k−~k1
+ γ~kv
2
~k
v2~k1u
2
−~k−~k1
− γ~ku2~ku~k1v~k1u−~k−~k1v−~k−~k1 + 2γ~ku~kv~ku
2
~k1
v2−~k−~k1
− γ~kv2~ku~k1v~k1u−~k−~k1v−~k−~k1 + u~kv~kγ~k1u
2
~k1
u−~k−~k1v−~k−~k1 − v
2
~k
γ~k1u~k1v~k1v
2
−~k−~k1
− u~kv~ku2~k1γ~k2u−~k−~k1v−~k−~k1 + v
2
~k
u~k1v~k1γ~k2u
2
−~k−~k1
]
. (4.60)
Using the definitions of R1...5 in Eqs. (4.43) and (4.44), this can be converted into
ΣΓ1 = −
2γ~kκ
2K2
ω + 2J
{
γ~ku
2
~k
[
R2 −R′5(~k)
]
+ v2~k
[
γ~kR2 − γ~kR′5(~k)−R3 +R′3(~k)
]
+ u~kv~k
[
2γ~kR2 − 2γ~kR′5(~k)−R3 +R′3(~k)
]}
. (4.61)
A similar calculation for the Γ2 and Γ3 combination of vertices results in:
ΣΓ2 = O(1/d2), (4.62)
ΣΓ3 = −
2κ2K2
ω + 2J
{
v2~k
[
γ~kR
′
3(
~k)− γ~kR3 +
1
2d
− γ~k
2d
]
+ γ~ku~kv~k
[
R′3(
~k)−R3
]}
. (4.63)
Finally, summing all the contributions gives the total self energy to order 1/d for the
diagram under consideration
ΣΓ = ΣΓ1 + ΣΓ2 + ΣΓ3 , (4.64)
ΣΓ(~k, ω) = −
2κ2q2J2
ω + 2J
{
v2~k(1− γ~k)
2d
+ 2γ~k(v
2
~k
+ u~kv~k)
[
R′3(
~k)−R3
]
+ γ2~k(u~k + v~k)
2
[
R2 −R′5(~k)
]}
+O
(
1
d2
)
. (4.65)
We see here that the self energy is suppressed at least as 1/d. In fact this holds for all
the diagrams arising from the interaction part of the Hamiltonian. This then means
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that in the limit d→∞, the harmonic approximation becomes exact! From the above
procedure it is also clear how to systematically go to higher orders in 1/d. In a nutshell,
the recipe to generate a systematic 1/d-expansion to order 1/dn is: identify the power
m of γ~k which under momentum summation yields O(1/dn), and then retain all the
terms up to O(γm~k ) inside the momentum integral to get the final expression.
Note that any given diagram in the large-d limit has a power series expansion in
1/d which starts at a particular order in 1/d. So at a given order n, we just have to
collect those diagrams whose expansion starts at O(1/dn) or below. Thus we need only
a finite number of diagrams to a given order in 1/d. Also, it is clear from the above
discussion that these diagrams do not have a simple loop expansion.
The calculation for other diagrams used to evaluate observables in the later sections
follows the same strategy as outlined here. Typically only a small fraction of possible
vertex contributions of a given diagram eventually contributes to order O(1/d). For
higher orders, the use of computer algebra is indispensable.
4.5 1/d expansion for observables
Having established the diagrammatic procedure in the last section, we are now ready
to calculate observables with the perturbative contributions being arranged in an ex-
pansion in 1/d. For the Hamiltonian in eq. (4.41) we have,
H = H′0 +H′2a︸ ︷︷ ︸
exactly solvable
+H′2b +H′3 +H′4 +H′5 +H′6︸ ︷︷ ︸
perturbation
(4.66)
where the unperturbed piece H′2a is defined in eq. (4.45) and the relevant perturbation
terms are given by eq. (4.50) and (4.49). In this work we will calculate leading
corrections beyond the harmonic approximation, i.e. we will go one order higher in
1/d than that obtained at the harmonic level. As will become clear below, these
corrections will enter at different orders in 1/d for different observables.
We will exclusively work at zero absolute temperature. This greatly reduces the
number of contributing diagrams as all closed (unidirectional) loops of τ particles vanish
in the vacuum state. Evaluating individual diagrams involving cubic or quartic vertices
typically leads to a large number of terms, most of which turn out to not contribute to
the leading 1/d corrections. Since we have already discussed the diagrammatic scheme
in previous section we will mostly quote the relevant results only.
4.5.1 Ground-state energy
In general, for phase transitions one has to consider the free energy but at T = 0
we only need to consider the ground-state energy. Since we are working in terms of
dimer lattice sites it is convenient to consider the ground-state energy per dimer. The
harmonic-approximation result easily follows from H0 and H2 (4.35):
Eharm0
JN
= −3
4
+
3
2JN
∑
~k
(ω~k − A~k)
d→∞
= − 3
4
− 3
8
q2
d
. (4.67)
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(a) (b) (c)
Figure 4.3: Feynman diagrams for the ground-state energy which contribute to order
1/d2. This figure is taken from ref. [55].
The last expression involves to a leading order in 1/d, an expansion of the square-
root in the expression of ω~k (4.36) to order γ
2
~k
. Subsequently, momentum summation
properties of γ~k are used.
At the harmonic level, the ground-state energy involves the zero-point energy con-
tribution apart from the trivial product-state energy part. We see that the zero-point
energy contribution starts at order 1/d (and has higher order contributions). Now the
higher-order perturbative terms contribute to ground-state energy in two ways: (i)
normal-ordering in τ basis generates constant terms; (ii) diagrammatic contributions.
Since we aim to go beyond the harmonic-approximation, we shall calculate all contri-
butions to the ground-state energy to order 1/d2. It turns out that normal ordering
of H5 and H6 contribute only at order 1/d3 and higher since it involves momentum
summation over factors of γ5~k or higher. Similarly, all the diagrams for the ground-
state energy involving vertex from H′5 or H′6 are suppressed by factor of 1/d3 or higher.
Hence to order 1/d2 we only have to calculate contributions from H4. We have already
expressed the contribution from normal ordering of H4 in the expression for H′0 (4.42).
Using the expressions for Rs to order 1/d2 we get
H′0
JN
= −3
4
− 3q
2
8d
− 3q
3
16d2
+
27q4
64d2
. (4.68)
We will now calculate the diagrammatic contributions from the cubic and quartic
vertices (see appendix C.2 for explicit expressions). Up to order 1/d2 there are two
diagrams contributing in the κ = 0 case, figs. 4.3(a,b), and one further diagram in-
volving cubic vertices which are non-zero only for κ 6= 0, fig. 4.3(c). The ground-state
energy is then sum of all these contributions, E0 = H′0 +E4.3(a)0 +E4.3(b)0 +E4.3(c)0 . The
diagram in Fig. 4.3(a), being of second order in H′2b, evaluates to
E
4.3(a)
0 = −3
∑
~k
D2~k
4ω~k
. (4.69)
The vertex D~k (4.48) is of order 1/d, and so only those terms in E
4.3(a)
0 will contribute
to order 1/d2 which are not further suppressed by the momentum summation. This
implies to approximate ω~k (4.36) by its zeroth-order term in γ~k, ω~k ≈ J , and leads to
E
4.3(a)
0
JN
= −3q2(R3 +R4)2 = −
3
16
q4
d2
(4.70)
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to order 1/d2.
Let us now turn to the second-order H′4 diagram, shown in Fig. 4.3(b). We ob-
serve that this has vertices Φ41 of order 1/d
0, but will be suppressed at least down to
1/d2 by internal momentum summations involving γ~k or v~k factors from the vertices.
Hence, the energies of the internal particle lines can again be approximated by ω~k ≈ J .
Enumerating all possible contractions (in this case 4!) of internal lines and using the
explicit form of Φ41 we find to order 1/d
2:
E
4.3(b)
0
JN
= −3
8
q4
d2
. (4.71)
Similarly, we find the contribution from the cubic diagram to order 1/d2:
E
4.3(c)
0
JN
= −κ
2q2
3J2
(
R2
2d
−R23
)
= 0 . (4.72)
Note that this is an accidental cancellation, leading to a κ-independent ground-state
energy to order 1/d2. We do not expect such cancellations at higher orders, see also
eq. (4.137) below.
Collecting all terms gives our result for E0:
E0
JN
= −3
4
− 3
8
q2
d
− 3
16
q3
d2
− 9
64
q4
d2
+O
(
1
d3
)
. (4.73)
The ground-state energy being analytic up to the critical point is consistent with the
mean-field value[5] α = 0 for the specific-heat critical exponent α.
4.5.2 Triplon dynamics
As discussed in the introductory part, in the quantum paramagnetic phase we have
triply degenerate spin-1 triplon excitations and we calculated the corresponding dis-
persion relation in the harmonic approximation in sec. 4.4.2. We see that the result at
the harmonic approximation corresponds to the zeroth order in a 1/d expansion and in
the following we shall calculate corrections to order 1/d. As in the case of ground-state
energy, even in this case the interaction terms only up to quartic order in t are rele-
vant. It is worth mentioning that the degeneracy of triplons remains intact since the
Hamiltonian, including the interaction pieces, is symmetric with respect to the three
triplon modes.
To systematically account for corrections coming from the interaction terms we need
to evaluate self-energy diagrams, and solve the coupled Dyson equation (see appendix
A) to obtain the full Green’s function. Triplon dispersion is then given by the pole of
the Green’s function. As we have seen in section 4.4.5, every self-energy diagram has
an expansion in powers of 1/d and hence it is clear that the dispersion2 will also have
a systematic 1/d expansion. More importantly, in the large-d limit all self-energies
are suppressed at least as 1/d, which means that the perturbative corrections to the
2It will be shown below that actually square of the dispersion has an analytic expansion in powers of
1/d everywhere in the phase diagram including the critical point, while that for dispersion is ill-defined
at the critical point.
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dispersion start only at order 1/d. Taking into account both the normal and anomalous
τ diagrams, and solving the Dyson equation (A.1) we obtain the following expression
for the normal and anomalous Green’s functions:
GN(~k, ω) = ω + ω~k + ΣN(
~k,−ω)
Ξ(ω,~k)
, (4.74)
GA(~k, ω) = −ΣA(
~k, ω)
Ξ(ω,~k)
(4.75)
with
Ξ(ω,~k) =
[
ω + ω~k + ΣN(
~k,−ω)
][
ω − ω~k − ΣN(~k, ω)
]
+ ΣA(~k, ω)ΣA(~k,−ω) . (4.76)
Consequently, the equation for the renormalized pole energies Ω~k is
Ξ(Ω~k,
~k) = 0 . (4.77)
In general solving the above equation would require evaluating the self-energies ΣN,A
at ω = Ω~k. This will, in general, lead to a complicated polynomial equation in Ω~k.
However in the large-d formalism things become somewhat simpler. In the large-d
limit, we anticipate a 1/d expansion for the dispersion that is
Ω~k = ω~k +
ω(1)
d
+O
(
1
d2
)
. (4.78)
Also, for the 1/d expansion this means that the energy argument of ΣN,A itself needs to
be expanded in 1/d. For the analysis of positive-energy pole we expand the self-energy
according to:
ΣN(~k,±Ω~k) = ΣN± + (Ω~k − ω~k)Σ′N± , (4.79)
with the abbreviations
ΣN± = ΣN(~k,±ω~k), Σ′N± =
∂ΣN(~k,±ω)
∂ω
∣∣∣∣∣
ω=ω~k
. (4.80)
In the following, we calculate Ω~k up to order 1/d only. We observe that self-energies
are suppressed at least as 1/d and (Ω~k − ω~k) ∝ 1/d. This means that we can neglect
ΣA(~k, ω)ΣA(~k,−ω) term in eq. (4.76) since it is of order 1/d2. Similarly we can neglect
(Ω~k − ω~k)Σ′N± term in eq. (4.79) and approximate ΣN(~k,±Ω~k) ≈ ΣN±. Thus from
eq. (4.76) the positive-energy pole equation reduces to
Ω~k − ω~k − ΣN+ = 0 . (4.81)
Note that for the analysis of negative-energy pole the prescription is same as above,
with the only difference being that now the self-energy is to be expanded around −ω~k.
As discussed earlier in chapter 3, expansions have to be used with care in the vicinity
of the quantum critical point. We have to be careful in identifying observables which
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Figure 4.4: Feynman diagrams for the normal τ self-energy up to order 1/d, with
vertices from H′2b and H′4. This figure is taken from ref. [55].
will have an analytic expansion even at the critical point. In particular, in this case Ω~k
will not have a well-defined 1/d expansion near ~k = ~Q when the gap closes. However,
Ω2~k can be expected to be analytic for the same reason as ∆
2 ∝ (qc − q)2νz = qc − q
is analytic. Consequently, we shall square eq. (4.81) and thus work with the following
dispersion expression, valid to order 1/d:
Ω2~k = ω
2
~k
+ 2ω~kΣN+ . (4.82)
For calculations to higher order in 1/d, we would require to incorporate the anoma-
lous self-energy part, self-energy derivatives as well as the square of self-energies, thus
modifying the above equation.
Let us now turn our attention to calculate the normal self-energy in the symmetric
case, i.e. κ = 0. In fig. 4.4 we have sketched the Feynman diagrams contributing to
order 1/d. The evaluation of these diagrams is on the same lines as discussed in section
4.4.5 namely perform the frequency integral and then approximating the energies of the
internal particle lines by ω~k ≈ J perform the large-d momentum integration. According
to these guidelines we get the following contributions from these diagrams to order 1/d:
Σ4.4(a)(~k, ω) = C~k , (4.83)
Σ4.4(b)(~k, ω) = Σ4.4(c)(~k, ω) = −γ~kq2J(R3 +R4)(u~k + v~k)2 , (4.84)
Σ4.4(d)(~k, ω) =
q2J2
ω − 3J
[
4γ2~k(u~k + v~k)
2R2 + 8γ~k(u
2
~k
+ u~kv~k)R3 +
2u2~k
d
]
, (4.85)
Σ4.4(e)(~k, ω) =
−q2J2
ω + 3J
[
4γ2~k(u~k + v~k)
2R2 + 8γ~k(v
2
~k
+ u~kv~k)R3 +
2v2~k
d
]
. (4.86)
The frequency integrals in these diagrams is straightforward and so we briefly mention
the way to go on with the momentum integrations. Evaluating Σ4.4(a) is trivial. For
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(a) (b)
Figure 4.5: Feynman diagrams for the contribution of cubic (H′3) terms to the normal
τ self-energy up to order 1/d. This figure is taken from ref. [55].
Σ4.4(b) and Σ4.4(c) we need the bilinear vertex D~k/2 (4.48) and the quartic vertex Φ44. In
each case, there are 3 combinations corresponding to the choice of external leg from one
of the three τ † (or τ) and on top of this a factor of 2! arising from internal permutations.
So in total there are 6 permutations involved3. Now the diagram for Σ4.4(d) involves two
quartic vertices, both Φ44, and it is easy to see that the total number of permutations
involved is 3! = 6. The diagram for Σ4.4(e) is again composed of two quartic vertices,
both Φ41, thus giving rise to a total number of permutations equal to 4 × 4! = 96.
Moreover, in each of these diagrams we have to be careful with the spin labels in the
τ operators since the propagator involving two different types of τs is zero.
Using the explicit expressions for the Bogoliubov coefficients (4.38), the R1...4 (ap-
pendix C.1), and then inserting all the explicit expressions in eq. (7.50), we obtain the
1/d expansion for the triplon dispersion in the symmetric case κ = 0:
Ω2~k
J2
= 1 + 2γ~kq +
1
d
(2q2 − γ2~kq
3) +O
(
1
d2
)
. (4.87)
We see that interactions generically increase the triplon energy (for q < 2 which holds
everywhere in the disordered phase treated here) – this is of course expected for domi-
nantly repulsive quartic interactions. We can now try to write a 1/d expansion for Ω~k/J
from the above expression. It means that we have to perform a square-root expansion
of eq. (4.87). It is then immediately clear that this is a well defined procedure only if
the leading order term ω~k =
√
1 + 2γ~kq is non zero. Hence an expansion for Ω~k/J is
valid everywhere except for ~k = ~Q at criticality. Although the above expression gives
an impression that a 1/d expansion is simply an expansion in powers of q or γ~k, it will
become clear in the following that this is not the case. It is a particular property of
the symmetric case that the non-trivial factors of q and γ~k vanish.
In the asymmetric case, κ 6= 0, additional self-energy diagrams involving cubic
vertices contribute to order 1/d and these are sketched in fig. 4.5. As explained earlier,
fifth order terms in τ are irrelevant at this level. These diagrams are evaluated using
the same prescription as discussed above for the quartic terms. To order 1/d, these
3One can also see this as simply a permutation of three τ † (or τ) giving rise to 3! = 6 permutations.
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diagrams have following contributions:
Σ4.5(a)(~k, ω) =
2κ2q2J2
ω − 2J
{
u2~k(1− γ~k)
2d
+ 2γ~k(u
2
~k
+ u~kv~k)
[
R′3(
~k)−R3
]
+ γ2~k(u~k + v~k)
2
[
R2 −R′5(~k)
]}
(4.88)
Σ4.5(b)(~k, ω) =
−2κ2q2J2
ω + 2J
{
v2~k(1− γ~k)
2d
+ 2γ~k(v
2
~k
+ u~kv~k)
[
R′3(
~k)−R3
]
+ γ2~k(u~k + v~k)
2
[
R2 −R′5(~k)
]}
, (4.89)
see appendix C.1 for R′5. Here, the momentum integration in Σ
4.5(a) involves different
combinations of two out of the three cubic vertices, Φ32,Φ33 and Φ34, which gives 9
permutations. Here internal permutation is not required due to εαβγ. Similarly, Σ
4.5(b)
involves only Φ31 and gives rise to 3 permutations. Taking into account these additional
contributions from the cubic-vertex self-energy diagrams the triplon dispersion is as
follows:
Ω2~k
J2
= 1 + 2γ~kq+
1
d
(2q2− γ2~kq
3) +
κ2q2(1− γ~k)(6 + 14γ~kq + 6γ2~kq
2)
(2γ~kq − 3)d
+O
(
1
d2
)
. (4.90)
We see that in the above expression, unlike the symmetric case, there are terms
which are not simply powers of q or γ~k. This explicitly shows that the 1/d expansion
is not a simple an expansion in powers of q or γ~k. The non-trival denominator in
the κ2/d correction of eq. (4.90) arises as a product of the denominators in the self-
energies (4.88) and (4.89), evaluated at ω = ω~k, and unlike the symmetric case this is
not canceled by identical factors in numerator. Later on we will make a comparison
with a small-q expansion and in that case we need to perform a double expansion:
expansion in 1/d (which is shown above) and on top of this an expansion in small q
which involves expanding the non-trivial denominator. After doing this we will see that
our results are in agreement with the small-q expansion result and thus reconfirming
the correctness of our result.
It is clear that to all orders any momentum dependence can arise only via interaction
structure factor γ~k. However it need not be just γ~k. At higher orders, γ2~k, γ3~k etc.
may appear as well. The dispersion results, for concrete values of d, are illustrated in
fig. 4.6. We can clearly see that quantum fluctuations increase the energy as compared
to the harmonic level result.
4.5.3 Triplon decay
We can see from their explicit expressions that the self-energies are purely real for all
the relevant frequencies. Thus there is no triplon damping. In fact, this result is not
restricted to order 1/d but present at all orders. The triplon density of states is strongly
peaked at ω = J in the large-d limit, since the typical γ~k is small. To be precise, the
density of states for ω 6= J is exponentially small [53] as d → ∞. Consequently, the
same applies to the density of states of multi-triplon continua which are responsible
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Figure 4.6: Triplon dispersion (4.90) derived from the 1/d expansion for the coupled-
dimer model (4.2). Results shown for d = ∞ (solid), d = 3 with κ = 0 (dashed), and
d = 3 with κ = 1 (dash-dot), where κ is the asymmetry parameter (4.3). Left: results
for a fixed q = Kd/J = 0.45. Right: results at criticality, q = qc, where here qc is
defined by Ω ~Q = 0 with Ω~k from eq. (4.90) at fixed d; the value of this qc is distinct
from the expansion result (4.94) evaluated at fixed d. Figure taken from ref. [55].
for damping, such that all damping rates (inverse lifetimes) are exponentially small in
1/d and thus vanish to all orders in a 1/d expansion.
Note that the poles in the self-energies, located at ±2J and ±3J at order 1/d,
produce additional spectral weight in the triplon propagators near these frequencies.
This weight takes the form of poles with strengths of order 1/d. This mimics the
incoherent continuum present at a finite d.
4.5.4 Gap, mode velocity, and phase boundary
The minimum of the triplon dispersion gives the excitation gap, ∆, of the paramagnetic
phase. We saw in the harmonic approximation that the minimum of triplon dispersion
occurs at ~k = ~Q ≡ {π, π, . . .}. Now with 1/d corrections the minimum of triplon
dispersion is still located at ~Q and so ∆ = Ω ~Q. This yields
∆2
J2
= 1− 2q + 1
d
(2q2 − q3)− 2κ
2q2(6− 14q + 6q2)
(2q + 3)d
+O
(
1
d2
)
(4.91)
and is graphically shown in Fig. 4.7. As in the case of the triplon dispersion, we find
that an expansion for ∆2 is well-behaved even at criticality. An expansion for ∆ is
well-defined everywhere apart from the the quantum critical point.
Another physical quantity of interest is the mode velocity. This is nothing but the
slope of triplon dispersion close to ~Q. Near ~Q we can expand γ~k ≈ −1 +
∑
n(kn −
π)2/(2d). This yields the parametrization
Ω2~k = ∆
2 +
c2
d
(~k − ~Q)2 , (4.92)
with the mode velocity c given by
c
J
=
√
q+
q5/2
2d
− κ
2q3/2
2(2q + 3)d
[
(6− 14q + 6q2)(2q − 3)
2(2q + 3)
+ 14q − 12q2
]
+O
( 1
d2
)
. (4.93)
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Figure 4.7: Triplon gap (4.91) is plotted for d =∞ (solid), d = 3 with κ = 0 (dashed),
and d = 3 with κ = 1 (dash-dot). Figure taken from ref. [55].
Here we see that c/J has a regular expansion everywhere in the paramagnetic phase
including the quantum critical point, since the velocity at the leading order does not
vanish at the criticality. In a situation where phase transition is driven by vanishing
of velocity4 we would expect that c2 would be the correct observable to write a 1/d
expansion.
As argued earlier, vanishing of the excitation gap locates the phase boundary, qc,
to the magnetically ordered phase. In order to obtain the phase boundary in a 1/d
formalism, we need to solve the equation5 ∆2(qc) = 0 using the ansatz qc = 1/2+qc1/d.
Thus, to order 1/d we obtain the phase boundary:
qc =
1
2
+
(
3
16
+
κ2
32
)
1
d
+O
(
1
d2
)
. (4.94)
In d = 2 and for κ = 0, above result for the critical coupling of the Heisenberg
bilayer model is significantly smaller than the value known from QMC calculations
[62], see fig. 4.8. This indicates sizeable contributions from higher orders in the 1/d
expansion, which we do not evaluate in the present work. However, notably for d = 3
and κ = 0, which is a relevant model corresponding to experimentally well-studied
material TlCuCl3, the agreement between our result at order 1/d and the recent QMC
calculation [63] is satisfactory.
Also note that solving the equation ∆2(qc) = 0 using the truncated series (4.91) for
finite d yields a value for qc which is distinct from qc as given by the truncated series
(4.94) for the same finite d. The reason is simply that ∆2 from eq. (4.91) evaluated at
qc from eq. (4.94) contains 1/d
2 terms which do not vanish.
Apart from the regular 1/d expansion we can also study the behavior of triplon
excitation gap near the quantum critical point. As discussed earlier, since we work in
the large-d limit, we can access only mean-field critical exponents. This means that
∆ ∝ √qc − q corresponding to ν = 1/2 and z = 1. We can precisely calculate the
4Such phase transitions are possible out of a magnetically ordered phase where the gap is always
zero.
5Note that one cannot use any other power of ∆2 to obtain qc. This is because it leads to a mixing
of terms from different orders in 1/d, which is not a consistent way to deal with systematic expansions.
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Figure 4.8: Phase diagram of the coupled-dimer model (4.2) on a hypercubic lattice
as function of the control parameter q = Kd/J and the inverse spatial dimension 1/d.
The solid red line shows our result (4.94) for the phase boundary qc to order 1/d for
the symmetric case κ = 0 (4.3). The blue cross marks QMC result for d = 2 obtained
in ref. [62]. The orange cross marks the QMC result for d = 3 as obtained in ref. [63].
pre-factor, which is related to the mass of the triplon excitation in the corresponding
φ4 field theory, for this relation in a 1/d fashion. A few steps of simple algebra leads
us to the following desired relation:
∆
J
=
[√
2− 5
8
√
2d
+O
(
1
d2
)]√
qc − q . (4.95)
Later in the next chapter we shall make connection to the analogous expression in the
magnetically ordered phase. Finally to complete this discussion we also quote the 1/d
expansion for the mode velocity at the quantum critical point:
c
J
=
1√
2
+
5
16
√
2d
+O
(
1
d2
)
. (4.96)
4.5.5 Triplet density
We continue by calculating additional local static observables. For this purpose we
will need expectation values of certain bilinear combination of τ particles which can
be calculated easily from the full Green’s function as follows:
〈τ~kτ
†
~k
〉 = ı lim
t→0+
∫
dω
e−ıωt
2π
GN(~k, ω) = 1 + Σ′N+ , (4.97)
〈τ~kτ−~k〉 = ı limt→0
∫
dω
e−ıωt
2π
GA(~k, ω) = −
ΣA+
Ω~k + Ω
−
~k
. (4.98)
The second equality in above equations is obtained using the expression (4.74) and
expanding the self-energy around Ω~k, and we have defined
Ω−~k = ω~k(1− 2Σ
′
N−) + ΣN−. (4.99)
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Figure 4.9: Feynman diagrams for anomalous self-energies contributing to order 1/d
in the symmetric case, κ = 0 (4.3). Figure taken from ref. [55].
As we see we also need the contributions from the anomalous self-energies. The relevant
diagrams in the symmetric case, κ = 0, to order 1/d are shown in fig. 4.9. Their
evaluation is on the same lines as discussed in the previous subsections. We thus have
the following expressions for the anomalous self-energies:
Σ4.9(a)(~k, ω) = D~k, (4.100)
Σ4.9(b)(~k, ω) = −2γ~kq2JR3(u2~k + u~kv~k), (4.101)
Σ4.9(c)(~k, ω) = −2γ~kq2JR3(v2~k + u~kv~k), (4.102)
Σ4.9(d)(~k, ω) =
q2J2
ω − 3J
[
4γ~k(u~k + v~k)
2(γ~kR2 +R3) +
2u~kv~k
d
]
, (4.103)
Σ4.9(e)(~k, ω) =
−q2J2
ω + 3J
[
4γ~k(u~k + v~k)
2(γ~kR2 +R3) +
2u~kv~k
d
]
. (4.104)
The local triplet density 〈t†iαtiα〉 per site vanishes as d → ∞ as well as q → 0 for
any d as stated above. In the harmonic approximation we have
∑
i〈t†iαtiα〉/N = R2,
see Appendix C.1. Perturbative corrections, which can be calculated based on the
τ -particle self-energies, start only at order 1/d2, such that we have:
1
N
∑
i
〈t†iαtiα〉 =
q2
8d
+O
(
1
d2
)
. (4.105)
Notably, obtaining the complete 1/d2 contribution would require self-energies at next-
to-leading order (i.e. 1/d2) which are beyond the scope of present work. This expression
is valid even in the asymmetric case.
It is instructive to consider the expectation value of site-pair creation operator,
〈t†iαt†iα〉 – this quantity must vanish as a result of the constraint (4.12). In the harmonic
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approximation we have
∑
i〈t†iαt†iα〉/N = R1. We can take into account the perturbative
corrections arising from the self-energies by substituting the relevant expressions for
the τ expectation values in the following expression:
1
N
∑
i
〈t†iαt†iα〉 =
1
N
∑
~k
〈u2~kτ
†
~k
τ †
−~k
+ v2~kτ~kτ−~k + u~kv~k
(
τ †~kτ~k + τ~kτ
†
~k
)
〉 . (4.106)
To order 1/d this gives us
1
N
∑
i
〈t†iαt†iα〉 =
1
N
∑
~k
〈u2~kτ
†
~k
τ †
−~k
〉+ 1
N
∑
k
u~kv~k . (4.107)
We must now use only γ~k independent terms in 〈τ
†
~k
τ †
−~k
〉 to obtain the result to order
1/d. This amounts to taking into account the momentum independent part of the
anomalous self-energy which then results in
1
N
∑
i
〈t†iαt†iα〉 = qR3 +R1 = 0 . (4.108)
This is in accord with the hardcore constraint. We expect this to hold order by order
in the 1/d expansion 6. As in the case of the triplet density, we need the self-energies
to order 1/d2 to calculate the expectation value of site-pair creation operator at order
1/d2. Note that the above expression is also valid for the asymmetric case because
here we required only the momentum independent part of anomalous self-energy and
this comes from κ independent D~k. It is easy to see that the additional anomalous
diagrams arising from the cubic vertices in the κ 6= 0 case are momentum dependent.
However, the expectation value of the bond-pair creation operator,
∑
〈ij〉〈t†iαt†jα〉,
involves two different sites and hence an additional factor of γ~k. As a result, following
the above recipe we can obtain the full 1/d2 correction in the symmetric case κ = 0,
with the following result:
1
Nd
∑
〈ij〉
〈t†iαt†jα〉 = −
q
4d
− (2q
2 + q3)
16d2
+O
(
1
d3
)
. (4.109)
Here a division by Nd appears because of the corresponding number of bonds involved.
4.5.6 Triplon weight in dynamic susceptibility
So far we discussed only the static observables. We will now turn our attention to
dynamic spin susceptibility and determine the weight of the triplon mode. Dynamic
spin susceptibility is an experimentally measurable quantity as mentioned in chapter
1. As in the case of previous observables we will write down a 1/d expansion for the
6The anomalous expectation value Q(d) =
∑
i〈t
†
iαt
†
iα〉/N must vanish for any physical eigenstate of
H in any dimension d. The 1/d expansion calculates Q̄(x) = Q(1/x) in a Taylor series in x. According
to our explicit results, the first two coefficients of this expansion vanish. Together with Q̄(x) = 0 for
any non-zero x this implies that Q̄(x) = 0 order by order.
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mode weight as well. Here we shall only consider the symmetric case κ = 0. Let us
first define the dynamic spin susceptibility
χα(~k, ω) = −ı
∫ ∞
−∞
dteıωt〈TtSα(~k, t)Sα(−~k, 0)〉 , (4.110)
where Tt is the time-ordering operator and the spin operators are written in the
interaction-picture. In the coupled-dimer system under consideration, the Fourier-
transformed spin operator Sα(~k) has two contributions with different form factors,
namely even (e) and odd (o) ones:
Seα = S
1
α + S
2
α = −ıεαβγt†βtγ (4.111)
Soα = S
1
α − S2α = t†αP + Ptα , (4.112)
with P the projector defined in eq. (4.14). In general the dynamic spin susceptibility
will have contributions from single-mode and multi-particle continua. But we will
focus only on extracting the single-mode contribution that is only the share from single
quasiparticle excitation. Technically this means retaining only those terms (in product
of spin operators) in (4.110) which are at most bilinear in τ operator. So henceforth we
will not consider the even channel which results only in continuum. We note, however,
that although the P in Soα generates a cubic term in τ , its normal-ordering leads to a
linear term in τ with a pre-factor proportional to 1/d as a consequence of momentum
summation. So it influences the pole weight at order 1/d and cannot be approximated
by unity.
Using the definition of Green’s function,
GN(~k, ω) = −ı
∫ ∞
−∞
dteıωt〈Ttτ~kα(t)τ
†
~kα
(0)〉 ; (4.113)
GA(~k, ω) = −ı
∫ ∞
−∞
dteıωt〈Ttτ~kα(t)τ−~kα(0)〉 (4.114)
and Bogoliubov transformation (4.32) one can write the spin susceptibility for Soα to
order 1/d in terms of the τ -Green’s functions as follows:
χ̃α(~k, ω) = (u~k + v~k)
2(1− 2R1 − 8R2)×[
GN(~k, ω) + GN(~k,−ω) + GA(~k, ω) + GA(~k,−ω)
]
. (4.115)
We are interested in the pole weight and so we need to analyze χ̃ in the vicinity of the
pole at Ω~k. Expanding the self-energies in the vicinity of ω~k and using the relations
(4.79) and (7.50) we can cast the Green’s functions into the following form:
GN(~k, ω) = (1− Σ
′
N+)
−1
ω − Ω~k
, (4.116)
GN(~k,−ω) = −(1− Σ
′
N−)
−1
ω + Ω−~k
, (4.117)
GA(~k, ω) = −ΣA+ + (ω − ω~k)Σ
′
A+
(ω − Ω~k)(ω − Ω−~k )
, (4.118)
GA(~k,−ω) = −ΣA− + (ω − ω~k)Σ
′
A−
(ω − Ω~k)(ω − Ω−~k )
, (4.119)
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valid to order 1/d. Here we have used the abbreviations Ω−~k , ΣN± and Σ
′
N± introduced
in eq. (4.99) and (4.80) and similar ones for the anomalous self-energy. Additionally,
to order 1/d we see that the anomalous self-energy have the property: ΣA+ = ΣA−
and Σ′A+ = Σ
′
A−. Putting together all the above information in (4.115) we have the
susceptibility in the vicinity of ω = ω~k
χ̃α(~k, ω) = (u~k + v~k)
2(1− 2R1 − 8R2)×{
1
ω − Ω~k
[
(1− Σ′N+)−1 − 2
ΣA+ − ω~kΣ′A+ + Ω~kΣ′A+
Ω~k + Ω
−
~k
]
− 1
ω + Ω−~k
[
(1 + Σ′N−)
−1 − 2
ΣA+ − ω~kΣ′A+ − Ω−~k Σ
′
A+
Ω~k + Ω
−
~k
]}
. (4.120)
From the above expression we can easily identify the pole weight corresponding to Ω~k
as
Z~k = (u~k + v~k)2
[
1 + Σ′N+ −
ΣA+
ω~k
− 2R1 − 8R2
]
. (4.121)
We can perform a similar analysis in the vicinity of the negative-energy pole −Ω~k. This
will require expanding the self-energies in the vicinity of −ω~k and eventually we will
be lead to an expression similar as that of above with Σ′N− and ΣA− instead.
Inserting the expressions of the self-energies evaluated in eqs. (4.100)–(4.104) and
eqs. (4.83)–(4.86), we obtain the explicit expression for the pole weight:
Z~k =
J
ω~k
{
1− q
2
2d
[
7 +
1 + γ~k − 2γ~kq + γ2~kq
1 + 2γ~kq
]}
. (4.122)
This expression is singular at the bare critical point, i.e., q = 1/2 and γ~k = −1.
However the physical pole weight must diverge for Ω~k → 0 (instead of ω~k → 0). We
thus expect
Z~k =
J
Ω~k
W~k , (4.123)
such that W~k has a regular 1/d expansion. Using this form of expression and after a
few steps of algebra we find:
W~k = 1−
q2
2d
(6 + γ~k) +O
(
1
d2
)
. (4.124)
This expression is analytic everywhere including the quantum critical point such
that we have the pole weight diverging only at criticality at ~Q. The imaginary part of
the dynamic spin susceptibility (4.120) gives the dynamic structure factor:
SS(ω,~k) = 3Z~kδ(ω − Ω~k) + 3Z−~k δ(ω + Ω
−
~k
) (4.125)
where Z−~k is the pole weight of Ω
−
~k
and the factor of 3 corresponds to the three degen-
erate modes. We have plotted the dynamic structure factor in fig. 4.10. We can see
that the maximum spectral weight corresponding to Ω~k occurs at
~Q upon approaching
the critical point, which is related to the antiferromagnetic ordering for q > qc. In
the limit q → 0, the spectral weight is equally distributed at all momenta, which is
expected because in this limit the triplon dispersion becomes dispersionless.
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Figure 4.10: Dynamic structure factor (4.125) is plotted for different values of q in
the symmetric case, κ = 0. The curve traces the triplon dispersion (4.87) and the
corresponding single-mode spectral weight (4.123) is color-coded on top. There is
no broadening in this approximation and the width of the curves is just for better
visualization. Notice that the spectral weight is maximum near ~Q as we go close to
the critical point.
4.5.7 Bond-bond correlation
Another dynamical quantity of interest is the bond-bond correlation. This observable
will be of particular interest in the ordered phase. It could be observed in a scattering
experiment. However its signal might be difficult to extract, since it represents a
correlation between the square of spin operators. But nevertheless, we as theorist can
calculate it. Analogous to the spin-spin correlation, at T = 0K bond-bond correlation
is defined as
χB(~k, ω) = −i
∫ ∞
−∞
dteiωt〈TtB~k(t)B−~k(0)〉 , (4.126)
where Tt is time-ordering operator and
Bi = ~Si · ~Si+d , (4.127)
B~k =
1√
N
∑
i
Bie−i~k·~ri , (4.128)
such that Bi represents the bond between adjacent sites i and i+ d.
Let us first consider the inter-planar case, i.e. intra-dimer bonds. In this case, ~Si
and ~Si+d correspond to ~S1i and ~S2i respectively. So,
Bi = ~S1i · ~S2i =
∑
α=x,y,z
t†iαtiα −
3
4
. (4.129)
We will again work in the single-mode approximation i.e. we will not consider contri-
butions due to continua. This technically means that in the product B~kB−~k we will
neglect all those terms which have more than two triplon operators. Following the
steps involved in the calculation of the dynamic spin susceptibility, we are then lead
to the following expression for the inter-layer bond-bond correlation in the disordered
phase:
χdisinter(
~k, ω) = N
[
9
16
− 9
2
R2 +O(1/d2)
]
δ~k,0δ(ω) . (4.130)
4.6. CONNECTION TO PERTURBATION THEORY IN SMALL K/J 73
We do not see any single-mode weight in this sector apart from the Bragg peak at
ω = 0.
Let us now turn our attention to the intra-planar case where we consider correlation
between bonds formed by nearest neighbor ~S1 (or ~S2) spins. Just as in the case of
dynamical spin susceptibility here as well we have two scenarios: even channel and
odd channel. In the even channel,
Bdi = ~Si · ~Si+d = ~S1,i · ~S1,i+d + ~S2,i · ~S2,i+d . (4.131)
Here, in the disordered phase, in the even channel we thus have:
Bdi =
1
2
[∑
α
(t†i,αPiPi+dti+d,α + t
†
i,αPit
†
i+d,αPi+d + h.c.) (4.132)
+
∑
α,β
(t†i,αt
†
i+d,βti,βti+d,α − t†i,αt†i+d,αti,βti+d,β)
]
.
Note that in the above expression all the terms are at least bilinear in t and hence
these will give only a continuum.
In the odd sector,
Bdi = ~S1,i · ~S1,i+d − ~S2,i · ~S2,i+d . (4.133)
Here again we observe that Bdi is at least bilinear in t. Hence to leading order in 1/d
there is no single particle contribution but only a continuum.
4.6 Connection to perturbation theory in small K/J
As an important cross-check for our 1/d expansion, we compare our results with those
obtained from a series expansion in small k = K/J . In the combined limit d → ∞
and q → 0 the two approaches should give same results. To accomplish this task, we
first need to perform an expansion of our results in small q on top of the obtained 1/d
expansion. Also, the series expansion in small k must be performed at an arbitrary
dimension d.
In the following we quote the series expansion in small k for the triplon dispersion
and the ground-state energy obtained by K. Coester and K. P. Schmidt (TU-Dortmund)
using the perturbative continuous unitary transformations (pCUTs) [64, 65]. Starting
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with the triplon dispersion, we have
Ω~k
J
= 1 + dγ~k k +
{[
1 + (−1 + γ~k)κ2
]
d− γ~k
2
2
d2
}
k2 +
{[
3 γ~k
8
+
5
8
+
(
− 1 + γ~k
)
κ2
]
d
+
[
−γ~k −
γ~k
2
2
+
(
2 γ~k
2 − 2 γ~k
)
κ2
]
d2 +
γ~k
3
2
d3
}
k3
+
{[
11 γ~k
16
− 9
16
+
(
− 3 γ2~k
8
+
3 γ~k
8
)
κ2 +
(3
4
− 3 γ~k
4
)
κ4
]
d
+
[
−15 γ~k
2
16
− 11 γ~k
8
+
5
16
+
(
− 17
8
+
39 γ~k
2
8
− 11 γ~k
4
)
κ2 +
(
− 1
4
− γ~k
2
+
3 γ~k
2
4
)
κ4
]
d2
+
[
3 γ~k
2
2
+
γ~k
3
2
+
(
− 3 γ~k
2
2
+
3 γ~k
3
2
)
κ2
]
d3 − 5 γ~k
4
8
d4
}
k4
+
{[
−125 γ~k
128
− 3 γ2~k
64
− 45
64
+
(
1− 17 γ~k
16
+
γ2~k
16
)
κ2 +
(5
4
− 9 γ~k
16
− 11 γ2~k
16
)
κ4
]
d
+
[
83 γ~k
64
− 15 γ~k
2
16
− 17
64
+
(
− 21
8
− 3 γ~k γ2~k
2
+
33 γ~k
2
8
)
κ2 +
(
− 3
4
+
7 γ~k
2
8
− γ~k
8
)
κ4
]
d2
+
[γ~k
32
+
35 γ~k
2
16
+
33 γ~k
3
32
+
(81 γ~k3
8
− 45 γ~k
8
− 9 γ~k
2
2
)
κ2
+
(
− 19 γ~k
2
4
+
5 γ~k
8
+
33 γ~k
3
8
)
κ4
]
d3
+
[
−5 γ~k
3
2
− 3 γ~k
4
4
+
(
γ~k
4 − γ~k3
)
κ2
]
d4 +
7 γ~k
5
8
d5
}
k5 +O(k6) . (4.134)
Now rewriting the square of the above expression in terms of q we obtain
Ω2~k
J2
= 1 + 2 γ~k q +
1
d
{(
2 γ~k λ
2 − 2λ2 + 2
)
q2 +
(
6λ2γ~k
2 − 6 γ~k λ2 − γ~k2
)
q3
+
(
6λ2γ~k
3 − 6λ2γ~k2
)
q4 +
(
4λ2γ~k
4 − 4λ2γ~k3
)
q5 +O(q6)
}
+O
(
1
d2
)
. (4.135)
We get exactly the same result after performing the double expansion in q in eq. (4.90).
Now let us consider the following expression for the ground-state energy obtained
from pCUT:
E0
JN
= −3
4
− 3
8
d k2 − 3
16
d k3 +
( 21
128
d− 9
64
d2
)
k4 +
( 57
256
d− 3
64
d2
)
k5
+
(
− 2781
1024
d− 7
256
κ2d+
273
64
d2 +
7
128
κ2d2 − 357
256
d3 − 1
32
κ2d3
)
k6
+
(
− 73293
16384
d− 353
1024
dκ2 +
53205
8192
d2 +
899
1536
d2κ2 − 8499
4096
d3 − 97
384
d3κ2
)
k7 +O(k8) .
(4.136)
Again, converting the above expression in terms of q we get
E0
JN
= −3
4
− 3
8
q2
d
+
(
− 3
16
q3 +
9
64
q4
)
1
d2
+
(
21
128
q4 − 3
64
q5 − 357
256
q6 − 1
32
λ2q6
)
1
d3
+O
(
1
d4
)
. (4.137)
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A comparison to eq. (4.73) again shows the agreement. In fact the ground-state energy
obtained in 1/d expansion already has a structure of a small q expansion. However this
is not a generic feature and is a property of the model-dependent selection rules. The
model-dependent selection rules can be used to prove [66] that only terms up to order
q2m contribute to the 1/dm term in E0, such that the above expression represents the
complete expansion up to 1/d3 of E0.
We have thus seen that the two different methods are consistent in their combined
regime of validity which provides an independent check for our 1/d expansion results.
4.7 Connection to Brueckner approach
In chapter 2 we discussed a few approaches to take into account the hard-core con-
straint. We argued that using projection operator we can conveniently generate 1/d
expansion and in fact we have already seen this in the present chapter. In section 4.5.5
we calculated the triplon density and found that it scales as 1/d. This means that in
the large-d limit, the triplet density can be treated as a small parameter. We know
one successful method in the literature, namely the Brueckner approach [41], which
relies on small triplet density. So an interesting question arises whether there is any
relation with our 1/d expansion. In the following, we will show that one can extract
our 1/d expansion for triplon dispersion from Brueckner approach. We will explicitly
demonstrate the calculation for the symmetric case, κ = 0, only. Furthermore, we will
also discuss the differences between the two approaches.
The Brueckner approach, as proposed in ref. [41], treats the hard-core constraint
by introducing an infinite onsite repulsion term,
HU = U
∑
iαβ
t†iαt
†
iβtiαtiβ, U →∞ , (4.138)
in the triplon Hamiltonian (without projectors). A renormalized quartic vertex is
obtained in the limit of large-U after a self-consistent ladder summation [41]. The
vertex function is then given by
Γ(~k, ω) = −
 1
N
∑
~p
u2~pu
2
~k−~p
ω − ω~p − ω~k−~p
−1 . (4.139)
Apart from this there would be some anomalous scattering vertices which have been
neglected. A simple justification is that all these contributions will be small com-
pared to the above vertex in the small-density limit. In the language of large-d, the
additional vertices have factors of v2k which means that upon momentum summation
these diagrams would be suppressed by one order higher in 1/d compared to the above
vertex.
Let us calculate the triplon dispersion using the self-energy obtained from the above
vertex, as well as that from the quartic terms in the triplon Hamiltonian. Note that
these are only the terms in the first line of eq. (4.18), while those in the other lines arise
from the projectors and are absent here. An important methodological difference here
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is that all the diagrammatics is done for the t particles, i.e., the following self-energies
and propagators are those of t particles as opposed to τ particles.
To leading order, the normal self-energy from HU is given by the sum of Hartree
and Fock diagrams:
ΣUα (
~k, ω) = Σαα(~k, ω) +
∑
β
Σαβ(~k, ω) ,
Σαβ(~k, ω) =
1
N
∑
~q
v2~qβΓαβ,αβ(
~k + ~q, ω − ω~qβ). (4.140)
Spin indices α, β are written here for book-keeping purposes only; both the Γ vertex
and the self-energies do not depend on α, β in the paramagnetic phase.
We see that the self-energy expression involves a factor of v2k under the momentum
summation. This is already a source for a factor of 1/d (recall that v2k ∝ γ2~k) and so to
obtain the self-energy to order 1/d we have to evaluate the vertex function Γ only to
order 1/d0. For this purpose we can approximate u2~k = 1, v
2
~k
= 0, and the mode energy
ω~p = J , such that eq. (4.139) immediately gives
Γ(~k, ω) = −(ω − 2J) +O
(
1
d
)
. (4.141)
The normal self-energy in eq. (4.140) is
ΣUN(
~k, ω) = −q
2(ω − 3J)
2d
(4.142)
up to order 1/d, where we have again set the mode energy to J and used the momentum-
summation result (D.4). Apart from this there is also an anomalous self-energy con-
tribution from the Γ vertex [67] which contributes to order 1/d. This is given by:
ΣUA(
~k, ω) =
1
N
∑
~p
u~pv~pΓ(0, 0) . (4.143)
Again, evaluating this in the large-d and using eq. (D.3), we find:
ΣKA (
~k, ω) =
1
N
∑
~p
u~pv~p2J = J
q2
2d
. (4.144)
Along with the above diagrammatic contributions coming from the hard-core repulsion
term, we need to consider the quartic terms in the triplon Hamiltonian (those which
do not arise from projectors). These are treated at Hartree-Fock level [41]. This is
equivalent to drawing one-loop diagrams for each of these quartic vertex, or normal-
ordering in the τ basis. Summing all self-energy contributions we then have:
ΣN(~k, ω) = −
q2(ω − 3J)
2d
+ 2γ~kJR4 , (4.145)
ΣA(~k, ω) = J
q2
2d
− 2γ~kJR3 . (4.146)
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Solving the Dyson equation for the t particles and retaining the coherent part we
obtain
G(~k, ω) = ωZ
−1 + A~k + ΣN(
~k, 0)
ω2
(
Z−2 − Σ′2A(~k, 0)
)
−
(
A~k + ΣN(
~k, 0)
)2
+
(
Bk + ΣA(~k, 0)
)2 (4.147)
where
Z−1 = 1− ∂ΣN(
~k, ω)
∂ω
|ω=0 = 1 +
q2
2d
, (4.148)
Σ′A(
~k, 0) =
∂ΣA(~k, ω)
∂ω
|ω=0 = 0 . (4.149)
Note that unlike the treatment in section 4.5.2 in this case we have to consider the
anomalous self-energy to evaluate the renormalized pole. This is because Bk is of order
one and hence the last term involving the anomalous self-energy in the denominator
of eq. (4.147) would contribute to order 1/d. Therefore the pole equation from the t
Green’s function (4.147) is
Ω2k =
(
Ak + ΣN(~k, 0)
)2 − (Bk + ΣA(~k, 0))2
Z−2 − Σ′2A(~k, 0)
. (4.150)
Inserting the explicit expressions of self-energy in the above equation we obtain the
expansion of the dispersion relation to order 1/d,
Ω2k
J2
= 1 + 2γ~kq +
1
d
(2q2 − γ2~kq
3) . (4.151)
This is the same result (4.87) (for κ = 0) derived in section 4.5.2.
Thus we have shown that indeed the Brueckner approximation is controlled in
the large-d limit. However we do not see a transparent way to use it for generating
a systematic 1/d expansion beyond the above result. This is because the Γ vertex
becomes extremely complicated beyond the leading order. Moreover, as noted above
this mode of calculation uses t particles for diagrammatics whereas to ensure Wick’s
theorem we must formulate the diagrammatics in terms of τ particles. For the same
reason, this is not an appropriate way to calculate the ground-state energy.
4.8 Discussion
We have seen the recipe of generating 1/d expansion for a given observable. We also
successfully calculated various static and dynamic observables for a coupled-dimer
magnet on a hypercubic lattice with nearest neighbor interaction. We note that more
complicated models with frustration can be treated in a similar way. To get an idea
consider again the general Hamiltonian in eq. (4.1). Upon re-writing it in terms of
bond operators, the coeffcients of the non-local bilinear, cubic, and quartic terms in
the real-space bond-operator Hamiltonian (4.16) are related to the Kmm
′
in eq. (4.1)
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according to
K2 = (K
11 +K22 −K12 −K21)/2,
K3 = (K
11 −K22 +K12 −K21)/2,
K4 = (K
11 +K22 +K12 +K21)/2. (4.152)
The model treated in this chapter corresponds to K2 = K4 = K and K3 = κK.
Eq. (4.152) shows that the prefactor K3 of the cubic piece vanishes provided that
the model remains invariant if in every dimer the spins 1 and 2 are inter-changed
(together with all their couplings). A non-vanishing cubic term occurs if this symmetry
is broken, which applies, in addition to the asymmetric bilayer model [41], also, e.g.,
to the staggered dimer model [68, 69] and to the alternating chain model [56, 57].
Eq. (4.152) also shows that frustration, introduced by antiferromagnetic K12 and
K21, can induce large quartic couplings which consequently also produce large 1/d
corrections.
As discussed in chapter 3, for exchange interactions beyond nearest-neighbor dimers
one needs to define a large-d rescaling scheme for every interaction such that a non-
trivial large-d limit is obtained. Also we then have to use the corresponding interaction
structure factors introduced in chapter 3.
Chapter 5
Antiferromagnetic phase
In the last chapter, we introduced our new series expansion method using 1/d, d being
the spatial dimension, as a small parameter. Using the large-d formalism together with
bond-operator theory we presented explicit calculations in the quantum paramagnetic
(disordered) phase, which occurs for q < qc in the model of coupled-dimer magnets
on a hypercubic lattice. Recall that q = Kd/J where J is the intra-dimer interac-
tion strength and K is the interaction strength between nearest neighbor dimers. In
this chapter we will continue our quest to describe the entire zero-temperature phase
diagram of coupled-dimers on a hypercubic lattice. To be precise, we will calculate
observables in the antiferromagnetic (ordered) phase (q > qc) using 1/d expansion and
show that we can smoothly connect to the disordered phase at the critical point. Most
importantly, we will show that using different criteria (for instance vanishing of gap
and order-parameter) we obtain the same phase boundary (4.94) as derived in the last
chapter and thus establish 1/d expansion as a consistent technique. In the limit of
vanishing intra-dimer interaction strength J , our model reduces to nearest neighbor
Heisenberg spin model (in this case for spin-1/2) on a hypercubic lattice, and spin-
wave theory is an efficient description. We will show that our results reproduce the
spin-wave theory results in the large-d limit. This also serves as another crosscheck for
our method.
Our model Hamiltonian (4.2) introduced in the last chapter is invariant under con-
tinuous spin rotations. In the quantum paramagnetic phase this symmetry is preserved.
However, for q > qc this symmetry (SU(2)) is spontaneously broken and the system
develops a long-range order. Consequently, the system now has gapless excitations
(magnons) as expected from the Goldstone’s theorem (see chapter 1). In fact there are
two degenerate transverse gapless modes as well as a gapped longitudinal/amplitude
mode. We have already discussed these kinds of excitations within the Mexican-hat
picture in chapter 1. We point out that the amplitude mode is often refered to as
the ‘Higgs mode’1 in condensed matter physics. We will characterize these modes and
calculate their dispersion and spectral weights within the 1/d formalism. The gapped
amplitude mode goes soft at the critical point, and using this criterion we will derive
the phase boundary as in the last chapter. Apart from this, we note that in this case
the order parameter of the phase is staggered magnetization. It is zero in the param-
1There is no Higgs mechanism at work here but the name has stuck because this mode is also
gapped in the ordered phase just as the Higgs mode.
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agnetic phase and spontaneously attains non-zero value in the ordered phase owing to
symmetry breaking according to the Landau theory of continuous phase transitions.
Again we will write a 1/d expansion for the staggered magnetization. We will show
that we obtain the same phase boundary from the condition that the order parameter
goes to zero at the critical point. The following discussion in this chapter is largely
based on ref. [70].
5.1 Model Hamiltonian
In this chapter we will consider only the symmetric case2 of our Hamiltonian (4.2). We
shall introduce a staggered field3, which couples to the operator corresponding to our
order parameter. We will thus work with the following Hamiltonian:
H = J
∑
i
~Si1 · ~Si2 +K
∑
〈ii′〉
(~Si1 · ~Si′1 + ~Si2 · ~Si′2)
+ hz
∑
i
ei
~Q·Ri(Szi1 − Szi2) . (5.1)
Here,
∑
〈ii′〉 denotes a summation over pairs of nearest-neighbor dimer sites and h
z
denotes the staggered field which couples to the collinear AF order parameter at
~Q = (π, π, . . .). It is important to note that there is a non-trivial quantum phase
transition to the disordered phase only in the limit of vanishing staggered field. There-
fore throughout this chapter all the quantities relevant in the context of quantum phase
transition will be evaluated for hz = 0. Nevertheless, we shall quote the general results
for non-zero hz wherever possible. We will see in the following that now the appro-
priate reference state is given by a linear combination of singlet and one of the triplet
states. Thus the above spin Hamiltonian will not be transformed into the same triplon
Hamiltonian as in the last chapter, but we will have to work with generalized triplons.
These generalized triplons will be the excitations on top of the reference state in the
ordered phase.
5.2 Reference state and bond operators
For antiferromagnetic inter-dimer interaction K we have a collinear antiferromagnetic
phase with ordering wavevector ~Q = (π, π, . . .) when q > qc. Now the description
in terms of spin-1 excitations, triplons, on top of singlet background is not correct
since as noted in the last chapter the triplon excitation energy is imaginary in the
ordered phase. Instead we have to choose another suitable reference state. When K
is dominant interaction (i.e. q →∞), a Néel state is realized in both the layers4 with
2The asymmetric case is not very different but we do not consider it in order to avoid lengthy
algebra. Also qualitatively it does not add anything interesting.
3We are interested in the zero field case, but to facilitate calculations we have introduced this field,
which will be set to zero in the end. Often this trick is called the method of sources [5].
4Here the word layer is used to denote the network of ~S1 or ~S2 spins. Its usage is motivated from
2d where our model is that of square-lattice bilayer, and in that case we have a square lattice layer of
~S1 spins and ~S2 spins. Wherever we use the word layer it is in the general sense in d dimensions.
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opposite spin orientation in the two layers. If we assume the staggered magnetization
to be in the ẑ direction then we have | ↑↓〉 and | ↓↑〉 states on alternating dimer sites,
i.e. the reference state would be proportional to (|t0〉 ± |t3〉) on alternating sites. It
is therefore clear that for any q in the ordered phase we require a q dependent linear
combination of |t0〉 and |t3〉. In other words we will have a condensation5 of t3 triplon in
this phase. Moreover, since this is a collinear state we can express the spin orientation
as (assuming the staggered magnetization is in the ẑ direction):
〈~S1,i〉 = −〈~S2,i〉 ∝ cos ~Q · ~riẑ = e ~Q·~ri ẑ (5.2)
where the last equality holds because of the fact that ~Q · ~ri = ±1 on alternating sites,
and the proportionality constant is given by the staggered magnetization. Using all
this information we can now write down a Hilbert-space rotation involving a single
real-condensate parameter λ:
|t̃0〉i = (|t0〉i + λi|t3〉i)/
√
1 + λ2 , (5.3)
|t̃3〉i = (|t3〉i − λi|t0〉i)/
√
1 + λ2 , (5.4)
|t̃1〉i = |t1〉i, |t̃2〉i = |t2〉i , (5.5)
with λi = λe
i ~Q·~ri = ±λ. Thus the reference state in this phase is
|ψ̃0〉 =
∏
i
|t̃0〉i . (5.6)
At this point we do not know the functional form of λ and later we will define a
precise way to determine it. We will see that λ acquires a 1/d expansion and these
corrections play a crucial role in determining corrections to other observables. It is
interesting to note here that this bears similarity to the reference state of a non-
collinear phase in the spin-wave theory. For instance, in case of an antiferromagnet in
a uniform field there is a canted state and the moment orientation receives systematic
1/S corrections which influences other observables. We also note that the reference
state introduced here can not be used to describe the physics in a uniform field, as
it yields zero net magnetization. In case of uniform field it turns out that one has
to condense |t1〉 + ı|t2〉 which has been described in Ref. [43] at the level of linear
bond-operator theory. We leave the corresponding 1/d expansion for future work.
In terms of general Hilbert-space rotation introduced in chapter 2, for the above
transformation we have the rotation matrix
U (i) =

cλi 0 0 sλi
0 1 0 0
0 0 1 0
−sλi 0 0 cλi
 , (5.7)
with sλi = sin tan
−1 λi and cλi = cos tan
−1 λi. Apparently, |t̃0〉i smoothly interpolates
between a singlet for λ = 0 and a ẑ-oriented Néel configuration for λ = ±1. We will
consider λ ∈ [0, 1].
5Here the word condensation is used in the sense that 〈t3〉 6= 0, where the expectation value is
taken with respect to the reference state in this phase.
82 CHAPTER 5. ANTIFERROMAGNETIC PHASE
We shall call our reference state, |t̃0〉, as generalized singlet state and |t̃α〉 (α =
1, 2, 3) states as generalized triplet states. As in the case of disordered phase we can
introduce Bosonic operators to create these generalized triplet states over the reference
state as follows:
t̃†1|t̃0〉 = |t̃1〉 ; t̃†2|t̃0〉 = |t̃2〉 ; t̃†3|t̃0〉 = |t̃3〉 . (5.8)
These operators obey the usual Bosonic commutation relations:[
t̃i, t̃
†
j
]
= δi,j ;
[
t̃i, t̃j
]
=
[
t̃†i , t̃
†
j
]
= 0 . (5.9)
It is easy to interpret the excitations created by these operators. Observe that t̃†i1,2 ≡
t̃†ix,y corresponds to transverse (or single spin-flip) excitations which will yield the Gold-
stone modes of the ordered phase. On the other hand t̃†i3 ≡ t̃†iz is a gapped longitudi-
nal/amplitude excitation. We will see concrete results describing these excitations in
following sections.
Just as in the case of triplons used in the last chapter, these operators have to obey
the hard-core constraint
3∑
α=1
t̃†αt̃α ≤ 1 . (5.10)
Analogous to the disordered phase we will implement this hard-core constraint via the
projection operator:
Pi = 1−
3∑
γ=1
t̃†γ t̃γ . (5.11)
Using the projection operator we can write the transition between the states in the
Hilbert-space as follows (same as explained in chapter 2):
|t̃0〉i i〈t̃0| = Pi , |t̃α〉i i〈t̃0| = t̃†iαPi ,
|t̃0〉i i〈t̃α| = Pit̃iα , |t̃α〉i i〈t̃β| = t̃†iαt̃iβ . (5.12)
With this information and the rotation matrix quoted above, it is now possible to
express the spin operators in terms of the generalized triplon operators:
Sxi1,2 =
1
2
√
1 + λ2
[
± t̃†ixPi ± Pit̃ix ∓ λe−ı
~Q·~ri t̃†ixt̃iz ∓ λeı
~Q·~ri t̃†iz t̃ix
− ıλeı ~Q·~ri t̃†iyPi + ıλe−ı
~Q·~riPit̃iy − ıt̃†iy t̃iz + ıt̃†iz t̃iy
]
, (5.13)
Syi1,2 =
1
2
√
1 + λ2
[
± t̃†iyPi ± Pit̃iy ∓ λe−ı
~Q·~ri t̃†iy t̃iz ∓ λeı
~Q·~ri t̃†iz t̃iy
+ ıλeı
~Q·~ri t̃†ixPi − ıλe−ı
~Q·~riPit̃ix + ıt̃
†
ixt̃iz − ıt̃†iz t̃ix
]
, (5.14)
Sxi1,2 =
1
2(1 + λ2)
[
± (1− λ2)t̃†izPi ± (1− λ2)Pit̃iz ± λ(e−ı
~Q·~ri + eı
~Q·~ri)Pi
∓ λ(e−ı ~Q·~ri + eı ~Q·~ri)t̃†iz t̃iz + ı(1 + λ2)(t̃†iy t̃ix − t̃†ixt̃iy)
]
. (5.15)
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5.3 Hamiltonian and 1/d expansion strategy
Having expressed our spin operators in terms of the generalized triplon operators we
are now in a position to write down the Hamiltonian in terms of t̃ for coupled-dimer
model (5.1) on a hypercubic lattice. Even in this case we will perform a Bogoliubov
transformation for leading-order bilinear part and use it as the unperturbed piece to
set-up our perturbation theory. The Bogoliubov transformed operator will then be
used to normal-order the rest of the Hamiltonian. An important complication in the
ordered phase is that apart from the corrections arising from the interaction terms in
the Hamiltonian there will be corrections as a result of λ. In this view we shall discuss
our strategy to generate a 1/d expansion in this phase. All these aspects will be dealt
with in detail in this section.
5.3.1 Real-space bond-operator Hamiltonian
The Hamiltonian of the model (5.1) in terms of the rotated bond operators t̃iα is
obtained using eq. (5.13)-(5.15). Our Hamiltonian now depends on the arbitrary con-
densate parameter λ. Inserting the projectors Pi (5.11), we can split the Hamiltonian
with respect to number (n) of t̃ operators as follows:
H = H0 +H1 +H2 +H3 +H4 +H5 +H6 . (5.16)
ThusHn(λ) contains n triplon operators t̃iα and it explicitly depends on the condensate
parameter λ. While in the disordered phase only the asymmetric case contained Hn
with odd-n, in the ordered phase we generically have Hn with odd-n as a consequence
of Hilbert-space rotation. Most importantly unlike disordered phase there is also a
linear piece in t̃.
It turns out that as in the case of disordered phase, terms only upto H4 are relevant
for calculations to order 1/d. We therefore list here the terms up to order four (recall
λi = λe
i ~Q·~ri):
H0 = −
NJ(3− λ2)
4(1 + λ2)
− 2NKdλ
2
(1 + λ2)2
+
2Nhzλ
1 + λ2
, (5.17)
H1 =
∑
i
ei
~Q·~ri
[
λJ
1 + λ2
− 2Kdλ(1− λ
2)
(1 + λ2)2
+
hz(1− λ2)
1 + λ2
]
(t̃†iz + t̃iz) , (5.18)
H2 =
∑
i,a
[
J
1 + λ2
− 2λh
z
1 + λ2
+
4Kdλ2
(1 + λ2)2
]
t̃†iat̃ia +
∑
〈ii′〉,a
K(1− λ2)
1 + λ2
t̃†iat̃i′a
+
∑
〈ii′〉,a
K
2
(t̃†iat̃
†
i′a + h.c.) +
∑
i
[
J
1− λ2
1 + λ2
− 4λh
z
1 + λ2
+
8Kdλ2
(1 + λ2)2
]
t̃†iz t̃iz
+
∑
〈ii′〉
K(1− λ2)2
2(1 + λ2)2
(
t̃†iz t̃
†
i′z + t̃
†
iz t̃i′z + h.c.
)
, (5.19)
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H3 =
2K
1 + λ2
∑
〈ii′〉
λi
[
t̃†ixt̃
†
i′z t̃i′x + t̃
†
iy t̃
†
i′z t̃i′y + h.c.
]
− 2K(1− λ
2)
(1 + λ2)2
∑
〈ii′〉
λi′
[∑
γ
t̃†iz t̃
†
i′γ t̃i′γ + t̃
†
iz t̃
†
i′z t̃i′z + h.c.
]
+
[
2Kλ(1− λ2)
(1 + λ2)2
− Jλ
1 + λ2
− h
z(1− λ2)
1 + λ2
]∑
i,γ
ei
~Q·~ri
[
t̃†iz t̃
†
iγ t̃iγ + h.c.
]
, (5.20)
H4 = −
K
2(1 + λ2)
∑
〈ii′〉,a
[
2
∑
γ
[
(1 + λ2)t̃†iat̃
†
i′at̃
†
i′γ t̃i′γ + (1− λ2)t̃†iat̃†i′γ t̃i′γ t̃i′a
]
+ (1 + λ2)t̃†iat̃
†
i′at̃iz t̃i′z − (1− λ2)t̃†iat̃†i′z t̃iz t̃i′a + h.c.
]
− K
2(1 + λ2)2
∑
〈ii′〉
[
2
∑
γ
[
(1− λ2)2t̃†i′z t̃†iz t̃†iγ t̃iγ + (1− λ2)2t̃†iz t̃†iγ t̃iγ t̃i′z
+ 2λ2t̃†iz t̃
†
i′γ t̃i′γ t̃iz
]
+ 2
∑
γ,δ
λ2t̃†iγ t̃
†
i′δ t̃iγ t̃i′δ + 2λ
2t̃†iz t̃
†
i′z t̃iz t̃i′z
+ (1 + λ2)2t̃†ixt̃
†
i′xt̃iy t̃i′y − (1 + λ2)2t̃†ixt̃†i′y t̃iy t̃i′x + h.c.
]
. (5.21)
Here, summations over a refer to the transverse components a = x, y, while γ, δ =
x, y, z. We see that the Hamiltonian is symmetric under x↔ y which means that the
transverse modes (x, y) are degenerate. But at the same time these are distinct from
the longitudinal (z) mode. Also note that upto H2 we can separate the Hamiltonian
into Hx,y and Hz. But the higher order interaction terms involve interaction between
different modes such that the z mode can decay into the two transverse modes.
5.3.2 Linear part
Linear terms in t̃ operators would generate an additional condensate and so we must
set H1 = 0. Since the coefficient of linear term depends on the condensate parameter
λ, vanishing of H1 determines λ to the leading order. Setting H1 to zero we obtain
h1a(λ, h
z) ≡ λJ
1 + λ2
− 2qJλ(1− λ
2)
(1 + λ2)2
+
hz(1− λ2)
1 + λ2
= 0 . (5.22)
Let us denote the solution of this equation by λ0(h
z). We will be most interested in
the case when hz = 0, and in this case the solution reads
λ20(h
z=0) =
2q − 1
2q + 1
. (5.23)
Note that the same result can be obtained variationally by minimizing 〈ψ̃0|H|ψ̃0〉.
From eq. (5.23) we see that λ20 (or |λ0|) varies between 0 and 1 as a function of q. The
real-condensate parameter λ is zero in the disordered phase and takes non-zero value in
the ordered phase. Hence the vanishing of λ locates the quantum critical point. From
eq. (5.23) we see that to leading order the quantum critical point is given by qc = 1/2.
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Recall that we obtained the same critical point from the harmonic approximation in
the disordered phase (section 4.4.2). Later we will see that the interaction terms give
a 1/d correction to this leading order result λ0. The phase boundary obtained then
coincides with that calculated in the last chapter.
On the other hand, we see that |λ0| → 1 for q → ∞ which corresponds to J = 0.
Thus a classical Néel state emerges as the reference state in the limit of decoupled
layers. Finally, we note that a dominant staggered field, |hz|  J, qJ , also results in
|λ0| → 1.
5.3.3 Harmonic approximation
We now proceed to solve the bilinear part H2 in eq. (5.19) to leading order. As a first
step we will make use of the lattice translation symmetry in the system, and introduce
Fourier transformed operators according to
t̃i =
1√
N
∑
~k
t̃~ke
−ı~k·~ri . (5.24)
Here ~k is the momentum in the full first Brillouin zone and we do not need to work
in a reduced Brillouin zone as often practiced in magnetically ordered phases6. Thus
the bilinear part of the t̃ Hamiltonian, H2 in eq. (5.19), takes the following form in
momentum space:
H2(λ) =
∑
~k,α
[
A~kαt̃
†
~kα
t̃~kα+
B~kα
2
(t̃†~kαt̃
†
−~kα
+ h.c.)
]
. (5.25)
The momentum and λ dependent coefficients are as follows:
A~ka =
J
1 + λ2
− 2λh
z
1 + λ2
+
4qJλ2
(1 + λ2)2
+
1− λ2
1 + λ2
B~ka , (5.26)
B~ka = qJγ~k , (5.27)
A~kz = J
1− λ2
1 + λ2
− 4λh
z
1 + λ2
+
8qJλ2
(1 + λ2)2
+B~kz , (5.28)
B~kz = qJγ~k
(
1− λ2
1 + λ2
)2
. (5.29)
Here again we have the convention that a = x, y(1, 2) and γ~k is the normalized inter-
action structure factor
γ~k =
1
d
d∑
n=1
cos kn . (5.30)
6For instance, in the spin-wave theory for antiferromagnets on a square lattice, one often introduces
two sublattices corresponding to the up and the down spins respectively. Thus one introduces a
magnetic Brillouin zone, which is reduced version of the full lattice Brillouin zone, corresponding to
an individual sublattice. However this can be avoided by writing the spin-wave theory in a rotated
frame wherein all spins point in the same direction.
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Note that the interaction structure factor is same as that introduced in the disordered
phase. This is not surprising because this is the property of the lattice and does not
depend on the phases realized. Thereby we are ensured that we can use the machinery
developed in the last chapter to generate 1/d expansion even in this phase.
As mentioned earlier in this chapter, it is possible to write the bilinear Hamiltonian
piece as a sum of x, y and z part. This means there is no mixing of the three excitation
modes at this level. However we must point out that this is not a generic situation.
It is specific for the collinear order in this case, and moreover due to the rotation
we have employed. For instance7, we can introduce generalized bond operators for a
bilayer triangular lattice, and in this case, even at the harmonic level different modes
are coupled in the non-collinear phase.
Anticipating the fact that λ will acquire a 1/d correction on top of λ0 we define the
leading (in 1/d) piece of this bilinear Hamiltonian as unperturbed system, i.e. H(0)2 ≡
H2(λ0). The corresponding coefficients then are A(0)~kα ≡ A~kα(λ0) and B
(0)
~kα
≡ B~kα(λ0)
i.e. evaluating eq. (5.26) - (5.29) at λ = λ0. Using h
z(λ0) from eq. (5.22) we can write
A
(0)
~kα
as
A
(0)
~ka
= J1 +
1− λ20
1 + λ20
B
(0)
~ka
, A
(0)
~kz
= J2 +B
(0)
~kz
(5.31)
with the shorthands
J1 =
J
1− λ20
, J2 = J
1 + λ20
1− λ20
. (5.32)
Note that these expressions are valid for any hz.
We can solve the above leading order bilinear Hamiltonian by a standard Bogoliubov
transformation (as discussed in detail in section 4.4.2),
t̃~kα = u~kτ̃~kα + v~kτ̃
†
−~k,α
, (5.33)
where the Bogoliubov coefficients obey8
u2~kα, v
2
~kα
= ±1
2
+
A
(0)
~kα
2ω̃~kα
, u~kαv~kα = −
B
(0)
~kα
2ω̃~kα
. (5.34)
The eigenmode energies are given by
ω̃~kα =
√
A
(0)
~kα
2 −B(0)~kα
2
. (5.35)
As in the disordered phase the solution of this non-interacting Boson problem is termed
as the harmonic approximation.
Since we will be interested in the quantum phase transition to the disordered phase
let us obtain explicit expressions for the case hz = 0. Using eq. (5.23) we have
J1 =
(2q + 1)J
2
, J2 = 2qJ , (5.36)
7Another example would be excitations of canted states [43].
8We are using the same notation as in the case of disordered phase since there is no possibility of
any confusion.
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leading to
ω̃~ka = J
2q + 1
2
√
1 +
2γ~k
2q + 1
− 2q − 1
2q + 1
γ2~k , (5.37)
ω̃~kz = 2Jq
√
1 +
γ~k
4q2
. (5.38)
From the above expressions, we see that the x, y transverse modes are the Goldstone
modes i.e gapless excitations since ω̃ ~Q,a = 0 for any q in the ordered phase. On the
other hand the dispersion of the amplitude mode ω̃~kz has a minimum at
~k = ~Q and it
has a finite gap in the ordered phase. However, at the quantum critical point, qc = 1/2,
the amplitude mode becomes soft. The ordered phase ceases to exist for q < qc = 1/2
within the harmonic approximation. This again gives us the same value of critical point
obtained within the harmonic approximation in disordered phase and by the condition
of vanishing λ0. Thus so far things are consistent at leading order in 1/d.
In the limit of decoupled layers, i.e. q →∞ (J = 0) the transverse mode dispersion
has additional gapless point at ~k = (0, 0, . . .). In this limit, ω̃~ka = Kd
√
1− γ2~k, which
is the same as obtained from linear spin-wave theory for square-lattice Heisenberg
antiferromagnet [48]. This further substantiates our idea of x, y transverse modes
being single spin-flip excitations. The amplitude mode however becomes dispersionless
in this limit. The reason being that the z mode corresponds to simultaneous spin-flip
in both layers. In presence of J such an excitation can propagate. However, in absence
of intra-dimer (i.e. inter-layer) coupling this is strongly localized. Later in sec. 5.4.5
we will investigate the effect of interaction terms on the mode dispersion relations.
5.3.4 Strategy for 1/d expansion
The basis for the 1/d expansion is the observation that a suitably chosen product state
|ψ̃0〉 delivers exact expectation values of local observables in the limit d → ∞, with
corrections vanishing as 1/d. In the disordered phase, based on this idea, we found the
leading order result for observables at the product-state level and within the harmonic
approximation, while the non-trivial 1/d corrections originated from the higher order
interaction terms. So the strategy in the paramagnetic phase was simple: normal-order
the Hamiltonian in the basis of Bogoliubov quasiparticles and draw Feynman diagrams
for each observable, which results in a systematic 1/d expansion.
The situation in the ordered phase is more complicated. Here our product state
itself depends on the condensate parameter λ, which varies as a function of the coupling
ratio q. More importantly, λ is subject to quantum corrections and hence it will
acquire a 1/d expansion. Consequently, it means that now the product-state level
calculation is also a source of 1/d corrections. Moreover, our ordered phase Hamiltonian
is λ dependent. Therefore each vertex itself will have a 1/d expansion coming from
corrections to λ. Consequently there are two sources for 1/d corrections for observables
in the ordered phase: (i) External - those originating from the 1/d expansion of λ; (ii)
Internal - those generated via momentum summation during diagrammatics.
Note that this distinction of external versus internal source is purely for book-
keeping and is being introduced to make the calculations in the following section more
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transparent. The source of 1/d corrections to λ itself is also via momentum summation
and corresponding diagrammatics. But the important point is that O(1/dn) correc-
tions on top of λ0 are fully determined by the interaction vertices at O(1/dn−1). Hence
we can practically treat the corrections from 1/d expansion of λ as an independent
source.
Later we will see that λ is proportional to the staggered magnetization (at small
λ), such that λ is expected to vary in a non-analytic, but mean-field-like, fashion near
the quantum critical point. Therefore as per our discussion in chapter 3, we expect to
have an analytic 1/d expansion for λ2 with the following ansatz:
λ2 = λ20 +
λ1
d
+
λ2
d2
+ . . . (5.39)
Next using this we will arrange the vertices of our normal-ordered Hamiltonian to set
the stage for diagrammatic perturbation theory.
5.3.5 Normal-ordered Hamiltonian
We will now normal-order the generalized triplon Hamiltonian (5.16) with respect to the
Bogoliubov quasiparticles that diagonalizes the leading-order bilinear terms according
to eqs. (5.33) and (5.34). There will be additional bilinear terms arising from normal
ordering of H4 and H6, as well those from H2 as a result of 1/d corrections to λ.
However, as explained in detail in the last chapter we shall not further diagonalize
these terms and treat them perturbatively referring to the leading order bilinear terms
only as the unperturbed Hamiltonian. So after expressing the Hamiltonian via the τ̃
operators and subsequent normal ordering, it takes the form
H = H′0 +H′1 +H′2 +H′3 +H′4 +H′5 +H′6 . (5.40)
Here H′n(λ) contains n of the Bogoliubov-transformed τ̃ operators.
The 1/d expansion of λ (5.39) can be used to formally split each H′n into pieces
arising from the different orders in the λ expansion:
H′n(λ) = H′n(0) +H′n(1) +H′n(2) + . . . (5.41)
where H′n(0) ≡ H′n(λ0), H′n(1) = H′n(
√
λ20 + λ1/d) − H′n(λ0) and so on. With this
prescription, all terms in a particular piece H′n(m) are at least suppressed as 1/dm. We
will make frequent use of this splitting in the course of evaluating observables in the
next section.
Now having introduced the notations we will present the explicit normal-ordered
expressions for those terms in the Hamiltonian which are relevant for calculation to
order 1/d. Using the above procedure and the following calculations it will be clear
that going to higher order is straight forward though tedious. Just as in the disordered
phase, for calculation of relevant observables to order 1/d it is sufficient to consider
the terms arising from H0,...,4 only. The reason is same as discussed in last chapter.
In the following we will quote the normal-ordered Hamiltonian as a function of full λ
and the splitting with respect to 1/d expansion of λ will be done when we calculate
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observables. Starting with the constant term,
H′0 = −
NJ(3− λ2)
4(1 + λ2)
− 2NKdλ
2
(1 + λ2)2
+
2Nhzλ
1 + λ2
+
∑
~k,α
[
A~kαv
2
~kα
+B~kαu~kαv~kα
]
. (5.42)
Here the first line is just the product-state contribution while the second line arises
from normal ordering of H2 and it is of order 1/d and smaller. Normal ordering of H4
results in terms which are suppressed at least to order 1/d2 and are not shown.
The linear piece of the Hamiltonian in τ̃ operators reads:
H′1 = H′1a +H′1b = (h1a + h1b)(u ~Qz + v ~Qz)(τ̃
†
~Qz
+ τ̃ ~Qz) (5.43)
with h1a(λ, h
z) from eq. (5.22) and h1b arises from the normal ordering of H3. We
do not need contributions from H5 since they are of higher order in 1/d. In terms of
momentum summations R1...4 (listed in Appendix D.1),
h1b = −2J3R4a + 2J4(R2a +R2z −R4z −R3z)
− h1a(2R2a + 2R2z +R1z) (5.44)
with the shorthands
J3 =
2qJλ
1 + λ2
; J4 = J3
1− λ2
1 + λ2
. (5.45)
Since R1...4 are O(1/d) or higher, h1b is suppressed at least as 1/d.
The bilinear Hamiltonian in τ̃ has contributions coming from H2 and normal order-
ing ofH4. We have already encountered the leading order bilinear term in the harmonic
approximation 5.3.3, which we solved using Bogoliubov transformation. This unper-
turbed piece is
H′2a =
∑
~k,α
ω̃~kατ̃
†
~kα
τ̃~kα . (5.46)
But this is not all we have from H2. Since we defined our unperturbed Hamiltonian
with respect to λ0 in H2 there are terms left which arise from the 1/d expansion of λ.
These are given by
H′2b =
∑
~k,α
{[
A
(r)
~kα
(u2~kα+v
2
~kα
) + 2B
(r)
~kα
u~kαv~kα
]
τ̃ †~kατ̃~kα
+
[
A
(r)
~kα
u~kαv~kα +
B
(r)
~kα
2
(u2~kα+v
2
~kα
)
]
(τ̃ †~kατ̃
†
−~kα
+ h.c.)
}
(5.47)
where A
(r)
~kα
= A~kα(λ) − A
(0)
~kα
and B
(r)
~kα
= B~kα(λ) − B
(0)
~kα
. Here we made an exception
to split the terms with respect to corrections to λ in order to clearly separate our
unperturbed Hamiltonian from the perturbation. So although H′2b also arises from H2
it is treated as a perturbation because it is higher order in 1/d compared to H′2a.
Finally, the contribution from the normal ordering of H4 is given by
H′2c =
∑
~kα
[
C~kατ̃
†
~kα
τ̃~kα +
D~kα
2
(τ̃ †~kατ̃
†
−~kα
+ h.c.)
]
(5.48)
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with the coefficients C~kα and D~kα listed in Appendix D.2. As with the case of linear
terms coming from the normal ordering of H3, above contribution is also suppressed
at least as 1/d. Thus we have H′2 = H′2a +H′2b +H′2c.
In the bilinear terms we saw that all modes were decoupled. However this is not
the case with the cubic terms. It involves interactions between a longitudinal and two
transverse excitations as well as those of three longitudinal ones. Here we need to
normal order only H3 since H5 is irrelevant for us. It is quoted below:
H′3 =
∑
123,a
[
Φa31(τ̃
†
1aτ̃
†
2z τ̃
†
3a + τ̃1aτ̃2z τ̃3a)δQ+1+2+3
+ Φa32(τ̃
†
1aτ̃
†
3aτ̃2z + τ̃
†
2z τ̃3aτ̃1a)δQ+1−2+3
+ Φa33(τ̃
†
1aτ̃
†
2z τ̃3a + τ̃
†
3aτ̃2z τ̃1a)δQ+1+2−3
]
+
∑
123
[
Φz31(τ̃
†
1z τ̃
†
2z τ̃
†
3z + τ̃1z τ̃2z τ̃3z)δQ+1+2+3
+ Φz32(τ̃
†
1z τ̃
†
2z τ̃3z + τ̃
†
3z τ̃2z τ̃1z)δQ+1+2−3
]
, (5.49)
where the δ functions account for momentum conservation up to reciprocal lattice
vectors of the hypercubic lattice. We see that the condensate is staggered, i.e., each
longitudinal (τ̃z) excitation carries an additional momentum ~Q.
Finally, we turn to the quartic terms. Even in this case the different modes are
coupled and for convenience we split it as H′4 = H′az4 +H′z4 +H′ab4 , with the individual
pieces:
H′az4 =
∑
1234,a
[
Φaz41(τ̃
†
1aτ̃
†
2aτ̃
†
3z τ̃
†
4z + τ̃1aτ̃2aτ̃3z τ̃4z)δ1+2+3+4
+ (Φaz42 τ̃
†
1aτ̃
†
2aτ̃3z τ̃4z + Φ
az
43 τ̃
†
1aτ̃
†
2z τ̃3aτ̃4z + Φ
az
44 τ̃
†
1z τ̃
†
2z τ̃3aτ̃4a)δ1+2−3−4
+ Φaz45(τ̃
†
1aτ̃
†
2aτ̃
†
3z τ̃4z + τ̃
†
4z τ̃3z τ̃2aτ̃1a)δ1+2+3−4
+ Φaz46(τ̃
†
1z τ̃
†
2z τ̃
†
3aτ̃4a + τ̃
†
4aτ̃3aτ̃2z τ̃1z)δ1+2+3−4
]
, (5.50)
H′z4 =
∑
1234
[
Φz41(τ̃
†
1z τ̃
†
2z τ̃
†
3z τ̃
†
4z + τ̃1z τ̃2z τ̃3z τ̃4z)δ1+2+3+4
+ Φz42τ̃
†
1z τ̃
†
2z τ̃3z τ̃4zδ1+2−3−4
+ Φz43(τ̃
†
1z τ̃
†
2z τ̃
†
3z τ̃4z + τ̃
†
4z τ̃3z τ̃2z τ̃1z)δ1+2+3−4
]
, (5.51)
H′ab4 =
∑
1234,ab
[
Φab41(τ̃
†
1aτ̃
†
2aτ̃
†
3bτ̃
†
4b + τ̃1aτ̃2aτ̃3bτ̃4b)δ1+2+3+4
+ (Φab42τ̃
†
1aτ̃
†
2aτ̃3bτ̃4b + Φ
ab
43τ̃
†
1aτ̃
†
2bτ̃3aτ̃4b)δ1+2−3−4
+ Φab44(τ̃
†
1aτ̃
†
2aτ̃
†
3bτ̃4b + τ̃
†
4bτ̃3bτ̃2aτ̃1a)δ1+2+3−4
]
. (5.52)
Explicit expressions for selected vertex functions Φ3,4 are given in Appendix D.2.
5.4 1/d expansion for observables
We are now equipped with all the necessary expressions and strategy to calculate ob-
servables in the collinear phase of the hypercubic coupled-dimer model in an expansion
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in 1/d. As in the disordered phase, we will restrict our calculation to first correction
beyond the harmonic approximation.
As discussed before we will first calculate the corrections to the condensate param-
eter λ, which involves vanishing of the linear piece in τ̃ operators. Subsequently, using
H′2a as unperturbed piece we will perform standard diagrammatic perturbation theory
with H′2b +H′2c +H′3 +H′4 +H′5 +H′6 as perturbation. Importantly, we will have to
use the correction to λ in order to obtain all the contributions to an observable. As
mentioned earlier, at this level of calculation we will not need H′5 and H′6. Moreover,
since we exclusively consider zero temperature all the Hartree loops (i.e. closed loops)
of τ̃ particles vanish.
5.4.1 Condensate parameter and phase boundary
To satisfy the condition that no additional condensate is generated we demanded H1
to vanish. This led us to the leading order result λ0 for the condensate parameter.
Now to generate a 1/d expansion for λ we impose the condition H′1 = 0. But as in the
disordered phase we have to be careful while writing a 1/d expansion near the quantum
critical point. Following the arguments discussed in chapter 3 and section 5.3.4, λ2 will
have a well-defined 1/d expansion with the parametrization as in eq. (5.39).
The condition H′1 = 0 (5.43) implies that h1a +h1b = 0. Recall that h1a(λ0, hz) = 0
followed from the condition H1 = 0. So in order to obtain 1/d correction we have
to consider the expansion of h1a(λ, h
z) around λ0 to order 1/d. On the other hand,
h1b(λ, h
z) can be evaluated at λ0, because the R1...4 factors in eq. (5.44) are of order
1/d or smaller. Expanding h1a around λ0 yields to order 1/d:
h1a =
λ1
d
[
J(1− λ20)
2λ0(1 + λ20)
2
− qJ(1 + λ
4
0 − 6λ20)
λ0(1 + λ20)
3
− 2h
z
(1 + λ20)
2
]
(5.53)
which has to equal −h1b. Using hz(λ0) from eq. (5.22) and solving for λ1 we find
λ1
d
= −4J4λ0(R2a +R2z −R3z)(1− λ
2
0)(1 + λ
2
0)
3
J(1 + λ20)
3 − 2qJ(1− λ20)3
, (5.54)
where we have used that the R4 are of order 1/d
2 and can be neglected. Note that
this expression is valid for any value of hz. However, we are interested in the quantum
phase transition to the quantum paramagnetic phase and so focus on hz = 0. In the
case hz = 0 using λ0 from eq. (5.23) we can simplify the above expression to
λ1
d
= − 8q
(2q + 1)2
(R2a +R2z −R3z) . (5.55)
Using the explicit values of R2,3 from appendix D.1, we thus obtain the following result
for the condensate parameter at hz = 0:
λ2 =
2q − 1
2q + 1
− 1
d
[
4q3
(2q + 1)4
+
16q2 + 1
64q3(2q + 1)2
]
+O
(
1
d2
)
. (5.56)
The behavior of the condensate parameter for specific values of d is illustrated in
fig. 5.1. An important point to note here is that for q → ∞ there are no fluctuation
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Figure 5.1: Condensate parameter (5.56) for the coupled-dimer model (5.1) is plotted
in the absence of staggered field, hz = 0. We have plotted the curves for d =∞ (solid),
d = 3 (dashed), and d = 2 (dash-dot). Note that q/(1 + q) = Kd/(J + Kd) varies
linearly along the horizontal axis. Figure is taken from ref. [70].
Figure 5.2: One of the additional diagrams contributing to the evaluation of condensate
parameter, λ, beyond O(1/d).
corrections to |λ| = 1 and so all the curves in fig. 5.1 merge at λ = 1 and q →∞. On
general grounds we expect this result to hold to all orders in 1/d, as |λ| 6= 1 implies
entanglement between the layers which must be absent for J = 0.
Since the condensate parameter is zero in the quantum paramagnetic phase the
condition λ2 = 0 can be used to determine the location of the quantum critical point.
For this purpose we insert the ansatz qc = 1/2 + q1c/d into eq. (5.56) and impose
λ2 = 0. This then yields the phase boundary of the ordered phase as:
qc =
1
2
+
3
16d
+O
(
1
d2
)
. (5.57)
Remarkably, this is the same expression as obtained in chapter 4 for the boundary of the
disordered phase by using the condition of a vanishing triplon gap. A continuous onset
of the order parameter upon increasing q correctly yields the second-order quantum
phase transition. The quantum correction to the condensate parameter is negative and
consequently tend to destabilize the ordered phase. The fluctuations are strongest in
d = 2 which is also reflected in the fact that the phase boundary for d = 2 is at larger
value of q compared to that in d = 3 or d→∞.
Note that the above depiction of just vanishing linear piece to obtain 1/d expansion
for λ is not the complete picture. It is special only to leading order and order 1/d
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correction. In general, apart from the linear piece we must also draw appropriate
Feynman diagram for the condensate parameter, and together these need to vanish. A
specimen diagram relevant for the condensate parameter is shown in fig. 5.2. It turns
out that all such diagrams are at least suppressed as O(1/d2) and hence do not play
any role in the above analysis. However at higher orders these need to be considered
apart from the linear piece.
5.4.2 Ground-state energy
Let us now determine the ground-state energy E0. It is given by H′0 (5.42) plus per-
turbative corrections coming from H′2b +H′2c +H′3 +H′4 +H′5 +H′6. The constant H′0
depends on the condensate parameter λ. So we need to expand it in 1/d, using the 1/d
expansion for λ itself. We have determined the expansion of λ to order 1/d, and so we
can calculate E0 only up to this order. Calculation to O(1/d2) requires the expansion
of λ to the same order. Recall that in the disordered phase, in chapter 4, we were able
to extract the 1/d2 piece as well. Importantly, the perturbative corrections are of order
1/d2 or smaller. The vertices in both H′2b and H′2c are of order 1/d and so all relevant
diagrams are suppressed further to at least O(1/d2). Similarly, the diagrams involving
H′3,...,6 contain at least two momentum summations each contributing at least a factor
of 1/d, and so do not contribute to 1/d corrections. Hence, we have
E0 = H′0 +O
(
1
d2
)
= E00 +
E01
d
+O
(
1
d2
)
. (5.58)
where we have parametrized the first two orders in the expansion.
The leading piece E00 is from H0 (5.17), evaluated at λ0:
E00
N
= −J(3− λ
2
0)
4(1 + λ20)
− 2qJλ
2
0
(1 + λ20)
2
+
2hzλ0
1 + λ20
= −J(3 + λ
2
0)
4(1− λ20)
+
2qJλ20
(1 + λ20)
2
, (5.59)
where hz(λ0) from eq. (5.22) has entered the second equality. E01 receives contributions
from 1/d corrections to λ and from the normal-ordering piece in eq. (5.42), where the
latter can be evaluated at λ0. This gives
E01
N
= λ1
[
J
(1 + λ20)
2
− 2qJ (1− λ
2
0)
(1 + λ20)
3
+
hz(1− λ20)
λ0(1 + λ20)
2
]
+
q2J3
8J22
(
1− λ20
1 + λ20
)3
− q
2J2
4J2
(
1− λ20
1 + λ20
)4
+
q2J3
4J21 (1− λ20)
− q
2J2
2J1
, (5.60)
with J1 and J2 defined in eq. (5.32). Eliminating h
z as before, using λ1 from eq. (5.54),
and using the expressions for R2,3 from appendix D.1, we get
E01
JN
= −q
2
8
(
1− λ20
1 + λ20
)5
− q
2
4
(1− λ20). (5.61)
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In the limit hz = 0, the ground-state energy reads
E0
JN
= −4q
2 + 2q + 1
8q
− 1
2d
[
1
128q3
+
q2
2q + 1
]
+O
(
1
d2
)
. (5.62)
Again, this expression is analytic even at the quantum critical point. This is corre-
sponding to the mean-field value [5] α = 0 of the specific-heat exponent α.
At the critical point, the above calculation matches the ground-state energy ob-
tained in chapter 4 for the paramagnetic phase. This is easily seen by inserting λ = 0
directly into H′0 from eq. (5.42). This yields the leading two terms of the 1/d expan-
sion of E0 in the corresponding equation (4.73) in chapter 4. Alternatively, the same
result can be obtained by setting λ0 = 0 in eqs. (5.59) and (5.61). We will discuss the
connection of our results, in the decoupled-layer limit q →∞, to the spin-wave theory
in section 5.5.
5.4.3 Triplet density
Let us now calculate the triplet densities, expressed as 〈t†iαtiα〉 via the triplon operators
t, (4.7)–(4.10), defined in chapter 4. In terms of t̃ operators we have,
t†iatia = t̃
†
iat̃ia (a = x, y) , (5.63)
t†iztiz =
t̃†iz t̃iz + λ
2Pi + λi(t̃
†
iz + t̃iz)
1 + λ2
. (5.64)
Here we have used the basis rotation eqs. (5.3-5.5). So the expectation values to order
1/d are
1
N
∑
i
〈t†iatia〉 =
1
N
∑
i
〈t̃†iat̃ia〉 = R2a , (5.65)
1
N
∑
i
〈t†iztiz〉 =
λ20
1 + λ20
+
λ1
d
1
(1 + λ20)
2
− 2λ
2
0
1 + λ20
R2a +
1− λ20
1 + λ20
R2z . (5.66)
In these expressions,
∑
i〈t̃†iαt̃iα〉/N = R2α represents the result at the harmonic level.
Just as in chapter 4, here as well the perturbative corrections start at order 1/d2 only.
For hz = 0, we can write the triplet densities as a function of q:
1
N
∑
i
〈t†iatia〉 =
1
d
q2
2(2q + 1)2
+O
(
1
d2
)
, (5.67)
1
N
∑
i
〈t†iztiz〉 =
2q − 1
4q
− 1
d
(
q2
2(2q + 1)2
+
1
64q3
)
+O
(
1
d2
)
. (5.68)
These results are shown in fig. 5.3. We see a kink in the z triplet density at the
quantum phase transition. Also, it is no more small in the ordered phase. The local
spin correlator can be expressed in terms of the triplet densities according to ~Si1 · ~Si2 =∑
α t
†
iαtiα− 34 . From this it is easy to see that in the limit of decoupled layers (q →∞),
〈∑α t†iαtiα〉 = 1/2 and we also see it in fig. 5.3.
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Figure 5.3: Triplet densities 〈t†iαtiα〉 (eq. (4.105) and eq. (5.67)–(5.68)) for α = x, y
and α = z are plotted for the hypercubic-lattice dimer model at hz = 0. Results are
shown for d = ∞ (solid), d = 3 (dashed), and d = 2 (dash-dot). Figure is taken from
ref. [70].
5.4.4 Staggered magnetization
The staggered magnetization is given by
Mst =
1
N
∑
i
ei
~Q·Ri〈Szi1 − Szi2〉 . (5.69)
As mentioned earlier, it represents the order parameter of the collinear antiferromagnet.
Now our strategy of introducing hz comes handy. The derivative of the ground-state
energy w.r.t. hz gives us the staggered magnetization,
Mst =
∂E0
N∂hz
=
∂E00
N∂hz
+
1
d
∂E01
N∂hz
+O
(
1
d2
)
. (5.70)
The order-parameter exponent takes the mean-field value β = 1/2. We therefore expect
M2st to vary analytically near the QPT. So we parameterize
M2st = M
2
st0 +
Mst1
d
+
Mst2
d2
+ . . . (5.71)
Using eq. (5.59) we find the leading piece as
Mst0 =
2λ0
1 + λ20
+
2h1a(λ0, h
z)
1 + λ20
∂λ0
∂hz
=
2λ0
1 + λ20
. (5.72)
with h1a(λ, h
z) in eq. (5.22). Given that h1a(λ0, h
z) = 0, the second term vanishes.
This also applies to the limit λ0 → 0 where ∂λ0/∂hz diverges. From eq. (5.61) we have
∂E01
N∂hz
=
5Jq2λ0
2
(1− λ20)4
(1 + λ20)
6
∂λ0
∂hz
+
Jq2λ0
2
∂λ0
∂hz
= −
[
5
(1− λ20)4
(1 + λ20)
6
+ 1
]
Jq2λ0(1− λ40)
2 [J(1− 2q) + 3λ20J(1 + 2q)− 4hzλ30]
. (5.73)
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Figure 5.4: Staggered magnetization per dimer (5.75) is plotted for hz = 0. Results
are shown for d = ∞ (solid), d = 3 (dashed), and d = 2 (dash-dot). As mentioned in
the text, fluctuation corrections lead to a maximum of Mst at some q <∞. Note that,
here as well, q/(1 + q) = Kd/(J + Kd) varies linearly along the horizontal axis. The
figure is taken from ref. [70].
Let us now focus on the limit hz = 0 where the above equation can be converted
into
Mst1 = −
(1 + λ20)
2
8
[
5
(1− λ20)4
(1 + λ20)
6
+ 1
]
. (5.74)
From eq. (5.70) and (5.71) we can write our final result for the staggered magnetization:
M2st =
4q2 − 1
4q2
− 1
d
2q2
(2q + 1)2
[
5(2q + 1)2
256q6
+ 1
]
+O
(
1
d2
)
. (5.75)
This is plotted in fig. 5.4. In infinite dimensions, the magnetization reaches its satura-
tion value in the limit of decoupled layers, q →∞. Fluctuation corrections generically
lead to a reduction of Mst. Interestingly, there is a maximum in the Mst curve at a finite
value of q, which indicates that interlayer and intralayer fluctuations compete. This
is qualitatively consistent with results for the bilayer square-lattice magnet [71, 50].
We will see in section 5.5 below that our fluctuation corrections obtained in the limit
q →∞ match those obtained from spin-wave theory in this limit.
The vanishing of the order parameter Mst upon decreasing q can be used to define
the boundary qc of the ordered phase. Upon solving for qc we find the same expression
as in eq. (5.57). This shows internal consistency of our method. Note that just as
mentioned in chapter 4, solving the truncated series M2st = 0 at a fixed d will yield a
phase boundary different from eq. (5.57). This is because such a procedure involves
incomplete contributions from higher order corrections.
Note that the staggered magnetization can be directly calculated as the expectation
value (5.69), with identical results as required by thermodynamic consistency. We have
seen that the corrections to λ influence the corrections to the staggered magnetization.
However, these corrections were overlooked in ref. [43]. Similar problems have appeared
in the literature on frustrated hard-core boson systems and we refer to ref. [72] for a
summary.
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5.4.5 Mode dynamics
As already mentioned in the beginning of the chapter, in contrast to the paramagnetic
phase with a triply degenerate excitations, here we have doubly degenerate gapless
transverse modes (Goldstone modes) and a gapped amplitude mode. In the follow-
ing, we will determine their respective mode dispersions to order 1/d, restricting the
concrete evaluation to the field-free case hz = 0.
Their calculation is on the same lines as discussed in chapter 4. As in the param-
agnetic phase, to order 1/d it is sufficient to determine only the normal self-energies
ΣN of the τ̃ particles. Recall that the renormalized mode energies obey the following
pole equation:
Ω̃2~k = ω̃
2
~k
+ 2ω̃~kΣN(
~k, ω̃~k) . (5.76)
Let us first consider the a = x, y modes. We will see below that these modes
remain degenerate and represent the transverse Goldstone modes of the system. The
relevant self-energy diagrams and the corresponding analytic expressions contributing
to O(1/d) are listed in appendix D.3. These are similar to those appearing in chapter
4 in the context of triplon dispersion. The main difference now is that the vertices are
not symmetric w.r.t. x, y and z modes. Expressing these self-energies at hz = 0 in
terms of q and using eq. (5.76), we obtain the dispersion of the a = x, y modes:
Ω̃2~ka
J2
=
(2q + 1)2
4
[
1 +
2γ~k
2q + 1
− γ2~k
2q − 1
2q + 1
]
− 1
d
1 + γ~k
128q2(2q + 1)2
(
32q2 + 4q2γ2~k + 8q − 4qγ~k − γ
2
~k
− 2γ~k
)
×
[
1024q8
(
γ~k − 1
) (
8 + γ2~k
)
+ 1024q7
(
γ~k − 1
) (
10− γ~k + γ2~k
)
− 256q6
(
γ~k + 2
) (
4 + 3γ~k + γ
2
~k
)
− 256q5
(
γ3~k − γ
2
~k
+ 20γ~k − 4
)
− 16q4
(
γ3~k − 21γ
2
~k
+ 64γ~k − 8
)
− 16q3
(
γ3~k − 8γ
2
~k
− 29γ~k + 14
)
+ 8q2
(
−18 + 25γ~k + 9γ2~k
)
+ 4q
(
−10 + γ~k
(
γ~k + 1
) (
γ~k + 3
))
+
(
γ3~k + γ
2
~k
− 2γ~k − 4
) ]
+O
(
1
d2
)
. (5.77)
It is easy to see that Ω̃2~Qa = 0 for all q. Therefore, both transverse modes are soft at
the ordering wavevector. These are indeed our Goldstone modes. Similar to chapter
4, expanding around ~k = ~Q we can introduce a velocity ca of the Goldstone mode
according to Ω̃2~ka = c
2
a(
~k − ~Q)2/d, with ca evaluating to:
ca
J
=
√
q(2q + 1)
2
[
1 +
1
q(2q + 1)3(6q + 1)d
(
12q5 + 14q4 − 2q3 − 4q2
− 5q
16
+
13
32
+
7
64q
+
1
128q2
)]
+O
(
1
d2
)
. (5.78)
The velocity is analytic at the quantum phase transition. An explicit evaluation at
q = qc, eq. (5.57), yields
c
J
=
1√
2
+
5
16
√
2d
+O
( 1
d2
)
. (5.79)
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Importantly, this velocity equals the longitudinal-mode velocity calculated below as
well as the triplon velocity (4.96) in the disordered phase. This demonstrates a smooth
evolution of the excitation modes across the quantum critical point.
Let us now turn our attention to the z mode, which will be interpreted as a longitu-
dinal/amplitude (or Higgs) mode. Again, the self-energies are listed in appendix D.3,
and are similar to the previous ones. Using the pole equation (5.76) we obtain the
following 1/d expansion for the z-mode dispersion at hz = 0:
Ω̃2~kz
J2
=
[
4q2 + γ~k
]
+
1
32d
[
− 1
q2
− 16
(2q + 1)2
+ 2γ2~k
(γ~k − 3)(γ~k − 1)2
4q + 1− γ~k
− 24(γ~k − 3)(γ~k − 1)
γ~k − 12q2
+ 2(4− 3γ~k + γ2~k)(−8− γ~k + γ
2
~k
)
+ 8
6− γ~k + γ2~k
2q + 1
+ 8q(4− γ2~k + γ
3
~k
)
]
+O
(
1
d2
)
. (5.80)
This dispersion is gapped, with a minimum energy at ~k = ~Q. Therefore the amplitude
mode gap is given by
∆2z
J2
= 4q2 − 1 + 1
32d
[
− 1
q2
− 16
(2q + 1)2
+
48
2q + 1
+
192
12q2 + 1
− 96 + 16q
]
+O
(
1
d2
)
.
(5.81)
By setting ∆2z = 0, we again obtain the same phase boundary (5.57) as before. This
is the third observable using which we obtain the same phase boundary. As before,
in the vicinity of the quantum critical point, the gap varies with a critical exponent
νz = 1/2 as follows:
∆z
J
=
[
2− 5
8d
+O
(
1
d2
)]√
q − qc . (5.82)
Utilizing the parametrization, Ω̃2~kz = ∆
2
z + c
2
z(
~k − ~Q)2/d, we can easily write down the
z-mode velocity as
cz
J
=
1√
2
[
1 +
1
32d
(
14
2q + 1
− 4
(2q + 1)2
− 72
12q2 + 1
+
96
(12q2 + 1)2
+ 6 + 20q
)]
+O
(
1
d2
)
. (5.83)
This again yields eq. (5.79) if evaluated at q = qc.
It is now clear that this mode can be interpreted as the amplitude (longitudinal
or Higgs) mode. It is gapped in the ordered phase and becomes dispersionless in the
limit of decoupled layers. In fact, in this limit, i.e. J → 0, this mode corresponds to a
simultaneous spin flip in the two layers. In the ordered phase, this mode corresponds
to the order-parameter fluctuations (recall our discussion using Mexican-hat potential
in chapter 1). At the quantum critical point, it becomes soft and merges with the
Goldstone modes. This mode is always higher in energy compared to the Goldstone
modes. It can decay into two magnons (transverse modes) and as a result acquire
damping [73]. But we cannot calculate its decay rate in the large-d formalism, since
as discussed in chapter 4 these are exponentially suppressed as d→∞.
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Figure 5.5: The figure shows the triplon excitation gap (4.91), ∆para, for q < qc and
the amplitude (Higgs) mode gap (5.81), ∆z, for q > qc. Results are plotted for d =∞
(solid), d = 3 (dashed), and d = 2 (dash-dot). The two gaps become soft at the critical
point. Note that q/(1 + q) varies linearly along the horizontal axis. Also, the gaps are
plotted as ∆/(J +Kd). This figure is taken from ref. [70].
Near criticality, the ratio of the Higgs gap (5.81) and the triplon excitation gap
(4.91) obeys the following relation to order 1/d:
∆z(qc + δq)
∆para(qc − δq)
=
√
2 . (5.84)
This is depicted in fig. 5.5. For a φ4 order-parameter field theory, which is valid
for any d above the upper critical dimension d+c , this result has been derived before
[74]. Remarkably, this relation is seen to be obeyed to a good accuracy in the neutron
scattering data for TlCuCl3, obtained in ref. [28]. As mentioned earlier, for this material
d = d+c = 3 such that mean-field behavior is expected up to logarithmic corrections.
5.4.6 Dynamic susceptibility
As in the case of quantum paramagnetic phase, let us connect the excitation modes to
the dynamic spin susceptibility,
χα(~k, ω) = −ı
∫ ∞
−∞
dteıωt〈TtSα(~k, t)Sα(−~k, 0)〉 . (5.85)
Similar to chapter 4, we will restrict our calculation to the single-mode approximation
and not consider excitation continua. Unlike the disordered phase, here we will calcu-
late the distribution of mode weights to leading order (1/d)0 only, since going beyond
this requires the knowledge of anomalous self-energies9.
As explained in chapter 4, there are two channels in which one can probe the
dynamic spin susceptibility: even and odd. The corresponding spin operators are
9The calculation of anomalous self-energies is straightforward but tedious. Since the inclusion of
these does not qualitatively change our results, we have not calculated them here.
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given by
Se/oα = S
1
α ± S2α . (5.86)
In terms of t̃, the leading-order single-mode expressions are
Sex(
~k) =
iλ√
1 + λ2
[
t̃(~k− ~Q)y − t̃
†
(−~k− ~Q)y
]
, (5.87)
Sey(
~k) =
iλ√
1 + λ2
[
t̃†
(−~k− ~Q)x
− t̃(~k− ~Q)x
]
, (5.88)
Sez(
~k) = 0 , (5.89)
Sox(
~k) =
t̃†
−~kx
+ t̃~kx√
1 + λ2
, (5.90)
Soy(
~k) =
t̃†
−~ky
+ t̃~ky√
1 + λ2
, (5.91)
Soz(
~k) =
(1− λ2)(t̃†
−~kz
+ t̃~kz) + 2λ
√
Nδ~k, ~Q
1 + λ2
. (5.92)
Sez creates a two-particle continuum only and hence it vanishes in this approximation.
Note that this is true at any order in 1/d. Moreover, the contribution from the pro-
jectors is irrelevant at this level. Following the procedure explained in chapter 4 and
using the Bogoliubov transformation (5.33), we can express the susceptibility in terms
of the τ̃ -Green’s functions as follows:
χex(
~k, ω) =
λ2
1 + λ2
(
u(~k+ ~Q)y − v(~k+ ~Q)y
)2 [
GNy (~k + ~Q, ω) + GNy (~k + ~Q,−ω)
− GAy (~k + ~Q, ω)− GAy (~k + ~Q,−ω)
]
, (5.93)
χox(
~k, ω) =
1
1 + λ2
(u~kx + v~kx)
2
[
GNx (~k, ω) + GNx (~k,−ω) + GAx (~k, ω) + GAx (~k,−ω)
]
,
(5.94)
χoz(
~k, ω) =
(
1− λ2
1 + λ2
)2
(u~kz + v~kz)
2
[
GNz (~k, ω) + GNz (~k,−ω) + GAz (~k, ω) + GAz (~k,−ω)
]
+
4λ2N
(1 + λ2)2
δ(ω)δ~k, ~Q . (5.95)
In obtaining the above expressions we have used the fact that 2 ~Q is a reciprocal lattice
vector. We mention that the expressions for χy are obtained from χx by replacing
x↔ y.
Since we work in leading order in 1/d, we need these expressions at the harmonic
level, where GA = 0 and λ = λ0. Using the degeneracy of the transverse modes,
ω̃~kx = ω̃~ky ≡ ω̃~ka, u~kx = u~ky ≡ u~ka etc., we obtain the susceptibilities corresponding to
the transverse modes as follows:
χea(
~k + ~Q, ω) =
λ20(u~ka − v~ka)2
1 + λ20
[
1
ω − ω̃~ka
− 1
ω + ω̃~ka
]
, (5.96)
χoa(
~k, ω) =
(u~ka + v~ka)
2
1 + λ20
[
1
ω − ω̃~ka
− 1
ω + ω̃~ka
]
. (5.97)
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Figure 5.6: Dynamic structure factor (5.102) obtained from the imaginary part of the
dynamic spin susceptibility in the odd channel is plotted for different values of q. The
curves trace the transverse mode (5.37) as well as the gapped amplitude mode (5.38)
dispersions in the harmonic approximation. The color coding corresponds to their
respective single-mode spectral weights. There is no broadening in this approximation
and the width of the curves is just for better visualization. Here, a logarithmic scale is
used for color coding. The spectral weight of the Goldstone modes diverge at ~Q. Also,
note that the amplitude mode weight is very weak in comparison to the transverse
mode weights.
Interestingly, the mode momentum in the even channel is shifted by ~Q. Also, the mode
weight in the even channel vanishes upon approaching the quantum critical point (since
λ0 → 0). However, there is no shift of momentum in the odd channel. The signal from
the odd channel smoothly connects to the triplon-mode response of the paramagnet, as
calculated in section 4.5.6. Hence the primary signal is in the odd channel. The signal
in the even channel can be interpreted as a replicated signal due to the condensate
Bragg scattering, with the condensate signal itself being in the odd channel.
The longitudinal susceptibility in the odd channel is given by
χoz(
~k, ω) =
(
1− λ20
1 + λ20
)2
(u~kz+v~kz)
2
[
1
ω − ω̃~kz
− 1
ω + ω̃~kz
]
+
4λ20N
(1 + λ20)
2
δ(ω)δ~k, ~Q . (5.98)
The last term in the above equation corresponds to the magnetic Bragg peak of the
ordered state, recall Mst = 2λ0/(1 + λ
2
0) to leading order. So although the amplitude
mode has no single-mode spectral weight in the even channel, it is visible in the odd
channel. However, its spectral weight is much weaker than that of Goldstone modes.
This can be easily understood from the fact that since the Goldstone modes are soft,
they essentially have a diverging weight at the ordering wavevector ~Q. Upon approach-
ing the critical point, the amplitude mode signal merges with that of the Goldstone
modes in this channel. As mentioned earlier, it is then connected to the triplon weight
in the disordered phase. However, in the limit of decoupled layers, its weight vanishes.
This is physically easy to understand. The amplitude mode describes two flipped spins
w.r.t. the Néel state in this limit, so it cannot be excited by the action of a single spin
operator.
As discussed in section 4.5.6, higher orders in the 1/d expansion for χ(~k, ω) will
place the poles at the renormalized mode frequencies Ω̃~kα, thus producing a 1/d cor-
rection to the weights. Therefore, it is suggestive to write the mode weights as
Z(o)~kα = (J/Ω̃~kα)W
(o)
~kα
and Z(e)~k+ ~Qα = (J/Ω̃~kα)W
(e)
~k+ ~Qα
. Finally, for hz = 0, after a few
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Figure 5.7: Dynamic structure factor (5.103) obtained from the imaginary part of the
dynamic spin susceptibility in the even channel is plotted for different values of q.
The curves trace the transverse mode dispersion (5.37) shifted by ~Q, in the harmonic
approximation. The color coding corresponds to the respective single-mode spectral
weight. There is no broadening in this approximation and the width of the curves
is just for better visualization. Unlike the odd channel, the spectral weight of the
Goldstone modes does not diverge. Also, the amplitude mode does not have a single-
mode contribution.
steps of algebra we find
W(o)~ka =
(2q + 1)[2q(1− γ~k) + 1 + γ~k]
8q
+O
(
1
d
)
, (5.99)
W(o)~kz =
1
2q
+O
(
1
d
)
(5.100)
in the odd channel, and
W(e)~k+ ~Qa =
(2q − 1)(2q + 1)(1 + γ~k)
8q
+O
(
1
d
)
, (5.101)
in the even channel. Here the momentum shift by ~Q has been made explicit. As
mentioned earlier, the spectral weight of the transverse modes in the odd channel
diverges as 1/ω at the ordering wavevector ~Q. Whereas, due to the factor (1 + γ~k) in
eq. (5.101), we see that the even channel transverse mode spectral weight vanishes as
ω at ~Q. This appears qualitatively consistent with results from series expansions for
the bilayer Heisenberg model [51].
As in the disordered phase, we can define the dynamic structure factor as the
imaginary part of the susceptibility in each channel. At this level of calculation we will
obtain
S
(o)
S (
~k, ω) =
∑
α=x,y,z
[
Z(o)~kα δ(ω − ω̃~kα) + Z
(o)−
~kα
δ(ω + ω̃~kα)
]
, (5.102)
S
(e)
S (
~k, ω) =
∑
α=x,y,z
[
Z(e)~kα δ(ω − ω̃~k+ ~Qα) + Z
(e)−
~kα
δ(ω + ω̃~k+ ~Qα)
]
. (5.103)
Here, Z(e/o)−~kα is the spectral weight of the negative pole (not calculated here). The
dynamic structure factor in the odd channel and the even channel is plotted in fig.
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5.6 and 5.7 respectively. In these figures, we can immediately see all the different
scenarios discussed above, related to the spectral weights. Apart from that, deep in
the ordered phase we notice that the longitudinal mode has a very weak dispersion,
and it becomes dispersionless in the limit of decoupled layers. Also, as we approach
the limit J → 0, the transverse modes develop a second dispersion minimum at ~k = 0
(seen at ~k = ~Q in the even channel, owing to the shift), which is in accord with the
spin-wave theory calculations [48]. However, in the decoupled layer limit, the single-
mode spectral weight in both the channels is proportional to
√
1− γ~k and hence it is
zero at ~k = 0. Before we close this section, we mention that the contribution from the
continua starts only at order 1/d.
5.4.7 Bond-bond correlation
Let us now turn our attention to another dynamical observable namely the bond-bond
correlation (4.126) introduced in the last chapter. For convenience let us write it down
again,
χB(~k, ω) = −i
∫ ∞
−∞
dteiωt〈TtB~k(t)B−~k(0)〉 . (5.104)
Even for this observable we will restrict ourselves to the leading order calculation as
going beyond it requires anomalous self-energies. Also, we will be working in the zero
field.
We start with the inter-layer case, i.e., correlation between intra-dimer bonds. In
this case, we then have
Bi = ~Si1 · ~Si2
= −3
4
+ t̃†ixt̃ix + t̃
†
iy t̃iy +
1
1 + λ2
[
t̃†iz t̃iz + λ
2Pi + λe
i ~Q·~ri(t̃†iz + t̃iz)
]
= −3
4
+
λ2
1 + λ2
+
λ
1 + λ2
ei
~Q·~ri(t̃†iz + t̃iz) + t̃
†
iz t̃iz +
t̃†ixt̃ix + t̃
†
iy t̃iy
1 + λ2
, (5.105)
where ~Q = {π, π, ...} and in the last equation we have used the definition Pi = 1 −∑
α t̃
†
iαt̃iα (α = x, y, z). This gives us
B~k =
√
N
[
−3
4
+
λ2
1 + λ2
]
δ~k,0 +
λ
1 + λ2
(t̃†~k− ~Q,z + t̃−~k+ ~Q,z)
+
1√
N
∑
~q
[
t̃†~q,z t̃~q−~k,z +
t̃†~q,xt̃~q−~k,x + t̃
†
~q,y t̃~q−~k,y
1 + λ2
]
. (5.106)
Within the single mode approximation, as explained earlier, we will ignore the last
term in the above equation because it will either contribute to continuum or give a
1/d correction to the Bragg peak. This means that we do not have a single-mode
contribution from the transverse modes in this channel. In other words the transverse
modes contributes only to continua which we do not consider in the present analysis.
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We thus obtain
χordinter(
~k + ~Q, ω) =
λ2
1 + λ2
[
GN,z(~k, ω) + GN,z(~k,−ω) + GA,z(~k, ω) + GA,z(~k,−ω)
]
+N
[
−3
4
+
λ2
1 + λ2
]2
δ~k,0δ(ω) (5.107)
=
λ2
1 + λ2
(u~k,z + v~k,z)
2
[
1
ω − ω~kz
− 1
ω + ω~kz
]
+N
[
−3
4
+
λ2
1 + λ2
]2
δ~k,0δ(ω) , (5.108)
where we have used the fact that ~k lies in the first Brillouin zone and that ~k ± 2 ~Q is
equivalent to ~k (since 2 ~Q is the reciprocal lattice vector). In the above expression GN
and GA refer to zero-temperature normal and anomalous Green’s function respectively.
Also, u~k,z and v~k,z are Bogoliubov coefficients used in diagonalizing the Hamiltonian
to leading order in 1/d and defined in eq. (5.33). We can now read the mode weight
corresponding to ω~kz from the above expression,
Z~k+ ~Q =
λ2
1 + λ2
(u~k,z + v~k,z)
2 =
2q − 1
2
√
4q2 + γ~k
, (5.109)
where, since we are working in the harmonic approximation, we have inserted λ = λ0
and used the corresponding zero field value (5.23). Thus the amplitude mode has a
finite signal in this channel. Moreover it is the only mode contributing to a single-
mode weight. Also, its weight vanishes at the quantum critical point, qc = 1/2 at this
level, which correctly correlates with our earlier result in sec. 4.5.7 that the triplon
excitations in the disordered phase have no single mode contribution.
As in the disordered phase, we can also look at the intra-planar case. It is again
distinguished into even or odd channel. Let us first consider the even channel where
Bdi = ~Si · ~Si+d = ~S1,i · ~S1,i+d + ~S2,i · ~S2,i+d . (5.110)
At the level of single-mode approximation and to leading order in 1/d, only relevant
terms in Bdi are those which are at most linear in t̃ because rest of the terms will either
contribute to continuum or give a 1/d correction. We observe that ~Sxi · ~Sxi+d and ~Syi · ~Syi+d
contain terms which are at least bilinear in t̃. Hence even in this case transverse modes
do not carry single-mode weight but only contribute to the continuum. So relevant
single-mode contribution is only from z− component of the spins. At this level:
~Sz1,i = −~Sz2,i ≈
1
2(1 + λ2)
[
(1− λ2)(t̃†i,z + t̃i,z) + λ(ei
~Q·~ri + e−i
~Q·~ri)
]
, (5.111)
~Sz1,i+d = −~Sz2,i+d ≈
1
2(1 + λ2)
[
(1− λ2)(t̃†i+d,z + t̃i+d,z) + λ(ei
~Q·~ri+d + e−i
~Q·~ri+d)
]
.
(5.112)
As discussed above, retaining the relevant terms which are at most linear in t̃ and
using the fact that ~ri+d = ~ri + ~∆ (where ~∆ is vector joining the nearest neighbor) and
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e2i
~Q·~ri = 1, we have
Bdi =
1
2(1 + λ2)2
[
λ(1− λ2)
(
ei
~Q·~ri+d + e−i
~Q·~ri+d
)(
t̃†i,z + t̃i,z
)
+ λ(1− λ2)
(
ei
~Q·~ri + e−i
~Q·~ri
)(
t̃†i+d,z + t̃i+d,z
)
+ 2λ2
(
ei
~Q·~∆ + e−i
~Q·~∆
)]
. (5.113)
After Fourier transformation
Bd~k =
λ(1− λ2)
2(1 + λ2)2
[(
ei
~Q·~∆ + ei(
~k− ~Q)·~∆
)(
t̃†~k− ~Q,z + t̃~k− ~Q,z
)
+
(
e−i
~Q·~∆ + ei(
~k+ ~Q)·~∆
)(
t̃†~k+ ~Q,z + t̃~k+ ~Q,z
)]
+
λ2
(1 + λ2)2
(
ei
~Q·~∆ + e−i
~Q·~∆
)
δ~k,0
√
N . (5.114)
Similarly one can write Bd′−~k corresponding to a different bond within the plane by
replacing ~∆ with ~∆′ in the above equation. However we shall concentrate on the case
where ~∆ = ~∆′. Now after some steps of algebra and using the fact that e±i
~Q·~∆ = −1,
we arrive at the following expression for the susceptibility:
χordeven(
~k + ~Q, ω) =
λ2(1− λ2)2
(1 + λ2)4
(
1− cos(~k · ~∆)
)
(u~kz + v~kz)
2
[
1
ω − ω~kz
− 1
ω + ω~kz
]
+
4Nλ4
(1 + λ2)4
δ~k− ~Qδ(ω) . (5.115)
This gives the weight corresponding to ω~kz as follows:
Z~k+ ~Q =
λ2(1− λ2)2
(1 + λ2)4
(
1− cos(~k · ~∆)
)
(u~kz + v~kz)
2 , (5.116)
=
(2q − 1)(2q + 1)
16q2
(
1− cos(~k · ~∆)
)
√
4q2 + γ~k
. (5.117)
Notice that Z~k+ ~Q now depends on ~k · ~∆. For correlation among bonds along x̂ and for
those along ŷ, ~k · ~∆ = ~kx and ~k · ~∆ = ~ky respectively. However due to C4 symmetry
of the system bond-correlation in the two cases is related by a π/2 rotation in the
Brillouin zone.
Now, in the intra-planar odd sector,
Bdi = ~S1,i · ~S1,i+d − ~S2,i · ~S2,i+d . (5.118)
Here we observe that Bdi is at least bilinear in t̃. Hence to leading order in 1/d there is
no single-particle contribution, but only a continuum.
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5.5 Vanishing intra-dimer coupling and spin-wave
theory
As mentioned several times, for J = 0 our model (5.1) corresponds to two decoupled
hypercubic antiferromagnets. We will therefore make connections to the spin-wave
theory in this limit. We will see that the amplitude mode plays a non-trivial role in
this limit.
5.5.1 Spin waves and 1/d expansion
As introduced in chapter 2, the spin-wave theory is an expansion around a classical
ground state corresponding to the spin-S quantum magnet in the large-S limit. Here
the small parameter is 1/S. In chapter 2, we discussed two ways to formulate the spin
problem in terms of interacting Bosons. One of them utilizes the Holstein-Primakoff
representation [75] of spin operators. Now we apply the spin-wave theory to a spin-
S Heisenberg model on a hypercubic lattice in d dimensions with nearest-neighbor
interaction K and demonstrate that it can be used to generate a 1/d expansion. The
general formalism is standard and can be found in ref. [48].
The ground-state energy per spin to order 1/S reads [48]
ESW0
N
= −KzS
2
2
1 + 1
S
1− 2
N
′∑
~k
√
1− γ2~k
 , (5.119)
where γ~k is defined in eq. (5.30), z = 2d the coordination number, N the number of
sites, and the momentum summation is now over the reduced Brillouin zone of the
antiferromagnetic state. Following our general idea of the large-d limit discussed in
chapter 3, a 1/d expansion of this result can be generated. This is done by expanding
the argument of the momentum sum in powers of γ~k. Using (2/N)
∑′
~k γ
2
~k
= 1/(2d) we
arrive at the following expression
ESW0
N
= −KdS2
[
1 +
1
S
(
1
4d
+O
(
1
d2
))]
. (5.120)
Similarly, we can obtain an expansion for the staggered magnetization per site. Firstly,
to O(1/S) the staggered magnetization per site reads:
MSWst
N
= S
1− 1
2S
 2
N
′∑
~k
1√
1− γ2~k
− 1
 . (5.121)
Expanding in powers of γ~k under the momentum sum and performing the momentum
summation yields:
MSWst
N
= S
[
1− 1
S
(
1
8d
+O
(
1
d2
))]
. (5.122)
For both E0 and Mst it can be shown that higher-order terms in the 1/S expansion
[76] are suppressed at least as 1/d2 in the large-d limit. This implies that spin-wave
theory to order 1/S is sufficient to generate the first two terms of the 1/d expansion
for arbitrary value of S. We believe that similar systematics applies at higher orders
as well.
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5.5.2 Bond-operator theory for vanishing intra-dimer coupling
Let us now make a comparison to the results obtained from the 1/d expansion. The
ground-state energy per dimer, eq. (5.62), reduces to E0/(qJN) = −1/2 − 1/(4d), in
the limit q →∞. While in this limit, the staggered magnetization per dimer, eq. (5.75),
is Mst = 1− 1/(4d). Each dimer consists of two spins and therefore for comparison we
need to send N → 2N in eq. (5.120) and (5.122). We then find the two approaches
give identical results for S = 1/2.
Additionally, we find that the leading-order (transverse) mode dispersions in both
approaches yields perfect agreement. As seen before, in this limit the Goldstone modes
from 1/d calculation have the property ω̃~k = ω̃~k+ ~Q and are gapless both at
~k = 0 and
~k = ~Q. This correctly gives a total of four Goldstone modes. At any finite J , however,
there are only two Goldstone modes. Moreover, we have also seen that the mode
weights in the even and odd channel are identical in the q → ∞ limit (recall that
they are proportional to
√
1− γ~k). This is expected because in the decoupled layer
limit, the fluctuations in the two layers are independent and it must not matter which
channel is probed.
In this limit, the amplitude mode is flat: Ω̃~kz = 2Kd (5.80). Also, it carries
zero spectral weight, eq. (5.92), as noted earlier. They is related to the fact that the
simultaneous spin-flip is unnatural in this limit. However, the amplitude mode can
not be discarded when performing bond-operator calculations for J = 0. It can be
seen from the self-energy expressions for the transverse mode, in appendix D.3, that
the diagrams involving the amplitude mode have a nonzero contribution even when
J = 0. In particular, these are required to fulfill the Goldstone condition, Ω̃ ~Qa = 0, at
order 1/d. So it means that although the two approaches generically involve different
intermediate quantities, diagrams etc., the final results are expected to match.
5.6 Discussion
Using the machinery developed in chapter 3 and 4, we have calculated observables in
the antiferromagnetic phase. As we saw, the calculation in this case is more involved
and we have to keep track of different sources of 1/d. A similar analysis can be done
in any given magnetically ordered phase. We also see that all the observables we have
calculated here smoothly interpolate into those calculated in the disordered phase. This
remarkable consistency establishes the 1/d expansion as a controlled and consistent
approach for coupled-dimer magnets. The discussion related to generalization of the
present model presented in the last chapter also applies in this phase.
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Chapter 6
Comparison to QMC
There are very few spin models which can be solved analytically and this is where
numerical techniques play a key role in understanding these systems. Analytic tech-
niques and exact numerics complement each other. One of the pillars of numerical
techniques is quantum Monte Carlo (QMC) simulation. In this chapter, we will com-
pare the quantum Monte Carlo data (obtained by Maximillian Lohöfer, Stefan Wessel
et al. [77]) for Heisenberg spin-1/2 antiferromagnet on a square-lattice bilayer (i.e.
coupled-dimer model (2.2) in d = 2 ) with our 1/d expansion results. In particular we
will be interested in dynamical properties especially bond-bond correlation, where we
can see the signal corresponding to the amplitude (Higgs) mode. This chapter is based
on the results in ref. [77].
6.1 Mapping
Quantum Monte Carlo being an accurate numerical method the quantum critical points
obtained therein and from our 1/d expansion method are not the same. Recall that our
result for the phase boundary from eq. (4.94) (with asymmetry parameter κ = 0) gives
qc = 0.59375 in d = 2, whereas the QMC locates the phase boundary at (qQMC)c =
0.7930(2) [62, 77]. We have to account for this difference while comparing the two
approaches. Moreover, the QMC data has been obtained as a function of the ratio
g = J/K between the inter-layer and intra-layer exchange coupling and so qQMC ≡
d/g = 2/g in this case. In terms of the parameter g, the quantum paramagnetic phase
occurs for g > gc while the magnetically ordered phase happens to be in the region
g < gc with gc = 2.5220(1) [77] being the quantum critical point obtained from the
QMC.
In the quantum paramagnetic phase, g > gc, we choose our parameter q such that
the relative distance to the quantum critical point is same in the two methods. The
choice of q is therefore given by
q − qc
qc
=
qQMC − (qQMC)c
(qQMC)c
. (6.1)
On the other hand, for any value of g ≤ gc we choose our q such that the absolute
distance to the critical point is same in the two methods. Thus in the magnetically
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Figure 6.1: Comparison of the triplon dispersion as obtained from the dynamic spin
structure factor using QMC and from our 1/d expansion (4.87) in the paramagnetic
phase. Also shown is the dispersion obtained using perturbation theory in small K/J .
The plot shows the data obtained only from the odd channel since the even channel
does not yield a single-mode contribution, as seen in section 4.5.6. This figure is taken
from ref. [77].
ordered phase the choice of q is made using the following relation:
q − qc = qQMC − (qQMC)c . (6.2)
The reason for these slightly different choices for comparison in the two phases is due
to the fact that g , q ∈
[
0,∞) but the disordered phase is realized for g > gc and q < qc
while the ordered phase occurs in the region g < gc and q > qc.
6.2 Observables
In this section we will compare our results from 1/d expansion to QMC results obtained
for dynamic spin susceptibility and the bond-bond correlation.
6.2.1 Dynamic spin susceptibility
Mode dispersion from the QMC simulation is extracted from the data obtained for
imaginary part of dynamic spin susceptibility (i.e. dynamic spin structure factor),
after performing analytic continuation. As discussed in the last chapters, in the model
under consideration we have two channels: symmetric (even) and antisymmetric (odd).
Corresponding to these two channels we have plotted the triplon dispersion in the
disordered phase (g = 6, 10) and the transverse mode dispersion in the ordered phase
(g = 1, 2) as obtained from QMC as well as 1/d expansion in fig. 6.1 and fig. 6.2
respectively1. In the disordered and ordered phases, it is possible to use a perturbation
theory (PT) in small K/J and the spin-wave theory (SWT) respectively. Whereas our
large-d limit based bond-operator theory (BOT) can be used in both the phases.
1In these plots and other plots in this chapter, an additional component kz is seen in the ~k. This
is relevant when probing the considered observables in a scattering experiment. In short, kz = 0
(kz = π) corresponds to the symmetric (antisymmetric), i.e. even (odd), combination of the two spins
forming a dimer.
6.2. OBSERVABLES 111
HΠ,0,0L HΠ,Π,0L0
0.5
2
Hkx,ky,kzL
QMC
Linear SWT
2nd order SWT
BOT harmonic
BOT 1d
g = 1
HΠ,0,0L HΠ,Π,0L0
0.5
2
4
Hkx,ky,kzL
QMC
Linear SWT
2nd order SWT
BOT harmonic
BOT 1d
g = 2
Ω
J
H0,0,0L H0,0,0L H0,0,0L
HΠ,0,ΠL HΠ,Π,ΠL0
0.5
2
Hkx,ky,kzL
QMC
Linear SWT
2nd order SWT
BOT harmonic
BOT 1d g = 1
HΠ,0,ΠL HΠ,Π,ΠL0
0.5
2
4
Hkx,ky,kzL
QMC
Linear SWT
2nd order SWT
BOT harmonic
BOT 1d g = 2
Ω
J
H0,0,ΠL H0,0,ΠL H0,0,ΠL
HΠ,0,0L HΠ,Π,0L
0
0.5
1
Hkx,ky,kzL
QMC
Linear SWT
2nd order SWT
BOT harmonic
g = 1
HΠ,0,0L HΠ,Π,0L
0
0.5
1
Hkx,ky,kzL
QMC
Linear SWT
2nd order SWT
BOT harmonic
g = 2
S
S
HkL
S S
HHΠ
,Π
,0
LL
H0,0,0L H0,0,0L H0,0,0L
HΠ,0,ΠL HΠ,Π,ΠL0
0.5
4
8
Hkx,ky,kzL
QMC
Linear SWT
2nd order SWT
BOT harmonic
g = 1
HΠ,0,ΠL HΠ,Π,ΠL0
0.5
4
8
Hkx,ky,kzL
QMC
Linear SWT
2nd order SWT
BOT harmonic
g = 2
S
S
HkL
S S
HHΠ
,Π
,0
LL
H0,0,ΠL H0,0,ΠL H0,0,ΠL
ω
/
K
ω
/
K
Figure 6.2: Comparison of the Goldstone mode dispersion as obtained from the dy-
namic spin structure factor using QMC and from our 1/d expansion (5.77) in the
antiferromagnetic phase. Also shown is the data from the spin-wave theory. The top
panel shows data corresponding to the even channel while the bottom panel shows the
odd channel data. As already seen in section 5.4.6, the even channel data is shifted by
~Q. This figure is taken from ref. [77].
Using the mapping discussed in the last section we have used the values of q =
1.707, 0.707, 0.21, 0.126 in the harmonic approximation, and q = 1.846, 0.846, 0.268, 0.161
with 1/d correction, corresponding to g = 1, 2, 6, 10 respectively. Note that there are
two different sets of values of q for the harmonic level and 1/d corrected results because
the qc is different in the two cases. Coming back to fig. 6.1 and 6.2, we see that our
1/d expansion results (4.87) and (5.77) fit very well with the QMC data especially
after including the 1/d corrections. Nevertheless even at the harmonic level we see
that all the qualitative features of the QMC data are well captured. In accord with
our calculation in section 4.5.6, there is no single-mode contribution to the QMC data
in the symmetric channel of the disordered phase. We see that the dispersion in the
symmetric channel of ordered phase is shifted by ~Q as predicted in section 5.4.6.
Apart from the agreement of dispersions our 1/d results are also in qualitative
agreement with the spectral weights obtained from dynamic spin structure factor from
QMC. If we consider the symmetric channel then coming from the ordered phase the
single-mode spectral weight keeps diminishing until it vanishes at the quantum critical
point with no single-mode contribution seen in the disordered phase. This is also seen
in the QMC data (fig. 1 in ref. [77]). On the other hand, there is always a finite
single-mode spectral weight in the antisymmetric channel with the maximum weight
around ~Q, and this can be verified from the QMC data as well (fig. 1 in ref. [77]).
Moreover, in the last chapter we saw that the single mode contribution of the amplitude
mode occurs only in the antisymmetric channel with extremely small spectral weight
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Figure 6.3: Comparison of the integrated spectral weight as obtained using QMC and
from our 1/d expansion (4.123) in the paramagnetic phase. It is normalized using the
spectral weight at ~Q = (π, π). Also shown is the data from perturbation theory in
small K/J . The plots show data obtained only from the odd channel since the even
channel does not yield a single mode contribution, as seen in section 4.5.6. This figure
is taken from ref. [77].
compared to those from the Goldstone modes.This is also reflected in the QMC data2
for dynamic spin structure factor [77].
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Figure 6.4: Comparison of the integrated spectral weight as obtained using QMC and
from our 1/d expansion ((5.99),(5.101)) in the antiferromagnetic phase. It contains
only the Goldstone-mode contribution. Also shown is the data from the spin-wave
theory. The top panel shows the data corresponding to the even channel while the
bottom panel shows the odd channel data. These are normalized by the maximum and
minimum weight in these channels respectively. This figure is taken from ref. [77].
2In reality there is also damping which masks the amplitude mode. However this aspect is not
covered in our large-d formalism.
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Apart from the dispersion we can also compare the integrated spectral weight,
SS(~k) ≡ Z~k, calculated in chapter 4 and 5. This quantity can be obtained directly
from QMC simulation without the need to perform analytic continuation. We see from
fig. 6.3 and 6.4 that our 1/d expansion result agrees qualitatively with the QMC data.
Here, in the ordered phase we have used the harmonic level results only, since the 1/d
corrections to the spectral weight have not been calculated, as explained in section
5.4.6. The integrated spectral weights are appropriately normalized in the respective
figures.
6.2.2 Amplitude (Higgs) mode
In the spontaneous SU(2) symmetry broken phase, apart from the two degenerate
gapless transverse (Goldstone) modes we also have the gapped amplitude mode. In
the language of field theory with a mexican-hat potential, (see discussion in chapter
1) the tranverse modes correspond to the massless particles- Goldstone modes. While
the amplitude mode corresponds to a massive particle, corresponding to the order-
parameter fluctuation. As discussed in chapter 1, local gauge invariance requires a
minimal coupling between a massless gauge field and a massive scalar field in the un-
derlying filed theory. In this situation, the Higgs mechanism leads to a massive gauge
field in the spontaneously broken-symmetry (continuous) phase, instead of massless
Goldstone Bosons. Prominent example of this is in the case of superconductors, where
the massive plasmon predicted by Anderson [18] is the Higgs mode. In the antifferro-
magnets under consideration, there is no local gauge invariance and hence there is no
Higgs mechanism. However, being massive (gapped), the amplitude mode in this case
is often referred to as the Higgs mode in the literature [16].
In the past few years, the subject of the Higgs mode in condensed matter physics
has attracted enormous interest. Field-theoretic calculations in the context of antifer-
romagnets can be found in the literature [73, 78]. In general, it has been argued that
since the Higgs mode is a massive scalar, observables which are linear in the order-
parameter field cannot access it due to significant damping. It is therefore suggested
that an observable which is quadratic in the order-parameter field might be a good
choice [73, 79]. One such observable is the bond-bond correlation calculated in the
previous chapters. We have found that the bond-bond correlation has single-mode
contribution only from the amplitude mode, which is in accord with the above state-
ment. It may be possible to detect the signal corresponding to this observable in a
scattering experiment, for instance the Raman scattering.
In fig. 6.5 we have shown the dynamic singlet structure factor, i.e. the imaginary
part of the bond-bond correlation (inter-planar), obtained from quantum Monte Carlo
simulation (Maximilian Lohöfer, Stefan Wessel et al. [77]). The amplitude mode
dispersion (5.38) in the harmonic approximation is shown on top. It qualitatively
agrees with the QMC data. In fig. 6.6, we have shown the dynamic singlet structure
factor obtained by taking the imaginary part of eq. (5.107) (leaving out the trivial
Bragg peak related term). We see that the amplitude-mode dispersion is shifted by ~Q,
which is also seen in fig. 6.5. Moreover, we observe in fig. 6.6 that the single-mode
spectral weight is maximum at the Γ point (i.e. ~k = (0, 0)). This is not apparent in the
QMC data shown in fig. 6.5. However, if we look at the spectral weight from the QMC
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Figure 6.5: Dynamical single structure factor as obtained using QMC and on top (in
green) is the amplitude mode dispersion (5.38) obtained within the harmonic approx-
imation. This figure is taken from ref. [77].
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Figure 6.6: Dynamical singlet structure factor obtained within the large-d formalism.
It is the imaginary part of eq. (5.107). The curve traces the amplitude-mode dispersion
(5.38) and the color code is the corresponding spectral weight (5.109). This figure is
taken from ref. [77].
data (fig. 7 in ref. [77]) at the Γ point (i.e. ~k = (0, 0)) then a well-defined peak at a low
energy can be identified with the Higgs mode. Upon approaching the quantum critical
point, this peak is seen to be emerging out at low energy from the broad continuum,
and become increasingly sharp. This is expected for the Higgs mode as the damping
is small near the critical point. We can also see from our diagrammatics that the
diagram corresponding to the amplitude mode decaying into two magnons (fig. D.2
(d) and (e)) vanishes upon approaching the critical point. Importantly, this low-energy
peak is found to follow the universal scaling [80, 77] predicted by a 1/N -expansion of
the O(N) model, unlike the other broad peak.
Interestingly, deep inside the ordered phase, a single sharp peak seems to be emerg-
ing (see fig. 6.5) at an energy of 4K. What remains unclear is whether it has any
significant single-mode contribution from the amplitude mode or it is dominated by
only the continua. At first look, it looks like it is mostly continuum because the non-
universal peak seen at the Γ point is also around the energy 4K. From our analysis, fig.
6.6, we see that the single-mode spectral weight of the amplitude mode is enhanced,
deep in the ordered phase. Also, the weight is seen to get equally distributed at all
momenta. But we cannot make any claim since we have not calculated the continuum.
But what we can see is that the self-energy of the diagram (fig. D.2 (d) and (e)),
corresponding to the scattering of amplitude mode into two magnons vanishes in the
limit of decoupled layers (i.e. λ = 1 and J = 0). It will be an interesting task, in
future, to calculate the shape of this continuum. Apparently, it seems that it should
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get sharper as we go deep in the ordered phase.
6.3 Discussion
We have thus seen that our large-d formalism is a useful tool to compare with numerical
data because it works in both the magnetically ordered and the paramagnetic phase.
We have already seen in the previous chapters that the critical point from large-d calcu-
lation is not very far-off from the QMC result in 3d. So, it would be interesting to have
similar numerical data in 3d, where mean-field behavior up to a logarithmic correction
is expected. From our results, we can see that in 3d the single-mode contribution from
the amplitude mode will be even more enhanced.
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Part II
Other models
117

Chapter 7
Transverse-field Ising model
In part I, we introduced our novel expansion method using the inverse spatial dimension
as a small parameter, and applied it to coupled-dimer magnets. However the technique
we have developed is not restricted to dimerized systems only. To demonstrate a wider
applicability of our large-d formalism, we will study the transverse-field Ising model
on a hypercubic lattice (d ≥ 2) in this chapter. We will see that most of the ideas
developed in part I can be easily borrowed in this case.
The classical Ising model (1.13) was first studied by Lenz and Ising [81] to explain
ferromagetism. In this model each lattice site has vectors which can point either up or
down i.e. have a value +1 or −1. In 1d this was solved by Ising and it was shown that
this model does not have any finite temperature phase transition. In 1d this model does
not have long-range order at any finite temperature according to the Mermin-Wagner
theorem [10]. The solution for the classical Ising model (in absence of any field) on a
square lattice was first given by Lars Onsager [82] demonstrating a finite temperature
phase transition.
In this chapter we are interested in the quantum version of this model namely
quantum Ising model or transverse-field Ising model (1.14). This is one of the toy
models frequently used by theorists to understand quantum phase transitions [6, 8].
The transverse-field Ising model is exactly solvable in 1d. Interestingly, this model is
also realized in real materials. One such example is LiHoF4 [83] where the Ho ion
effectively acts as an Ising spin. Another example is the compound CoNb2O6 [84].
Theoretical study of this model using series expansions has been addressed (see ref.
[85] and references therein). However, for d ≥ 2, there is no analytical method which
consistently describes the entire phase diagram, including the quantum critical point.
This motivates us to apply our method to this model. We will be brief in terms of
calculating observables in this chapter. We will only present those observables which
are essential to confirm the consistency of the method. The most important consistency
check is that the phase boundary obtained from the two phase must match. Also, the
phase transition must be continuous.
7.1 Model Hamiltonian
Recall that the transverse field Ising model consists of exchange interaction between
the z-component of neighboring spins with S = 1/2 and an additional term with a
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field interacting with the x-component of each spin. It is described by the following
Hamiltonian1:
H = −J
∑
〈ij〉
Szi S
z
j − h
∑
i
Sxi (7.1)
where the J is the exchange interaction among nearest neighbor spins, h is the trans-
verse field and the spin operators correspond to S = 1/2. Thus for classical spins,
which can be treated as vectors, this model reduces to the usual Ising model in the
absence of the transverse-field term.
We will consider the case where J > 0 and h > 0. At zero temperature, this model
undergoes a quantum phase transition if we tune the ratio J/h. To see this let us as
usual consider the two limiting cases: J  h and h  J . Let us consider the first
case when exchange interaction J is dominant. In the limit h → 0 the ground-state
energy is minimized when all the spins point along the same direction in spin space,
or in other words all spins take the same value of Sz (i.e. either 1/2 or −1/2). In this
limit the ground-state wavefunction is thus
Ψ0 =
∏
i
| ↑〉i or Ψ0 =
∏
i
| ↓〉i . (7.2)
This is ferromagnetic phase wherein the system spontaneously chooses one of the two
possible directions by breaking the Z2 symmetry of the Hamiltonian. At any small
finite h, the ground state will have some spins pointing in opposite direction. But
in the thermodynamic limit, the system will still be in a Z2 symmetry broken phase
[6]. In this phase the system has long-range order because the correlation between
z-component of two distant spins with respect to the ground state is a constant i.e.
lim
|~ri−~rj |→∞
〈0|Szi Szj |0〉 = m2 (7.3)
where |0〉 is ground-state at any small finite h in the ferromagnetic phase and m is the
magnetization.
On the other hand, if we consider the limit h J then we first note that for J → 0
the ground state must be a product-state of eigenstate of Sxi . The two eigenstates of
Sxi are
| →〉i =
| ↑〉i + | ↓〉i√
2
, (7.4)
| ←〉i =
| ↑〉i − | ↓〉i√
2
(7.5)
with eigenvalues ±1/2 respectively. Thus in this limit the ground state is given by
Ψ0 =
∏
i
| →〉i . (7.6)
With respect to the above state the correlation between the z-component of spins
on any two different sites is strictly zero, which means this phase is characterized by
1Often this model is written in terms of the Pauli matrices but we find it convenient to express it
as a spin Hamiltonian.
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Figure 7.1: Phase diagram of the transverse-field Ising model (7.1) in 1d, 2d, and
3d, as a function of temperature and the tuning parameter r. The quantum critical
region (green) is shown along with the corresponding quantum critical point rc. (a)
Phase diagram in d = 1 and d = 2, where ferromagnetic ordering (red) is possible
only at T = 0K. (b) Phase diagram in d = 3, where ferromagnetic ordering exists even
at non-zero temperature. There is a classical phase transition (orange curve) from a
ferromagnet to a paramgnet at the corresponding Curie temperature.
short-range correlation [6]. In fact even upon turning on small finite J the corrections
decay exponentially with distance, and thus are short ranged. After examining the
two limiting cases, we see that the corresponding phases are qualitatively different and
thus there is a quantum critical point2 separating the two phases. In the following we
will see this explicitly using our 1/d expansion.
Before we dive into the details we would like to point out an important distinction
between d = 1 case and d ≥ 2 case. There is no difference in the above analysis
between these two cases. The distinction arises when we consider the excitations in
the ferromagnetic (ordered) phase. For d ≥ 2 the excitation in the ordered phase is
single spin-flip which can be described within a single particle picture (we will see this
in the following). However, in 1d the excitations are domain walls, since once a spin is
flipped there is no extra energy cost to be paid to flip all spins (say) to its right. Due
to this different nature of excitations we leave out the 1d case from our analysis and
concentrate on d ≥ 2.
As we work in the limit of large-d we must ensure non-trivial competition between
the nearest neighbor exchange interaction term and the transverse-field term to ob-
tain quantum phase transition. This is done by introducing our tuning parameter r
analogous to the coupled dimer case as follows:
r =
Jd
h
. (7.7)
In the light of above analysis we expect a quantum phase transition at some critical
value of the tuning parameter rc. Thus for r < rc we have the disordered phase while
the ordered phase occurs when r > rc. Another consequence of working in large-d
2In general there could be more than one critical point and intermediate phases. But in this case
it is known that there is only one quantum critical point and we will also see this in our calculation.
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is that the critical exponents are locked to their mean-field values. In this case, the
relevant mean-field critical exponents are α = 0 , β = 1/2 , ν = 1/2 and z = 1. As
explained in chapter 3 these exponents will help us identify the correct observables
which have analytic 1/d expansion throughout the phase diagram.
7.2 Quantum paramagnetic phase
Let us start our analysis with the disordered phase. As we saw in the part I, an essential
ingredient to setup 1/d expansion is a suitable reference state. In the large-d limit,
due to irrelevant non-local fluctuations, we can assume a product-state ansatz. We
can find the reference state by minimizing the product-state expectation value of the
Hamiltonian. In this phase it turns out that the suitable reference state is a product
state of one of the eigenstates of Sxi :
Ψ0 =
∏
i
|0〉i , (7.8)
|0〉 = | ↑〉+ | ↓〉√
2
. (7.9)
Thus on each lattice site there are only two states (since S = 1/2) given by
|0〉i =
| ↑〉i + | ↓〉i√
2
, (7.10)
|T 〉i =
| ↑〉i − | ↓〉i√
2
. (7.11)
Analogous to bond operators defined earlier for S = 1/2 dimerized systems, we can
introduce a Bosonic operator in this case as follows:
T †i |0〉i = |T 〉i ; Ti|0〉i = 0 , (7.12)
such that they satisfy the usual Bosonic commutation relation[
Ti, T
†
j
]
= δi,j ;
[
Ti, Tj
]
=
[
T †i , T
†
j
]
= 0 . (7.13)
It is then a straightforward task to work out the matrix elements of the spin opera-
tors with respect to the above mentioned states. Using this we can express our spin
operators as follows:
Sx =
1
2
(|0〉〈0| − |T 〉〈T |) , (7.14)
Sy =
ı
2
(|0〉〈T | − |T 〉〈0|) , (7.15)
Sz =
1
2
(|0〉〈T |+ |T 〉〈0|) . (7.16)
Since we have associated |T 〉 to Bosonic single-particle state we have additionally the
constraint (just as in the case of coupled-dimers)
|0〉〈0|+ |T 〉〈T | = 1 . (7.17)
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The mapping of spin operators to Bosons brings along additional unphysical states and
thereby we have to implement the above hard-core constraint. As in the coupled-dimer
case, we will implement the constraint via the projection operator
Pi = 1− T †i Ti . (7.18)
Thus using the projection operator we can express the spin operators in terms of the
T operators as follows:
Sxi =
1
2
(
1− 2T †i Ti
)
, (7.19)
Syi =
ı
2
(
PiTi − T †i Pi
)
, (7.20)
Szi =
1
2
(
PiTi + T
†
i Pi
)
. (7.21)
Note that using this representation the spin operators satisfy the usual spin commu-
tation relations within the physical Hilbert space.
7.2.1 Real-space Hamiltonian
Having expressed the spin operators in terms of auxiliary Bosonic particles, we can
now write our spin Hamiltonian (7.1) in terms of the T operators as follows:
H = −J
4
∑
〈ij〉
(
PiTiPjTj + T
†
i PiPjTj + h.c.
)
− h
2
∑
i
(
1− 2T †i Ti
)
. (7.22)
Just as in the case of coupled-dimers, it turns out that for calculations to order 1/d
we only need terms up to quartic order in T operators. Using the explicit form of the
projector (7.18) we can write down the expressions for relevant parts of the Hamilto-
nian:
H0 = −
Nh
2
, N is the number of lattice sites , (7.23)
H2 = −
J
4
∑
〈ij〉
(
TiTj + T
†
i Tj + h.c.
)
+ h
∑
i
T †i Ti , (7.24)
H4 =
J
2
∑
〈ij〉
[
T †i TiTiTj + T
†
i T
†
i TiTj + h.c.
]
. (7.25)
Apart from the pre-factors, above expressions are identical to those in the case of
coupled-dimers. In fact the interaction term is somewhat simpler in this case because
there is only one kind of excitation present, unlike the coupled-dimer case.
7.2.2 Harmonic approximation
As a first step towards 1/d expansion let us first solve the bilinear part (7.24). With
periodic boundary condition on hypercubic lattice the crystal momentum is a good
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quantum number and so it is convenient to work in the Fourier space. For this purpose
we can introduce the Fourier transformed operator via
Ti =
1√
N
∑
~k
T~ke
−ı~k·~ri , (7.26)
such that [
T~k, T
†
~k′
]
= δ~k,~k′ ,
[
T~k, T~k′
]
=
[
T †~k , T
†
~k′
]
= 0 . (7.27)
Using the Fourier transformed T operator, the bilinear part of the Hamiltonian is given
by
H2 =
∑
~k
[
A~kT
†
~k
T~k +
B~k
2
(
T~kT−~k + h.c.
)]
(7.28)
where
A~k = h+B~k , B~k = −
γ~kr
2
, (7.29)
and the interaction structure factor
γ~k =
1
d
d∑
n=1
cos kn (7.30)
which is normalized such that −1 ≤ γ~k ≤ 1. Following the procedure detailed in the
section 4.4.2, we can diagonalize the above Hamiltonian piece by standard Bogoliubov
transformation,
T~k = u~kτ~k + v~kτ
†
−~k
(7.31)
where u~k and v~k are the Bogoliubov coefficients and the τ operators obey the usual
Bosonic commutation relations. The mode energy is then given by
ω~k = h
√
1− γ~kr . (7.32)
Now unlike the coupled dimers case, here the minimum of the dispersion occurs at
γ~k = 1 i.e.
~k = ~Q ≡ {0, 0, . . .}. We can then readily write down the energy gap which
is
∆ ≡ ω ~Q = h
√
1− r . (7.33)
Observe that the gap becomes imaginary for r > 1 and hence the disordered phase at
the harmonic level becomes unstable, which means we have a critical point at rc = 1.
For future use, we note that in terms of the mode energy and the coefficients in the
bilinear Hamiltonian, the Bogoliubov coefficients are given by
u2~k, v
2
~k
=
1
2
(
A~k
ω~k
± 1
)
; u~kv~k = −
B~k
2ω~k
. (7.34)
Note that just as in the case of coupled-dimers, even here local observables evaluated
with respect to the reference state are suppressed in powers of 1/d such that they yield
exact expectation values in limit d → ∞. We again caution that this does not imply
that the reference state is the ground state of the Hamiltonian.
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7.2.3 Perturbation theory and normal-ordered Hamiltonian
Having solved the bilinear piece of the Hamiltonian, we shall treat it as the unperturbed
part and take into account the interaction terms perturbatively. A priori there is no
small parameter in the theory to control our pertubative treatment. But just as in the
case of coupled-dimers, we will see that the self-energy from the interaction terms is
suppressed in powers of 1/d. Hence the corrections to observables can be arranged in
a power series in 1/d. To start our diagrammtic treatment we must first normal-order
our Hamiltonian with respect to the operators (τ) that diagonalize the unperturbed
piece. For the same reasons as in the coupled-dimer case, we need terms only up to
fourth order in T operators. Upon normal ordering, H4 will generate additional bilinear
terms which are expressed below:
H′2b =
∑
~k
[
C~kτ
†
~k
τ~k +
D~k
2
(τ~kτ−~k + h.c.)
]
(7.35)
where
C~k = rh
[
(u2~k + v
2
~k
)(γ~kR1 + 2γ~kR2 + 2R3) + 2u~kv~k(γ~kR1 + 2γ~kR2 +R3)
]
, (7.36)
D~k = rh
[
(u2~k + v
2
~k
)(γ~kR1 + 2γ~kR2 +R3) + 2u~kv~k(γ~kR1 + 2γ~kR2 + 2R3)
]
. (7.37)
Following are required expressions of R’s to order 1/d in the large-d limit:
R1 =
1
N
∑
~k
u~kv~k =
r2
16d
+O(d−2) , (7.38)
R2 =
1
N
∑
~k
v2~k =
r2
32d
+O(d−2) , (7.39)
R3 =
1
N
∑
~k
γ~ku~kv~k =
r
8d
+O(d−2) , (7.40)
R4 =
1
N
∑
~k
γ~kv
2
~k
= O(d−2) . (7.41)
Thus the normal ordered bilinear piece is sum of the unperturbed part and the above
contribution: H′2 = H′2a +H′2b where,
H′2a =
∑
~k
ω~kτ
†
~k
τ~k (7.42)
is the unperturbed piece.
Now we quote the normal ordered quartic term:
H′4 =
1
N
∑
1234
[
δ1+2+3+4Γ
d
41(τ
†
1τ
†
2τ
†
3τ
†
4 + τ1τ2τ3τ4) + δ1+2−3−4(Γ
d
42τ
†
1τ
†
2τ3τ4 + Γ
d
43τ
†
1τ
†
2τ3τ4)
(7.43)
+ δ1+2+3−4Γ
d
44(τ
†
1τ
†
2τ
†
3τ4 + τ
†
4τ3τ2τ1)
]
,
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(a) (b) (c)
(d) (e)
Figure 7.2: Feynman diagrams for the normal τ self-energy up to order 1/d, with
vertices from H′2b and H′4.
with the relevant vertex functions given by
Γd41 =
Jd
2
[
γ4u1v2v3v4 + γ4v1u2u3u4 + (γ1 + γ4)u1u2v3v4
]
, (7.44)
Γd44 =
Jd
2
[
(2γ3 + γ4)u1v2v3u4 + (2γ3 + γ4)v1u2u3v4 + γ3v1v2v3v4
+ γ3u1u2u3u4 + (2γ1 + γ3 + γ4)u1u2v3u4 + (γ1 + 2γ3 + γ4)u1v2v3v4
]
. (7.45)
7.2.4 Dispersion, energy gap, and phase boundary
In order to get the dispersion relation, including corrections from the interaction terms,
we have to solve the Dyson equation. Location of the pole in the Green’s function
gives the dispersion. As explained in part I, we only need to calculate the normal self-
energies to obtain the 1/d expansion for dispersion to order 1/d. With the knowledge
of calculating diagrams in large-d, we can evaluate the relevant self-energy diagrams
shown in fig. 7.2. Actually in this case the diagrams involved are exactly the same
as those evaluated in chapter 4. So we know all the vertex combinations and also the
permutations. The resultant expressions of self-energies to order 1/d are quoted below:
Σ7.2(a)(~k, ω) = C~k , (7.46)
Σ7.2(b)(~k, ω) = Σ7.2(c)(~k, ω) = −γ~kr
2hR3
4
(u~k + v~k)
2 , (7.47)
Σ7.2(d)(~k, ω) =
r2h2
4(ω − 3h)
[
2γ2~k(u~k + v~k)
2R2 + 4γ~k(u
2
~k
+ u~kv~k)R3 +
u2~k
d
]
, (7.48)
Σ7.2(e)(~k, ω) =
−r2h2
4(ω + 3J)
[
2γ2~k(u~k + v~k)
2R2 + 4γ~k(v
2
~k
+ u~kv~k)R3 +
v2~k
d
]
. (7.49)
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We can then insert these in the pole equation
Ω2~k = ω
2
~k
+ 2ω~kΣN+ , (7.50)
to obtain the 1/d expansion for the dispersion in the disordered phase. As noted earlier,
since the mean-field critical exponent for the energy gap is νz = 1/2 we will have an
analytic 1/d expansion for square of the dispersion and square of the gap in the entire
phase diagram. We therefore have
Ω2~k
h2
= 1− γ~kr +
r2
16d
(4 + γ~kr) . (7.51)
We again point out that this is formally not an expansion in r and at higher orders
the 1/d expansion need not be a simple polynomial in r. To obtain an expansion in
small-r, we have to perform a double expansion, as we did in the asymmetric case of
coupled-dimers in the quantum paramagnetic phase.
We can now immediately calculate the energy gap by evaluating the above expres-
sion at the Ferromagnetic ordering vector ~Q 3. Thus the energy gap is given by:
∆2
h2
= 1− r + r
2
16d
(4 + r) . (7.52)
The disordered phase becomes unstable at the critical point where the energy gap
vanishes. Using this criterion we can locate the phase boundary to the ordered phase.
For this purpose we can make an ansatz for the critical point: rc = 1 + r1/d. Inserting
this ansatz in eq. (7.52) and solving it to order 1/d, we obtain the following result for
the phase boundary:
rc = 1 +
5
16d
. (7.53)
7.3 Ferromagnetic phase
As explained in the beginning of the chapter, we anticipate a ferromagnetic long-range
ordered phase for r > rc. In the last section, we solved the quantum paramagnetic
phase within our large-d formalism and determined the phase boundary to the ordered
phase. Let us now calculate observables in this ordered phase. Again most of the ideas
are similar to those presented in the case of coupled dimers with an important physical
difference namely, here we do not have Goldstone (gapless) modes. In this case Z2
symmetry is broken and so Goldstone’s theorem does not apply in this case. In this
case we just have one kind of (gapped) excitation and so the algebra involved is less
tedious.
We begin our analysis by identifying a suitable reference product state. It is clear
that in this phase the T operator will be condensed meaning it will have a finite expec-
tation value with respect to the reference product-state. It is therefore straightforward
3It is easy to prove that the above dispersion has minimum at ~Q as long as r2 ≤ 16d. This holds
everywhere in the quantum paramagnetic phase.
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to identify the correct reference state
Ψ0 =
∏
i
|0̃〉i , (7.54)
|0̃〉i =
|0〉i + λ|T 〉i√
1 + λ2
. (7.55)
In the spirit of large-d, this delivers exact expectation values of local observables in the
limit d→∞. In this case, λ is the condensation parameter which takes values between
0 and 1 (alternatively, −1 for the other Z2 symmetry related choice of reference state)
as a function of the tuning parameter r. We can easily see that in the limit λ→ 1 we
obtain the fully polarized ferromagnetic state as our reference state
Ψ0(λ = 1) =
∏
i
| ↑〉i ≡
∏
i
|0〉+ |T 〉√
2
. (7.56)
In fact, later we will see that λ → 1 limit corresponds to h → 0 limit and so the
above correspondence is well anticipated. On the other hand, for λ = 0 we recover the
reference state for the disordered phase, where there is no condensation of T operator.
In fact, later we will use this as one of the criterion to determine the phase boundary.
Apart from our reference state we have one more state in the physical Hilbert space,
which is orthonormal to the above state and is given by
|T̃ 〉i =
−λ|0〉i + |T 〉i√
1 + λ2
. (7.57)
We can formulate the above scenario in terms of the generalized rotation in the
Hilbert space as follows:
(
|0〉 |T 〉
)
=
(
|0̃〉 |T̃ 〉
)( 1 λ
−λ 1
)
1√
1 + λ2
. (7.58)
Analogous to the disordered phase we can define Bosonic operator T̃ such that
T̃ †i |0̄〉i = |T̃ 〉i ; T̃i|0̄〉i = 0 , (7.59)
which obey the usual Bosonic commutation relation[
T̃i, T̃
†
j
]
= δi,j ;
[
T̃i, T̃j
]
=
[
T̃ †i , T̃
†
j
]
= 0 . (7.60)
Again, due to the mapping on to Bosons, we enlarge our Hilbert space. We have to
implement the hard-core constraint |0̃〉〈0̃|+ |T̃ 〉〈T̃ | = 1 in order to restrict ourselves to
the physical Hilbert space. We thus introduce the projection operator
P̃i = 1− T̃ †i T̃i . (7.61)
Now using the rotation in the Hilbert space (7.58), the above definition of T̃ oper-
ator, and projection operator it is then straightforward to obtain the spin operators in
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the T̃ representation:
Sxi =
1
2(1 + λ2)
(
(1− λ2)(1− 2T̃ †i T̃i)− 2λ(T̃ †i P̃i + P̃iT̃i)
)
, (7.62)
Syi =
ı
2
(
P̃iT̃i − T̃ †i P̃i
)
, (7.63)
Szi =
1
2(1 + λ2)
(
2λ(1− 2T̃ †i T̃i) + (1− λ2)(T̃ †i P̃i + P̃iT̃i)
)
. (7.64)
It is easy to verify that we obtain the correct spin commutation relations within the
physical Hilbert space. Also for λ = 0 we recover the spin representation in the
disordered phase.
7.3.1 Real-space Hamiltonian and perturbation theory
We are now ready to express our spin Hamiltonian (7.1) in terms of the T̃ operators.
Using eq. (7.62), (7.63) and (7.64) the Hamiltonian in the ordered phase is
H =− J
4(1 + λ2)2
∑
〈ij〉
[
(1− λ2)2
(
P̃iT̃iP̃jT̃j + T̃
†
i P̃iP̃jT̃j + h.c.
)
+ 2λ(1− λ2)
(
T̃ †i P̃i − 2T̃ †i P̃iT̃ †j T̃j + T̃ †j P̃j − 2T̃ †j P̃jT̃ †i T̃i + h.c.
)
+ 4λ2
(
1− 2T̃ †j T̃j − 2T̃ †i T̃i + 4T̃ †i T̃iT̃ †j T̃j
)]
− h
2(1 + λ2)
∑
i
[
(1− λ2)(1− 2T̃ †i T̃i)− 2λ(T̃ †i P̃i + h.c.)
]
. (7.65)
To order 1/d calculation we need only terms up to fourth order in T̃ operators. Inserting
the explicit of the projector operator (7.61), we can write the relevant pieces in the
Hamiltonian as follows:
H0 = −
Nrhλ2
(1 + λ2)2
− Nh(1− λ
2)
2(1 + λ2)
, (7.66)
H1 =
[
hλ
1 + λ2
− hrλ(1− λ
2)
(1 + λ2)2
]∑
i
(
T̃ †i + T̃i
)
, (7.67)
H2 = −
J
4(1 + λ2)2
∑
〈ij〉
[
(1− λ2)2
(
T̃iT̃j + T̃
†
i + h.c.
)
− 8λ2
(
T̃ †i T̃i + T̃
†
j T̃j
)]
+
h(1− λ2)
1 + λ2
∑
i
T̃ †i T̃i , (7.68)
H3 =
Jλ(1− λ2)
(1 + λ2)2
∑
〈ij〉
[
T̃ †i T̃
†
i T̃i + 2T̃
†
j T̃
†
i T̃i + h.c.
]
− hλ
1 + λ2
∑
i
[
T̃ †i T̃
†
i T̃i + h.c.
]
,
(7.69)
H4 =
J
2(1 + λ2)2
∑
〈ij〉
[
(1− λ2)2
(
T̃ †i T̃iT̃iT̃j + T̃
†
i T̃
†
i T̃iT̃j + h.c.
)
− 8λ2T̃ †i T̃ †j T̃iT̃j
]
.
(7.70)
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Again note that for λ = 0 we recover the Hamiltonian in the disordered phase in terms
of T operators.
As in the case of ordered phase of coupled dimers, even here we have two sources of
1/d corrections to observables. Firstly, we have the usual source from the interaction
terms in the Hamiltonian. Secondly, the corrections arising from 1/d expansion of the
condensate parameter λ. We will therefore follow the strategy developed in chapter 5
to perform diagrammatic perturbation theory, and we refer to section 5.3.4 for details.
7.3.2 Linear part
Within the independent-Boson approximation, we require that H1 = 0. This condition
readily gives us λ(r). We will denote the solution by λ0, since later on with the
interaction terms we will obtain corrections to this expression. So at this level the
condensate parameter is given by
λ0 =
√
r − 1
r + 1
. (7.71)
As mentioned earlier, vanishing of the condensate parameter locates the quantum
critical point. So at this level, quantum critical point is located at rc = 1, which
was also obtained within the harmonic approximation in the disordered phase.
7.3.3 Harmonic approximation
Next, we turn our attention to the bilinear piece in the Hamiltonian, H2. As a first
step we go the the Fourier space by introducing
T̃i =
1√
N
∑
~k
T̃~ke
−ı~k·~ri , (7.72)
such that [
T̃~k, T̃
†
~k′
]
= δ~k,~k′ ;
[
T̃~k, T̃~k′
]
=
[
T̃ †~k , T̃
†
~k′
]
= 0 . (7.73)
We then have H2 in the Fourier space:
H2(λ) =
∑
~k
[
Ã~kT̃
†
~k
T̃~k +
B̃~k
2
(
T̃~kT̃−~k + h.c.
)]
(7.74)
where
Ã~k =
h(1− λ2)
1 + λ2
+
4hrλ2
(1 + λ2)2
+ B̃~k , B̃~k = −
γ~khr
2
(
1− λ2
1 + λ2
)2
. (7.75)
Anticipating the 1/d corrections to λ we choose to treat H2(λ0) ≡ H(0)2 as the
unperturbed piece, and diagonalize it (harmonic approximation). The corresponding
coefficients Ã
(0)
~k
≡ Ã~k(λ0) and B̃
(0)
~k
≡ B̃~k(λ0) are given by
Ã
(0)
~k
=
h
r
+
h(r2 − 1)
r
+ B̃~k , B̃
(0)
~k
= −γ~kh
2r
(7.76)
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where we have used the explicit expression for λ0 (7.71).
Now using standard Bogoliubov transformation
T̃~k = ũ~kτ̃~k + ṽ~kτ̃
†
−~k
(7.77)
(τ̃ obey the usual Bosonic commutation relations) we can solve H(0)2 to get the mode
energy
ω̃~k = h
√
r2 − γ~k . (7.78)
In terms of the coefficients of H(0)2 and the mode energy, the Bogoliubov coefficients
are given by
ũ2~k, ṽ
2
~k
=
1
2
(
Ã~k
ω̃~k
± 1
)
; ũ~kṽ~k = −
B̃~k
2ω̃~k
. (7.79)
We see that the dispersion has a minimum at γ~k = 1 i.e.
~k = ~Q. Thus the energy
gap is
∆̃ ≡ ω̃ ~Q = h
√
r2 − 1 . (7.80)
The ordered phase is seen to become unstable for r < 1 (we consider only positive r) and
thereby we have a quantum phase transition to the disordered phase at rc = 1. Again,
the same value was obtained within the harmonic approximation in disordered phase,
as well as from the linear part in the previous subsection, thus assuring consistency.
7.3.4 Normal-ordered Hamiltonian
To start calculating observables using diagrammatic perturbation theory, we first need
to normal-order our Hamiltonian (7.65) with respect to τ̃ operators. Moreover, we
have to be careful while using the vertices in the Hamiltonian to calculate observables
because these will depend on λ, which in turn has 1/d expansion. We again refer to
sec. 5.3.4 for a detailed discussion about this issue.
In the present chapter, we are interested in calculating the corrections to condensate
parameter, λ, only. So we concentrate only the linear and the cubic terms. Normal-
ordered linear term comprises of H1 and contributions coming from normal ordering
of H3. Together we have
H′1 =
√
N
[
h1(1−R1 − 2R2) + 2J1(γ ~QR2 +R3)
]
(ũ ~Q + ṽ ~Q)(τ̃
†
~Q
+ τ̃ ~Q) (7.81)
where
h1 =
hλ
1 + λ2
− J1 , and J1 =
Jdλ(1− λ2)
(1 + λ2)2
. (7.82)
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The required expressions of R’s to order 1/d in the large-d limit are following:
R1 =
1
N
∑
~k
ũ~kṽ~k =
1
r416d
+O(d−2) , (7.83)
R2 =
1
N
∑
~k
ṽ2~k =
1
r432d
+O(d−2) , (7.84)
R3 =
1
N
∑
~k
γ~kũ~kṽ~k =
1
r28d
+O(d−2) , (7.85)
R4 =
1
N
∑
~k
γ~kṽ
2
~k
= O(d−2) . (7.86)
Turning our attention to the cubic terms, we have the normal ordered piece:
H′3 =
1√
N
∑
123
[
δ1+2+3Γ31(τ̃
†
1 τ̃
†
2 τ̃
†
3 + τ̃1τ̃2τ̃3) + δ1+2−3Γ32(τ̃
†
1 τ̃
†
2 τ̃3 + τ̃
†
3 τ̃2τ̃1)
]
. (7.87)
Below we quote relevant vertices useful for diagrammatics:
Γ31 = (2J1γ1 − h1)(u1u2v3 + v1v2u3) , (7.88)
Γ32 = 2J1
[
γ1(u1u2u3 + v1v2v3) + (γ1 + γ3)(u1v2v3 + v1u2u3)
]
. (7.89)
7.3.5 Condensate parameter
The condensate parameter λ is proportional to the order parameter, namely the mag-
netization. Hence from the above discussion regarding critical exponents and analytic
expansion, it is clear that λ2 will have an analytic expansion instead of λ. Now to
obtain the 1/d corrections to λ we demand H′1 = 0. To order 1/d we need to evaluate
h1(λ0) and J1(λ0) in eq. (7.81), where they appear as a product with R, since Rs are
already suppressed in power of 1/d. For the isolated h1 term we must however go to
order 1/d using the ansatz
λ2 = λ20 +
λ1
d
. (7.90)
Moreover we also know that h1(λ0) = 0. Using all this information and setting H′1 to
zero we obtain the required 1/d expansion for λ2:
λ2 =
r − 1
r + 1
− 1
8r3d
1 + 4r2
(r + 1)2
. (7.91)
We remind once again that in principle there are diagrammatic contributions to the
condensate parameter. However, these are suppressed at least to O(1/d2) and hence
irrelevant to order 1/d calculation.
Since the condensate parameter vanishes at the critical point, we can use this
condition to get the corrections to the phase-boundary result obtained from harmonic
approximation. Demanding λ2 = 0 and using the ansatz rc = 1 + r1/d we get the
following phase boundary:
rc = 1 +
5
16d
. (7.92)
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This is exactly the same result as obtained from the disordered phase calculation
(7.53). We thus correctly capture the continuous phase transition and establish internal
consistency in our calculation.
7.4 Discussion
In this chapter, we have demonstrated the applicability of our 1/d expansion method.
We have not calculated the ground-state energy in both the phases. Also, the 1/d ex-
pansion to the dispersion in the ordered phase has not been presented. The calculation
of these observables and the dynamical observables is left as a future task. However,
the basic observables required to establish consistency have been already presented.
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Chapter 8
Bilayer Kitaev model
An interesting way to introduce a quantum critical point in a two-dimensional quantum
spin system is to form a bilayer. By coupling two layers antiferromagnetically we
naturally have at least two phases: (i) a dimer quantum paramagnet in the strong
inter-layer coupling limit and (ii) usual phases of the single layer in the decoupled-
layer limit. Thus we have a magnetic quantum phase transition. The coupled-dimer
magnets (2.2) in two dimensions is one such example. Apart from just theoretical
interest this aspect is of some practical relevance. Many real materials, specifically
layered materials, often have such an inter-layer coupling. Moreover, with the success
of synthesizing molecular monolayers [86] it could be possible to artificially construct
bilayers in a laboratory.
Here we have a somewhat different motivation to consider a bilayer system. In
many cases a two dimensional spin system may realize interesting and exotic phases,
such as a quantum spin liquid. However it is difficult to characterize such a state and
more so to find its experimental signatures. We can now ask the question, whether by
coupling two such systems and starting from the dimer quantum paramagnetic phase,
we can find any signatures of the corresponding phases in a single layer. In the following
we present a short discussion on these lines in the context of the Kitaev model on a
honeycomb lattice. We make a few remarks related to other interesting bilayer models.
8.1 Model Hamiltonian
Let us consider the Kitaev model on a honeycomb lattice and couple two layers of it
antiferromagnetically, so that we have a bilayer (see fig. 8.1). We can write down the
following Hamiltonian:
H = J
∑
i
~S1i · ~S2i +Hkitaev , (8.1)
Hkitaev = 2
∑
〈ij〉α
Kα
[
Sα1iS
α
1j + S
α
2iS
α
2j
]
(8.2)
where i represents the dimer lattice site, α = x, y, z and 〈ij〉α represents sum over
nearest neighbor spins along a particular bond direction depending on the component
of the spin. The first term in the Hamiltonian is just a Heisenberg exchange term
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(a)
Kx Ky Kz
(b)
Figure 8.1: (a) Bilayer Kitaev model (8.1) where the black bonds represent the inter-
layer coupling J . (b) Bond directional interactions corresponding to the Kitaev model
(8.2). The nearest neighbor Sx, Sy and Sz spin components in each layer interact only
along the green, red and blue bonds respectively.
between the spins from layer 1 and layer 2. The second term is the Kitaev interaction
term with coupling Kα, wherein different components of a spin on a lattice site interact
only along a specific bond direction, as shown in fig.8.1.
The Kitaev model (8.2), introduced by Alexei Kitaev, is exactly solvable by re-
sorting to a Majorana representation [20]. A Majorana particle is an anti-particle of
itself, i.e. m† = m; where m†(m) is Majorana creation (annihilation) operator. In this
representation, each spin is replaced by four Majoranas and hence effectively enlarg-
ing the Hilbert space1. A string of Majorana operators along a hexagonal plaquette
turns out to be a conserved quantity, which plays a crucial role in making the problem
solvable. In the end the problem boils down to a Majorana hopping problem with Z2
gauge fields. These gauge fields represent flux through a hexagonal plaquette, which
is either +1 or −1. It turns out that the ground state of this system is where all the
fluxes take the value +1, and it is said to be a flux-free sector. This ground state is a
quantum spin liquid, an exotic state whose characteristic features include no symme-
try breaking and fractionalized excitations. Around the point of isotropic couplings,
the Majorana excitations are gapless and so the phase is called the gapless quantum
spin liquid. Away from this region the Majorana excitations are gapped, and so the
phase is a gapped quantum spin liquid. Note that the flux sector (vison excitation) is
always gapped. It is also worth mentioning that the Kitaev model (8.2) can also be
solved without using the Majorana representation. This is done using a Jordan-Wigner
transformation which leads to a BCS type Hamiltonian in the end [89].
In the model under consideration (8.1) we have an antiferromagnetic coupling be-
tween the two layers. For J  Kα spins within the dimer unit cell will form a singlet
and a quantum paramagnetic2 phase will be realized. On the other hand when Kα  J
we expect to be in the spin liquid phase of pure Kitaev model. Hence there is an in-
teresting possibility of a quantum phase transition from a quantum paramagnet to a
spin liquid. In this case, both the phases do not break any symmetry of the Hamil-
tonian. However, quantum spin liquid phase is more exotic in the sense that it has
fractionalized quasiparticles as excitations, and it bears non-trivial topological proper-
1A systematic study of finite-size effects, and the role of physical and unphysical states, can be
found in ref. [87] and [88].
2Hereon, by quantum paramagnetic phase we mean the dimer quantum paramagnetic phase, real-
ized in the strong inter-layer coupling limit. We will explicitly call the phases in the dominant Kitaev
interaction as spin liquid, so there is no room for confusion.
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ties. However, we can not rule out the possibility of some other intermediate phases and
multiple quantum phase transitions as we go from a quantum paramagnet to a Kitaev
spin liquid. To determine all these details is an interesting and challenging project.
Our aim here will be to start from the quantum paramagnetic phase and study some
of its properties. A simple question we can ask is whether it is possible to see any signs
of the Kitaev model in this bilayer system. We will employ the bond-operator theory
in harmonic approximation as our theoretical tool and calculate the dispersion relation
in the quantum paramagnetic phase.
Another interesting route could be to start from the Kitaev limit using Majorana
particle representation and investigate the effect of (small) interlayer coupling. Al-
ternatively one could as well use the Majorana representation, to start with, in the
quantum paramagnetic phase. These aspects go beyond the scope of the present work
and will be addressed in near future.
8.2 Harmonic approximation
Let us now use the spin representation (2.19) in terms of the auxiliary Bosons (triplons)
within the bond-operator theory. We will restrict ourselves to the harmonic approxi-
mation, i.e. only at the level of bilinear terms. Note that from our large-d formalism
we know that bond-operator theory is controlled and that the harmonic approximation
gives the leading order result of a systematic 1/d expansion. We can therefore write
down our Hamiltonian (8.1) in terms of triplons as follows:
H = H0 +H2 + . . . , (8.3)
H0 = −
3
4
JN , (8.4)
H2 = J
∑
iα
t†iαtiα +
∑
〈ij〉,α
Kα
[
t†iαt
†
jα + t
†
iαtjα + h.c.
]
. (8.5)
Here N is the number of dimer sites. Note that at the harmonic level there is no
interaction among the different modes. But beyond harmonic approximation there
will be terms involving interaction among the three modes.
Honeycomb lattice has two sites per unit cell and we label them as A and B. The
basis vectors for this lattice in real space are
~a1 =
x̂
2
+
√
3ŷ
2
and ~a2 = −
x̂
2
+
√
3ŷ
2
. (8.6)
While in the reciprocal space the basis vectors are
~b1 = 2π
(
x̂+
ŷ√
3
)
and ~b2 = 2π
(
−x̂+ ŷ√
3
)
. (8.7)
We will now go to the Fourier space by introducing the Fourier transformed triplon
operators
tA,iα =
√
2
N
∑
k
tA,~kαe
−ı~k·~ri and tB,iα =
√
2
N
∑
k
tB,~kαe
−ı~k·~ri (8.8)
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on the two sublattices, such that ~k is the crystal momentum within the first Brillioun
zone of a sublattice. So the bilinear Hamiltonian (8.5) takes the form
H2~k = J
∑
~kα
[
t†
A,~kα
tA,~kα + t
†
B,~kα
tB,~kα
]
+Kz
∑
~k
[
t†
A,~kz
t†
B,−~kz
+ t†
A,~kz
tB,~kz + h.c.
]
+Kx
∑
~k
[
e−ı
~k·~a1t†
A,~kx
t†
B,−~kx
+ e−ı
~k·~a1t†
A,~kx
tB,~kx + h.c.
]
+Ky
∑
~k
[
e−ı
~k·~a2t†
A,~ky
t†
B,−~ky
+ e−ı
~k·~a2t†
A,~ky
tB,~ky + h.c.
]
. (8.9)
In order to diagonalize, let us express the above Hamiltonian as follows:
H2 =
1
2
∑
~kα
Ψ†MαΨ + constant (8.10)
where
Ψ =
[
tA,~kα tB,~kα t
†
A,−~kα
t†
B,−~kα
]T
(8.11)
and
Mx =

J Kxe−ı
~k·~a1 0 Kxe−ı
~k·~a1
Kxeı
~k·~a1 J Kxeı
~k·~a1 0
0 Kxe−ı
~k·~a1 J Kxe−ı
~k·~a1
Kxeı
~k·~a1 0 Kxeı
~k·~a1 J
 , (8.12)
My =

J Kye−ı
~k·~a2 0 Kye−ı
~k·~a2
Kyeı
~k·~a2 J Kyeı
~k·~a2 0
0 Kye−ı
~k·~a2 J Kye−ı
~k·~a2
Kyeı
~k·~a2 0 Kyeı
~k·~a2 J
 , (8.13)
Mz =

J Kz 0 Kz
Kz J Kz 0
0 Kz J Kz
Kz 0 Kz J
 . (8.14)
We have to be careful while diagonalizing these matrices. We cannot naively diagonalize
the above Hermitian matrices because then the resultant quasiparticles do not obey
Bosonic commutation relations (see the discussion in sec. 4.4.2). To obtain the correct
Bosonic quasiparticles we must instead diagonalize the non-Hermitian matrix [58, 59]
M′α = ΣMα (8.15)
where
Σ =
(
I2×2 0
0 −I2×2
)
(8.16)
with I2×2 being the 2 dimensional identity matrix.
Finally, diagonalizing M′α we have the corresponding eigenvalues as the mode en-
ergies
ωA,~kα =
√
J(J − 2Kα) and ωB,~kα =
√
J(J + 2Kα) . (8.17)
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Figure 8.2: Conjectured zero-temperature phase diagram of the bilayer Kitaev model
(8.1). Within the harmonic approximation, we find (Kα/J)c = 1/2.
The most important observation here is that the triplon dispersion is independent of
the momentum ~k. As we increase the value of Kα from zero, energy of one branch
monotonically increases while that of the other decreases. Eventually at Kαc = J/2
the energy gap goes to zero thereby suggesting a quantum phase transition. For Kα >
Kαc , the energy gap becomes imaginary meaning the quantum paramagnetic phase is
unstable. At the harmonic level, the non-dispersive energy modes suggests that there
is no magnetic ordering across the quantum critical point. This seems to be in accord
with the fact that for Kα > Kαc we expect a Kitaev spin liquid phase characterized
by no symmetry breaking. Can we then say that this non-dispersive energy mode is a
sign of spin liquid phase in the Kα > Kαc region?
Well, while in principle this idea seems to be correct, in practice we have to be very
careful. Firstly, unless we can solve the model exactly the dispersion we calculate is
not exact. We calculate it to a particular order in perturbation theory. So it might be
that the dispersion is flat up to the order we calculate, but has momentum dependence
beyond it. One prominent example occurs in the case of Shastry-Sutherland model,
wherein the quasiparticle dispersion in the singlet phase is flat up to 5th order in per-
turbation theory and becomes dispersive only beyond this order [90]. So although our
harmonic level dispersion is flat we are not sure about the scenario once the interaction
terms are included. Moreover, the Kitaev model does not commute with individual spin
components, unlike the Heisenberg model. Hence the use of spin index as a quantum
number to label the excitations may not be appropriate. This means that probably
the correct excitations in the quantum paramagnetic phase are bound states of two
or more triplons. One or all of these may condense at the quantum phase transition.
This condensation could then be linked to the gapped vison excitation in the Kitaev
spin liquid phase. All this however goes beyond the usual bond-operator theory and
we would like to investigate this in future.
8.3 Discussion
Before closing this chapter, we would like to point out that similar analysis can be
done for the Kitaev model on a bilayer triangular lattice. In this case, the single layer
problem is not exactly solvable as opposed to the Kitaev model on honeycomb lattice
and a few numerical studies have already been performed [91, 92]. Using the harmonic
level bond-operator theory we can calculate the single-triplon dispersion, and we find
that it is dispersive with minima occuring along lines in the Brillioun zone. This
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hints towards a spiral ordered phase in the decoupled layer limit. On the triangular
lattice bilayer we can also study the Heisenberg model with nearest neighbor and next
nearest neighbor AF coupling. Again, using the harmonic level bond-operator theory
we easily recover the established magnetically ordered phases. In fact, we can write
the corresponding bond-operators in the ordered phase after Hilbert-space rotation.
As expected we also find agreement with the spin-wave theory results in the decoupled
layer limit. Apart from this, we can also write down bond operators for multi-Q
states. In the triangular lattice bilayer, we find that upon inclusion of the zero-point
energy, the degeneracy of single-Q and triple-Q states is lifted and the single-Q state
is stabilized.
Summary
In chapter 1 we had set the goal to identify a small control parameter and perform
systematic calculations in the context of magnetic quantum phase transitions. We
chose coupled-dimer magnets, a paradigmatic model to study magnetic quantum phase
transitions, as our working model and demonstrated our ideas using it in part I of the
thesis. In chapter 2 we saw how phase transitions between different magnetic phases
takes place in real material examples which mimic coupled-dimer systems. Importantly,
in this chapter, we also reviewed theoretical ideas developed so far to solve coupled-
dimer magnets. It then became clear that no analytical method developed so far could
consistently describe the entire phase diagram of these systems and we also found the
reason behind it, namely the lack of a small control parameter.
We have thus proposed utilizing the limit of large-d, d being the spatial dimension,
so that 1/d becomes a small parameter. In chapter 3 we have discussed different aspects
of the limit d → ∞, which paves the way for an analytic 1/d expansion. In particu-
lar, the limit d → ∞ in a given model must be implemented with care. Appropriate
rescaling of tuning parameter is required to ensure magnetic quantum phase transition
even in the large-d limit. One of the important things we learned here is that using the
mean-field critical exponents we can identify suitable observables which are analytic
even at the critical point. This is a crucial aspect to smoothly connect different phases.
This idea, together with identification of 1/d as an appropriate small parameter, was
not realized before, thus halting analytic calculations across the quantum critical point.
Using the example of a hypercubic lattice, we also saw how momentum integrals sim-
plify in the large-d limit. This is one of the central ideas for our work. We thus saw that
any Feynman diagram, in the limit d→∞, can be expressed as a power series in 1/d.
Another technical advantage is that the ground state of the system becomes a simple
product state in the large-d limit, owing to the suppression of non-local fluctuations
in this limit. This sets up the base to construct the full diagrammatic perturbation
theory.
To demonstrate our idea of large-d limit, we chose to generalize the Heisenberg
spin-1/2 square-lattice bilayer system (2.2) to a system of coupled-dimers on a hyper-
cube. Based on the ideas discussed in chapter 3 we first introduced the rescaled tuning
parameter q (4.4), which is finite even in the limit d→∞. This model realizes a quan-
tum paramagnetic phase, which does not break any symmetry of the Hamiltonian, and
an antiferromagnetically ordered phase, which spontaneously breaks the SU(2) sym-
metry, connected via a quantum critical point. In chapter 4 we have presented explicit
calculations in the quantum paramagnetic phase using the well-known bond-operator
theory. We have shown that using 1/d as a small parameter we can systematically
improve the results obtained from the frequently used leading-order results i.e. within
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harmonic approximation. Using diagrammatic perturbation theory we have calculated
static and dynamical observables. Importantly, observables have an analytic expan-
sion in 1/d. However, we find that the quasiparticle lifetime is non-perturbative in the
large-d limit and hence does not admit a 1/d expansion. Our new method was vali-
dated by the fact that perturbation theory in small q in arbitrary d, performed using
contiuous unitary-transformations3, yields exactly the same results as those obtained
from our 1/d expansion after performing a double expansion in small q. We have also
investigated the so called Brueckner theory, which relies on small density of triplon
excitations, within our 1/d formalism. Remarkably, we could derive our results for
the triplon dispersion and hence the phase boundary using this approach. We now
understand why the Brueckner approach works so well in the quantum paramagnetic
phase; this is because the triplet density scales as 1/d in the large-d limit.
Continuing further with our analysis of coupled-dimer magnets using large-d formal-
ism, we discussed the antiferromagnetic phase in chapter 5. Through our calculations
it is clear that the systematic 1/d expansion can be efficiently used even in the mag-
netically ordered phases. After appropriate rotation in the Hilbert space we could use
all the machinery developed in chapter 4 to perform diagrammatic calculations in the
ordered phase. Here again we have calculated static and dynamic observables. Remark-
ably, using different criteria we obtain the same expression for the phase boundary as
derived in chapter 4 and hence we established the internal consistency of our method.
Importantly we obtain the gapless Goldstone modes, corresponding to spontaneously
broken SU(2) symmetry, including 1/d correction beyond the harmonic approximation.
This is non-trivial when performing approximate analytic calculations and so this is
another success of our method. We have also calculated the dispersion and spectral
weight of the amplitude (Higgs) mode. It is known that the amplitude mode can decay
into the Goldstone modes and hence detecting it in the dynamic spin susceptibility is
difficult. However what we can see is that in the dynamic spin susceptibility domi-
nant contribution to the single-mode spectral weight arises from the Goldstone modes
and hence the detection of amplitude mode is difficult even if its decay were absent.
Interestingly, we find that in the bond-bond correlation function, the single-mode con-
tribution arises solely from the amplitude mode and hence this is a potential observable
to look for in order to detect the amplitude mode. When we talk about magnetically
ordered phases we can not ignore the spin-wave theory which has had tremendous suc-
cess. In our analysis we make contact with the spin-wave theory and find our results in
agreement with those obtained from the spin-wave theory in the decoupled-layer limit.
Remarkably, in both the phases of the coupled-dimers on a hypercubic lattice, we could
prove that the hard-core constraint from the physical Hilbert space is satisfied order
by order in 1/d.
We have thus achieved our goal and have established 1/d as a suitable parameter
using which the entire phase diagram of coupled-dimer magnets including the quantum
critical point can be described consistently. Moreover, the success of our method shows
that the bond-operator formalism, originally developed as efficient but uncontrolled
mean-field theory, can be cast into a controlled and systematic theory for coupled-
dimer magnets. We also found a good agreement with the quantum Monte Carlo
3Calculation performed by Kris Coester and Kai P. Schmidt at TU Dortmund.
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results4 in d = 2. In this case, our analytical result helped to identify the amplitude
(Higgs) mode signal in the bond-bond correlation.
Having dealt with coupled-dimer magnets and established our large-d formalism in
part I, we went on show the applicability of 1/d expansion technique in the case of
the transverse-field Ising model in chapter 7. This shows that the 1/d expansion is
not just tied to the bond-operator theory and can be independently applied in other
situations. In the transverse-field Ising model we again have a quantum paramagnetic
phase and a ferromagnetic phase separated by a quantum critical point. However,
in this case there is no Goldstone mode, since a discrete symmetry is broken. Here
again we first generalized the model to Ising spins on a hypercubic lattice. We then
introduced Bosonic particles to depict the reference state and the excited state. We
could then borrow all the technical aspects developed in part I to calculate observables.
Even in this case our formalism is first of its kind using which the entire phase diagram
of the transverse-field Ising model (d ≥ 2) could be covered consistently.
In chapter 8 we have explored the bilayer Kitaev model on a honeycomb lattice.
Here one of the main objectives was to investigate the possibility of looking for signa-
tures of the single layer phases by studying the dimer quantum paramagnetic phase,
realized in the strong inter-layer coupling. Within the harmonic level bond-operator
theory for the Kitaev model, we saw a flat triplon dispersion as well as a uniform
spectral weight associated to it. This is possibly connected to the fact that in the
weak inter-layer coupling limit the single layer phase is a Kitaev spin-liquid, which has
no magnetic ordering. However the situation is more complicated and quickly goes
beyond the scope of this work. Importantly, it seems that the use of bond-operator
description in this case may not be valid since the spin is not a good quantum number.
Also the phase transition may involve condensation of multiple bound states instead
of just a single triplon.
4QMC simulation performed by Maximilian Lohöfer and Stefan Wessel at RWTH Aachen.
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Outlook
One immediate extension of our method can be made to the case of coupled-dimer
magnets in a uniform field. In this case, the triplons are known to form a Bose-
Einstein condensate with the order parameter proportional to 〈Sx + ıSy〉. Thus in the
BEC phase we have to consider a condensate proportional to tx + ıty, instead of tz
considered in this work. This scenario was previously investigated at the harmonic
level [43]. Another possible direction is the investigation of multi particle bound states
within the large-d formalism. Usually, condensation of bound states may occur at
phase transitions involving two symmetry broken phases whose respective symmetry
groups are not subgroup of the other. We envision further applications of the 1/d
expansion developed here to systems with geometric frustration [93], including cases
with non-collinear and incommensurate order. These cases are well within the reach of
harmonic approximation of bond-operator theory, and so our 1/d expansion can shed
light on the quantum corrections in these cases. However, we must point out that
the large-d generalization may not be straightforward. The harmonic bond-operator
approach has also been applied to systems with quenched disorder [60], and we expect
insights into corrections here as well as in similar systems.
An ambitious future goal is to generalize the systematic approach presented here
to finite temperatures. Inside the ordered phase, the challenge lies in finding a suitable
temperature-dependent reference state, with the condensate vanishing as the Néel tem-
perature is approached from below. On the technical side we might also have to think
about a different way to implement the constraint from the physical Hilbert space.
At zero temperature, the projection operator efficiently separated the physical and
unphysical states, and as long as we keep working in the physical sector everything
is consistent. However, the evaluation of thermodynamic quantities involves all the
states. To be precise, the partition function now involves both physical and unphysi-
cal states. It may not be possible to separate out the contributions to an observable
coming from the physical and the unphysical states. One way out could be to define
thermodynamic averages in an appropriate way only in the physical sector. Actually a
similar situation arises in the spin-wave theory using Holstein-Primarkoff transforma-
tion. But there with the limit S →∞ even the physical Hilbert space becomes infinite
and so the distinction between physical and unphysical states becomes less important.
Apart from spin systems, the 1/d expansion technique could in principle be applied
to Bosonic or Fermionic models where the local on-site problem becomes simple in
the large-d limit. Recall that our technique uses a product-state ansatz as a reference
state and so if the local problem itself is non-trivial then a systematic 1/d expansion
is not possible. One example of this situation is the single band Hubbard model.
It is well known that the dynamical mean-field theory for the single band Hubbard
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model becomes exact in the limit d→∞ but it can not be cast into a systematic 1/d
expansion for the reason mentioned earlier.
In the context of coupled-dimers, motivated by good agreement with QMC in 2d,
we look forward to QMC results in d = 3 where also our analytic results can be easily
used. In 3d, in fact, we expect to observe a signal from the amplitude mode even in
the dynamic spin susceptibility. What is also interesting to study is the continuum
within the large-d formalism. Especially, the continuum present in the dynamic singlet
structure factor, discussed in chapter 6, calls for a more systematic analysis.
Our analysis in chapter 8, motivates interesting directions which are potentially
important in studying the signatures of Kitaev spin-liquid. One such possibility is
working with the Majorana particles in the dimer quantum paramagnetic phase. Also,
a systematic study of the quantum phase transition itself is still open.
We thus conclude this thesis by re-emphasizing our main message that using 1/d
as a small parameter we can efficiently study the magnetic quantum phase transitions
and associated phases. Our method establishes the popular bond-operator theory as a
controlled method in the large-d limit.
Appendix A
Coupled Dyson equation
The coupled Dyson’s equation in the Nambu matrix representation is given by
G =
[
G−10 − Σ
]−1
(A.1)
where G, G0 and Σ are matrices given by
G =
(
GN(~k, ω) GA(~k, ω)
GA(~k,−ω) GN(~k,−ω)
)
, (A.2)
G0 =
(
G0N(~k, ω) G0A(~k, ω)
G0A(~k,−ω) G0N(~k,−ω)
)
, (A.3)
Σ =
(
ΣN(~k, ω) ΣA(~k, ω)
ΣA(~k,−ω) ΣN(~k,−ω)
)
. (A.4)
In the above expressions GN(A) stands for normal (anomalous) Green’s function, G0N(A)
stands for normal (anomalous) bare Green’s function and ΣN(A) is the normal (anoma-
lous) self-energy.
In our case, we are using the zero-temperature (or time ordered) Green’s function
[33], which is the zero-temperature limit of the retarded Green’s function, used with the
Matsubara frequency. As stated in main text we work in the basis of the Bogoliubov
quasiparticles where the bilinear Hamiltonian is diagonal in the harmonic approxima-
tion. So our Green’s function is defined for τ -particles and all the self-energies are
calculated with respect to the vertices in the τ basis.
For clarity, we write down the definitions of the normal and anomalous Green’s
function with respect to the τ particles. They read as
GN(~k, t) = −ı〈Ttτ~k(t)τ
†
~k
(0)〉 , (A.5)
GA(~k, t) = −ı〈Ttτ~k(t)τ−~k(0)〉 , (A.6)
where t is real time, Tt is the time-ordering operator and 〈. . .〉 is taken with respect
to the ground state. When 〈. . .〉 is taken with respect to the ground state of the
unperturbed Hamiltonian piece, in our case the bilinear Hamiltonian in harmonic ap-
proximation, then we obtain the corresponding bare (or unperturbed) Green’s function.
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In the harmonic approximation, the ground state is just the vacuum of the τ particles
and so we have
G0N(~k, ω) =
(
ω − ω~k
)−1
, (A.7)
G0A(~k, ω) = 0 , (A.8)
where ω~k is the bare dispersion obtained at the harmonic level. We thus have
G0 =
( (
ω − ω~k
)−1
0
0 −
(
ω + ω~k
)−1
)
. (A.9)
Using this and eq. (A.1) we obtain the full propagator
G = 1
Ξ(~k, ω)
(
ω + ω~k + ΣN(
~k,−ω) −ΣA(~k, ω)
−ΣA(~k,−ω) −ω + ω~k + ΣN(~k, ω)
)
(A.10)
where
Ξ(~k, ω) =
(
ω + ω~k + ΣN(
~k,−ω)
)(
ω − ω~k − ΣN(~k, ω)
)
+ΣA(~k, ω)ΣA(~k,−ω) . (A.11)
This then gives us the expression in eq. (4.74). These same details apply in chapters
5 and 7.
Appendix B
Projectors and spin commutation
relations
In this appendix, we will present a general discussion on the choice of projection op-
erators Pi, introduced to address the hard-core constraint of triplet operators, as in
eq. (2.22). Let us assume that Pi is an arbitrary function of ni =
∑
γ t
†
iγtiγ. For the
spin commutation relation we obtain,[
Sαim, S
β
im′
]
= ıεαβγS
γ
imδmm′
+
(−1)m+m′
4
[
t†iα(P
2
i − 1)tiβ − Pit†iαtiβPi − t†iβ(P 2i − 1)tiα + Pit†iβtiαPi
]
.
(B.1)
The first line can be easily identified as the standard spin commutator. The second
line depends on the choice of the projection operator. Using Pi = f(ni), these extra
terms take the following form:
(t†iαtiβ − t†iβtiα)
[
f 2(ni − 1)− 1− f 2(ni)
]
. (B.2)
For any matrix element of ~Sim between the physical and the unphysical states to be
suppressed, we require f(0) = 1 and f(1) = 0. This condition automatically ensures
that the extra terms (B.2) vanish in the physical Hilbert space. Hence, any function
with the property f(0) = 1 and f(1) = 0 could be chosen as the projection operator,
i.e., the choice is not unique.
However, a non-linear function would lead to a more complicated Hamiltonian, and
so for practical purposes, f(x) = 1 − x as in eq. (2.22) is most efficient. As already
mentioned in chapter 2, the square-root choice is particularly appealing because of its
close resemblance to the Holstein-Primakoff representation [75], used in the spin-wave
theory. Moreover, the square-root choice delivers exact spin commutation relation
both in the physical and the unphysical Hilbert space. However, as already explained,
the square-root choice accompanies with a non-convergent series. Interestingly, the
Holstein-Primakoff representation works for the spin-wave theory because there 1/S
controls the square-root expansion. Also, the physical Hilbert space is infinite for
S →∞, unlike our case.
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Momentum sums and vertices in
chapter 4
C.1 Momentum sums in large d and expectation
values
Inside the momentum sums, we frequently need an expansion of the mode energy ω~k
(4.36) and Bogoliubov coefficients (4.38) in terms of γ~k:
ω~k
J
= 1 + γ~kq −
γ2~kq
2
2
+
γ3~kq
3
2
−
5γ4~kq
4
8
+O(γ5~k) ,
v2~k =
γ2~kq
2
4
−
γ3~kq
3
2
+
15γ4~kq
4
16
+O(γ5~k),
u2~k = 1 + v
2
~k
,
u~kv~k = −
γ~kq
2
+
γ2~kq
2
2
−
3γ3~kq
3
4
+
5γ4~kq
4
4
+O(γ5~k) . (C.1)
We frequently need the following momentum sums:
R1 =
1
N
∑
~k
u~kv~k =
q2
4d
+
15q4
16d2
+O(d−3) , (C.2)
R2 =
1
N
∑
~k
v2~k =
q2
8d
+
45q4
64d2
+O(d−3) , (C.3)
R3 =
1
N
∑
~k
γ~ku~kv~k = −
q
4d
− 9q
3
16d2
+O(d−3) , (C.4)
R4 =
1
N
∑
~k
γ~kv
2
~k
= −3q
3
8d2
+O(d−3) . (C.5)
These have been evaluated using the momentum summation properties, eqs. (3.6)–
(3.9), and the above mentioned expansion in eq. (C.1). The R1...4 are related to the
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expectation values of the bilinear Hamiltonian (4.24) as follows:
∑
i
〈t†iαt†iβ〉 = NδαβR1 ,
∑
i
〈t†iαtiβ〉 = NδαβR2,∑
〈ij〉
〈t†iαt†jβ〉 = NdδαβR3 ,
∑
〈ij〉
〈t†iαtjβ〉 = NdδαβR4 . (C.6)
However, note that these are only within the harmonic approximation. The full 1/d
expansion for these expectation values also involve corrections from the interaction
terms. This has been calculated in sec. 4.5.5.
Finally, we also need the following higher-order combination of Bogoliubov coeffi-
cients:
R′5(
~k) =
1
N
∑
~k′
u~k′v~k′u~k−~k′v~k−~k′ =
γ~kq
2
8d
. (C.7)
C.2 Cubic and quartic vertex functions
The cubic vertex functions arising in the asymmetric case, κ 6= 0, where κ is the
asymmetry parameter (4.3), are as follows:
Φ31(123) = −ıκqJγ2+3(u1u2v3 − v1v2u3), (C.8)
Φ32(123) = −ıκqJγ2−3(u1u2u3 − v1v2v3), (C.9)
Φ33(123) = −ıκqJγ2+3(v1u2v3 − u1v2u3), (C.10)
Φ34(123) = −ıκqJγ2−3(u1v2v3 − v1u2u3). (C.11)
The quartic vertex functions are:
Φ41(1234) =
qJ
2
∑
α,β,α 6=β
(γ2+3u1v2u3v4 − γ2+4u1u2v3v4)
− qJ
∑
α,β
(γ2u1v2u3v4 + γ2u1u2u3v4 + γ2v1v2v3u4 + γ2+3+4u1v2u3v4) , (C.12)
Φ42(1234) =
qJ
2
∑
α,β,α 6=β
(γ2−4u1v2u3v4 + γ2−4v1u2v3u4 − γ2−4u1u2u3u4 − γ2−4v1v2v3v4)
− qJ
∑
α,β
(γ2u1v2u3v4 + γ4v1u2v3u4 + γ2−3−4u1v2u3v4 + γ1+2−4v1u2v3u4
+ γ2u1u2v3u4 + γ4u1v2v3v4 + γ3u1v2u3u4 + γ1v1v2v3u4) , (C.13)
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Φ43(1234) =
qJ
2
∑
α,β,α 6=β
(γ2−3u1u2u3u4 + γ−3−4u1v2u3v4 + γ1+2v1u2v3u4 + γ1−4v1v2v3v4
− γ2−3u1v2v3u4 − γ−3−4u1v2v3u4 − γ1+2u1v2v3u4 − γ1−4u1v2v3u4)
− qJ
∑
α,β
(γ3u1u2u3u4 + γ3u1v2u3v4 + γ1v1u2v3u4 + γ1v1v2v3v4 + γ2−3−4u1u2u3u4
+ γ2−3−4u1v2u3v4 + γ1+2−4v1u2v3u4 + γ1+2−4v1v2v3v4 + γ3u1u2v3u4
+ γ3u1v2v3v4 + γ1u1u2v3u4 + γ1u1v2v3v4 + γ1v1u2u3u4
+ γ1v1v2u3v4 + γ3v1u2u3u4 + γ3v1v2u3v4) , (C.14)
Φ44(1234) =
qJ
2
∑
α,β,α 6=β
(γ2+3u1v2u3u4 + γ2−4u1v2v3v4 + γ1−4u1v2u3u4 + γ1+3u1v2v3v4
− γ2+3u1u2v3u4 − γ2−4u1u2v3u4 − γ2−4v1v2u3v4 − γ2+3v1v2u3v4)
− qJ
∑
α,β
(γ2u1v2u3u4 + γ2u1v2v3v4 + γ4u1v2u3u4 + γ3u1v2v3v4 + γ2+3−4u1v2u3u4
+ γ2+3−4u1v2v3v4 + γ1+2−4u1v2u3u4 + γ1+2+3u1v2v3v4 + γ2u1u2u3u4
+ γ2u1u2v3v4 + γ4u1v2u3v4 + γ3u1v2u3v4 + γ3u1v2v3u4
+ γ4u1v2v3u4 + γ2v1v2u3u4 + γ2v1v2v3v4). (C.15)
Appendix D
Momentum sums and vertices in
chapter 5
D.1 Momentum sums and expectation values
Following is the frequently needed expansion of Bogoliubov coefficients (5.34) in terms
of γ~k
u~kav~ka = −
Jqγ~k
2J1
+
J2q2γ2~k
2J21
1− λ20
1 + λ20
+O(γ3~k) , (D.1)
u~kzv~kz = −
Jqγ~k
2J2
(
1− λ20
1 + λ20
)2
+
J2q2γ2~k
2J22
(
1− λ20
1 + λ20
)4
+O(γ3~k) . (D.2)
with J1 and J2 defined in eq. (5.32). Similarly, expanding other required combinations
in terms of γ~k and using the properties, (3.6)–(3.9), we get the following relevant
momentum sums:
R1a =
1
N
∑
~k
u~kav~ka =
J2q2
4J21d
1− λ20
1 + λ20
+O(d−2) , (D.3)
R2a =
1
N
∑
~k
v2~ka =
q2J2
8J21d
+O(d−2) , (D.4)
R3a =
1
N
∑
~k
γ~ku~kav~ka = −
qJ
4J1d
+O(d−2) , (D.5)
R4a =
1
N
∑
~k
γ~kv
2
~km
= O(d−2) , (D.6)
153
154 APPENDIX D. MOMENTUM SUMS AND VERTICES IN CHAPTER 5
R1z =
1
N
∑
~k
u~kzv~kz =
J2q2
4J22d
(
1− λ20
1 + λ20
)4
+O(d−2) , (D.7)
R2z =
1
N
∑
~k
v2~kz =
J2q2
8J22d
(
1− λ20
1 + λ20
)4
+O(d−2) , (D.8)
R3z =
1
N
∑
~k
γ~ku~kzv~kz = −
Jq
4J2d
(
1− λ20
1 + λ20
)2
+O(d−2) , (D.9)
R4z =
1
N
∑
~k
γ~kv
2
~kz
= O(d−2) . (D.10)
Note that these expressions are valid for arbitrary hz, with its value entering via λ0(h
z)
according to eq. (5.22).
These R1...4 are then related to the expectation values within the harmonic approx-
imation (leading-order bilinear Hamiltonian (5.25)) as follows:∑
i
〈t†iαt†iβ〉 = 3NδαβR1α ,
∑
i
〈t†iαtiβ〉 = 3NδαβR2α,∑
〈ij〉
〈t†iαt†jβ〉 = 3NdδαβR3α ,
∑
〈ij〉
〈t†iαtjβ〉 = 3NdδαβR4α . (D.11)
Within the self-energy expressions we also need
R′az(
~k) =
1
N
∑
~k′
u~k′av~k′au(~k′−~k)zv(~k′−~k)z =
J2γ~k
32J1J2d
. (D.12)
Similar to chapter 4, the anomalous expectation value 〈t̃†iαt̃†iα〉 vanishes upon taking
into account 1/d corrections, as required by the constraint.
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D.2 Hamiltonian coefficients
The coefficients of H′2c, representing the bilinear terms arising from normal ordering of
quartic interactions, are as follows:
C~ka = (u
2
~ka
+ v2~ka)qJ
[
− 2γ~kR1a − 6R3a − 6(γ~kR2a +R4a)Λ− 4(R′4a + 2R2a)
λ2
(1 + λ2)2
+R′4a + (R
′
4z − 2γ~kR2z)Λ− 2(R3z +R4z)Λ2 − 8R2z
λ2
(1 + λ2)2
]
− 2u~kav~kaqJ
[
6γ~kR2a + 2R4a + 2(γ~kR1a +R3a)Λ + 4R
′
3a
λ2
(1 + λ2)2
+R′3a + 2γ~kR2z +R
′
3z
]
, (D.13)
D~ka = −(u2~ka + v
2
~ka
)qJ
[
6γ~kR2a + 2R4a + 2(γ~kR1a +R3a)Λ + 4R
′
3a
λ2
(1 + λ2)2
+R′3a + 2γ~kR2z +R
′
3z
]
+ 2u~kav~kaqJ
[
− 2γ~kR1a − 6R3a − 6(γ~kR2a +R4a)Λ− 4(R′4a + 2R2a)
λ2
(1 + λ2)2
+R′4a + (R
′
4z − 2γ~kR2z)Λ− 2(R3z +R4z)Λ2 − 8R2z
λ2
(1 + λ2)2
]
, (D.14)
C~kz = −(u2~kz + v
2
~kz
)qJ
[
(2γ~kR1z + 4R3z + 4R4z + 4γ~kR2z)Λ
2 + 16(R2z +R
′
4z)
λ2
(1 + λ2)2
+ 4R3a + 2(2R4a −R′4a)Λ + 4γ~kR2aΛ2 + 16R2a
λ2
(1 + λ2)2
]
− 2u~kzv~kzqJ
[
(4γ~kR2z + 2R4z + 2R3z + 2γ~kR1z)v
2 + 16R′3z
λ2
(1 + λ2)2
+ 2R′3a + 4γ~kR2aΛ
2
]
, (D.15)
D~kz = −(u2~kz + v
2
~kz
)qJ
[
(4γ~kR2z + 2R4z + 2R3z + 2γ~kR1z)Λ
2 + 16R′3z
λ2
(1 + λ2)2
+ 2R′3a + 4γ~kR2aΛ
2
]
− 2u~kzv~kzqJ
[
(2γ~kR1z + 4R3z + 4R4z + 4γ~kR2z)Λ
2 + 16(R2z +R
′
4z)
λ2
(1 + λ2)2
+ 4R3a + 2(2R4a −R′4a)Λ + 4γ~kR2aΛ2 + 16R2a
λ2
(1 + λ2)2
]
, (D.16)
where R’s are momentum summations of some combination of Bogoliubov coefficients
(see Appendix D.1) and we have introduced a shorthand, Λ = 1−λ
2
1+λ2
. Next, we list the
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cubic vertices entering H′3:
Φa31 = (J3γ2+3 + J4γ1+3 + h1a(λ, h
z))(u1au2zv3a + v1av2zu3a) , (D.17)
Φa32 = (J3γ3−2 + J4γ1+3 + h1a(λ, h
z))(u1av2zv3a + v1au2zu3a) , (D.18)
Φa33 = (J3γ2−3 + J4γ1−3 + h1a(λ, h
z))(u1au2zu3a + v1av2zv3a)
+ (J3γ1+2 + J4γ1−3 + h1a(λ, h
z))(v1au2zv3a + u1av2zu3a) , (D.19)
Φz31 = (2J4γ2+3 + h1a(λ, h
z))(u1zu2zv3z + v1zv2zu3z), , (D.20)
Φz32 = (2J4γ2−3 + h1a(λ, h
z))(u1zu2zu3z + u1zv2zv3z + v1zu2zu3z + v1zv2zv3z)
+ (2J4γ1+2 + h1a(λ, h
z))(v1zu2zv3z + u1zv2zu3z) . (D.21)
The expressions for the quartic vertices are lengthy and tedious to obtain. Since
we do not need all of them, we quote the required ones in the following:
Φz41 = −qJΛ2γ1(u1zu2zu3zv4z + v1zv2zv3zu4z)
− qJ
(
γ4Λ
2 +
4γ2+4λ
2
(1 + λ2)2
)
(u1zu2zv3zv4z + v1zv2zu3zu4z), (D.22)
Φz43 = −qJΛ2
[
γ1(u1zu2zu3zu4z + u1zu2zv3zv4z + u1zv2zu3zv4z + v1zu2zv3zu4z
+ v1zv2zu3zu4z + v1zv2zv3zv4z) + γ4(v1zu2zu3zv4z + u1zv2zv3zu4z)
]
− qJ
(1 + λ2)2
[ (
γ4(1− λ2)2 + 4γ2−4λ2
)
(u1zu2zv3zu4z + v1zv2zu3zv4z)
+
(
γ3(1− λ2)2 + 4γ2+3λ2
)
(u1zu2zv3zu4z + v1zv2zu3zv4z)
+
(
γ2(1− λ2)2 + 4γ2−4λ2
)
(u1zv2zv3zv4z + v1zu2zu3zu4z)
+
(
γ1(1− λ2)2 + 4γ1+2λ2
)
(v1zu2zv3zv4z + u1zv2zu3zu4z)
]
, (D.23)
Φab41 = −qJγ2+3+4(u1au2au3bv4b + v1av2av3bu4b)−
2qJλ2
(1 + λ2)2
γ3+4u1av2av3bu4b
− qJΛγ2+3+4(u1av2av3bu4b + v1au2au3bv4b)
− qJ
2
γ2+4(u1au2av3bv4b − u1av2av3bu4b)(1− δab), (D.24)
Φab44 = −qJ
[
γ2+3−4(u1au2au3bu4b + u1au2av3bv4b + v1av2au3bu4b + v1av2av3bv4b)
+ γ1+2−4(u1av2au3bv4b + v1au2av3bu4b) + γ1+2+3(u1av2au3bv4b + v1au2av3bu4b)
]
− qJΛ
[
γ2+3−4(u1av2au3bu4b + u1av2av3bv4b + v1au2au3bu4b + v1au2av3bv4b)
+ γ1+2−4(v1au2au3bu4b + u1av2av3bv4b) + γ1+2+3(v1au2av3bv4b + u1av2au3bu4b)
]
− 2qJλ
2
(1 + λ2)2
[
γ1+2(v1au2au3bu4b + v1au2av3bv4b) + γ3−4(u1av2au3bu4b + u1av2av3bv4b)
]
− qJ
2
(1− δab)
[
γ2−4(u1au2av3bu4b + v1av2au3bv4b − v1au2au3bu4b − u1av2av3bv4b)
+ γ2+3(u1au2av3bu4b + v1av2au3bv4b − u1av2au3bu4b − v1au2av3bv4b)
]
. (D.25)
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Φaz41 = −qJ
[
γ2+3+4(u1au2au3zv4z + v1av2av3zu4z) +
γ2+4
2
(u1au2av3zv4z + v1av2au3zu4z)
+ Λγ2+3+4(u1av2av3zu4z + v1au2au3zv4z)− Λ
γ2+4
2
(u1av2av3zu4z + v1au2au3zv4z)
+ Λ2(γ3u1av2au3zu4z + γ3v1au2av3zv4z + γ4v1au2au3zv4z + γ4u1av2av3zu4z)
+
4λ2γ1+2
(1 + λ2)2
(v1au2av3zu4z + u1av2au3zv4z)
]
, (D.26)
Φaz45 = −qJ
[
Λγ2+3−4(u1av2au3zu4z + u1av2av3zv4z + v1au2au3zu4z + v1au2av3zv4z)
+ γ2+3−4(u1au2au3zu4z + u1au2av3zv4z + v1av2au3zu4z + v1av2av3zv4z)
+
γ2−4
2
(u1au2av3zu4z + v1av2au3zv4z) +
γ2+3
2
(u1au2av3zu4z + v1av2au3zv4z)
− Λ
2
(γ2+3u1av2au3zu4z + γ2+3v1au2av3zv4z + γ2−4u1av2av3zv4z + γ2−4v1au2au3zu4z)
+ Λ2(γ3u1av2au3zv4z + γ3v1au2av3zu4z + γ3v1au2av3zv4z + γ3u1av2au3zu4z
+ γ4u1av2au3zv4z + γ4v1au2av3zu4z + γ4v1au2au3zu4z + γ4u1av2av3zv4z)
+
4λ2
(1 + λ2)2
γ1+2(v1au2au3zu4z + v1au2av3zv4z + u1av2au3zu4z + u1av2av3zv4z)
]
,
(D.27)
Φaz46 = −qJ
[
Λ(γ1+2−4v1zu2zu3au4a + γ1+2−4u1zv2zv3av4a
+ γ1+2+3v1zu2zv3av4a + γ1+2+3u1zv2zu3au4a)
+ (γ1+2−4u1zv2zu3av4a + γ1+2−4v1zu2zv3au4a
+ γ1+2+3u1zv2zu3av4a + γ1+2+3v1zu2zv3au4a)
+
γ2−4
2
(v1zv2zu3av4a + u1zu2zv3au4a) +
γ2+3
2
(v1zv2zu3av4a + u1zu2zv3au4a)
− Λ
2
(γ2+3v1zu2zv3av4a + γ2+3u1zv2zu3au4a + γ2−4v1zu2zu3au4a + γ2−4u1zv2zv3av4a)
+ Λ2(γ1u1zu2zu3au4a + γ1u1zu2zv3av4a + γ1v1zv2zu3au4a + γ1v1zv2zv3av4a
+ γ2u1zv2zu3au4a + γ2u1zv2zv3av4a + γ2v1zu2zu3au4a + γ2v1zu2zv3av4a)
+
4λ2
(1 + λ2)2
γ3−4(u1zv2zu3au4a + u1zv2zv3av4a + v1zu2zu3au4a + v1zu2zv3av4a)
]
.
(D.28)
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D.3 Self-energies
In this appendix we present the expressions of the normal self-energies of the τ̃ particles,
needed for determining the mode dispersion to order 1/d.
The self-energy diagrams involved in the calculation of the transverse modes are
shown in fig. D.1. Notice that they are similar to those used in chapter 4 for calcu-
lating the triplon dispersion. In this case we have to explicitly distinguish between
the transverse mode propagators and the amplitude mode propagator. Evaluation of
the frequency integral is straightforward and the enumeration is on the same lines as
discussed in chapter 4. After momentum integration we find to order 1/d:
ΣD.1(a)(~k, ω̃) = A
(1)
~ka
(u2~ka + v
2
~ka
) + 2B
(1)
~ka
u~kav~ka + C~ka , (D.29)
ΣD.1(b)(~k, ω̃) =
1
ω̃ − J1 − J2
[
u2~ka
(
J23 + J
2
4 − 2J3J4γ~k
2d
+ 2J23γ~kR
′
3z(
~k − ~Q)
− 2J3J4γ~kR′3z( ~Q) + J23γ2~kR2z
)
+ v2~kaJ
2
3γ
2
~k
R2a
+ 2u~kav~ka
(
J23γ~kR3a − 2J3J4γ~kR′3a(~k) + J23γ2~kR
′
az(
~k − ~Q)
)]
, (D.30)
ΣD.1(c)(~k, ω̃) = − 1
ω̃ + J1 + J2
[
v2~ka
(
J23 + J
2
4 − 2J3J4γ~k
2d
+ 2J23γ~kR
′
3z(
~k − ~Q)
− 2J3J4γ~kR′3z( ~Q) + J23γ2~kR2z
)
+ u2~kaJ
2
3γ
2
~k
R2a
+ 2u~kav~ka
(
J23γ~kR3a − 2J3J4γ~kR′3a(~k) + J23γ2~kR
′
az(
~k − ~Q)
)]
, (D.31)
ΣD.1(d)(~k, ω̃) = ΣD.1(e)(~k, ω̃) = −γ~kqJ
2R3a
2J1
[
u2~ka + v
2
~ka
+ 2u~kav~kaΛ0
]
, (D.32)
ΣD.1(f)(~k, ω̃) =
q2J2
ω̃ − J1 − 2J2
[
u2~ka
(
Λ40
2d
+ γ2~kR2zΛ
2
0 + 2γ~kR3zΛ
3
0
)
+ v2~kaγ
2
~k
R2z
+ 2u~kav~ka
(
γ2~kR2zΛ0 + γ~kR3zΛ
2
0
)]
, (D.33)
ΣD.1(g)(~k, ω̃) = − q
2J2
ω̃ + J1 + 2J2
[
v2~ka
(
Λ40
2d
+ γ2~kR2zΛ
2
0 + 2γ~kR3zΛ
3
0
)
+ u2~kaγ
2
~k
R2z
+ 2u~kav~ka
(
γ2~kR2zΛ0 + γ~kR3zΛ
2
0
)]
, (D.34)
ΣD.1(h)(~k, ω̃) =
q2J2
ω̃ − 3J1
[
u2~ka
(
3γ2~kR2aΛ
2
0 + 6γ~kR3aΛ0 +
3
2d
)
+ 3v2~kaγ
2
~k
R2a
+ 2u~kav~ka
(
3γ2~kR2aΛ0 + 3γ~kR3a
)]
, (D.35)
ΣD.1(i)(~k, ω̃) = − q
2J2
ω̃ + 3J1
[
v2~ka
(
3γ2~kR2aΛ
2
0 + 6γ~kR3aΛ0 +
3
2d
)
+ 3u2~kaγ
2
~k
R2a
+ 2u~kav~ka
(
3γ2~kR2aΛ0 + 3γ~kR3a
)]
, (D.36)
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with abbreviations Λ0 =
1−λ20
1+λ20
, J1 and J2 from eq. (5.32) and J3 and J4 from eq. (5.45).
To order 1/d, it is sufficient to evaluate the above self-energy (and thus J3 and J4) at
λ = λ0. The only exception is the first two terms of Σ
D.1(a). These arise from H′2b
which requires the 1/d expansion of λ.
Similarly, we can deal with the amplitude mode. The corresponding Feynman
diagrams are shown in fig. D.2. After frequency and momentum integration we are left
with the expressions:
ΣD.2(a)(~k, ω̃) = A1~kz(u
2
~kz
+ v2~kz) + 2B1~kzu~kzv~kz + C~kz, (D.37)
ΣD.2(b)(~k, ω̃) =
4J24
ω̃ − 2J2
[
R2zγ
2
~k
(1− γ~k)(u~kz + v~kz)2 +
u2~kz
2d
(1− γ~k)
+ 2R3zγ~k(u
2
~kz
+ u~kzv~kz)− 2γ~kR′3z(~k)(u2~kz + u~kzv~kz)
]
, (D.38)
ΣD.2(c)(~k, ω̃) = − 4J
2
4
ω̃ + 2J2
[
R2zγ
2
~k
(1− γ~k)(u~kz + v~kz)2 +
v2~kz
2d
(1− γ~k)
+ 2R3zγ~k(v
2
~kz
+ u~kzv~kz)− 2γ~kR′3z(~k)(v2~kz + u~kzv~kz)
]
, (D.39)
ΣD.2(d)(~k, ω̃) =
2J24γ
2
~k
ω̃ − 2J1
(1− γ~k)(u~kz + v~kz)2R2a, (D.40)
ΣD.2(e)(~k, ω̃) = −
2J24γ
2
~k
ω̃ + 2J1
(1− γ~k)(u~kz + v~kz)2R2a, (D.41)
ΣD.2(f)(~k, ω̃) = ΣD.2(g)(~k, ω̃) = −q
2J2
J2
Λ40γ~kR3z(u~kz + v~kz)
2, (D.42)
ΣD.2(h)(~k, ω̃) =
2q2J2
ω̃ − J2 − 2J1
[
u2~kz
2d
+ 2γ~kR3aΛ
2
0(u
2
~kz
+ u~kzv~kz) + γ
2
~k
R2aΛ
4
0(u~kz + v~kz)
2
]
,
(D.43)
ΣD.2(i)(~k, ω̃) = − 2q
2J2
ω̃ + J2 + 2J1
[
v2~kz
2d
+ 2γ~kR3aΛ
2
0(v
2
~kz
+ u~kzv~kz) + γ
2
~k
R2aΛ
4
0(u~kz + v~kz)
2
]
,
(D.44)
ΣD.2(j)(~k, ω̃) =
2q2J2
ω̃ − 3J2
Λ40
[
γ2~kR2z(u~kz + v~kz)
2 +
u2~kz
2d
+ 2γ~kR3z(u
2
~kz
+ u~kzv~kz)
]
,
(D.45)
ΣD.2(k)(~k, ω̃) = − 2q
2J2
ω̃ + 3J2
Λ40
[
γ2~kR2z(u~kz + v~kz)
2 +
v2~kz
2d
+ 2γ~kR3z(v
2
~kz
+ u~kzv~kz)
]
.
(D.46)
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(a) (b) (c)
(d) (e)
(f) (g)
(h) (i)
Figure D.1: Normal self-energy diagrams contributing to the order 1/d calculation of
transverse mode dispersion. Solid (dashed) lines correspond to τ̃xy (τ̃z) propagators.
The bilinear vertex stands for H′2b +H′2c, while the cubic (quartic) vertices represents
H′3 (H′4). This figure is taken from ref. [70].
(a) (b) (c)
(d) (e)
(f) (g)
(h) (i)
(j) (k)
Figure D.2: Feynman diagrams corresponding to the normal self-energy contributs to
the longitudinal mode dispersion up to order 1/d. The notation is same as in Fig. D.1.
This figure is taken from ref. [70].
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at magnetic quantum phase transitions,” Rev. Mod. Phys., vol. 79, no. 1015, 2007.
[12] P. Merchant, B. Normand, K. W. Krämer, M. Boehm, D. F. McMorrow, and
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