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GCM predictorsDownscaling Global Climate Model (GCM) projections of future climate is critical for impact studies.
Downscaling enables use of GCM experiments for regional scale impact studies by generating regionally
speciﬁc forecasts connecting global scale predictions and regional scale dynamics. We employed the Sta-
tistical Downscaling Model (SDSM) to downscale 21st century precipitation for two data-sparse hydro-
logically challenging river basins in South Asia—the Ganges and the Brahmaputra. We used CGCM3.1
by Canadian Center for Climate Modeling and Analysis version 3.1 predictors in downscaling the precip-
itation. Downscaling was performed on the basis of established relationships between historical Global
Summary of Day observed precipitation records from 43 stations and National Center for Environmental
Prediction re-analysis large scale atmospheric predictors. Although the selection of predictors was chal-
lenging during the set-up of SDSM, they were found to be indicative of important physical forcings in the
basins. The precipitation of both basins was largely inﬂuenced by geopotential height: the Ganges precip-
itation was modulated by the U component of the wind and speciﬁc humidity at 500 and 1000 h Pa pres-
sure levels; whereas, the Brahmaputra precipitation was modulated by the V component of the wind at
850 and 1000 h Pa pressure levels. The evaluation of the SDSM performance indicated that model accu-
racy for reproducing precipitation at the monthly scale was acceptable, but at the daily scale the model
inadequately simulated some daily extreme precipitation events. Therefore, while the downscaled pre-
cipitation may not be the suitable input to analyze future extreme ﬂooding or drought events, it could
be adequate for analysis of future freshwater availability. Analysis of the CGCM3.1 downscaled precipi-
tation projection with respect to observed precipitation reveals that the precipitation regime in each
basin may be signiﬁcantly impacted by climate change. Precipitation during and after the monsoon is
likely to increase in both basins under the A1B and A2 emission scenarios; whereas, the pre-monsoon
precipitation is likely to decrease. Peak monsoon precipitation is likely to shift from July to August,
and may impact the livelihoods of large rural populations linked to subsistence agriculture in the basins.
Uncertainty analysis of the downscaled precipitation indicated that the uncertainty in the downscaled
precipitation was less than the uncertainty in the original CGCM3.1 precipitation; hence, the CGCM3.1
downscaled precipitation was a better input for the regional hydrological impact studies. However,
downscaled precipitation from multiple GCMs is suggested for comprehensive impact studies.
 2014 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/3.0/).1. Introduction
A well-established consensus by the climate change science
community is that the downscaling of the raw output of climatechange experiments from the Global Climate Model (GCM) is
required for impact applications at regional to local scale (Chu
et al., 2010; Fujihara et al., 2008; Hashmi et al., 2011; Paul et al.,
2008; Teutschbein et al., 2011; Wilby et al., 1999). GCMs are con-
sidered to be the most reliable source providing the climate change
information at coarse spatial resolution. However, the models
show deﬁciencies in modeling important parameters for regional
scale hydrological impact studies such as precipitation because
regional and local scale forcings, processes and feedbacks such as
cloud, topography, convections, orography, inﬁltration,
evaporation and runoff are not well represented in the GCMs due
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(Hewitson and Crane, 2006; Hijmans et al., 2005; Karyn and
Williams, 2010; Wetterhall et al., 2009; Wilby et al., 1999). Due
to the relationship between the hydrological cycle and climate sys-
tem, every change of climate will affect hydrological variables,
especially precipitation (Karamouz et al., 2010); therefore, the
use of downscaled precipitation is particularly important for regio-
nal to local scale impact applications.
In general, there are two types of downscaling methods widely
used to transform coarse scale information to ﬁner scale: dynamic
(physical) and statistical (empirical) downscaling (Chu et al., 2010;
Karamouz et al., 2010; Wilby et al., 2004). Dynamic downscaling is
the implementation of a ﬁner scale model that maintains a detailed
representation of physical processes and can resolve sub-grid pro-
cesses such as orography, land-sea contrasts, and changes in land
cover, conditioned on GCM outputs to produce regional scale
(roughly 5–50 km) information (Chu et al., 2010; Paul et al.,
2008). Dynamic downscaling is often speciﬁc to the spatial domain
and is GCM-dependent because of the boundary conditions. This
method is computationally intensive and suffers from bias prob-
lems similar to the GCM that it is based on, which makes usability
of its output directly into the hydrological impact studies arguable
(Sharma et al., 2011).
In contrast, statistical downscaling builds relationships
between large-scale climate variables (predictors) and local
weather (predictands) based on the view that the regional climate
is conditioned by two factors: large-scale climatic state and local/
regional physiographic features (Wilby et al., 2004). The derived
relationships are then applied for the future climate states to gen-
erate downscaled local predictands. The main drawback of statisti-
cal downscaling is the assumption that the derived relationships
based on historical observed predictand and large-scale predictors
are also valid for the changing future climate. Statistical downscal-
ing is GCM independent, computationally inexpensive, easy to
implement, but as powerful as the dynamic downscaling, which
makes it widely adopted in hydrological studies (Chen et al.,
2010; Chu et al., 2010; Teutschbein et al., 2011). However, the suc-
cess depends on the observed data for calibration, the historical
length of the predictor and predictand data records, choice of pre-
dictors, and choice of the statistical downscaling techniques. There
are several techniques available for statistical downscaling; multi-
ple regression models and stochastic weather generators are the
more commonly used methods (Hashmi et al., 2011). In this study,
we use the Statistical Downscaling Model (SDSM) (Wilby et al.,
2002), which is essentially a hybrid model of these multiple regres-
sion and stochastic weather generator techniques. SDSM is widely
applied, performs favorably for precipitation downscaling (Wilby
and Dawson, 2012), and can produce characteristics of observed
data (Khan et al., 2006a).
The objective of this study is threefold. The ﬁrst goal is to
investigate the adaptability of SDSM in downscaling precipitation
for basins that are data-sparse and hydrologically challenging.
The second goal is to produce daily local-scale precipitation time
series reﬂective of climate change signals obtained by downscal-
ing from GCM predictors. The third is to downscale the precipi-
tation for at least two scenarios because the projected range of
precipitation would facilitate impact applications to assess
impacts or adaptation strategies for a range of climate change
possibilities rather than any single option. We selected the A1B
and A2 scenarios because A1B is a mid-range scenario and A2
is at the higher end of the emission scenarios deﬁned by the
Special Report of Emission Scenarios (Nakicenovic et al., 2000).
Finally, our study provides a valuable dataset for climate change
impact applications with regard to water resources in South
Asia.2. Methods and data
2.1. Study area
The study area consists of two river basins—the Ganges and the
Brahmaputra—located in South Asia. The basins are two of the
world’s most densely populated, they have dynamic hydrological
systems ranging from the glaciers of the Himalayas to the deltaic
ﬂoodplains of Bangladesh (Chak et al., 2006; Moench, 2010), and
are hydrologically challenging for modeling because of their
dependency on snow and monsoonal precipitation. The drainage
area is 943,816 km2 for the Ganges basin, and 519,408 km2 for
the Brahmaputra basin. The average annual precipitation for the
Ganges and Brahmaputra are 1550 mm and 2025 mm, respectively
(Mirza, 2011). The basins are physiographically diverse and ecolog-
ically rich in natural and crop-related biodiversity. Together they
support livelihoods of a rural population of over half a billion
through subsistence agriculture that relies on the availability of
freshwater from precipitation and snowmelt for successful produc-
tion. Despite an increase in precipitation during this century (Cruz
et al., 2007; Lau and Kim, 2006; Rajeevan et al., 2008), the avail-
ability of freshwater resources is declining in this region (Rodell
et al., 2009; Tiwari et al., 2009). Studies suggest that changes in
physical, atmospheric, and cryospheric variables as a result of cli-
mate change are impacting the regional hydrological cycle and
making these two basins more vulnerable to a wide range of issues
from food security to public health than any other basins in South
Asia (Akanda et al., 2011; Chowdhury and Ward, 2007; Erwin,
2009; Gain et al., 2011; Immerzeel et al., 2010; Miller et al.,
2012; Mirza, 2011; Moench, 2010; Pandey et al., 2010; Rasul,
2010; Rees and Collins, 2006; Singh et al., 2006; Varis et al.,
2012). Projected precipitation at the local scale is a key input for
impact assessments. Therefore, to assist regional to local scale cli-
mate change impact studies in developing early adaptation strate-
gies, we chose the Ganges and Brahmaputra basins to implement
the statistical downscaling approach to generate sets of precipita-
tion projections that improve upon the projections provided by the
GCMs.2.2. Data used
2.2.1. Basin delineation
We extracted the Ganges and the Brahmaputra basin bound-
aries along with their 67 hydrologically connected sub-basin
boundaries from 3-arc-second (approximately 90-m) resolution
Shuttle Radar Topography Mission (SRTM) elevation data. The
basins were delineated up to Hardinge Bridge for the Ganges and
Bahadurabad for the Brahmaputra gauge stations. The basins are
shown in Fig. 1.2.2.2. Local observed precipitation data (predictands)
We extracted daily precipitation series at 43 stations (shown in
Fig. 1) from the Global Surface Summary of Day (GSOD) (NCDC,
2001) data source. GSOD is an in-situ based daily station data prod-
uct from National Oceanic and Atmospheric Administration’s
(NOAA) National Climate Data Center (NCDC), which includes 18
meteorological elements including precipitation derived from the
synoptic (hourly) observations contained in USAF DATSAV3 surface
data and Federal Climate Complex Integrated Surface Data (ISD).
The dataset is extensively quality controlled to make sure the
raw synoptic input values are correct and the random errors are
eliminated. These World Meteorological Organization (WMO)
stations are well distributed spatially across the entire area of
the basins, have consistent data series from 1988 to the present,
Fig. 1. The Ganges and the Brahmaputra basins along with their sub-basins and CGCM3.1 data grids at 3.75  3.75 overlaid on basin precipitation climatology (1982–2000).
The black dots are observed precipitation station locations. The shaded region is the sub-basin for which the calibration and validation results are presented in the later
sections. The shaded basin area is 40,125 km2, which covers around 4.2% of the entire Ganges basin.
Table 1
List of predictor variables from NCEP Re-analysis and CGCM3.1 datasets and
frequency of getting selected based on high correlation coefﬁcient with observed
precipitation by basin.
Predictor code Description Frequency of use
(inclusion)
Ganges Brahmaputra
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GSOD data are available for 2002). We used the ﬁrst 10 years
(1988–1997) of daily precipitation series as predictands to cali-
brate the SDSM model and the next 5 years (1998–2003) of daily
precipitation series to validate the SDSM. We also extracted a
monthly baseline distribution of the observed precipitation using
the series of 1988–2010.p500 500 h Pa Geopotential height 29 25
p8_v 850 h Pa Meridional velocity 29 23
s500 500 h Pa Speciﬁc humidity 26 8
shum 1000 h Pa Speciﬁc humidity 22 2
p5_u 500 h Pa Zonal velocity 21 17
p_u 1000 h Pa Zonal velocity 19 10
p5_v 500 h Pa Meridional velocity 19 10
s850 850 h Pa Speciﬁc humidity 19 3
p–v 1000 h Pa Meridional velocity 18 21
p8_u 850 h Pa Zonal velocity 17 18
mslp Mean sea level pressure 15 11
p850 850 h Pa Geopotential height 12 6
p5th 500 h Pa Wind direction 9 4
p_th 1000 h Pa Wind direction 6 8
p5_f 500 h Pa Wind speed 4 12
p5_z 500 h Pa Vorticity 4 7
p8_f 850 h Pa Wind speed 3 2
p5zh 500 h Pa Divergence 3 1
p8_z 85 0 h Pa Vorticity 2 3
p_f 1000 h Pa Wind speed 2 1
temp Screen (2 m) air temperature 2 0
p8zh 850 h Pa Divergence 1 5
p__z 1000 h Pa Vorticity 1 3
p8th 850 h Pa Wind direction 1 2
p_zh 1000 h Pa Divergence 0 7
precp Precipitation 0 02.2.3. Large-scale atmospheric variables (predictors)
Two sets of large-scale observed andmodeled atmospheric vari-
ables (predictors) were obtained from the Canadian Climate
Change Scenarios Network (CCCSN). The observed predictors were
derived from the National Center for Environmental Prediction
(NCEP) re-analysis dataset (Kalnay et al., 1996), and the modeled
predictors were developed from the third-generation Canadian
GCM version 3.1 (CGCM3.1) for the experiments of A1B and A2 sce-
narios (DAI, 2008). The re-analysis predictors are available for the
historical time series from 1961–2003, while the GCM predictors
are available for the 21st century provided in 3.75  3.75 grids
covering the entire land area of the world. We extracted predictors
for 19 such grids covering the entire basin area (grids are shown in
Fig. 1). There are 25 predictor variables available for re-analysis
and 26 predictor variables available for CGCM3.1 (list of the predic-
tors are provided in Table 1). We chose CGCM3.1 because of the
availability of future hundred-year predictor variables along with
past observed predictor variables from NCEP re-analysis processed
at the same spatial resolution as CGCM3.1, which is required by the
statistical downscaling models.2.2.4. Raw CGCM3.1 precipitation
The CGCM3.1 model has a precipitation output at 3.75  3.75
spatial resolution. We extracted this raw CGCM3.1 monthly precip-
itation estimates for the 21st century for those same grid boxes
shown in Fig. 1 from the World Climate Research Programme’s
(WCRP) Coupled Model Intercomparison Project 3 (CMIP3) website
at http://esg.llnl.gov:8080/. These raw CGCM3.1 precipitation esti-
mates are mostly used to make comparisons with the downscaled
estimates of the precipitation.2.3. Scale of the downscaling
For most climate change related studies that require hydrolog-
ical inputs, area averaged precipitation serves the purpose better
than precipitation at a point. Therefore, to maximize the further
use of the downscaled precipitation in local to regional scale stud-
ies focusing on climate change, we downscaled the precipitation
for each sub-basin of the Ganges and Brahmaputra basins. Since
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point locations, we employed Inverse Distance Weighting (IDW)
interpolation to generate daily area averaged observed precipita-
tion time series for each of those 67 sub-basins from interpolated
daily observed station records. Similarly, the large-scale atmo-
spheric predictors are also transferred from box to sub-basin level
by taking the average. As a sub-basin crossed into multiple boxes,
as shown in Fig. 1, spatially weighted averaging methods were
used for the predictors, except the wind direction for the sub-basin
in question. For wind direction, the angle that has a tangent equal
(ArcTan2) to the average sine and cosine in radians was used.
Matching the data records of observed GSOD precipitation, we
used the last 15 years (excluding 2002) of re-analysis predictors
to set up the SDSM model, from which the time series of 1988–
1997 was used for calibration, and the time series of 1998–2003
was used for validation of the SDSM. Once the SDSM model was
established, we used the 21st century GCM predictors to generate
downscaled precipitation for the 21st century at a daily scale.
2.4. Model description and implementation
SDSM is a hybrid of the stochastic weather generator and multi-
regression based methods. It uses empirical statistical techniques
to establish a relationship between historical large-scale circula-
tion patterns and atmospheric moisture variables (predictors)
and locally observed precipitation (predictands) (Christensen
et al., 2007; Wilby et al., 2002). Assuming the relationship based
on historical observations holds true for the future dates, the pre-
cipitation is then modeled through a stochastic weather generator
applying the relationships with the probability of the precipitation
depending on GCM predictor variables. Additionally, stochastic
techniques are used to artiﬁcially inﬂate the variance of the down-
scaled daily precipitation time series to better accord with
observed precipitation time series (Wilby et al., 2002) because
the highly variable nature of the local precipitation cannot be fully
explained by the variations in large-scale predictor variables alone
(Prudhomme and Davies, 2009).
While implementing SDSM, we set up a separate model for each
of the 66 (one was omitted due to its small size) sub-basins in the
study area. The downscaling procedure of the SDSM was per-
formed through a number of steps (Wilby et al., 2002) such as
quality control and data transformation, predictor screening,
model calibration, weather generator, validation of the model
and generation of future precipitation projections. These steps
were repeated for every sub-basin. Because SDSM relies on empir-
ical relationships between large-scale (gridded) predictors and site
speciﬁc predictands (precipitation), the choice of predictors largely
determines the character of the downscaled precipitation (Wilby
et al., 2002). After checking the quality of the input variables, the
large-scale relevant predictors from the NCEP re-analysis set of
variables were selected, following the suggestions of Khan et al.
(2006a), Wilby and Dawson (2004), based on the monthly percent-
age of variance explaining the locally observed precipitation, phys-
ical sensitivity between predictors and local precipitation, and the
predictor’s ability to carry climate change information and their
accurate representation by the climate models. Use of partial cor-
relation coefﬁcients helped to eliminate those predictors that did
not show enough inﬂuence in the regression between the predic-
tors and predictand at p = 0.05 signiﬁcance level. SDSM allows
selection of predictor variables by month, season, or year.
We selected one set of predictors for the entire year, as different
predictors and predictor settings by season or month can cause dis-
continuities in the modeled precipitation when shifting between
seasons (Teutschbein et al., 2011). In the calibration step, the rela-
tionship between the observed precipitation and the selected NCEP
re-analysis predictors for the period 1988–1997 was established. Aseparate regression model was created for each of 12 months. A
fourth root transformation was applied to each original precipita-
tion time series to convert it to normal distribution before the
regressionmodelwas generated. Ordinary least squareswas chosen
for the optimization algorithm, variance inﬂation was kept at the
default value of 12, and bias correction was enabled. Variance inﬂa-
tion changes the variance in downscaled precipitation to agree
more closely with observations, while the bias correction adjusts
for any tendency to overestimate or underestimate the mean of
the downscaled precipitation (Khan et al., 2006a). The precipitation
simulated by theweather generator wasmodeled for the same time
period (1988–1997) as a conditional process in which local precip-
itation amounts were correlated with the occurrence of wet days
and ultimately with the large-scale atmospheric variables.
There are considerable amounts of spatial heterogeneity in
monsoonal precipitation among basins (Fig. 1). Because of the spa-
tial variability in the precipitation, a variable threshold is used to
deﬁne a wet day: 0.1 mm for low precipitation sub-basins and
0.5 mm for high precipitation sub-basins. The stochastic compo-
nent of the SDSM allows a maximum of 100 simulations; however,
we performed 20 simulations and compared the ensemble mean of
the simulations with the observed. The comparison was performed
on the basis of mean and percent variance explained by the simu-
lation ensemble. Depending on the results, the above steps were
repeated to tweak the parameters into an acceptable calibration
result.
Having obtained an acceptable calibration for each sub-basin,
precipitation was then modeled from NCEP re-analysis predictors
in the weather generator for an independent time period of
1998–2003 (excluding 2002) for validation. The mean of the
ensemble simulations was then compared with observed precipi-
tation from the corresponding period to validate the model perfor-
mance. When an optimized calibrated and validated model was
reached, the downscaled future precipitation was modeled in a
scenario generator using the GCM predictors for the A1B and A2
scenarios.
2.5. Uncertainty analysis
To establish conﬁdence in the projected precipitation down-
scaled from GCM scenario outputs, it was important that the
downscaled outputs represented the current state of the precipita-
tion regimes reasonably well. In fact, the conﬁdence on the reliabil-
ity of the climate change anomalies computed from the scenarios
run relied on the downscaled outputs’ ability to represent the base-
line climate (Dibike et al., 2008). Most GCM projection scenarios
provided at least a decade-long (2000–2010) window to analyze
the representation ability of downscaled outputs to compare them
with observed records. Therefore, we evaluated the performance of
the downscaling method in reproducing the mean and variability
of the observed precipitation by comparing downscaled precipita-
tion provided with climate predictors with station-observed pre-
cipitation records from 2000 to 2010.
We employed two statistical procedures—a nonparametric test
and a resampling test—to assess the uncertainty in the downscaled
precipitation.
2.5.1. Nonparametric testing
The Wilcoxon Signed Rank test (Wilcoxon, 1945) is one of the
best nonparametric methods for conducting hypothesis tests
(Conover, 1980) and widely used in uncertainty analysis of down-
scaled climate parameters provided with predictor scenarios of the
GCMs (Dibike et al., 2008; Khan et al., 2006a,b). We deﬁned null
(H0) hypotheses as ‘‘there is no statistical inequality of the means
of difference between observed and simulated precipitation.’’ We
used a critical p-value of 0.05, meaning the difference between
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the time or less by random chance and supports the rejection of the
null hypothesis. The test was constructed for the differences
between observed and downscaled precipitation, as well as for
the differences between observed and raw GCM precipitation.
These tests allowed us to evaluate relative uncertainty in the
downscaled precipitation and original GCM precipitation. As two
different sets of SDSM simulations have been considered with pre-
dictor variables derived from the A1B and A2 scenarios, the tests
were also repeated for precipitation from both scenarios. Hypoth-
esis testing was performed for the period of 2000–2010 by month
and separately for the Ganges and Brahmaputra basins.
2.5.2. Conﬁdence intervals
Conﬁdence interval provides an estimated range of values of a
statistic of interest through resampling from a given set of sample
data at a conﬁdence level. It is more informative than the ‘accept or
reject’ result of a hypothesis test for uncertainty analysis because it
provides a range of plausible values. Due to non-normality of the
distribution of daily precipitation, it has been suggested that a
comparison of means for uncertainty assessment is not sufﬁcient
(Khan et al., 2006a). Thus we calculated mean bias and the conﬁ-
dence intervals for the Root Mean Square Error (RMSE). Mean bias
measured the degree of overestimation or underestimation, and
the conﬁdence intervals of RMSE provided information about the
spread of the errors. We use the bootstrapping (Efron and
Tibshirani, 1993) technique to generate the conﬁdence intervals
for RMSE. The bootstrap method generates a large number of sam-
ples randomly drawn with replacements from the original dataset
known as pseudo-samples (Dibike et al., 2008). A function in Rwas
used to compute the RMSE for these pseudo-samples. An annual
cycle of observed precipitation was computed form the monthly
observed precipitation of 2000–2010. For RMSE, each monthly
simulated time series of raw CGCM3.1 and downscaled CGCM3.1
precipitation were converted to annual cycles for the period
2000–2010. The function called the boot package (Canty and
Ripley, 2012) in R to estimate the RMSE and associated conﬁdence
intervals from the annual cycles of mean observed and simulated
precipitation by month. One thousand samples were generated
to compute the mean and RMSE statistic for the conﬁdence inter-
vals. Boot returns the upper bound and lower bound of the conﬁ-
dence limits calculated in basic, student, percentile and bias
corrected and accelerated (BCa) methods. Details of these methods
are provided in Efron and Tibshirani (1993). We used the BCa
method and selected the 5th percentile for the lower and the
95th percentile for the upper limits at 90% conﬁdence level. The
BCa method was selected because it made the interval median
unbiased and adjusted for skewness. The bootstrapping was
repeated for the raw GCM and SDSM downscaled precipitation
for the A1B and A2 scenarios separately for the Ganges and
Brahmaputra basins.
2.6. Model evaluation criteria
In this study, the coefﬁcient of determination (R2), Root Mean
Square Error (RMSE), Nash-Sutcliffe coefﬁcient (NSE) (Nash and
Sutcliffe, 1970), and mean bias (MB) were used to measure the
performance of the SDSM.
R ¼
PN
i¼1ðXobs;i  XobsÞðXsim;i  XsimÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPN
i¼1ðXobs;i  XobsÞ
2PN
i¼1ðXsim;i  XsimÞ
2
q
RMSE ¼ 1
N
XN
i¼1
ðXsim;i  Xobs;iÞ2
" #1
2NSE ¼ 1
PN
i¼1ðXsim;i  Xobs;iÞ2PN
i¼1ðXobs;i  XobsÞ
2MB ¼ 1
N
XN
i¼1
ðXsim;i  Xobs;iÞwhere Xobs,i is the ith observed precipitation (monthly), Xsim,i is the
ith simulated (raw GCM or downscaled) precipitation (monthly),
and N is the number of data.
R2 is the square of the correlation coefﬁcient and describes how
much of the variance between the observed and simulated vari-
ables can be explained through a linear ﬁt. The RMSE explains
the difference between observed and simulated variables. In other
words, it describes the spread of error or the performance of the
model. The RMSE is measured at the same unit of the simulation
or observed data. The NSE quantitatively describes the accuracy
of the model output for hydrological variables. The NSE value can
range between 1and 1. The NSE of 1 indicates a perfect match
between simulated and observed variables, the NSE of 0 indicates
the model simulation is as accurate as the observed mean, and neg-
ative NSE indicates the observed mean is a better predicator than
the model simulation. The MB captures overestimation or underes-
timation by the model measured at the same units as the observed
variable.
In addition to the above four indices, the downscaled precipi-
tation was analyzed in terms of its basic distribution, mean and
median values, and of its variability in comparison with observed
time series. Such comparisons were administered at four different
steps. First, the comparisons were performed at the sub-basin
level for the calibration of the SDSM. The calibration was per-
formed over the period 1988–1997. Second, the comparisons
were performed for the validation of the SDSM over the period
1988–2003 (excluding 2002) at the sub-basin level. Once the
SDSM generated precipitation projections for the A1B and A2 sce-
narios for each sub-basin, in the third step, the ﬁrst decade of the
future projections (2000–2010, excluding 2002) was compared
with the corresponding observed precipitation. All the basin
speciﬁc sub-basin level precipitation time series of observed
and future projections were averaged to create basin level
precipitation time series of observed and future projections. In
the fourth step, comparisons were performed at the entire basin
level over the period 2000–2010, excluding 2002. Although the
downscaling of precipitation in SDSM was performed at a daily
scale, the comparisons were performed on a monthly scale by
aggregating the daily time series to monthly. The sub-basin level
comparisons emphasize the model performance at a local scale,
while the basin level comparisons describe performance at a
regional scale. Understanding the model performance at both
levels is necessary for any potential use of this projected precip-
itation for climate change studies. The sub-basin level compari-
sons are reported by R2, RMSE, and NSE for the entire time
series, whereas for the basin level comparisons, simulated and
observed distributions of monthly mean precipitation are pre-
sented graphically using box-plots. The size of the box indicates
the spread around the median and the outliers outside the 1.5
inter quantile range, which provides a useful indication around
the spread of each simulated series compared to the observed
series. Histograms of monthly MB are also presented to show
the model biases. Finally, the downscaling results corresponding
to the A1B and A2 scenarios are summarized for each quarter
of the 21st century by month and compared to the corresponding
observed baseline (1988–2010). The comparison results for the
Ganges and the Brahmaputra basins are presented separately
for the A1B and A2 scenarios.
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3.1. Identifying predictors
Table 1 presents basin-speciﬁc frequency of the predictor
variables found inﬂuential at p < 0.05. Results suggest that 11 out
of 25 predictor variables are potentially useful for downscaling
precipitation in these two basins, especially geopotential height,
meridional velocity at 850 and 1000 h Pa, speciﬁc humidity and
zonal velocity at all three pressure levels (500, 850 and
1000 h Pa), mean sea level pressure, and wind speed at 500 h Pa.
Temperature was not found to be an effective predictor for down-
scaling precipitation in either of these basins. The geopotential
height and meridional velocities were found to be consistently
the most inﬂuential predictors for both basins. The speciﬁc humid-
ity at all three levels showed strong correlation with the Ganges
precipitation, but not as much with the Brahmaputra precipitation,1988 1990 1992 1994 1996
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Fig. 2. Calibration (1998–1997) and validation (1998–2003) results of Statistical Downs
Fig. 1, (a) observed and simulated precipitation at daily scale during calibration, (b) observ
monthly scale during calibration with RMSE of 2.1 mm/d, R2 of 0.76 and NSE of 0.67, (d)
and simulated precipitation at monthly scale during validation, and (f) scatterplot at mwhile zonal velocity at all three pressure levels was the second
most inﬂuential predictor for the Brahmaputra precipitation. Stud-
ies have suggested geopotential height has signiﬁcant correlation
with Indus basin precipitation (Saeed et al., 2013), meridional
velocities signiﬁcantly inﬂuence all India monsoon precipitation
(Bawiskar et al., 2005; Parthasarathy et al., 1991), and speciﬁc
humidity has been shown to explain the state of the monsoon
(Douville, 2006). The Indus basin is another large South Asia basin
inﬂuenced by Indian summer monsoon (Fowler and Archer, 2005).
During active phases of monsoon, a pressure gradient evolves
between the Thar Desert (low) and the Bay of Bengal including
the west coast of India (high). When this pressure gradient
increases, moisture advection enhances; as a result, the monsoon
intensiﬁes, which implies that mean sea level pressure is actively
linked with the state of the Indian monsoon and monsoon precip-
itation (Douville, 2006). Geopotential height and speciﬁc humidity
along with a few other variables including temperature at 2 m have1998 1999 2000 2001 2003
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caling Model (SDSM) with NCEP Re-analysis predictors for the sub-basin marked in
ed and simulated precipitation at monthly scale during calibration, (c) scatterplot at
observed and simulated precipitation at daily scale during validation, (e) observed
onthly scale during validation with RMSE of 2.9 mm/d, R2 of 0.74 and NSE of 0.72.
Table 2
Number of sub-basins observed by the degree of observed variability explained by the
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cipitation from CGCM3 in the Philippines (Combalicer et al., 2010).simulated precipitation during the calibration and validation phases of SDSM.
R2 range Calibration Validation
0.5 6 x < 0.6 0 7
0.6 6 x < 0.7 9 24
0.7 6 x < 0.8 14 29
0.8 6 x < 0.9 38 6
xP 0.9 5 03.2. Calibration and validation of SDSM
3.2.1. Using NCEP reanalysis predictors
Although the calibration and validation phases were performed
for each of the 66 sub-basins of the Ganges and Brahmaputra
basins individually, here we present calibration and validation
results only for one sub-basin graphically as a representative
example. We present SDSM model calibration and validation
results for sub-basin 4, which is located in a high precipitation
region of the Ganges basin (Fig. 1). Fig. 2 shows the simulated pre-
cipitation compared to the corresponding observed precipitation at
daily (Fig. 2a) and monthly (Fig. 2b) scales and the model evalua-
tion indices (Fig. 2c). The model for this sub-basin was reasonably
well ﬁt (R2 of 0.76, NSE of 0.67, and RMSE of 2.1 mm/day) and it
reproduced the observed precipitation well at a monthly scale.
However, at a daily time scale, SDSM underperformed by missing
some of the daily extreme precipitation events. Validation of the
model reﬂects a similar scenario with R2 of 0.74, NSE of 0.72, and
RMSE of 2.9 mm/day (Fig. 2f), where simulated precipitation
agreed comprehensively with observed precipitation at a monthly
time scale (Fig. 2e) but missed daily extreme precipitation events
(Fig. 2d). For the entire time series, the observed mean (2.6 mm/
day) is slightly overestimated (simulated mean 3.8 mm/day), but
the observed variance (14.1 mm) is reasonably well reproduced
by the simulation (15.7 mm) during the calibration phase. The
agreement between overall mean and variance during the valida-
tion phase are even better (observed mean 5.06 mm/day and vari-
ance 30.8 mm while simulated mean 5.07 mm/day and variance
31.2 mm). Despite a large difference in precipitation regime
between the calibration and validation phases (the monsoon pre-
cipitation was much higher during the validation period; Fig. 3),
the model successfully captured the difference well. SDSM is a
regression-based model, and a regression-based method can often
explain only a fraction of the observed variability in the provided
calibration dataset; therefore, simulating extreme precipitation
events using regression methods is problematic because extreme
events tend to lie at the margins or beyond the range of the vari-
ability captured by the regression (Wilby et al., 2002). SDSM may
not be the most efﬁcient tool while downscaling future extreme
precipitation events at a daily scale, but it is an efﬁcient tool for
providing future downscaled precipitation at a monthly time scale.3.2.2. Calibration and validation results for the other sub-basins
Calibration and validation results for the other 65 sub-basins
are not presented due to space limitations; however, every effort
was made to ensure we achieved the best possible calibration for
each sub-basin. Table 2 summarizes the R2 values achieved duringJ F M A M J J A S O N D
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Fig. 3. Difference in precipitation regime between calibration and validation periods, (
because of missing data.the calibration and validation phases between observed and simu-
lated precipitation for each sub-basin. The majority of sub-basin
coefﬁcients of determination are in the range of 0.8–0.9 during cal-
ibration and 0.7–0.8 during the validation phase, indicating rea-
sonably well-calibrated statistical models for the sub-basins. The
model was used to downscale 21st century precipitation from
CGCM3.1 predictors for the A1B and A2 scenarios for each sub-
basin at a daily scale. The sub-basin level downscaled precipitation
estimates were then summarized by taking the means for the Gan-
ges and Brahmaputra basins separately.
3.3. Evaluation of the simulated annual cycle
3.3.1. Ganges basin
The GCM experimental results are more responsive to external
climate variability than those of internal because of the coarse res-
olution of the modeling (Goosse et al., 2005). Therefore, GCM out-
puts need to be evaluated with respect to their ability to simulate
the observed annual cycle with realistic natural variability. The
observed annual precipitation cycle is shown in Fig. 4a and c for
A1B and A2 scenarios respectively for the Ganges basin. Also
shown are raw and SDSM downscaled precipitation from CGCM3.1
by month. The annual cycles were derived from basin-wide aggre-
gated monthly values for the period 2001–2010. The annual cycles
exhibit good agreement between observed and SDSM downscaled
precipitation, but, as expected, the standard deviations of the
downscaled precipitation were less than those of the observed
(Fig. 4b and d). Underestimation of precipitation is evident in the
raw CGCM3.1 precipitation for both scenarios, although the raw
CGCM3.1 results are not expected to produce observed cycle over
short time period because of the internal climate variability. The
box plots in Fig. 5 (for A1B scenario) and Fig. 6 (for A2 scenario)
indicate that the performance of the SDSM model compares favor-
ably to the observed for monsoon months, including pre- and post-
season (April through October). The median precipitation changes
dramatically for monsoon months (June through September),
which is also well reproduced by the SDSM downscaling. However,
the median values for the months of January, February, November,
and December are not well reproduced by SDSM downscaling pre-
cipitation, although the average amount of observed precipitationJ F M A M J J A S O N D
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Fig. 4. Annual cycles of the Ganges basin precipitation averaged from sub-basins for the period 2001–2010 (a) observed, raw CGCM3.1, and downscaled average precipitation
by month for A1B scenario, (b) standard deviations for A1B scenario, (c) observed, raw CGCM3.1, and downscaled average precipitation by month for A2 scenario, (d) standard
deviations for A2 scenario.
Fig. 5. Box plots of observed, raw A1B CGCM3.1, and downscaled A1B precipitation distributions (maximum, third quartile, median, ﬁrst quartile, and minimum) for the
Ganges basin during the period 2000—2010.
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internal climate variability were captured by the downscaled pre-
cipitation while preserving the long-term climate signals; yet, it
still has problems representing the interannual variability of the
precipitation mostly because of SDSM’s weaknesses in simulating
extreme events, both highs and lows. SDSM relies on the regres-
sion-based relationship between the local climate and large-scalepredictors, and these extreme events tend to lie at the margin or
beyond the range of the regression deﬁned in the model (Wilby
et al., 2002).
3.3.2. Brahmaputra basin
The annual precipitation cycle show similar patterns for the
Brahmaputra basin with the exception that raw CGCM3.1
Fig. 6. Box plots of observed, raw A2 CGCM3.1, and downscaled A2 precipitation distributions (maximum, third quartile, median, ﬁrst quartile, and minimum) for the Ganges
basin during the period 2000—2010.
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A2 scenarios (Fig. 7a and b). The annual cycle agrees well for the
downscaled and observed precipitation, while the standard
deviation of the downscaled precipitation is less than those of
the observed. The good agreement is also evident for monsoon
months from the box plots of mean precipitation in Fig. 8 and
9 under A1B and A2 scenarios respectively. Further analysis ofm
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Fig. 7. Annual cycles of the Brahmaputra basin precipitation averaged from sub-basin
precipitation by month for A1B scenario, (b) standard deviations for A1B scenario, (c)
scenario, (d) standard deviations for A2 scenario.the box plots also reveals that the precipitation regime for the
Brahmaputra basin is slightly different than the precipitation
regime for the Ganges. Speciﬁcally, the intensity of precipitation
during monsoon months is lower, but the pre-monsoon
precipitation (April and May) is relatively higher in the Brah-
maputra basin than the corresponding months in the Ganges
basin.(c)
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s for the period 2001–2010; (a) observed, raw CGCM3.1, and downscaled average
observed, raw CGCM3.1, and downscaled average precipitation by month for A2
Fig. 8. Box plots of observed, raw A1B CGCM3.1, and downscaled A1B precipitation distributions (maximum, third quartile, median, ﬁrst quartile, and minimum) for the
Brahmaputra basin during the period 2000–2010.
Fig. 9. Box plots of observed, raw A2 CGCM3.1, and downscaled A2 precipitation distributions (maximum, third quartile, median, ﬁrst quartile, and minimum) for the
Brahmaputra basin during the period 2000–2010.
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To understand the projected dynamics of the precipitation
regime in the basins, we summarized monthly distribution of the21st century basin precipitation into 25-year epochs and compared
them against baseline precipitation observations from 1988 to
2010 (Fig. 10). Future precipitation is expected to increase in both
basins for both A1B and A2 scenarios, which agrees with the
Fig. 10. Comparison of downscaled precipitation with baseline (1988–2010) precipitation, (a) Ganges A1B scenario precipitation with baseline precipitation, (b) Ganges A2
scenario precipitation with baseline precipitation, (c) Brahmaputra A1B scenario precipitation with baseline precipitation, (d) Brahmaputra A2 scenario precipitation with
baseline precipitation.
Table 3
Signiﬁcance levels (p-values) of the Wilcoxon Signed Rank test for the difference of
the means of observed and simulated precipitation (both downscaled and actual GCM
precipitation) at 95% conﬁdence level. The p-values below 0.05 are underlined which
supported the rejection of the null hypothesis of ‘‘there is no statistical inequality of
the means of difference between observed and simulated precipitation’’ for the
corresponding months.
Month Ganges Brahmaputra
A1B A2 A1B A2
Raw DS Raw DS Raw DS Raw DS
January 0.13 0.01 0.13 0.04 0.07 0.01 0.13 0.12
February 0.65 0.25 0.36 0.36 0.16 0.05 0.5 0.27
March 0.02 0.73 0.3 0.82 0.07 0.91 0.73 0.91
April 60.01 0.36 0.01 0.43 60.01 <0.01 <0.01 <0.01
May 0.20 0.25 0.03 0.16 0.50 0.43 0.10 0.13
June <0.01 0.57 0.04 0.36 0.65 0.91 >0.99 0.73
July 0.02 0.30 0.04 0.25 0.01 0.3 <0.01 0.50
August <0.01 0.12 0.04 0.43 0.30 0.13 0.04 0.03
September <0.01 0.49 0.04 >0.99 0.43 0.1 0.82 0.07
October 0.13 0.65 0.36 0.65 0.82 0.82 0.07 0.03
November 0.16 0.98 0.57 0.25 0.01 0.43 <0.01 0.43
December 0.57 0.01 0.30 0.01 <0.01 <0.01 <0.01 <0.01
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ment Report (Christensen et al., 2007). In the Ganges basin, mon-
soon (JUN-JUL-AUG-SEP) precipitation is expected to increase by
12.5% and 10.4% under the A1B and A2 scenarios, respectively, dur-
ing the ﬁrst epochs of the 21st century compared to the baseline
(Fig. 10a). For the successive epochs, monsoon precipitation is
likely to increase at a similar rate under the A1B scenario, and it
is likely to increase at a gradually higher rate under the A2 scenario
than the rates of the ﬁrst epoch for the Ganges basin (Fig. 10b).
Although the ﬁrst quarter increase in monsoon precipitation was
relatively less under the A2 scenario, higher increasing rates in
the later quarters made the overall increase in monsoon precipita-
tion higher under the A2 scenario than the A1B scenario during the
21st century for the Ganges basin. Changes in pre-(APR-MAY) and
post-(OCT-NOV) monsoon seasons were also observed. Pre-mon-
soon precipitation is likely to decrease, while post-monsoon pre-
cipitation is likely to increase, and the change rates are relatively
higher for the A2 scenario than the A1B scenario for the Ganges
basin.
Brahmaputra monsoon precipitation is also likely to increase by
11.8% and 16.1% under the A1B and A2 scenarios, respectively, dur-
ing the ﬁrst epoch of the 21st century. Similar to the Ganges, pre-
cipitation is likely to decrease during the pre-monsoon and likely
to increase during the post-monsoon seasons compared to the
baseline (Fig. 10c and d). Although it is insigniﬁcant, winter precip-
itation (DEC–FEB) is likely to increase under both scenarios for
both basins, which contradicts the IPCC AR4 assessment that says
winter precipitation is expected to decrease in South Asia
(Christensen et al., 2007). The weakness of SDSM simulating low
extreme precipitation (not zero) may have contributed to these rel-
atively higher winter precipitation estimates while downscaling.
Perhaps the most compelling observation is that the peak
monsoon precipitation is likely to shift from July to August as a
consequence of climate change in all scenarios in both basins
(Fig. 10a–d). These two basins are physiographically diverse and
ecologically rich in natural and crop-related biodiversity; around
55% of the combined basin area is modiﬁed for cropland, of which22% is irrigated. While the Ganges basin is more extensively culti-
vated (71% cropland, 15% irrigated), the Brahmaputra basin is more
intensively cultivated (29% cropland, 47% irrigated) (Revenga et al.,
1998). Therefore, changes in monsoon precipitation, especially a
shift in the peak monsoon precipitation, will likely have a broad
inﬂuence on agricultural and ecological systems of the region.
4. Uncertainty in downscaling precipitation
Although the GCMs are not designed to reproduce local
observed precipitation, model performance is often assessed based
on the ability to simulate the observed annual cycle with realistic
variability over a long time period. Thus we assessed the relative
uncertainties in downscaled CGCM3.1 precipitation on the basis
Fig. 11. Precipitation uncertainty, (a) mean bias for the Ganges raw A1B CGCM3.1, and downscaled A1B precipitation, (b) RMSE of the Ganges raw A1B CGCM3.1, and
downscaled A1B precipitation with corresponding 90% conﬁdence intervals, (c) mean bias for the Ganges raw A2 CGCM3.1, and downscaled A2 precipitation, and (d) RMSE of
the Ganges raw A2 CGCM3.1, and downscaled A2 precipitation with corresponding 90% conﬁdence intervals.
(a)
(b)
(c)
(d)
Fig. 12. Precipitation uncertainty, (a) mean bias for the Brahmaputra raw A1B CGCM3.1, and downscaled A1B precipitation, (b) RMSE of the Brahmaputra raw A1B CGCM3.1,
and downscaled A1B precipitation with corresponding 90% conﬁdence intervals, (c) mean bias for the Brahmaputra raw A2 CGCM3.1, and downscaled A2 precipitation, and
(d) RMSE of the Brahmaputra raw A2 CGCM3.1, and downscaled A2 precipitation with corresponding 90% conﬁdence intervals.
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cycle of the observed precipitation. Table 3 presents the test results
(p-values) of the Wilcoxon Signed Rank sum test for the differenceof the means of observed and downscaled precipitation as well as
observed and raw CGCM3.1 precipitation at the 95% conﬁdence
level at a monthly scale. The p-values are above 0.05 for all months
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both scenarios in the Ganges basin. This ﬁnding implies that the
null hypothesis was not rejected, suggesting that observed and
SDSM downscaled precipitation estimates were statistically similar
for every month except December and January. For these two
months, the null hypothesis was rejected. The p-values were below
the critical value of 0.05 for almost all pre-monsoon and monsoon
months for both scenarios of raw CGCM3.1 precipitation. The raw
CGCM3.1 precipitation was not statistically representative of the
observed precipitation. The histograms of MB for monthly mean
precipitation for the A1B and A2 scenarios (Fig. 11a and c, respec-
tively) reveal that the raw CGCM3.1 precipitation has shown a
strong bias for almost all months of the year but the strongest bias
for the monsoon months because CGCM3.1 underestimates precip-
itation for most months. It is evident that downscaling improved
the GCM outputs by reducing the bias observed in the raw
CGCM3.1 precipitation for both scenarios. Fig. 11b, and d show a
corresponding 90% conﬁdence interval for RMSE for the down-
scaled and raw CGCM3.1 precipitation for the A1B and A2 scenar-
ios. The RMSE conﬁdence intervals calculated for the downscaled
precipitation were much smaller than the same calculated for
raw CGCM3.1 precipitation. From the RMSE conﬁdence intervals,
we computed an average ±30% uncertainty in the downscaled
A1B monthly precipitation, and an average ±34% uncertainty in
the downscaled A2 monthly precipitation for the Ganges basin.
As shown in Fig. 11b and d, the uncertainties vary by month and
were high for the monsoon months.
The histograms of MB for Brahmaputra precipitation (Fig. 12a
and c) indicate underestimation in the pre-monsoon season
(APR) and overestimation during the monsoon season (JUL-AUG)
by the raw CGCM3.1 precipitation. The biases were substantially
reduced in the downscaled precipitation. For Brahmaputra, the
average uncertainty in A1B and A2 downscaled precipitation was
±29% and ±28%, respectively. However, the uncertainty in the
downscaled precipitation for the months of April, July, and August
were much higher than the average uncertainty (Fig. 12b and d).5. Conclusions
We employed SDSM to downscale precipitation for each sub-
basin of two rather data-sparse, hydrologically challenging, major
river basins in South Asia—the Ganges and the Brahmaputra. The
downscaling was performed on the basis of empirical relationships
established between observed GSOD precipitation from 43 stations
and NCEP re-analysis large-scale atmospheric predictors, and then
deriving the relationships with CGCM3.1 predictors. The 43 precip-
itation stations are well distributed spatially but sparse in number
given the vast drainage areas of the basins. Therefore, observed
daily precipitation was spatially interpolated and predictors were
selected at the sub-basin level for downscaling across the basins.
Calibrating (1988–1997) and validating (1998–2003) SDSM with
regrouped NCEP re-analysis data and interpolated observed data
proved successful, and the observed precipitation can be reason-
ably well reproduced at the sub-basin level, which signiﬁes suit-
ability of SDSM in these data-sparse environments. Although
selection of predictors was challenging and time consuming, given
the strong temporal inﬂuence of snow and monsoon precipitation,
those identiﬁed were physically meaningful. Both basins were
inﬂuenced by geopotential height. However, the Ganges precipita-
tion was more inﬂuenced by the U component (wind blowing
across lines of longitude) of the wind and speciﬁc humidity at
500 and 1000 h Pa pressure level. In contrast, the Brahmaputra
precipitation was more inﬂuenced by the V component (wind
blowing across lines of latitude) of the winds at the 850 and
1000 h Pa pressure levels.The downscaled precipitation results indicated that the perfor-
mance of the model at the daily scale was arguable because of less
than optimal simulations of extreme precipitation (both high and
low). Extreme events tend to lie at the margin or beyond the range
of the regressions that were used in the downscaling process. How-
ever, model performance at a monthly scale was reasonably accept-
able for the past and future projections. Therefore, the downscaled
precipitation may not be appropriate input to analyze extreme
ﬂooding events in the future, but it can provide realistic estimates
for availability of water resources, water balance, and related
hydrological applications. The SDSM reproduced amounts and vari-
ances in its downscaled precipitation reasonably well for most
months, including the monsoon months (JUN–JUL–AUG–SEP),
when more than 75% precipitation is received in both basins. The
precipitation for December and January was consistently overesti-
mated for both basins. Although the amount of precipitation was
insigniﬁcant, the model showed a systematic error in reproducing
precipitation for these twomonths. During these two months there
are only a few upstream sub-basins where precipitation occurred as
snow; for the rest of the sub-basins, precipitation is in the liquid
form. The GSOD-observed record integrated both snow observation
and liquid precipitation into one record for the day, whichmay be a
source of confusion for the SDSM. Another potential contributor to
the errors in downscaled precipitation for December and January is
the threshold currently set >0.1–0.5 mm for wet days that deﬁnes
wet and dry days and varies between sub-basins. The threshold
we used may be adequate for monsoon months but not for winter
months.
The downscaled results of CGCM3.1 indicated that the precipi-
tation regime in both basins would be signiﬁcantly affected by cli-
mate change. The monsoon and post-monsoon precipitation would
likely increase in both basins under both A1B and A2 emission
scenarios; however, the precipitation before the monsoon would
likely decrease. The AR4 of the IPCC reports similar ﬁndings
(Christensen et al., 2007) for South Asia. Climate change would also
likely cause changes in temporal distribution of precipitation. The
peak monsoon precipitation would likely shift from July to August,
which was shown consistently across the downscaled results. This
shift could potentially cause drastic changes for this large agrarian
population leading to changes in rain-fed and irrigated cropping
patterns, as well as selection of crop types.
Compared to the baseline precipitation, the maximum rate of
change in precipitation was found to be in the ﬁrst epoch of the
21st century (2000–2025); thereafter (2026–2050, 2051–2075,
and 2076–2100), precipitation also increases but at a diminishing
rate. It may be plausible that the increase in precipitation stabilizes
after signiﬁcant increases during 2000–2025. It may also be plau-
sible to assume that the SDSM is no longer valid for the later
epochs of the 21st century.
All GCM and downscaling outputs are inherently uncertain
because no model can ever fully describe physical systems (Gain
et al., 2011; Wilby et al., 1999). However, it is possible to minimize
the uncertainty by accounting for the physical and observing sys-
tems appropriately. Analyzing the sources of errors in the CGCM3.1
was beyond the scope of this study; however, we compared
observed data with both CGCM3.1 projected raw and downscaled
precipitation to evaluate relative consistency in the downscaled
precipitation. Therefore, patterns presented here did not consider
variation in internal climate or climate boundary conditions. Even
though uncertainty in the downscaled precipitation was attenu-
ated during the analysis period, projected downscaled precipita-
tion may not be accurate at some future time because the model
developed for the downscaling may not adequately capture the
changed environmental conditions in a future climate.
Here we statistically downscaled only one GCM simulation
from the third phase of Coupled Model Intercomparison Project
M.S. Pervez, G.M. Henebry / Journal of Hydrology 517 (2014) 120–134 133(CMIP3) when 24 other CMIP3 simulations and more recently over
60 simulations from the ﬁfth phase (CMIP5) are available. CMIP5
simulations of Indian summer monsoon rainfall show similar bias
and uncertainties, over CMIP3 simulations at original resolution
(Shashikanth et al., 2013). However, conclusions based only on
one set of downscaled CMIP3 predictors may not be optimal and
may change with inclusion of other CMIP3 and CMIP5 predictors.
This kind of uncertainty is a limitation of this study, and it is inher-
ent in any statistical downscaling exercise. However, the empirical
relationships we have constructed in SDSM could be applied to
other CMIP3 or CMIP5 predictors for these basins. Implementing
the SDSM model with multiple CMIP3 and CMIP5 predictor vari-
ables for these two basins and modeling downscaling uncertainty
as more GCM predictors are involved is a potential area of future
research. Downscaled precipitation from multiple GCM predictors
are also important because comprehensive impact studies require
multiple GCM simulations (Wilby et al., 2004).
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