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Max-Planck-Institut fu¨r Mathematik, Vivatsgasse 7, D-53111 Bonn
Abstract
In [1], C.-F. Bo¨digheimer constructed a finite cell-complex Par
g,n,m
and a bijective
map H : Dip
g,n,m
→ Par
g,n,m
(the Hilbert-uniformization) from the moduli space of
dipole functions on Riemann surfaces with n directions and m punctures to Par
g,n,m
.
In [1] and [4], it is proven that H is a homeomorphism. The first result of this note
is that the space Dip
g,n,m
carries a natural structure of a real-analytic manifold. Our
second result is that H is real-analytic, at least on the preimage of the top-dimensional
open cells of Par
g,n,m
.
1 Introduction
Throughout this note, F will denote a closed smooth oriented surface of genus g. The
genus can be arbitrary, but we will present the arguments in detail only in the case g ≥ 2.
The case g = 0, 1 can be treated with minor changes. Furthermore, let P,Q ⊂ F be
finite sets of points, P ∩ Q = ∅,P = {P1, . . . , Pm};Q = {Q1, . . . , Qn},X = {X1, . . . ,Xn},
Xj ∈ TQjF \ {0} are nonzero tangent vectors. Assume that Pi 6= Pj if i 6= j and the same
for the points Qi. We will always assume that n > 0, i.e., we have at least one marked point
with a tangent vector.
Definition 1.1. Let (F,P,X ) be as above and let a complex structure J on F be given.
A dipole function with singularities (X ,P) is a harmonic function u : F \ P ∪ Q → R with
singularities as follows:
1. If Pi ∈ P and z is a local holomorphic coordinate with z(Pi) = 0, then u(z) =
Ci log(|z|) + b(z) where Ci > 0 and b harmonic.
2. If Qj ∈ Q and z is a local holomorphic coordinate with Tz(Xj) =
∂
∂x
∣
∣
0
∈ T0C, then
u(z) = ℜ(1z ) +Bj log(|z|) + a(z), where a is harmonic.
Note that the numbers Ci and Bi do not depend on the choice of the coordinate and that
their sum must be zero, due to the residue theorem. We will only consider the complex
differential ω = ∂u of a dipole function. The possible ω are characterized by the conditions:
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1. ω is a meromorphic 1-form on F , which has poles of order 1 at the points of P and
poles of order 2 at the points of Q, furthermore,
2. the periods of ω over all homology classes in H1(F \ P
∐
Q;Z) are purely imaginary;
3. the residues at the points of P are positive real numbers, the residues at the points
of Q are arbitrary real numbers.
Definition 1.2. The space Dipg,n,m as a set is defined to be the set of equivalence classes
of quadruples (F,P,Q, ω) , where two such objects (F,P,Q, ω) and (F ′,P ′,Q′, ω′) are
considered to be equivalent if there exists a biholomorphic map f : F → F ′ with f(Pi) = P
′
i
and f∗(ω′) = ω.
Remark 1.3. The space Dipg,n,m is almost the same as the space Pot
C(g, n,m), which is
studied in detail in [4], [1]. In fact, a differential ω as in Definition 1.2 can be written as ∂u,
where u is a real-valued harmonic function with singularities, a so-called dipole function. u
is unique up to addition of a constant. Hence: Dipg,n,m
∼= PotC(g, n,m)/R, the factor R
referring to addition of real constants.
A construction of a topology on Dipg,n,m is given in [4], using the fiber bundle Teichmu¨ller
theory of Earle and Eells ([3]) and methods from global analysis. We will give a different
construction of this topology, which also puts a real-analytic structure on Dipg,n,m. This
construction relies on more advanced results from Teichmu¨ller theory and complex analysis.
Our first main result is the theorem below.
Theorem 1.4. The space Dipg,n,m is a real-analytic manifold of (real) dimension 6g − 6+
5n+ 3m− 1.
Bo¨digheimer ([2, 1]) constructs a finite cell complex Parg,n,m and two mutually inverse
maps H : Dipg,n,m → Parg,n,m and G : Parg,n,m → Dipg,n,m. The first author of the present
paper showed that both maps are continuous. In this note, we will show that H is even
real-analytic.
Next, we will describe the open, top-dimensional cells of the complex Parg,n,m. The combi-
natorics becomes much more complicated for the lower-dimensional cells and is not needed
in this paper, since we only consider the maps G and H on these top-dimensional cells.
For simplicity, we assume that n = 1 in the rest of the paper. Set h := 2g + m. A top
dimensional cell is given by the following combinatorial data:
1. A sequence of permutations σ0, . . . , σh ∈ Σ2h+1, such that σi(2h) = 0 (the symmetric
group Σ2h+1 acts on the set {0, . . . , 2h}) and such that σ0(j) = j + 1 for all j except
j = 2h.
2. A bijection ν : {0, 1, . . . ,m} → cyc(σh), where cyc(σ) denotes the set of all cycles of
the permutation σ, such that ν(0) is the cycle containing 0.
This cell is h−1+2h−1-dimensional (which is the same as dimDipg,1,m). The coordinates
of a point in the cell are given by two sequences of real numbers
1. ah < ah−1 < . . . < a1,
2
2. b1 < b2 < . . . < b2h,
where two sequences are identified if the sequence of a’s and b’s differs by real constants.
We call a point in the complex Parg,1,m a parallel slit domain of type (g, 1,m).
Given such data, we can construct a Riemann surface together with a dipole function using
the following procedure. Set ah+1 = b0 = −∞ and a0 = b2h+1 = +∞ and define rectangles
Ri,j := [ai+1, ai]× [bj−1, bj ] ⊂ R
2 = C. Now we identify the left boundary of the rectangle
Ri,j with the right boundary of Ri−1,j (for i = 0, . . . , h, all j) and the upper boundary of
Ri,j with the lower boundary Ri,σi(j) (j = 0, . . . , h, all i). The result is a topological surface
of genus g with m+1 punctures which has a canonical complex structure. It turns out that
the punctures can be filled in to obtain a closed Riemann surface. The function z 7→ ℜ(z)
clearly gives a dipole function on the resulting closed surface. The whole procedure yields
the map G.
For the construction of the inverse map, we need the next
Definition 1.5. Let ω = ∂u, where u is a real-valued dipole function. Then the critical
graph K of ω is the union of all flow lines of the ascending gradient flow of u whose limit
for t→ +∞ is a critical point.
ω is called generic if all zeroes are simple, if the values of u at the critical points are all
distinct and if there are no integral curves connecting two critical points.
The complement of the critical graph is contractible (if n = 1, otherwise it is the union of
n contractible components), thus the function u is the real part of a holomorphic function
f (or, equivalently, df = ∂u). It turns out that f is injective. From the image of the
function f , one can construct a parallel slit domain. This gives the map H, which is also
called the Hilbert-uniformization. We describe how the numbers ai and bj are constructed.
Let x1, . . . , xh be the critical points of u. For any pair of critical points xk, xl, there is a
unique (up to homotopy) path ck,l in F which does not meet K except at the endpoints. By
integrating ω over ck,l, we obtain a complex number zk,l. Note that zk,k is purely imaginary
(and nonzero). Choose a1 and b1 arbitrarily. By adding the different numbers zk,l, we
obtain 2h complex numbers, which are arranged in pairs of numbers with coinciding real
part. Separate the real and imaginary parts and order the numbers as required in the
definition of a parallel slit domain.
It turns out that generic dipole functions correspond to points in the top-dimensional cells.
Now we state the second main result of the present paper.
Theorem 1.6. Let R ⊆ Dipg,m,n be the open subset consisting of generic differentials
3.
Then the restriction H|R is real-analytic.
2 The moduli space of dipole functions
In this section, we prove Theorem 1.4. We start with a general folklore result from complex
algebraic geometry.
Proposition 2.1. Let E,B be complex manifolds and pi : E → B be a holomorphic
proper submersion (hence a differentiable fiber bundle with compact complex manifolds
3The openness of this map follows from the results of [1] and [4]
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as fibers, see [8]). Let L → B be a holomorphic line bundle. Assume that the function
B ∋ b 7→ dimH0(Eb,O(Lb)) ∈ N is constant (Eb := pi
−1(b); Lb := L|Eb .). Then the disjoint
union V :=
⋃
b∈B H
0(Eb;O(Lb)) has a unique structure of a holomorphic vector bundle on
B, such that the evaluation map V ×B E → L is holomorphic.
From chapter 5 in the book [7], one extracts the following facts: Let T := Tg,n+m be the Te-
ichmu¨ller space of genus g Riemann surfaces with n+m distinct distinguished points. This
is a complex manifold of dimension 3g−3+n+m. Further there exists a complex manifold
E := Eg,n+m and a fiber bundle pi : Eg,n+m → Tg,n+m and m+ n holomorphic cross-sections
s1, . . . , sm+n. The maps pi, si are holomorphic. Let x := [(F, p1, . . . , pn+m)] ∈ Tg,n+m. Then
pi−1(x) is a Riemann surface, canonically isomorphic to F ; and the points si(x) correspond
to the points pi. In other words, pi is a tautological surface bundle. It is universal among
homotopically trivialized families of Riemann surfaces with constant punctures.
The mapping class group Γg,n+m acts on both Eg,n+m and Tg,n+m; pi is an equivariant map
and both actions are holomorphic4 and properly discontinuous. The action is not free, but
it has finite stabilizers and, if n+m > 0, the stabilizers are cyclic groups.
Let ΩE/T be the holomorphic vertical cotangent bundle of E . Let Si be the image of si. It is
a complex submanifold of E . Define a divisor on E by D := 2S1+. . .+2Sn+Sn+1+. . .+Sn+m.
D defines a holomorphic line bundle [D] on E . Define L := ΩE/T ⊗ [D]. Note that L has
a Γg,n+m-action which is holomorphic. For any point x ∈ T , let Lx be the restriction of
L to the fiber Ex := pi
−1(x) over x. It is a holomorphic line bundle over the Riemann
surface representing x and its global holomorphic sections are the meromorphic 1-forms
satisfying the condition (iv) in Definition 1.2, where pi = si(x). Let A be the disjoint union⋃
x∈T H
0(Vx;O(Lx)). It is a holomorphic vector bundle on T by Proposition 2.1. The
complex dimension of its total space is 3g − 3 + 3n+ 2m− 1. A comes with a holomorphic
action of Γg,n+m, which turns it into a Γg,n+m-equivariant vector bundle.
Now remember that Tg,n+m is contractible; thus the bundle E → T can be topologically
trivialized, in other words, there exists a diffeomorphism Ψ : E → T × F , commuting
with the maps to T . Note that Ψ cannot chosen to be holomorphic. The trivialization
can be chosen to respect all the sections s1, . . . , sm+n. Let c ∈ H1(F \ {p1, . . . , pn+m}) be
a homology class and choose a path in F representing c. Also, choose paths around the
points pi.
Corollary 2.2. 1. The map res : A → T × Cm+n−1,
ω 7→ (ρ(ω), ((resp1 ω, . . . , respm ω, resq1 ω, . . . , resqn−1 ω)) is a holomorphic vector bun-
dle epimorphism.
2. For any homology class c ∈ H1(F \ P ∪ Q,Z), the period map A → T × C; ω 7→
(ρ(ω),
∫
c ω), is holomorphic.
Proof: This follows immediately from Proposition 2.1 and from standard results of complex
analysis, because the residuum and the period maps are given by the evaluation map and
by integration.
Definition 2.3. Let B ⊂ A be the subspace of all meromorphic forms ω, satisfying:
4This follows from the statement in chapter 5.5 in [7]
4
1. all periods of ω are purely imaginary,
2. all residues at the points p1, . . . , pn+m are real,
3. the residues at pn+1, . . . , pm+n are positive,
4. at the points p1, . . . , pn, ω has a pole of order two.
Let B0 ⊂ B be the subset consisting of the differentials whose zeroes are all simple and
whose critical graphs are generic (see section 3 for a definition). Let also A0 be the space
of meromorphic forms in A such that all zeroes are simple. Then B0 = B ∩ A0.
The conditions are real-analytic conditions, such that B and B0 are real-analytic submani-
folds of A. Further, the defining conditions are Γg,n+m-equivariant. The quotient B/Γg,n+m
is the space Dipg,n,m from Definition 1.2. It is also a real-analytic manifold.
We also note that B0/Γg,n+m = R.
Using the results of [3], it can be shown that the two ways to define the topology on Dip
lead to the same topology.
3 Hilbert-uniformization
The proof of Theorem 1.6 is given in this section.
There is a diagram
N

D

U0 //
ρ

ev
yyss
s
s
s
s
s
s
s
s
U //

E
pi

T ∗(U0/A0) // A0 // A
q
// T .
Here U := A×T E is the total space of the pullback of the surface bundle E → T . D is the
divisor from section 2. U0 is the complement of D in the restriction of U to the subspace
A0.
Recall that A0 consists of those differentials whose zeroes are simple. Thus the evaluation
map ev is transverse to the zero section S in the bundle T (U0/A0)→ U0.
By Proposition 2.1 the map ev is holomorphic. Hence:
Corollary 3.1. N := ev−1(S) is a complex-analytic submanifold of complex codimension
1. Further, ρ|N → A0 is a finite holomorphic covering.
To finish the proof of Theorem 1.6, take an open subset O ⊂ A0, where the covering
N → A0 is trivial (this means, the zeroes of the differential can be numbered). For two
distinct sheets x0, x1 of the covering N , take a homotopy class (relative xi) of paths c going
5
from x0 to x1 (remember that the bundle U0 → A0 is topologically trivial).
Then we obtain a function αc : O → C by the rule ω 7→
∫
c ω. αc is holomorphic by a
reasoning analogous to the proof of corollary 2.2.
Now we restrict our attention to the real-analytic submanifold B0 of A0. Let M :=
N ∩ ρ−1(B0).
M consists of all critical points of genuine dipole functions. The homotopy class c should
be chosen, such that the path does not meet the critical graphs except at the endpoints
(compare the definition of the Hilbert-uniformization). The function αc gives the coordi-
nates of the Hilbert-uniformization. Since it is the restriction of a holomorphic function to
a real-analytic submanifold, it is real-analytic.
4 Concluding remarks
It seems reasonable that the inverse map G is also real-analytic, at least on the top-
dimensional cells. One way to prove this is to compute the differential of H and to prove
that it is nonsingular. But due to the lack of a suitable coordinate system on Dipg,n,m, we
postpone this.
However, there is a partial result, which can be obtained quite easily. First of all, the
residues of the resulting dipole function obviously depend real-analytically on the coordi-
nates of the parallel-slit domain. Secondly, consider the projection B → T . There is a
criterion to determine whether a map into Teichmu¨ller space is real-analytic, namely:
Claim 4.1. Let B be a real-analytic manifold and let p : E → B be a topologically
trivialized family of Riemann surfaces of genus g. Let F0 be a closed Riemann surface and
let Φ : B×F0 → E a continuous map commuting with the projections to B. Assume that for
all b ∈ B, the restriction Φ|{b}×F0 : {b} × F0 → p
−1(b) is a quasiconformal homeomorphism
of Riemann surfaces. Assume that the complex dilatation µ : B → L∞(F0 → E) (set
E := {|z| < 1} is a real-analytic function. Then the moduli map of the family B → Tg is
real-analytic (with respect to the natural real-analytic structure on Tg).
This should follow quite easily from the results of Ahlfors and Bers on Teichmu¨ller theory.
One can apply this criterion in the given situation and we obtain that the composition
Parg,n,m ⊃ C → B → T is real-analytic on a top-dimensional cell C (here we use a lift of
C → Dipg,n,m to the cover B of Dipg,n,m). The remaining problem is to find a coordinate
which detects the direction of the tangent vector. Because the Teichmu¨ller maps are not
differentiable, classical Teichmu¨ller theory does not seem to be the appropriate framework
for an approach to this problem.
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