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ABSTRACT
The method of cyclic neutron activation analysisis is selective 
in enhancing the signal-to-noise ratio of short-lived nuclides in 
the matrix when compared with the conventional method. The general 
theory is presented and serves as the basis for this work. The 
statistics appropriate for counting short-lived activities are 
explained. A brief description of irradiation facilities and 
determination of the neutron fluxes therein, corrected for flux 
depression, self-shielding and edge effects, follows.
The detectors used are properly calibrated with regards to 
energy and the counting geometry and an empirical formula is derived 
to correct for the finite size of the detectors. Scanners and 
source holders were designed and constructed for the study of Ge(Li) 
detector characteristics. In addition, Monte Carlo techniques are 
used to determine the solid angle subtended at the detector by an 
extended source and the non uniformity, of the detector sensitivity 
is incorporated.
The usefulness of thermal epithermal cyclic activation analyses
A
is demonstrated. The sensitivities and cadmium ratios of a dozen 
elements which produce short-lived isotopes on irradiation, the 
calculation of detection limits for a number of elements in various 
biological and environmental standard matrices and the measurement 
of half-lives of short-lived fission products of natural uranium, 
which serves as a means of identification and confirmation of their 
presence in complex gamma-ray spectra, illustrate these.
The absolute method of analysis is employed in the determin­
ation of elemental concentrations in reference materials, contamin­
ated soil samples and plants suspected of containing high 
concentrations of uranium.
Prompt gamma-ray analysis employing Ge(Li) detector in anti- 
coincidence mode with a Nal(Tl) scintillator and applied quantita­
tively to the determination of elemental composition of both fresh 
and old human bones, demonstrated the capabilities and limitations 
of the technique.
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CHAPTER 1 INTRODUCTION
Neutron activation analysis (NAA) was first proposed by von 
Hevesy and Levi (Hev. 36) in 1936 but was not seriously considered 
until the mid-1940's wlien nuclear reactors which were to provide 
large neutron fluxes of the order of 1 0 16nm"2s_1 were built. Since 
then it has developed in many ways and with the advent of photon 
detectors of high resolution and good efficiency, coupled to 
computers for data handling and processing has become a powerful tool 
in the determination of elemental concentrations in a variety of 
applications including the study of biological and environmental 
problems.
Past, present and future developments of this technique have 
been outlined by Girardi (Gir. 82). He showed that altough the rate 
of development in instrumental neutron activation analysis was 
decreasing when the criterion used was the number of publications 
issued, he maintained that the applications in radiochemical analysis 
were still increasing exponentially. There are a number of reasons 
for this substained growth and one of them is the very high 
sensitivity attainable with this technique: trace element concentrat­
ions of parts per million or less can be determined. The major draw 
back is that it cannot be used to measure light elements, such as 
hydrogen, nitrogen and oxygen; for these elements prompt gamma-rays 
emitted after neutron capture are studied.
Nuclear reactions, upon which NAA is based are independent of 
the chemical state of the element under consideration. Neutrons 
penetrate deep into the sample without being significantly attenuated,
thus the whole mass of the sample is analysed by the technique.
The technique is'also multielemental and essentially non-destructive 
because radiation damage, depending on the target material, the 
neutron flux and the period of irradiation, can be minimised. For 
these reasons cyclic activation analysis which is an adaptation of 
NAA for the detection of short-lived isotopes is reliable, rapid and 
economical thus making routine application possible.
At the 1st International Workshop on 'Activation Analysis with 
Short-lived Nuclides', Hoste (Hos. 81) noted that there are still 
challenges in activation analysis and emphasised that effort should 
be geared towards very short lived radionuclides vis-a-vis precision 
timers in the millisecond range and prompt gamma-ray emission. The 
need for this was clearly stated by Spyrou (Spy. 81) in a review of 
cyclic activation analysis: there is demand for rapid and reliable 
analytical techniques with good sensitivity for trace element 
determination and multi-elemental capabilities. The development of 
a system to handle a large number of samples in routine analysis which 
is necessary for environmental samples has been pursued with great 
vigour bearing in mind the improvement of detection limits. All 
these and a host of other reasons are paramount factors in the 
motivation of the research programme undertaken here.
Cyclic neutron activation analysis (CNAA) has been developed 
as an instrumental method of analysis of materials in order to 
obtain, for elements of interest, better detection limits and it is 
selective in enhancing the signal-to-noise ratio of short-lived 
radionuclides of interest and suppresses the longer lived nuclide 
in the matrix, when compared with the conventional one-shot irrad­
iation and counting sequence.
This work is on the determination of trace element concentrat­
ions in biological and environmental samples using the absolute 
method in the measurement of gamma-rays from short-lived radio­
nuclides and prompt capture reactions. The choice to investigate 
biological and environmental sample? is due to the interest of the 
research group in which the author worked and it is also believed 
that these areas are important for development in the Nigerian 
context. The choice of the absolute method was initially made more 
by necessity than by design since in early preliminary experiments 
when soil samples were irradiated and analysed by the comparative 
method a significant number of the elements detected were either not 
present or did not have certified values in standard reference 
materials used in such analyses. In addition some that did have 
certified values of concentration had large errors associated with 
them. Furthermore, since the measurements were carried out for short 
lived isotopes some of the nuclear data required for analysis were 
not available or unreliable. It was in this context that an 
absolute method was considered worthy of adoption. This would then 
not only help to measure the quantities of these elements present in 
unknown samples but would also help to determine the uncertified 
elemental concentrations of standard reference materials and provide 
nuclear data for other users.
The Absolute method of analysis requires accurate determinat­
ion of all the parameters of the detecting and irradiation systems, 
as well as reliable values of nuclear data for calculating elemental 
concentrations. The neutron fluxes in all the irradiation facilities 
used for analysis at the University of London Reactor Centre were
therefore measured. The absolute efficiencies of all three semi­
conductor Ge(Li) detectors used in this work were also calculated 
and investigations were conducted for the precise calibration of 
these detecting systems. This involved correction for the finite 
size and position sensitivity of each detector to be determined and 
implemented. Correction factors for the cases when distributed 
sources, as opposed to point sources were counted were also 
obtained by Monte Carlo calculations. Apart from the other 
advantages, mentioned above from a physicist's point of view, the 
absolute method would require only on rare occasions the use of 
standard reference materials as a means of checking and confirming 
results and not as in relative analysis to be a day-to-day basis 
for routine analysis as comparators. This makes analysis less 
expensive and less time consuming.
. It is believed that cyclic activation analysis can be 
extended to applications in industrial process analysis, and control, 
particularly in nuclear fuels fabrication (Gag. 73). Given a total 
experimental time in which identification of material composition 
must be carried out, optimum timing conditions can be calculated 
for maximum detector response. This method was used for the 
analysis of complex spectra obtained from short-lived fission 
products produced on neutron irradiation of natural uranium and the 
half-lives of the fission products were determined, in the same 
experiment, to simplify identification or provide evidence for 
confirmation of the presence of radionuclides.
The cyclic activation system has the feature, unique amongst 
other systems, built for the measurement of short-lived radionuclides
that it allows choice as to whether irradiations are to be carried 
out under cadmium or in a bare aluminium tube, thus enabling 
selective activation to be carried out. To examine the merits of 
the epithermal mode of irradiation single element solutions were 
analysed.
Prompt gamma-rays were studied with a Compton suppression 
spectrometer and employed to determine the concentration of elements 
with low atomic mass e.g. hydrogen and nitrogen and high capture 
cross-section such as Cd in both fresh and old human;bones from a 
Romano-British settlement of the 3rd century A.D. in Poundbury,
Dorset to demonstrate that the technique is complementary to CNAA.
The measurement of the bulk hydrogen in biological material 
is of doubtful medical value although it would be useful to 
establish normal or abnormal values in tissues of small size e.g. 
in cancer. Nitrogen concentration is a measure of protein content 
in the body and this may therefore give an indication of any 
disorders due to protein metabolism. The skeleton contains 98% of 
total body calcium and 90% of the whole body phosphorus and changes 
in skeleton calcium and phosphorus occur simultaneously. Hence 
phosphorus levels could be measured in place of calcium or vice 
versa to investigate disorders in both stages of bone formation 
(laying down of the osteoid matrix and its subsequent mineralisation) 
resulting in osteoporosis and osteomalacia respectively. The highly 
toxic element, cadmium with its huge absorption cross-section making 
it an excellent candidate for prompt y"ray  analysis, has a 
relatively unknown metabolism. High concentrations (> 700 ppm) of 
the element in kidney and liver in diseased states has been reported
(Cur. 70) and disorders associated with excess Cd levels are hyper­
tension, carcinoma of the bronchus, chronic bronchites and lead 
poisoning (McL. 74). The bones were investigated as part of a 
very much larger project in which the health and diseases associated 
with life in 300 A.D. compared with life today.
CHAPTER 2 THEORY
2.1 Neutron Induced Reactions
Since the neutron is an uncharged particle, it can approach a 
target nucleus without experiencing the Coulomb forces of electro­
static interactions. The energy of the neutron, when an interaction 
takes place, is rapidly distributed throughout the nucleus resulting 
in the formation of a compound nucleus in an excited state. The 
excitation energy is the sum of the binding energy of the incident 
neutron and its kinetic energy. The neutron could be said to be 
captured since the lifetime of this excited state, 1 0 " 15s) is 
longer than the time a thermal neutron of energy 0.025 eV will 
traverse the nucleus 10 " 18s). The mode of de-excitation depends 
on the energy of the incident neutron.
Neutron reactions that are of interest in neutron activation 
analysis are Radiative Capture, Transmutation and Inelastic 
Scattering.
2.1.1 Radiative capture
The most common activation reaction is radiative capture (n,y) 
in which a low-energy neutron is absorbed by a nucleus and the 
compound nucleus formed de-excites through prompt emission of a gamma 
ray or gamma rays in cascade.
An isotope of the same element with increased mass number and 
increased neutron-to-proton ratio is formed as a result of neutron 
capture. The increase in neutron-to-proton ratio is sufficient to 
make most stable target nuclides unstable with respect to p" decay.
Most elements in the periodic table with stable isotopes become 
beta-emitting radioisotopes with measurable half-lives after 
capturing neutrons.
2.1.2 Transmutation
This type of activation reaction occurs when a neutron is 
absorbed and the compound nucleus formed de-excites by the emission 
of a charged particle most often a proton. The reactions that fall 
into this category are (n,p), (n,d), (n,ot), (n,t) and (n 3He). The 
nucleus of one element is transmuted to that of another element and 
thus the chemical identity of the target nucleus is changed.
These are threshold reactions and extra energy is required, 
generally of a few MeV, before the reaction could be accomplished.
The minimum energy at which an endoergic reaction is possible is 
M +M
ET = - Q - - ^ r  (2.1)
Ey is usually referred to as the threshold energy, the Q-value is 
the mass difference between the reactants and products, and, M n and 
M are the masses of the neutron and target nucleus respectively.
Any charged particle must have sufficient energy to overcome 
the Coulombic barrier before emission can take place. This requires 
the use of some energy to remove the particle from the nucleus. 
According to classical theory, the barrier that has to be overcome 
before the reaction can proceed is
where e is the electronic charge, Z and R are atomic number and 
radius respectively, of the product nucleus (A) and emitted particle 
(a).
Only fast neutrons can have sufficient energy to overcome the 
potential barrier. This may not be the case for nuclei with low Z 
where the potential barrier is low as can be seen in eq. (2.2) e.g. 
the 1 0 B(n, a)7 Li reaction has a thermal neutron cross-section of 
3900 b (Lap. 72).
2.1.3 Inelastic scattering
Inelastic scattering occurs when a neutron bombards a nucleus 
and comes off with less energy leaving the residual nucleus in an 
excited state. This type of reaction is interesting to the activat­
ion analyst if the scattered neutron imparts sufficient energy to 
leave the residual nucleus in a metastable state with a measurable 
lifetime (t > 10 " 5s). Such states occur when de-excitation of the 
residual nucleus is only possible by a nuclear transition involving 
large spin changes between levels of small energy difference. Nuclei 
in these states and unexcited states have the same charge and mass 
number but they differ in their radioactive properties thus the states 
are said to be isomeric with respect to their ground state; see 
Figure 2.1 for the distribution of metastable isomers produced by 
neutron induced reactions, useful to activation analysis.
It is also possible for a neutron to impart enough energy to 
exceed the binding energy of the least bound neutron in the target 
nucleus. If this happens another neutron is emitted thus on the 
whole we have (n,2n)reactions taking place. However in a reactor
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flux these reactions are less common, since the binding energy per 
nucleon is about 8 MeV, and therefore requires incident neutrons to 
have kinetic energies exceeding this value. When the reaction takes 
place the neutron-to-proton ratio decreases and the product nucleus 
is unstable with respect to 3+-decay and/or electron capture.
2.2 Decay Mode of Radioisotope
Beta decay and radiative transition are the two major decay 
processes used in radioactivation analysis measurement (Figure 2.2). 
There is in addition, neutron emission by nuclei, usefully employed 
for the detection of a few short-lived delayed neutron emitters and 
alpha particle emission resulting from interaction with heavy nuclei. 
Decay modes may also be associated with X-ray and electron emission.
In this section different modes of decay, especially the ones that 
compete with gamma ray emission as a de-excitation process are briefly 
discussed.
Gamma ray spectrometry has more appeal to the activation analyst 
than the detection of beta particles. The energy spectrum of beta 
particles is continuous due to the undefined energy shared with 
neutrinos during the decay process. The continuous nature of the 
spectrum and the high absorption of beta particles within the sample 
under investigation makes their detection for analytical purposes 
unpopular. Gamma rays emitted following beta decay have discrete 
energies and their absorption within the sample is only significant 
at low energies and when very large samples are investigated e.g. in 
'in-vivo' neutron activation analysis. The characteristic X-rays 
emitted following electron capture can also be used for elemental
identification, provided a low energy photon detector is employed.
Isomeric transitions were discussed with respect to inelastic 
scattering reactions however a metastable state may also result 
from a beta-decay process where beta particle and gamma-ray emission 
are in cascade and the lifetime of the excited state is considered 
long. In many cases therefore beta-gamma transitions to the isomeric 
and ground states of the daughter nucleus, may take place.
One of the processes that competes with gamma-ray emission as 
a de-excitation process is internal conversion. This occurs when a 
gamma-ray emitted by the nucleus interacts with the orbital electrons.
An orbital electron is emitted with kinetic energy equal to the nuclear 
transition energy minus the binding energy of the electron. As a 
result of electron conversion, atomic electrons undergo a re-arrangement 
resulting in emission of characteristic X-rays.
The conversion coefficient which defines the degree of 
competition between internal conversion and gamma-ray emission is 
given by the ratio of the number of electrons to the number of gamma- 
rays emitted per excited nucleus. The characteristic X-rays can be 
detected, as for electron capture, using a low energy photon 
detector.
2.3 Induced Activity, Detector Response and Reaction Rate
The principle of neutron activation analysis relies on two 
basic steps: (i) the detection of radiation emitted by nuclei
produced through neutron bombardment of the stable isotope to be 
measured in the sample and (ii) identification of the parent iso­
tope and its mass present in the sample.
2.3.1 Induced activity
When stable nuclei are irradiated with neutrons the induced 
activity, A, of the radioactive product is given as
where t. is the time of irradiation, X is the decay constant for the 
product isotope, R is the reaction rate per target nucleus and N is 
the number of target nuclei given as Ngfrn/^ where N Q is the Avogadro's 
number, f is the fractional abundance of target isotope, m is the 
mass of target element and A^ is the atomic weight of the target 
element.
Equation (2.3) is only correct if the number of target nuclei 
remains very large and constant. In practice this may not be so but 
it is assumed constant since under most circumstances
N f m
—  »  Rtn. (2.4)
w
\
2.3.2 Detector response
If a nuclear reaction of the form
a + X -> Y + b (2.5)
takes place, the effective rate of formation of the activated product 
is given as rate of formation minus rate of decay.
(2.3)
(2.6)
where ij> is the flux of incident particles, a is the raction cross-
section, Nx is the number of target nuclei, x and N are respect-
%/ y
ively the decay constant and the number of product nuclei.
To obtain the number of product nuclei after irradiation time 
t . solve Eq. (2.6) to give
<}>q N,
yti
1 - e‘ Xytl' (2.7)
After irradiation the product nuclei are allowed to decay for 
a time t before the start of counting. In case of long irradiation
W
this time may be referred to as the coding period but for short­
lived radionuclei it is the time required to transfer the sample 
from the irradiation position to the counting system. The number of 
product nuclei after this decay period is given as
Nyt = V eJ W J 1
-X t  AaN y vi _  x 1 - e" V i
"X. ty  w (2.8)
If the time taken to count is tc , the number of product nuclei 
that will remain at the end o f  the counting period is
^yt ^yt e ’’yt- J  c J  w J  1
■ V c = N (2.9)
Therefore the number of events occurring within the counting period,
tc, is
N = N - N = Nevent V w V c
L ' V w (2.10)
Figure (2.3) shows the activity with respect to time of 
irradiation and counting.
If I is the emission probability of the detected radiation 
and e is the patr^ffSric efficiency of the detector for this radiation, 
the count recorded by the detector, usually referred to as the 
detector response is given as
D = e l  N
'*1
fe ' Xy tw - e ' V tw+tc'h (2.11)
Substitution of and rearranging, the detector response becomes
D = e l 1 - e- V t
-X. ty  w 1 - e (2.12)
where the number of target nuclei N is N f m / A .  By substituting X.,
x o w y
by X, for convenience, the detector response on irradiate-wait-count 
sequence is
Ifm
-xt.
1-e
r -xt,w 1-e ” xtcl
(2.13)
w
Apart from one shot or conventional activation analysis it is 
also possible to use the method developed by the Medical and 
Environmental Physics group at Surrey which involves the repeated 
cycling of a sample between the irradiating source and the detector 
in order to enhance the signal-to-noise ratio for the isotope of 
interest by proper choice of timing parameters. The basic quantity 
of cyclic activation analysis is the cumulative detector response to 
radiation from induced activities for n consecutive irradiate-wait- 
count-return cycles. The detector response during the.second counting 
period is due to residual activity from the first irradiation plus
additional activity induced during the second irradiation period 
and so on. Figure (2.3) shows schematically the isotope activity 
varying with cycle period and time.
Let T be the cycle period
T = ti + V + ^ + V (2•
where t^ = time of irradiation, t = time between end of irradiation
and start of count, t = time of counting and t ,  = time between end
W
of count and start of irradiation. For the second counting period
D 2 = Dj + D x e ' xT = Dj (1 + e " xT) (2.15)
and for the nth counting period
(2.16)
(2.17)
thus the cumulative detector response for all n periods is
n
and
(2.18)
(2.19)
Putting D x as in Eq. (2.13) into Eq. (2.19) gives the cumulative 
detector response for n cycles
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For a given total experimental time t^ = nT, the maximum value occurs 
when transfer times are zero (i.e..tw = tw , = 0, although not possible 
in practice) and t. = t = T/2 .
2.3.3 Reaction rates for reactor irradiations
In sections (2.3.1) and (2.3.2) the reaction rate R was assumed 
to be equal to <|>a but when a nuclide is irradiated in a reactor, 
neutrons with different energies are available for interaction. 
Neutrons are classified according to their energies, although there 
are no clear-cut boundaries between the regions of various divisions. 
The classification used here (Lap. 72) (Bur. 73) is:
Cold <  0.002 eV
Thermal 0.025 eV at 293°K
Slow 0.03 - 100 eV
Intermediate 100 eV - 10 keV
Fast 10 keV - 10 MeV
High Energy > 10 MeV
The term thermal neutron implies that the neutron is in thermal 
equilibrium with the surrounding medium (moderator) at room
temperature; the energy 0.025 eV corresponds to the most probable 
velocity (2200 m/s) of a Maxwellian distribution at 293.6°K.
In a reactor since neutrons of various energies are available 
for interaction and, as the cross-section for any process is energy 
dependent, the reaction rate is, in general, defined as
where <HE)dE is the flux of neutrons between energies E and dE, and 
a(E) is the X-section at energy E.
A rigorous approach to the determination of reaction rate, or 
saturation activity will be deferred to the next chapter on flux 
measurements, where various neutron flux conventions are considered. 
In a simplified approach, the contribution to the reaction rate from 
raw fission neutrons, especially in radiative capture reactions, is 
so small as to be neglected. R is then expressed as
where ^  = conventional thermal neutron flux up to Eccj, a 0 = 2200 m s -1 
cross section for a nuclide obeying the 1/V law, 4>e = epithermal
I values can be obtained from the literature for a number of nuclides.
oo
R = I <J>(E)cr(E)dE (2.2 1)
R = *th°o + V o (2.22)
neutron flux per unit logarithmic energy interval, I = infinitely 
dilute resonance integral defined by:
oo
(2.23)
Ecd
o
Ecd 1S t*ie cac,mTu m -cut-off energy and its value (« 0.5 eV) depends 
on the thickness of the cadmium filter used.
For threshold reaction, either transmutation or inelastic 
scattering, to occur fast neutrons must be involved and the reaction 
rate is defined as
R = c ( E ) f ( E ) d E (2.24)
a ( E ) f ( E ) d E (2.25)
where f(E) represents the fraction of the fission neutron flux 
between E and E + dE. E-j- is the threshold energy below which no 
reaction will take place. The average cross-section in this region, 
a is defined as
o  =
o ( E ) f ( E ) d E
f(E)dE
(2.26)
and the equivalent fission flux <|>^ is defined as
f (E)dE (2.27)
Putting Eqs. (2.26) and (2.27) in Eq. (2.24) gives
R = (T (2.28)
Values of a can be found in tabulated data (IAEA 74). These values
are calculated with respect to a well defined, unperturbed fission 
neutron spectrum, usually that of 235U. In practice the presence 
of a sample will perturb the. spectrum however small the sample but 
it is convenient to use this value of a  because in most of the cases 
encountered, the correction factor to the flux perturbation for the 
sizes of sample used is very small.
In summary, the equations used in this work for the determination 
of elemnetal composition are
-x t
1-e
-Xt1
D = V » t h ° o + V o )  nr
for conventional activation analysis and
DC - V * t h ° o  + V „ )  nr
w -xt i 
1 1 1
r -xt ■ -Xt,, -Xt.i
1-e 1 e w 1-e c
-
(2.29)
1-e -XT
e ~ A T [l-e~ruT]
1-e -XT'
(2.30)
for cyclic activation analysis.
For fast neutron fluxes especially in estimating contribution from 
interfering threshold reactions, a<j)^  replaces (<f>t htf0 + because
slow neutrons do not have enough energy to overcome the potential 
barrier. Values of <j>^, <j>e and o b t a i n e d  f o r  i r r a d i a t i o n  
positions of interest and tabulated in the next Chapter [Table 3.2] 
justify this line of action.
2.4 Statistics
Radioactive decay is a random process and is therefore subject 
to statistical fluctuations. The exponential decay law may be 
derived from probability consideration without any a priori 
knowledge of the decay process (Kru. 71) but some basic assumptions 
have to be made: the probability of any one atom, in a population 
N of a given radionuclide, decaying in a small time interval At is
r
a constant and it is the same for all successive time intervals.
If the time interval At «  l/x,the probability that a particular 
atom will decay is AAt and will survive is (1 - XA't). If we have 
a finite period t = nAt the total probability for survival, using the 
law of compounding probabilities, is (1 - AAt)n = (1 - At/n)n . 
Expanding (1 - xt/n)n in a series in which the limit n approaches 
infinity we have
P
This is the exponential decay law. The probability, P, that a given
this type of binary processes, where probability of success, P, is 
a constant, three specific statistical models are commonly used to 
describe the process. They are the Binomial distribution, Poisson
At 'tn -A t (2.31)
e “ Xt is the probability for each atom surviving and if Ng survive,
then the average fraction N /N that survives after a time t iss p
(2.32)
radioactive nucleus will decay during a time t is (1 - e ~ ^ ) .  For
distribution and the Gaussian or Normal distribution.
The Binomial distribution is the most general model and is 
widely used for all constant-P processes. In a binary process, if 
we have a large population of the two kinds, the probability of 
selecting a member of the first kind from the population is p and 
a member of the second kind is (1 - p) for each selection event.
The probability P(n,t) that exactly n members of the first kind will 
be selected from a total population Ns of both kinds is given as
This is the binomial distribution with a mean and variance given as
where the number of nuclei is always very large, it is computation­
ally cumbersome to apply this distribution. This is its only 
disadvantage. In some cases however the distribution must be used 
when other distributions do not hold as for example, in the examination 
of data acquired by counting very short-lived nuclides with high 
counting efficiency.
The Poisson distribution model is a direct mathematical 
simplification of the binomial distribution, P «  1 (i.e. xt «  1) 
given as
(2.33)
Ns 1 - e " xt] and N,.[l - e-At) -At e respectively. In radioactive decay,
(2.34)
with its mean and variance given as N At. In practical terms this
implies that the observation (counting) time is much smaller than 
the half-life of the radioactive nuclide.
The Gaussian or Normal distribution is a further simplified 
model in which the average number of successes is relatively large.
In m ost-casess accumulation of more than a few counts during the 
course of measurement is possible so that the Gaussian model is 
widely applicable to many problems in counting statistics. The 
distribution is of the form
i -(n-x. )2/2a~*'
P ( n , t ) = — L = e  1 (2.35)
/27ra
where ft is a sufficiently large number of counts and is the true 
average value previously referred to as mean. The mean and the 
variance are both the same as in the case of the Poisson distribution.
The Poisson statistical density function, Eq. (2.34), is 
commonly accepted as being adequate to describe the process of radio­
active disintegration. This has often been confirmed (Spi. 72)
(Ken. 81) and only rarely challenged (Fri. 74). Since this is widely 
accepted in radiation studies there is a tendency to forget that 
some necessary and sufficient conditions must be met before Poisson 
statistics can be obeyed. Matthews et a l . (Mat. 79) restated these 
conditions as
(a) all atoms are identical; the chance of an atom disintegrating 
in any particular time interval is the same for all atoms in 
the group,
(b) all atoms are independent; the fact that an atom has 
disintegrated in a given time interval does not affect 
the chance that other atoms may disintegrate in the same 
or other interval,
(c) the probability that an atom disintegrates during a given 
time interval is the same for all time intervals of equal 
size; mean life is long compared with the total period of 
observation,
(d) the total number of atoms and the total number of equal 
time intervals are large; hence statistical averages are 
significant.
Independence and stationarity, the conditions (b) and (c) are there­
fore the fundamental properties required of a physical process to 
obey Poisson statistics. These conditions are satisfied when 
xt << 1 but inadequate when stationarity does not hold as in the 
case xt >  1.
Matthews et a l . have suggested the use of Ruark-Devol statistics 
which do not require stationarity. They have made this suggestion 
after showing both theoretically and by experiment the inadequacy of 
Poisson statistics in cases where x t  >  1 and the usefulness of Ruark- 
Devol statistics under these conditions.
Spyrou at al. (Spy. 81) having noted the increasing usefulness 
of short-lived isotopes, not only in nuclear activation analysis but 
also in medical diagnostic procedures and in applications to nuclear 
medicine went on to show that the Ruark-Devol density distribution is 
the binomial density distribution which is general and does not
require any stationarity condition. In addition, the calculation 
of detection limit and of precision were considered in the 
measurement of short-lived, isotopes with respect to both these 
distributions. The concept of precision based on Poisson 
statistics commonly defined as noise-to-signal ratio = \ f S + 2B/S 
where S is the signal from the isotope of interest and B is the 
underlying background, should be replaced according to Ruark-Devol 
statistics by
in cases where the stationarity condition does not hold. The
ively, where Ag and Ag are the decay constants of the isotope of 
interest and overall background (noise) decay constant respectively 
and t is the counting time. The background usually contains 
contributions from various isotopes but sometimes one contribution 
is dominant or an overall background decay constant Ag can be 
assigned.
Foster et a l . (Fos. 83) discussed the processes of radioactive 
decay, decay and growth of radioactive species in a radioactive 
chain , prompt emission(s) from nuclear reactions, conventional 
activation and cyclic activation with respect to their underlying 
statistical density function. The observed responses, if detected, 
were derived mathematically using probability considerations for all 
the processes discussed. According to them if a spectrum contains 
events arising from one or more radionuclides, then these measur-
Pr = (2.36)S
— A^t —Apt
variances of S and B are substituted by Se and Be respect-
ements and all parameters derived from them, are dependent on 
binomial statistics. The number of nuclei present at the beginning 
of the observation is fixed, in some cases by a previous activation 
The determinations of half-lives, line widths, branching ratios and 
relative yields of fission products depend on binomial statistics. 
On the other hand, measurement of the flux, as a function of energy 
by detector foils made of different materials are Poisson distrib­
uted. Each different foil is activated by a different number of 
particles or photons due to temporal and spatial variations of the 
flux. The optical density of a film exposed to an incident 
radiation beam is also Poisson distributed.
Despite the rigorous fundamental approach of Ruark-Devol 
statistics (i.e. binomial statistics) and its general applicability 
without conditional constrain (as in stationarity, where At <  1) it 
is fair to say that it may not yet be generally adopted at high 
count rates until a suitable expression is derived to measure the 
distortion imposed by dead-time.
CHAPTER 3 IRRADIATION FACILITIES AND NEUTRON FLUX MEASUREMENTS
3.1 Irradiation facilities at the University of London Reactor 
Centre (ULRC)
All the experiments in this work were carried out at the 
University of London Reactor Centre, Ascot, which is administered 
by Imperial College. The reactor is the CONSORT II model; it is a 
swimming pool type with light water used as moderator and reflector 
as well as coolant. Figure (3.1) shows the elevation view of the 
reactor. There are 24 fuel elements of uranium (80% 235U) with 
aluminium alloy clad in high purity aluminium all immersed in a 
demineralised water thank approximately 7 m deep and 1 m in diameter. 
All the irradiations were carried out when the reactor was operating 
at a maximum power of 100 kw. Water flowing through the core is kept 
to a temperature rise of 10°C between inlet and outlet. By circulating 
the water through an external air-cooled radiator steady temperature 
is maintained.
Four control rods which move vertically in aluminium ducts 
located between the fuel elements are used to achieve the control of 
the reactor. One of the rods, the safety rod, and two others, the 
coarse rods, are made of cadmium, clad in stainless steel and the 
fourth, the fine rod, is made of stainless steel. They are raised 
and lowered electromagnetically and made to fall under gravity to
achieve shutdown. Concrete of thickness greater than 2.5 m  is used
for the biological shielding. There are removable concrete blocks of
similar thickness at various irradiation facilities. Water of 4 m in
height and two concrete blocks attached to trolleys are used to
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shield the top of the reactor.
There are a number of facilities available for the irradiation 
of samples and a brief description of these is found in Burholt 
(Bur. 76). The ones used in this work were: the In-Core Irradiation 
System (ICIS), the Cyclic Activation System (CAS) and the external 
neutron beam source for the study of prompt gamma rays. In addition 
the Core Tubes (CT) for the measurement of long lived radionuclides 
were also used.
3.1.1 Core Tubes (CT)
On the 90° and 270° outer faces of the reactor core there are 
vertical tubes for long irradiations. Samples double contained in 
standard polythene capsules (25 mm in diameter) are irradiated for 
approximately seven and half hours per day. Up to 6 capsules may be 
mounted in a carrier which is inserted manually into an irradiation 
tube. These carriers are loaded before reactor start up. A capsule 
may therefore be irradiated for a reactor working day, left overnight 
for approximately 16 hours to decay before it is unloaded the following 
morning if no further irradiation is required. If further irradiation 
is required, the same process is repeated for the required number of 
days.
There are 8 tubes of this type each with 6 irradiation positions 
and tube No. 8 is clad in Cd to provide epithermal neutron irradiation.
3.1.2 In-Core Irradiation System (ICIS)
The system provides fast pneumatic transfer of the samples for 
irradiation at the core centre. Irradiated samples may also be trans­
ferred to the radiochemical laboratories which are about 80 m away in
less than 20s. ICIS has the highest thermal flux of all the irrad­
iation facilities because of its central location in the core.
Figure (3.2) shows the position of ICIS in relation to the other 
core tubes. Irradiation in ICIS does not generally exceed 1 hour. 
Samples are double contained in standard polythene capsules. The 
samples, having been transported to the radiochemical laboratories 
after irradiation, are quickly transferred to a pre-weighed, empty 
and clean capsule before counting on a Ge(Li) detector. The detector 
is connected through a preamplifier and an amplifier to the Nuclear 
Data ND 6600 computer for the accumulation of data for on-line 
processing. Samples are not counted with the irradiated capsule in 
order to avoid background count due to activity from the capsule.
3.1.3. The Cyclic Activation System (CAS)
This system was designed for the study of short-lived radio­
nuclides and for rapid instrumental neutron activation analysis, with 
the requirement for cyclic activation in order to improve detection 
limits. Figure (3.3) shows, in schematic form*the cyclic activation 
system.
There are 2 tubes available for irradiation in this system.
One is a bare aluminium tube which goes into the core. The other 
tube is cadmium-cl ad and is designed for epithermal work. This tube 
terminates in the moderator near the core because it is necessary to 
ensure vertical separation of the capsule positions to minimise the 
flux depression created by the cadmium sleeve at the sample position 
being used for thermal irradiations. One tube is used at a time but 
they have separate flight tubes, each with its own gas supply. They 
are both connected to a selector turret, which is rotated manually
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clockwise or anti-clockwise through 45° to bring one of the tubes 
on-line with respect to the direction control valve.
Samples are irradiated in standard polythene capsules designed 
to minimise the mass of polythene for a maximum sample volume. In 
addition the supply of low density polythene moulding granules is 
chosen for minimum impurity levels. These capsules are loaded into 
a rotating magazine which could take up to 32 samples. Variable 
irradiation, count and sample transfer times (with minimum transfer 
time - 400 ms) can be set. It is also possible to set the number of 
cycles for which the sample is oscillated between counting and 
irradiation positions and the number of samples to be analysed.
After the samples have been loaded into the magazine, the system 
can be made to operate in four different modes. The first mode 
utilises, maximally, the reactor time by being able to have 3 capsules 
in the system in one cycle. When one is being irradiated in the core, 
another will be decaying/cooling in the direction-control-valve and 
the third in the counting position. The second mode of operation 
has only two samples in one cycle with none decaying in the direction- 
control-valve. The third mode has only one capsule in the system 
during a complete cycle. In this mode a capsule enters the core for 
irradiation at the end of which it is transferred and allowed to decay 
before it is counted. At the end of counting the capsule is ejected 
and a new capsule is introduced to the core. The fourth mode is 
commonly used and it is designed for automatic cyclic activation, 
whereby a capsule is transferred from the magazine to the core for 
irradiation and then from core to the counting position. At the end 
of count (first cycle), the sample is returned to the core and so the
irradiation-wait-count-return cycle is repeated for a pre-set number 
of cycles, at the end of which the capsule is ejected, and a new 
capsule is taken from the magazine. The process can be repeated for 
a pre-set number of samples.
The system permits the positioning of two detectors at the 
counting position but during this work only a single Ge(Li) detector 
was available. It is a coaxial PGT model LGTC 5 of 30,000 m m 3 active 
volume having a resolution of 1.69 keV (FWHM) at 1332.6 keV. The 
source-to-detector distance is 18 mm. The Ge(Li) detector is 
connected through a preamplifier and the amplifier to a Laben 8000 
multichannel analyser. This system can also be connected to the 
Nuclear Data ND 6600 computer system for data accumulation and 
immediate processing.
3.1.4 External neutron beam facility
The beam tube passes through the graphite of the 270° thermal 
column at a distance of about 0.5 m from the centre of the reactor 
core. A circular collimator, consisting of eight sections, is 
fitted to the beam tube. The first four sections are made of low 
carbon mild steel and they are 0.3 m in length each. The last section 
is made of non-antimonial lead and the other three,each 0.4 m in 
length, are made of a composite of non-antimonial lead for gamma 
shielding and boron-loaded polythene for neutron shielding. The 
total length of the collimator is 2.6 m with internal diameter 
ranging from 89 mm at the end nearest the core to 25.4 mm at the 
point where the beam emerges from the monolithic shield of the 
reactor. Cadmium of 0.5 mm thick is used to cover the innermost end
of the collimator to reduce its thermal neutron induced activity. 
Figure (3.4) shows the general layout of the 0° face.
A shutter assembly made of a tungsten alloy of 50 m m  in 
diameter and 178 mm in length is attached to the outermost section 
of the collimators. It is held in a rotating steel block driven by 
an electric motor. The position of the rotating shutter is 
controlled by two microswitches in the motor drive circuit. The 
shutter movement is enabled by a key and there is another mi c r o ­
switch which controls the 'beam o p e n 1 and 'beam.closed' indicator 
lights. It takes approximately 33s to fully open or close the 
shutter.
Shielding in the form of a 0.1 m thick wall of lead brick and 
cadmium sheet is provided outside the monolithic shield of the 
reactor. On the outer face of this wall, there is another shield 
made of 0.3 m of "Jabroc" resin-impregnated wood laminate extending 
from.floor level to a height of 1.8 m. Figure (3.5) shows the 
apparatus with shielding.
In addition to the shielding, there is a beam stop which 
consists of a 0.25 m x 0.25 m x 0.6 m block of borated polythene in 
which there is a hole 0.15 m in diameter and 0.5 m long. The borated 
polythene is surrounded on all sides by 0.1 m lead bricks.
This sytem can accommodate two semiconductor detectors, one 
vertically and the other horizontally but in this work only one of 
the Ge(Li) detectors (horizontal) is used in anti-coincidence with 
the annulus Nal(Tl) scintillation detector.
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3.2 Measurement of Neutron Flux
In considering the use of the absolute method for the determ­
ination of the elemental concentration in a sample using INAA, three 
issues have to be addressed to (Ahm. 80):
(1) the absolute photopeak efficiency as a function of energy 
of the gamma-ray detector,
(2) the accurate measurement of thermal and epithermal neutron 
fluxes,
(3) the reliability of nuclear data for thermal cross-sections, 
resonance integrals, absolute gamma intensities and half- 
lives.
All techniques based on the absolute method suffer from poor 
nuclear data and in this work, it is no exception, however some 
improvements have been observed. Half-life data for most radio­
nuclides of interest are now known within an accuracy of 1% or less. 
This is not a major breakthrough since it has been pointed out 
(Ber. 80) that analysis is not very sensitive to error in half-life 
of the radionuclide particularly when the waiting period between 
irradiation and counting is not significant with respect to the half- 
life of the radionuclide of interest. In our studies a maximum 
period of two minutes is used as waiting time in ICIS, designed for 
detection of radionuclides of several minutes. In the case of CAS the 
waiting period generally used is only about 400 ms and will only affect 
significantly a few radionuclides with half-lives less than a second.
The availability of absolute intensities of gamma rays of most 
radionuclides of interest with uncertainties reduced to 1 or 2% is 
an improvement worthy of note in the past decade. The main problem 
therefore remains with the value of the thermal cross-section of a 
number of radionuclides which has uncertainties ranging between 5 
to 10%. Worse still are the uncertainties in the resonance integrals 
which could be a factor of 10 or more greater than that of the thermal 
cross-sections. Many authors have tackled this problem by introducing 
a single compound nuclear constant n.(= fIgaQ/A) which can be determ­
ined from reaction rate measurements with precision greater than that 
of the individual parameter, f is the fractional abundance, I is the 
absolute intensity, g is the Wescott factor accounting for the 
deviation of the cross-section from the 1/V law in the thermal region, 
a Q is the thermal cross-section and A is the mass.number. This 
technique is not likely to be widely used until there is consistency 
in the determination of this constant between laboratories and values 
for many more radionuclides used in activation analysis are provided. 
Accurate analysis using the absolute method is therefore based on the 
quality of available nuclear data.
High accuracy is required when measurements of thermal and 
epithermal neutron fluxes are carried out. Many neutron flux convent­
ions have been presented in the literature, the most general being 
one where both thermal and epithermal neutron contributions are 
considered significant. This involves the sum of a Maxwellian thermal 
component including a factor which takes care of the effects of 
departures from the '1/V law' in neutron cross-section at low energies
1 +ctand an epithermal slowing down component proportional to 1/E where
a  is a measure of the deviation of the epithermal neutron flux from 
the 1/E proportionality and can be determined experimentally (Ber 78). 
A study of ENAA for an irradiation position used in this work at 
ULRC with light water moderator near the core has shown that a is 
negligible and so the data is consistent with a 1/E epithermal 
neutron spectrum.
3.2.1 Flux convention
Detector foils are often used in the measurement of neutron 
flux. The foil is placed in the position of i n t e r e s t a n d  irradiated 
for a known time. The quantity of the radionuclide produced is 
determined by counting the decay of beta particles and/or gamma-rays. 
Thus an estimate of the reaction rate for the production of this 
nuclide is obtained.
In order to measure the neutron flux of the irradiation posit­
ions used different types of detector foils were used and also 
different conventions. The Westcott (Wes. 58) convention was used 
for pure Co foils and the flux convention of S t o u g h t o n a n d  Halperin 
(Sto. 59) was used for dilute AU-A1 alloy foils. Pure Ni foils were 
used for the estimation of the fast flux.
According to the Westcott convention for a well moderated 
reactor spectrum the saturation activity of a detector is given by:
As = N V o(g + rs)
where N = total number of target nuclei in the detector, <j> = 
effective (Westcott) flux, o Q = absorption cross-section at 2200 m s - 1 ,
g = departure of the cross-section from the 'l/V law' in the thermal 
region, s = departure of the cross-section from the 'l/V law' in 
the epithermal region, r = epithermal flux index and is a measure of 
the epithermal flux component. The values of g and s for various 
materials at different neutron temperatures (T) have been tabulated 
(Wes. 60).
If the detector material does not have any absorption reson­
ances in the neighbourhood of the cut-off energy or when the only 
resonances are at high energy then it is possible to write
S = S o(T/To)J (3.2)
where S q is the value of S at temperature T q = 293°K. This formalism 
can be used for Au and Co which have resonances in the epithermal 
region only.
In the present measurement, however, the Co foils were not 
assumed to be very thin and therefore some corrections for self­
shielding, flux depression and edge effect were taken into consider­
ation. Then the thermal neutron flux in terms of the Westcott 
convention is given by the relationship (Pet. 74)
A s
° ’ Hd(l+cd )(gGth+r(T/T0)is0Gep1)Ho0
where is the outer flux depression correction factor, is the 
foil edge effect correction factor, G.^ is the self-shielding 
correction factor for thermal neutrons, G . is the self-shielding 
correction factor for epithermal neutrons, A g is the saturation
activity, and is expressed in the form:
As ~Xti ' x tw ~x t r  ^3 ‘ 4 ^
sl(1-e )e (1-e c )
All the parameters are as defined in the previous chapter with the 
exception of P which is the photopeak area of the gamma-ray of 
interest and has been corrected for losses due to dead time and 
pulse pile-up which are very small.
It is convenient to determine r(T/T from the cadmium ~v (T
ratio measurement. The cadmium ratio for an extremely thin 
absorber which follows the 'l/V law' reasonably closely below 
0.5 eV (g a 1) is defined as (Wes. 58)
r = reaction rate without cd 
cd reaction rate with cd
g+r(T/T )5S
 1 ° ' . (3.5)
r(T/T )*(S +1/K)
0 0
'cd
I
o J
E = KT = 0.0253 eV.o o
Rearranging Eq. (3.5) gives
- OH -
where K is the factor which depends upon the thickness of Cd used, 
the geometrical shape of the Cd box and also on the extent of 
anisotropy of the neutron flux. For the Cd boxes used having a 
nominal wall thickness of 0.533 mm, a corresponding value of K is 
2.0895 for an effective cut-off energy at 0.56 eV and for an 
isotropic flux.
Discussion of the correction factors used in the case of 
pure Co is deferred to the next section but the flux convention 
of Stoughton and Hal perin as applied to dilute Au-Al alloy is 
briefly outlined here. In this formalism, the reaction rate per 
atom is given by
A s = *thffth + ' W e p i  (3 -7 >
where ^  is the conventional thermal neutron flux, is the
activation cross-section for Cd absorbable neutron, 6 is there
epithermal neutron flux per InE and I is the infinitely dilute 
resonance integral above the Cd cut-off energy. Equation (3.7) 
does not include the effects of thermal self-shielding and flux 
depression because of the low Au concentration in the foils [of 
A1 - (0.097 ± 0.002)wt.%Au and A1 - (1.00 ± 0.01)wt.£Au used] 
which makes the effects very small. The resonance self-shielding 
correction factor is included but this is only important for pure 
Au foils.
-  55 -
By definition the 'true' cadmium ratio, Rc d , for a dilute foil 
is given by (Bur. 80)
Rcd = W measured Rcd ' 1 > + 1
When the epithermal spectrum does not deviate significantly 
from the 11/E l a w 1 (i.e. a = 0) it is possible to give the ratio 
of thermal to epithermal flux as
<P I
-r—  = (R_ j - 1) —  -0.465A v Cd J a  e o
(3.8)
The effective thermal cross-section is given as
Oj_ l = g a n + 0.465 -—  th 0 . ♦ J
■*e 1
9®, (3.9)
Putting eq. (3.9) into eq. (3.7) and rearranging, the thermal flux 
can be expressed as
A'
♦th = r  ft 
g+y i 00.465g+ —  G . (3.10)
To estimate the fast flux the technique used is based on the 
assumption that the reactor spectrum follows that of an unmoderated 
235U fission spectrum. The effective cross-section, a ,  is averaged 
over such a spectrum and the equivalent fast flux, <jy, is then 
derived from the reaction rate per atom as before eq. (2.28)
a ; (3.11)
Measurements of the relative neutron flux distribution in the 
irradiation position of the low-flux external neutron beam can be 
carried out using Au foils. If the Au foil is irradiated and beta 
activity is measured with a Geiger counter after the irradiation, 
the neutron flux could be determined as follows 
-xt
(!> = P3e / [e N m a X t - t c ( l  -  P p t y t j ) ]  ( 3 . 1 2 )
where is the number of beta counts recorded and x, t ., tw , tc 
and m are as previously defined, e and Tp are Geiger counter 
efficiency and dead time respectively. N is the number of atoms/g 
of Au and a is the neutron absorption cross-section for 197Au.
It should be noted that eq. (3.12) is valid if both the irradiation 
and counting times are very short compared with the 198Au half-life 
of 2.697 days.
3.2.2 Correction factors
In the measurement of both thermal and epithermal neutron 
fluxes it is pertinent to take into consideration all necessary 
corrections in order to improve on the accuracy of the measurements 
especially (a) self-shielding effects, (b) flux depression and
(c) foil edge effects.
(a) Self-shielding correction factors for.thermal and epithermal 
neutrons
The effect arises from the fact that the outer layers of an 
absorbing foil reduce the neutron flux irradiating the interior of 
the foil, thus the average flux within the foil is less than that
at the surface. At the energies of large resonances the effect is 
significant and so also in the thermal energies when thermal 
absorption is high.
The self-shielding correction factor is defined simply as the 
ratio of the average flux through the volume of the foil, to the 
average flux over, the surface of the foil. For an isotropic and 
monoenergetic neutron flux incident on a purely absorbing bare foil
within a cavity, the self-shielding correction factor is given as 
(Rit. 60)
t = tNa_ a
where t is the thickness of the foil in mean free paths, t is the 
foil thickness, N is the number of nuclei of foil material per unit 
volume, aQ is the microscopic absorption cross-section and E3(t ) is 
the third order exponential integral
In the numerical determination of flux perturbation by foils, 
calculation of the self-shielding function has been given within 1 %  
accuracy as (Hel. 63)
(3.13)
with
(3.14)
i - E3(t) = t - i t 2 (0.9228 - lnx) for r < 0.1 (3.15)
= 0.5 for x > 3.5
Intermediate values for easy interpolation were also provided.
The self-shielding correction factor for epithermal neutrons 
has been determined by many authors taking into consideration iso­
tropic flux with and without Doppler broadening. Calculation is 
more accurate taking into account the Doppler effect, but in the 
case of a Au foil at the energy KT = 0.0253 eV the Doppler width
i
Ap = 2(ErK T/A)2 where E^ is the r resonance energy, is comparable 
with the total peak width r and the Doppler effect is very small.
In the theoretical calculations by Brose (Bro. 62; IAE. 70) the 
contributions from 56 resolved resonances and also from unresolved 
resonances were taken into account. He gave the following approxi­
mation
Gepi = a + b(S/M)= (3.16)
with a = 0.0273 ± 0.0012
b = 0.0541 ± 0.0004 (g* c m ' 1)
valid for the range
1.5 <  (S/M)2 <  5 (cm g"2 )
where S is the surface area of the sample (cm2 ) and M is the mass 
of the sample (g). Data for Co were obtained from Selander (Sel. 60).
(b) Flux depression correction factor
The outer flux depression describes the decrease in the flux 
in the medium near the foil due to absorption in the foil. It is 
important mainly in activation by the thermal neutron since a thermal 
neutron that is absorbed in passing through the foil is not available 
to diffuse back into it. This leads to a depression within a distance 
from the foil comparable with the neutron mean free path in the
diffusing medium. At the resonance energy the depression is very 
small and can be neglected (Jud. 63). If a cross-section has a 
narrow resonance r «  £ . E 0 , where 5 = AlnE = aE/E fractional change
in energy after scattering and E o is the fast neutron energy in the 
slowing down region there is no flux depression. A neutron absorbed 
in the resonance peak region as it passed through the foil would 
not have been available for absorption on passing through a second 
time; for this to happen it must be involved in at least one 
scattering collision which would remove it from the resonance 
energy range. Only flux at an energy below E Q(1 - 5 ) will be 
perturbed but not the flux at E Q itself. The probability for 
neutrons to suffer a large number of small angle scattering collis­
ions and to return with small total energy decrement is small.
Where there are a number of resonances, the depression effect of 
one resonance on another at lower energy is small provided the first 
resonance is narrow and the resonances are separated by 3 or 4 £ E Q .
Flux depression is only important in the thermal energy range 
and depends on the surrounding medium. The flux depression 
correction factor can be defined as the ratio of the flux averaged 
over the surface of the foil placed in the medium, to the flux prior 
to the insertion of the foil in the medium. If a purely absorbing 
thin disc-shaped foil is in a large isotropicall.y scattering medium 
and if there is a monoenergetic neutron flux, the outer flux perturb­
ation factor may be written as
[|-e 3(t )3/t 
d l+[i-E3('T)]g(*y»T)
where y is the ratio of the scattering to total macroscopic cross-
section, 2 /zt and g(y,T) is the function dependent on the parameters 
of the foil and the medium in which it is placed. Helm has reported 
simplified numerical calculation of g(y,T) as follows:
The g ( y , t ) function for a finite size foil of radius R can be 
expressed as
g“ (r .x ) -  c(i]s(2K] - K 2RT -  >Y (3.18)
where L is the diffusion length and the functions C, S and K can be 
calculated
r u
Aj = ( i ' r) 11[^  i  - 1 + r)_
where —  =
A
1
/3y(l-y)
1 - 1 ^  +1 T U z ; + ----
S(x) = 1 - /  (1 - tz )e"xtdt
(3.19)
(3.20)
0.424x - 0.125x2 + 0.028x3 for x < 1
1 - 1 .273|jl/x) - (l/x3l] for x > 3
(3.20b)
The above expressions for S(x) have error less than 1% and finally
K(x .y ) » 8v-X n ° ^ l  K(X,1) (3.21)
where K(x,l) = 0.15 
= 0.115X
for x >> 1 
for x «  1
(c) Foil edge effect
The basic assumption made in the above discussion of flux 
perturbation and the correction factors is that the radius, R, of 
the foil is very large compared to its thickness, t. Thus the 
activation of the foil due to neutrons entering the edges of the 
foil has been neglected. Suppose there is a disc-shaped foil in a 
monoenergetic isotopic neutron flux the extra activation of the 
finite foil, that is not too thick, is given by (Han. 63)
t '
TrE\ \
1 -  —  +  i 6 + ---- (3.22)
and is good enough for most practical purposes.
3.2.3 Experimental method
Neutron flux measurements, at positions of interest in all the 
irradiation facilities used were carried out with judicious choice 
of detector foils, detector geometry and disposition, irradiation 
conditions and counting techniques (IAE. 73).
(a) Choice of detectors
The selection of activation detectors for the measurement of 
the thermal and epithermal flux is determined by requirements 
concerning the material, the reaction data and the product nuclide 
(Car. 67; Jon. 67).
Pure Co and dilute Au-Al alloy foils were chosen for the 
absolute high flux measurements at high power level whereas pure Au 
foils were chosen for measurement of the low flux in the external
neutron beam. Pure Au foils were used for low flux measurements 
because of the high induced activity and dilute Au-Al alloy was 
used because the low Au concentration in the alloy implies moderate 
induced activity, and small effects of thermal self-shielding and 
flux depression. In addition pure Co foils were used for the high 
flux measurements because the activity is moderate, comparison of 
thermal and epithermal flux values with those obtained from the 
dilute Au-Al foil experiments can be made and improvement in 
accuracy of the flux measurements is possible.
Nickel was chosen as a suitable threshold activation detector 
for the measurement of the fast neutron flux because it has a well 
defined cross-section curve which has been accurately measured. The 
foil material data are summarised in Table 3.1. The Cd boxes used 
in the experiments had 0.53 mm wall thickness and 12 mm outer 
diameter.
(b) Detector geometry and disposition
Very thin plane circular metallic foils were used. The 
thickness was chosen in such a way that corrections for self­
shielding were negligible or when applied to.Co could be determined 
with sufficient accuracy. The diameter of the disc-shaped detector 
is not a very important parameter but it is advisable to make it as 
small as possible so that when placed in position flux depression 
is minimized.
Cadmium depresses the thermal flux strongly, so no thermal 
activation detector is positioned in the immediate vicinity of the 
cadmium cover. To avoid this situation and the shadowing effect of
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the foils exposed simultaneously, each foil was irradiated separately 
in a polythene capsule. Since the aim of these particular measure­
ments was to determine the flux which-the?samples will experience 
in all the irradiation positions of interest, the foils were 
contained in similar capsules and took the place of the samples.
(c) Method and conditions of irradiation
IN ICIS and CAS, dilute Au-Al alloy, Co and Ni foils were each 
irradiated for 1 hour. Irradiation in the core tube was approximately 
7 hours. A large number of foils were irradiated and experiments 
were carried out over days and weeks as circumstances permitted but 
each irradiation was timed and recorded. Pure Au foils were 
irradiated for 3 hours in the low-flux external neutron beam. For 
cadmium ratio measurements bare foils and covered foils were 
irradiated in separate runs at the same position under the same 
conditions and following one another so that significant flux 
variation is not experienced.
The decay time, t , varied between a few minutes to a couple 
of hours for pure Au irradiated in the low-flux external neutron 
beam whereas foils irradiated in ICIS, CAS and CT were allowed to 
decay for several days before the start of count.
Counting was carried out for periods of 10 minutes repeated 
several times in order to achieve the requisite precision. Table
3.2 summarises the irradiation conditions.
Table (3.2) Irradiation Conditions
Irradiation time
V s )
Waiting time
y s )
Counting time
V s)
Surrounding 
Medi urn
Detector
Al-Au
Au
CO
Ni
Al-Au
Au
CO
Ni
ALL
ICIS
3600
3600
3600
600
water
FACILITY
CAS
3600
3600
3600
CT
25200
25200
25200
(l-2)x!05 (l-2)x!05 (l-5)x!05
(l-2)x!05 (l-2)x!05 (l-5)x!05
(l-2)x!05 (l-2)x!05 (l-5)x!05
600 600
water water
External
10800
600-10800
600
(d) Counting
All the activated foils, except pure Au were counted on a 
right circular cylinder Camberra 44000 m m 3 true coaxial semi­
conductor Ge(Li) detector. Since the capsules in which they were 
irradiated become radioactive, foils were first transferred into 
new, clean and empty capsules suitable for reproducible counting 
geometry. All counting on this system was carried out at a source- 
to-detector distance of 100 mm. Detector efficiencies, for disc 
sources, of gamma ray energies of interest at this source-to- 
detector distance had been previously determined with high accuracy.
Precautions had been taken to avoid any reaction competing 
with the reaction of interest. For gamma-rays counting, the 
activated foils were allowed to decay for two days at least. This 
eliminated the contribution of decay of the 60Cc/11 (10.5 min) to 
60Co. For the Ni foils a waiting time of several days was required
in order to allow for the decay of 65Ni (x* = 2 . 6  hr) produced by
2
thermal neutron activation and 58CdT1 (xx = 9.1 hr) produced by fast
2
neutron activation. For all experiments the dead time was less than 
10%. The relevant decay scheme for the chosen detectors are shown 
in Table 3.1.
When pure Au foils, irradiated in the low flux external neutron 
beam, were counted in contact with the Be window of the Ge(Li) 
detector and still gave poor statistics, counting of 3-decay was 
carried out instead using a Geiger counter.
(e) Determination of correction factors
In calculating the saturation activity of the irradiated foils 
from the measured count rate some factors have to be taken into 
consideration. They are counting stability., natural background and 
losses of counts due to dead time and pulse pile up. P as in 
equation (3.4) was calculated by subtracting a quadratic background 
(including natural background) from the photopeak area of the gamma- 
ray energy of interest. Both the multichannel .analyser and the 
soft ware of ND6600 computer handle the losses of counts due to dead 
time and pulse pile up. All counting for the flux measurements were 
carried out in less than a month and the counting system was very 
stable throughout the period. The system has exhibited almost 
perfect counting stability for over three years and the correction 
factor is less than ± 1%.
The other correction factors were calculated using equations
(3.13), (3.17) and (3.22) and the values are tabulated in Table (3.3).
(f) Determination of errors
This will be discussed in relation with the conventions and the 
foil materials used. There is a common error associated with the 
determination of saturated activity. Generally in estimation of 
errors one usually considers random errors and systematic errors.
In this estimation of error on saturated activity the quantities 
that will contribute random errors are P, t . , -t and t . The 
quantities which will contribute to the systematic errors are x, 
e and I.
Of all the errors associated with the determination of A s
only errors associated with photopeak area, P and efficiency e , 
of the detector are significant. The timing errors on t|, t 
and t are practically negligible because of. the long half-lives 
of the foil materials chosen. In addition the rest of the system­
atic errors associated with x and I are very small. The half-lives 
and hence the decay constants of Au, Co and Ni are accurately known 
to less than 0.1%. The same applies to the intensities of the 
gamma rays of interest. The total error on the saturation activity 
is expressed in.the form
Each foil was counted several times and.the weighted mean of the 
saturation activity can be determined from
(&AS> = ( ( ^ V r a n  + (AAs>sys> (3.23)
where (AAs )ran = random error and is equal to AP
and (a A ) = systematic error and is equal to Ae
n
(3.24)
where w. is the weighting factor given as
(3.25)
and n is the number of counting runs. The -average error in A g is 
given by a A s , and can be computed from the following equation
To determine the errors on the absolute neutron flux one has 
to consider eq. (3.2) for Co where Wescott convention is used, 
eq. (3.10) for Au where the flux convention of Stoughton and 
Halperin is used and eq. (3.11) for Ni for the determination of 
fast flux. Mass,m, and a Q are the other sources of errors. The 
mass of the foils was. measured to 10“ 5g, which gives an uncertainty 
in the mass of the foil less than 0.7%. The.error on the cross- 
section is 1.0%. The error in the flux can then be calculated as
Since many values o f : <j> were obtained the error of the mean value 
is also used and listed in Table (3.3).
In the measurement of flux using the flux convention of
Stoughton and Halperin for dilute Al-Au foils, in addition to the 
errors contributed by the mass and cross-section, there is a 
contribution from the resonance integral which is significant at 
2.6%. This error is added to the other errors of flux before taking 
the mean of the values obtained for the flux and the error on the 
mean is quoted in Table (3.3).
Equation (3.11) can be used to estimate the error on fast flux
with 5 replacing a . The mean of the fast flux values and the
associated errors are also given in Table (3.3).
i
(3.27)
Table (3.3) Summary of Flux Values Measured for
the Irradiation Facilities
Facility Positions
3 CT
ICIS
3 CT
3, 4
3, 4
USING PURE COBALT FOILS NICKEL FOILS
Thermal Flux Cd ratio Epithermal Flux Fast Flux
(nm_2s_:i)
ICIS - 2.42xl016
±0.10xl016
CAS Bare Tube 1.32xl016
±0.06xl016
1.07xl016
±0.04xl016
for CO
12.8
±0.5
17.0
±0.7
27.4
±1.1
(nm_'2s” 1)
1.26xl015
±0.05xl015
6.58xl0llf
±0.28xl014
2.73xl0ll+ 
±0.12x1014
DILUTE AL-AU ALLOY FOILS 
for Au
2.43xl016
±0.12xl016
CAS Bare Tube 1.39xl016
±0.07xl016
1.06xl016
±0.05xl016
2.25
±0.11
2.30
±0 .1 2
3.52
±0.18
1.26xl015
±0.06xl015
6.93xl011+
±0.34xl011+
2.69xl014 
±0.13xl0ltf
(nm-2s“ 1)
1 . 1 2 x 1 0 1 6
±0.04xl016
5.40xl015
±0.22xl015
2.00xl015 
±0.08x10!5
N.B. The correction factors used in the thermal neutron flux
calculation for Cobalt are 
G.,_ G. H4th uepi "d d
0.9801 0.6300 0.9770 0.0021
External neutron beam flux (typical value ) = 6.25xl0^nm"2s_1
3.3 Results and Discussion
Table (3.3) summarises the relevant flux data for the irrad­
iation facilities used. The values of thermal, epithermal and fast 
fluxes are given with their estimated errors. In addition the 
cadmium ratios are also given in the table.
There is good, agreement between the values obtained for Co and 
Al-Au alloy for the thermal and epithermal fluxes. This shows that 
with an Al-Au alloy foil a reliable result can be obtained using the 
appropriate convention without getting involved with the rigorous 
calculation of the correction factors which are essential in the 
case of pure Co foils and which will also be important with pure Au 
as detector. The total effect of the correction factors ranges 
between 3 and 4% and without applying these to the pure Co foils 
this agreement would not have been possible.
The relative neutron flux distribution in the irradiation 
position of the external low-flux neutron beam is determined over 
the area of interest. The result shows that the beam is wider 
horizontally than in the vertical direction. Figure (3.6 shows the 
flux distribution horizontally across the beam. The circles 
represent the experimental data while the continuous line is a fit 
of a Gaussian function to these data. In addition to this 1- 
dimensional graph, Figure (3.7) shows a 3-dimensional distribution 
of the flux over the whole area of the irradiation position.
60 -
50 2
40
30
J 202
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25 30 355 lO 15 20 400
mm
Fig. (3.6) : Flux variation across the external neutron beam
at the target position.
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Fig. (3.7) : Flux distribution over irradiation position in the 
external neutron beam (3-dimension).
CHAPTER. 4 THE EFFICIENCY OF SEMICONDUCTOR GE(LI) DETECTORS
There are several methods by which the concentration of an 
element can be determined in a material by neutron activation 
analysis; relative, comparative, semi-absolute and absolute. The 
one most common and generally used is the relative method, in which 
each sample is irradiated simultaneously with one or more standards 
containing elements of interest. It is best used in cases where the 
neutron flux or the neutron spectrum in a reactor changes rapidly 
and most accurate if the composition of the samples and the 
standards are the same and certified values are available for the 
elements of interest. Still it has its drawbacks and one of them 
is if an unsuspected element appears in the spectrum it cannot be 
determined or if elements of interest detected in the spectrum do 
not have certified values in the reference materials. Another 
limitation is that the irradiation of the samples and standards, as 
well as the counting, must be carried out under identical conditions. 
These conditions are not easy to attain. In practice, it has been 
observed that the sample may be too active and the standard may 
have too low a count rate when both are irradiated under the same 
condition or vice versa. If both are counted in the same geometry 
one may have problems with the dead time or with poor statistics if 
the count rate is too low. For low activity it could be argued 
that counting could be carried out over a longer period but there 
is no unlimited time available especially for routine work. It 
could also be argued that for samples with high count rates the 
size could be reduced but this can only be done to the detriment of 
the detection limit of the element of interest. These problems
could be overcome by calibrating the detector and thus allowing 
counting to be done at any counting geometry.
In the single comparator method the sample is irradiated with 
a material (the comparator) which measures the neutron flux. 
Experimental factors (e.g. reaction constants) are determined for 
various elements which relate the specific saturation activity of 
the element of interest and the neutron flux as determined by the 
comparator, hence the concentration of the element of interest is 
determined (Sim. 76; Dec. 69). This method can only be used when 
the reactor is stable but not if the intensity of the neutron flux 
changes significantly during irradiation. It is also advisable to 
select flux monitors that will closely characterize the neutron 
spectrum.
The semi-absolute method has been used by Bergerioux (Ber. 79) 
and it is based on the principle that the ratio of the measured 
activity to the weight of the element of interest is constant for 
a fixed irradiation, decay and counting time. This is a special 
case of the semi-absolute method, others can be devised, and the 
technique is specifically designed for a very stable reactor and 
may not be applicable to other non-stable neutron sources.
Finally, there is the absolute method, used in this work, in 
which the neutron fluxes together with other measurable parameters 
are determined and the concentration of the element of interest is 
calculated from first principles. The precision of the absolute 
method is comparable with that of the relative method but the 
accuracy may be unsatisfactory. The limitation of this method is
the availability of reliable nuclear data. The consolation for 
users of this technique is that reliability will improve with time 
as values for nuclear parameters are expected to improve with time. 
Another advantage of this technique is the flexibility of the method 
which makes it possible to use it in conjunction with many different 
reactors and counting systems.
In all these methods, but more so for the absolute method, 
proper calibration of the detector with regards to energy and 
counting geometry, is essential.
4.1 Energy Dependence of Efficiency
Three different counting systems were used in this work, that 
is, three different Ge(Li) detectors. Detector (a) was used for the 
ICIS and the core tube irradiations, detector (b) for CAS and 
detector (c) for the neutron capture prompt gamma-ray activation, 
using the external beam, and in anti-coincidence with a Nal(Tl) 
scintillation detector. The specifications o f  the detectors are 
listed in Table (4.1). Absolute efficiency determination was 
carried out for all three using the same technique.
The gamma-ray standard reference sources employed are from the 
Radiochemical Centre, Amersham, England and the values of their 
activities are certified. The sources were 2I+1Am, 133Ba, 137Cs,
60Co, 22Na, 54Mn and 57Co. The gamma-ray energies, half-lives and 
intensities were taken from the literature (Hel. 79; Eas. 71; McN. 73) 
together with errors quoted therein.
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In performing the experiments some strict measures were taken 
to avoid any need for unnecessary corrections.
(i) Counting was carried out in such a way as to obtain good 
statistics with dead time less than Z % .
(ii) A pulse generator was used in some cases where the count rate 
was high in order to efficiently correct for pulse pile up.
(iii) Counting was carried out at source-to-detector distance large 
enough to avoid coincident summing and the spectra were checked for 
this effect particularly in the case of 133Ba.
The standard gamma-ray sources were counted several times 
with the detector (a) at source-to-detector distances varying 
between 50 mm and 250 mm. A number of semi-empirical formulae were 
tried and the one which gave the best fit was found to be 
P. P. E
e - Pj(Ey2 + P 3e - Tj (4.1)
where e is the absolute photopeak efficiency, is gamma-ray 
energy in keV and P , P , P3 and P^ are fitting parameters. This 
fit gave the best x2 and mean absolute percentage deviation. The 
parameters were obtained by fitting this function to the experimental 
data at a known source-to-detector distance. One of the best reviews 
on this subject is by McNeiles and Campbell (McN. 73) who discussed 
various functions used over the years and in some cases gave the 
reasons for their use. Figure 4.1 shows a graph of absolute 
efficiency against gamma-ray energy for Ge(Li) detector (a) at 75 mm 
source-to-detector distance.
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Fig. (4.1) : Absolute full-energy peak efficiency for Ge(Li) detector (a)
at 75mm source-to-detector distance. The continuous line is 
the fit to the experimental data in circles.(The size of the 
circles is about the same as the associated error.)
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The above process was repeated for the CAS detector (b) where 
the source-to-detector distance was varied between 30 mm and 120 mm. 
However, attempts made to fit this function to the experimental 
data (the routine EFFITDO of the SAMPO program, which has been used 
for several years) failed. This function could only fit experimental 
data points for energies greater than 300 keV whereas other functions 
fitted all the experimental data. The function that gave the best 
fit was
Ine = I  P.(lnE )1_1 (4.2)
i = i T
where P.'s are fitting parameters. Because of the rapid change of 
slope at the low energy maximum of the curve, the log power function 
was better able to cope with the experimental data. Figure (4.2) 
shows a graph of absolute efficiency against gamma-ray energy for 
CAS Ge(Li) detector (b) at source-to-detector distance of 50 mm.
In the case of the NCPGA detector (c) the source-to-detector
distance had to be fixed due to the experimental set up and so
counting was done at the usual target position of source-to-detector
distance 240 mm. The function in eq. (4.1) fitted the experimental
data very well at both low and high energies. The graph of 
efficiency-energy profile at source-to-detector distance 240 mm for 
Ge(Li) detector (c) is displayed in Figure (4.3).
The value obtained from these fits is the absolute efficiency 
which is the fraction of gamma-rays of a particular energy emitted 
by a radioactive source that gives rise to full-energy peak events 
in the pulse height spectrum. It is different from the intrinsic 
efficiency which is the absolute efficiency of the device itself,
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Fig. (4.2) : Absolute full-energy peak efficiency for CAS Ge(Li) detector (b)
at source-to-detector distance of 50mm.
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Fig. (4.3) : Abosolute full-energy peak efficiency at the source-to-detector
distance of 240mm for Ge(Li) detector (c).
with the solid angle (i.e. geometrical) factor removed.
It is rather unfortunate that the two energy regions of 
interest cannot be properly covered by the standard gamma-ray 
sources available. The region where the fitted function has a 
broad maximum at around 130 keV is one such region. There is no 
suitable data point between 122 and 273 keV except 136 keV (of 
57Co) which has very low intensity and is therefore accompanied by 
a large statistical error. The other region is the high energy 
region between 1.5 and 3.0 MeV.
To check how the gap in available data will affect the fit,
57Co was counted for a very long time until good statistics for 
the 136 keV gamma-ray line was obtained and the efficiency calculated 
from the photopeak area agreed with that obtained from the fit to 
within 2% with all detectors. In addition the value of the 
efficiency obtained at 122 keV was varied by 1-2% in order to check 
whether this change will affect the maximum fitted value. The 
effect was small, since a change of 1% gave rise to a change of less 
than 0.5% at about 142 keV with the effect vanishing before reaching 
200 keV. This indicates that the fit adequately describes the 
efficiency in this region.
In order to examine the region between 1.5 and 3.0 MeV,
1Specpure' standard solutions of sodium (10-50 ul) were evaporated 
on Whatman (size 2, <f> = 6 mm) filter papers, whose composition is 
known, irradiated in the thermal column of the reactor and counted 
on each of the detectors at the same source-to-detector distance 
used for other standard gamma-ray sources. To avoid determination
of solid angle dependence on distributed sources the filter paper 
was rolled to form a sphere of diameter approximately 3 mm and was 
therefore regarded as a point source. Note that the point standard 
sources have bead sizes of 2 mm in diameter. From the photopeak 
areas, the relative efficiencies at 1368 and 2753 keV were determined. 
Since the fit is good to about 1.5 MeV, the relative efficiency at 
2753 keV was normalized to that calculated for the 1368 keV energy.
This normalized value for efficiency at 2753 keV was compared with 
that calculated by the extrapolated function and found to agree 
within 2 % .  With these two independent checks, it was agreed that 
the function fitted the energy range between 50 keV and 3 MeV to 
within 4 I .
4.2 Source-to-detector Distance
When the efficiency profile at a known source-to-detector 
distance, x n , is obtained, the efficiency at any other source-to- 
detector distance cannot be simply calculated by using only the 
inverse square law, since it assumes a point source and a point 
detector whereas both the source and the detector have finite size.
The finite size of the source can be taken into account by calculat­
ing the solid angle subtended by the detector at the source position 
and an empirical function is employed to take into account the finite 
size of the detector.
A gig was designed to hold the source in a reproducible position 
along the axis of the detector, and with the source in position the 
souce holder could be made to move along this axis varying the distance 
between detector window and source up to a maximum of 250 mm, measured
with an accuracy to the nearest mm. Fig. (4.4) shows the gig 
standing on the sample changer which contains the detector.
Experiments were carried out as mentioned above at source-to-
detector distances of 50, 75, 100, 150, 200 and 250 mm taking the
same precautions. Note that source-to-detector distance means the
distance of the source from the detector window and not the crystal
surface of the detector. In order to obtain a correction factor to
account for the finite size of the detector, the detector response,
D, for each gamma ray energy should be plotted against l/(x + x Q)2
where x is the source-to-detector distance and x Q is the "effective
depth" of the crystal measured from the detector window, for a
particular photoenergy. The value of x Q can be obtained from the
intercept on the x-axis when D“^ -js plotted against x. Graphs for
gamma-ray energies of 60, 81, 1275 and 662 keV are shown in Figure
(4.5). The intercept, x , for energies above 100 keV tends towards
a constant of 30 mm. In Figure (4.6) when D is plotted against
1/(x + x q)2 for a gamma-ray energy of 662 keV, this value of x Q has
been used. It can be seen that the inverse square law cannot be
strictly applied when the detector size is finite and the graph
( —k(x+x0 )■
suggests a correction factor of the form 1 - e
v
used.
should be
From the experimentally obtained efficiency for the source-to- 
detector distance of 75 mm, efficiency curves for source-to-detector 
distances of 50, 100 and 200 mm were derived using the empirical 
formula
Fig. (4.4) : The sample holder gig standing on the sample changer which
contains detector (a).
«- €62 KeV
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n Experimental data (1275 KeV)
Least square fit (60 662 KeV)
Fig. (4.5) : Normalised inverse square-root of detector response against
source-to-detector distance.The 'effective depth1 of the 
crystal is the intercept on the x-axis.
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where e(x,E^) is the efficiency at source-to-detector distance x
and e(x .E ) is the efficiency at a known source-to-detector ' n y
distance, xn , with x n e q u a l s t o 7 5  mm and x Q is 30 mm in this case. 
Figure (4.7) shows the derived absolute efficiency at x = 0, 50, 100 
and 200 mm together with the experimentally calculated values. For 
the reference curve (x = 75 mm) the continuous line is obtained 
from the fit function, while, as in the other case, circles 
represent experimental data.
There is good agreement between theory and experiment when the
inverse of length). It is unfortunate that only thv££experi mental 
data points are available for x = 0 , but these three points are 
sufficient to confirm good agreement at short source-to-detector 
distances (x < 50 mm). The reason why no more than three data points 
were used is because the high activity of the calibration gamma-ray 
sources produced high dead time and peak distortion when counted on 
the detector surface. Another problem encountered at these small x 
values is that sum peaks occur which introduce errors in the analysis 
of the photopeaks.
The paper by Kawade et a l . (Kad. 81) published after completion 
of the above study confirmed our findings. They derived a correction 
factor
correction factor is simply 1 - e (i.e. k = 1 with unit of
N( x . E J £
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Fig. (4.7) : Absolute full-energy efficiency of Ge(Li) detector (a)
at x = 0,50,100*and 200 mm extrapolated from the empirical 
formula given in equation (4.3) using values for x = 75 mm.
(4.4)
where N(x,E^) is the count rate of the full energy peak for a point
effective interaction depth and (1 - be~c*) is the correction factor 
for the deviation from the point detector model which the inverse 
square law assumes. Constants b and c have both been found to be 
energy dependent and a typical fit gave
This is essentially the same as that obtained in this work.
It is obvious that equations (4.3) and (4.4) are the same if it is 
intended to correct for only one energy or a particular energy.
Good agreement was obtained with experimental points in both cases.
The irradiated samples for which analysis is required in our 
studies have finite size and shape. Correction has therefore to be 
made to the efficiency values obtained from point sources before 
they can be used for extended sources. As already shown, equations 
(4.3) and (4.4) will take care of the finite size of the detector, 
whereas calculation of the solid angle subtended at the detector by 
sources of different sizes and shapes will account for the distributed
source emitting a y-ray of energy E^ at a distance of x cm, 
N(20,E^) is that at 20 cm, ef (x,E^) and ef (x,E^) are the full 
energy efficiency at x cm and 20 cm respectively, x ft(E ) is the0 y
7
b(E ) = a E 7
Y 6 Y
(4.5)
activity of the source. Additional experiments were carried out 
to investigate how the shape and size of sources affect the 
detector response.
The experiments involved the counting of 137Cs and 5lfMn 
solutions in polythene containers of different sizes. CAS capsules, 
ICIS standard size 2 capsules and the CT standard size 3 capsules 
were used. Solutions of 5lfMn of volume TOO, 200, 400, 600 and 
800 yl were each counted for 10 minutes on the detector surface 
using CAS capsules as containers. The activity per unit volume for 
each solution was the same. This was repeated for 137Cs solutions. 
Counting of the two radioactive solutions in the ICIS capsules took 
place on the surface of the detector and at 50 mm and 75 mm source- 
to-detector distances. CT capsules of the same diameter as the ICIS 
capsules have a larger capacity, so that radioactive solutions in 
this case varied in volume between 400 yl and 2500 yl.
Results obtained from these sets of experiments are tabulated 
in Table (4.2) and they show that detector response does not 
increase proportionally as volume increases. Also different responses 
were obtained with the same volume of radioactive solution of 
the same concentration but in different size and differently shaped 
containers. It is believed that at high gamma-ray energies e.g. the 
662 keV of 137Cs and 835 keV of s^Mn, self absorption does not 
explain the reduction in response as volume increases in the same 
type of container. A plot of detector response against volume 
(mass) Fig. (4.8), produced an intercept which did not pass through 
the origin as expected for zero response to zero volume (mass). The 
accepted concept that the intercept represents a detection limit
Table 4.2 Detector Response for Radioactive 51tMn
Solution in both CAS and ICIS Capsules
CAS ICIS
Volume (pi) Counted on the Counted on the At At
Detector. Surface Detector Surface D-S = 50mm D-S = 75mm
100 2066+47 - -
200 4432±68 5100±76 807±29 432±21
300 - 7411±93 1090+33 566+26
400 8476±98 10093+103 1481±41 800±30
500 - 12326±113 1873+44 986±32
600 11746±115 13919+124 2106±48 1233±36
800 13958 - -
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Fig. (4.9) : Detector response per unit volume from a
54
radioactive solution of Mn at x = 0,50 and 75 mm,
could therefore not be correlated with observed data. The most 
probable explanation is that as the volume (mass) increases the 
average centre of the radioactive solution changes and source-to- 
detector distance increases, hence a decrease is observed in response. 
This decrease in response at large volume (mass) will result in 
reduction of the slope of the curve.
When the response per unit volume is plotted against volume, 
as shown in figure (4.9), the resulting line has a negative slope 
instead of zero slope which is dependent on source-to-detector 
distance, as expected. Source position in these measurements is 
taken to be the midpoint of the solution. Similarly when equal 
volumes of radioactive solution are counted in different container 
sizes the detector responses recorded differ. A wider container 
will give a higher response with the same quantity of radioactive 
material than a narrow one because the effective centre is nearer to 
the detector in the case of the former compared to the latter.
4.3 Position Sensitivity of a Truly Co-axial Ge(Li) Detector
When calculating the solid angle subtended by the detector at 
the source uniform sensitivity over the area of the crystal is 
usually assumed. This is not totally true, especially for low 
energy gamma-rays. Modification of existing computer programs taking 
into consideration, amongst other things, the non-uniformity in the 
sensitivity of the detector crystal must therefore be implemented.
Experiments were undertaken to investigate the detection 
sensitivity across the face of a truly coaxial semiconductor Ge(Li) 
detector. A number of Ge(Li) detectors at ULRC and Surrey were
scanned perpendicularly and parallel, to the detector axis with two 
types of scanning devices using well collimated point sources of 
standard gamma-rays with different energies.
The first scanning device was made of lead of 100 mm in 
diameter and 21 mm thick. Arrays of holes 1 mm in size and 10 mm 
apart were drilled through it. This lead block with the small 
holes will effectively collimate a gamma-ray source of energy 
662 keV. Figure (4.10) shows a picture of the lead block scanner.
Ge(Li) detector (a) was first scanned with the lead collimator 
placed in close contact with the surface of the detector and scanning 
across the detector surface was carried out by moving a standard 
gamma-ray point source manually from one hole to the next over the 
whole surface of the detector. Figure (4.11) is a result of such 
scan showing for 241Am (60 keV) in 3-dimensions, with the detector 
response in the Z direction and the x-y plane representing the 
detector surface. There is a significant dip in the response 
observed at the centre of the detector. This experiment was 
repeated using 137Cs and 60Co. At high energies the dip in the 
response at the centre of the detector seems to disappear. In the 
case of 137Cs a trace still remains but for 60Co no dip is observed.
In order to ensure that the geometry and construction o f  the 
lead block scanner were not responsible for the dip in response 
observed at the centre of the detector two simple experiments were 
carried out. First the scanner was illuminated with parallel beam 
of light and the images of the holes obtained on the screen were 
checked for defects; none were observed. Second an X-ray radio­
graph (at 50 kvp) of the lead block scanner was produced and as 
Figure (4.10b) shows the images of the holes are symmetrical.
i uinrk and (b) x-radiograph
Fig. (4.10) : (a) The scanning lead bio
of the lead scanner.
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Fig. (4.11) : Detector efficiency across the face of Ge(Li) 
detector (a),using lead block scanner.
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A second scanning device originally designed for radionuclide 
imaging studies with a lead collimator, capable of movement in the 
x-y plane with great precision, of thickness 750 mm and with a single 
hole of 1 mm diameter giving narrow beam geometry, was then used.
The surface and the side of the detector were then scanned with a 
spatial resolution of 2 mm. Standard sources with gamma-ray energies 
in the range of 60 to 1333 keV were used.
The same effect was observed as before i.e. a considerable dip 
in detector response to a collimated point source at the centre of 
the detector was recorded, the magnitude of which was energy 
dependent and is more prominent below 200 keV though still signific­
ant at energies greater than 600 keV. The magnitude of the variation 
of the dip with energy is normalised and shown in Figure (4.12).
Icing of the semiconductor surfaces cannot explain this 
behaviour because in an experiment involving the use of absorbers it 
was found that only material of effective Z greater than 32 
(Ge, Z = 32) can produce such an attenuation. Also examination of 
the low energy side of the full energy photopeak does not indicate 
incomplete change collection. In addition full energy peaks obtained 
from the scan were checked for changes in the full width at h a l f - W ^ ^ ^  
resolution which would have indicated peak degradation-; no changes 
were detected.
The decrease in the response at the centre of the detector is 
explained by the construction of a truly coaxial Ge(Li) detector.
The starting point is a crystal with excess acceptor impurities 
(p-type) and lithium is drifted through the cylindrical surface by
immersing into a donor material (n-type). To attain good compens­
ation the drifting is done in two stages. At the end there is an 
uncompensated p-typeregion at the centre along the axis of the 
detector and a thin layer of excess donor n-type at the surface. 
These two regions are used as electrodes. In between the two is 
the compensated region which is regarded as the active volume 
(region) of the detector. When scanning the detector with a 
collimated beam of gamma-rays, at the centre of the detector, 
photons which enter the p-type inactive region and are completely 
absorbed within it will not produce a signal and can therefore be 
considered as lost i.e. only gamma-rays which interact within the 
active volume are counted. The variation of the magnitude of the 
dip with energy can be explained by considering the photoelectric 
absorption and Compton scattering cross-sections at these energies. 
At low energy the photoelectric absorption cross-section is very 
high and if gamma-rays from a collimated beam interact with the 
inactive volume the probability of absorption within this region is 
higher than the probability of scattering thus few photons from 
this region reach the active volume. On the other hand, at higher 
energies, the photoelectric absorption is low compared to the 
Compton scattering cross-section and a larger proportion of photons 
will escape the inactive volume into the active region.
The result of the scan along the side of the detector gives 
the usual plateau response which indicates a uniform sensitivity 
throughout the length of the detector.
4.4 Solid Angle Calculation
Wielopolski (Wie. 77) has published a simple program to 
calculate the solid angle for point, disc and cylindrical sources 
using Monte Carlo techniques. Moens et al. (Moe. 82) have been 
able to do the same using numerical integration. In both cases 
uniform sensitivity across the detector crystal has been assumed.
To make a good estimation of solid angle subtended by the detector 
at the source the effect of the dip in response at the centre of 
the detector due to the inactive layer should be taken into 
consideration.
This correction is essential for example in 'in-vivo1 work 
where the inhomogeneous distribution of activity is counted or in 
radioactive tracer work where the relative position of the 'sink' in 
which the activity accumulates is determined.
Another case that should be considered is illustrated diagramm­
atical ly in Figure (4.17). This is a typical case that the author 
and others involved in activation analysis would have experienced.
In the comparator method the size of the samples and standard may 
not be the same, as frequently occurs in practice for a variety of 
reasons. If the small sample and the large standard or vice versa 
are both counted with a truly coaxial Ge(Li) detector near its 
surface, the large standard will subtend a larger solid angle at the 
inactive layer than the smaller sample. This will lead to an over 
estimation of the activity in the small sample. For a more accurate 
estimation of the solid angle subtended by a truly coaxial Ge(Li) 
detector at the source there is the need to introduce a correction 
factor which will take into account the magnitude of the dip and 
its variation with energy.
Calculations of the solid angle subtended at the detector by 
the source were based on the work of Wielopolski suitably modified 
to accommodate the special cases of interest and to take into 
account the non-uniformity in the sensitivity across the face of 
the detector crystal.
The angle n subtended by an object at a point P whose position 
vector is is
a •(?-?„)
- - - - - -  ds (4.6)
l ^ p l 2
where r is the variable position vector of the surface element ds as 
seen at P, n is the unit vector normal to ds pointing away from P, 
and s is the surface over which the integration is to be carried 
out, for example, the detector surface (see Fig. (4.13)).
Analytical solution of equation (4.6) is possible for simple 
cases only. The solution commonly provided consists of numerical 
integration of the equation or a series expansion of the integral. 
Also there are closed form solutions which approximate the integral 
or replace the original geometry by an approximate one for which 
the equation is integrable.
A completely different approach is to estimate the solid angle 
by the Monte Carlo method which has been adopted here to estimate 
the average solid angle subtended by a right circular cylindrical 
Ge(Li) detector of non-uniform sensitivity from a distributed source. 
This consideration will cover cases of interest where a cylindrical 
source, whose axis is perpendicular to the detector axis, is not
Fig. (4.13) : Diagramatical display of position vector r at P , with 
respect to the origin of the reference axis.
min
DL
Fig. (4.14) : The case for point sources and with 
a cyclindrlcal detector.
located symmetrically about the centre of axis of the cylindrical 
detector.
4.4.1 Solid angle subtended by a circular cylinder at a point P
t
The notation in Figs. (4.14), (4.15) and (4.16) will be used 
in the discussion. Figures (4.14) and (4.15) show three distinctive 
cases where the sources can be located.
(i) Source, S , views top and side of the detector P > RO, H > 0
(ii) Source, S 2 , views side only P > RO, H < 0
(iii) Source, S 3 , views top only P < RO, H > 0
In the special case of interest, Fig. (4.16) the detector is 
first assumed to be a uniform cylinder and then the solid angle 
subtended at the p-type layer is calculated by representing the 
inactive volume as an inner cylinder of 8 mm diameter, within the 
depleted active region.
The isotropic emission into a unit sphere is given as
d n  =  sine deda (4.7)
and the probability density distribution for isotropic emission is
P(e,a)deda = dft/4-rr (4.8)
where e and a are the longitudinal and horizontal angles respectively. 
Marginal distribution of e and a can be obtained separately by inte­
grating eq. (4.8) over a and e respectively, given
Fig. (4.15) : The case for point source S^, located directly 
above the detector.
min
RO
Fig. (4.16) : The special case of interest with the detector assumed to 
have the p-type (dead layer) located concentrically about 
it's axis.Point S is directly above the active volume of 
.the detector and point S' is directly above the inactive 
region.
Random direction can be chosen by sampling eqs. (4.9) and (4.10) and 
a proper weighting factor W 1 can be determined to restrict the free 
selection of e and a in order to ensure that each direction inter­
cepts the detector.
• In fig. (4.16) when the point source is at S, <v „ remains
HlaX
constant for any selected direction which hits the inner cylinder 
as shown. If x is defined as a random number uniformly distributed 
in range [0 ,1], the angle a' is derived from
da ' / 2 tt
-a
X =
max
max
d a 1 / 2tt
-a max
(4.11)
and a '  = a ' (2x - 1) m a x v ' - a  , w ^  a ^max max (4.13)
The weighting factor associated with this selection of a '  is WJ
max
da/2-rr
■a,
W' =
1 ,2tr
max (4.13)
da/2 iT
where is given by
“max ' S 1n _1(ROT/P)
Once a  is determined it is possible to calculate ejJjax and 8^  since 
S, A 1 and B 1 are located in the same plane.
emax = tan’ 1{pcos«' + (R012 - P2s i n V  )?/H} (4.15)
0min = tan" 1^Pc0Sal “ (R012 " P 2s i n V  )*/H} (4.16)
Since the present concern is the solid angle calculation there is 
no need to calculate any particular angle e but it is necessary to
evaluate the weighting factor W  associated with the selection and
2
it is given as
i
m a  v  ^max
sine de
, 7
in
i
sine de
W' = — SID-------  (4.17)
2 f 7T i ' '
o 2
^  = 7  {cos<9min) - c o s (0m a x ) } <4.-1 8 >
and the total weighting factor for this selection of a' and e', Wi is
Wi = w;w; (4:19)
Wi represents the solid angle subtended for this particular 
selection. The mean weighting factor over all possible selections 
represents the solid angle of the configuration. Therefore, the 
estimate of the solid angle, ftp, is given by the expectation value
and the standard deviation of ftp is obtained from
ft,
N
I W'.2 - Nftp'
i=i 1 p
(4.21)
For the uniform cylinder if the source is assumed at position
S this will be the same as case (iii) and emax remains constant.
It must be noted that there is a critical angle e „ below whicha cr
angle a may vary over 2tt and above which the variation of a is
limited to 2am . -emax/.max max
emax = tan"1{(R0 + p )/H > (4.22)
and
ecr = tan"1{(R0 “ p )/H > (4.23)
in this case em ^n = 0 .  A particular selection of e at first will 
allow the determination of ctmax
sine de
x = (4.24)
max
2 sine de
= cos_ 1{cos(em ^n ) - x [cos(em .„) - cos(em;iY)]} (4.25)m m max'
and the weighting factor is
Having obtained e, if e < e , then a  varies over 2ir and W = 1 butcr i
if e > then a is restricted to 2amav, and amav is given by
cr IllaX lilaX
= c o s - M f P 2 + H2tan2e - R 02)/2Htane} (4.27)
lilClX
and the weighting factor W is
w i = w *  • <4 -2 8 >
In the case described in Fig. (4.16) two solid angles are calculated, 
the first assumes uniform sensitivity across the detector and gives 
the total weighting factor W!j as
WV = W XW 2 (4.29)
and the solid angle ftp is calculated as in eq. (4.20) as
1 N
«p = -R- I W! (4.30)
i=i
The second solid angle ftp is calculated assuming non-uniformity in 
sensitivity across the inner cylinder. Wt' is calculated in the 
same way as above but Wi is only calculated when the selected e and 
a satisfy the conditions e^. <  e <  and a  <  a 1 that is
Wi = W ^ W  if e^in <  0 <  0 'max and a <  a' (4.31)
= 0 otherwise
where W is another weighting factor depending on photoelectric
absorption and Compton scattering cross section for the inactive 
region. Avishone, III (Avi. 81) published empirical polynomials 
which reproduce known gamma-ray interaction cross-sections. Using 
the listed coefficients
^  _____ gCompton_ _ _ _ _ _
aCompton+aphotoelectri c
can be obtained. This ranges between 6.7% for a gamma-ray energy 
of 60 keV to 99.7% for one at 662 keV. It can be seen from the 
result of the scan Fig. (4.11) that there is a good agreement between 
experiment and the values obtained above. Therefore the overall 
weighting factor W. is given as
W. = W i  - W1W (4.32)
and solid angle is obtained as
= -R
and eq. (4.21) can be used to obtain the standard deviation a .
“p
In the case where the point source is located at S' (Fig. 
(4.16)) W!j remains the same for the uniform cylinder but W.j changes 
for the inner cylinder since P is now less than R 0 1 . WI will now 
be treated in the same way as Wlj with
emax = tan-i{(R01 + P)/H> (4.34)
i=i
Wlj - w:w (4.33)
e^r = tan_1{(R01 - P)/H} (4.35)
mtn
e- = cos-i{cos(e;1n) - x[cos(e;in) - cos(e;a x )]} (4.36)
W' remains the same but Wl changes depending on whether e 1 < 0 1 
2 1 cr
or e' > 0 'c r . If 0 ' < 0^  a 1 will vary over 2tt and Wj = 1. On the 
other hand if e' > 01 , «' is restricted to 2a' and a' is
ITlaX m aX
given by
and Wl remain the same as in eq. (4.14) with the new .
4.4.2 Surface and volumetric sources
For a point source the four parameters detector length, DL, 
detector radius, RO or R01, height, H, of the point above the 
detector surface and the distance, P, from the point to the 
detector axis remain the same but in the determination of average 
solid angle from a surface or a volumetric source, a new point 
sampled properly from the source has to be determined separately 
for each history. In this case, P and H have to vary depending on 
the shape and relative position of the source.
If a disc source of radius RS with its axis perpendicular to 
the detector axis and located on the detector axis at distance HO 
above it is considered, the variable point position is given by
amax = {(p2 + H 2tan20 ' - R012)/2HPtan01} (4.37)
P = |Ricos[ 3 ) | (4.38)
H = HO + Rlsin(3) 
where R1 = RS/x and 3 = 2ux.
(4.39)
For a cylindrical source placed symmetrically about the 
detector axis
P = [Z2 + R12cos2( 3 ) F  (4.40)
and H is the same as in eq. (4.39). Z is given as Z = D(x - 0.5) 
where D is the source thickness or height of the cylinder.
If the source is not symmetric as shown in Fig. (4.17) which 
is a particular case of interest,
Z = Z i + Dx (4.41)
x is again here the random number which if generated is assumed 
will give x = 0 at the top of the sample and x = 1 at the bottom. 
Also 1 1 is defined as the distance between the top of the sample 
below the axis of symmetry of the detector and is considered 
negative if it is above it.
The values of solid angles calculated in some cases of 
interest are tabulated in Table (4.3) and since there are no values 
reported in the literature which take into consideration the non­
uniformity in sensitivity of the detector only values obtained for 
uniform sensitivity across the detector can be compared. Agreement 
with values in the literature was good.
In addition the ratio of the difference of the solid angles 
between corrected and uncorrected cases, the corrected case gives 
the magnitude of the error if left uncorrected for uniformity. The
Fig. (4.17) : Diagramatical representation of samples in their container 
place non-symmetrically with respect to the axis of Ge(Li) 
detector.
percentage varies between 5 and 12% for the cases considered. It 
must be noted that the values quoted assume that total absorption 
within the inactive volume takes place, this means that the 
differenfce should be multiplied by (1 - W) to give the estimate of 
the correction factor required, depending on the energy of the 
gamma-ray under consideration. The value of W, as already mentioned, 
ranges between 0.067 to 0.997 (for the energy range 60 keV to 662 keV) 
so the multiplication factor ranges between 0.923 for 60 keV and 
0.003 for 662 keV to give the correction factor required.
There is a well established trend in the correction values, 
the closer the source is to the detector the greater the correction 
to the solid angle required due to the dip in response across the 
detector. When an extended source is considered the closer it is to 
the detector the greater is the correction required compared to 
point sources. There is a difference in solid angle between point 
source and extended source ranging between 0.7% to 3.8% for 100 mm 
and 50 mm source-to-detector distances respectively. The difference 
in solid angle for variation in size is less than 0.1% when the 
detector axis coincides with the extended source axis but variation 
in solid angle is about 5% when the size of the sample is doubled 
as in cases 11 and 12 when the source axis is perpendicular to the 
detector axis.
So far no self absorption within the sample has been taken 
into account. This is because the samples and the sample containers 
used in this work are small in size. The effect of self absorption 
has in fact been investigated by counting gamma-ray standard sources
placed on top of a variety of samples of interest, for energies 
ranging between 81 and 1333 keV. The detector responses obtained 
were the same, within statistical error, to the ones obtained when 
the sample containers were empty. It was therefore safe to assume 
that no significant self absorption took place within the samples 
for energies greater than 81 keV.
Ifable 4.3 So 1 i ci Ang 1OS C d 1C U 1a ted f o r  S p ec i a l  Cases Using Monte Carlo Techniques
Fractional
Case
DL 
(mm)
HO
(mm)
R0 
(mm)
RS 
(mm)
D
(rum)
P
(mm;
U nc o r r ec te d  
1 uunc
Error
Corrected
ficor
Error
Difference
n -ft unc cor
nunc •
1 45 28 16.5 0. 0 0 . 0 0 . 0 0.8699 0.0036 0.8214 0.0035 0.0558
2 / 50 / V / / 0.3165 0.0012 0.3012 o .0012 0.0483 <
3 / 75 / / / / 0 .1468 0.0006 0.1399 0.0005 0.0470
4 /V 100 / / / 0 .0838 0.00001 0.0800 0.00001 0.0453
5 V 50 / 13 1.5 - 0 . 3050 0.0022 0.2862 0.0020 0.0614
6 V ,/ / / 4 . 5 - 0.3053 0.0022 0.2865 0.0020 0.0616
7 / 75 / / 1.5 - 0 .1444 0.0011 0.1362 0.0003 0.0568
8 / / / / 4 . 5 - 0 . 1445 0.0011 0.1362 0.0010 0.0574
9 / 100 / / 1.5 - 0 .0832 0.0006 0.0786 0.0006 0.0553
10
RDl - 5mm
/ 4 . 5
Z
0.0832 0.0006 0 .0786 0.0006 0.0553
n 35 18 19 8' 4 8 1.7618 0 , 0126 1.5456 0 ,0110 0.1227
12 •' / / / .8 4 1.8420 0.0127 1.6205 0.0110 0.1202
13 ,/ / / / 16 -4 1.9208 0.0120 1.6861 0.0105 0.1222
CHAPTER 5 CYCLIC ACTIVATION ANALYSIS
The cyclic neutron activation technique involves the repeated 
cycling of a sample between the irradiating source and the radiat­
ion detector in order to enhance the signal-to-background ratio for 
the isotope of interest. The origin of this method could be traced 
back to Anders (And. 60, 61). Although the term 'cyclic' was not 
used, samples were repeatedly irradiated by neutrons from a Be 
target of a 2 MeV proton Van de Graaff accelerator and counted on a 
Nal(Tl) detector using a shuttle-rabbit system. A fter each irradiat­
ion, samples were counted for two consecutive periods of equal 
length. Photon spectra obtained from the two counts were subtracted 
from each other to give a resulting 'difference' spectra which 
represented only the contribution from the short-lived isotopes. 
Preliminary study of the technique indicated its usefulness for the 
determination of 18 elements.
The term 'cyclic' was first used by Caldwell et al. (Cal. 66) 
and they suggested this technique as part of a combination neutron 
experiment for remote elemental analysis of lunar and planetary 
surfaces using a pulsed neutron generator source. The neutron 
source is pulsed such that short bursts of fast neutrons are 
produced and a detector system is gated to count the activation 
product between each burst.
Givens et al. (Giv. 68,70) provided some mathematical treat­
ment of the technique and were able to measure such isotopes as 
16N(7.14s) and 2IfNam (- 20 ms). They defined 3 main differences 
between their system and the mechanical sample-transfer technique
used by Anders: the sample is fixed with respect to both the 
irradiation source and the detector, cycling is electronic rather 
than mechanical and hence very efficient, finally, activities with 
half-lives down to a few milliseconds may be utilised for analytical 
purposes. Tani et al. (Tan. 69) used a similar experimental 
arrangement to observe photon spectra from 205Pbfn(^ 4 ms) and 
207Pbm(^ 800 ms).
Gage et al. (Gag. 73) demonstrated the application of cyclic 
activation using a 252Cf neutron source, a gamma spectrometer and a 
pneumatic transfer facility for the assay of enriched uranium by 
counting the delayed gamma-rays from the short lived fission products. 
Also this technique has been used by Mac-Murdo and Bowman (Mac. 77) 
to count the delayed neutrons after fission with a ring of 12 B F 3 
counters substituted for the gamma spectrometer.
The idea to develop the system that utilises this technique
\
as described by Spyrou (Spy. 81) was independently thought of after 
re-reading the standard textbook on Radiation Shielding by Price et 
al. (Pri. 57). Here it is shown how to calculate the activity of 
circulating reactor coolant with each passage through the reactor 
core. The total activity of the coolant grows cycle after cycle 
and this is because the activity of the newly created radionuclides 
in the coolant is added to the residual activity produced in previous 
cycles. Thus the build-up of activity is dependent on the half-lives 
of the isotopes produced, the time the coolant takes to traverse 
the core and the period of circulation.
In order to achieve good sensitivity for this technique in 
trace element analysis of small samples higher neutron fluxes than 
those used by the other authors mentioned above were necessary. The 
core of a nuclear reactor is still the only place to find these 
required high neutron fluxes and therefore there are restrictions 
imposed by a mechanical system to transport the sample between 
irradiation and counting positions. Ozek and Spyrou (Oze. 72) first 
tried a system for this purpose on the Consort II reactor at the 
University of London Reactor Centre and published results on the 
measurement of lead through 207Pbm (^ 800 ms) in environmental samples 
(Spy. 74).
Kerr and Spyrou (Ker. 76) made a compilation of neutron 
induced reactions yielding short-lived isotopes with half-lives in 
the range 300 ms to 600 s which included (n,y), (n,p), (n,a), (n,2n) 
and (n,n') reactions but omitted fission products. A brief glance 
at this is sufficient to establish the fact that nuclear data for 
many of these reactions is sparse, however some statistical inform­
ation can still be extracted from the compilation. If (n,y) 
reactions alone are considered, 59 isotopes of which 35 are nuclear 
isomers could be found in the compilation and they correspond to 41 
different elements. Cases where the isotope may be a pure $”-emitter 
or the production cross-section may be very small are of little 
analytical use. Similarly gamma-ray analysis of pure 6+ -emitters 
although possible to detect through the annihilation quanta, would 
require special procedures in a multi-elemental matrix, where there 
is more than one source of 511 keV photons, making these isotopes 
difficult to determine by cyclic activation. Nevertheless, by close
examination of the compilation, it is found that neutron capture 
reactions can produce isotopes, within the range of half-lives 
quoted, which would allow the analysis of 28 elements. In 
perspective and depending on the analytical sensitivity required, 
this number of short-lived isotopes represents as much as 40% of a 
total = 70 elements measurable by NAA.
The method of cyclic activation analysis has been developed 
primarily for the determination of elemental concentrations in 
biological and environmental samples through the measurement of 
short-lived radionuclides as a result of neutron capture (Spy. 79). 
The method is selective in enhancing the signal-to-noise ratio of 
short-lived radionuclides of interest and suppresses the longer- 
lived nuclides in the matrix, when compared with the conventional 
one-shot irradiation and counting sequence. It is believed that 
this method can be extended to applications in industrial process 
analysis and control particularly in nuclear fuels fabrication 
Gage (Gag. 73). Given a total experimental' time in which 
identification of material composition must be carried out, optimum 
timing conditions can be calculated for maximum detector response.
The possibility of carrying out epithermal cyclic neutron 
activation analysis with a reactor irradiation facility has also 
often been stated in the past and discussed by Spyrou (Spy. 81), 
where a table of advantage factors with respect to a '1/V' absorber 
is given and an abortive preliminary experiment with a boron 
envelope containing the sample is described. Thus, perhaps, the 
unique feature of the new cyclic activation system (CAS) which was 
installed in 1980 at ULRC is its capability of allowing epithermal
experiments to be carried out in a cadmium lined irradiation tube.
In this work comparison is made of cyclic activation analysis 
in a mixed reactor spectrum with the case where irradiations are 
carried out under cadmium and illustrated by the detection of 
short-lived radionuclides in biological standard reference 
materials. The detection limits in Standard Biological Materials 
and sensitivities and cadmium ratios for a number of short-lived 
isotopes using single elemental standards were determined. In 
addition, this method is used for the analysis of complex spectra 
obtained from short-lived fission products on neutron irradiation of 
natural uranium in both a mixed reactor flux and under a cadmium 
sleeve in the cyclic activation system (CAS) at the ULRC.
5.1 Theory
The cumulative detector response for all n repeated irradiate- 
wait-count-return cycles, derived in Chapter 2, is
Dc = M E y )I(Ey )
w x
1-e ^i-e )
(5.1)
where all the parameters remain as defined in section 2.3 and R is 
the reaction rate per target nucleus and can be written as
as in equation (2.19).
The total experimental time can be defined as
t. = nT = nixi (5.3)
L 2
where t x  is the half-life of the isotope (signal) of interest and
2
the cycle period can be defined as
T = Iti (5.4)
2
and the ratio
k t i
P (5-5)
Where . t , is the half-life of the predominating isotope (or 
D 2
effective half-lives of isotopes, Nicolaou et al. (Nic. 82)) in the 
background underlying the signal.
The cumulative detector response, Dc , can be maximised using 
eq. (5.2) and for a given total experimental time t^, the maximum 
Dc value occurs when t = t^.= 0 and t. = t Q  = T/2, Spyrou and 
Kerr (Spy. 79). For optimum Dc ,t can be made equal to t ,and 
therefore t. = (T/2 - tw ). In the discussion that follows, unless 
otherwise stated it will be assumed that tw = t^.
If we plot the detector response for the isotope(half-life) 
of interest in the cyclic and conventional cases, as a function of 
total experimental time (m = t./xi), it can be seen from Fig. (5.1)
L 2
that below a certain value of m, it is preferable to use conventional 
activation rather than cyclic. As the waiting period, t ,  increasesW
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Fig. (5.1) : Variation of cyclic and conventional signal with
total experimental time,for various waiting times.
the response decreases, as expected, in both cases and makes the 
cross-over point occur at large total experimental time i.e. larger 
values of m.
In all physical measurements detection of a quantity is 
dependent on the signal-to-noise ratio. In order to choose the 
most suitable cyclic timing parameters for an isotope the elements 
in the sample matrix on activation which will produce isotopes that 
are likely to contribute to the background radiation underlying the 
signal of interest must be known. This suggests that it is the 
signal-to-noise ratio and not the detector response that should be 
optimised. The general signal-to-noise ratio can be expressed as
where $0C is the cumulative detector response for the isotope of 
interest, bl-Dc is cumulative detector response for the ith isotope 
contributing to the background underlying the signal of interest 
and T b -D is the summation for all the cumulative detector response
i
for such isotopes.
To investigate these relationships the ratio of the signal, 
$DC , to the standard deviation of the underlying background, 
is plotted against m for different waiting period for both cyclic 
and conventional analyses (Figure (5.2)). The half-life of the 
major contributing isotope to the underlying background of the
signal is taken as p-^ where p = 100. The figure shows that the
2
background plays a significant role in emphasising the difference
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Fig. (5.3) : Signal and'signal-to-noise'ratio as a function of cycle
period and waiting time,for a fixed experimental time.
between conventional and cyclic cases. It also indicates the 
shifting of the cross-over point to lower values of m favouring 
cyclic activation for shorter experimental time. It can also be 
observed from Fig. (5.2) that the signal-to-noise ratio increases 
faster with increasing experimental time in the case of the cyclic 
mode than for the conventional mode and that the increase is reduced 
with increasing waiting time, tlf. This may imply that to maximise 
this advantage of cyclic over conventional mode, the waiting time, 
tw , must be zero and the total experimental time increased ad 
infinitum. In practice these two conditions cannot be attained and 
a minimum waiting time or transfer time is dictated by the system. 
Thus a fast transfer system must be used to make use of this 
advantage. There are also usually constraints on time, therefore 
there is always the need to make a compromise between time available 
per sample analysis (which may be governed solely by economic 
considerations) and the detection limit to be achieved. This means 
that we need to choose the best m or the best total experimental 
time.
Once the total experimental time to maximise the signal-to-
noise ratio has been chosen the value of the optimum cycle period,
T q , must then be decided. Figure (5.3) shows the variation of the
signal, SDC , and the signal-to-noise ratio (SDC/ ^ D C ) with cycle
period (1 = T / t i ) for varying values of transfer time, t . The 
2 W
curves go through a maximum for each value of t . From the value 
of 1 which gives the maximum sDc/v'j=>Dc , the optimum cycle period, T Q , 
can be calculated for the given experimental conditions.
By way of illustration of the theory, Spyrou et al. (Spy. 82) 
calculated the optimum timing parameters for the epithermal and 
thermal cyclic activation analysis of uranium through the measure­
ment of delayed neutrons.
A feature of cyclic activation analysis which was suggested 
by Ozek et a l . (Oze. 79), concerns the estimation and/or cofirmation 
of the half-life of an isotope of interest, by making use of the 
data obtained during the experiment.
The cumulative detector response, Dc , in equation (5.2) can 
be reduced, for large n to
DC = D1
e ' xT
V-e"xT (l-e'xT)2
D Die-XT
u e - Dc =  rrr • "  W t  <5 -6 )c 1-e Xl (1-e xl 2
This is a linear equation which can take the form
Dc = a*n + b
D D e ' xT
where a =  r? and b = -
l-e’xT (l-e’xT)2
A plot of Dc against n gives a straight line at large n with slope 
a and intercept b. The half-life of the isotope of interest can 
then be determined from the ratio a/b, since
_ Tln2 
T£ " Tn(T-a7b) (5.7)
5.2 Epithermal Neutron Activation Analysis (ENAA)
The ENAA technique involves selective irradiation of samples 
with neutrons from which the thermal component has been excluded. 
This is achieved by use of materials such as cadmium which has a 
neutron absorption cross-section such that it is effectively opaque 
to thermal neutrons but trasparent to epithermal neutrons above the 
cadmium cut-off energy. Activation with epithermal neutrons 
enhances the formation of some nuclides (of interest) compared to 
other radionuclides, owing to the high resonance activation inte­
grals they possess. This in effect suppresses the activities of 
those nuclides having an approximately 1/V cross-section with 
respect to the activities of all nuclides whose cross-section show 
high resonances in the epithermal region especially those nuclides 
with large I 0/c r0 values.
5.2.1 Cadmium Ratio
Cadmium Ratio has been defined before as the ratio of reaction 
rates for the two regions of thermal and epithermal as
t^hao+(Mo
CR ° ■ --V - r 1 -  <5 -8 >^e  o
where <f>^, a Q , <|>e and IQ are as defined in Chapter 3.
For a specific radionuclide, x, Cadmium Ratio, CR , can be obtained 
either by experiment or calculation using the standard Cadmium Ratio 
of gold or cobalt as discussed previously using Cadmium Ratio of 
gold CR^U , Cadmium Ratio of any radionuclide x can be obtained from 
the expression
where a and a fllI are the thermal cross-sections for radionuclide
0 5 A o 9 HU
x, and Au respectively and I and are the corresponding radio­
nuclides.
In this work it should be noted that the Cadmium Ratio for 
radionuclide x is defined as
PR = Activity of x due to irradiation in the bare tube fr. lfn 
x' Activity of X due to identical irradiation in the vb * ,uI 
cadmium sleeved tube
which is somewhat different from the conventional definition of 
Cadmium Ratio, where the activity of x is found to be identical 
irradiation in the same tube, under cadmium cover.
5.2.2 Advantage Factor
Advantage Factor is a measure of the degree of suppression of 
the activity of the interfering nuclide with respect to the nuclide 
under investigation. Advantage Factor, F^, can be defined as
C R j CR. .
where d and D denote the interfering nuclide and the nuclide under 
i nvestigation, respectively.
5.3 Single Elemental Standards
In order to exploit the particular features of the cyclic 
activation system (CAS),measurement of short-lived radionuclides 
under cyclic and conventional activation conditions was carried out. 
One of the objectives of this exercise was to look at the possibility 
of providing nuclear data such as detailed or precise information 
about gamma-ray lines, cross sections and half-lives of a number 
of selected short-lived isotopes, which may also be of use in 
activation analysis. In addition, one tried to determine best 
conditions for the detection of elements in biological environmental 
sample matrices, be they in terms of cyclic parameters, modes of 
detection, epithermal and mixed flux irradiations.
Finally, the aim was also to obtain information which will 
characterise.CAS. and thus allow absolute activation analysis to be 
carried out and compared with the conventional method.
5.3.1 Sample selection and preparation
Twelve elements Na, A 1 , Sc, Ge, Rh, Pd, Ag, Ce, Er, Hf and Pb 
were selected because on irradiation they produce short-lived iso­
topes and the nuclear data available is poor. This does not apply 
to A1 and Na which were chosen because of their significant presence 
in most biological and environmental samples producing high activat­
ion which masks the detection of signals of interest. There are 
additional attractions in trying to study the elements chosen, 
associated with environmental and medical applications e.g. Ge, is 
an air pollutant receiving considerable attention, Rh is present in 
platinum metals and found in river banks, Pd is found in white gold
and, Ce, the most abundant of the rare earth elements is now 
commonly used in self-cleaning ovens and can be found in river 
sands.
Elemental standards were obtained from 'Specpure' solutions 
prepared by Johnson and Matthey in concentrations of 1 g/100 ml. 
Micropipetts were used.and solutions made up to the correct volume 
with doubly de-ionised distilled water to give required concentrat­
ions.
From the pre-experimental work the elemental mass required to 
give enough activity for high precision detection for each element 
was determined. The required masses ranged between 1 to 40 yg and 
the standard stock solutions were diluted to give volumes of solution 
ranging from 10 to 40 yl for corresponding masses. The desired 
quantitites were micropipetted onto Whatman filter papers placed 
inside clean polythene irradiation capsules. Since preparation was 
always a day ahead, the solutions were evaporated at room temperature 
(20°C) to dryness for almost 24 hours in a laminar flow hood. It 
must be noted that the filter papers were rectangularly cut with 
stainless steel surgical blades to fit perfectly in the CAS capsules 
in order to maintain constant counting geometry. To check reproduc­
ibility between 4 to 6 of each elemental standards were used for 
irradiation.
5.3.2 Irradiation condition
Two sets of timing parameters were used: v(i) 'it.' = t = 10s, 
t.f = 0.4s, t„ = minimum, n = 15 cycles; (ii) t-. = t = 10s, tlf = Is,
VV i 1 c w
t^,= 2s, n = 15 cycles. The first timing parameters were chosen for 
optimum detection of isotopes with half-lives in the 11 to 18s
region and a total experimental time of approximately 5 minutes.
The second with longer transfer times was not aimed at producing 
optimum conditions but was done in order to accommodate a study 
where data were simultaneously recorded on both a LABEN-8000 multi­
channel analyser with magnetic tape output (for processing by use 
of modified version of SAMPO) and a new Nuclear Data ND-6600 system 
with output on magnetic hard disc. The Nuclear Data has its own 
peak search and processing routine and this made comparison between 
the two systems and the computer programs used possible. It is 
because the ND-6600 system could not cope with the shorter transfer 
times before counting commenced that the second set o f  timing para-, 
meters had to be used.
5.3.3 Results and Discussion
The summary of the results is presented in Table (5.1). It 
contains the isotope, gamma-ray energy used, sensitivity and cadmium 
ratio for the cadmium tube and bare tube irradiations as defined in 
section (5.2.1). The sensitivity of the technique indicates the 
smallest change the technique can detect. This is essentially a 
measure of error or it can be said to be error related. It is 
determined here in yg and a 2/B equivalent mass is used.
Some of the calculated cadmium ratios have relatively large 
associated errors, this is because, in some cases, the masses of the 
elemental standards were kept low (typically 10 yg) thus keeping the 
dead-time per cycle also low. In addition the errors may be due to 
poor statistics, particularly in the case of Na and Ce, because the 
solutions available had low concentration and there is a limit to the

volume of solution that can be evaporated on the filter paper 
without causing additional problems. All values of ewror quoted 
in the-bay# are worked out using Poisson statistics since as yet 
no dead time correction factor is available for Ruark-Devol stat­
istics.
At the time these experiments were carried out the cyclic 
activation system suffered from two gamma-ray background effects. 
These background effects have now (1983) multiplied. Then the 
main effect was provided by the reactor background gamma-ray lines 
from 65Zn (1115.4 keV) and 5lfMn (834.8 keV). The second effect was 
provided by the polythene capsule used as sample container which 
provided counts equivalent to about 6 yg of A1 (6.2 ± 1.6 ppm)
(Par. 81). The sensitivity of 28A1 quoted in the table has been 
corrected for the contamination in the polythene. The value for 
139Cem which is affected by t h e  contribution of the double escape 
peak from 28A1 has also been corrected. The most sensitive detection 
of hafnium is through the 216 keV gamma-ray energy; no isotope has 
been assigned to this energy as it is a combination of the two 
short-lived radionuclides 179Hf m (217 keV, 18.6s) and 178Hfm (214 keV, 
4.3s), with the former providing the greater sensitivity under the 
cyclic conditions chosen. It was expected that cyclic conditions 
may allow the detection of platinum through the isotope 199Ptm (14.1s) 
despite a low activation cross-section ((0.03) barns). However for 
the masses of the element used (< 10 yg) it is best detected through 
the longer-lived 199Pt (30.8 min, 4.0 barns) and the doublet at 
319 keV.
5.4 Standard Reference Biological Materials
To determine the best conditions for the detection of elements 
in biological environmental sample matrices, be they in terms of 
cyclic parameters, modes of detection, epithermal and mix-flux 
irradiations, five standard reference materials were analysed. The 
standard materials were NBS Orchard leaves, NBS Bovine liver, IAEA 
Animal Blood, the proposed IAEA Hair Standard (not certified) and 
Bowen's Kale.
This work was carried out in order to also make comparison of 
cyclic activation analysis in a mixed reactor spectrum with the 
case where irradiations are carried out under cadmium. However 
with one of these materials, NBS Bovine Liver, a single-shot 
conventional irradiation for the same total experimental time was 
performed in bare tube in order to also provide data for comparison 
with the cyclic mode of operation.
5.4.1 Experimental method
The five standard reference materials were prepared in powder 
form and weights ranging between 100 to 200 mg of the materials were 
put in clean standard polythene CAS capsules. It should be noted 
that the IAEA Hair standard refers to the powdered human hair 
material HH - 1, prepared in 1979 by the IAEA laboratory and 
distributed to interested laboratories in 1980. In the same way as 
single elemental standards a number of each biological standard 
reference material was used for the analysis to check the reprodu­
cibility of the technique.
Irradiations were performed in both the bare and cadmium
tubes under the same cyclic conditions (t. = t = 10s, t = Is,v i c w
t ,= - 0.2s and n = 15 cycles). For the sake of comparison of this w
technique with the conventional mode, a one-shot irradiation 
experiment using timing parameters t^ = 150s, t - Is, t = 200s in 
the bare tube for NBS Bovine Liver was also carried out.
5.4.2 Detection limits
The 'detection limit' can be defined as the minimum detectable 
quantity of an element or it is the smallest photopeak that can be 
distinguished with a certain confidence above the background activity 
of the sample. It can be used to assess or compare alternative 
techniques applied in the measurement of elements, particularly trace 
elements. Despite various definitions used, it is generally agreed 
that the statistical fluctuations in the background continuum is the 
fundamental limit of the detection of a peak. If the Poisson
statistical distribution is used, the standard deviation is equal to
the square-root of the count. Suppose B is the background count, then 
the standard deviation is ± v4l. Thus, the smallest signal, LD , 
detectable above the background may be expressed as a multiple of 
the standard deviation as
Ld  = f/B (5.12)
There are many ways background has been defined but in this work it 
is taken as the continuum counts underlying the photopeak 'full 
width at tenth maximum' (FWTM). The peak area above the FWTM
indicates that approximately 97% of a Gaussian peak area is enclosed
(Ker. 78).
The value of f depends on individuals and personal experience 
with such experimental results. If the above criterion (eq. (5.12)) 
for detectability is assumed, the statistical precision of the net 
signal counts is - (100/2/f)% (Spy. 76). Table (5.2) shows a 
selection of typical values of f, together with the corresponding 
risk of either falsely concluding that a peak is present when it 
actually is not (a )  or accepting non-detection of a true peak ( 3 )
Table (5.2) Statistical errors associated with the 
limit of detection
a = 3 { % ) 0.02 1.0 3.6 5.0 10 16 20
f 7.0 4.6 3.6 3.3 2.6 2.0 1.7
20 30 39 43 55 71 84
and the statistical precision. This means that if f is taken to be 
2, the highest acceptable risk of making either error is 16% and the 
peak area determined at this level is only possible with an 
associated error of ± 71%.
It should be pointed out that 'detection l imit1 of a particular 
element also depends on the sample matrix in which it occurs and 
upon interfering reactions, because they all contribute to the back­
ground underlying the photopeak of interest. The corresponding value 
of Lp is converted to yg/g of the sample and this should not be 
confused with 'sensitivity' which .is given in yg for it should be a 
measure of realisation of a change rather than quantity as is the
case with 'detection limit'. For these reasons it is essential to 
state both the type of matrix and the sample mass when quoting a 
detection limit (Spy. 73).
5.4.3 Results and discussion
Table (5.3) summarises the results obtained in terms of 
detection limits for five biological standard reference materials 
irradiated in the bare and cadmium tubes under the cyclic conditions
(t* = t = 10s, t = Is, t 0.2s andji = 15 cycles) for a totalI L W ^
experimental time of approximately five minutes. The values for 
165Dym and 179Hfm are quoted in counts obtained per mg of sample 
together with the calculated relative errors. Under the NBS Bovine 
Liver column marked 3, are the detection limits obtained for one- 
shot conventional irradiation in the bare tube. The liver sample 
matrix is chosen for the one-shot irradiation for comparison because 
it was found to be the least suitable for multi elemental cyclic 
activation analysis, when compared to one-shot irradiation. Never­
theless, in cyclic mode, the detection of 165Dym , ^ S c 01 and 190 is 
still possible but not with conventional activation and cyclic also 
provides a better detection limit for 77Sem . Not all the isotopes
detected are listed in Table (5.3). The only ones listed are the
most common amongst the materials analysed.
Figures (5.4 a and b) and (5.5 a and b), show the bare and 
cadmium tube cyclic activation spectra obtained for NBS Orchard Leaves 
(mass 165 mg) and IAEA Hair standard (mass 75 mg), respectively.
Table (5.4) is a listing of the numbered peaks assigned to each 
isotope and its gamma-ray energy and P is the pulser peak. It is
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Fig. (5.4) : (a) Bare tube cyclic activation spectrum obtained for NBS
Orchard Leaves (mass 165mg);(b) Cadmium tube cyclic activation 
spectrum obtained for NBS Orchard Leaves (mass 165mg).
Fig. (5.5) : (a) Bare tube cyclic activation specrrum obtained for IAEA
Hair Standard (mass 75mg);(b) Cadmium tube cyclic activation 
spectrum obtained for IAEA Hair Standard (mass 75mg).
Table 5.4 Isotopes and gamma-ray energies of numbered peaks 
in Figures 5.4 (a and b) and 5.5 (a and b)
Peak No. 
1
Isotope
i6 5Qy m
Energy
108.2
2 ^ S c m 142.5
3 77Sem 161.9
4 190 197.4
5 290rm 208.0
6 i79Hfm 214.3
7 5 it i 320.0
8 e+ (annih) 511
9 86Rbm 555.8
10 38Clm 670.0
11 27M g / 36Mn 844.7/846.9
12 27Mg 1014.1
13 66Cu 1039.0
14 2l+Na 1368.4
15 52y 1434.4
16 20p 1633.1
.17 38C1 1642.0
18 28A1 1778.9
19 56Mn 1810.7
20 56Mn 2112.8
21 38C1 2166.8
22 24Na 2753.6
23 49Ca 3083.0
interesting to note that although no 20F photopeak is seen in the 
Orchard leaves spectrum irradiation in the bare tube, the 20F 
energy line is clearly seen in the spectrum obtained under cadmium 
and the 38C1 as well as 56Mn (19 and 20) peaks are suppressed. A 
number of other peaks notably 190, 79Brm , 179Hfm and 86Rbm have 
better signal-to-noise ratios under cadmium than in the bare tube, 
however 52V is suppressed in the former and can only be detected in 
the bare tube irradiation.
The background obtained for the hair standard spectrum is 
generally lower under cadmium tube than bare tube irradiation. This 
may enhance the signal-to-noise ratio of some isotopes and allows 
for example the detection of 128I which is the prominent photopeak 
to the left of peak 8, at 442.7 keV with better precision. 37S at 
3102.4 keV has also been detected in the bare tube irradiation.
This is the small peak at the higher end of the cumulative spectrum, 
beyond the pulser. The value for Se concentration in the Hair 
Standard was found to be 0.31 ± 0.07 iig/g. It could be claimed that 
an additional advantage of epithermal cyclic activation is that more 
of the sample could be used because of the lower backgrond obtained 
in the spectra but this may be less obvious when studying biological 
materials which are only available in very small quantities.
5.5 Short-lived Fission Products
Considerable work has been done on gamma-ray spectrometry of 
fission but emphasis has always been on the longer lived nuclides. 
The few short-lived products studied, have been measured by using 
chemical separation, gas flow methods and delayed neutron counting.
An indirect determination of half-lives of short-lived fission gases 
using a gas flow method was performed (IAE. 69). Half-lives of 
isotopes of Kr (9.1 , 92, 93) and xe (139, 140, 141 , 142, 143) were 
determined. Large et a l . (Lar. 69) carried out some investigations 
on high energy gamma-rays from short-lived fission products. Yields 
and Q^_ values for a number of products were also determined. Kratz 
and Herrmann (Kra. 73) were able to determine yields of short-lived 
fission products in the 50-neutron-shell region in thermal-neutron- 
induced fission of 235U using chemical separation. Identification 
of short-lived isotopes of Ge, As, Se with half-lives down to a few 
tenths of seconds e.g. 0.3s 87As and 0.9s 86As was carried out. 
Larsen et a l . (Lar. 74) have also looked into measurement of the 
yield of short-lived gamma-ray emitting nuclides from fast and 
thermal neutron fission. Another work on on-line separation and 
identification of several short-lived fission products has been 
carried out by Eidens et al. (Eid. 70) who ran a device for nuclear 
spectroscopy of short-lived fission products at the focus of the 
gas-filled on-line mass separator at the FRJ-2 reactor. The para­
meters measured include t ,, E_, E , I using 3-y and v-y coincidencea 3 Y Y 11
counting deducing Q D , I_ and log ft. They also deduced levels, J,
p p
and it.
The only relevant work on short-lived fission products which 
utilises cyclic activation, with a Californium-252 source, was 
performed by Gage et a l . (Gag. 72). They presented experimental 
examples to demonstrate the enhancement of short-lived, radio­
isotopes in a complex mixture of several gamma emitters. They 
claimed that the examples have shown that the cyclic activation
technique does have potential application in industrial process 
analysis and control e.g. nuclear fuel fabrication. Finally they 
demonstrated the usefulness of the cyclic activation counting 
procedure with the 252Cf source for the assay of enriched uranium 
suggesting potential special nuclear material safeguards application.
In this study, cyclic activation analysis is used for the 
analysis of complex spectra obtained from short-lived fission 
products produced on neutron irradiation of natural uranium and 
thorium in both a mixed reactor flux and under a cadmium sleeve in 
the cyclic activation system (CAS).
Between 5-40 yg of natural uranium and 1-5 mg of thorium were 
irradiated in both the bare tube and cadmium sleeve. The main 
timing parameters used were t^ = t Q = 10s, t = i^i= 0.4s n = 15 
cycles. Other sets of timing parameters were also tried (t^ = t = 2s,
= V ‘ °-4s; s-= *c= 5s> *w= V = °-4s)-
The data from each individual cycle was stored separately on 
magnetic tape. This enables the dead time correction to be carried 
out on each individual spectrum before summing. In addition it 
allows the estimation of the half-life of the radionuclide of 
interest from the photopeak from each spectrum in order to confirm 
identification in complex gamma-ray spectra.
5.5.1 Results and discussion
Fig. (5.6) shows the cumulative detector counts for natural 
uranium using condition t. = tc = 10s, t = 1^.= 0.4s for n = 5, 10,
15. This is to illustrate the relative growth from one cycle to the 
other. Table (5.5) contains the measured half-lives to identify
1r A I® n = L5 oyoles
,  1*1 hi n = 10 c y c le s
4 1 ^
WiWklljilL luiiu
thti
10
Fig. (5.6) : The cumulative spectra of fission products of natural
uranium for 5,10 and 15 cycles illustrating the growth
of individual photopeaks depending on the half-life of
the isotope of interest.under condition t.=t =10s, t =
l c • w
twl=0.4s/n=15 cycles.
fission products detected in natural uranium using CNAA. Also 
present in the table is the list of the energy of the photopeak 
and likely candidates.
Equation (5.7) is used to estimate the half-life. The 
estimation of half-life has been made simply to identify or confirm 
the presence of radionuclides e.g. in the case where the estimated 
half-life of radionuclide of interest was found to be 4.9 ± 0.6s 
for 87Se at the photopeak energy 469.1 keV. The estimated half-life 
agrees with the literature value within experimental error. On the 
other hand there are cases where the estimated half-life could not 
help in ascertaining the identity of the radionuclide except to 
indicate multiple contribution. In the same way spectra from thorium 
irradiated in both mixed reactor flux and under cadmium sleeve do 
not show any significant peak other than the background and inter­
ferences peaks.
Cyclic activation can be a useful method in determining the 
yield of short-lived fission products and confirming their identities 
where interference may occur through estimates of the half-life of 
the isotope of interest (Ade. 82). If the latter still proves that 
more than one radionuclide has contributed to the peak then the 
timing parameters can be changed and the relative contributions of 
the isotopes in the photopeak change. This can therefore lead not 
only to confirmation of identity but also to respective yields. The 
results of half-lives measurements to identify fission product 
detected in natural uranium are in Table (5.5).
Table (5.5) Measured half-lives to identify fission product
detected in natural uranium using CNAA
Energy Estimated *
Peak Likely Candidate
(keV) Half-life (s)
1 119.4 2.5±0.3 101Zr(2.0s); 148Ce(48.0s)
2 172.8 10.2 ± 1 .2 144Ba (10.7s)
3 210.3 19. 3 ± 2 .3 1£+3Ba(12.0s); 103Tc(54.2s)
4 276.4 7.8±0.9 101Nb (7.1s)
5 297.0 7.3±0.8 i3'*SbF (10.3s)
6 469.1 4.9±0.6 87Se (5.8s)
7 528.2 7.9±0.9 118InF (5.0s)
8 534.6 8 . 9 ± 1 .1 88Se(1.5s); 100NbF (l.5s)
CHAPTER 6 TRACE ELEMENTS IN BIOLOGICAL STANDARDS AND
ENVIRONMENTAL SAMPLES
Elements which occur only in small amounts within a given 
matrix are generally referred to as trace elements. The term 
'trace e l e m e n t 1 was adopted by early workers who were unable to 
measure their precise concentration by analytical methods and 
loosely described them as occurring in traces. Some of these trace 
elements added to the 11 major elements of low atomic weight which 
constitute the bulk of living matter, make up at present, 26 of the 
90 naturally occurring elements, classified as essential for 
animal life. The major elements are H, C, N^ 0, Na, P, S, Cl, K, Ca 
and Mn and there are 15 other elements generally accepted as being 
essential: F, Mg, Si, Cr, Fe, Co, Ni, Cu, Zn, Se, Mo Sn, I, V and 
As, the last two being the most recently established. B may also 
be considered as essential for the higher plants.
Evidence for the role of trace elements in health and disease 
processes can be traced as far back as 3000 B.C. It was described 
then that goitre can result from iodine deficiency and seaweed was 
listed among the therapeutic agents. Trace elements, apart from 
their toxicological effects, play a major role in disease mechanisms 
when there is too little of a trace element, too much of it, or when 
there are disturbances in their utilization and metabolism. Some 
of the early elements were discovered to be connected with well 
known clinical disease e n t i t i e s  such as iron deficient anaemia and 
goitre due to lack of iodine but others have not been proven beyond 
doubt to be associated with particular diseases. There are some
areas where trace element function may be implicated aetiologically, 
they include atherosclerosis, cerebral arterial disease, cancer, 
cardiomyopathy, muscular dystrophy. In addition some degenerative 
diseases of the central nervous system and possibly some diseases 
associated with degenerative osteoarthritis can also be implicated 
(Sch. 72). A detailed discussion of the most important trace 
elements functions and their connections to well known clinical 
disease entities can be found in Underwood (Und. 71) and Newberne 
(New. 76).
There is an increasing concern about trace levels of some 
toxic metals including Pb and Cd, which have been shown to be health 
hazards, in our environment. Humans are exposed to these potential 
carcinogens via the inhalation route, by dermal contact, ingestion 
and via the food chain. Metals and their compounds are primary 
carcinogens and they have been suspected as human carcinogens for 
many years. Hutchinson in 1888 attributed skin cancer in humans as 
a result of arsenic exposure. It was observed in 1900 that men who 
loaded chromate ores in gunny sacks developed ulcers of the nose as 
well as nasal pharynx cancer or lung cancer (Kha. 71). Since metals 
are not biodegradable they may become permanent contaminants in our 
environment. Thus there is the need from the point of view of 
occupational and environmental exposure and hence carcinogenic 
potential, to study metals as a class more thoroughly and with 
greater care.
The determination of trace elements in different types of 
materials is of importance in many fields of science and human 
enterprise: medicine, biology, public health and industry. All 
rely upon the results obtained by analysts. A reliable technique
which involves the use of the absolute method in instrumental 
neutron activation analysis has been employed to measure the 
concentration of toxic metals in particular and trace elements in 
general using short-lived radionuclides. For completeness long 
lived radionuclides were studied in order to enable correlation to 
be made for both toxic metals and essential trace elements in a 
variety of materials.
6.1 Analysis of Standard Reference Materials
In preliminary investigations when environmental samples were 
irradiated and analysed by the comparative method a number of the 
elements detected in the samples were either not present or did not 
have certified values in standard reference materials used in such 
analyses. In addition some of the elements with certified values 
of concentrations had large errors associated with them. The worst 
cases observed were the ones resulting from the detection of short­
lived radionuclides since few investigators have the facilities for 
their measurement. Guinn and Hoste (Gui. 80) in their review showed 
that only few elements in the standard reference materials could be 
detected with precision corresponding to a relative standard deviat­
ion better than 10% using instrumental neutron activation analysis. 
Some of the elements that fall into their categories of border line 
detection (arei °f ^ 50-100%) and undetected (a -j of > 100%) have 
short lived isotopes which could be utilized for the determination 
of the concentration levels. Amongst these are F, I, Pb, U and V. 
All except Pb have been detected in 3 of these standard reference 
materials available, with precision better than that stated above, 
using mainly cyclic activation analysis.
6.1.1 Selection and preparation of standard reference materials
There are a number of biological standard reference materials 
but only a few are commonly available for analysis. These are 
B o w e n ’s Kale, NBS Bovine Liver, NBS Orchard Leaves, IAEA Animal 
Muscle, IAEA Animal Blood and IAEA Human Hair. In all the experi­
ments carried out.in this project Bowen's Kale (the cheapest, most 
readily available and prepared in England) was always used. Its use 
is world wide and most of the essential elements of interest for a 
large variety of applications have certified values. . Table (6.1) 
shows the certified values of concentration by dry weight of Bovine 
Liver, Orchard Leaves and Bowen's Kale. The table also includes 
elements with large errors on their concentration values. The 
other reference materials chosen, in particular Bovine Liver and 
Orchard Leaves were useful since they served for intercomparison 
with other analytical laboratories.
Sample preparation is a crucial stage for any trace element 
analysis. To obtain a reliable result all the requirements for 
good preparation procedure must be strictly adhered to. The 
procedure adopted is as follows: thorough cleaning of the polythene 
containers by first washing in Decon 90, rinsing in double deionised 
water and drying, at room temperature, in a laminar flow cabinet.
The cleaned and empty capsules are weighed and then re-weighed 
after the samples have been introduced. Since standard size capsules 
used for cyclic activation are very small (inner diameter is less 
than 8 mm) it is not possible to pelletise the samples, effectively. 
As the standard reference materials are believed to be homogeneous
Table 6.1 Certified Elemental Concentrations of Bovine Liver (1577)
Orchard Leaf (1571) and Bowen's Kale in yig/g dry weight 
(250 mg)
Element Bovine Liver (1577) Orchard Leaf (1571) Bowen's Kale
Ag (0.06) - 0.0155 (2)
Al (23.6) - 36.9±7.0 (15)
As (0.055) 10±2 0.126±0.023 (48)
Au (0.006)* - 0.00191±0.00061 (13)
B - 33±3 48.9±6.3 (14)
Ba (0.22)* (44) 5.0 2 ± 1 .0 (5)
Br (8.5)* (10) 24.6±2.3 (24)
C - - 44800±37000 (3)
Ca (123) 2.0910.03% 41000±2180 (45)
Cd 0.27±0.04 o . m o . o i 0.874±0.156 (38)
Ce - - 0.127±0.060 (3)
Cl (2600) (690) 3650±350 (18)
Co (0.18) (0.2) 0.0624+0.011 (36)
Cr (0.20)* 2.6±0.3 0.37010.089 (27)
Cs (0.013)* (0.04) 0.077310.006 (11)
Cu 193±10 12±1 4.901±0.65 (68)
Eu
/
- - 0.0049±0.0015 (3)
/ F _ _ - (4) 5.87±1.02 ( n ° )
Fe 270ifc20 300±20 118±17 (54)
Ga - (0.08) 0.0267±0.0027 (3)
H - - (56800)
Hf - - (0.013)*
Hg 0.016±0.002 0.155±0.015 0.168±0.025 (38)
I - (0.17) 0.13710.090 (7)
In - - (0.00062)
La - - 0.0879+0.015 (9)
Lu - - (0.02)* (1) ?
Table 6.1 (continued)
Element Bovine Liver (1577) Orchard Leaf (1571) Bowen's Kale
Li - (0.6) (1.56)
K 0.97±0.06% 1.47±0.03°Z 2.4250±0.1310% (46)
Mg (605) 0.62±0.02% 1580+100 (32)
Mn 10.3±1 91 ±4 14.95±1.40 (56)
Mo (3.2) 0.3±0.1 2.25±0.37 (37)
N 10.6±0.6% 2.76±0.05% 4.2640+0.1300% (17)
Na 0.243±0.013% 82±6 2393±326 (36)
Ni - 1.3 ± 0 .2 0.916 ± 0 .162 (8)
0 - - 39700 (2)
P - 0.21±0.01% 4524+133 (22)
Pb 0.34±0.08 45±3 2.48±0.57 (22)
Pd - - (0.026)*
Pt - - (0.2)*
Rb 18.3±1 12±1 52.9+4.4 (19)
Ru - - (0.0045)*
S - 1900 1.6430±0.2380% (19)
Sb (0.016)* 2.9±0.3 0.654±0.0113 (9)
Sc (0.001)* - 0.00816±0.00012 (9)
Se 1.1±0.1 0.08±0.01 0.13 3 ± 0 .021 (42)
Si - - 243±8 (5)
Sm - - 0.081±0.077 (4)
Sn - - 0.217±0.037 (7)
Sr (0.14) 37±1 87.3±18 (14)
Th - 0.064±0.006 0.0098 (2)
Ti - - 2 . U 1 . 6 (3) ?
U (0.0008) 0.029±0.005 (0.0108) (2)
Tl - - (0.15)
V (0.06)* - 0.393+0.065 (9)
W - - 0.0606±0.0074 (6)
Zn 130±10 25±3 32.70±2.3 (67)
Table 6.1 (continued)
OTHER TRACE ELEMENTS
Element Bovine Liver (1577) Orchard Leaf (1571) Bowen's Kale
Be - 0.027±0.01
Bi - (0.1)
Eu - 0.0049±0.0015 (3)
Ru - (0.0045)
Sm - 0.081±0.077 (4)
Ta (0.05)
Te ’ - 0.01
T1 - - 0.15
( ) represent only one value from one technique 
* represents one value with poor precision 
Not measured
The number of measurements considered before arriving at the Bowen's 
Kale values are given next to the values.
there is no need for regrinding or mixing. The only precaution 
taken is to keep the samples in their original container away from 
moisture and contaminants, until required.
For every material and every irradiation condition 4 to 6 
samples of masses varying between 100 and 150 mg are used. In the 
case of one-shot conventional irradiation the sample after irradiat­
ion was transferred to another clean capsule for counting, thus 
eliminating the activity of the container. The weighing of the 
sample, usually in pellet form, and the polythene capsule took place
after counting and not before it. Table 6.2 lists the count rate of
*
each radionuclide present in the CAS capsule which is inevitably 
counted with the sample.
6.1.2 Cyclic and conventional activation timing parameters
Timing parameters to be used for the cyclic activation analysis 
of the standard reference materials could be optimised, as discussed 
in Chapter 5, for each individual isotope expected to be present. 
Alternatively a set of parameters which may not necessarily be 
optimum but which would be suitable for the majority of cases could 
be chosen. The latter is preferred for two reasons: optimazation of 
timing parameters for each individual isotope is time consuming and 
expensive, and the detector response for a given half-life of interest 
is not strongly influenced by small changes in the timing parameters, 
therefore three sets of timing parameters were chosen as tabulated 
in Table (6.3). Equations (2.30) and (2.29) give the detector 
response for the cyclic and conventional activation modes respecti­
vely and could be used to define the detector response ratio between
Table 6.2 Elemental composition of CAS capsules and count rate
at a given irradiation condition* 
(and background contribution)
Count rate
Element Energy (keV) Photopeak area
counts-1
e+ 511.1. 757+56 5.0
28A1 (d.e) 756.0 482±37 3.2
56Mn+27mg 846.0 914±46 6.1
65Zn 1115.4 838±42 5.6
28A1 (s.e) 1267.1 213±35 1.4
1,1 Ar 1293.6 656±42 4.4
20F 1633.1 49±23 0.3
28A1 1778.9 4822±77 32.1
Comment on contributors
system magazine 
Air
system magazine
* Irradiation condition: t. = t = 10s, T , = 1, t = 2s, n = 15 cyclesi c  w r
using A1 bare tube.
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the two, for the same total experimental time, as:
(b.<;
con
The ratio r could be translated as the enhancement factor of cyclic 
activation analysis for short lived radionuclides over the convent­
ional mode and is shown in Figure (6.1). It can be seen that for 
the timing parameter chosen, D is to be preferred for isotopes 
with half-lives up to 100s, with detector response, D , for 
isotopes in the range of 6 to 40s, varying only by a few percent, 
confirming an earlier claim.
There are a number of ways in which to vary the timing para­
meters. If these are doubled, retaining the number of cycles 
constant, the shorter range of half-lives is still favoured and as 
can be seen in Figure (6.2), D doubles but D , for the longer
t»Jr L  L U f l
lived isotopes quadruples, both being achieved at the expense of 
longer experimental time. In effect if long-lived isotopes are 
present in the matrix, they will benefit more than the short-lived 
isotopes if the timing parameters or total experimental time is 
doubled and would therefore mask the detection of shorter-!ived 
isotopes. However the range over which Dc^ c is to be preferred is 
now extended up to 200s. This need not necessarily be an advantage 
since a broader range of half-lives suggests that the technique has 
lost its power of selectivity. Similar results were observed when 
the number of cycles was doubled keeping other parameters constant. 
Therefore choice of cyclic timing parameters enables the experimenter 
to select a range of half-lives and the width of the range can be 
determined by the total experimental time.
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6.1*.3 Irradiation and counting conditions
The standard reference materials were contained in clean 
polythene capsules in powder form for cyclic activation and pellet 
form for ICIS and CT irradiations. All irradiation conditions are 
summarised in Table (6.3) for the three irradiation facilities used.
6.1.4 Results and Discussion
Data obtained from the counting of samples irradiated under 
the conditions scheme (1) and (2) are stored on magnetic tape.
Data from each cycle is stored separately to enable dead time 
corrections to be made and also to study the growth of short lived 
radioisotope peaks. The data was analysed using the SAMPO program. 
All other data, from ICIS and CT modes of irradiation were analysed 
with the aid of Nuclear Data ND6600 computer.
The essential trace elements with short-lived isotopes 
detected by cyclic activation analysis in Bowen's Kale, NBS 
Orchard Leaves, IAEA Animal Muscle and IAEA Animal Bone are listed 
with their precisions in Table (6.4). In addition to these essent­
ial elements, other trace elements such as A 1 , Sc, Sr and Hf were 
also detected with fairly good precision.
The precision quoted in Table (6.4) could be improved 
significantly if the polythene material of which the capsules are 
made, contained less contaminants, especially A 1 , which contribute 
considerable background counts to lower energy peaks and make the 
total activity very high, introducing dead-time error. However 
more importantly the requirement is for drastic reduction of the
Table 6.4 Precision of Elements Detectable by Cyclic Activation
Analysis in Standard Reference Materials
Bowen's NBS Orchard IAEA Animal Animal
Element
Kale Leaves Muscle Bone
F ++ + ++
I ++ ++ ++ +++
Mg + ? ++
Sb - ? ++
(+++) High precision corresponds to a relative standard deviation 
< 5% of the value.
(++) Medium precision corresponding to a relative standard deviatic 
(arel of * 10%).
(+) Poor precision = a of ^ 20-40%.
(?) Border line detection = a -j of 50-100%
(-) Undetected e a i of > 100%.
detector 'background activity'. The background contributions from 
65Zn (1113 keV), 5lfMn (834 keV) 60Co (1172, 1333 keV) and 41 Ar/
59Fe (1293 keV) have been increasing over the past three years.
All these are at high energies producing a large number of counts 
to the background of low energy peaks. Two sources are considered 
mainly responsible, the sample magazine which should be thoroughly 
cleaned and decontaminated, and a spring which is at the end of the 
irradiation flight path of the sample and which has become rusty, 
due to leakage, requiring replacement when the reactor is shut 
down for maintenance.
Elemental concentrations and detection limits (2v6) of some 
elements with certified values in Bowen's Kale were determined 
using the absolute method. Scheme (8} was used to obtain results 
listed in Table (6.5). Some samples were counted at varying source- 
to-detector distances. It was not difficult to obtain reproducible 
values despite the varying counting geometry because the detector 
used had been previously calibrated.
The error on each concentration is obtained by using
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where c?s, a , a,, are the errors for counting statistics
e ^ a o o
(v^ S + 2B), efficiency, flux, cross-section (from literature) and 
resonance integral (also from literature) respectively.
All the elemental concentration “values measured in dry weight 
agree with recent values (Bow. 74). In some cases large errors 
were quoted due to the error associated with the cross-section and
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resonance integrals as found in the literature. However there were 
a sufficient number with better precision to validate the technique 
including values for short lived isotopes, half-lives < 1 0  minutes. 
Other elements, e.g. A1 and Ti, were also detected but could not be 
measured because of poor counting statistics.
Table (6.6). lists the elemental concentrations and detection 
limits in NBS Orchard Leaves and NBS Bovine using scheme (9). The 
majority of elemental levels determined in this work agree with 
certified values. In addition elements not certified in some cases, 
e.g. Au, La, Sm and Ta, which had not been previously determined in 
Orchard Leaves, have been measured. The Br values for both 
standards have also been determined with greater precision. The 
values of Ta and Au in Bovine Liver do not agree with the values in 
the literature. The peak for Ta was significant and there was no 
possible interference since the sample was allowed to decay for two 
days or more.
6.2 Elemental Concentrations in Environmental Samples
All plants and animals, including man, depend on the soil for 
their supply of mineral nutrients. Animals, unlike plants, can move 
around to obtain minerals from a number of soils of different 
composttions and plant species. This enables them to obtain enough 
to sustain their health, fertility and productivity of stock if they 
are not restricted to a single type of soil.
Food normally supplies a major proportion of total trace 
element intakes by animal and man, except in certain cases where 
intake contributions from water and the atmosphere may be significant,
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for example near mines and factories where substantial atmospheric 
pollution can occur. It is very difficult to relate trace element 
deficiencies, toxicities and imbalances in the soil to man. Food 
from different soils (imported and local) is available to man and 
the imbalances of trace elements in one are often.compensated for 
by the others. Also treatment of food (including processing 
standard of cleanliness at the retail and domestic level) can affect 
the balance of trace elements in foods. This may not be so where 
choice of food is poor because of poverty, ignorance or prejudice 
and locally grown foods on soils which are deficient or which 
contain in excess some trace elements, when consumed may adversely 
affect human health.
Soil-plant-animal interactions are very complex but there is 
sufficient evidence to indicate that the incident of diseases in 
animal is due to plants, which they consume, growing on soil which 
is either deficient in some trace elements (e.g. I, Co, Cu and Se) 
or toxic to the animal. A typical example is the chronic Cu 
poisoning in sheep and cattle. Subnormal levels of iodine in the 
soils from which the food is derived have been correlated with the 
incidence of goitre in man and animals in many areas.. On the other 
hand it has been observed that there is a high inverse correlation 
between incidences of various form of cancer in man and the Se 
status of the soils and crops in various areas. In some studies 
carried out in parts o f  England and Holland, differential mortality 
from cancer of the stomach have been correlated with the soil type. 
Also in New Zealand, a similar report related highest prevalence of 
total cancer, total digestive tract cancer and stomach cancer with
particular type of soil. One of the interesting reports is from 
Finland where a significant decrease in the incidence of cancer 
due to the increasing Mn content in the cultivated soils was 
observed. Another study of two towns in New Zealand indicates 
the differences in caries incidence on different soil types 
despite similar socio economic conditions, dietary habits and 
fluorine content of the drinking water. The soil of the town where 
lower prevalence of caries among the children is observed is richer 
in Mo, A1 and Ti and poorer in Cu, Mn, Ba and Sr. Without enough 
evidence this difference was suggested to be due to richer Mo in one 
town soil than the other.(Lud. 69, Und. 71, New. 76).
In this section the technique developed is applied to the 
determination of elemental concentrations in soil .samples. The v 
values are used to establish the level of trace elements in a 
number of soil samples which were suspected of being contaminated. 
The possibility of any correlation or inverse correlation between 
the essential trace elements and between metals detected in the soil 
was also considered.
6.2.1 Sampling and sample preparation
.A number of constraints are imposed on instrumental neutron 
activation analysis techniques for application to soils due to the 
varied character.and composition of the material. .The most 
important is the heterogeneous nature of the soil. Proper sampling 
and a large number of samples are needed to ensure that the analysis 
is representative of the parent material. One of the distinct 
advantages the technique has is that it is rapid and could be 
employed on a routine basis.
Soil samples are collected from 10 locations, mainly back- 
gardens of houses around a metal workshop and factory in the East 
End of London, from which effluent normally discarged through a 
drain pipe into a large tank and then into the local sewer, may 
have permeated into the surrounding groundwaters and soil, because 
of a crack in the container tank. Analytical information was 
required by environmental authorities in order to establish whether 
contamination by heavy metals of local soil had occurred especially 
that of vegetable gardens in the vicinity, before a licence could 
be reissued for the premises to continue being used as a factory 
site, after repair to the tank. The firm was to remain anonymous 
to the analyst.
About 2 kg of each soil sample were obtained and stored in 
large plastic bottles which had been thoroughly cleaned with double 
deionized water and treated with mild nitric acid to remove any 
possible contaminants.
A portion of each sample used was oven dried in a clean petri 
dish at a temperature of - 60°*C for 17 hours. The samples were 
weighed both before and after drying to determine the percentage 
loss in weight due to drying and the values range between 27 and 
38. To homogenise the samples, they were contained in clean poly­
thene bags of four-layers cover and mechanically ground. Coarse 
particles were separated after initial grinding and the fine powder 
was reground to ensure thorough homogeneity of the sample. The 
fine powdered soil material was then put in clean polythene capsules 
with covers and stored in a constant environment.
The irradiation and counting modes described earlier in 
Table (6.3), employing mainly short-lived isotopes were used.
Again 4 to 6 sets of each sample were carefully weighed in the 
standard CAS capsule to ensure representativeness. For the CAS 
irradiation, sample size ranged between 20 to 50 mg. In the case 
of ICIS and core tube irradiation modes the range increased up to 
80 mg. Since soils generally contain significant concentrations of 
such elements as Na, A1 and Mn which become very active when irrad­
iated in a neutron beam sample sizes are kept to a minimum. The 
technique developed which involved precalibration of the detector 
enables counting to be done at any chosen detector geometry, in 
order to ensure good statistics and low dead times.
6.2.2 Experimental method
A combination of cyclic and conventional analysis modes 
performed with a different neutron energy spectra in conjunction 
with 2 different Ge(Li) semiconductor detectors was used as before 
(Table (6.3)). Most of the irradiations carried out in the cyclic 
activation mode were under Cd. ECNAA, as discussed in the last 
chapter leads to suppression of activities of nuclides e.g. 24Na, 
28A1 and 56Mn present in soil in a significant amount, with 1/v 
cross-section.
6.2.3 Interference reactions
There are interfering reactions which compete with reactions 
of interest to produce the same product from the activation of 
combined thermal and fast neutrons. These interferences are signif­
icant when samples are irradiated in the core tube and when the 
quantities of elements producing the interference are large in the
matrix as in the case of soil samples. A typical example is that 
of 27A1(n,y)28A l ; 28Si(n,p)28Al and 31P(n,a)28Al when quantities 
of Si and P are large in the soil matrix. The same method 
described by Kerr (Ker. 78) was used to investigate this interfer­
ence. Samples were re-irradiated after all previous activity had 
decayed. The same conditions of irradiation were used but the 
sample was contained in Cd boxes. Two simultaneous equations could 
then be established for cases with and without Cd cover (box) and 
be used to estimate the magnitude of the contribution from the 
interfering reactions ((n,p) and (n,a)). In the case of the cyclic 
mode contribution from the capsule and the background have to be 
taken into consideration.
There are other interfering reactions in a soil matrix, such 
as 26Mg(n,y)27Mg; 27A1(n,p)27Mg; 31Si(n,a)27Mg and 37C1(n,y)38C 1 ; 
41K( n ;ia ) 38C1 for the production of 27Mg and 38C1 respectively. Kerr 
(Ker. 78) has listed the relative contribution from core and thermal 
irradiations. He calculated the relative contributions on the basis 
of an average soil composition determined by Bowen (Bow. 66) and 
published cross-section (De S. 72). The most striking thing is the 
huge contribution ^  88% of the 27Mg photopeak due to the 27Al(n,p) 
27Mg reaction. Some of these values were used especially for the 
core irradiations as it was assumed that the reactor neutron fluxes 
had not changed significantly since then to affect this ratio.
6.2.4 Results and Discussion
The summary of the concentrations determined for elements 
detected by cyclic activation analysis is in Table (6.7a). A total 
of 16 isotopes were detected and measured. They are isotopes of A 1 ,
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Ba, Cd, Co, Dy, F, Hf, I, Mg, Pb, Rh, Sb, Sc, Se, Sr and V.
The elemental concentrations determined using ICIS are listed 
in Table (6.7b). 11 elements were detected and they are A 1 , Ba, Ca,
Dy, Mg, Mn, Na, Sm, Ti, U and V. Since only a short decay time is 
allowed after the irradiation most of the isotopes detected are 
short-lived. Since A 1 , Ba, Dy, Mg and V had been detected by cyclic 
mode, the ICIS mode therefore produces information about an addit­
ional six elements. This implies that if only short-lived radio­
nuclides were studied, the combined CAS and ICIS modes would detect 
a total of 22 elements.
For completeness, long irradiations were also carried out in 
the core tube (270 /3°CT) and the concentrations of the elements 
detected and measured are summarised in Table (6.7c). The elements 
detected are 20 in number: As, Au, Br, Ce, Cr, Eu, Fe, Ga, Hg, K,
La, Lu, Na, Sb, Sc, Sm, Ta, W, Yb and Zn. Since Na, Sb, Sc and Sm 
had been detected using the combined CAS and ICIS modes an additi­
onal 16 elements have been determined here. If only long-lived 
isotopes were studied only 20 elements would have been detected 
compared to 39 elements when short-lived isotopes are also included. 
Table (6.8) summarises the essential bulk and trace elements 
detected in soils and their mode of detection.
6.2.4 (a) Heavy metals in soil
Egan's (Ega. 77) adage, well known to sewage treatment employes, 
states that 'no two sewages are alike', this is also true for the 
soil samples analysed in this work. For example, V, Hg and Zn 
contents vary by factors of 2, 3 and 6 in the samples analysed.


Table (6.8) Essential Elements Detected by
Respective Irradiation Facility
Cyclic ICIS 270 7 3 C T
Bulk Cl Ca, Mn, Na K, Na
Trace Co, F, I, Se Mg, V, Cu As, Cr, Fe, Zn
If the values of elemental concentrations of these soil 
samples are compared with values found in the literature for soils 
and sludges, the values of some heavy metals such as Ba, Co, Cr, Fe, 
Mn, Sc, Sr and V fall safely within these ranges. The same applies 
to Ga and La. This cannot be said of others such as As, Cd, Hg, Pb, 
Sb, Se and Zn. The values of As and Pb are high for soil but not 
for sludges. The same applies to Cd but because it was detected in 
only one sample and with the very poor precision the value cannot 
be seriously considered. Sb and Se concentration levels are high 
when compared to values quoted for soils arid sludges but are not 
considered dangerous at these levels. Hg and Zn concentrations in 
the soil samples were found to be high when compared with other soil 
levels, however not necessarily higher than ranges for sludges but 
still were a case for concern.
When individual soil samples are examined, sample CA6 is 
chosen for comparison since it was purported that the soil came
from a place not affected by environmental pollution. No Cr, Cd or 
Pb were detected in this sample and it also has the lowest concentr­
ation of Sb. Consistently high values of some metals are found in 
sample CAT and Pb was detected in CA1 and CA7 only, with the 
concentration in CAT twice that of CA7. CAT also contains the 
highest concentration values of Hg, Sb and Zn and the second highest
of As and Fe. The Cr value is moderate and no Cd was detected. Cd
was only detected in CA4, otherwise elemental concentrations in 
these soils (CAT and CA7) had moderate values with the exception of 
Hg which was below the detection limit in CA7.
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are Histogram of elemental concentration in the 
samples for As,Cr,Co and Hg respectively.
The distribution of heavy metals in the samples, in yg/g 
dry weight, is summarised in Figures (6.3 a-h). In cases where the 
element was not detected, the detection limit is used and no error 
bars are included. It is interesting to note that the figure for 
As shows a significant variation from sample to sample and is 
highest for 'uncontaminated' sample CA6. Repeated analysis of this 
soil yielded the same result, within experimental error; the 
unusually high value could not be explained nor traced back to the 
cracked tank, and was a matter for concern. The level of Zn and Hg 
is usually high in sample .CA1 and since the effect of toxicity could 
be additive, if a number of toxic elements are present in soil in 
large concentrations, this particular area of soil was pinpointed 
as one requiring special consideration.
6.2.4 (b)- Correlation coefficients
In continuation of the study but not anymore the concern of the 
environmental authorities, the inter-relationships between the 
heavy metals and some essential trace elements were also checked by 
determination of their correlation coefficients. .In addition to 
these, A 1 , Au, Br and U were also included. The sample linear­
correlation coefficient between any two variables x^ and x^ is 
defined as
M * ' &  <6'3>
with the covariances and variances S ^ ,  S j 2and Sj; defined as 
covariance
where
and sample variance
(6.5a)
Similarly
(6.5b)
It is important to note, however, that the sample variances S?
vl
defined above are measures of the range of variation of the 
variables and not of the uncertainties as are the sample variances 
generally defined. The correlation coefficients are listed in 
Table (6.9). In the case of elements which were not detected in 
some of the soil samples, values of the detection limit were used 
instead.
The correlation coefficient r.^ cannot be used directly to 
indicate the degree of correlation. There are a number of ways to 
assess the significance of these coefficients, Kerr (Ker. 78) used 
the approximate test derived from a test for the significance of the 
coefficient, r, between two samples drawn from normal populations.
The null hypothesis is that the correlation is zero, significance is 
defined as t = r /  (n-2)/(l-r^) where (n - 2) is the degree of freedom. 
Critical values of t for v(= n - 2) degrees of freedom and selected 
levels of significance are found in most elementary textbooks.

A more common test of r.^ is to compare its value with the 
probability distribution for a completely uncorrelated parent 
population. If we have a normal parent population which is 
completely uncorrelated, that is correlation coefficient p = 0, the 
probability that any random sample of uncorrelated experimental data 
points would yield an experimental linear-correlation coefficient 
equal to r is given by
P>-(r’v) — f o v / l f 1' (1 - r*)(v -2 >/2 (6.6)
/IT
where v = N - 2 is the number of degrees of freedom for N experi­
mental data points, Pc (r,N) which indicates the probability that the 
observed data could have come from an uncorrelated (p = 0) parent 
population is defined as
Pc (r,N) = 2
i
Pr ( p > v ) d p  v = N - 2
M
A small value of Pc (r,N) implies that the observed variables are 
probably correlated. This assessment of correlation coefficient is 
taken from Bevington (Bev. 69). A short computer program (Fortran 
IV) to calculate the gamma function, (r(n + 1)), for integers and 
half integers and evaluate the probability for no correlation 
between two variables (Pc (r,N)) was used. The probability Pc (r,N) 
for r = 0.86 with N = 10 observations is less than (or - 0.001) 
indicates that the elements are linearly correlated with a high 
degree of probability and all those correlations with Pc (r,N) <  0.001 
( |r| >  0.86) are shown enclosed in boxes to emphasise their importance,
The surprising result of this statistical study is that only 
one or two elements are correlated with high significance. They 
are Sb-Zn and Au-Ti. As-Fe and probably Hg-Sc are also correlated 
siginficantly. On the other hand, Au-Mn, Ba-Mn and Al-Br may be 
inversely correlated. Strong correlation is expected for elements 
in the same group or classification such as transitional elements 
and inverse correlation is expected for dissimilar elements. This 
study is not an isolated case. Lyons et al. (Lyo. 79) observed poor 
corelations for rare earths, which is contrary to expectation. This 
only indicates the diverse nature of soil samples which has long 
been established.
6.3 Determination of Uranium in Environmental Samples
There are many ways to determine uranium content in any 
material, be it geological, biological or environmental. A number 
of workers have based the determination of uranium content of 
geological material on the isolation of a fission product, e.g. 
140Ba, 103Ru or 133I. Some have used delayed neutron counting 
whilst others have used radiochemical methods utilizing either
23.5 min 239U or 2.3 d 239Np. Steinnes and Brune (Ste. 69) in their 
determination of uranium in rocks by instrumental activation- 
analysis used epithermal neutrons. Activation with epithermal 
neutrons enhances the formation of 239U compared to other radio­
nuclides, owing to the high resonance activation integral of 238U. 
Sharland et a l . (Sha. 73) have designed a high-precision automated 
beta/gamma technique for uranium ore analysis. More recently 
Noguchi et a l . (Nog. 81) who determined uranium content and 235U/ 
238U isotopic ratios in 48 dental porcelain powders of 8 brands
marketed in Japan by non-destructive neutron activation analysis.
To do this they counted the photopeak at 277.6 keV of 239Np formed 
by the beta decay of 239U from the (n,y) reaction on 238U and at
1595.2 keV of llf0La produced by 235U fission with a Ge(Li) semi­
conductor detector system.
The determination of uranium discussed in this section utilises 
the decay gamma-ray line of energy 74 keV of 23.5 min 239U. At the 
onset the cadmium ratios for U and the most important interfering 
nuclides such as 2.3 min 28A 1 , 2.58 hr 56Mn and 15.0 hr 24Na were 
determined using equation (5.9) and hence the advantage factors for 
U compared to A l , Mn and Na were known. This was done for all the 
facilities as listed in Table (6.10) and the CAS (Al) offers the 
best advantage factor despite the likely possibility of enhancement 
of the formation of 239U compared to their radionuclides owing to 
the high resonance activation integral of 238U if activation is with 
epithermal neutrons. The most obvious reason for the low advantage 
factor in the case of CAS under cadmium, is due to the low fluxes 
and so the effect of high resonance integral tends to cancel out.
In addition, correction due to the interference of Pb X-rays from 
the detector's lead shield should be made.
6.3.1 Sampling and sample preparation
All the plant samples used in this work were collected from an 
arid zone in Syria, near phosphate mines. The plants were Hordeam 
Murinum and Bromus Tectorum, forming sample coded No. T, Atriplex 
Bucoclaela with the new growth forming sample coded 2A and the old 
growth forming 2B and finally Sal sol a Vermiculata with new growth
Table (6.10) Cadmium Ratios and Advantage Factor for U Compared
with A l , Mn and Na in 3 Irradiation Facilities
CAS
Cadmium ICIS Al Cd
Ratio Tube Sleeve
R^j 2.20 2.30 1.10
R^d 1.19 1.21 1.02
R^J 17.52 18.89 2.37
RMncd 14.05 15.14 2.09
R^d 19.67 21.55 2.58
Advantage
Factor
pAl
ru 14.72 15.73 2.34
Fy" 11.80 12.55 2.05
F^a 16.77 17.86 2.54
forming 3A and old growth forming 3B. They were all sampled at 
strategic positions to reflect the present sample.
All the plants were ashed at 550°C and kept in clean poly­
thene bags. A number, ranging between 4 and 6 of each sample, was 
analysed in sizes varying between 20 and 40 mg for irradiation in 
standard CAS capsules.
6.3.2 Irradiation condition
The choice of CAS (Al tubes) was made strictly on the basis of 
the thermal and epithermal fluxes which are used to determine the 
advantage factors of U compared to A l , Mn and Na. This was not 
based on the usefulness of cyclic activation analysis because when 
irradiated under cyclic condition the samples were found to be too 
active and the detector was 'flooded1, so one-shot conventional 
irradiation was used instead. Smaller sample sizes were not used 
because representative mass of the parent sample is necessary for 
analysis.
The timing parameters chosen were about optimum for best 
signal-to-noise ratios. Of all the imporant radionuclides contribut­
ing to matrix activity and to the background continuum of the 239U 
peak 28A1 has half-life shorter than 239U. A computer program was 
therefore written to simulate the effect on signal-to-noise ratio 
of a variable waiting/decay period assuming that only 28A1, 56Mn and 
24Na contribute to the background underlying the 239U, 74 keV photo­
peak of interest. The unexpected optimum conditions found were
6.3.3 Interferences
There are two possible interferences; Steinnes and Brune 
(Ste. 69) claimed that there may be a possible interference by 
radionuclides having gamma-ray energies close to the 74.7 keV 
gamma-ray of 239U which they discussed is with reference to 47 hr 
153Sm, found to be insignificant in the silicate rocks they used.
This was investigated by examining the data obtained from long 
irradiations and no significant peaks of 153Sm were observed. It 
was therefore concluded that the interference from 153Sm is negli­
gible, if at all present, in these phosphate-based plant samples.
The other interference to be considered is due to the presence 
of X-ray fluorescence peaks from lead detector shielding. There 
are significant contributions of Pb X-rays of energies 74.7 and
86.6 keV. The problem in correcting for this contribution is made 
easier because of the good resolution of the detector which measures 
separately the two X-ray peaks of lead, which occur in a fixed ratio. 
If e and e2 represent the efficiency and I x and I2 are the intens­
ities of the lead X-ray of energies 74.7 and 86.6 keV, respectively, 
the contribution to the photopeak of interest due to lead X-rays is
where ? 2 is the peak area of Pb X-ray of energy 86.6 keV. The 
calculated contribution, Pc , is then deducted from the photopeak 
area of interest, in order to estimate the uranium content.
6.3.4 Results and Discussion
The results are summarised in Table (6.11) where the uranium 
content in the environmental samples is given in yg/g. The errors 
quoted are mainly due to the poor statistics of the Pb.X-ray line 
of energy 86.6 keV, used in correcting for the contribution of Pb 
X-ray of 74.7 keV. The statistical error on the photopeak area of 
interest is less than 2 % ,  the error on thermal cross-section is less 
than 1%, and the resonance integral is less than 2%, with error on 
the efficiency at about 4%.
The agreement with the result obtained for ash weight is good, 
though unfortunately no error was quoted on these values. Disagree­
ment in the values is observed in Sal sola Vermiculata of old'growth, 
where a value of 10.86 yg/g is quoted compared with the result found 
of 6.3 ± 1.2 yg/g; unfortunately again no error is available for 
this value to indicate whether the difference in the two values is 
significant.
Another issue the table does raise is whether it is advisable 
to ash such environmental samples if one considers the difference 
in the concentration between dried and ashed samples obtained. If 
the two values are compared there appears to be no strong correlat­
ion between the two values and the loss in uranium mass for ashed 
samples is enormous. It seems preferable, in order to obtain better 
precision, that dried samples are analysed.

CHAPTER 7 NEUTRON INDUCED PROMPT GAMMA-RAY ANALYSIS
Previous discussion has been centred on 'in-vitro1 delayed 
activation analysis, and cyclic neutron activation in particular, in 
order to identify and measure trace elements in both biological and 
environmental samples. Most elements on neutron capture give rise to 
beta emitting isotopes and subsequently decay to ground and m e t a ­
stable states by giving off gamma-rays. However, stable nuclei.may 
often result on neutron irradiation and therefore cannot be analysed 
by this technique. In addition certain elements can only produce 
long-lived nuclides unsuitable for gamma-ray spectrometry. In this 
case, an alternative to the detection and measurement of the delayed 
gamma-rays of the daughter radionuclide has to be adopted and 
detection and measurement of prompt gamma-rays emitted following 
the neutron capture process should be considered.
The technique of neutron capture prompt gamma-ray activation 
analysis (NCPGAA) differs from radioactivation analysis primarily in 
that the ground state properties of the product nucleus is of no 
consequence while in radioactivation analysis, half-life, for example, 
plays a very important role. The commonly experienced difficulties 
a product nucleus may have is too short a half-life (e.g. n B(n,Y)12B-
Tl = 0.22s) or one which is too long (e.g. 9Be(n,Y)10Be; =
2 2
2.7 x 106yr), a stable composition (e.g. 1H(n,y)2H; 12C(n,Y)13C ) , a 
parent nucleus of very small isotopic abundance (e.g. 2H, f = 0.00015) 
and too few or no delayed gamma-rays emitted (e.g. 32P, 35S, ^ 5Ca,
55Cr; purely emitters, no gamma-rays and 39Sr, E = 910 keV,
Y
intensity < 0.01%) in the majority of cases can be overcome if 
analysis is carried out by detection and measurement of the prompt 
gamma-rays emitted on neutron capture.
Several studies involving the use of NCPGAA have been carried 
out and over the past decade the development and application of 
prompt nuclear techniques have made rapid progress (Pet. 81). It 
is also becoming increasingly popular in the measurement of 
biological trace elements (Com. 69) both 'in-vitro' and 'in-vivo1.
In medicine, it is essential to know both absolute and serial values 
for the amount of various elements in the human body. A number of 
these elements falls into the category where the best detection and 
measurement could be done by the study of prompt gamma-rays. This 
may be used to determine elemental composition in both whole body 
(Ca, N, P, Na, Cl, H, 0, C, K) and partial body (cd, I) measurements 
which are used in medicine as an aid to diagnoses of many disorders, 
in the study of metabolic processes and as a guide to the assessment 
and control of treatment.
Prompt gamma-rays from neutron capture of hydrogen in paraffin 
wax was noted and described by Lea (Lea. 34). Since then the 
technique has found a wide range of applicability. Garbroh and 
Whiteley (Gar. 68) reported the determination of Sm and Gd with a 
relative precision of 1 to 4% and 10-18% for other rare earths, 
using a Nal(Tl) scintillator. The relative precision has since 
improved to about 3% when Henkelmann (Hen. 71) used Ge(Li) 
detectors with better resolution than the scintillator. Heurtebise 
et al. (Heu. 73, 76) have reported industrial applications of this 
technique in measuring the contents of metals in steels.
Comar et a l . (Com. 69) attempted the measurement of certain 
biological trace elements 'in-vitro' by measurement of prompt gamma- 
ray emission.
They listed the elements most suitable for detection by 
capture gamma-ray measurements in biological samples which give the 
highest ratio Wcr'/A. where W is the mass of the element expressed 
in gram, per kilogram of sample, a' is the (n,y) thermal cross- 
section in barns and A the atomic weight. They also show that H, N 
and B which cannot be measured by radioactivation analysis are good 
subjects for capture gamma-ray determination. Many authors 
including Campbell, (Cam. 77), Kacperek and Spyrou (Kac. 77) have 
used the (n,y) capture reaction in the analysis of biological 
materials. Failey et a l . (Fai. 79) have demonstrated the m ulti- 
elemental ability of analysis of the technique by applying it to the 
study of standard materials such as Coals, Fly,Ash, Orchard Leaves 
and Bovine Liver. To obtain suitable statistics, particularly for 
weak lines, samples were exposed to a beam of thermalised neutrons 
for up to 24 hours. Radioactivation did occur during the long 
period of irradiation and the combination of prompt and delayed 
techniques extended the capabilities of the method from about two 
dozen to between 40 and 50 elements. This was accomplished using 
the same apparatus and major, minor and trace elements were 
detected.
A comparison between the sensitivities attained by prompt and 
delay methods (Hen. 76) for a range of metals showed that elements 
such as Fe, Ni and Hg can be determined by prompt gamma-ray 
spectrometry with a sensitivity better by a factor of over 200 
while delayed activation analysis is superior for V, As and Au.
The external neutron beam available at ULRC was used together 
with the Compton suppression spectrometer designed for the study of
prompt gamma-rays. This technique was applied to the determination 
of elemental composition in biological and environmental samples.
The samples analysed include fresh and old bones. The fresh bones 
were obtained from the nearby hospital and the old bones are the 
human remains from graves dating from the Romans-British period,
3rd century A.D. and supplied by the National History Museum. 
Chemical compounds were also analysed using Bowen's Kale as a 
standard.
7.1 Theory
The interaction between the target nucleus and the bombarding 
particle, neutron, has been discussed in Chapter 2. The total 
number of impulses, Pc o n > produced by a detector during the complete 
disintegration of a radionuclide produced by a single short 
conventional irradiation of. an element for time t. can be derived 
from equation (2.13) (i.e. t -> «>, t. 0) to give
C w
p . M e ( E ) I f  (1-e h
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Similarly from equation (2.20) the total number of impulses, Pr v r .
U jr  C
produced in cyclic activation analysis after n cycles can be 
theoretically derived if the above condition is used (i.e. t «,
tw 0) to give
pcyc . n n (7>2)
However, if the same sample is irradiated in the same flux and the 
prompt gamma-rays are detected the total number of pulses is given
where o' is the (n,y) capture cross-section, f' is the isotopic 
abundance of the isotope of interest for prompt analysis, e 1( E 1) 
is the efficiency of the detector at energy E 1 of prompt gamma-rays 
and I' is the number of photons, energy E 1, emitted per neutron 
captured.
The advantages of prompt gamma measurement over delayed
activation analysis and cyclic activation analysis in particular can
be discussed theoretically by considering ratios P«/P^ and P /P3 p con p' eye
respectively. These are given as
The first advantage of prompt to be noticed is that the time
t'. can be as long as possible but this is not possible in radio-
-Xt.
activation analysis. The term (1-e )/x is limited to the value
1/x also at large t. cyclic activation is essentially conventional 
because n -> 1 and equations (7.1) and (7.2) become the same as do 
equations (7.4) and (7.5). For radioactivation analysis everything 
then comes down to the half-life of the product nucleus which is 
irrelevant to the prompt gamma-ray method, except when the half-life 
is very short to make the detection of the resulting delayed gamma- 
rays to be considered as 'pseudo-prompt1.
P
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(7.5)
Generally, isotopes producing prompt gamma-rays have higher 
isotopic abundance or at least equal to the isotope producing the 
radioactive product. Very often the stable isotopes that are most 
abundant in nature and frequently have the highest cross-section, 
favour prompt gamma-rays analysis. Usually they are transformed 
into other stable isotopes or into long-lived radionuclides of low 
activity.
The number of capture photons emitted per nuclear reaction I', 
is generally of the same order as I and hence there is no obvious 
advantage.
7.1.1 The Compton scattering process
Gamma-rays can interact with matter in various ways but only 
three interaction mechanisms are of importance in gamma-ray 
spectroscopy. These three major interactions are photoelectric 
absorption, Compton scattering and pair (positron-electron) product­
ion. Discussion on all the three types of interactions can be found 
in most nuclear physics textbooks but the Compton scattering process 
will be briefly discussed because of its importance to the spectro­
meter used in the analysis of this work.
In the photoelectric absorption process, an incoming gamma-ray 
photon undergoes an interaction with an atom in such, a way that its 
total energy is given to an electron which is expelled from the atom. 
In this process an amount of ionization which is directly proportional 
to the gamma-ray energy is produced while the Compton event produces 
a variable amount of ionization. The Compton effect is due to a 
scattering process between the photon and a 'free' electron in the 
absorbing material.
The incoming gamma-ray photon is deflected through an angle 
e with respect to its original direction and since all angles of 
scattering are possible, the energy transferred to the electron can 
vary from zero to a large fraction of the gamma-ray energy. The 
electron is then known as a recoil electron because it is assumed 
to be initially at rest.
For an atom the total cross-section is
ac (atom) = l . o Q  (7.6)
From the consideration of the dynamics of the interaction which 
involves relativistic condition for conservation of momentum and 
energy, it can be shown that the energy of the scattered photon, E, 
of incoming energy, E , is given by
electron (0.511 MeV).
The energy of the recoil electron which is equal to the 
difference between incoming photon energy and scattered photon 
energy is given as
E
E o
2
where 0 is the scattering angle and M QC is rest mass energy of the
E = E oc( 1 "COSQ)
o l+a (l-cose) (7.8)
where a = E /M C ? .0 O'
It can be observed that the energy of the scattered photon 
and recoil electron can vary between two extremes. At a grazing 
scattering angle or one in which e = 0, the recoil electron has 
very little energy, E0 _ =* 0 and the scattered gamma-ray has almost 
the same energy as the incoming gamma-ray. The recoil electron has 
a maximum energy transferred to it when 0 = 180°. This maximum 
value is the so called Compton edge
^e-,max “ ^0
2a
T+Zc (7.9)
and the minimum energy of the scattered photon is given as
Emin=T?S (7' 10>
This is equal to the gap between the maximum Compton recoil electron 
energy (the Compton edge) and the incident gamma-ray energy (i.e. 
the photopeak).
7.1.2 Compton suppression spectrometer
When monoenergetic photons are incident on a detector, one 
expects that each photon will deposit all its energy in the 
detector resulting in a delta distribution but this is not so, since 
the production of an electron-hole pair in a germanium semiconductor 
or a scintillation photon in a sodium iodide detector, is purely 
statistical and the response function is a Gaussian distribution 
when convolved with the electronic noise contribution.
The non-ideal detector response is not due to the finite 
resolution only. When a photon gets into a detector, it may be 
Compton scattered giving part of its energy to an electron. If the 
scattered photon leaves the crystal or not, the electron can have 
any energy between zero and the maximum value. This gives rise to 
a continuum in the spectrum from zero to the characteristic Compton 
edge. If the energy of the incoming photon is high (Efl , ^  M oC 2 > ’ 
it can be shown that the minimum energy of the scattered gamma-rays 
approaches § M QC 2 ^  250 keV. This implies that a spectrum 
containing high energy gamma-rays may show a back scattering peak 
at 250 keV due to the Compton scattering in the surrounding 
material.
In the analysis of complex spectra in gamma-ray spectroscopy, 
the Ge(Li) detector is used because of its high resolution which is 
a result of the small energy required to produce an electron-hole 
pair. Unfortunately Ge(Li) spectra are characterized by very 
prominent continua, which can obscure low-intensity peaks from other 
gamma-ray energies. In order to detect weak radiation in the 
presence of strong interfering gamma-rays of high energy a Compton 
suppression spectrometer was used in this work to analyse the prompt 
gamma-rays emitted from the irradiated source.
This spectrometer consists of Ge(Li) detector volume
8.6 x lO^mm3 surrounded by a very large Nal(Tl) scintillator 
(diameter 200 mm x 200 mm length). A collimated beam of gamma-rays 
is allowed to strike the Ge(Li) detector, interact with it, deposit­
ing some of its energy before being scattered out of the detector 
volume. The Compton scattered gamma-rays reach the Nal(Tl) 
scintillator which is not further than a few millimeters from the
surface of the semiconductor detector to produce pulses in the 
scintillator. These pulses are then used to inhibit analysis of 
the Ge(Li) pulses. Hence only those pulses which are not in 
coincidence with events in the outer scintillator are analysed. In 
the event, total events which do not involve escape of scattered 
or secondary radiation are unaffected by the anticoincidence 
operation.
There is not much loss as far as photopeak efficiency is 
concerned and the Compton continuum is reduced significantly.
Cooper et a l . (Coo. 68) have observed a substantial reduction in 
photopeak efficiencies of the decay radionuclides which involve 
several coincidence transitions. Also more information could be 
gained if both coincidence and anti-coincidence spectra can be 
stored simultaneously and compared.
7.2 Experimental Method
The prompt gamma-ray measurements were performed at ULRC. A 
brief description of the facility has been given in Chapter 3. It 
allows experiments involving both prompt and delayed gamma-rays and 
also neutron radiography to be carried out. An additional Ge(Li) 
detector can also be placed at right angles to the one permanently 
installed and within the Nal(Tl) scintillator to allow coincidence 
measurements to take place. Unlike an internal target arrangement, 
the facility is convenient with respect to changing samples, wit h ­
out any radiation hazard, when the reactor is on power. However, 
there are disadvantages compared to a facility where the target is 
placed within the reactor core. There is a significant loss in
neutron flux and therefore a generally diminished gamma-ray count 
rate. The positioning of the target within the reactor leads to 
improved sensitivity and hence a better signal-to-noise ratio. The 
gamma-rays obtained from an internal target arrangement can be well 
collimated thus reducing any direct interaction with the anti- 
coincident detector.
7.2.1 Sample holder and sample preparation
The choice of material for the sample holder should be easy to 
machine, but more importantly it should not become too active on 
irradiation for easy handling and its activity should be such that 
the contribution to the background is kept to a minimum without 
providing interference to the detection of gamma-rays of interest.
Various sample containers were tested including ones made of 
graphite and polythene, the latter in the form of a standard irradiat­
ion capsule. Both of these materials gave large pulses at the Ge(Li) 
pre-amplifier, which led to spectrum distortion because the pulses 
caused overloading of the amplifier. Polythene sachets were also 
tried but difficulties were encountered in providing reproducible 
geometry when used without a rigid frame. However, since the 
activity obtained from the thin polythene sheet was very small, its 
use in conjunction with a rigid frame was considered.
Rectangular frames made of different materials, graphite, 
aluminium, iron and perspex were designed and constructed. A 
threaded screw at one end of the frame allows it to be firmly 
attached to the lead block used for suspending the sample in the 
neutron beam. Preliminary investigations carried out with the frames
showed that only perspex can be used because the rest contributed 
significant counts to the background spectrum. An aluminium frame 
could only be used if measurement of aluminium in the sample was 
not required.
It had been shown (Cam. 77) that reaction rates were higher 
when targets were placed perpendicularly to the neutron beam. Ho w ­
ever with a rectangular frame this implies that one arm directly 
faced the detector and thus contributed to the background and a 
three-sided frame for the sample holder was constructed.
The standard samples used were in pellet form. Pellets of 
Bowen's Kale of different sizes and masses were prepared for irrad­
iation. The masses ranged between 0.5 to 1.5 g and were between 10 
and 15 mm in diameter. The thickness was as small as possible to 
reduce self absorption and shielding effects. Pellets of chemical 
compounds KH P0 , LiF, NH NO , NaCl and Cdl of similar sizes to
r 2 4 3 3 2
Bowen's Kale were also prepared for irradiation. The masses were 
0.4212 g, 1.3700 g, 2.8890 g, 2.3610 g and 1.7142 g for KH2P04 ,
LiF, N H ^ N O ^  NaCl and Cdl^ respectively.
The biological and environmental samples were used in the 
form in which they were obtained. Slices of fresh bones ranged in 
mass between 0.15 g to 0.5 g. Two types of 'old' bone, were also 
obtained from the Romans-British site at Poundbury: skull bone,
SKI012, and rib bone, RIB376. The mass of skull bone used was 
0.69440 g and that of the rib was 0.95599 g. Since the sample had 
to be suspended in the neutron beam, the frame was first calibrated 
using the centre of the beam for every irradiation. The centre of
the beam was determined in a separate experiment of flux mapping 
discussed in Chapter 3. This made possible, sample positioning 
(or reproducibility of sensitivity) to be within 2 mm in any 
direction. The sample was held in position stuck to the frame by 
double sided tape which was also irradiated along with the frame 
when determining the background contribution.
7.2.2 Irradiation conditions
At the beginning of every experiment standard gamma-ray sources 
were counted for 300s at the target position for the calibration of 
the energy spectrum. An 'environmental' background count with the 
beam shutter closed was also taken for 600s, both before and after 
each sample irradiation.
Various irradiation conditions were used for different samples. 
Bowen's Kale and background irradiations were performed several times 
using irradiation times of 3 x 1 0 3, 6 x 1 0 3, TO1* and 2 x 104s. LiF 
and N H 3N 0 3 were irradiated for 104s each. Cdl2 was irradiated for
3 x 1 0 3s, KH2P0^ was irradiated for 3 x 1 0 3 and lO^s while NaCl was 
irradiated for only 600s. All the bone samples, old and fresh, were 
irradiated several times for 104 and 2 x lO^s each. Different 
irradiation conditions were chosen to give the required count rates
and also to enable the analyst to establish some trends in detection 
limits of certain elements. Most of the experiments repeated for a 
number of times were carried out to check the reproducibility of the 
technique. It must be noted that background counts with the beam 
opened and the target holder in position were carried out immediately 
after each experiment except in the cases where samples were
irradiated for 2 x lO^s. Even in this case, background counts for 
2 x 104s, carried out several times have shown no changes greater 
than the statistical fluctuation in the count rate. All irradiat­
ions were carried out at the reactor power of 100 kw.
All the data obtained in the work were acquired with the use 
of the LABEN 8000 pulse height analyser with 4K channels and stored 
on magnetic tape for analysis afterwards using the compiled program, 
SAMP0.
7.2.3 Thermal neutron beam profile
Fig. (3.6) shows the distribution of the neutron beam flux at 
the target position. The continuous line is a Gaussian function 
fit to the experimental points and clearly establishes the fact 
that the thermal neutron beam flux at the target position may be 
described by a Gaussian distribution.
<f>(r) = <f> exp(-r2/0.36df) (7.11)0 2
where r is the radial distance (cm) from the beam axis, <f>0 is the
peak flux ( 6  x 10^nm-2s " 1) and d 2 is the full width at half maximum
2
(FWHM) of the Gaussian distribution.
Equation (7.11) was used to obtain the average flux over the 
sample and the whole irradiation position in front of the detector 
in the analysis.
7.2.4 Compton-suppression spectrometer system
The detector assembly and the target position for the prompt 
gamma-ray measurements is shown in Fig. (3.5). It shows that two 
Ge(Li) detectors can be used but in this experiment only the
horizontal Ge(Li) detector of active volume (8.6 x 104m m 2 ) was used 
in conjunction with the Nal(Tl) scintillator.
The system consists of a Ge(Li) detector in the middle of a 
200 mm diameter x 200 mm height Nal(Tl) annul us. The annul us is 
shown in Fig. (7.1). Gamma-rays from the activated target are 
collimated to form a 20 mm diameter beam which is directed to the 
centre o f  the Ge(Li) detector, far away from the Nal(Tl) annulus.
The annulus cannot see the target directly because it has been 
shielded with a 100 mm lead block. The source-to-detector distance 
is 230 mm. The neutron beam is guided by a rectangular cadmium 
sleeve to prevent neutrons from diffusing around the detection 
system. Scattered neutrons are also prevented from interacting with 
the Ge(Li) detector by putting a pouch of LiF (5 mm thick) at the 
entrance to the detector.
The system operates as described in section (7.1.1) by using 
a Nal(Tl) annulus to detect gamma-rays which are Compton scattered 
by the Ge(Li) detector and using this to prohibit the processing of 
any signal in the Ge(Li) detector which is in coincidence with the 
Compton scattered gamma-rays detected by the annulus. This is the 
anti-Compton or Compton suppression mode of operation.
The electronics required to achieve Compton suppression are 
shown in the block diagram in Fig. (7.2). Four photomultipliers 
are used for the Nal(Tl) annulus and the anodes are connected in 
parallel in order to have the same anode voltage. The gain of each 
photomultiplier tube can be individually adjusted by changing the 
potential between the anode and the last dynode. Output signals
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from all the photomultipliers are summed before going to the 
Harshaw NC26 time analyser, which also receives the negative tail 
pulse output from the Ge(Li) pre-amplifier.
The function of the NC26 time analyser is to measure time 
relationships between the Ge(Li) and Nal(Tl) signals and generate a 
logic gate signal when appropriate anti-coincidence conditions are 
met by the two signals. Extrapolated leading edge timing is used to 
measure the arrival time of the signals and this technique employs 
a time-to-amplitude converter (TAC) to generate a signal proport­
ional to the time separation of the Ge(Li) and Nal(Tl) signals.
Three discriminators whose thresholds are set by the front 
panel screwdriver adjustment are driven by the time signal. Two 
discrimination levels are ideally set (T and a T) to form a SCA for 
the time signal. If the time signal is within the two levels then 
the Nal(Tl) and Ge(Li) signals are taken to be in coincidence. This 
will lead to the generation of an output signal which will prohibit 
the counting of the signal in the Ge(Li) detector as an event. In 
the case when the time signal is greater than the third discrimin­
ation level (Tm a x ) which is usually set at about 1.5 ys equivalent, 
an anti-coincidence output is generated. As a result, the TAC 
current sources are switched off and the time signal is sampled.
The anti-coincidence output of the time analyzer is applied to 
a linear gate which enables the delayed Ge(Li) signal, from a 
Harshaw NB21 pre-amplifier and an Ortec spectroscopy amplifier, to 
be sampled. The sampled pulses then go to a Northern NS-628 analog- 
to-digital converter (ADC) and are analysed by a Northern NS-630 
multichannel analyser.
7.3 Results and Discussion
The first part of the experimental work was to investigate 
the performance of the Compton suppression spectrometer. The 
system resolution, efficiency and peak-to-Compton ratio were 
determined and the values were compared with that of the Ge(Li) 
detector, alone. The background contributions, interferences and 
the necessary corrections were later considered. Finally the 
technique of prompt gamma-ray analysis was applied to the determin­
ation of elemental composition and detection limits in biological 
and environmental samples using a biological standard (Bowen's Kale) 
and chemical compounds.
7.3.1 Performance of the Compton suppression spectrometer
The efficiency of the system was obtained as discussed in 
Chapter 4. Standard gamma-ray sources were counted at the target 
position for times ranging between 600 and 1000s, enough to obtain 
good statistical counts. The peak areas were determined using the 
'SHAPED01 option available in the SAMP0 computer program. The 
absolute efficiencies were computed and fitted using a 'F I T D 0 '
P2
option which utilises a function of the form e = P X(E + P 3exp(P^E)). 
The parameters are as defined in section (4.1).
The same process was repeated for the Ge(Li) detector alone.
Fig. (7.3) shows the two curves obtained for the Compton suppression 
spectrometer and the stand-alone Ge(Li) detector for comparison.
This shows that there is no significant loss of efficiency with the 
anti-Compton modes of operation.
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Fig. (7.4) Resolution (FWHM) of Ge(Li) detector (c) and the Compton 
suppression spectrometer.
The energy resolution of a detector is conventionally defined 
as the full width at half maximum (FWHM) and the value can be 
calculated from the results of the SHAPEDO option of SAMPO which 
gives the peak width Cw as one of the SHAPEIN parameters. The FWHM 
is obtained by multiplying Cw by 2.355 to give the resolution at 
that particular energy. Fig. (7.4) shows the energy resolution for 
the two modes of operations. The continuous lines are obtained 
from a linear fit of the experimental data. Although the Ge(Li) 
detector resolution was already excellent a little difference was 
observed in the anti-Compton suppression mode.
The'Peak-to-Compton' ratio is a generally accepted feature of 
a Ge(Li) detector spectra. This may be due to the fact that the 
Compton continuum is a prominent part of detector spectra and that a 
much greater fraction of all detected events lie within this continuum 
rather than under the photopeak. This ratio which is defined as the 
counts in the highest photopeak channel divided by the counts in a 
selected channel just below the associated Compton edge is calculated 
for both systems to determine how effective the Compton suppression 
spectrometer is in reducing the Compton continuum.
The results are summarised in Table (7.1). The ratios for 662 
and 1275 keV were listed first because it is assumed that there is no 
significant contribution to the continuum from any other gamma-ray,
511 keV ratio was given to show how effective the Compton suppression 
spectrometer is in reduction of the continuum if only one additional 
contribution is added to the continuum from a higher energy as in 
this case where there is a contribution from the gamma-rays at 
1275 keV. Other ratios show what happens in cases where there are
Table 7.1 Estimated Peak-to-Compton Ratios for Compton Suppression
System and Ge(Li) Alone
Ratio for Ratio for Performance
Energy
Ge(Li) alone the system factor
662 45.5 169.7 3.7
1275 30.2 102.2 3.4
511 26.3 93.7 3.6
276 5.0 23.3 4.7
302 8.4 19.0 2.3
356 29.4 116.5 4.0
384 9.5 23.2 2.5
contributions from a number of gamma-ray energies which is a 
situation that exists when multi-elemental analysis is carried out.
The error on each value is less than 10%.
It is very clear from Table (7.1) that the performance 
factor is greater than 3 in the cases of single gamma-ray energies 
662 and 1275 keV. The performance is no different in the case of 
511 keV. The results show a large variation in the performance of 
the system at low energies but indicate a performance greater than 
2 at all energy ranges.
There is an inherent problem due to the design of the detect­
ion system. For every large photopeak there is an associated broad 
peak situated on the Compton edge. This is brought about because 
the source is positioned outside the detection system and the Nal 
annulus cannot possibly detect gamma-rays which are Compton scattered,
in the Ge(Li) detector, through 180°. In the analysis the problem
is solved because the SAMPO computer program rejects such peaks which 
usually fail the peak test in that they are unusually broad, however 
they do provide interference to any peaks of interest. Fig. (7.5) 
contains two spectra for standard gamma-ray source for 22Na for the 
two detection systems under consideration. In another experiment 
to investigate this problem the counts obtained for the standard 
gamma-ray source for the Compton suppression mode of. operation are 
as follows:
Counts on Compton continuum = 70
Counts on the peak at Compton edge = 200
Counts on the photopeak = 17,000 
From the above results it could be concluded that a small number of
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Fig. (7.5) : Comparative pulse height spectra recorded using (a)
a Ge(Li) detector alone and (b) Compton suppression with 
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with Na standard gamma-ray source.
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gamma-rays are Compton scattered through 180° and the count is less 
than twice the standard deviation of the photopeak count.
7.3.2 Interferences
One of the disadvantages prompt photon spectrometry has is 
the presence of a large number of interfering peaks which are 
generated by the interaction of the bombarding beam on materials 
other than the sample under investigation. The most important of 
these are the sample holder (which has already been discussed), air 
in the immediate surrounding of the external target, collimators 
and the detector materials. As a result of these interactions, the 
system loses sensitivity and complicates the spectrum making it more 
difficult to identify elements of interest in the sample.
The contributions from collimators are essentially from 56Mn 
and 60Co which are trace constituents of the steel collimator, but 
with high (n,y) capture cross-sections (aMn = 13.3b and ctqq = 38.0b) 
and the other end of the collimator placed in a neutron flux of the 
order 1 0 16nnr2s- 1 . This makes it possible for a number of nuclei 
to be activated to give fairly strong peaks of 56Mn at 846.6 keV 
and 60Co at 1173.1 and 1332.4 keV, in a spectrum collected over
2 x io**s.
A number of workers who have used this external neutron beam 
facility have discussed at length the contribution of interferences 
as a result of neutron interactions with the detector material but 
nothing has been said about interactions with elements present in 
air, particularly nitrogen. The commonly found interaction with 
air is activated argon giving 4IA at 1293.6 keV. In this work it
has been established that although there are significant neutron 
interactions with detector materials, there is also an equally 
significant interaction with the nitrogen in the air surrounding 
the target.
The very intense line in Fig. (7.6b) at 472.4 keV is mainly 
from Na in the scintillator but there may be an additional contribut­
ion to this line at 473.3 keV from nitrogen in the air and florine 
at 474.0 keV from LiF used in shielding the Ge(Li) detector from 
scattered fast neutrons. The peak at 441.8 keV is the decay line of 
128I from Nal whereas the line at 1778.9 keV is obviously the decay 
line of 28A1 due to the activated aluminium cap of the Ge(Li) detector, 
produced by scattered neutrons.
There are a number of peaks that could be assigned to Ge from 
the activation of the Ge(Li) crystal but most of these have contrib­
utions from other elements. A summary of such peaks and the likely 
candidates that could contribute is given in Table (7.2). For 
example numerical calculations show that the nitrogen contribution 
to the peak at 254 keV is more than 75%, more than 50% for the 
326 keV line and about a quarter for the most intense line of Ge at
596.4 keV.
The numerical calculation is based on the elementary consider­
ation that a cylindrically shaped volume of air at the target 
position is activated. At a known temperature and pressure of the 
air, the effective mass of nitrogen (N) in this volume is found and 
hence the number of counts expected were determined. The values of 
Ge were obtained by normalising to the experimentally obtained count
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in the 175.1 keV peak, which is the only uncontaminated and 
significantly intense line of Ge, by using the relative branching 
ratios and efficiencies. The strongest line of Ge, 596.4 keV could 
not be used because of possible contribution from N (596.8 keV),
F (596.0 keV) and Na (596.8 keV). The results summarised- in Table 
(7.2) have shown that Ge is not the only contributor to these peaks
7.3.3 Determination of detection limits in a standard reference 
biological material
A number of pellets of Bowen's Kale were irradiated several 
times under different conditions. The main purpose of the exercise 
was to establish a trend in detection limits of some elements with 
respect to irradiation time and the repetition was to check the 
reproducibility of the system. The thickness of the samples was 
such that self absorption and shielding effects are kept to the 
minimum and the variation in thickness in the samples is too small 
to make any significant impart on detection limit.
The detection limits for a number of elements, including 
results for three elements detected by delayed gamma-ray lines in 
the prompt gamma-ray spectrum are listed in Table (7.3) for 
irradiation times of 3430, 6 x 1 0 3, 104 and 2 x lO^s and mass 
1.6862 g of Bowen's Kale. The opinion preferred by Campbell (Cam. 
77) that the signal (photopeak area) varies directly with t-. while 
the background varies as the square root of t. was checked but the 
data do not strictly support the variation of the background as /t. 
The noticeably established trends are that the detection limit 
decreases (or sensitivity improves) with increasing irradiation
Table 7.3 Detection Limits (yg/g) in Bowen's Kale Mass (1.6882 g)
y-ray energy t. (1)
Element
(keV) 3430s
0 197.4* 2180±30
N 253.1 17760±7400
I 442.7* 0.054±0.007
Cd 558.6 >0.874
P 636.2 1950±620
K 770.3 10570±1850
Cl 786.3 720±60
S 841.1 9360±2790
Cl 1164.7 1060±110
A1 1778.9* 5.36±0.18
Ca 1942.0 14180±7330
H 2223.3 800±10
(2) tf (3) (4)
6x10 3s 104s 2 x 1 0 ^
1480+20 1500±50 1070±40
- 9710±380 7090±380
0.029±0.003 0.019±0.002 0.016±0.001
<0.874 0.73±0.19 0.70±0.09
- 1980±610 2090±690
5650±650 5590±580 6580±1270
600±40 640±50 430±40
6870±2120 6480±1870 7280±2680
650±50 690±51 470±30
4.76±0.11 3.40±0.11 2.68±0.08
26980±13000 16270±4750 4450±370
620±5 540±10 300±5
* Delayed gamma-ray
time for delayed gamma-ray emitters while there appears to be no 
improvement in the system sensitivity after a time for prompt 
gamma-ray emitters. The improvement in the sensitivity of the 
delayed gamma-ray emitters is due to increasing activity which 
has not reached saturation and the sensitivity o f  the prompt 
gamma-ray emitters, particularly at low energies, is not improving 
because the delayed gamma-rays which are Compton scattered at 
energies 1778.9 and 442.7 keV contributing significantly to the 
background of prompt gamma-ray peaks, are increasing with the 
activities of their emitters.
The detection limits of H, N, 0, A1 and I were obtained having 
corrected for the background contributions. The values quoted in 
the tables were for a particular sample of Bowen's Kale mass 1.6882 g. 
This set of values is representative of the mean values obtained in 
other experiments. The value of the detection limit and concentrat­
ion for H were obtained by comparing the count rate with that of the 
known mass of KF^PO^, of very small thickness whereas the values used 
for the other elements are the most recent certified values given by 
Bowen (Bow.TJ^). The concentration of H in Bowen's Kale used is 
(5.1309 ± 0.1431-)^  Figures (7.6a and b) are spectra obtained for 
Bowen's Kale and the background for irradiation time of 2 x 104s 
respectively.
7.3.4 Detection limits of elements in chemical compounds
A summary of the results obtained from the analysis of some 
chemical compound matrices is given in Table (7.4). Pellets of 
KH P0 , , LiF, NH NO , NaCl and Cdl were irradiated under different
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Table 7.4 Detection Limits (2/B) of Some Elements in Chemical 
Compound Matrices in Irradiation Time of IQ^s
Element
y-ray energy 
(keV)
Compound matrix 
(mass,g)
Typical count 
(tf .s)
Detection limit
(yg/9)
Li 2032.5 LiF (1.3700) 390 62050±4870
N 253.1 N H 3N 0 3 (2.8846) 1483 25760±2580
H 2223.3 / 13761 1940±40
0 197.4* / " 29422 37700±260
K 770.3 KH2P04 (0.4212) 4396 3150±80
H 2223.3 / 2314 600±20
P 636.2 / 228 30820±7400
0 197.4* / 7475 6110±70
Na 472.4 NaCl (2.3610) 1519 (t.j= 600s) 4891 Oil 530
Cl 1164.7 / 9746 / 13990±170
* Delayed gamma-ray
conditions as described in section (7.2). The masses were pre­
determined before irradiation and the detection limits for the 
various constituent elements were calculated.
It is surprising to observe worse detection limits for these 
matrices than when Bowen's Kale was used. A possible explanation 
may be due to the larger mass (or increased thickness) of the compound 
pellets irradiated and hence increased shielding and.self absorption 
effects. The only exceptions are H and K determined from the 
analysis of KH2P04 which is the smallest (thinnest) sample, it is 
about a quarter to one sixth of the mass of the other samples. The 
value of the detection limit obtained for oxygen using this small 
(thin) pellet is very much better than that obtained for the larger 
volume N H 3N 0 3 used while that of P is much worse than that obtained 
from Bowen's Kale. The reason for the latter may be due to the poor 
statistical count observed. The detection limit for F was not 
determined because of a number of interferences, and large errors on 
the value render it virtually useless especially when the element can 
be detected with high precision by cyclic activation.
7.3.5 Measurement of elemental concentrations in bone
The concentrations together with the associated uncertainties 
and detection limits for the matrices used were determined by compar­
ing the count rates obtained from the samples and Bowen's Kale.
Table (7.5) contains the results obtained for the bones and Figures 
(7.7a, b and c)contain bone, Bowen's Kale and background for irradiat­
ion time of lO^s each.
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Fig. (7.7) : Spectra of the (a) Human Bone, (b) Bowen's Kale 
and (c) Background collected after irridiation
of 10 s,
The results show significant differences in H, N, K and Ca 
contents between fresh and old bones. In some cases, especially 
H and N, the concentrations in fresh bone are of the order of 5 to 
10 times that in the old bones. The concentration of potassium is 
below the detection limit in both skull and rib samples. This may 
be due to dehydration and elements leaching out. While the 
concentration of Ca is halved in old bone compared to fresh bone, 
those of Cd and Cl remained almost the same.
CHAPTER 8 CONCLUSION
The usefulness of prompt gamma-ray and cyclic activation 
analyses in the detection and measurement of trace element 
concentrations in a variety of samples mainly of biological and 
environmental interest has been demonstrated. Judicious choice of 
timing paramters in cyclic mode allows optimum signal-to-noise 
ratios to be obtained for short-lived isotopes of interest while 
the activities of the longer lived nuclides in the matrix are 
suppressed.
There was good agreement between the values of neutron fluxes 
determined using Au alloys and Co foils and it was shown that Au 
alloys could be used when available, because a neutron convention 
which does not require a rigorous numerical calculation of correct­
ion factors such as flux depression, self shielding and edge effects 
as in the case of Co foils can be adopted without loss in accuracy. 
Good agreement would not have been possible without corrections.
The edge effect, e^, was found to be practically negligible since 
the correction factor was ^ 0.002 and the flux depression, H^, was 
0.023. The main correction factor was that due to epithermal 
shielding, G re s , which was found to be 0.63 for Co foils of the 
thickness used whereas the factor due to thermal shielding 0.977 is 
not as significant.
Thorough calibration of the detector with regards to energy and 
counting geometry, is essential not only to the absolute method but 
also the relative and comparative methods. It is difficult to 
irradiate samples and standards, and count them under identical
conditions as required by the relative method without running into 
problems of dead time and poor statistics. If the detector is 
properly calibrated, these problems can be overcome and counting 
at any geometry is possible. To effectively calibrate the detector 
a general empirical formula which combines correction factors for 
the finite size of the detector and the 'inverse square l a w 1 of 
distance was deduced and demonstrated to be in good agreement with 
experiments. The Ge(Li) detector exhibited a dip in response at its 
centre when scanned with collimated standard gamma-ray sources across 
the face and the magnitude of the dip was found to be energy 
dependent. The finite size of the extended source was considered 
by calculating the solid angle subtended at the detector by the 
source using a modified Monte Carlo program written by Wielopolski 
(Wie. 77). This included the dip in response at the centre of the 
detector. The detector efficiency for the extended source could 
then be expressed as
where cv . c (x,E ) and n  c (x,E ) are corrected position and energy
L X t , 5 "Y p ,  o Y
dependent solid angles for extended and point sources, respectively,
and e .(x,E ) is the energy and position dependent extrapolated 
P j -> y
point source efficiency at any source-to-detector distance x.
The incorporation of a cadmium sleeve into the CAS facility 
provided a unique feature to be exploited. Values of sensitivities 
and cadmium ratios determined for single elemental standards, although 
some associated with large errors, were obtained and the detection
limits of elements with short-lived isotopes in biological and 
environmental sample matrices were established for a number of 
elements. Cyclic activation was also applied to the measurement of 
half-lives of short-lived fission products for identification in 
complex spectra indicating good prospects in its application to 
industrial process analysis and control, particularly in nuclear 
fuel cycle activities.
The results in Tables (6.5) and (6.6) show that INAA and the 
absolute method, are reliable and there is good agreement between 
the values obtained in this work with that in the literature. This 
reliability suggests that the techniques could be used to obtain 
accurate values for elements present but which have not been 
previously measured in the standard reference biological materials or 
whose errors are large. The values obtained for Au in both NBS 
Orchard Leaves and NBS Bovine Liver should be an acceptable contrib­
ution to analytical data, as are the values of La, Sm and Ta detected 
in the former. Improvements in precision were found for As and Br in 
NBS Orchard Leaves and for Br in NBS Bovine Liver whose values in 
the literature have no error bars.
Improvements in detection limits or better precision has been 
demonstrated for F, Mg, V and I in standard reference biological 
materials, using cyclic activation. Guinn and Hoste.(Gui. 77) 
reported undetected precision corresponding to a relative standard 
deviation (aref) of > 100% for F and I in Bowen's Kale but with 
cyclic activation the precision for detection obtained in this work 
was less than 10%, and in IAEA Animal Muscle a relatively high 
precision was obtained for I (< 10%) and F (- 18%). V was also
detected with better precision for Bowen's Kale and IAEA Animal 
Muscle. It could therefore be concluded that cyclic activation 
analysis as a technique is very effective in the analysis of short­
lived isotopes with half-lives of the order of 10 minutes and less.
The results also proved that the absolute method could be 
used if all the necessary parameters, but in particular calibration 
of detector efficiency and determination of solid angle subtended by 
the source at the detector, are taken into consideration. The 
analysis of soil samples made use of the technique and the elemental 
concentration found were self consistent, with most values in the 
expected range, except for Pb, As, Zn and Sb particularly in sample 
C A T . This may have been discounted as not very serious, if only one 
or two of these elements were found in high concentrations but high 
levels of three established toxic metals (Pb, As and Sb) with the 
possible effects of additive toxicity should be viewed with some 
concern. Additional studies carried out on the inter-relationship 
between the concentrations of toxic and other elements showed poor 
correlation between these elements in the environmental soil samples. 
The result of this study would not allow any trend, other than the 
one given in Chapter 6, to be established.
Instrumental neutron activation analysis was applied to the 
measurement of uranium in plant samples obtained from an arid zone 
in Syria, near phosphate mines, with success. Although no errors 
were quoted for the values obtained by other techniques on the same 
ashed samples, agreement between the values was good.
It is evident from the results in Tables (7.3) and (7.5) that 
prompt gamma-ray analysis could be successfully applied to the study 
of biological materials. A number of elements have been detected 
and measured; they include the elements with low atomic number H and 
N and others Ca, Cd, Cl, K,P and S. The technique is therefore 
complementary to cyclic activation analysis especially when both 
are considered for routine work. Although the sensitivity obtained 
is not as good as radioactivation analysis for Ca, Cl and K, the 
other elements detected could not be determined using radio- 
activation analysis. Although theoretically possible, F could not 
be measured because of the interferences in the spectrum and cyclic 
activation analysis can determine it anyway with better precision.
8.3 Recommendations for Further Work
The versatility of cyclic activation analysis has been 
demonstrated using only a Ge(Li) detector and this must increase if 
an intrinsic Ge detector is added to the system for the simultaneous 
counting of activated samples. This will allow the measurement of 
low energy gamma-rays and X-rays to be performed, including the 
possibility of coincidence counting, if and when, required. In 
addition, an alternative flight path as previously proposed (Spy. 82)
should be installed to allow delayed neutrons in a cyclic mode to be
measured, thus making it possible to continue with the study on 
short-lived fission products as well as providing a system with high 
prospects of industrial applications especially in nuclear fuel
fabrication. However it is very important that the cyclic system to
be thoroughly cleaned and decontaminated, otherwise interferences 
and background counts virtually wipe out any advantages of the 
technique.
It has been shown that when the absolute method was used, 
reliable results were obtained and if this method is pursued
nuclear data could be determined e.g. T ls a  and I for short-lived
2 0
isotopes where the data are either non-existing or have large errors. 
Also elemental concentrations which are not certified in standard 
reference biological environmental materials could be determined for 
use by other analysts. The compilation or short-lived isotopes 
produced by Kerr (Ker. 78) needs to be updated because for the 
absolute method to be successful, nuclear data must be both 
accurate and reliable.
The application of INAA should continue to be extended to 
solving problems in a variety of fields, not always in obvious areas 
e.g. in Zoology, where a study on snail shells to identify mutations 
by elemental analysis is proposed.
In the analysis of prompt gamma-rays, it was observed that an 
additional pulse height analyser could have improved the analysis if 
spectra from both modes of operation, Ge(Li) only and anti-Compton, 
were simultaneously recorded and compared. It was also found that 
the width of the neutron beam at the target position was unnecessa­
rily large and could be reduced, thus also reducing background 
contributions from irradiation of target surroundings to provide 
better detection limits. In addition the rigid construction of the 
detection system as it is now constituted does not allow much 
flexibility in the use of the external neutron beam. If the detect­
ion system is made mobile both neutron radiography which is presently 
difficult to perform and 'in-vivo' work could be carried out to give 
better sensitivity than the isotopic neutron source system available
at Surrey (Nic. 83), since the flux is an order of magnitude higher.
The SAMPO program needs further modification and development
especially in the execution of SHAPEDO routine in the low energy 
region. In the Appendix it has been shown how peaks with energies 
at 60 keV and below could not be adequately fitted using this
routine. These problems will be magnified when using the low energy
photon detectors. Resonance integrals should also be added to the 
capture cross-sections in the library subroutine of the SAMPO program 
to enable automatic identification and determination of elemental 
concentrations when the absolute method is used. The library sub­
routine should also be enlarged to incorporate, not only the updated 
information on short-lived isotopes but ought to incorporate nuclear 
data on photopeak energies below 60 keV for isotope identification.
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APPENDIX SAMPO (CPC 6600) and APS.PEAK (ND 6600) PROGRAMS
Gamma spectral data may be manually analysed with good 
results if a few peak areas are required but for multielemental 
analysis of large numbers of complex spectra obtained from large- 
volume high-resolution semiconductor detectors and multichannel 
analyzers there is the need for computer based techniques. This is 
clearly evident when time saved is considered and the technique 
leads to significant improvement in the accuracy of data reduction 
especially if the peaks of interest cannot be fully resolved by the 
detecting system.
Two types of pulse height analyzers were employed in this work 
because different counting systems and ADC's were used to acquire 
data, hence two numerical analysis procedures were invariably used.
The SAMPO gamma-ray spectrum analysis code written by Routtin and 
Prussin (Rou. 69) was used for the analysis of.data obtained from 
the prompt and cyclic activation systems. The modified version of 
SAMPO is available as a ULRC Library package on the CDC 6600 machine 
at the University of London Computing Centre (ULCC) and on the PRIME 
machine at Surrey. Data obtained from the counting of short and 
long lived radio-nuclides were analyzed using the APS.PEAK program 
of Nuclear Data ND 6600 pulse height analysis system which is computer 
based.
In this Appendix only brief outlines of the relevant features 
of the programs are discussed and their performances examined in 
comparison with hand calculation of selected photo-peak areas of 
gamma-ray energies 60 and 662 keV. Detailed principles of operation
of the SAMPO program could be obtained (Rou. 69, Car. 77) while 
that of APS.PEAK program could be found in the manufacturer's 
literature.
A . 1 The modified SAMPO code
SAMPO was written primarily for the automatic analysis of 
gamma-ray spectra measured with Ge(Li) detectors, although it is 
also applicable with some modification to detection by Nal(Tl)
(Kac. 77). The analytical function used for the representation of 
photopeak consists of a Gaussian and two exponential tails. The 
central part of a peak is described by a Gaussian and the tails by 
simple exponentials which join the Gaussian smoothly so that the 
function and its first derivative are continuous. The three para­
meters which define the shape of a peak are the width of the 
Gaussian and the distances from the centroid to the junction points. 
These defining shape parameters vary smoothly with energy and there­
fore their values for any peak in a spectrum may be found by inter­
polation between parameters of neighbouring peaks. A routine SHAPEDO 
is used on intense and well-isolated peaks as internal calibrations 
to obtain a corresponding set of shape parameters. Peak function 
and quadratic background continuum are fitted to the data by a x 2 
minization procedure. Eight parameters are involved in the fitting, 
three.define the continuum two are the height and the peak centroid 
and the other three are the parameters defining the peak shape 
obtained by interpolating linearly the results of the shape analysis 
of the calibration peaks. In practice, when using the routtne 
SHAPEDO there is the need to specify the fitting interval to include 
enough channels to cover both tails, but not to over-extend to
include fluctuations due to neighbouring peaks. Caution must be 
exercised in using the shape parameters obtained from the shape- 
calibration fit for analysis of spectra obtained at different count 
rates, since peak shape depends on count rate.
The routine FITDO performs the analysis of all significant 
peaks in the spectrum using the shape parameters obtained by linear 
extrapolation from the calibration data, which may be read in with 
SHAPEIN command. There are two main advantages for using FITDO: 
one is the significant reduction in computing time required to fit 
each individual peak (since minimisation involves five rather than 
eigh parameters) and the other is that the analysis procedure is 
stabilised by use of the correct shapes for small and overlapping 
peaks from which accurate shape parameters could never be obtained.
Automatic peak search is performed by a routine PEAKFIND. The 
raw data is first smoothed using generalized second-difference 
operations discussed by Mariscotti (Mar. 67), the statistical 
significance of each channel is then calculated and this value is 
compared with a preset threshold value to determine if a peak is 
present. The peaks detected are subjected to a further shape test 
before acceptance. Although all detected peaks are listed in the 
printout only the ones accepted are fitted, if FITDO is used along 
with PEAKFIND, the fitted photopeak areas are given together with 
their corresponding errors.
Many options are available in the SAMPO program and two or 
more may be combined to cope with specific problems. There are 
routines for energy and efficiency calibration of the spectra, a uto­
matic selection of peak fitting intervals, separation of multiple or
overlapping peaks and production of a microfilm plot of the 
spectrum. In a d d i t i o n t h e  modified version of SAMPO contains a 
new subroutine, IDENT, implemented by Carder et a l . (Car. 77),which 
carries out radioisotope identification and elemental mass determ­
inations, after 'simple' or 'cyclic' thermal NAA.
Data are supplied to SAMPO through either paper tape, punched 
card and magnetic tape. Approximately Is central processor (CP) 
time is required on the CDC6600 machine to fit one peak, thus 50- 
60s cp time is used for the analysis of a typical spectrum with 
about 30 peaks including the peak search and results tables.
A . 2 The Nuclear.Data ND6600 codes: APS PEAK
The purpose of APS.PEAK is to find photopeaks in a gamma- or 
X-ray spectrum. The empirical data points of energy versus the full 
width at half the maximum height of a peak (fwhm) are produced and 
the Gaussian sensitivity parameter is established for the program. 
The program then finds a region in the spectrum having a relative 
maximum by using the energy versus fwhm curve and the Gaussian 
sensitivity. ’Linear approximation background is subtracted and the 
spectrum is scanned to check if there is any overlapping of peaks.
v.
If there is no overlapping the area, centroid, energy and fwhm are 
calculated directly from the data. The overlapping peaks are 
decomposed, fitted to the approximate number of Gaussian peaks and 
centroid, energy and fwhm for each peak are calculated.
A.2.1 Channel to energy conversion
The program converts spectral channel numbers, x, to their 
equivalent values (E; in keV) using the channel energy calibration
equation
E = A + Bx + Cx2 (A.1)
where A, B and C are intercept, slope and quadratic coefficients of 
the energy Vs channel curve, read from the disk file. They may be 
entered directly to the spectrum parameter file if they are known 
or may be calculated with the energy program. For linear Energy- 
channel relation, c is zero.
A . 2.2 Calculation of fwhm .......
The spectrum to be analysed is divided into parts, each
\
containing 32 channels and fwhm is calculated for each part 
separately.
The expression used is obtained by considering the gamma-ray 
photon energy, E, absorbed in a semiconductor detector through a 
number of collisions with the electron-hole pairs. The mean number 
of collisions, N, is proportional to E times the average energy, e V  
that is required to produce electron-hole pair. The collisions are 
not completely independent and to use the Poisson distribution, the 
variance of the number of collisions, N, must be multiplied by a 
statistical factor F called the Fano factor: N = E © F 4  The standard 
deviation of the current pulse produced by a photon entering the 
detector is /FsE^T The fwhm of the pulse distribution is proportional 
to the standard deviation:
fwhm = 2 . 3 5 V e E f ^  (A.2)
F is typically 0.125 for present-day detectors.
Resolution does not depend on statistical fluctuation alone 
but also depends on thermal and electronic noise
The program calculates an approximate fwhm using empirical 
values supplied by the analyst from the fwhm Vs energy relation. 
Slope and intercept Aj are calculated and then used for any 
gamma-ray to give
A . 2.3 Peak search and correlator
The program examines the correlation value of the spectral 
data. The averaging quality of the correlation value tends to 
reduce the significance of small count variations from channel to 
channel, making the overall peak shape more identifiable. Inflect­
ion points and extrema are greatly enhanced while constant and 
linear portions are made zero.
The correlator is a zero-area fold-in function, for it 
contains zero net area. The product of the correlator times the 
spectrum is summed over n channels. This discrete approximation to 
the second derivative is called the correlation value. If the 
spectral counts are constant or in a straight line in a region, the 
correlation value will be zero. This is due to the mathematical 
properties of the correlator: it is a simplified digital means of 
approximating the second derivative of the spectrum at a channel 
and the second derivative of a linear function is always zero. The 
correlation value will be at a relative maximum when the correlator
fwhm = / 5.42eEF + (noise)2 (A.3)
FWHM = Aj + Bj/ E(keV) (A.4)
is approximately centred over a spectrum peak. This relative 
maximum occurs because the central wing of the correlator (+ 2) 
multiplies the maximum channel values while the left and right 
wings of the correlator ( - 1 )  multiply smaller channel values.
(Figure A.l).
The peak search is carried out by comparing the correlation 
values as they are calculated, looking for a peak boundary. A peak 
consists of a group of consecutive channels where the correlation 
value in each channel is equal to or greater than the specified 
value while a peak boundary exists where one correlation value is 
above, and the adjacent correlation value is below the specified 
criterion value. If the program finds no boundaries, or only one 
boundary, the search region is expanded and the search continued.
When both a right and left boundary have been established, the search 
is terminated.
The presence of the peak (or peaks) is verified and when fully 
established, the parameters which describe the peak shape: fwhm, 
centroid, energy and peak height are calculated. Once these values 
are determined, the peak search is resumed at the right boundary of 
the previous peak.
A . 2.4 Peak area determination
As soon as it has been established that there is at least one 
peak in a region, the program calls subroutine MULT to check if there 
may be other peaks in the same region. If the subroutine MULT finds 
only one relative maximum in the region then the peak parameters are 
passed to the subroutine FIT, which performs a Gaussian fit. If more
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than one are found, the program always calls subroutine FIT to 
estimate the peak heights, centroid channel and fwhm for each 
relative maximum. The subroutine can find and store up to 10 peaks 
in the relative maximum region. Where a series of calculations is 
performed for peaks in the relative maximum region, the calculations 
proceed from the highest to the lowest peak height.
The Gaussian curve used in this subroutine has the form 
-o[(x-x )/r]2
H = Hm e 0 (A.5)
where x Q is the channel with the maximum count, x the channel 
number, Hm the maximum height of peak where x = x 0 , H peak height at 
channel x, r,fwhm and a = 4 In 2 - 2.772589.
If there is more than one peak in a region each count in a
channel within this region may be considered as the sum of the back­
ground plus contributions from all the peaks that exist in the region.
The program determines the number of counts in each channel which 
are part of specific peaks.
In order to calculate the fwhm, r s centroid channel, x , ando
peak height Hm for each peak in the multiplet, FIT uses a technique 
based on the idea that the difference between the true values and 
calculated values of these variables (the 'error') is a minimum. The 
calculated values of r, x 0 and Hm are the values that when inserted 
into the Gaussian equation (A.5) give calculated spectra counts H 
that most nearly match the observed spectral counts Y. This amounts 
to choosing r, x Q and Hm so that the difference between Y and H is
minimum.
U = E[Wi (Yi - H.)]2 = minimum (A.6)
where the index i represents the channel number. The emphasis is 
not on the difference (Y - H) to be a minimum but that the sum of 
the differences (Y^ - ) across all channels i be a minimum. W. is
a statistical weighting factor and each Y. represents the background 
subtracted count in one channel due to one peak only; because the 
contributions from other peaks in the multiplet have been subtracted.
The minimasation is carried out by taking partial derivatives 
of U with respect to r, x Q and Hm and equating these three partial 
derivatives to zero. To simplify the process, the logarithm of the 
observed spectral counts and of the Gaussian equation were used to 
give
In H = In Hm - a ( x 0/r)2 + (2ax /r2 )x - (a/r2 >x2 '
E C ! + C2X + CjX2
(A.7)
where Cj = In Hm - a ( x Q/r)2 ; C 2 = 2 a x 0/r2 ; C 3 = - a/r2 and the least 
square equation for U is
U = z[Wi (In Y. - C 2 - C 2x - C 3 x2 ] . (A.8)
By taking the partial derivatives with respect to C 1# C 2 , C 3 which 
represent the r, x Q and Hm , three resulting equations can be solved 
to give the best estimates of these values.
The subroutine FIT establishes a criterion for convergence of 
the calculation r, x Q and H . The iterative process ceases when
either the convergence criterion is met or the number of iterations 
specified by the analyst has been completed.
How well the subroutine has calculated the values r, x ando
Hm can be checked from the value of chi-square statistics for the 
fitting process calculated by the subroutine FIT. A chi-squared 
value which approximately equals unity is considered a 'good' fit 
and large values of chi-squared would tend to indicate that the 
calculated values do not fit the observed data very well.
A . 3 Performances of SAMPO and APS.PEAK programs
Standard gamma-ray sources of 2lflAm and 137Cs were each 
counted on Ge(Li) detector (a) five times for 600s at a source-to- 
detector distance of 50 mm. The data was acquired with the aid of 
Nuclear Data ND6600 computer and the spectra were analysed using the 
APS.PEAK program. The raw data in the regions of interest 60 and 
662 keV were printed out for analysis using the SAMPO program and 
hand calculation.
The two sets of data obtained were fitted using the routine 
SHAPEDO available in the SAMPO program, giving twenty channels on 
both sides of the peak in order to cover the two exponential tails. 
The results including the statistical uncertainties are displayed 
in Table A . l .
The hand calculation was carried out by using the part of the 
peak above the full width at tenth maximum '(FWTM) (Yul. 68), for a 
distribution that follows Poisson's statistics the peak area above 
the FWTM will be at least 9 7 1  of the actual photopeak (Ker. 78).
ITable A.1 Peak area determination using Nuclear Data, SAMPO 
Program and hand calculation method
Nuclear Data SAMPO Hand Calculation
60 keV 80629±887 - 76641±615
79620±876 - 76783±507
82263±905 - 76630±687
79694±718 - 78089±666
82947±897 - 76176±667
Mean value 81031 - 76864
Standard deviation 755 361
662 keV 115368 ±346 117929±343 118910 ±370
114231 ±343 1175641343 117166 ±419
1135971341 1169381342 117027 ±365
114525 ±344 1167691342 1162551367
1138881342 1165761341 1176501367
Mean value 114322 117155 117402
Standard deviation 272 228 392
The routine SHAPEDO of the SAMPO program was unable to fit 
the photopeak at 60 keV because of the background counts which 
produced a lot of fluctuation on both sides of the peak. This is 
one major condition under which peak fit may not be possible when
the SAMPO program is used. As can be seen from Table (A.l), the
photopeak areas at this energy were determined using the Nuclear 
Data and hand calculations only.
The values obtained using APS.PEAK of Nuclear Data showed large 
fluctuations much greater than the quoted errors which were' 
calculated for all methods using / S + 2 B . The values were 
consistently higher than the ones obtained with the hand calculat­
ion method. It is interesting to note that when FWTM was used 
for defining the boundaries of a photopeak, the fluctuation in the 
values was within statistical error and lower standard deviations 
were obtained compared to ND values.
In the second case where the photopeak areas at energy 662 keV
were considered, the values obtained from ND were consistently low 
compared with those obtained from the other two methods, giving a 
mean of 114322 while SAMPO and the hand calculation method gave a 
mean of 117155 and 117402 respectively. The standard deviation 228 
obtained from SAMPO was better than 272 from ND which was better 
than 392 from the hand calculation method. However the standard 
deviation may not be a good measure of the quality of performance 
of the programs or method since with the poorest standard deviation 
of hand calculation there was agreement with less than one standard 
deviation in the mean value obtained from SAMPO. ND has a better 
standard deviation than the hand calculation method but the
difference between its mean and the others, especially SAMPO, is 
more than ten standard deviations.
In conclusion, though there may not be excellent agreement 
between ND and the rest, data analysis with the system is acceptable 
provided that the required precision is not better than 5%. The 
peak search is very good in theory as well as in practice (author's 
personal experience). Also the ability to fit a photopeak at any 
energy region, including low and high energies, in the presence of 
large background fluctuations is another advantage it has over 
SAMPO.
SAMPO on the other hand has proved to be highly reliable when 
used for a peak fit without large fluctuations on both sides of the 
peak. As already remarked, it has the least standard deviation and 
the mean agreed well with that obtained by the hand calculation 
method. In addition the peak search routine is excellent but the 
draw back is its inability to fit peaks with large background 
fluctuations.
The hand calculation method especially when FWTM was used 
showed internal consistency with fluctuations well within the 
statistical error. The standard deviation was not too high, however 
there was good agreement in the mean value with that found for SAMPO. 
The only draw back is the considerable time required for the analysis 
of a complex spectrum containing a large number of peaks and no 
attempt is made to resolve multi piets.
