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Abstract
Distance measures play a central role in evolving the clustering technique. Due to the
rich mathematical background and natural implementation of lp distance measures,
researchers were motivated to use them in almost every clustering process. Beside lp
distance measures, there exist several distance measures. Sargent introduced a
special type of distance measuresm(φ) and n(φ) which is closely related to lp. In this
paper, we generalized the Sargent sequence spaces through introduction ofM(φ)
and N(φ) sequence spaces. Moreover, it is shown that both spaces are BK-spaces, and
one is a dual of another. Further, we have clustered the two-moon dataset by using
an inducedM(φ)-distance measure (induced by the Sargent sequence spaceM(φ)) in
the k-means clustering algorithm. The clustering result established the eﬃcacy of
replacing the Euclidean distance measure by theM(φ)-distance measure in the
k-means algorithm.
MSC: 40H05; 46A45
Keywords: clustering; double sequence; k-means clustering; two-moon dataset
1 Introduction
Clustering is a well-known procedure to deal with an unsupervised learning problem ap-
pearing in pattern recognition. Clustering is a process of organizing data into groups called
clusters so that objects in the same cluster are similar to one another, but are dissimilar to
objects in other clusters []. The main contribution in the ﬁeld of clustering analysis was
the pioneering work of MacQueen [] and Bezdek []. They had introduced highly signiﬁ-
cant clustering algorithms such as k-means [] and fuzzy c-means []. Among all clustering
algorithms, k-means is the simplest unsupervised clustering algorithm that makes use of
a minimum distance from the center, and it has many applications in scientiﬁc and indus-
trial research [–] (for more information about the k-means clustering algorithm, see
Section ). K-means algorithm is distance dependent, so its outputs vary with changing
distance measures. Among all distance measures, a clustering process was usually carried
out through the Euclidean distance measure [], but many times it failed to oﬀer good re-
sults. In this paper, we deﬁne M(φ)- and N(φ)-distance measure. Further, M(φ)-distance
is used to cluster two-moon dataset. The output result is compared with the result of
Euclidean distance measure to show the eﬃcacy ofM(φ)-distance over the Euclidean dis-
tance measure. M(φ) and N(φ)-distance measures are the generalization of m(φ)- and
n(φ)-distance measures introduced by Sargent [] and further studied by Mursaleen [,
© The Author(s) 2017. This article is distributed under the terms of the Creative Commons Attribution 4.0 International License
(http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in anymedium, pro-
vided you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and
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] (to know more about m(φ) and n(φ), refer to [–]). The M(φ) and N(φ) spaces are
closely related to lp distance measures. lp measures and its variance are mostly used to
solve the problems evolving in the ﬁelds ofMarket prediction [], Machine Learning [],
Pattern Recognition [], Clustering [] etc.
Throughout the paper, by ω we denote the set of all real or complex sequences. More-
over, by l∞, c and c we denote the Banach spaces of bounded, convergent and null se-
quences, respectively; and let lp be the Banach space of absolutely p-summable sequences
with p-norm ‖ · ‖p. For the following notions, we refer to [, ]. A double sequence
x = (xjk) of real or complex numbers is said to be bounded if ‖x‖∞ < ∞, the space of all
bounded double sequences is denoted by L∞. A double sequence x = (xjk) is said to con-
verge to the limit L in Pringsheim’s sense (shortly, convergent to L) if for every ε > , there
exists an integer N such that |xjk – L| < ε whenever j,k > N . In this case L is called the
p-limit of x. If in addition x ∈L∞, then x is said to be boundedly convergent to L in Pring-
sheim’s sense (shortly, bp-convergent to L). A double sequence x = (xjk) is said to converge
regularly to L (shortly, r-convergent to L) if x is p-convergent and the limits xj := limk xjk
(j ∈ N) and xk := limj xjk (k ∈ N) exist. Note that in this case the limits limj limk xjk and
limk limj xjk exist and are equal to the p-limit of x. In general, for any notion of conver-
gence ν , the space of all ν-convergent double sequences will be denoted by Cν and the
limit of a ν-convergent double sequence x by ν- limj,k xjk , where ν ∈ {p,bp, r}.
Let  denote a vector space of all double sequences with the vector space operations
deﬁned coordinate-wise. Vector subspaces of  are called double sequence spaces. Let us





Then the pair (x, s) and the sequence s = {smn} are called a double series and a sequence
of partial sums of the double series, respectively. Let λ be the space of double sequences
converging with respect to some linear convergence rule μ- lim : λ → R. The sum of a
double series
∑∞,∞
i,j= xij with respect to this rule is deﬁned by μ-
∑∞,∞
i,j= xij := μ- lim smn.
Başar and Şever introduced the space Lp in []
Lp :=
{






corresponding to the space lp for p ≥  and examined some of its properties. Altay and
Başar [] have generalized the spaces of double sequences L∞, Cp and Cbp to
L∞(t) =
{












Cbp(t) = Cp(t)∩ L∞(t),
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respectively, where t = {tmn} is the sequence of strictly positive reals tmn. In the case tmn = ,
for all m,n ∈ N, L∞(t), Cp(t) and Cbp(t) reduce to the sets L∞, Cp and Cbp, respectively.
Further, letC be the spacewhose elements are ﬁnite sets of distinct positive integers. Given
any element σ of C, we denote by c(σ ) the sequence {cn(σ )} which is such that cn(σ ) =  if
n ∈ σ , cn(σ ) =  otherwise. Further, let
Cs =
{














≤  (n = , , . . .)
}
,
where φn = φn – φn– and φ = .
For φ ∈ 
, the following sequence spaces were introduced and studied in [] by Sargent
and further studied by Mursaleen in [, ]:
m(φ) =
{


























(i) The spacesm(φ) and n(φ) are BK-spaces with their usual norms.
(ii) If φn =  (n = , , , . . .), thenm(φ) = l [n(φ) = l∞], and if φn = n (n = , , , . . .),
thenm(φ) = l∞ [n(φ) = l].
(iii) l ⊆m(φ)⊆ l∞ [l ⊆ n(φ)⊆ l∞] for all φ ∈ 
.
(iv) For any φ ∈ 
,m(φ) 
= lp [n(φ) 
= lq],  < p <∞.
In this paper, we deﬁne Sargent’s spaces for double sequences x = {xmn}. For this we
ﬁrst suppose U to be the set whose elements are ﬁnite sets of distinct elements of N×N
obtained by σ × ς , where σ ∈ Cs and ς ∈ Ct for each s, t ≥ . Therefore, any element ζ of
U means (m,n); m ∈ σ and n ∈ ς having cardinality at most st, where s is the cardinality
with respect tom and t is the cardinality with respect to n. Given any element ζ of U , we
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for the set of those ζ whose support has cardinality at most st; and
 =
{





≤  (m,n = , , . . .)
}
,
whereφmn = φmn–φm–,n–φm,n– +φm–,n– and φ, φm, φn = , ∀m,n ∈ I+. Through-






n∈ς , and S(x) is used to denote the set of all
















































Remark . If φst =  (s, t = , , , . . .), then M(φ) = L [N(φ) = L∞], and if φst = st (s, t =
, , , . . .), thenM(φ) = L∞ [N(φ) = L].
We now state the following known results of [] for single sequences (series) which can
also be proved easily for double sequences (series).
Lemma . If the series ∑unxn is convergent for every x of a BK-space E, then the func-
tional
∑∞
n= unxn is linear and continuous in E.
Lemma . If E and F are BK-spaces, and if E ⊆ F , then there is a real number K such
that, for all x of E,
‖x‖F ≤ K‖x‖E .
2 Properties of the spacesM(φ) and N(φ)
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Proof It is a routine veriﬁcation to show thatM(φ) is a normed space with the given norm
(.), and so we omit it. Now, we proceed to showing thatM(φ) is complete. Let {xl} be a
Cauchy sequence in M(φ), where xl = {xlmn}∞,∞m,n=, for every ﬁxed l ∈ N. Then, for a given





























∣∣∣∣ < εφ for all l, r > n(ε). (.)
This means that {∑m,n∈ζ |xlmn|}l∈N is a Cauchy sequence in R for every ﬁxed s, t ≥  and







|xmn| as l → ∞.

































m,n∈ζ |xmn – xlmn| +
∑
m,n∈ζ |xlmn| ≤ εφ + k, it follows that x =
{xmn} ∈ M(φ). Since {xl}l∈N was an arbitrary Cauchy sequence, the space M(φ) is com-
plete. Now we prove that M(φ) has continuous coordinate projections pmn, where pmn :
 → K and pmn(x) = xmn. The coordinate projections pmn are continuous since |xmn| ≤
sups,t≥ supζ∈Ust φst‖x‖M(φ) for eachm,n ∈N. 
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Lemma .
(i) If x ∈M(φ) [x ∈N(φ)] and u ∈ S(x), then u ∈M(φ) [u ∈N(φ)] and ‖u‖ = ‖x‖.
(ii) If x ∈M(φ) [x ∈N(φ)] and |umn| ≤ |xmn| for every positive integer m, n, then
u ∈M(φ) [u ∈N(φ)] and ‖u‖ ≤ ‖x‖.
Proof (i) Let x ∈M(φ), then sups,t≥ supζ∈Ust φst
∑





|xmn| <∞ for each ζ ∈Ust and s, t ≥ .




























thus u ∈M(φ) and ‖u‖ = ‖x‖.
(ii) By using the deﬁnition, easy to prove. 
Theorem . For arbitrary φ ∈ , we have φ ∈M(φ) and ‖φ‖M(φ) ≤ .
Proof Let s and t be arbitrary positive integers, let σ ,ς ∈ Ust , and let τ, τ constitute
the element of σ and ς exceed by s and t respectively, also from the deﬁnition we have






























+ + + .





≤ φst + stφstst = φst . 
Lemma . If x ∈ M(φ) and {c, c, . . . , cn, c, c, . . . , cn, . . . , cm, cm, . . . , cmn} is a rear-
rangement of {b,b, . . . ,bn,b,b, . . . ,bn, . . . ,bm,bm, . . . ,bmn} such that |c| ≥ |c| ≥
· · · ≥ |cn|, |c| ≥ |c| ≥ · · · ≥ |cn|, . . . , |cm| ≥ |cm| ≥ · · · ≥ |cmn| and |c| ≥ |c| ≥ · · · ≥
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Proof In view of Lemma .(i), it is suﬃcient to consider the case when bij = cij (i =
, , . . . ,m; j = , , . . . ,n). Then writing Xmn =
∑m,n

























i,j=, |bijxij| ≤ ‖x‖M(φ)
∑m,n
i,j=, |cij|φij. 
Theorem . In order that ∑uijxij be convergent [absolutely convergent] whenever x ∈
M(φ), it is necessary and suﬃcient that u ∈N(φ). Further, if x ∈M(φ) and u ∈N(φ), then
∞,∞∑
i,j=,
|uijxij| ≤ ‖u‖N(φ)‖x‖M(φ). (.)
Proof Necessity. We now suppose that
∑
uijxij is convergent whenever x ∈ M(φ), then










|uijxij| ≤ K‖x‖M(φ). (.)
Let v ∈ S(u). Then taking x to be a suitable rearrangement ofφ, it follows from Eq. (.)
and Theorem . and Lemma .(i) that
∞,∞∑
i,j=,
|vij|φij ≤ K ,
and thus u ∈N(φ).
Suﬃciency. If x ∈M(φ) and u ∈N(φ), it follows from Lemma . that for every positive
integer m and n,
∞,∞∑
i,j=,
|uijxij| ≤ ‖u‖N(φ)‖x‖M(φ). 
Theorem . In order that ∑umnxmn be convergent [absolutely convergent] whenever x ∈
N(φ), it is necessary and suﬃcient that u ∈M(φ).
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Proof Since suﬃciency is included in Theorem ., we only consider necessity. We there-
fore suppose that
∑
umnxmn is convergent whenever x ∈ N(φ). By arguments similar to
those used in Theorem ., we may therefore have that
∞,∞∑
m,n=,
|umnxmn| ≤ K‖x‖N(φ) (.)





φmn ≤ φst ,
from Theorem . and Eq. (.) we have
∑
m,n∈ζ
|umn| ≤ Kφst (ζ ∈Ust ; s, t = , , , . . .),
and thus u ∈M(φ). 
3 Inclusion relations forM(φ) and N(φ)








Proof Since each of the spaces M(φ) and N(φ) is the dual of the other, by Theorems .
and ., the second version is equivalent to the ﬁrst.Moreover, suﬃciency follows from the
deﬁnition of an M(φ) space. We therefore suppose that M(φ)⊆M(ψ). Since φ ∈M(φ),




φij ≤ ψst‖φ‖M(ψ), where  =. 
Theorem .
(i) L ⊆M(φ)⊆ L∞ [L ⊆N(φ)⊆ L∞] for all φ of .
(ii) M(φ) = L [N(φ) = L∞] if and only if bp- lims,t φst <∞.
(iii) M(φ) = L∞ [N(φ) = L] if and only if bp- lims,t(φst/st) > .
Proof We prove here the ﬁrst version, while the second version follows by Theorems .
and .. Since φ ≤ φmn ≤mnφmn for all φ of , we have by Lemma . that (i) is satisﬁed.
Further, from Lemma ., it follows that M(φ) ⊆ L if and only if sups,t≥ φst < ∞, while
L∞ ⊆ M(φ) if and only if sups,t≥(φst/st) < ∞; since the sequences {φst} and {st/φst} are
monotonic, (ii) and (iii) are also satisﬁed. 
Theorem . Suppose that  < p <∞ and p + q = . Then
(i) Given any φ of ,M(φ) 
= Lp [N(φ) 
= Lq].
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(iii) In order thatM(φ)⊂ Lp [N(φ)⊃ Lq], it is necessary and suﬃcient that φ ∈ Lp.
(iv)
⋃
φ∈Lp M(φ) = Lp [
⋂
φ∈Lp N(φ) = Lq].
Proof (i) Let us suppose thatM(φ) = Lp.
Then, by Lemma ., there exist real numbers r and r (r > , r > ) such that, for all
x ofM(φ),
r‖x‖Lp ≤ ‖x‖M(φ) ≤ r‖x‖Lp .













≤ r (s, t = , , , . . .).
In view of Lemma ., this implies that M(φ) = M(ψ), where ψ = {(mn) q }. Since ψ ∈
M(ψ) by Theorem ., but ψ /∈ Lq, this leads to a contradiction. Hence (i) follows.
(ii) If Lq ⊂M(φ), arguments similar to those used in the proof of (i) show that
(st)/q ≤ Kφst (s, t = , , , . . .). (.)
















q < Kφst‖x‖Lq ,
and hence x ∈M(φ). In view of (i), it follows that Lq ⊂M(φ).
(iii) By Theorem ., we have φ ∈ M(φ). For suﬃciency, we suppose that φ ∈ Lp
and that x ∈M(φ). Then {umnφmn} ∈ L whenever u ∈ Lq, and it therefore follows from
Lemma . that {umnxmn} ∈ L whenever u ∈ Lq. Since Lp is the dual of Lq and sinceM(φ) 
=
Lp, it follows thatM(φ)⊂ Lq.
(iv) By using (iii) we have
⋃
φ∈Lp Mφ ⊆ Lp. Now, for obtaining the complementary re-
lation Lp ⊆ ⋃φ∈Lp Mφ , let us suppose that x ∈ Lp. Then limm,n→∞ xmn = , and hence
there is an element u of S(x) such that {|umn|} is a non-increasing sequence. If we take
ψ = {∑m,ni,j=, |uij|}, then it is easy to verify that ψ ∈  and that x ∈ M(φ). Since ψ ∈ Lp,
the complementary relation is satisﬁed. 
4 Application ofM(φ) and N(φ) in clustering
In this section, we implement a k-means clustering algorithm by using M(φ)-distance
measure. Further, we apply the k-means algorithm into clustering to cluster two-moon
data. The clustering result obtained by the M(φ)-distance measure is compared with the
results derived by the existing Euclidean distance measures (l).
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4.1 Algorithm to computeM(φ) distance
Let x = [x,x,x, . . . ,xn]×n and y = [y, y, y, . . . , yn]×n be two matrices of size × n, and
let φm,n = φ,n = n.
() Calculate ai = φ,i |xi – yi|, i = , , , . . . ,n.
() TheM(φ)-distance between x and y is d, where
d = max{a,a + a, . . . ,a + a + · · · + an}.
4.2 K-means clustering algorithm forM(φ)-distance measure
Let X = [x,x,x, . . . ,xn] be the data set.
() Randomly/judiciously select k cluster centers (in this paper we choose ﬁrst k data
points as the cluster center y = [x,x, . . . ,xk]).
() By usingM(φ) or N(φ) distance measure (since both are dual of each other, in
application point of view, we only consider M(φ)), compute the distance between
each data points and cluster centers.
() Put data points into the cluster whoseM(φ)-distance with its center is minimum.
() Deﬁne cluster centers for the new clusters evolved due to steps -, the new cluster
centers are computed as follows: ci = ki
∑ki
j= xi, where ki denotes the number of
points in the ith cluster.
() Repeat the above process until the diﬀerence between two consecutive cluster
centers reaches less than a small number ε.
4.3 Two-moon dataset clustering by usingM(φ)-distance measure in k-means
algorithm
Two-moon dataset is a well-known nonconvex data set. It is an artiﬁcially designed two
dimensional dataset consisting of  data points []. Two-moon dataset is visualized as
moon-shaped clusters (see Figure ).
By using M(φ)-distance measure in the k-means clustering algorithm, the obtained re-
sult is represented in Figure . In Figure , we represent the result obtained by using the Eu-
clidean distancemeasure in the k-means algorithm (wemeasure the accuracy of the cluster
Figure 1 Original shape of two-moon dataset.
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Figure 2 Clustering induced byM(φ)-distance measure.
Figure 3 Clustering induced by Euclidean distance l2.
by using the formula, accuracy = (number of data points in the right cluster/total num-
ber of data points)). The experimental result shows that cluster accuracy ofM(φ)-distance
measure is .% while l-distance measure’s clustering accuracy is .%. Thus,M(φ)-
distance measure substantially improves the clustering accuracy.
5 Conclusions
In this paper, we deﬁned Banach spaces M(φ) and N(φ) with discussion of their mathe-
matical properties. Further, we proved some of their inclusion relation. Furthermore, we
applied the distance measure induced by the Banach spaceM(φ) into clustering to cluster
the two-moondata by using the k-means clustering algorithm; the result of the experiment
shows that theM(φ)-distance measure extensively improves the clustering accuracy.
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