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Resumen
Resumen
En esta tesis se estudia la automatizacio´n del proceso de disen˜o o´ptimo fluido-
dina´mico combinando el ana´lisis del uso de me´todos estoca´sticos de bu´squeda de
soluciones, principalmente te´cnicas evolutivas, con herramientas de ana´lisis basadas
en simulacio´n nume´rica computacional en meca´nica de fluidos. Puesto que estos dos
campos de conocimiento son totalmente diferentes, la automatizacio´n no puede abor-
dar cada uno de estos procesos separadamente. Por este motivo se establecen sistemas
de comunicacio´n e interrelacio´n entre ambos.
Las caracterı´sticas propias de los problemas abordados llevan a que este estudio
no se circunscriba al uso de un simulador concreto, sino que se desarrolla un sistema
de disen˜o abierto de tal forma que permita su integracio´n con diversos simuladores y
procesos de evaluacio´n. Adema´s, con el objetivo de mejorar los resultados de estos
simuladores, manteniendo un coste computacional reducido, se combina la simulacio´n
nume´rica con ensayos experimentales y correcciones basadas en redes neuronales ar-
tificiales.
Los resultados de este trabajo se plasman en el desarrollo de una estructura para el
disen˜o o´ptimo automa´tico en problemas de ingenierı´a en fluidodina´mica. Esta estruc-
tura se construye de manera acumulativa a lo largo de esta tesis mediante su aplicacio´n
a casos pra´cticos cuidadosamente seleccionados. De esta forma, con la evaluacio´n de
cada caso se an˜ade una nueva funcionalidad o mejora de un mo´dulo de la estructura
propuesta. Con todo lo anterior, se desarrolla una metodologı´a de aplicacio´n en la in-
dustria que se ha plasmado en soluciones a problemas reales. Entre otros, se pueden
destacar los problemas de disen˜o o´ptimo de velas de navegacio´n, aerogeneradores y
formas de carena.
Palabras clave: Meca´nica de fluidos, optimizacio´n, disen˜o automa´tico, algoritmos
evolutivos.
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Abstract
Abstract
This thesis explores the automation of the optimal design process in fluid dynamics
by combining the use of stochastic solution searching methods, particularly evolutio-
nary techniques, with analysis tools based on computational fluid mechanics simu-
lation. Since these two fields of knowledge are completely different, the automation
of these processes can not be addressed separately. For this reason some systems for
relating and communicating them are established.
The variety of the problems to be solved do not allow the use of a single simulator,
instead an open design system is proposed for its integration with different simulators
and evaluation processes. Moreover, aiming at improving the performance of these
simulators, while preserving their computational cost as low as possible, numerical
simulations are combined with experimental results and artificial neural network based
corrections.
An environment for the automatic optimal design in fluid dynamic engineering
problems is developed as a result of this study. It is incrementally constructed through
its iterative application to selected test cases. Therefore, by evaluating each test ca-
se new functionalities and improvements are added. In addition, a methodology for
implementing it in industrial problems is developed. Some examples of these are the
optimal design of sails, wind turbines or hull shapes.
Key Words: Fluid dynamics, optimization, automatic desing, evolutionary algo-
rithms
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Introduccio´n
El objetivo fundamental del trabajo que se recoge en esta memoria es el estudio de
la automatizacio´n del proceso de disen˜o en problemas de optimizacio´n fluidodina´mica.
Como resultado de este estudio se ha desarrollado una estrucrura de disen˜o automa´tico,
basado en te´cnicas evolutivas, de aplicacio´n a este tipo de problemas. El desarrollo de
este entorno ha ido parejo a su aplicacio´n a problemas reales de ingenierı´a resueltos
mediante la metodologı´a desarrollada.
El disen˜o [1] puede definirse como ” El proceso de aplicar las diversas te´cnicas y
principios cientı´ficos con el objeto de definir un dispositivo, un proceso o un sistema
con suficiente detalle para permitir su realizacio´n”. La necesidad de la automatizacio´n
de este proceso surge de la cada vez mayor demanda tecnolo´gica de la industria, que
requiere mejores productos en un menor tiempo y con un menor coste. Para conseguir
esto no es suficiente establecer una adecuada metodologı´a para el proceso de disen˜o
sino que, adema´s, e´sta ha de integrarse con los ma´s potentes sistemas computacionales
de ca´lculo y simulacio´n.
Entre las diversas aplicaciones del disen˜o de ingenierı´a, este trabajo se centra en el
estudio de los que tienen por objetivo la obtencio´n de sistemas o´ptimos en el a´mbito
aero/hidrodina´mico. En este punto es necesario diferenciar claramente entre el proceso
de disen˜o y el de optimizacio´n. Ası´, mientras el disen˜o busca una solucio´n a un proble-
ma sometido a unas especificaciones, la optimizacio´n busca la mejor de las soluciones
que cumpla con esas especificaciones. En este trabajo los procesos de disen˜o aborda-
dos esta´n orientados siempre a la obtencio´n de soluciones o´ptimas y, por lo tanto, estos
te´rminos se usan indistintamente.
El disen˜o o´ptimo es uno de los principales campos de trabajo para la ingenierı´a
7
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actual. En este a´mbito puede considerarse que es en el a´rea de la aero / hidrodina´mica
donde este proceso se convierte en fundamental y, de hecho, inherente a los procesos de
disen˜o que suele abordar. Los sistemas de optimizacio´n fluidodina´mica son de aplica-
cio´n principalmente en el sector aerona´utico y aeroespacial, aunque tambie´n aparecen
en sectores como el naval, el automovilı´stico y el energe´tico.
La demanda continua de la mejora de los productos, tanto en los requerimientos
como en los tiempos y coste del disen˜o, han llevado a que los procesos de disen˜o
no puedan depender u´nicamente, o en gran parte, de la experiencia y/o criterio del
disen˜ador. Ası´, desde las primera mitad del siglo XX, especialmente durante la Se-
gunda Guerra Mundial y posterior Guerra frı´a, se han desarrollado procedimientos y
metodologı´as de optimizacio´n aerodina´mica en los cuales se independiza el proceso
de bu´squeda de soluciones, incluido el cumplimiento de objetivos y restricciones, del
criterio del disen˜ador. Estas acciones no buscan excluir al disen˜ador del disen˜o sino
establecer procesos objetivos que guı´en la bu´squeda de la mejor solucio´n.
Las distintas metodologı´as desarrolladas para la optimizacio´n pueden agruparse
en dos categorı´as atendiendo a la estrategia utilizada: deterministas y estoca´sticas.
Los me´todos deterministas fueron los que iniciaron el planteamiento metodolo´gico
del proceso de optimizacio´n aerodina´mica. En un primer lugar se desarrollaron las
te´cnicas basadas en la resolucio´n del problema inverso [2], pasando posteriormente a
me´todos basados, principalmente, en te´cnicas de descenso de gradiente. Estos u´ltimos,
acompan˜ando al desarrollo del ca´lculo computacional, partieron de te´cnicas basadas
en ana´lisis de la sensibilidad y del ca´lculo explicito del gradiente de las funciones de
calidad del problema de optimizacio´n aerodina´mico planteado. Sin embargo, los al-
tos requerimientos computacionales de este tipo de aproximacio´n y el desarrollo de la
teorı´a de control planteada por Lions [3], propiciaron la aparicio´n de uno de los me´to-
dos de mayor auge en los u´ltimos an˜os, el me´todos de las ecuaciones adjuntas [4]. Este
me´todo de optimizacio´n fluidodina´mica basa su funcionamiento en la generacio´n de
un sistema de ecuaciones adjunto que permite el ca´lculo del gradiente con un coste
computacional similar al de resolucio´n del problema fluidodina´mico y que resulta ser
funcio´n de la forma del disen˜o.
Los me´todos deterministas basados en te´cnicas de descenso de gradiente y, espe-
cialmente, el me´todo de las ecuaciones adjuntas han generado durante las u´ltimas dos
8
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de´cadas muy buenos resultados en el campo de la optimizacio´n aerodina´mica, llevan-
do a su popularizacio´n para un gran nu´mero de disen˜adores, principalmente dentro del
a´mbito aerona´utico. Sin embargo, su aplicacio´n presenta algunos inconvenientes. En
primer lugar estos me´todos no resultan apropiados cuando existen discontinuidades,
tanto en las variables de disen˜o como en la funcio´n objetivo, o cuando estas varia-
bles son discretas. Adema´s, al ser me´todos de optimizacio´n basados en gradientes, tie-
nen problemas para localizar el o´ptimo global en funciones muy complejas con varios
subo´ptimos locales. En este u´ltimo tipo de problemas, debido al procedimiento segui-
do, los me´todos basados en gradientes tienden a estancarse en el o´ptimo local ma´s
pro´ximo a la alternativa de partida. Adema´s de estos problemas comunes a todos los
me´todos basados en el descenso de gradiente, existen inconvenientes que son propios
del me´todo de adjuntos. Su principal problema reside en el manejo de las restricciones,
ya que no se mueven en el dominio de la forma del objeto (valores lı´mites de fuerzas
o dimensiones) sino en el del espacio adjunto. Esto implica que las restricciones han
de traducirse o imponerse como un sistema de ecuaciones adicional a resolver, con la
consiguiente necesidad de desarrollar el sistema de ecuaciones adjunto asociado a la
restriccio´n, incrementando el coste computacional de la resolucio´n del problema.
Debido a estas dificultades, los me´todos estoca´sticos y, especialmente, los algo-
ritmos evolutivos han empezado a tener una mayor consideracio´n durante los u´ltimos
an˜os. La principal diferencia de estos me´todos respecto a los deterministas es que el
proceso de bu´squeda es global y multipunto sin partir de una u´nica solucio´n inicial.
Como consecuencia de esta estrategia, el proceso de bu´squeda requiere de la evalua-
cio´n de un nu´mero elevado de individuos, resultando, en ocasiones, computacional-
mente costoso. Sin embargo este inconveniente ha ido perdiendo importancia debido
al incremento exponencial de las capacidades computacionales y a la aparicio´n y desa-
rrollo de distintas te´cnicas y metodologı´as que mejoran la eficiencia de la exploracio´n
del espacio de soluciones.
Es en el marco de la aplicacio´n de estas te´cnicas al disen˜o o´ptimo fluidodina´mico
donde se encuadra esta tesis. En ella se explora la automatizacio´n del proceso de di-
sen˜o en problemas de optimizacio´n en este a´mbito mediante la utilizacio´n de me´todos
basados en evolucio´n. Para ello se estudiara´n los problemas derivados de esta apro-
ximacio´n y se propondra´n distintas soluciones para aplicarlos. De esta forma, la apli-
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cacio´n pra´ctica de la metodologı´a propuesta es uno de los grandes ejes de trabajo en
esta tesis. Los problemas a los que se aplican se pueden englobar en tres categorı´as:
planteados a trave´s de proyectos de investigacio´n por empresas o entidades pu´blicas
(disen˜o o´ptimo de aerogeneradores, timones y velas), apertura de nuevas lı´neas futu-
ras de trabajo (optimizacio´n de las formas de carenas y optimizacio´n multiobjetivo de
perfiles hidrodina´micos) y pruebas de te´cnicas propuestas (disen˜o de contracciones).
Como resultado del estudio realizado se desarrolla una metodologı´a que permite
la automatizacio´n del proceso de disen˜o o´ptimo. Esta automatizacio´n y su integracio´n
con las herramientas de ana´lisis utilizadas es fundamental para centrar la funcio´n del
disen˜ador en el establecimiento de los requisitos, las especificaciones y las restriccio-
nes del problema, es decir, en aquellas tareas en las que se requiere la introduccio´n
de conocimiento en el problema, y liberarlo de las tareas en las que no se requiere
aporte de informacio´n. Sin embargo, las caracterı´sticas propias de cada una de las dis-
tintas a´reas involucradas hace necesario que se desarrollen procedimientos especı´ficos
que permitan la interaccio´n entre cada una de ellas. Con este objetivo la estructura de
disen˜o propuesta se ha descompuesto en dos mo´dulos fundamentales, un mo´dulo de
bu´squeda que recoja los algoritmos de optimizacio´n y un mo´dulo de evaluacio´n que
incluya el conjunto de procesos que permitan la simulacio´n de las alternativas.
El desarrollo del primer mo´dulo se basa en el ana´lisis del comportamiento de dis-
tintos algoritmos evolutivos para su aplicacio´n a problemas de disen˜o o´ptimo fluido-
dina´mico. Para abordar este ana´lisis se estudia su comportamiento en un problema
concreto, el disen˜o de aerogeneradores que han de operar en un entorno con un re´gi-
men variable de viento. Sin embargo, dado que una de las dificultades que se plantea
es cua´n cerca del o´ptimo llega nuestro algoritmo, se incluye un problema de disen˜o
adicional para el que existe un o´ptimo analı´tico que podemos utilizar de referencia
para la validacio´n, como es el caso del de un aerogenerador para un perfil y veloci-
dad dado. El objetivo es para evaluar la capacidad del algoritmo propuesto, en este
caso un macroevolutivo, para alcanzar el o´ptimo del problema. De este modo, a partir
de los resultados del estudio y de las pruebas realizadas, tanto con distribuciones de
viento como en el problema con un o´ptimo conocido, se establece un procedimiento
de bu´squeda aplicable a los problemas objeto de esta tesis. Este estudio se extiende
al ana´lisis de los problemas multiobjetivo, ya que sus caracterı´sticas especı´ficas hacen
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que su comportamiento sea totalmente distinto a los algoritmos de bu´squeda mono-
objetivo. Para evaluar el problema se aplica un algoritmo multiobjetivo, ma´s concre-
tamente el NSGAII, como motor de bu´squeda para el problema de disen˜o o´ptimo de
perfiles hidrodina´micos. Entre los para´metros estudiados se ha evaluado no so´lo la ca-
pacidad para localizar el conjunto de soluciones o´ptimas si no la posibilidad de integrar
restricciones y procesos de evaluacio´n basados en simulacio´n.
El segundo bloque de trabajo se enfoca al estudio del proceso de evaluacio´n de las
alternativas. Una de las primeras dificultades que se encuentran es que los me´todos de
transformacio´n directa del genotipo (para´metros del modelo) al fenotipo (representa-
cio´n real del modelo) no es aplicable en estos problemas, por este motivo es necesario
establecer un proceso especı´fico para realizar esta transformacio´n. Ası´, se desarrollan
distintas estrategias para pasar de una definicio´n parame´trica a una malla tridimensio-
nal. Las estrategias planteadas abarcan sistemas como la generacio´n de mallas, despla-
zamiento de frontera o de inmersio´n de frontera. La especial dificultad de su automa-
tizacio´n hacen de e´ste elemento uno de los puntos crı´ticos a estudiar para el adecuado
funcionamiento de un sistema de disen˜o automa´tico en el a´mbito de la fluidodina´mica.
Simulta´neamente al problema de generacio´n de la malla se estudia el proceso de si-
mulacio´n. En el planteamiento de la tesis, ma´s en concreto, en la metodologı´a a seguir
para alcanzar los objetivos esbozados anteriormente, se ha tenido muy presente que la
principal amenaza de la estrategia adoptada es que e´sta puede derivar fa´cilmente en un
coste computacional excesivo que haga inviable la resolucio´n del problema. Por ello se
ha considerado prioritario la minimizacio´n de estos costes en todos los componentes
que participan del desarrollo. En este sentido se estudian los distintos aspectos que in-
ciden en el proceso de disen˜o o´ptimo de estudios fluidodina´micos y, especialmente, en
su simulacio´n, estudiando las simplificaciones que pueden introducirse en los modelos
ası´ como el ajuste de sus para´metros. Sin embargo, estas simplificaciones pueden in-
troducir errores en los resultados, para mitigar sus efectos, se propone la incorporacio´n
de correctores basados en redes neuronales artificiales, que an˜aden un coste compu-
tacional desprecible al proceso ajustadas a trave´s de estudios experimentales. Este tipo
de aproximaciones se aplican a problemas reales para su validacio´n, disen˜o o´ptimo de
una contraccio´n entre dos tubos de distintos dia´metros para reducir las pe´rdidasd e car-
ga, disen˜o o´ptimos de timones para buques de taman˜o medio que mejoren la capacidad
de virada de la embarcacio´n y disen˜o o´ptimo de las formas del casco del buque para
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minimizar su resistencia al avance.
Adicionalmente, por ser un problema de especial intere´s dentro de las lı´neas de
investigacio´n y con diversos proyectos en el grupo investigacio´n, se profundizada en el
disen˜o o´ptimo de velas de competicio´n. En e´l se utiliza el conjunto de te´cnicas desa-
rrolladas en este trabajo permitiendo verificar el funcionamiento global del conjunto.
Adema´s, al disponer de un modelo de referencia optimizado mediante me´todos tradi-
cionales se pueden evaluar las mejoras conseguidas mediante la estrategia propuesta.
Por lo tanto, con el objetivo de conseguir un procedimiento suficientemente flexi-
ble y versa´til se parte del establecimiento de un conjunto modular de procesos bien
integrado. A continuacio´n se estudian distintas metodologı´as para obtener una eficien-
te parametrizacio´n de la geometrı´a de la superficie a optimizar. Finalmente se revisa
la posibilidad de adaptacio´n de los distintos procedimientos de simulacio´n nume´rica
en fluidodina´mica a las caracterı´sticas de explotacio´n de las te´cnicas evolutivas y a los
problemas particulares contemplados. Tambie´n se consideran las particularidades del
a´mbito fluidodina´mico para la mejor adaptacio´n de los modelos computacionales uti-
lizados en cada proceso de evaluacio´n. De este u´ltimo punto es necesario destacar que,
al tratarse de un proceso de disen˜o o´ptimo basado en te´cnicas evolutivas, la precisio´n
del simulador no es muy importante, sino su capacidad para ordenar adecuadamente
los modelos evaluados en cuanto a la medida de calidad definida. Ası´, un simulador
poco preciso es aceptable siempre que sea capaz de discriminar cua´l de entre dos mo-
delos produce mejores prestaciones, aun cuando el error con el que haya estimado la
eficiencia de cada uno de ellos sea elevado. Como se vera´, esto va a permitir la utiliza-
cio´n de modelos nume´ricos que simplifiquen el problema y que requieren de un menor
coste computacional. Evidentemente, cuando en un procedimiento se introducen sim-
plificaciones de gran calado, se hace necesario validarlo y contrastarlo con resultados
experimentales que permitan ajustar los resultados obtenidos, en los casos analiza-
dos se ha hecho a trave´s de pruebas en tu´neles aerodina´micos y la discrepancia se ha
corregido a trave´s de la introduccio´n de sistemas neuronales. Esto permitira´ obtener
resultados cuantitativamente mas realistas equivalentes a lo que supondrı´a el empleo
de CFDs ma´s complejos sin el enorme coste computacional que ello implica.
La presente tesis se situ´a dentro del a´rea de la meca´nica de fluidos y en su apli-
cacio´n a la optimizacio´n y disen˜o de formas en ingenierı´a, mas concretamente en la
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ingenierı´a naval, tanto desde el punto de vista hidrodina´mico como del aerodina´mico.
Necesariamente profundizara´ en temas y aplicaciones relacionadas con otras a´reas, ta-
les como la computacio´n e inteligencia artificial, la ingenierı´a meca´nica o aplicaciones
relacionadas con sistemas aerodina´micos industriales. Es, de hecho, este planteamiento
multidisciplinar el que genera el conocimiento e inspiracio´n para propiciar la obtencio´n
de una solucio´n para el problema global de la automatizacio´n del proceso de disen˜o.
Es tambie´n esta amplitud de a´reas y conocimientos la que hacen esta memoria quiza´s
ma´s difı´cil de estructurar. Por esta razo´n esta tesis se ha organizado de forma similar
al procedimiento metodolo´gico seguido para alcanzar los objetivos planteados.
En cuanto a la plasmacio´n del trabajo, la memoria recoge el proceso iterativo que
se ha seguido para el estudio de la automatizacio´n del proceso de disen˜o en la optimi-
zacio´n de formas aerodina´micas y, como resultado, el desarrollo del entorno de disen˜o
que recoja los resultados de este estudio. La construccio´n progresiva de este entorno
se ha realizado con un enfoque pra´ctico mediante la resolucio´n de problemas reales de
ingenierı´a que han sido elegidos para este fin. En cada una de las etapas se ha partido
del entorno de la etapa anterior y, mediante el ana´lisis de las pruebas realizadas, deter-
minando deficiencias y puntos fuertes, y de los requerimientos de las nuevas pruebas,
se han incorporado nuevas funcionalidades o procedimientos. Las caracterı´sticas y re-
querimientos de cada problema fluidodina´mico han hecho que este proceso iterativo
no pueda considerarse totalmente lineal sino como un proceso acumulativo, ası´ se ha
generado un entorno flexible que, dentro de una estructura u´nica, incorpora diversos
procedimientos de tal forma que pueda adaptarse a las necesidades de cada problema.
Para su descripcio´n, el trabajo realizado se ha estructurado en cinco bloques:
Presentacio´n del problema. En el primer capı´tulo se enmarca el problema y se
introduce la metodologı´a de resolucio´n de problemas propuesta. Ası´ se presentan
las bases del trabajo desarrollado, abordando el estado del arte de la optimiza-
cio´n fluidodina´mica y estableciendo la estructura del entorno de disen˜o propues-
to. Con el objeto de agrupar en un u´nico punto y dar una visio´n coherente de
los aspectos ba´sicos de la fluidodina´mica el capı´tulo 2 proporciona una visio´n
resumida de los aspectos ba´sicos del problema fluidodina´mico, las ecuaciones
que lo gobiernan y la dificultad de su resolucio´n.
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Estrategias de bu´squeda. En este bloque se analiza la aplicacio´n a fluido-
dina´mica de las estrategias de bu´squeda que son objeto de estudio en esta tesis.
En un primer lugar mediante un algoritmo gene´tico cano´nico, que sera´ utilizado
como modelo de referencia. Posteriormente, analizados los resultados del estu-
dio de las necesidades de mejora, se propondra´ modificaciones al modelo inicial
que permitan una mejor adaptacio´n a la resolucio´n de problemas de disen˜o de
optimizacio´n fluidodina´mica. De este modo, el problema de disen˜o o´ptimo de
aerogeneradores se ha utilizado como punto de partida para el desarrollo del
entorno evolutivo de disen˜o. E´ste se utilizara´ para validar distintas alternativas
para los algoritmos de bu´squeda. Adema´s, al exisitir algu´n caso particular con
una solucio´n analı´tica del o´ptimo sera´ posible verificar la capacidad de la estruc-
tura propuesta en alcanzar el o´ptimo sin estancanse en subo´ptimos u o´ptimos
locales.
Simulacio´n nume´rica. Una vez definida la estrategia de bu´squeda es necesa-
rio integrar el proceso de simulacio´n nume´rica en la automatizacio´n del proceso
de disen˜o. Esto requiere analizar este proceso para determinar las mejores al-
ternativas y la automatizacio´n de las mismas. En este primer caso el simulador
utilizado es un modelo simplificado del problema real, proporcionando resulta-
dos tridimensionales a traves de la integracio´n de los resultados de un simulador
bidimensional. El siguiente paso seguido en el desarrollo de esta estructura de
disen˜o es la introduccio´n de un simulador basado en el me´todo de los volu´menes
finitos. La especial importancia del mallado en este bloque requiere que se de-
dique una parte importante del mismo a su ana´lisis. En los distintos problemas
abordados, disen˜o de timones, contracciones, carenas y velas se han abordado
las diferentes dificultades que presentan el uso de estos simuladores, desde la
generacio´n de la malla a los modelos nume´ricos utilizados. De especial consi-
deracio´n ha sido el problema del disen˜o o´ptimo de velas ya que, al disponer de
resultados experimentales de un modelo de referencia, se han podido comparar
los resultados obtenidos. La especial dificultad del proceso de simulacio´n del
comportamiento aerodina´mico de las velas ha hecho necesario complementar
los ensayos nume´ricos con ensayos en tu´nel de viento. Las pruebas y resultados
de las mismas se recogen en el capı´tulo 6.
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La resolucio´n de problemas multiobjetivo. Cuando se abordan problemas de
optimizacio´n en problemas reales de ingenierı´a no es posible, muchos casos, de-
finir una u´nica funcio´n de calidad. Esto es, guiar la optimizacio´n a trave´s de un
so´lo procedimiento. Es por ello por lo que se ha visto la necesidad de estudiar la
forma de introducir mu´ltiples objetivos en el proceso de optimizacio´n. Adema´s,
en un u´ltimo ejemplo se ha analizado el comportamiento del sistema en proble-
mas multiobjetivo para la optimizacio´n de perfiles hidrodina´micos. El estudio de
la aplicacio´n de este tipo de te´cnicas se detalla en el capı´tulo 7.
Conclusiones. Los u´ltimos capı´tulos exponen la estructura final del entorno
de disen˜o propuesto, las conclusiones de los resultados obtenidos y las futuras
lı´neas de trabajo.
Es necesario indicar tambie´n, que el trabajo de esta tesis se realiza en el marco de
la actividad de investigacio´n del Grupo Integrado de Ingenierı´a de la Universidade da
Corun˜a y que los ejemplos y aplicaciones seleccionadas esta´n todas relacionadas con
proyectos reales de disen˜o y optimizacio´n de estructuras llevados a cabo en relacio´n
con industrias del entorno, entre ellos cabe citar Texas Controls, Beaufort, Cedervall,
Aimen y Porto de Celeiro. Ası´ mismo las actividades ligadas a la optimizacio´n aero-
dina´mica de velas han sido elaboradas dentro de proyectos de investigacio´n financiados
por la Consellerı´a de Innovacio´n e Industria de la Xunta de Galicia, el Ministerio de
Ciencia e Innovacio´n y el Consejo Superior de Deportes. Para el desarrollo de esta tesis
se ha combinado la actividad investigadora del autor en la Universidade da Corun˜a con
estancias en el Departamento de Matema´tica Aplicada de la Universidade de Santiago
de Compostela, en el A´rea de Fluidodina´mica del Center for Advanced Studies, Re-
search and Development in Sardinia y en la Yacht Research Unit de la Universidad de
Auckland.
Resumiendo, el trabajo recogido en esta memoria presenta los resultados del estu-
dio y su aplicacio´n a problemas reales de un entorno automa´tico de disen˜o para optimi-
zacio´n fluidodina´mica. Este estudio y el entorno resultante no se plantea so´lo como un
estudio teo´rico de ana´lisis sino que se proponen una serie de herramientas buscando la
resolucio´n de problemas reales de ingenierı´a. La consecucio´n de este objetivo exige un
equilibrio entre el campo de simulacio´n nume´rica y el de computacio´n evolutiva, de tal
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forma que compaginando ambas a´reas y solventando las dificultades en su interaccio´n
puedan lograse una resolucio´n eficiente de los problemas planteados.
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Como se ha comentado en la introduccio´n, el objetivo de esta tesis es el estudio
de la automatizacio´n en el proceso de disen˜o para problemas de optimizacio´n fluido-
dina´mica. Derivado de este ana´lisis se obtendra´ un entorno de disen˜o que incorpore
estos resultados para su aplicacio´n a problemas reales de ingenierı´a. La consecucio´n
de este objetivo supone la consecucio´n de una serie de objetivos parciales:
En primer lugar sera´ necesario establecer la estructura y metodologı´a que ha de
seguir el proceso de disen˜o para abordar los problemas de optimizacio´n fluido-
dina´mica considerados.
Analizar las implicaciones de su automatizacio´n y el procedimiento para con-
seguirla. Para ello se establecera´n las relaciones e interconexiones entre las dos
operaciones principales del sistema: la bu´squeda de la mejor solucio´n y la eva-
luacio´n de cada posible solucio´n.
Determinar el algoritmo o conjunto de estrategias de bu´squeda de soluciones que
permitan solventar problemas tan heteroge´neos como los abordados, ya que los
problemas de optimizacio´n fluidodina´mica pueden implicar desde la introduc-
cio´n de pequen˜as modificaciones sobre una parte de un modelo previo hasta el
disen˜o completo de un nuevo elemento.
Establecer un proceso o procedimiento para la automatizacio´n del proceso de
simulacio´n. Esto requiere la automatizacio´n de las tres etapas de la simulacio´n:
la generacio´n de la malla, la resolucio´n del comportamiento del medio fluido
y el ana´lisis de los resultados. Esto nos llevara´ a evaluar las distintas alternati-
vas para cada uno de las etapas anteriores, principalmente la generacio´n de la
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malla y la resolucio´n del comportamiento del medio fluido, para establecer los
procedimientos que se adecuen mejor a cada problema concreto.
Automatizar el proceso de disen˜o de tal forma que la participacio´n del disen˜ador
se centre u´nicamente en la definicio´n del problema y no en la resolucio´n del
mismo. Este punto es esencial para la aplicacio´n pra´ctica del entorno de disen˜o
ya que gran parte de los problemas de optimizacio´n fluidodina´mica requieren de
un elevado tiempo de ca´lculo y, por tanto, es necesario que el sistema opere sin
necesidad de supervisio´n durante estos prolongados periodos.
Establecer mecanismos de conexio´n entre los mo´dulos que puedan conectar los
distintos elementos del entorno de disen˜o a la vez que permitan la paralelizacio´n
del proceso.
Es tambie´n objetivo de esta tesis verificar el adecuado funcionamiento de una
estructura de este tipo en problemas de distintas caracterı´sticas en el a´mbito de
la fluidodina´mica.
La metodologı´a seguida en este trabajo se ha basado en una espiral de proyecto. De
este modo, una vez definido el nu´cleo inicial de lo que constituye el proceso automa´tico
de disen˜o o´ptimo fluidodina´mico, se establece un proceso iterativo de ana´lisis y mejora
de los distintos elementos que conforman el sistema. Con el objetivo de analizar los
efectos de cada alternativa para cada mo´dulo, se estudiara´, en la medida de lo posible,
de forma independiente su influencia sobre el proceso de optimizacio´n global. Adema´s,
mediante su aplicacio´n a problemas de ingenierı´a se evaluara´n las implicaciones de su
implementacio´n y en que situaciones es ma´s adecuada.
De este modo se partira´ de una configuracio´n ba´sica del entorno de disen˜o y se
evaluara´n las posibles mejoras sobre cada uno de los mo´dulos que lo conforman. En
primer lugar, se buscara´ definir la estrategia de bu´squeda mas adecuada. Con este ob-
jetivo sera´ necesario estudiar el comportamiento de distintos algoritmos y realizar un
elevado nu´mero de pruebas para determinar su eficiencia, por lo que sera´ necesario
establecer problemas cuyo proceso de evaluacio´n no sea costoso.
En una segunda etapa sera´ necesario analizar el proceso de evaluacio´n de alternati-
vas. Esto implica la necesidad de estudiar el proceso de la definicio´n tridimensional de
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cada alternativa, la generacio´n de la malla y la simulacio´n. Aunque estas etapas esta´n
fuertemente interrelacionadas, los efectos e implicaciones de cada posible estrategia
han de estudiarse separadamente del resto de componentes, de tal forma que pueda
establecerse cua´ndo es ma´s adecuado el uso de cada uno de los distintos me´todos po-
sibles.
Como se ha indicado en los objetivo, este trabajo nace orientado a la resolucio´n de
problemas de optimizacio´n fluidodina´mica aplicados a problemas reales de ingenierı´a.
Esto ha llevado a que cada etapa del proceso de desarrollo de este entorno se haya
orientado a resolver un problema de mayor complejidad que el anterior o que presente
distintas problema´ticas. Con la finalidad de facilitar la exposicio´n y comprensio´n del
trabajo realizado no se ha presentado siguiendo la secuencia temporal en la espiral de
disen˜o sino que se han agrupado atendiendo al bloque o mo´dulo del entorno de disen˜o
donde se ha centrado el ana´lisis.
Atendiendo a la estrategia planteada, en cada problema o capı´tulo se ha seguido el
siguiente procedimiento:
1. Analizar los nuevos requerimientos del problema.
2. Incorporar los resultados de las experiencias previas.
3. Introducir los cambios en el sistema motivados por los dos puntos anteriores.
4. Realizar las pruebas con la nueva implementacio´n del entorno de disen˜o.
5. Analizar los resultados obtenidos para definir las mejoras conseguidas y las de-
ficiencias detectadas.
De esta forma se estudian los dos grandes bloques que constituyen el entorno de
disen˜o:
Las estrategias de bu´squeda.
El proceso de simulacio´n utilizado para la evaluacio´n de las alternativas.
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En el estudio de las estrategias de bu´squeda se plantea la necesidad de una estrategia
que evite problemas tı´picos como el estancamiento en mı´nimos locales, el tratamien-
to de funciones no continuas, la introduccio´n de restricciones u operar con mu´ltiples
objetivos.
La diversidad de modelos y requerimientos del proceso de simulacio´n han teni-
do como consecuencia que el trabajo aquı´ planteado no haya sido el desarrollo de un
simulador particular, sino el desarrollar un procedimiento que permita integrar y au-
tomatizar el ca´lculo dentro del entorno de disen˜o pero sin que esto limite el modelo
nume´rico seleccionado. Esto lleva a que se analicen por separado las distintas etapas
del proceso de simulacio´n: la definicio´n de la forma y su mallado, la resolucio´n del
modelo nume´rico y el postprocesado de la informacio´n. En los distintos problemas
abordados se aplicara´n distintas estrategias para cada uno de estos elementos, de tal
forma que se consigan un conjunto flexibles de herramientas y procedimientos, no
ligadas a software utilizado, y que permitan integrarse en el entorno de disen˜o.
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Capı´tulo 1
Disen˜o automa´tico y optimizacio´n
fluidodina´mica
El ana´lisis de la automatizacio´n del proceso de disen˜o en problemas de optimiza-
cio´n fluidodina´mica y su implementacio´n en un entorno de disen˜o exige compaginar
dos campos muy distintos y que, en general, han seguido lı´neas de investigacio´n di-
ferenciadas el disen˜o automa´tico y la optimizacio´n fluidodina´mica. Como punto de
partida para definir la estructura de un proceso de disen˜o o´ptimo nos vamos a basar en
la metodologı´a utilizada en el proceso de disen˜o en ingenierı´a. Ası´ en un primer lugar
se analizan los requerimientos y caracterı´sticas de este proceso de disen˜o, de tal forma
que sirva de introduccio´n a la segunda parte donde se analiza la automatizacio´n del
mismo.
Como se ha indicado, la aplicacio´n en fluidodina´mica tiene caracterı´sticas y re-
querimientos especı´ficos que es necesario analizar y considerar para poder aplicar la
metodologı´a de resolucio´n de problemas de disen˜o propuesta. Ası´, en la tercera parte
de este capı´tulo se enmarca este problema, reflejando la evolucio´n y las alternativas
para este proceso y estableciendo las alternativas para su introduccio´n en un entorno
automa´tico de disen˜o.
Finalmente, en la cuarta seccio´n de este capı´tulo se combinan las aportaciones de
las tres aproximaciones para definir el esqueleto formal de un entorno de disen˜o cuyo
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contenido se ira´ completando a lo largo de la memoria.
1.1. El Proceso de disen˜o
El disen˜o en ingenierı´a es un proceso sistema´tico que busca obtener soluciones a
una determinada necesidad [5]. Ası´ segu´n la ABET (Accreditation Board for Enginee-
ring and Technology) [6]:
”El disen˜o en ingenierı´a es el proceso de idear un sistema, componente o proceso
para satisfacer las necesidades deseadas. Este es un proceso de toma de decisiones
(a menudo iterativo), en el cual las ciencias ba´sicas, las matema´ticas y las ciencias
de la ingenierı´a son aplicadas de manera o´ptima para convertir recursos para sa-
tisfacer un objetivo establecido. Entre los elementos fundamentales del proceso de
disen˜o esta´n el establecimiento de objetivos y criterios, sı´ntesis y ana´lisis, construc-
cio´n y evaluacio´n...”
Aunque el origen del disen˜o en ingenierı´a puede remontarse al origen de la inge-
nierı´a misma, no es hasta la segunda mitad del siglo XX cuando surgen las primeras
metodologı´as para su realizacio´n de una forma sistema´tica [7]. Ası´ no es hasta 1963
cuando J.C. Jones [8] formula la primera metodologı´a para el disen˜o en ingenierı´a.
Este procedimiento y reglas, es el que constituye el me´todo cla´sico de disen˜o. La base
fundamental de este me´todo es el abordar los problemas mediante su descomposicio´n
en problemas mas simples para ir aumentando paulatinamente su complejidad segu´n
se avanza en la definicio´n del nuevo disen˜o.
Dentro de esta metodologı´a pueden distinguirse dos corrientes principales, por un
lado una corriente denominada cientı´fica basada en la introduccio´n del me´todo cientı´fi-
co en el proceso de disen˜o [9][10]. El objetivo de este planteamiento puede resumirse
en una racionalizacio´n del proceso de disen˜o dejando en un segundo plano los me´todos
creativos subjetivos y emocionales que tradicionalmente han estado ligados al disen˜o
artı´stico. Frente a esta corriente se ha desarrollo otra alternativa denominada creativa,
basada en una potenciacio´n del proceso inductivo [11]. Mediante esta estrategia el pro-
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blema se aborda no como la propuesta de una u´nica solucio´n sino como la bu´squeda
de diversas soluciones obtenidas mediante diferentes aproximaciones, incentivando la
creatividad del disen˜ador.
Si bien cada una de estas metodologı´as proponen una aproximacio´n distinta para
abordar el proceso de disen˜o, sı´ que es posible definir unas etapas comunes.
1.1.1. Etapas del proceso de disen˜o
Los disen˜os de ingenierı´a pueden agruparse en dos tipos: equipos, sistemas o pro-
cesos que no existı´an anteriormente o aquellos que surgen como mejora de otros exis-
tentes previamente. En todo caso un nuevo disen˜o no surge esponta´neamente, sino
como resultado de reunir conocimientos y tecnologı´as que aplicados metodolo´gica-
mente consiguen resolver un problema [12]. Tambie´n es necesario tener en cuenta que
el disen˜o en ingenierı´a se diferencia de otros procesos de resolucio´n de problemas,
como son los de ana´lisis, en que, en general, no resulta en una u´nica solucio´n, sino en
un conjunto de soluciones va´lidas que cumplen con unas especificaciones.
Es tradicional contemplar el disen˜o en cinco etapas principales [13] que se estructu-
ran en forma de un proceso iterativo y que, en muchas ocasiones, requiere de la vuelta
atra´s en otras etapas del proceso. Generalmente ante la aparicio´n de nuevas dificultades
no contempladas en fases previas y que requieren retroceder nuevamente a las etapas
de ana´lisis y realizar nuevos modelos. En concreto estas etapas son:
1. Definir el problema.
2. Recopilar la informacio´n relativa al problema.
3. Generar diversas posibles soluciones.
4. Analizar y seleccionar una solucio´n.
5. Probar y desarrollar la solucio´n.
La primera etapa del proceso de disen˜o es la definicio´n del problema. Esta defini-
cio´n se basa en la identificacio´n de los requerimientos que ha de cumplir el producto
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Figura 1.1: Esquema del proceso de disen˜o
ası´ como otros condicionantes debidos a los procesos de fabricacio´n disponibles, ma-
teriales admitidos, etc. De este modo se determinan los requerimientos y restricciones
de producto, obteniendo una especificacio´n funcional del mismos.
Una vez identificados los detalles del disen˜o se inicia un proceso de generacio´n
de alternativas para alcanzar los objetivos del disen˜o final. De este modo, atendiendo
a los criterios de seleccio´n, las mejores alternativas son escogidas para un ana´lisis en
profundidad. A continuacio´n, se construye un prototipo para verificar su funcionalidad
y, en caso necesario, establecer modificaciones en el mismo con el objeto de conseguir
mejores resultados.
En los siguientes apartados estudiaremos con mayor profundidad cada una de las
etapas.
1.1.1.1. Definicio´n del problema
El proceso de disen˜o se inicia mediante una clara definicio´n del problema que se
aborda, eliminando las posibles ambigu¨edades. De otro modo, se iniciarı´a sin unos
claros objetivos, lo que puede llevar a resultados no satisfactorios y alargar el proceso
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ma´s de lo esperado.
La primera etapa, de la que dependera´ el resultado final, es la determinacio´n del
objetivo u objetivos que se pretenden alcanzar. En este sentido hay que considerar la
necesidad de establecer medidas cuantificables de los mismos, ya que, aunque estos
puedan ser subjetivos, como ocurre por ejemplo en el caso de criterios este´ticos, han
de establecerse medidas que puedan cuantificarlos. Adema´s es necesario, en el caso de
problemas multiobjetivo, establecer las prioridades respecto a las distintos objetivos
ya que hay que considerar que llegar a la mejor alternativa en todos ellos no es, en
general, factible y han de buscarse soluciones de compromiso. Un ejemplo claro de
esta situacio´n es el disen˜o de un elemento estructural en el que se busca, soportando
unos esfuerzos definidos, minimizar el peso y el coste de la pieza desde el punto de
vista estructural o meca´nico. Con estos criterios el material a seleccionar serı´a el de
mayor relacio´n entre su lı´mite ela´stico y densidad, pero esto suele ir contrapuesto con
el precio del mismo.
Los objetivos suelen estar directamente asociados al problema tratado y, por tanto,
la tarea del disen˜ado suele estar restringida a la cuantificacio´n de los mismos. Esta
etapa debe llevar a un completo conocimiento del problema, para lo cual esta fase se
estructura en los siguientes pasos:
1. Identificacio´n de las necesidades. Los problemas de disen˜o en ingenierı´a se
corresponden con unas necesidades humanas o industriales. Por ello, antes de
iniciar el proceso de disen˜o es necesario determinar las necesidades o reque-
rimientos para el nuevo producto o sistema [14]. Esta definicio´n no tiene por-
que´ ser realizada por el disen˜ador sino que suele venir dada por el cliente, sin em-
bargo, el disen˜ador ha de involucrase en este proceso para conseguir una correcta
comprensio´n del problema. En este punto es muy importante destacar que este
proceso no debe reducirse a en la identificacio´n de los defectos de los productos
existente sino que ha de realizarse un ana´lisis del problema en si.
2. Formulacio´n del problema. Tras la identificacio´n de las necesidades del pro-
ducto es necesario formular el problema. Esto supone un paso respecto al punto
anterior ya que hay que definir los requerimientos, desde el punto de vista de
ingenierı´a, para satisfacer las necesidades identificadas en el punto anterior. Para
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alcanzar una correcta definicio´n sera´ necesario establecer el proceso de resolu-
cio´n del proceso de disen˜o: los datos necesarios, los experimentos y simulaciones
a realizar, etc. El proceso de generacio´n de un nuevo producto esta´ sujeto a una
serie de requerimientos, especificaciones, normativas , etc. que hacen que no se
puedan considerar todas las alternativas posibles. Por ello, previamente a la de-
finicio´n de las distintas alternativas es necesario identificar las restricciones a las
que esta´ sometido el disen˜o. Estas restricciones pueden dividirse en dos grupos,
aquellas que pueden aplicarse a priori antes de la generacio´n de las alternativas,
tales como lı´mites de taman˜o y peso, y otras que exigen un ana´lisis del produc-
to, como pueden ser ensayos de resistencia de materiales, ensayos de fatiga, etc.
Esta divisio´n viene dada por el momento de aplicacio´n de las mismas, ya que
las primeras se aplican durante la generacio´n de las alternativas y las segundas
cuando ya se esta´ realizando el ana´lisis de las misma.
3. Definicio´n de los criterios a satisfacer. Es esta etapa se especifican, cuantitativa-
mente, los atributos o propiedades de debe cumplir el disen˜o para considerarse
una alternativa va´lida. Adema´s se incluyen los criterios que se seguira´n para cla-
sificar las alternativas. Estos criterios no tienen porque ser totalmente rı´gidos
durante el proceso de disen˜o, sino que se pueden adecuar al avance en el pro-
ceso, de tal forma que en las primeras etapas se pueda aumentar su flexibilidad
para no limitar dra´sticamente las soluciones.
Los criterios a aplicar en cada problema particular vienen determinados por la
experiencia del disen˜ador, ya que no so´lo hay que definir los criterios sino que
hay que asignar los recursos destinados a cumplir con cada uno de los criterios,
de tal modo que se establecen prioridades en el proceso de disen˜o.
1.1.1.2. Recopilacio´n de informacio´n
La siguiente fase del proceso de disen˜o es la recopilacio´n de la informacio´n dis-
ponible relativa al problema de disen˜o abordado. Mediante esta recopilacio´n de infor-
macio´n se pueden identificar los elementos crı´ticos de este proceso, que pueden llevar,
incluso, a una necesidad de redefinicio´n de los criterios aplicables al problema [15].
Mediante este estudio, se pretende responder, entre otras, las siguientes preguntas:
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¿Cua´l es el estado del arte actual del problema?
¿Es necesaria una nueva solucio´n o el problema esta´ total o parcialmente resuel-
to?
¿Cua´les son las soluciones existentes del problema?
¿Cua´les son los problemas de los disen˜os anteriormente desarrollados?
¿Cua´les son los factores econo´micos que rigen la solucio´n?
¿Que´ otros factores son importantes en la solucio´n del problema?
1.1.1.3. Generacio´n de soluciones
Definido el problema se inicia la fase de generacio´n de nuevas ideas para resolver
el proceso de disen˜o [16]. En esta fase se definen distintos posibles modelos solu-
cio´n. Para la generacio´n de alternativas de pueden establecer dos me´todos o estrategias
diferenciadas. La primera se basa en generar nuevos modelos independientes y en la
segunda los nuevos modelos se obtienen mediante modificacio´n de un modelo o mode-
los previos. Estas dos estrategias pueden utilizarse por separado o en modelos hı´bridos
donde se emplean ambas aproximaciones dependiendo del tipo de problema y la fase
de disen˜o en el que se encuentre.
La segunda estrategia es adecuada, principalmente, cuando se tiene un modelo ini-
cial pro´ximo a la solucio´n deseada. Sin embargo, cuando la solucio´n no esta´ claramente
definida, es necesario aumentar el taman˜o del dominio de la bu´squeda y la diversidad
de las alternativas.
1.1.1.4. Ana´lisis y seleccio´n de una solucio´n
Una vez generado un conjunto de alternativas para la solucio´n del problema, se
requiere analizarlas para decidir cua´l es la ma´s adecuada. Este ana´lisis consiste en la
evaluacio´n de los disen˜os propuestos, a ser posible resuelto a trave´s de un procedi-
miento sistema´tico.
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Esta fase puede estructurarse en el siguiente ciclo de trabajo:
1. Ana´lisis de las posibles soluciones. Antes de decidir cual sera´ la solucio´n final
es necesario analizar el cumplimiento de los criterios de evaluacio´n la la solucio´n
candidata. Las peculiaridades de cada proceso de disen˜o particular no permiten
definir un proceso u´nico de ana´lisis sino que habra´ que adecuarlo al problema
concreto. A partir de los objetivos del problema, es necesario determinar como
se evalu´a su cumplimiento en las distintas alternativas. Este es uno de los puntos
crı´ticos del proceso de disen˜o y es donde el disen˜ador tiene un puesto funda-
mental. Es en este punto donde se aplican las definiciones de las medidas de la
consecucio´n de los objetivos planteados. La eleccio´n del procedimiento se ba-
sa, principalmente, en dos aspectos, la precisio´n de los resultados obtenidos y el
coste del mismo, dentro de el coste hay que considerar las horas de personal y
co´mputo, licencias de software, modelos y prototipos Ası´, es el disen˜ador el que
debe determinar el procedimiento que, proporcionando los resultados adecuados,
requiera menos recursos. Estos ana´lisis pueden ser, entre otros:
Ana´lisis funcional.
Ana´lisis estructural, aerodina´mico, electromagne´tico..
Ana´lisis de su manufacturabilidad.
Ana´lisis de coste.
Ana´lisis de cumplimiento respecto a una normativa.
2. Etapa de decisio´n. Finalizado el proceso de ana´lisis es necesario seleccionar la
mejor opcio´n, o un grupo de las mejores a partir del cual generar nuevas alterna-
tivas y reiniciar esta etapa. En esta fase han de compararse los valores que cada
una de las alternativas ha obtenido en los diferentes ana´lisis realizados. Para ello
han de ponderarse estos valores con la finalidad de alcanzar una medida final que
permita una clasificacio´n de las alternativas.
1.1.1.5. Ensayo de la solucio´n
La fase final del proceso de disen˜o es la implementacio´n y prueba de la solucio´n
propuesta para el problema de disen˜o planteado. Es en esta etapa donde se construyen
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los prototipos para el inicio del ana´lisis final de la alternativa, estos u´ltimos ana´lisis son
mas detallados que los previos ya que han de llevar a la definicio´n final de la solucio´n
antes de pasar a su produccio´n o implantacio´n.
1.2. El disen˜o automa´tico
La necesidad de desarrollar una metodologı´a para el proceso de disen˜o en inge-
nierı´a no esta´ u´nicamente motivada por una necesidad de mejorar el proceso en si, sino
que se vio forzada por la necesidad de incorporar las nuevas herramientas informa´ticas
al proceso de disen˜o, normalmente en forma de simulador. La importancia que han
cobrado en la industria ha llevado a integrar estas herramientas en los me´todos de di-
sen˜o, propiciando un grado de automatizacio´n del proceso. Consiguiendo a trave´s de la
definicio´n parame´trica del problema una significativa mejora de la productividad [17].
En general, las herramientas de simulacio´n se desarrollan como un medio para rea-
lizar funciones especı´ficas dentro del proceso de disen˜o[18], por ejemplo, la sı´ntesis,
la verificacio´n y la optimizacio´n. Es por ello que la automatizacio´n de este procesos re-
quiere del desarrollo de un entorno que englobe a todas las herramientas utilizadas sin
que estas funciones hayan de estar explı´citamente conocidas por el marco de disen˜o.
En la seccio´n anterior se han expuesto las etapas que han de realizarse en el pro-
ceso de disen˜o y, por ello, han de introducirse dentro del entorno de disen˜o. Es en
la automatizacio´n de este proceso donde es fundamental diferenciar en que acciones
es necesario que el equipo de ingenieros introduzca conocimiento en el proceso y en
cuales simplemente se realizan tareas sistema´ticas en las que no se introduce ningu´n
aporte adicional de informacio´n [19].
Este planteamiento de reducir la participacio´n del disen˜ador a las tareas en las que
se requiere una aportacio´n de conocimiento, normalmente ligado a la definicio´n del
problema, es el objetivo que se persigue mediante la automatizacio´n del proceso de
disen˜o. Esto resulta de especial importancia cuando se esta´ tratando con sistemas com-
plejos donde los distintos subsistemas esta´n acoplados con interacciones no lineales
entre las partes, llevando a que sea necesario considerar el sistema de forma global.
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Es en estos casos donde el disen˜ador humano, para poder manejar la complejidad, ha
de restringir mucho el espacio de soluciones en el que se mueve y realizar muchas
aproximaciones que le permitan descomponer el problema y, por lo tanto, es en este
tipo de situaciones donde mayor beneficio se podrı´a derivar de la automatizacio´n que
se propone.
1.3. Optimizacio´n fluidodina´mica
El trabajo de ingenierı´a supone un proceso continuo de mejora de los disen˜os exis-
tentes, este esfuerzo se realiza con el objetivo de incrementar la eficiencia del producto
y reduccir sus costes de produccio´n. Si bien hay ciertos aspectos del disen˜o, como los
este´ticos, que son difı´cilmente mensurables, aquellos que intervienen en el en el rendi-
miento o en el coste son, normalmente, susceptibles de un ana´lisis cuantitativo. Si este
disen˜o se realiza sin seguir una estrategia de optimizacio´n definida [20], las importan-
tes decisiones que se requiere tomar durante el proceso de disen˜o y que van a afectar
dra´sticamente al rendimiento final sera´n dejadas u´nicamente al criterio formado por
la experiencia del personal, ingenieros e investigadores, involucrado en el desarrollo.
Puesto que son estas decisiones las que hara´n que el proyecto en cuestio´n cumpla sus
objetivos o fracase, la utilizacio´n de adecuados me´todos de optimizacio´n son crucia-
les para conseguir mejoras el producto y, por tanto, mejorar la competitividad de la
empresa.
En el marco de la fluidodina´mica, las aplicaciones del disen˜o o´ptimo de forma
(Optimal shape design – OSD) son muy numerosas, especialmente cuando se abordan
problemas regidos por ecuaciones en derivadas parciales. Esto incluye problemas que
van desde el ca´lculo estructural hasta el electromagnetismo, pasando por la meca´nica
de fluidos, y, atendiendo a las nuevas demandas de la industria, una combinacio´n de
las tres [21].
Es el campo de la aviacio´n donde existe una mayor necesidad de estos sistemas
debido al importante ahorro que supone pequen˜as mejoras en los disen˜os, ejemplos son
los trabajos de Jameson [22], Reuter [23] y Alonso [24]. Dentro de las aplicaciones en
meca´nica de fluidos tambie´n pueden indicarse trabajos tan variados como: la reduccio´n
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de peso y emisio´n de ruido en el disen˜o de motores, automo´viles, aviones, e incluso
instrumentos musicales [25]; o la reduccio´n del campo de olas en el disen˜o del buque
[26].
Los primeros procedimientos de optimizacio´n aerodina´mica se comienzan a desa-
rrollar en las primeras de´cadas siglo XX, esta´s te´cnicas se han basado en el desarrollo
de soluciones analı´ticas de los problemas para alcanzar las formas o´ptimas. La prime-
ra aplicacio´n en este campo [27], en donde se aplica el ana´lisis de la sensibilidad de
un sistema de ecuaciones en derivadas parciales respecto de la forma del dominio, se
remonta a los trabajos de Hadamard en 1910 [28]. Otro ejemplo, ya con un objetivo de
aplicacio´n pra´ctica, es el trabajo de Lighthil [2] que en 1945 inicia aplicacio´n del ma-
peado conforme de aplicacio´n a problemas aerodina´micos, concretamente, al disen˜o
de perfiles bidimensionales para obtener una distribucio´n de presiones objetivo.
El estudio del proceso de optimizacio´n aerodina´mica sometida a restricciones fue
iniciado por Hicks [29] mediante la introduccio´n de las diferencias finitas para la eva-
luacio´n la sensibilidad del sistema respecto a cada uno de los diferentes para´metros
que definen el problema aerodina´mico. Desde entonces, los me´todos de optimizacio´n
aerodina´mica se han fundamentado mayoritariamente en me´todos basados en te´cnicas
de descenso de gradiente. La principal desventaja de este tipo de me´todos es su elevado
coste computacional. Este coste computacional es debido a la necesidad de calcular el
jacobiano del problema, para ello se requiere la resolucio´n del flujo tantas veces como
para´metros tenga el problema.
Un cambio significativo en las te´cnicas de optimizacio´n lo propicio´ la aplicacio´n
de la teorı´a de control a sistemas de ecuaciones en derivadas parciales propuesto por
Lions [3] a partir del cual, ya en 1973, J. Cea [30] establece las bases para los procesos
de optimizacio´n de forma tal y como se consideran actualmente. Esto hace que estos
procesos hereden la nomenclatura propia de los sistemas de control; se busca minimi-
zar una funcio´n de coste, la cual depende de unas variables de estado, tales como la
resolucio´n de un sistemas de ecuaciones en derivadas parciales, que es en si misma una
funcio´n de un control, las condiciones de contorno dadas por la forma del objeto. Este
problema fue abordado, entre otros, por Pironneau [31].
El desarrollo de estos nuevos me´todos han modificado los procedimientos tradicio-
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nales de optimizacio´n, descartando la estructura lineal y monodisciplinar en el desa-
rrollo de un nuevo disen˜o. Es por ello que las nuevas estrategias de disen˜o abordan el
problema integrando todas las disciplinas participantes. Es aquı´ donde surge el me´todo
de los adjuntos. En e´l, para cada uno de los distintos ana´lisis es necesario el desarro-
llo del sistema lineal de ecuaciones en derivadas parciales que constituye el sistema
adjunto. La principal ventaja que presenta este me´todo es que permite evaluar su ja-
coviano con un coste computacional similar a la resolucio´n del sistema de ecuaciones
original. Sin embargo exige que los procesos habituales utilizados para la simulacio´n
y ana´lisis en ingenierı´a resulten insuficientes y se requiera de un simulador adicional
para la resolucio´n del sistema adjunto [32].
Las aplicaciones aerona´uticas reales de estos sistemas se inician en la de´cada de
los 90, [33] y [34], en ellas se muestra la posibilidad de realizar el disen˜o de un avio´n
para un criterio como la resistencia al avance y bajo restricciones como el volumen o
sustentacio´n. Sin embargo el problema de optimizacio´n resulta de una elevada dificul-
tad nume´rica debido a los requerimientos de procesado intensivo y a la necesidad de
alcanzar un compromiso entre la mejor forma, desde el punto de vista aerodina´mico, y
otros criterios y restricciones.
Los me´todos basados en las te´cnicas de descenso de gradiente, como son los ante-
riores, se encuentran con dificultades para localizar el o´ptimo cuando e´ste no esta´ cla-
ramente definido, por ejemplo cuando existen diversos mı´nimos y ma´ximos locales con
pequen˜as diferencias de calidad entre ellos. Dentro de estos problemas destacan los de
disen˜o aerodina´mico, especialmente en las etapas iniciales del mismo, donde se dispo-
ne de un nu´mero elevado de alternativas muy distintas y debido a la alta no linealidad
del sistema de ecuaciones que rigen el comportamiento del fluido no puede definirse
claramente una alternativa inicial sobre la que realizar un proceso de optimizacio´n.
Una de las te´cnicas estoca´sticas de optimizacio´n global ma´s prometedores en los
u´ltimos an˜os son los algoritmos evolutivos, implementados en lo que se ha dado en
llamar computacio´n evolutiva. El uso de la Computacio´n Evolutiva para la optimiza-
cio´n de disen˜os comenzo´ sus andanzas hace unos 30 an˜os con los trabajos de Schaffer
[35]. Durante los u´ltimos veinte an˜os se han optimizado con e´xito una gran variedad
de disen˜os de ingenierı´a [36], desde volantes de inercia [37] hasta la geometrı´a de un
avio´n [38]. En estos trabajos, ma´s que realizar un proceso de disen˜o automa´tico, se op-
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timizan disen˜os ya existentes. En particular comienzan generalmente el proceso con un
disen˜o existente, y parametrizan en un cromosoma aquellas partes del disen˜o suscepti-
bles de ser mejoradas. Estos para´metros se codifican como genes que evolucionan por
medio de un algoritmo evolutivo de bu´squeda. Los disen˜os son evaluados a menudo
interconectando el sistema a un determinado software de ana´lisis, que se utiliza para
evaluar la calidad de cada disen˜o. Las representaciones del fenotipo para estos proble-
mas de optimizacio´n de disen˜o son especı´ficas, y consisten en disen˜os existentes cuyos
para´metros se hacen evolucionar. A menudo la transformacio´n del genotipo-fenotipo
es rudimentaria o no existe, simplemente porque no es necesaria para tal evolucio´n.
Debido a esto, las representaciones del genotipo pueden estar muy pro´ximas a las re-
presentaciones del fenotipo, a menudo con una relacio´n uno a uno entre los genes y los
para´metros.
La ventaja que presentan los algoritmos evolutivos para la resolucio´n de este tipo
de problemas es que, al no estar basados en te´cnicas de gradiente, se adaptan perfecta-
mente a la resolucio´n de problemas de optimizacio´n que presentan diversos ma´ximos
y mı´nimos locales. Adema´s permiten abordar su alto nu´mero de para´metros y la no
linealidad de los sistemas que rigen los modelos utilizados [39]. A diferencia de los
procesos de ana´lisis con el sistema adjunto, el uso de algoritmos evolutivos no requie-
re introducir un sistema de ecuaciones adicional. Esto hace que la evaluacio´n de las
alternativas ası´ como la introduccio´n de restricciones se realice utilizando ide´nticas
herramientas que las utilizadas en los procesos de ana´lisis.
Durante la u´ltima de´cada se han desarrollado distintos ejemplos de aplicacio´n de
los algoritmos evolutivos a problemas de ingenierı´a, sin embargo estos se han centrado
en su aplicacio´n en problemas muy concretos o ensayos con fines dida´cticos. Esta tesis
aborda la integracio´n del ana´lisis fluidomeca´nico en un entorno evolutivo de optimiza-
cio´n de aplicacio´n a problemas reales de ingenierı´a. Con este procedimiento no se ha
buscado resolver un problema concreto sino definir una estrategia de resolucio´n para
los problemas fluidodina´micos que integre todos los elementos del proceso de disen˜o
o´ptimo. Las caracterı´sticas especı´ficas de los distintos problemas fluidodina´micos que
pueden abordarse hacen que no se plantee este proceso como un sistema cerrado sino
como una estructura abierta y dina´mica que pueda adaptarse en cada caso para obtener
los mejores resultados.
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1.3.1. Simulacio´n fluidodina´mica
El problema de disen˜o o´ptimo en fluidodina´mica requiere de un proceso de eva-
luacio´n de la calidad de las alternativas, esto es, analizar su comportamiento ante los
requerimientos fijados. Difı´cilmente se disponen de recursos suficientes para evaluar
en la situacio´n real de operacio´n cada una de las posibilidades. Es en este punto donde
el desarrollo de la simulacio´n nume´rica desde el u´ltimo cuarto del siglo XX ha re-
volucionado completamente los procesos de ensayo en el campo de la meca´nica de
fluidos, como referencia el trabajo de A. Jameson [40] sobre la influencia de la simu-
lacio´n nume´rica en el disen˜o aerodina´mico de los aviones. La simulacio´n nume´rica ha
permitido aumentar el nu´mero de modelos a analizar, reduciendo el coste y los plazos
requeridos para los ana´lisis.
La capacidad de ca´lculo y almacenamiento computacional disponible ha crecido
enormemente durante las dos u´ltimas de´cadas, como ejemplo puede verse la evolucio´n
de capacidad de procesado del Centro de Supercomputacio´n de Galicia que entre los
an˜os 1997 y 2007 ha multiplicado por 8.400 su capacidad de ca´lculo, ve´ase figura 1.2.
Adema´s este incremento de potencia a llevado asociado un progresivo abaratamiento
del coste de la potencia de ca´lculo. Estos dos aspectos, la alta capacidad de ca´lculo y
el bajo coste de la misma, han hecho posible que se desarrollen sistemas con muy altos
requerimientos computacionales para resolver problemas cada vez ma´s complejos.
La posibilidad de disponer de potentes recursos computacionales ha llevado a que
las te´cnicas de simulacio´n y optimizacio´n hayan sufrido un muy fuerte impulso duran-
te la u´ltima de´cada, adema´s su bajo coste ha posibilitado que se hayan desarrollado
un elevado nu´mero de simuladores, herramientas que van desde la resolucio´n de pro-
blemas de meca´nica de fluidos hasta problemas de distribucio´n de flujos de productos
y procesos en el interior de plantas industriales. Permitiendo, adema´s, que su uso se
haya generalizado en gran parte de los sectores industriales, especialmente en aquellos
que se tienen que posicionar en la vanguardia tecnolo´gica para competir en el mercado
internacional.
En los siguientes capı´tulos se profundizara´ en este proceso de simulacio´n nume´ri-
ca, caracterı´sticas y requerimientos, sin embargo es necesario sen˜alar las principales
partes que lo componen de tal forma que pueda entenderse como ha de estructurarse
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Figura 1.2: Evolucio´n de la capacidad de ca´lculo del Centro de Super-
computacio´n de Galicia
un entorno de disen˜o para poder integrarlo.
El funcionamiento de los simuladores fluidodina´micos se basa en resolver las ecua-
ciones que rigen el comportamiento del medio fluido, ecuaciones de Navier-Stokes, en
el que esta´ inmerso el modelo. Este estudio puede estructurarse en tres fases que pue-
den establecerse como generales a todos los proceso de simulacio´n.
Preprocesado. Las ecuaciones que gobiernan el comportamiento del fluido son
formuladas para medios continuos. Sin embargo los procesos de ca´lculo compu-
tacional no pueden establecerse sobre medios continuos si no que requieren de
una discretizacio´n la regio´n que contiene al fluido. De esta forma las ecuaciones
se resuelven sobre cada uno de los elementos o celdas en los que se ha dividido
el dominio.
Resolucio´n. El proceso de resolucio´n de las ecuaciones se basa en su descretiza-
cio´n de tal forma que se recoja la influencia de cada elemento sobre sus vecinos.
De este modo es posible conocer el comportamiento global del fluido y su inter-
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accio´n con el modelo a estudio.
Postprocesado. La resolucio´n de las ecuaciones proporciona valores de las mag-
nitudes fı´sicas caracterı´sticas del fluido en cada uno de los elementos del domi-
nio. Sin embargo,normalmente, la informacio´n que se requiere de estos ana´lisis
no es el valor puntual de estas magnitudes, sino su integral sobre una superficie,
por ejemplo, la fuerza resultante, o un valor medio, o la desviacio´n de una mag-
nitud. Es por ello que, una vez resuelto el sistema de ecuaciones es necesario
procesar los datos resultantes con la finalidad de obtener dichos valores.
Estas etapas son comunes a los procesos de simulacio´n, sin embargo el coste
computacional y precisio´n de los resultados dependera´ de los procedimientos utili-
zados para desarrollarlos. Mediante el procedimiento de discretizacio´n se determina el
nu´mero de celdas y la relacio´n entre ellas, y, por tanto, el taman˜o del sistema de ecua-
ciones. Adema´s el modelo de comportamiento del fluido, con las ecuaciones que lleva
asociado, y el procedimiento de resolucio´n para las mismas, condicionara´ el nu´mero
de operaciones requeridas para su resolucio´n.
1.4. Entorno automa´tico de disen˜o para la optimiza-
cio´n fluidodina´mica
El entorno de disen˜o empleado en este trabajo ha sido creado con el objetivo de
alcanzar resultados va´lidos en procesos de disen˜o gene´rico. Lo cual implica que esta
implementacio´n contiene un conjunto de bloques independientes que pueden ser susti-
tuidos y reestructurados dependiendo del proceso concreto de disen˜o con el que se trate
y de la clase de simulaciones y evaluaciones requeridas. En e´l el proceso de disen˜o no
se ha planteado como un proceso lineal sino como un proceso iterativo en el que cada
etapa implica un acercamiento al modelo final.
El entorno que da soporte al disen˜o ha de proporcionar una plataforma ba´sica para
el resto de elementos y es el encargado de gestionar el flujo de informacio´n y de los
procesos. Esto implica que debe proporcionar una estructura flexible y adaptable a las
diferentes necesidades del proceso concreto de disen˜o que se quiere abordar [41].
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Figura 1.3: Esquema del entorno de disen˜o
A partir de una estructura general del proceso de disen˜o, el entorno se puede dividir
en los siguientes bloques:
Bloque de bu´squeda de solucio´n, que integra los algoritmos de bu´squeda de
solucio´n. En el entorno desarrollado estos son algoritmos evolutivos. El mo´dulo
de bu´squeda ha de establecer la estrategia de localizacio´n de o´ptimos adecuada al
problema objetivo, de forma que en e´l se evalu´en los resultados de cada iteracio´n
y se determinen los alternativas que sera´n evaluados en la siguiente etapa del
proceso.
Bloque de evalucacio´n. En este bloque se calcula la calidad de los distintos in-
dividuos o alternativas. De esta forma puede establecerse un criterio que permita
seleccionar las ma´s adecuadas.
Bloque de distribucio´n computacional. El elevado coste computacional de es-
tas estrategias exige que se realice el ca´lculo de forma distribuida, es decir, re-
partir la carga total de trabajo entre distintos nodos de procesado. Esto exige la
coordinacio´n de la informacio´n requerida en cada nodo y la transmisio´n de in-
formacio´n entre los mismos, ası´ como la gestio´n de los diferentes mo´dulos que
intervienen en este proceso. Este elemento no se constituye en si mismo como
un elemento propio del entorno, sin embargo es una estructura sobre el que se
apoyan el resto de bloques y que determina su desarrollo e implementacio´n. El
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bloque de distribucio´n computacional es el que controla el proceso de disen˜o a
ma´s bajo nivel y, por tanto, es el que tiene que ser ma´s flexible para dar soporte
a los distintos algoritmos de bu´squeda y evaluacio´n.
Mediante la unio´n de estos cuatro bloques se ha desarrollado una herramienta de
optimizacio´n disen˜ada con una estructura versa´til, orientada a la optimizacio´n de pro-
blemas fluidodina´micos. Una de las dificultades que condicionan la implementacio´n
del simulador fluidodina´mico es el elevado nu´mero de evaluaciones que han de reali-
zarse. Esto implica que, por un lado ha de tener un relativo bajo coste computacional y,
por otro, debe poder paralelizarse en un nu´mero elevado de nodos de procesado. Es por
ello que la eleccio´n de cada uno de los distintos elementos ha de realizarse buscando
minimizar su coste computacional.
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Uno de los pilares en los que se sustenta este trabajo es el proceso de simulacio´n
nume´rica de feno´menos de fluidodina´mica como base para la evaluacio´n de la calidad
de cada una de las distintas alternativas del problema considerado. Ası´, aunque el desa-
rrollo de un simulador propio no es un objetivo de esta tesis, es necesario profundizar
en su funcionamiento y en los modelos utilizados con la finalidad de poder integrarlos
en el entorno de disen˜o y poder automatizar el proceso.
La integracio´n de simuladores fluidodina´mico en los procesos de optimizacio´n re-
quiere, en primer lugar, del ana´lisis del comportamiento de los medios fluidos. Este
comportamiento esta´ regido completamente por las ecuaciones de Navier-Stokes. Sin
embargo, la resolucio´n completa de las mismas requiere de un eleva´diso coste compu-
tacional que hace que su resolucio´n, actualmente, no sea viable en problemas de in-
tere´s pra´ctico, especialmente en aquellos en los que aparecen feno´menos turbulentos.
Por ello es necesario introducir modelos nume´ricos adicionales que simplifiquen el
proceso de ca´lculo. La calidad de los resultados obtenidos y el coste computacional
del proceso depende directamente del modelo nume´rico utilizado y las suposiciones
consideradas. Es por ello que para cada problema sera´ necesario analizar diferentes
modelos, determinando cual es el ma´s adecuado para cada caso concreto.
Para poder definir un simulador es necesario definir el conjunto de ecuaciones que
gobiernan el comportamiento del fluido. La seleccio´n de un modelo nume´rico adecua-
do exige analizar el problema especı´fico y los requerimientos del mismo. A partir de
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este ana´lisis, se puede establecer un conjunto de modelos alternativos al comporta-
miento del fluido y las consideraciones introducidas en cada uno de ellos ası´ como los
errores que se generan. Al ser este un trabajo interdisciplinar en el que se combinan
dos a´reas de conocimiento habitualmente no interconectadas: computacio´n evolutiva y
meca´nica de fluidos, se ha considerado necesario introducir una breve recopilacio´n de
los aspectos fundamentales de la meca´nica de fluidos utilizados. El objeto de esta re-
sen˜a es evidenciar la complejidad de la resolucio´n de estas ecuaciones y la necesidad,
dentro de las caracterı´sticas y exigencias del problema, de utilizar el modelo mas sen-
cillo posible. En los siguientes puntos es describen los principales modelos utilizados
y las consideraciones que en ellos se introducen, de tal forma que sirvan de punto de
partida a los desarrollos realizados en los siguientes capı´tulos.
2.1. Ecuaciones de Navier - Stokes
El comportamiento termodina´mico de un fluido esta´ completamente definido me-
diante el sistema de ecuaciones de Navier-Stokes, este sistema de ecuaciones sera´ el
que sirva de base para el resto de modelos utilizados.
∂
∂t
ρ+∇ · (ρu) = 0 (2.1)
∂
∂t
ρu+∇ · (u⊗ρu+ pI− τ) = ρfe (2.2)
∂
∂t
ρE +∇ · (ρHu−κ∇T ) =Wf +qH (2.3)
en donde, ρ representa la densidad, u la velocidad, p la presio´n, I el tensor identi-
dad, τ el tensor de esfuerzos viscosos, fe las fuerzas exteriores especı´ficas, E la energı´a
total especı´fica, κ el coeficiente de conduccio´n te´rmica, H la entalpı´a, Wf el trabajo de
las fuerzas externas, T la temperatura y qH el calor aportado (ve´ase [42]).
La ecuacio´n (2.1) traduce el principio de conservacio´n de la masa, (2.2) es la ecua-
cio´n de conservacio´n de la cantidad de movimiento y (2.3) representa el principio
de conservacio´n de la energı´a. Este sistema de ecuaciones se completan con leyes de
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comportamiento,con las ecuaciones de estado termodina´mico y con condiciones de
contorno e iniciales adecuadas para tener un problema bien planteado. La resolucio´n
de las ecuaciones (2.1) -(2.3) no es viable en muchos casos y en los que es viable suele
ser extremadamente compleja; por ello es de intere´s obtener informacio´n cualitativa
analizando las contribuciones dominantes. Para determinar la importancia relativa de
los distintos te´rminos que intervienen se utilizan unos para´metros adimensionales que
caracterizan el flujo.
En nuestro caso los ma´s significativos son
Nu´mero de Reynolds, que representa la relacio´n entre las fuerzas inerciales y
viscosas
Re =
‖u‖L
ν
. (2.4)
Nu´mero de Froude, que muestra la relacio´n entre las fuerzas inerciales y gravi-
tatorias (g denota la aceleracio´n de la gravedad),
Fr =
‖u‖√
Lg
. (2.5)
Nu´mero de Prandtl, mide la influencia relativa en la difusio´n de la energı´a entre
la de origen viscoso y la de conduccio´n te´rmica.
Pr =
ν
κ
. (2.6)
Nu´mero de Euler, mide la relacio´n entre la presio´n, y la energı´a cine´tica.
Eu =
p
ρ‖u‖2 . (2.7)
Nu´mero de Mach, que mide la compresibilidad del medio (a, velocidad del so-
nido en el medio). Este para´metro tiene significado u´nicamente cuando se estu-
dian fluidos en re´gimen compresible y, en estos casos, se utiliza sustituyendo al
nu´mero de Euler.
M =
‖u‖
a
. (2.8)
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2.2. Leyes de comportamiento
Las ecuaciones de Navier-Stokes, (2.1)- (2.3), deben ser completadas con la ley
de comportamiento que relaciona el tensor de esfuerzos con del resto de variables
cinema´ticas del fluido y las leyes de estado termodina´micas. Trabajaremos con fluidos
newtonianos que se caracterizan porque el tensor de esfuerzos es de la forma:
τ= µ
(
∇u+∇ut
)
+λ∇ ·uI (2.9)
donde µ y λ son los los coeficientes de viscosidad del fluido (ve´ase [42]), dependien-
tes de la temperatura. Adema´s las leyes termodina´micas de estado permiten definir la
energı´a interna, E, la densidad , ρ y la entalpı´a, H, que aparecen en ecuacio´n (2.3),
como funciones de otras dos variables termodina´micas, en este caso la presio´n y la
temperatura:
E = E (p,T ) , ρ= ρ(p,T ) , H = H (p,T ) (2.10)
Debido a la complejidad del sistema se empleara´ un modelo simplificado de fluido a
temperatura y densidad constantes, que permite prescindir de la ecuacio´n de la energı´a
(2.3). De esta forma el sistema se reduce a las ecuaciones (2.1) y (2.2) con la ley de
comportamiento (2.9).
2.3. Modelo de fluido incompresible
Las ecuaciones de Navier-Stokes pueden ser simplificadas, en el caso de fluidos
que se mueven en re´gimen incompresible, al permitir desacoplar las ecuaciones de
conservacio´n de la masa (2.1) y de la cantidad de movimiento (2.2). En efecto en esta
situacio´n la ecuacio´n de conservacio´n de la masa (2.1) se reduce a
∇ ·u = 0. (2.11)
Introduciendo (2.11) en la ley constitutiva del tensor de esfuerzos (2.9) resulta
∇ · τ= µ∆u (2.12)
de tal forma que la ecuacio´n del movimiento (2.2) puede reescribirse como
∂u
∂t
+∇ · (u⊗u) =−1
ρ
∇p+ν∆u+ fe (2.13)
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donde ν= µρ es la viscosidad cinema´tica del fluido.
2.3.1. Flujos no viscosos: Ecuaciones de Euler
En una gran parte de los problemas de ingenierı´a que se han considerado se en-
cuentran dentro de un rango de valores altos del nu´mero de Reynolds, situaciones la
componente viscosa tiene un orden de magnitud despreciable frente al aporte del resto
de te´rminos, por lo que puede considerarse el fluido como no viscoso en gran parte del
dominio, salvo en la capa lı´mite que se produce en las proximidades de superficies de
los objetos analizados, ası´ como en el seno de la estela turbulenta. Debido a la impor-
tancia de estos problemas, se detallara´n las ecuaciones que rigen su comportamiento.
La formulacio´n usual para fluidos no viscosos se realiza mediante las ecuaciones
de Euler. Estas pueden ser obtenidas a partir de las ecuaciones de conservacio´n de la
cantidad de movimiento, ecuacio´n (2.13), despreciando todos los te´rminos de esfuerzos
cortantes, representados por el tensor τ:
∂u
∂t
+∇ · (u⊗u) =−1
ρ
∇p+ fe (2.14)
Estas simplificaciones permiten obtener aproximaciones va´lidas para flujos a alto nu´me-
ro de Reynolds fuera de las regiones viscosas y turbulentas.
Con este modelo se introduce un cambio significativo en la formulacio´n matema´ti-
ca que pasa de un problema mixto en el que pueden aparecer regiones de tipo parabo´li-
co, hiperbo´lico o elı´ptico a otro de tipo hiperbo´lico o elı´ptico, y, adema´s, so´lo retiene
los te´rminos con derivadas de primer orden.
2.3.2. Ecuaciones de Navier Stokes promediadas. Energı´a cine´tica
turbulenta y tasa de disipacio´n
Para el ana´lisis de un flujo turbulento una variable φ se descompone en suma de
un valor promedio φ, independiente del tiempo cuando el flujo es estacionario, y una
perturbacio´n de media nula φ′, de tal modo que φ= φ+φ′. Consideraremos las ecuacio-
nes de Navier-Stokes para flujos incompresibles en el caso estacionario y sin fuerzas
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exteriores, es decir,
∇ ·u = 0 (2.15)
∇ · (u⊗u) =−1
ρ
∇p+ν∆u (2.16)
Introduciendo la descomposicio´n en valor medio y fluctuacio´n para la velocidad y la
presio´n, y utilizando que la media de las fluctuaciones es cero, se obtiene
∂1u1+∂2u2+∂3u3 = 0, (2.17)
3
∑
j=1
u j∂ jui =−1ρ∂i p+
3
∑
j=1
(
−∂ ju′iu′j +ν∂ j jui
)
, i = 1,2,3. (2.18)
De las ecuaciones de continuidad (2.11) y (2.17) se desprende que el campo de
fluctuacio´n de la velocidad es tambie´n de divergencia nula. Los u´nicos te´rminos de
perturbaciones que permanecen en las ecuaciones (2.18) generan un tensor sime´trico,
u′iu′j = u′ju′i = σi j, que representa la interaccio´n entre las fluctuaciones, llamado tensor
de esfuerzos de Reynolds. Reescribiendo (2.18) es funcio´n del tensor de esfuerzos
viscosos de la velocidad promedio
Ti j = ∂ jui+∂iu j (2.19)
se obtiene la ecuacio´n de Navier-Stokes promediadas segu´n reynolds
3
∑
j=1
u j∂ jui =
3
∑
j=1
∂ j(νTi j−u′ju′i)+∂i
(
1
ρ
p
)
, i = 1,2,3 (2.20)
Notemos que resultan unas ecuaciones ana´logas a las de Navier-Stokes para las velo-
cidades promedio, pero aparecen seis nuevas inco´gnitas correspondientes al tensor de
Reynolds, σi j.
En los siguientes ca´lculos para simplificar la notacio´n introducimos
N (ui) = ρ
3
∑
k=1
(uk∂kui−µ∂kkui)+∂i p , i = 1,2,3 (2.21)
Desarrollando y reordenando los te´rminos se llega a
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3
∑
k=1
uk∂kσi j =
3
∑
k=1
−σik∂ku j−σ jk∂kui−∂k
(
ν∂kσi j−Ci jk
)−ηi j +pii j , i, j = 1,2,3
(2.22)
en donde
pii j =
p′
ρ
(
∂ ju′i+∂iu′j
)
(2.23)
ηi j = 2ν
3
∑
k=1
∂ku′i∂ku′j (2.24)
ρCi jk = ρu′iu′ju′k + p′u
′
iδ jk + p′u′jδik (2.25)
El procedimiento de promediado reduce en gran medida la informacio´n contenida en
las ecuaciones de Navier-Stokes; adema´s, en la pra´ctica, se procede sustituyendo los
tensores pi, η, y C por constantes obtenidas empı´ricamente.
Puesto que en la mayorı´a de los problemas abordados no es posible utilizar mallas
lo suficientemente finas para calcular los torbellinos de las escalas mas pequen˜as, es
necesario recurrir a te´cnicas que modelen ese tensor: el modelo k− ε, Spalart, k−ω,
etc.
Definiremos la energı´a cine´tica turbulenta, k, como
k =
1
2
3
∑
i=1
u′iu′i =
3
∑
i=1
σii
2
(2.26)
siendo σ el tensor de esfuerzos de Reynolds. Sumando los te´rminos correspondientes
a la diagonal del tensor en (2.22), se obtiene la ecuacio´n del transporte de k,
3
∑
j=1
u j
∂k
∂x j
=−
3
∑
j=1
(
3
∑
i=1
(
σi j∂ jui−ηi j
)
+∂ j
(
ν∂ jk−
3
∑
i=1
3
∑
k=1
1
2
u′iu′ju′k−
1
ρ
p′u′j
))
(2.27)
Otra magnitud significativa en estos modelos es la disipacio´n turbulenta
ε= ν∇u′ : ∇u′ (2.28)
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donde : es el producto escalar de tensores. El campo ε representa la cantidad de energı´a
absorbida por las fuerzas viscosas por unidad de tiempo y de masa. Depende de las
caracterı´sticas fı´sicas del fluido, ma´s precisamente, de ν. Para obtener la ecuacio´n en
derivadas parciales que verifica la disipacio´n turbulenta se utiliza la relacio´n
2ν∂ ju′i∂ jN (ui) = 0 (2.29)
obtenie´ndose la siguiente ecuacio´n
3
∑
j=1
U j∂ jε=−2ν
3
∑
i=1
3
∑
j=1
(
3
∑
k=1
(
∂ku′i∂ku′j∂iu′k∂ ju
′
k
))
∂ jUi−
2νu′k∂ ju
′
i∂k jUi−2ν∂ku′i∂mu′i∂mu′k−2ν2∂kmu′i∂kmu′i+
∂ j
(
ν∂ jε−νu′j∂mu′i∂mu′i−2
ν
ρ
∂m p′∂mu′j
)
(2.30)
Dentro del flujo turbulento aparece un amplio espectro de escalas de torbellinos
(ve´ase [43]); desde las escalas mayores, que tienen el orden de magnitud de la longi-
tud caracterı´stica del flujo, a las menores, donde se producen los feno´menos disipati-
vos. Los torbellinos de las escalas de mayor taman˜o extraen energı´a cine´tica del flujo
principal, energı´a que se va transmitiendo a escalas inferiores hasta alcanzar las ma´s
pequen˜as, llamadas de Kolmogorov, donde las fuerzas viscosas transforman la energı´a
cine´tica en interna. En las escalas ma´s pequen˜as se producen los mayores gradientes
de velocidad, asociados a bajos nu´meros de Reynolds; los gradientes de velocidades
son mayores cuanto menor es la escala del torbellino, lo que implica que la disipacio´n,
ε, alcanza ahı´ el mayor valor.
Ası´ se genera una cascada de energı´a en el que la energı´a cine´tica turbulenta na-
ce en las grandes escalas de la turbulencia, es desplazada a trave´s de las intermedias
para finalmente disiparse en las escalas ma´s pequen˜as. De este modo, atendiendo en
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Figura 2.1: Escalas de turbulencia
la regio´n en la que nos encontremos, la medida de este feno´meno, ε representara´ esta
disipacio´n turbulenta o la tasa de transferencia de la energı´a cine´tica turbulenta por
unidad de masa y tiempo entre las distintas escalas.
Las dimensiones caracterı´sticas, expresadas en funcio´n de la energı´a disipada y la vis-
cosidad cinema´tica de estas pequen˜as escalas son
longitud =
[
ν3
ε
] 1
4
,
tiempo =
[ν
ε
] 1
2 ,
velocidad = [ν · ε] 14 .
(2.31)
2.3.2.1. Modelo k− ε
Existen diversas alternativas para modelar esta disipacio´n turbulenta, modelos de
una o dos ecuaciones normalmente ajustados mediante variables de cara´cter empı´rico.
Con el objetivo de ilustrar la complejidad de la resolucio´n de estos modelos se ha
optado por exponer uno de los modelos ma´s habitualmente utilizados en problemas
de simulacio´n aerodina´mica de la turbulencia es el k− ε, que consiste en agregar a la
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viscosidad cinema´tica ν una turbulenta νT [44] definida como
νT =Cµ
k2
ε
(2.32)
siendo k y ε los campos introducidos en (2.26) y en (2.28), de forma que el tensor de
Reynolds se aproxima por
σ̂i j = νT (∂iu j +∂ jui)− 23kδi j. (2.33)
Las ecuaciones de k, (2.27), y de ε, (2.30), son muy difı´ciles de resolver al incluir nue-
vos te´rminos como dobles y triples productos entre las fluctuaciones y sus derivadas.
Por ello se sustituyen estos te´rminos por constantes empı´ricas.
2.4. Seleccio´n del modelo
En los puntos anteriores se han resumido los principales modelos utilizados en este
trabajo. Sin embargo, esto no supone que sean los u´nicos posibles ni que el entorno de
disen˜o se restrinja a estos, sino que lo u´nico que se pretende es manifestar la comple-
jidad de estos sistemas de ecuaciones y la necesidad reducir la complejidad modelos.
Las caracterı´sticas particulares de cada problema hace que no pueda establecerse un
modelo simplificado u´nico para las ecuaciones que lo rigen, sino que so´lo mediante el
estudio de las caracterı´sticas del problema y de los requerimientos que se exigen puede
determinarse la alternativa mas adecuada. Ası´, conociendo las implicaciones compu-
tacionales de utilizar un modelo mas complejo y las mejoras que pueden conseguirse
con e´l, el disen˜ador ha de escoger el modelo que ma´s se adecue a sus necesidades.
Es por ello que el entorno de disen˜o desarrollado no puede restringirse a un u´nico
modelo si no que ha de posibilitar la utilizacio´n de aquel que, para cada problema, el
disen˜ador estime mas adecuado.
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En la seccio´n 1.4 se estructuro´ el proceso de disen˜o en dos grandes bloques: la
bu´squeda de soluciones y la evaluacio´n de las alternativas. En este capı´tulo se comen-
zara´ la automatizacio´n de este proceso, para ello se analizara´ la estrategia de bu´squeda
para resolver los problemas disen˜o o´ptimo fluidodina´mico, analizando distintos algo-
ritmos y las implicaciones de su uso en problemas reales de ingenierı´a.
Por este motivo el capı´tulo se inicia, tras introducir los elementos ba´sicos de los
algoritmos evolutivos, con el estudio de un algoritmo gene´tico cano´nico. En este ana´li-
sis se abordara´n los para´metros y estructura de este algorı´tmo y su aplicacio´n al disen˜o
de aerogeneradores. En la segunda parte del capı´tulo, a partir de los resultados obteni-
dos, se propondra´ un algoritmo que solvente las deficiencias detectadas y mejore los
resulados obtenidos, como ejemplo pra´ctico se volvera´ a aplicar al disen˜o o´ptimo de
aerogeneradores aunque en un caso con una complejidad mayor. Ası´, como conclusio´n
del capı´tulo, se obtendra´ la estructura que se utilizara´ para el mo´dulo de bu´squeda en
las siguientes pruebas.
3.1. Introduccio´n
Los crecientes retos de la optimizacio´n fluidodina´mica hacen que los espacios de
bu´squeda sean cada vez ma´s complejos, al mismo tiempo la potencia de ca´lculo dispo-
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nible se incrementa a gran velocidad. Todo esto lleva a que la utilizacio´n de algoritmos
estoca´sticos, especialmente los algoritmos basados en evolucio´n, sean cada vez una
posibilidad mas adecuada para abordar estos problemas [21].
Los algoritmos evolutivos presentan una serie de ventajas frente a otros me´todos
deterministas, entre ellas pueden destacarse:
Se pueden aplicar fa´cilmente a cualquier problema, basta idear una representa-
cio´n adecuada. Esto es debido a que estos algoritmos se han desarrollado desaco-
plados del proceso de evaluacio´n de la calidad y, por tanto, son independientes
de e´ste.
Realizan la bu´squeda de la solucio´n desde mu´ltiples puntos simulta´neamente,
con lo que son menos susceptibles de caer en o´ptimos locales que me´todos que
realizan esta bu´squeda desde un u´nico punto, como los basados en procedimien-
tos de descenso de gradiente.
La independencia entre la evaluacio´n y el algoritmo de bu´squeda hace que el
proceso de disen˜o sea fa´cilmente paralelizable.
Norbert Wiener en 1948 [45] en su libro “Cybernetics, or control and comunication
in the animal and the machine” planteo´ de forma teo´rica la posibilidad de utilizar
evolucio´n para obtener sistemas de control para robots. A partir de este planteamiento
teo´rico inicial se han desarrollado diversos algoritmos que hacen uso de una analogı´a
entre el proceso evolutivo en la naturaleza y la bu´squeda de una solucio´n en un espacio
determinado.
Un proceso de bu´squeda basado en evolucio´n parte de una poblacio´n inicial de
individuos, donde cada individuo es una posible solucio´n al problema (un punto en el
espacio de soluciones) y viene caracterizado por uno o varios cromosomas. Esta pobla-
cio´n evoluciona con el tiempo: los individuos se combinan y sufren mutaciones en los
genes de sus cromosomas. La clave de este me´todo es que la posibilidad que tiene un
individuo de pasar a la siguiente generacio´n depende de lo cerca que se encuentre de
representar la solucio´n del problema mediada a trave´s de un valor de calidad. La forma
en la que los individuos se combinan, co´mo tienen lugar las mutaciones, la frecuencia
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de ambas formas de reproduccio´n, que´ individuos se producen y, sobre todo, co´mo se
seleccionen los que pasan a la siguiente generacio´n dan lugar a los diversos tipos de
algoritmos evolutivos.
En el caso que nos ocupa, los individuos representan los para´metros que deter-
minan las caracterı´sticas y forma del modelo, bien de una manera directa o a trave´s
de alguna transformacio´n. Esto es, el genotipo (representacio´n cromoso´mica) es una
representacio´n uno a uno con el fenotipo (individuo, objeto o solucio´n a valorar) o re-
quiere de algu´n tipo de conversio´n. Para determinar lo cerca que esta´ un individuo de
la solucio´n o´ptima, se le asigna una calidad en funcio´n de los resultados del simulador
fluidodina´mico que utilizaremos. Esta calidad determina las posibilidades de reprodu-
cirse del individuo, los de mejor calidad se reproducen ma´s, y ası´ se van obteniendo
nuevas poblaciones de individuos que se corresponden cada vez ma´s con el disen˜o
objetivo.
Bajo la denominacio´n de algoritmos evolutivos se engloban todas las te´cnicas ins-
piradas en el proceso de la evolucio´n natural. Los tipos principales son los algoritmos
gene´ticos, las estrategias de evolucio´n y la programacio´n evolutiva. A continuacio´n
se describe los elementos fundamentales y el mecanismo de funcionamiento de los
algoritmos que se utilizan en este trabajo.
3.2. Algoritmo gene´tico cano´nico
El ana´lisis de la estrategia de bu´squeda se ha iniciado con el estudio de los algo-
ritmos gene´ticos al ser estos una referencia para el resto de algoritmos evolutivos. De
forma gene´rica se puede considerar que pueden usarse como modelo para estudiar las
etapas y procedimientos comunes, ası´ como la definicio´n de la nomenclatura utilizada.
Los algoritmos gene´ticos se popularizan a partir de los trabajos de Holland [46] y
quedan formalizados en su trabajo de 1975 [47]. En las u´ltimas de´cadas se han desarro-
llado diferentes estrategias de bu´squeda basadas en los algoritmos gene´ticos. Aunque
cada uno de ellos utiliza procedimientos diferenciados, pueden definirse un conjunto
de elementos comunes a todos ellos:
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Sean:
I, el espacio de bu´squeda
F : I→ℜ, la funcio´n de calidad
µ, el taman˜o de la poblacio´n de los padres
λ, el taman˜o de la poblacio´n de descendientes
P(t) = {a1(t), ...,aµ(t)} ∈ Iµ, la poblacio´n de la generacio´n t
r : Iµ→ Ik, operador de recombinacio´n
Θr, para´metros de funcionamiento del operador r
m : Ik→ Iλ, operador de mutacio´n
Θm, para´metros de funcionamiento del operador m
s : Iλ→ Iµ, operador de seleccio´n
Θs, para´metros de funcionamiento del operador s
t, criterio de parada
Θt , para´metros de funcionamiento del criterio de parada
Estructura de un algoritmo gene´tico cano´nico
1. t← 0
2. P(t)← inicializar(µ)
3. F(t)← evaluar(P(t),µ)
4. mientras (P(t),Θt) 6= cierto, hacer
a) P′(t)← recombinar(P(t),Θr)
b) P′′(t)← mutar(P′(t),Θm)
c) F(t)← evaluar(P′′(t),λ)
d) P(t+1)← seleccionar(P′′(t),F(t),µΘs)
e) t← t+1
Las caracterı´sticas propias de los algoritmos evolutivos hacen que tengan su propia
nomenclatura, los principales aspectos de la misma pueden resumirse en:
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Individuo, solucio´n potencial del problema.
Poblacio´n, es el conjunto de individuos que representan posibles soluciones al
problema.
Cromosoma, informacio´n relativa a las caracterı´sticas de los individuos en la
poblacio´n.
Gen, cada uno de los componentes de un cromosoma.
Proceso de seleccio´n, procedimiento por el que se determina sobre que´ indivi-
duos se aplican los operadores gene´ticos.
Operadores gene´ticos, son me´todos para manipular la informacio´n del cromo-
soma de los individuos de la poblacio´n con el objeto de generar nuevos indivi-
duos. Las principales estrategias para realizar estas operaciones son:
• Cruce, se realiza una combinacio´n de los genes de dos individuos (pa-
dres) para formar los cromosomas de nuevos individuos (descendientes).
En te´rminos de aplicacio´n al proceso de optimizacio´n este operador es el
que permite la explotacio´n del espacio de bu´squeda.
• Mutacio´n, se modifica de forma aleatoria el valor de uno o varios genes
del cromosoma del individuo, permitiendo acceder a nuevas regiones del
espacio´ de bu´squeda, mejorando la exploracio´n del mismo.
Calidad de un individuo, medida de la aptitud de un individuo para su supervi-
vencia.
Funcio´n de calidad, es la funcio´n que se utiliza para asignar a un individuo un
valor de calidad. Esta´ funcio´n esta´ relacionada con la funcio´n objetivo a optimi-
zar, de tal forma que cuanto mejor se adecue el individuo al objetivo mayor sea
su valor de calidad.
Reemplazo, procedimiento por el cual se determina, en base al valor de calidad,
que´ individuos pasara´n a conformar la poblacio´n de partida para la siguiente
generacio´n.
53
Capı´tulo 3. Estrategia de bu´squeda
Generacio´n, cada una de las iteraciones en las que se repite el algoritmo.
Cada alternativa esta´ codificada mediante un cromosoma, el nu´mero de genes que
constituyen el cromosoma y la codificacio´n del mismo es tal que permita la definicio´n
completa de la alternativa para permitir su evaluacio´n. En las primeras aproximaciones
al problema, los cromosomas estaban codificados en binario, es decir, cada gen era
un 0 o un 1. Posteriormente se han utilizado otras codificaciones como, por ejemplo,
codificar cada gen como un nu´mero real.
Seleccio´n
En el proceso de evolucio´n es necesario crear nuevos individuos a partir de los pre-
sentes en la poblacio´n y, por lo tanto, hay que determinar que´ individuos contribuyen
a generar descendientes.
El me´todo original de seleccio´n de los individuos a reproducirse es el proporcional,
tambie´n conocido como seleccio´n por “ruleta”. En este procedimiento cada individuo
tiene una probabilidad de ser seleccionado para reproducirse igual a su calidad divi-
dida por la suma de las calidades de todos los individuos. Este me´todo, en algunas
ocasiones, tiene el problema de aplicar una presio´n selectiva reducida. Cuando los va-
lores de la calidad son muy dispares, esto es, existe mucha diferencia entre los peores
y mejores individuos, todos los mejores individuos tendra´n una calidad parecida y, por
tanto, una probabilidad de reproducirse muy similar pudiendo llevar a la explotacio´n
de regiones alejadas del o´ptimo. Tambie´n puede aparecer el problema contrario. Si du-
rante el proceso evolutivo aparece un individuo con mucha mayor calidad que el resto
de los individuos, la poblacio´n ra´pidamente convergera´ hacia ese individuo, ya que su
probabilidad de reproducirse es mucho mayor que la de los dema´s, haciendo que la
poblacio´n se vuelva toda igual o muy similar y tienda hacia lo que puede resultar un
mı´nimo local, a este efecto se le denomina convergencia prematura.
Existen otros tipos de seleccio´n que pretenden arreglar este tipo de problema. Un
ejemplo es la seleccio´n por posicio´n [48] en la que los individuos son ordenados por
su calidad y su probabilidad de seleccio´n es una funcio´n de su posicio´n en esa lis-
ta ordenada. Otro tipo de seleccio´n es la seleccio´n por torneo [49], donde se escoge
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aleatoriamente un grupo de individuos y dentro de este grupo se selecciona para re-
producirse aquel que tiene mayor calidad. Este proceso se repite hasta que se tienen
todos los individuos que se necesitan para reproducirse. Ası´ incrementando el taman˜o
del grupo se incrementa la presio´n del proceso evolutivo. Otras alternativas utilizadas
realizan consideraciones estadı´sticas en base a la distribucio´n de la calidad o buscan
preservar la diversidad de los individuos.
Cruce
El cruce es el operador principal en los algoritmos gene´ticos. En su forma ma´s
gene´rica consiste en escoger dos individuos con un cromosoma de longitud m, un pun-
to de cruce, y crear dos individuos nuevos de tal forma que cada uno tenga los primeros
n genes de un progenitor y los siguientes m-n genes del otro. Con el operador de cruce
se busca que, dados dos individuos con buena calidad pero por razones distintas, al cru-
zarse, el individuo resultante pueda combinar los genes que provocaban una buena ca-
lidad en ambos progenitores, dando lugar a un individuo todavı´a mejor. Este feno´meno
fue planteado originalmente por Holland [47], aunque fue Schaffer [50] en 1987 quie´n
lo formalizo´ de forma teo´rica. Evidentemente la mejora del individuo no se produce
siempre, sino con una cierta probabilidad, pero cuanta mayor es la calidad de un indi-
viduo ma´s veces se reproduce y, por tanto, mayor es la probabilidad de que la parte de
su genoma causante de su buena calidad se mezcle con la parte correspondiente de otro
individuo, dando lugar a individuos cada vez mejores, que tendra´n una mayor probabi-
lidad de reproducirse, guiando ası´ el proceso evolutivo. Existen mu´ltiples alternativas
para realizar este cruce, entre otras el cruce multipunto [51] y el uniforme [52].
Mutacio´n
La mutacio´n consiste en modificar aleatoriamente uno o varios genes del cromo-
soma de un individuo. Si los genes son nu´meros reales, es frecuente que la mutacio´n
consista en sumar o restar al valor del gen una cantidad aleatoria con una distribu-
cio´n distinta a la uniforme (una normal, por ejemplo). La mutacio´n en los algoritmos
gene´ticos es un medio de introducir variedad en la poblacio´n y, por eso, la probabili-
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dad de mutacio´n suele ser baja. Sin embargo, en el caso de la estrategia evolutiva, por
ejemplo, la mutacio´n es el operador fundamental y el que domina en la evolucio´n.
Reemplazo
Finalmente, cuando no se quiera que la poblacio´n crezca de forma infinita, como
suele ser en el caso de problemas de optimizacio´n, es necesario definir que´ individuos
de la poblacio´n generada de padres e hijos pasan a la siguiente generacio´n y cuales des-
aparecen. Para seleccionar los individuos a ser reemplazados tambie´n se tienen varias
alternativas. Podemos reemplazar los peores individuos o reemplazar aleatoriamente.
En el primer caso aceleramos el proceso evolutivo y perdemos variedad. En el segundo
podemos perder, quiza´s para siempre, buenos individuos y frenar la convergencia o
incluso impedirla.
En definitiva, un algoritmo gene´tica cano´nico implementa todos estos operadores,
ası´ las variaciones del mismo surgen como variacio´n de estos operadores o del orden
seguido. De hecho, cuando el proceso de evolucio´n se basa en mutacio´n y no imple-
menta reemplazo se trata de estrategias evolutivas o cuando lo evolucionado es un
programa se denomina programacio´n gene´tica [53] o evolutiva [54].
3.3. Disen˜o de aerogeneradores mediante algoritmos
gene´ticos cano´nicos
A partir de la estructura ba´sica del proceso de disen˜o evolutivo definido en 1.4 va-
mos a realizar una primera implementacio´n utilizando como algoritmo de bu´squeda un
algoritmo gene´tico cano´nico. Lo que se pretende con esta prueba es evaluar el com-
portamiento de este algoritmo en problemas de optimizacio´n fluidodina´mica, de este
modo se detectara´n los puntos fuertes del algoritmo y los aspectos que tendra´n que ser
mejorados en las siguientes fases de desarrollo.
Para ello se aplicara´ la estructura propuesta al disen˜o de aerogeneradores de pe-
quen˜o taman˜o. Adema´s, se buscara´ analizar la eficiencia del algoritmo de bu´squeda
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elegido, un algoritmo gene´tico cano´nico. Se ha optado por este algoritmo por ser el
ma´s analizado en la bibliografı´a y posibilitar un modelo de referencia para el resto de
algoritmos que se estudien. Con el objetivo de desacoplar las dificultades del proceso
de evaluacio´n del de bu´squeda, en este caso se plantea una evaluacio´n con un simu-
lador de bajo coste computacional e implementado especı´ficamente de tal forma que
pueda integrarse sin dificultad en el entorno. De este modo nos podemos centrar en los
algoritmos de bu´squeda obviando las dificultades de los CFD’s.
Ası´ se ha aplicado la estructura inicial del entorno de optimizacio´n a un problema
real propuesto por una empresa colaboradora al disen˜o de palas de aerogeneradores de
pequen˜o taman˜o. En este caso el simulador calcula las caracterı´sticas aerodina´micas
de cada pala. Esta evaluacio´n se realiza mediante el uso de me´todos de flujo poten-
cial bidimensional combinado con me´todos integrales de capas lı´mite. corrigiendo los
resultados mediante una red neuronal para introducir los efectos del desprendimiento
del flujo sobre el perfil. En la segunda etapa de ca´lculo se evalu´a la potencia generada
por la pala mediante la integracio´n de cada seccio´n bidimensional mediante la teorı´a
del elemento de pala. En este problema se combinan los algoritmos gene´ticos con un
simulador de muy bajo coste computacional con el objetivo de determinar el correcto
funcionamiento del sistema siguiendo el esquema que se muestra en la figura 3.1.
Los resultados que se alcancen esta´n fuertemente condicionados por la funcio´n de
calidad seleccionada. El objetivo de este experimento no es desarrollar el mejor aeroge-
nerador para una velocidad de viento determinada, lo que es analı´ticamente calculable,
sino el mejor operando en condiciones reales en los que cada velocidad de viento tiene
una probabilidad. Es por ello que la funcio´n de calidad seleccionada es el promedio
de la energı´a generada. De este modo el valor de calidad se obtendra´ al integrar el va-
lor de la energı´a por la probabilidad del viento considerado para el rango de vientos
considerados.
En este problema concreto se busca el disen˜o de pala o´ptima para un generador de
un dia´metro ma´ximo de 5 metros en un emplazamiento con una distribucio´n de vientos
modelada mediante una distribucio´n Weibull con un para´metro de forma de valor 2 y
una velocidad media de 7 m/s, que pueden considerarse como los valores medios de
referencia para la costa norte gallega.
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Figura 3.1: Configuracio´n del entorno de disen˜o aplicado al problema
de disen˜o de aerogeneradores
3.3.1. Simulador
En la seleccio´n del simulador se ha primado un coste computacional reducido,
permitiendo realizar el proceso evolutivo en tiempos razonables. Para ello se recurrio´ a
un simulador empleado se base en la teorı´a del elemento de pala combinada con un
solver de flujo potencial bidimensional. De tal forma que el proceso de ca´lculo se
divide en la evaluacio´n bidimensional de cada seccio´n de la pala y la integracio´n de
este resultado a lo largo de la pala, incorporando la influencia sobre cada seccio´n de
las anteriores secciones.
3.3.1.1. Ana´lisis bidimensional
Para la realizacio´n del ana´lisis bidimensional se han seguido las siguientes fases:
1. Ana´lisis del flujo en torno al perfil con la consideracio´n de flujo potencial.
2. Inclusio´n del efecto de la capa lı´mite.
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3. Correccio´n, si fuese necesario, de las fuerzas debido al desprendimiento de la
capa lı´mite.
Para el estudio del flujo en torno al perfil se ha considerado como flujo potencial.
Este tipo de flujo se denomina ası´ ya que es posible definir una funcio´n potencial Φ
mediante la cual se puede representar el campo de velocidades. La condicio´n necesaria
para la existencia de la funcio´n potencial es que el flujo sea irrotacional, es decir,
∆Φ= ∇×−→v = 0. (3.1)
Si bien la condicio´n de irrotacionalidad en un flujo es difı´cil de encontrar existen,
en algunos flujos, zonas que pueden ser tratadas como si el flujo fuese irrotacional.
Para que una partı´cula, originalmente sin rotacio´n, comience a rotar se requiere de un
esfuerzo cortante. Como se vio anteriormente, los esfuerzos de corte τ′ esta´n asociados
a la viscosidad µ y los gradientes de velocidad en la direccio´n normal al desplazamiento
∂−→v /∂n.
Ası´, en las regiones del flujo donde no existan gradientes de velocidad y una visco-
sidad despreciable, esto es altos nu´meros de Reynolds, el flujo puede ser considerado
como irrotacional. Los perfiles aerodina´micos inmersos en un fluido pueden conside-
rarse en esta condicio´n, salvo en las regiones de la capa lı´mite donde si que son grandes
estos los gradientes de velocidad.
Por lo tanto el comportamiento del flujo puede modelarse mediante la ecuacio´n
de Laplace [55]. Para poder resolver el problema es necesario definir las condiciones
de contorno requeridas. La primera condicio´n de contorno es la condicio´n de de no
penetracio´n, esta condicio´n estipula que, sobre las paredes del so´lido, la componente
normal de la velocidad de una partı´cula de fluido relativa al so´lido debe ser nula, esto
es:
n ·−→v = n ·∇Φ= 0, en la frontera del so´lido. (3.2)
donde n es el vector normal a la superficie del so´lido. La segunda condicio´n de
contorno se define como una condicio´n de regularidad en el infinito, esto es
lim‖−→R ‖→∞
−→v =−→v∞ (3.3)
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siendo
−→
R el vector de posicio´n y −→vı´nf la velocidad de referencia en las zonas no
afectadas por la presencia del cuerpo sumergido.
El me´todo utilizado para la resolucio´n de este problema es el me´todo de paneles.
E´ste me´todo fue inicialmente propuesto por Hess y Smith en 1966 [56] y so´lo requiere
la el ana´lisis de los elementos que conforman la frontera para conocer las caracterı´sti-
cas del flujo en todo el dominio. Ası´ la resolucio´n de la ecuacio´n de Laplace se realiza
mediante la superposicio´n de soluciones particulares del flujo de cada uno de los ele-
mentos o paneles en los que se descompone la frontera.
Ası´ en cada uno de los elementos o paneles se calcula el valor de la fuerza o su-
midero para conseguir cumplir las condiciones de no penetracio´n en la frontera y la
condicio´n de Kutta [57], igual velocidad de salida en la cara de succio´n y presio´n del
perfil. Finalmente el problema a resolver es un sistema de ecuaciones lineales que pue-
de escribirse como:
[A]× [q] = [b] , (3.4)
siendo [A] la matriz de influencia entre los distintos elementos o paneles, [q] el valor
de la fuente o sumidero en el panel y [b] la condicio´n de contorno.
Las fuerzas aerodina´micas generadas sobre el perfil se obtienen mediante la inte-
gracio´n de la presio´n en la superficie del perfil. Esta presio´n es obtenida mediante el
estudio de la variacio´n de la energı´a cine´tica del fluido con la consideracio´n de flujo
potencial. Se han introducido los efectos viscosos mediante el uso de me´todos cla´sicos
integrales de capa lı´mite, Thwaites [58], Cebeci [59] y Head [60] que se utilizan en el
caso de capa lı´mite laminar o turbulenta respectivamente. Tras esto, el coeficiente de
resistencia aerodina´mica se calcula usando la fo´rmula de Squire-Young [61][62].
En un flujo potencial se desprecian las fuerzas viscosas, por lo que no se contempla
una importante contribucio´n a la resistencia al avance del perfil. Los me´todos emplea-
dos en este caso para introducir estos efectos[63] se basan en la ecuacio´n integral de
Von Karman puede escribirse como:
H = δ
∗
θ C f =
τ f
1
2ρU2e
dU
dt +
1
U
dUe
dx θ(2+H) =
C f
2
(3.5)
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Esta ecuacio´n contiene tres inco´gnitas, espesor de desplazamiento (δ∗), espesor del
momento (θ), y esfuerzo cortante (C f ), por lo que para resolverla es necesario reducir
este nu´mero de inco´gnitas.
El me´todo de Thwaites [64] arranca del la forma adimensional de la ecuacio´n de
Von Karman:
Ueθdθ
vdx
+
θ2
v
dUe
dx
(2+H) =
τ fθ
ρU
, (3.6)
y define un para´metro λ como
λ=
θ2
v
dUe
ds
. (3.7)
De forma que la ecuacio´n integral se puede escribir como
Ue
d
dx
λ
dU
dx
= 2
(
τ fθ
ρUe
−λ(H(λ)+2)
)
= 2(S(λ)−λ(H(λ)+2)) = F(λ) (3.8)
Thwaites combina resultados analı´ticos y experimentales para una definicio´n explı´ci-
ta de F ,
F(λ) = 0,45−6λ. (3.9)
Sustituyendo e integrando en la ecuacio´n anterior se obtiene que
θ2 =
0,45v
U6e (x)
Z x
0
U5e (x)dx. (3.10)
El ajuste para H y S lo dan por Cebeci y Bradshaw [65] de la forma:
para λ> 0 para λ≤ 0
S = 0,22+1,57λ−1,80λ2 S = 0,22+1,40λ+0,018 λ
λ+0,107
H = 2,61−3,75λ+5,24λ2 H = 2,088+ 0,0731
λ+0,14
(3.11)
Con lo que el coeficiente de friccio´n se puede calcular en cada punto como
C f =
2µ
ρUeθ
S(λ). (3.12)
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Figura 3.2: Representacio´n de la red neuronal empleada en el ensayo
El me´todo de Head [60] se emplea cuando los efectos de la turbulencia crecen y el
me´todo de Thwaites pierde precisio´n. Para aplicarse se define un para´metro de forma
H como
H =
δ−δ∗
θ
. (3.13)
Y el coeficiente de friccio´n resulta entonces
C f = 0,246 ·10−0,678H
(
Ueθ
v
)−0,268
(3.14)
3.3.1.2. Correccio´n mediante redes neuronales artificiales
Sin embargo, el amplio rango de a´ngulos de ataque que aparecen en los perfiles
de la pala, hace que en algunos de ellos, especialmente aquellos de mayor valor, se
produzca el desprendimiento de la capa lı´mite. Cuando esto ocurre la consideracio´n
de flujo potencial deja de ser va´lida introduciendo grandes errores. Para corregir estas
desviaciones se ha buscado un perfilado no lineal de correlacio´n a trave´s de la intro-
duccio´n de un modelo del mismo, en este caso en particular se ha hecho uso de una
red neuronal perceptro´n multicapa. Las redes neuronales artificiales son un paradigma
de aprendizaje y procesamiento automa´tico inspirado en la forma en que funciona el
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sistema nervioso de los animales. Se trata de un sistema de interconexio´n de neuronas
en una red que colabora para producir un estı´mulo de salida [66]. Una de las carac-
terı´sticas fundamentales de las redes neuronales artificiales es su capacidad de perfilar
una funcio´n a partir de los ejemplos que se le proporcionan, sin hacer suposiciones a
priori sobre los modelos y relaciones que subyacen en el sistema analizado [67]. Un
perceptro´n o neurona artificial puede definirse como un clasificador. En e´l las entradas
son sumadas linealmente y el resultado es filtrado mediante una funcio´n de activacio´n
no lineal. Ası´ el perceptro´n multicapa es una red neuronal artificial formada por mu´lti-
ples capas, esto le permite resolver problemas que no son linealmente separables. Estas
capas pueden clasificarse en tres tipos:
Capa de entrada: Constituida por aquellas neuronas que introducen los patrones
de entrada en la red. En estas neuronas no se produce procesamiento.
Capas ocultas: Formada por aquellas neuronas cuyas entradas provienen de ca-
pas anteriores y las salidas pasan a neuronas de capas posteriores.
Capa de salida: Neuronas cuyos valores de salida se corresponden con las sali-
das de toda la red.
En el caso concreto que se presenta, la red neuronal se ha implementado con seis
neuronas de entrada, dos capas ocultas de ocho neuronas y dos salidas (coeficiente de
sustentacio´n y de resistencia). Las entradas a la red se corresponden con: el coeficiente
de sustentacio´n calculado, el coeficiente de resistencia calculado, el nu´mero de Rey-
nolds, el a´ngulo de ataque, el punto de desprendimiento en la cara de succio´n y el punto
de desprendimiento en la cara de presio´n.
Para entrenar la red neuronal se han empleado 450 valores obtenidos de resulta-
dos publicados de los perfiles NACA 2410, NACA 0009, NACA 2415, NACA 2541,
CLARKY, ClarkySM y DAE11 [68]. Despue´s de 1000 pasos de entrenamiento, se ha
reducido el error medio inicial de 14,5 % a un 5 %, permitiendo obtener una precisio´n
adecuada en los resultados con un coste computacional menor que un solver de flujo
turbulento.
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Figura 3.3: Coeficiente de sustentacio´n real, calculado y corregido pa-
ra el perfil NACA 6409. La correccio´n se realiza por medio de la red
neuronal.
3.3.1.3. Ca´lculo tridimensional
Para extrapolar los resultados bidimensionales a la pala real es necesario considerar
no so´lo las sistintas secciones, sino tambie´n el efecto de la circulacio´n en la direccio´n
de la pala y el de la estela. Con el objeto de incorporarlos se aplica la correccio´n de
Prandtl [69] [70] que modifica el a´ngulo de ataque y, por tanto, los coeficientes de
sustentacio´n y resistencia.Para ello se introducen los efectos del desprendimiento de
punta de pala a traves de la funcio´n de Prandtl:
F =
2
pi
arccos
(
exp
(
−B(R− r)
√
1+λ2
2R
))
. (3.15)
Esta funcio´n toma valores que van desde cero en la punta hasta uno en la base de
la pala. Estos valores vienen dados por el efecto del desplazamiento del flujo que se
produce en la direccio´n longitudinal de la pala. Un modelo mucho ma´s realista fue
propuesto posteriormente por Goldstein [71] que introdujo un torbellino en la estela
con el objeto de incorporar los efectos de la circulacio´n sobre la pala. Para conside-
rar este efecto Glauert [72] aproximo´ la funcio´n teniendo en cuenta los efectos del
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desprendimiento de punta de pala mediante la siguiente funcio´n:
F =
2
pi
arccos
(
exp
(
− B(R− r)
2R · sin(Φ)
))
. (3.16)
en donde Φ=Φ(r) es el a´ngulo entre la velocidad relativa en la seccio´n y el plano
del rotor.
En el modelo propuesto inicialmente por Glauert la funcio´n de pe´rdida en punta de
pala, F se expresa como una relacio´n entre el promedio de la velocidad inducida a lo
largo de la pala y la velocidad inducida en la seccio´n considerada,
F =
a
aB
, (3.17)
en donde aB es la modificacio´n de la velocidad axial en cada seccio´n y
a =
1
2pi
Z 2pi
0
adθ. (3.18)
Es necesario destacar que con esta definicio´n, en el caso de un rotor con un nu´mero
infinito de palas, aB y a son iguales. Es por ello que posteriormente se modifico´ la
definicio´n de F para hacerla corresponder con una diferencia entre ambos valores.
Por lo tanto la funcio´n F se define a trave´s de dos ecuaciones diferentes, una para el
momento angular y otra para el axial.
Con el objeto de integrar esta correccio´n dentro del simulador desarrollado se parte
del ca´lculo inicial de la fuerza y momento mediante la teorı´a del elemento de pala, de
tal forma que:
dT
dr
= BFn =
1
2
ρcBU2relCn (3.19)
dM
dr
= BFtr =
1
2
ρcBrU2relCt (3.20)
donde Fn y Ft son las fuerzas sobre la seccio´n en la direccio´n axial y tangencial
respectivamente, y Cn y Ct son los correspondientes coeficientes adimensionales de
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fuerza. A partir del tria´ngulo de velocidades sobre el elemento de pala, figura 3.4, se
obtiene que:
sin(φ) =
Uı´nf(1−aB)
Urel
y cos(Φ) =
Ωr(1+a′B)
Urel
, (3.21)
donde la velocidad inducida se define como:
Wi =
(−aBUı´nf,−a′BΩr) . (3.22)
Usando las relaciones anteriores se obtiene que
V 2rel =
U2in f (1−aB)2
sin2(φ)
=
Uı´nf(1−aB)Ωr(1+a′B)
sin(φ)cos(φ)
. (3.23)
Figura 3.4: Seccio´n transversal del elemento de pala
Introduciendo la relacio´n anterior en las ecuaciones 3.19 y 3.20 se obtiene que
dT
dr
=
ρBcU2ı´nf(1−aB)2
2sin2(φ)
Cn, (3.24)
dM
dr
=
ρBcUı´nf(1−aB)Ωr2(1+a′B)
2sin(φ)cos(φ)
Ct . (3.25)
Si se aplica la teorı´a del momento axial, la carga axial puede calcularse como
dT
dr
=
Z 2pi
0
ρ(Uin f −Uwake)UDrdθ, (3.26)
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donde UD =Uı´nf(1−a) es la velocidad axial respecto al plano del rotor y Uwake =
Uı´nf(1−2a) es la velocidad axial en la estela. Integrando estos valores e introduciendo
la definicio´n de F en la funcio´n de la carga axial, e´sta resulta
dT
dr
= 4pirρU2ı´nfaBF(1− ε1aBF), (3.27)
donde
ε1 =
a2
aa
. (3.28)
Aplicando el desarrollo anterior a la ecuacio´n del momento se obtiene
dM
dr
=
Z 2pi
0
ρ(Uin f −Vwake)UDr2dθ, (3.29)
siendo Vwake = 2Ωra′ la velocidad tangencial inducida en la estela. Integrando la
ecuacio´n anterior se obtiene
dM
dr
= 4pir3ρUı´nfa′BF(1− ε2aBF), (3.30)
donde
ε2 =
aa′
aa′
. (3.31)
A partir del modelo planteado por Glauert, que so´lo consideraba la influencia de
efecto de punta de pala sobre la velocidad inducida, se han planteado diversas correc-
ciones para el mismo, como son los modelos propuestos por Wilson [73] y Vries [74].
En el caso de los aerogeneradores reales con un nu´mero finito de palas, la velocidad
axial en la punta de pala, donde se generan los torbellinos que pasan a la estela, no tiene
un valor nulo. Es por ello que el a´ngulo del flujo, φR en el extremo del a´labe no es cero.
Desde el punto de vista fı´sico, la fuerza en estas zonas tiende a cero debido al flujo
existente entre la cara de presio´n y la de succio´n que tiende a igualar la presio´n entre
ambas caras en estas regiones. Para incluir estos efectos Shen [70] propone calcular
los coeficientes de fuerza como:
Crn = F1Cn C
r
t = F1Ct (3.32)
67
Capı´tulo 3. Estrategia de bu´squeda
donde la funcio´n F1 es una correccio´n a los resultados del perfil bidimensional.
Introduciendo estos valores en las ecuaciones anteriores y considerando ε1 = ε2 = 1 se
obtiene que
a′BF(1−aBF)
(1+a′B)(1−aB)
=
σCt
4sin(φ)cos(φ)
F1 (3.33)
aBF(1−aBF)
(1−aB)2 =
σCn
4sin2(φ)
F1 (3.34)
donde Cn y Ct son los coeficientes de fuerza obtenidos directamente de los datos
bidimensionales del perfil. La funcio´n F1 es la funcio´n de pe´rdidas inducidas por los
efectos de punta de pala. Partiendo de la propuesta por Glauert se puede formular
como:
F1 =
2
pi
arcos
[
exp
(
−g B(R− r)
2Rsin(φR)
)]
(3.35)
La funcio´n F1 introduce una variacio´n sobre las interferencias en las velocidades
de tal forma que finalmente pueden escribirse como
aB =
2+Y1−
√
4Y1(1−F)+Y 21
2(1+FY1
(3.36)
a′B =
1
(1−aF)Y2
1−a −1
(3.37)
donde
Y1 = 4F
sin2(φ)
σCnF1
y Y2 = 4F
sin(φ)cos(φ)
σCtF1
, (3.38)
siendo Cn y Ct los coeficientes de fuerza de los perfiles bidimensionales.
3.3.2. Definicio´n de la pala
La pala se define a partir de la determinacio´n inicial del dia´metro del aerogene-
rador. Adema´s se requiere definir como cambian los valores de la cuerda, twist o del
perfil a lo largo de la pala. El procedimiento de ca´lculo descrito permite determinar el
a´ngulo o´ptimo para cada seccio´n, ası´ so´lo es necesario determinar el perfil y la cuerda
de cada seccio´n que constituye el a´labe. En este caso se han definido cinco secciones
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de control intermedias, de tal modo que el resto de secciones son calculadas mediante
interpolacio´n de las mismas. Para definir el perfil de la pala se ha seguido una formu-
lacio´n basada en los perfiles NACA de cuatro dı´gitos. Cada individuo queda definido,
por lo tanto, mediante 26 genes, uno para determinar el radio de la pala y los otros 25
para la forma. Cada seccio´n de control se define mediante 5 genes, los cuatro primeros
determinan el perfil y el u´ltimo define la cuerda.
3.3.3. Para´metros del algoritmo gene´tico
En las secciones anteriores se han definido las caracterı´sticas y funcionamiento de
los algoritmos gene´ticos. En la aplicacio´n pra´ctica a este problema es necesario definir
los valores utilizados para cada uno de los para´metros del algoritmo.
Seleccio´n. La seleccio´n se ha llevado a cabo siguiendo un procedimiento de
torneo para realizar esta seleccio´n. En este caso se ha considerado una ventana
de cuatro individuos.
Cruce. Los individuos seleccionados se cruzan en un u´nico punto.
Mutacio´n. La dificultad de la exploracio´n del espacio de bu´squeda ha determi-
nado una probabilidad de mutacio´n elevada, un 10 % con el objeto de aumentar
la exploracio´n del mismo. En caso de producirse una mutacio´n en un individuo,
uno de sus genes es sustituido por otro generado aleatoriamente.
Taman˜o de la poblacio´n y generaciones. Este experimento ha introducido una
poblacio´n de de 200 individuos y 80 generaciones.
3.3.3.1. Resultados
En el problema planteado no se han considerado pe´rdidas meca´nicas ni de la con-
versio´n de energı´a meca´nica a ele´ctrica, es por ello que los resultados obtenidos se han
situado pro´ximos a los ma´ximos teo´ricos alcanzables, considerando el lı´mite de Betz
como la potencia ma´xima alcanzable para cada velocidad. Ası´ la mejor pala encontra-
da, figura 3.5, proporciona el 79,76 % de este ma´ximo teo´rico.
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Figura 3.5: Configuracio´n de la mejor pala encontrada
En la figura 3.6 se muestran los datos del proceso de evolucio´n del problema. Des-
pue´s de la generacio´n 65 la poblacio´n se estabiliza gene´ticamente, el valor de la calidad
media crece debido a que el nu´mero de individuos no va´lidos disminuye. Los valores
obtenidos de potencia son mayores que los que se obtendrı´an en el caso real debido a
la simplificacio´n del problema meca´nico considerado, sin embargo los resultados pue-
den considerarse cualitativamente va´lidos ya que estas simplificaciones son comunes
a todos los individuos.
Uno de los principales problemas del algoritmo es que codifica individuos no va´li-
dos. Lo que hace que en las primeras generaciones el proceso evolutivo tienda a reducir
el nu´mero de individuos no va´lidos, figura, 3.7, y so´lo a partir de la estabilizacio´n de la
poblacio´n se comience a mejorar la calidad de los individuos. Por este motivo, en futu-
ros experimentos sera´ necesario replantear el sistema de definicio´n de las alternativas
para evitar la aparicio´n tan elevada de elementos no va´lidos, sin que ello implique una
reduccio´n o restriccio´n sobre el espacio de bu´squeda.
Analizando la variabilidad de la poblacio´n final, figura 3.8, se observa que e´sta es
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Figura 3.6: Evolucio´n del valor medio de la potencia generada en cada
generacio´n.
Figura 3.7: Evolucio´n del nu´mero de individuos va´lidos.
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Figura 3.8: Distribucio´n de la calidad de la poblacio´n en la generacio´n
80.
muy escasa. Esto es debido a su tendencia a agruparse en torno a ma´ximos locales,
llevando que amplias regiones del espacio de bu´squeda queden inexploradas o con
una explotacio´n deficiente, especialmente en el caso de existir un nu´mero elevado de
ma´ximos y valles en la funcio´n de calidad como es el caso presentado. Ası´ se han
detectado algunas dificultades en su aplicacio´n a estos problemas, los dos principales
han sido el difı´cil contro de la exploracio´n y su tendencia a estancarse en ma´ximos
locales.
Las dificultades detectadas en esta prueba plantean unos requerimientos mayores
para el control de la exploracio´n y la explotacio´n del proceso evolutivo que el que
proporciona un algoritmo gene´tico cano´nico. Por este motivo en la siguiente seccio´n
se analizan alternativas al mismo y su aplicacio´n a un nuevo problema de optimizacio´n
de aerogeneradores.
3.4. Mejoras en el proceso de bu´squeda
En las secciones anteriores se han presentado los algoritmos gene´ticos como estra-
tegia de bu´squeda y su aplicacio´n en un entorno de disen˜o automa´tico para la optimi-
zacio´n de palas de aerogeneradores. Los resultados obtenidos en esta prueba han sido
satisfactorios, sin embargo una serie de problemas detectados tales como el estanca-
72
3.4. Mejoras en el proceso de bu´squeda
Figura 3.9: Funcio´n de calidad respecto los genes 12 y 14, con los
demas genes fijos, en el experimento de disen˜o de aerogeneradores
miento de la poblacio´n o tendencia a agruparse en ma´ximos locales, hacen que para
los complejos espacios de bu´squeda de los problemas aerodina´micos sea de intere´s el
estudio de la utilizacio´n de otras estrategias de bu´squeda.
En los me´todos evolucionistas tradicionales, como son los algoritmos gene´ticos,
la presio´n evolutiva la imponen la seleccio´n, cruce y mutacio´n que determinan con
que´ velocidad la poblacio´n converge a una solucio´n. A mayor presio´n, ma´s ra´pido
converge la poblacio´n, y ma´s fa´cilmente la solucio´n cae en un mı´nimo local. La presio´n
evolutiva esta´ relacionada con el ratio entre explotacio´n y exploracio´n para un espacio
de soluciones determinado. En el fondo, se quiere alcanzar el o´ptimo con el mı´nimo
nu´mero de muestras, lo que implica una alta presio´n evolutiva y una alta explotacio´n,
pero sin caer en mı´nimos locales, lo que hace necesario una mayor exploracio´n.
El equilibrio entre exploracio´n y explotacio´n es especialmente importante cuando
los requerimientos computacionales de la evaluacio´n son muy altos, lo que hace que
el taman˜o de las poblaciones sean muy reducidos. De hecho, se vuelve crı´tico cuando
las funciones de calidad se caracteriza por tener regiones muy planas combinadas con
ma´ximos dispersos, que es el caso que nos ocupa, como se ve en la figura 3.9.
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Se han desarrollado diferentes aproximaciones para abordar estos problemas, que
incluyen el uso de algoritmos paralelos que introducen restricciones a las regiones de
bu´squeda de diferentes subpoblaciones o razas. Distintas aproximaciones a los mismos
se han abordado en [75] y [49], en donde se estudian procedimientos de divisio´n del
espacio de bu´squeda y la creacio´n de nichos poblacionales, ba´sicamente todos estos
modelos se basan en desarrollar diferentes subpoblaciones en torno a diferentes mı´ni-
mos o ma´ximos locales. Estas soluciones no dejan de ser soluciones hechas a medida
que tratan de controlar el elevado nu´mero de para´metros de un gene´tico que afectan al
equilibrio exploracio´n - explotacio´n. Aquı´, para controlar esta relacio´n de una forma
ma´s directa se ha optado por la utilizacio´n de un algoritmo con menos para´metros y
ma´s relacionados directamente con este equilibrio, los algoritmos macroevolutivos.
3.4.1. Algoritmos macroevolutivos
Un algoritmo macroevolutivo es un tipo reciente de algoritmo evolutivo que fue
propuesto por Marı´n y Sole´ [76] en 1999. La diferencia fundamental de esta aproxi-
macio´n estriba en que mientras que en los otros algoritmos evolutivos una poblacio´n
de individuos evoluciona mediante el principio de que cuanto mejor es un individuo
ma´s probabilidades tiene de reproducirse, en los algoritmos macroevolutivos se con-
sidera una nueva escala evolutiva, la de especies, y ası´ un ecosistema formado por un
conjunto de especies evoluciona mediante la extincio´n de las peores y la apropiacio´n
de su nicho ecolo´gico por parte de especies nuevas, esto es, en vez de favorecer a las
nuevas se eliminan las peores. Aunque tanto en las implementaciones originales de los
autores como en la realizada en este trabajo una especie esta´ formada por un u´nico
individuo, es importante tener esta diferencia de concepto en mente porque es la base
de los algoritmos macroevolutivos, ya que plantea un tratamiento diferente del proceso
evolutivo y representa una puerta abierta a que cada especie este´ formada por varios
individuos y evolucione independientemente.
El funcionamiento de los algoritmos macroevolutivos se presenta en el siguiente
esquema:
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Sean:
d, la dimensionalidad del espacio de bu´squeda
f : ℜd →ℜ, la funcio´n de calidad
pi = {p1i , ..., pdi }, la especie i
Wi, j, la conexio´n entre la especie i y la j
hi, el coeficiente de supervivencia para la especie i
pb, es una especie con un coeficiente de supervivencia ≥ 0
pn, es una especie generada aleatoriamente
ζ ∈ [0,1] y λ ∈ [−1,1], nu´meros aleatorios con distribucio´n uniforme
p y τ, para´metros del algoritmo
Estructura del algoritmo macroevolutivo
1. t← 0
2. Inicializar y evaluar cada pi
3. Mientras no se cumpla el criterio de parada:
a) Calcular la matriz de conexiones W, donde
Wi, j =

f (pi)− f (p j)
|pi− p j| ,si|pi− p j| 6= 0
0,si|pi− p j|= 0
(3.39)
b) Calcular el coeficiente de superviviencia
hi(t) =
p
∑
j=1
Wi, j(t) (3.40)
c) Calcular el estado,
Si(t+1) =
 1, si hi(t)> 00, si hi(t)≤ 0 (3.41)
d) Colonizacio´n
pi(t+1) =

pi(t), si Si(t+1) = 1
pb(t)+ρλ(pb(t)− pi(t)), si Si(t+1) = 0 y ζ> τ
pn, , si Si(t+1) = 0 y ζ≤ τ
(3.42)
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e) t← t+1
Este proceso se inicia con el ca´lculo de la matriz de conexio´n, en la que cada ele-
mento mide la diferencia de calidades entres dos especies pondera´ndola por la distancia
en el espacio de soluciones que existe entre ellas, de forma que dicha diferencia de ca-
lidad es ma´s importante cuanto ma´s cerca se encuentran las especies en dicho espacio.
Si la suma de todos los elementos de la matriz de conexio´n en los que interviene una
especie es positiva (coeficiente de supervivencia positivo, segu´n la definicio´n de los
autores), dicha especie sobrevive [77]. En caso contrario, se extingue. Si sobrevive se
mantiene tal cual en la siguiente generacio´n. Si se extingue es sustituida por una nueva
especie colonizadora que puede ser generada aleatoriamente o puede derivarse de la
especie extinta y de otra cualquiera que sobrevive.
Hay dos para´metros que determinan el funcionamiento del algoritmo macroevolu-
tivo:
λ, que marca la desviacio´n ma´xima que una nueva especie generada a partir de
una extinta y una superviviente puede tener respecto a e´sta u´ltima.
τ, que controla el porcentaje de especies aleatorias que se generan en cada gene-
racio´n.
En definitiva, λ determina co´mo se lleva a cabo la explotacio´n, es decir, co´mo
se realiza la bu´squeda en las proximidades de individuos ya existentes. Cua´nto ma´s
pequen˜o sea, ma´s cerca estara´n las nuevas especies de las supervivientes y, por tanto,
mayor sera´ la presio´n evolutiva, puesto que ma´s ra´pido se abandonara´n las zonas del
espacio de bu´squeda con aparentemente peores especies.
Por su parte, τ controla el balance entre explotacio´n y exploracio´n (bu´squeda de
nuevo material gene´tico, nuevos individuos no necesariamente cerca, o incluso pre-
ferentemente alejados, de los ya existentes). Si es muy grande se generara´n muchas
especies aleatoriamente y estaremos ante una evolucio´n guiada por la exploracio´n, lo
cual es u´til para buscar nuevo material gene´tico. Si es muy pequen˜o se generara´n pocas
especies aleatoriamente y estaremos ante una evolucio´n guiada por la explotacio´n. Lo
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habitual es que este para´metro actu´e como una “temperatura” y decrezca con el tiempo,
de forma que se empiecen generando muchos individuos aleatoriamente y, a medida
que avanza el proceso evolutivo, cada vez se generen menos individuos aleatorios, au-
mentando la explotacio´n.
Una ventaja de los algoritmos macroevolutivos respecto a otros es que solamente
hay dos para´metros que determinan su funcionamiento, con lo que ajustarlos a un
problema determinado es mucho ma´s fa´cil. Pensemos, por ejemplo, en los algoritmos
gene´ticos, donde es necesario seleccionar el tipo de seleccio´n, el tipo de cruce, el tipo
de mutacio´n, la probabilidad con la que se realizan ambos operadores gene´ticos, el
tipo de reemplazo, etc., y donde adema´s muchos de estos factores tienen a su vez otros
para´metros que ajustar. Otra ventaja que presentan los algoritmos macroevolutivos es
su posibilidad de evolucionar separadamente en subpoblaciones o razas aisladas con
el objeto de favorecer la exploracio´n. Para incrementar la explotacio´n en estos caso se
establece un periodo de migracio´n, bien sean local a las razas vecinas o global a todas
las razas, donde la mejor alternativa de una raza es copiada a otras razas.
Otra ventaja de los algoritmos macroevolutivos es su particular forma de realizar
la bu´squeda por el espacio de soluciones, dando la oportunidad a que se reproduzcan
todas las especies antes de extinguinse, lo que es muy u´til en problemas propensos a
caer en o´ptimos locales. Esto se traduce en que el algoritmo tiene una presio´n evolutiva
regulable y, adema´s, en general menor que los algoritmos gene´ticos o las estrategias
evolutivas, ya que toda especie, antes de desaparecer, puede dejar descendencia en
la poblacio´n con mucha mayor probabilidad que en los otros algoritmos evolutivos.
Adema´s, al tener todas las especies supervivientes la misma probabilidad de ocupar
el nicho dejado por las que se extinguen, no existe el problema del superindividuo.
No so´lo la presio´n es menor, sino que la dina´mica de la evolucio´n tiende a generar
agrupamientos alrededor de las mejores especies, con lo que la explotacio´n es tambie´n
muy eficiente, tal y como se estudia en [78].
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3.5. Disen˜o de aerogeneradores mediante algoritmos ma-
croevolutivos
En la seccio´n anterior se han presentado los algoritmos macroevolutivos. La selec-
cio´n del mismo se ha realizado a partir de las dificultades detectadas en el problema de
disen˜o de aerogeneradores mediante algoritmos gene´ticos. Por ello se han introducido
otros algoritmos de bu´squeda que permitan una exploracio´n ma´s eficiente en el espacio
de bu´squeda.
De este modo, se volvera´ a aplicar la estructura de disen˜o propuesta al disen˜o o´pti-
mo de aerogeneradores. Con el objetivo de validar el funcionamiento de los algoritmos
macroevolutivos se han planteado dos casos test. El primero ha consistido en comparar
los resultados o´btenidos mediante el procedimiento de disen˜o propuesto con el o´ptimo
teo´rico. El segundo ha consistido en resolver el problema de disen˜o de aerogenerados
similar al planteado en las pruebas realizadas con algoritmos gene´ticos, sin embargo
con el objeto de incrementar su dificultas se han introducido ciertas modificaciones en
el mismo. Por este motido se ha incluido un simulador adicional que permita evaluar
las caracterı´sticas estructurales de la pala y, de este modo, verificar los requerimientos
constructivos.
3.5.1. Comparacio´n con el o´ptimo analı´tico
En esta primera prueba se pretende validar los resultados del procedimiento de di-
sen˜o o´ptimo basado en algoritmos macroevolutivos. Con este objetivo se comparara´ el
o´ptimo analı´tico frente al alcanzado por el entorno de disen˜o. Sin embargo, no es posi-
ble calcular analı´ticamente la mejor pala para el problema planteado en la seccio´n 3.3,
es decir para una distribucio´n de velocidades y perfı´l variable. Por este motivo se plan-
tea el problema del disen˜o de un pala con un perfil fijo y para un viento constante, de
este modo las variables a calcular es el a´ngulo y la cuerda de cada seccio´n. Ası´, la po-
sibilidad de conocer el o´ptimo analı´tico permite evaluar la capacidad de los algoritmos
macroevolutivos de alcanzar el o´ptimo y no estancarse en un o´ptimo local.
El ca´lculo del o´ptimo teo´rico se encuentra descrito en [61], llegando a las siguientes
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relaciones:
16a3B−24a2B+aB (9−3λr)−1+(λr)2 (3.43)
φ= atan
(
1−aB
(1+a′B)λr
)
(3.44)
c
R
=
8piaBrsin2(φ)
(1−a)BCn (3.45)
en donde
Cn =Clcos(φ)+Cdcos(φ). (3.46)
Con el objetivo de realizar la comparacio´n se ha considerado un aerogenerador con
las siguientes caracterı´sticas: λ = 6, B = 3, Re = 3 · 106 y un perfil NACA 63-415.
Adicionalmente para el ca´lculo del o´ptimo analı´tico se ha tomado el a´ngulo de ataque
del viento aparente sobre el perfil que consigue la ma´xima relacio´n
Cl
Cd
, lo que sucede
para un a´ngulo de 4o.
Por otro lado, las palas optimizadas mediante en entorno de disen˜o se han definido
mediante cinco para´metros, tres para la distribucio´n de la cuerda y dos para el a´ngulo.
De este modo, la cuerda, c, y el giro, θ, de cada seccio´n se ca´lcula como:
c =C0r2+C1r+C0 (3.47)
θ= A0eA1r. (3.48)
Estos para´metros esta´n comprendidos en el intervalo [−1,1], salvo A1 que esta´ con-
tenido en el intervalo [−4,0). Partiendo de esta definicio´n de la pala el procedimiento
de evaluacio´n de la potencia de la pala ha sido similar al seguido para el problema
descrito en el disen˜o de aerogeneradores mediante algoritmos gene´ticos.
El proceso de optimizacio´n se ha llevado a cabo en 16 nodos del cluster local con
procesadores Dual-Core AMD Opteron(tm) Processor 2212. Considerando una pobla-
cio´n de 400 individuos y 500 generaciones distribuidas en dos razas. El proceso de
ca´lculo ha requerido un tiempo de co´mputo acumulado de 112 minutos. Este tiempo
ha sido dignificativamente menor al de las otras pruebas realizadas debido a que, al uti-
lizar un perfil constante, el simulador bidimensional ha sido sustitido por una funcio´n
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Figura 3.10: Comparacio´n del o´ptimo analı´tico frente al o´ptimo alcan-
zado mediante el entorno evolutivo de disen˜o.
que ajusta sus coeficientes de sustentacio´n y resistencia. Los resultados alcanzados se
muestran en la figura 3.10, donde se aprecia co´mo el ajuste realizado mediante el pro-
ceso evolutivo se corresponde con el o´ptimo analı´tico de tal forma que la la diferencia
entre las potencias producidas es de 0.093 %.
El error cuadra´tico medio de la distribucio´n alcanzada frente a la o´ptima es de
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0,0025 en caso de la cuerda y 0,0043 para el a´ngulo. Si las distribucio´n de a´ngulos
y cuerdas obtenida analı´ticamente se ajusta mediante minı´mos cuadrados a funcio´nes
equivalentes a las utilizadas en el proceso evolutivo, este error disminuye, respectiva-
mente, a 0,0019 y 0,0031. Sin embargo este mejor ajuste no lleva asociado una mejora
de la potencia, de tal forma que con esta configuracio´n la potencia es un 0.098 % menor.
Este es el motivo que el proceso de disen˜o no haya convergido a la mejor aproximacio´n
a la distribucio´n sino a aquella que lleva a un valor mayor de potencia.
Aunque la existencia de un o´ptimo analı´tico hace que no sea necesario utilizar el
procedimiento de disen˜o propuesto, ha permitido validar la capacidad del del algorit-
mo macroevolutivo para localizar el o´ptimo en este tipo de problemas. De este modo,
los resultados obtenidos muestran la pra´ctica coincidencia entre ambos o´ptimos, el
analı´tico y el obtenido mediante evolucio´n.
3.5.2. Ca´lculo estructural
Dado a la complejidad de los problemas de disen˜o o´ptimo aerodina´mico, nor-
malmente se abordan desacoplados de otros ana´lisis, tales como el de resistencia meca´ni-
ca, requeridos para el disen˜o completo del modelo. Sin embargo, cuando se busca la
automatizacio´n completa de este proceso no es posible excluir estos ana´lisis en el es-
tudio de la metodologı´a y requerimientos que se tienen que exigir en este proceso.
Por ello, se ha desarrollado un ana´lisis de resistencia de materiales para considerar
la resistencia estructural de las alternativas durante el proceso de optimizacio´n. En este
sentido se evalu´an las fuerzas aerodina´micas y las fuerzas y momentos inerciales en
cada una de las secciones de la pala. Este ana´lisis se realiza considerando la unio´n de
la pala con el buje como un empotramiento siguiendo el siguiente esquema:
1. Se determina el eje neutro de cada seccio´n.
2. Se realiza la composicio´n de tensiones normales σ y cortantes τ sobre la seccio´n.
3. Se calcula el momento flector, no se consideran los momentos torsores.
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4. Superponiendo las tensiones generadas por los momentos flectores, σM1 y σM2
y las fuerzas de compresio´n y cortantes, se determinan la posicio´n y valor de la
tensio´n ma´xima.
Figura 3.11: Descomposicio´n de fuerzas sobre la pala
La figura 3.11 representa la distribucio´n de fuerzas sobre cada seccio´n. Para esti-
mar la resistencia estructural de la misma so´lo se evalu´a el punto sometido a mayores
esfuerzos.
Los dos simuladores, el aerodina´mico y el estructural, proporcionan los valores que
permiten valorar cada una de las alternativas, el primero evalu´a la energı´a generada por
el aerogenerador y el otro la viabilidad de su construccio´n, el primer valor proporciona
un valor de la calidad y el segundo el cumplimiento de las restricciones del disen˜o.
3.5.3. Experimento
En este apartado se retoma el problema del disen˜o de un aerogenerador de un
dia´metro ma´ximo de 5 metros que se ha analizado en la seccio´n 3.3. En la primera
aproximacio´n se ha utilizado un algoritmo gene´tico cano´nico, sin embargo se detecta-
ron algunas dificultades en el proceso de bu´squeda. Por este motivo se ha sustituido por
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un algoritmo macroevolutivo y, de este modo, analizar las mejoras que introduce en el
proceso de bu´suqeda. Al igual que en el caso anterior, el experimento propuesto se ha
realizado para un emplazamiento especı´fico, en este caso se considerada una velocidad
del viento con una distribucio´n Weibull con unos para´metros caracterı´sticos de 7 m/s
como velocidad media y un para´metro de forma de valor 2.
Para aplicar el entorno de disen˜o desarrollado en este trabajo tres para´metros tienen
que ser definidos: la funcio´n de calidad, las restricciones y co´mo se define la forma de
la pala.
Figura 3.12: Configuracio´n del entorno de disen˜o aplicado al problema
de disen˜o de aerogeneradores mediante algoritmos macroevolutivos
3.5.3.1. Definicio´n de la pala
Uno de los problemas detectado en el ensayo anterior fue la aparicio´n de indivi-
duos no va´lidos. Estas no conformidades fueron producidas fundamentalmente por el
procedimiento de ca´lculo del a´ngulo o´ptimo de de cada seccio´n y por la aparicio´n de
grandes saltos en la cuerda o perfil de las secciones contiguas. Por ello se ha optado
por definir la forma de la pala a trave´s de una distribucio´n de cuerdas, giro y forma
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perfil. De este modo la pala esta´ codificada en el proceso evolutivo mediante un total
de 20 genes. Esto es debido a que se ha considerado una distribucio´n parabo´lica de los
valores anteriores, de tal forma que con los valores iniciales y finales junto con el valor
y posicio´n del ma´ximo queda definida totalmente la distribucio´n de estos valores. El
rango de estos para´metros de bu´squeda son:
Perfiles NACA: desde 0 0 0 0 a 6 6 1 9.
A´ngulos: de -90 a 90 grados.
Cuerda: de 0 a 0.4 metros.
De este modo la forma de la pala se define con 18 genes, tres secciones: inicial,
final y ma´xima. Los otros dos para´metros adicionales determinan la posicio´n de la sec-
cio´n ma´xima y la velocidad angular de giro del aerogenerador. Este valor se denomina
para´metro λ que mide la relacio´n entre la velocidad de la punta de pala y el viento.
λ=
ω · r
v
(3.49)
Con esta nueva definicio´n se reduce enormemente el tiempo de co´mputo al no
tener que calcular el a´ngulo o´ptimo para cada seccio´n. Adema´s es necesario considerar
que este a´ngulo o´ptimo lo es u´nicamente para una condicio´n fija y no para el rango
completo de operacio´n.
3.5.3.2. Restricciones
La aplicacio´n a problemas reales de disen˜o en ingenierı´a exige no so´lo la evaluacio´n
de las alternativas sino que tienen que considerarse las restricciones a las que tienen
que someterse. Como se ha indicado anteriormente en este caso vamos a introducir
efectos de resistencia meca´nica, a trave´s de un ana´lisis de esfuerzos estructurales en el
simulador y aplicando una restriccio´n sobre el ma´ximo esfuerzo calculado. Para estos
aerogeneradores de pequen˜o taman˜o la estructura se ha tomadoı´ntegramente realizada
en fibra de vidrio. Sin embargo, se han considerado otros materiales con mayor lı´mite
ela´stico para analizar la influencia en la forma del aerogenerador del material utilizado.
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El disen˜o de la pala no esta´ condicionado por ninguna restriccio´n externa o disen˜o
previo. A lo largo del proceso evolutivo la forma se modifica para buscar el mayor
valor en la funcio´n de calidad restringida a los condicionantes estructurales.
3.5.3.3. Resultados
En primer lugar se han realizado las pruebas para analizar el comportamiento del
macroevolutivo atendiendo al para´metro τ que es el que fundamentalmente regula el
comportamiento del proceso evolutivo, controlando la relacio´n explotacio´n/explora-
cio´n del proceso. En las gra´ficas 3.13 se muestran distintas configuraciones para el
valor de τ. Es necesario indicar que a mayor valor de τ mayor porcentaje de explora-
cio´n. De este modo en la primera configuracio´n se reduce paulatinamente la explora-
cio´n hasta hacerse nula al final del proceso, en la segunda, en la mitad de la evolucio´n
finaliza la explotacio´n y en la tercera, al final del proceso evolucio´n au´n hay un 20 %
de explotacio´n.
Figura 3.13: Diferentes valores de τ analizados, siendo t la generacio´n
actual y G en nu´mero total de generaciones.
En la figura 3.14 se muestra como afecta al proceso de evolucio´n el para´metro τ,
como puede verse, la dificultad del espacio de bu´squeda requiere que la exploracio´n
se mantenga durante todo el proceso, ya que si no, la evolucio´n tiene serios problemas
para salir de los o´ptimos locales en los que se estanca.
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Figura 3.14: Evolucio´n de la calidad para las distintas funciones de τ
Los resultado alcanzados en este trabajo pueden dividirse en dos grupos, unos di-
rectamente asociado con el disen˜o aerodina´mico de las palas y otros de ana´lisis de los
efectos de los distintos para´metros del algoritmo macroevolutivo sobre la evolucio´n de
los resultados. Para ello, se han realizado pruebas adicionales para analizar el proceso
evolutivo. En este sentido se han evaluado distintos para´metros como:el nu´mero de ra-
zas (2 o 4), el nu´mero de generaciones (2,500, 5,000, 7,500 o 10,000) y el nu´mero de
individuos (1024 o 2048 individuos), para evitar los efectos de las distribucio´n inicial
de los individuos se han realizado 8 pruebas de cada una de las combinaciones.
En las figuras 3.15, 3.16 y 3.17 muestran algunos de los resultados obtenidos en las
pruebas realizadas, mostra´ndose en la figura 3.18 la representacio´n tridimensional de
la mejor pala encontrada. Si bien son los resultados de un problema concreto, debido
a sus caracterı´sticas semejantes a otros problemas de ingenierı´a, se pueden extraer
algunas conclusiones de los mismos. En primer lugar hay que destacar la importancia
del nu´mero de generaciones, es decir, de la duracio´n del proceso evolutivo, en los
resultados obtenidos. En el proceso evolutivo pueden diferenciarse tres etapas:
Una breve primera etapa en la que principalmente tiene lugar el proceso de ex-
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ploracio´n y la calidad no sufre fuertes cambios.
La siguiente etapa se inicia cuando empiezan a aparecer individuos de calidad
elevada y la explotacio´n empieza a aparecer. En esta etapa se producen saltos
grandes en la calidad donde, por efectos de la explotacio´n, aparecen nuevos in-
dividuos de calidad elevada.
En la fase final, la explotacio´n esta´ plenamente operativa, y se van produciendo
pequen˜os y progresivos incrementos en la calidad, debidos, principalmente, a la
introduccio´n de pequen˜as modificaciones sobre los modelos existentes.
Figura 3.15: Evolucio´n de la calidad con nu´mero de generaciones
El problema se caracteriza por tener numerosos o´ptimos locales, sin embargo no
aparecen fuertes gradientes en la funcio´n de calidad. Esto hace que el nu´mero de indi-
viduos y, por tanto, el proceso de exploracio´n, tenga una menor importancia a la hora
de localizar los o´ptimos de la funcio´n de calidad. Puesto que el coste computacional de
resolucio´n del problema depende directamente del nu´mero de individuos y de genera-
ciones sera´ necesario ajustar estos dos para´metros para obtener los mejores resultados.
Es por ello que, en los casos como los presentados, donde la explotacio´n es el meca-
nismo de bu´squeda ma´s importante, sera´ necesario determinar la duracio´n mı´nima del
proceso evolutivo y, a partir del mismo, seleccionar el valor mı´nimo de la poblacio´n
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Figura 3.16: Evolucio´n de la calidad con nu´mero de individuos y razas
requerida. Como valor ba´sico del primer para´metro se establece una medida de la di-
versidad gene´tica de los individuos, ya que segu´n va avanzando el proceso evolutivo,
si este es excesivo, la poblacio´n tendera´ a homogeneizarse en torno al o´ptimo sin que
ello llegue a proporcionar mejoras significativas. Desde el punto de vista del nu´mero
de individuos es ma´s difı´cil establecer una medida. Como referencia se establece una
medida del porcentaje del taman˜o del espacio de bu´squeda.
Adicionalmente, para verificar el funcionamiento del entorno con el ca´lculo de la
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Figura 3.17: Calidad media y del mejor individuo para una poblacio´n
Figura 3.18: Representacio´n tridimensional de la mejor pala encontra-
da
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Figura 3.19: Evolucio´n de la calidad para varios materiales
resistencia de materiales, figura 3.19, se han realizado pruebas con distintos materiales
para verificar la influencia del uso de distintos materiales en el disen˜o del aerogene-
rador. Debido a la introduccio´n del estudio estructural en el ca´lculo, se limitan los
espesores mı´nimos ası´ como las cuerdas ma´ximas especialmente en los extremos de
las palas, donde se puede generar el mayor par. De este modo, el uso de materiales de
mayor lı´mite ela´stico posibilita el uso de palas con una mayor cuerda en sus extremos
generando fuerzas ma´s grandes y, por tanto, un mayor par.
3.6. Conclusiones sobre el proceso de bu´squeda
Los problemas de disen˜o aerodina´micos se caracterizan por una alta no linealidad y
no tener un u´nico o´ptimo claramente definido. Es por esto que, para la localizacio´n del
o´ptimo, se empleen me´todos que no so´lo realicen una exploracio´n eficiente del espacio
de bu´squeda sino que realicen una explotacio´n eficaz de los resultados previos.
Los algoritmos macroevolutivos se presentan como una buena alternativa para la
tarea de bu´squeda en este tipo de problemas. Dentro de las ventajas deeste me´todo
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pueden destacarse:
El bajo nu´mero de para´metros que regulan el funcionamiento del algoritmo y
la sencilla interpretacio´n de los mismos. El proceso de optimizacio´n se regula
mediante cinco para´metros:
• Nu´mero de individuos. Es el principal para´metro del proceso de disen˜o,
determina el nu´mero de diferentes alternativas consideradas en cada itera-
cio´n el proceso evolutivo. Si bien so´lo se evalu´an las nuevas alternativas, es
uno de elementos que determinan el coste computacional de desarrollo del
disen˜o. El nu´mero de individuos determina el taman˜o que en cada paso de
tiempo se tiene del espacio de bu´squeda.
• Nu´mero de generaciones. El otro elemento que fija el coste computacional
es el nu´mero de iteraciones en el proceso evolutivo.
• Nu´mero de razas. El nu´mero de razas implica el nu´mero de poblaciones
independientes que evolucionan separadamente, la u´nica diferencia respec-
to a la realizacio´n de pruebas separadas es que perio´dicamente se lleva a
cabo una migracio´n de las mejores alternativas encontradas en cada una de
las razas hacia los dema´s.
• Para´metro ρ. Cuando se generan nuevos individuos a partir de los existen-
tes, se obtienen como una combinacio´n lineal de e´stos regida por este valor.
Mediante este valor se regula lo diferentes que son las nuevas alternativas
de las soluciones iniciales.
• Para´metro τ. El para´metro τ es el que controla el proceso evolutivo, y
segu´n como varı´e con las generaciones determina la importancia de los
procesos de exploracio´n y explotacio´n de los resultados. La definicio´n ha-
bitual de este para´metro se realiza de tal forma que su valor vaya dismi-
nuyendo con el avance de las generaciones, aumentando progresivamente
la explotacio´n de los resultados. Es la intensidad con la que crece la ex-
plotacio´n de los resultados lo que sera´ necesario ajustar en cada problema
para que, garantizando la correcta exploracio´n del dominio de bu´squeda,
permita localizar el o´ptimo de la funcio´n de calidad definida.
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La estructura del algoritmo permite una fa´cil paralelizacio´n del mismo, lo que en
el caso de problemas de evaluaciones de alto coste computacional, tales como
los presentados, permite distribuir el proceso de ca´lculo, incluso en sistemas
heteroge´neos, reduciendo el tiempo efectivo de ca´lculo del problema de disen˜o.
Debido a la versatilidad del procedimiento, alcanzando buenos resultados en la lo-
calizacio´n de o´ptimos en un amplio abanico de topologı´as de funciones de calidad y a la
facilidad de configuracio´n del mismo se ha optado por los algoritmos macroevolutivos
como el algoritmo de referencia para el entorno. De todas formas es necesario indicar
que el entorno de disen˜o no se restringe a este algoritmo, sino que se ha disen˜ado para
poder utilizar cualquier otro, simplemente debido a la versatilidad del mismo se ha
optado como base para los problemas analizados.
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El capı´tulo anterior se ha centrado en el desarrollo de los procedimientos de bu´sque-
da de la mejor alternativa. Sin embargo los simuladores utilizados en las pruebas an-
teriores utilizan modelos muy simplificados del problema aerodina´mico. Para poder
aplicarse a problemas gene´ricos de disen˜o aerodina´mico, el proceso de disen˜o ha de
poder contemplar simuladores mas complejos que permitan evaluar modelos mas rea-
listas del medio fluido y del objeto a analizar.
Si bien este trabajo no tiene por objetivo el desarrollo de un simulador fluido-
dina´mico, para poder realizar una correcta integracio´n de los distintos mo´dulos del
sistema y mejorar el rendimiento del proceso de ca´lculo, es necesario estudiar el fun-
cionamiento del simulador. En este estudio sera´ la base para el desarrollo de herra-
mientas, tanto en el caso del preprocesado como en el de los procesos de resolucio´n y
postprocesado, que servira´n de apoyo a las distintas etapas del proceso de disen˜o. Por
este motivo sera´ necesario abordar las distintas dificultades que presenta el uso de estos
simuladores, desde el proceso de generacio´n de la malla hasta los modelos nume´ricos
utilizados.
Por lo tanto, como queremos integrar y automatizar adecuadamente la simulacio´n
dentro del proceso de disen˜o es necesario analizar sus caracterı´sticas y determinar las
dificultades a solventar. El principal me´todo utilizado en la simulacio´n en meca´nica de
fluidos es el me´todo de volu´menes finitos, y es en este me´todo donde se centrara´ el
estudio. Por ello, a continuacio´n se presentan las caracterı´sticas de este me´todo y su
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aplicacio´n a la resolucio´n de las ecuaciones de Navier-Stokes.
Con el objetivo de conseguir este objetivo el capı´tulo se ha estructurado en seis
bloques. En el primer bloque se analizara´ el me´todo de volu´menes finitos y las im-
plicaciones de su uso en un entorno de disen˜o automa´tico. En un segundo bloque se
aborda la aplicacio´n de un simulador basado en el me´todo de volu´menes finitos a la
resolucio´n de un problema de ingenierı´a, el disen˜o o´ptimo de timones. Una vez ana-
lizada la viabilidad del uso de estos simuladores, se estudiara´ una de las fases ma´s
crı´ticas del proceso de simulacio´n, el mallado. Ası´ tras proponer una alternativa a este
proceso y probar su aplicabilidad mediante su aplicacio´n al disen˜o de contracciones,
se aplicara´ el procedimiento propuesto a un problema de gran complejidad. Por este
motivo, en el u´ltimo bloque, se realiza´ el disen˜o o´ptimo de la carena que constituye uno
de los problemas de mayor complejidad computacional en el campo de la ingenierı´a
naval.
4.1. Me´todo de volu´menes finitos
El me´todo de volu´menes finitos es una te´cnica de discretizacio´n de ecuaciones en
derivadas parciales que permite resolverlas nume´ricamente incluso en regiones con
geometrı´as muy complejas. Para ello se subdivide el dominio del modelo en volu´me-
nes de control (en nuestro caso el volumen de control sera´ construido a partir de mallas
de tetraedros), se asigna un valor de la magnitud inco´gnita a cada uno de ellos y se es-
criben ecuaciones algebraicas que traducen aproximadamente a ecuaciones continuas
del modelo.
Una de las ventajas de los me´todos de volu´menes finitos es que, al hacer uso de
una discretizacio´n directa de la forma integral de las leyes de conservacio´n, se pueden
garantizar las propiedades de conservacio´n de masa, momento y energı´a en el problema
discreto [79].
Comenzaremos dando unas ideas ba´sicas del principio del me´todo para una ecua-
cio´n modelo. Siguiendo a [80], consideremos la siguiente ecuacio´n de conservacio´n:
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Figura 4.1: Volu´menes de control 3D
∂u
∂t
+∇ ·F (u) = 0 en Ω× [0,T ] (4.1)
donde Ω es un abierto de Rn y las funciones
u : Ω× [0,T ]−→ Rn y F : Rn −→ Rn (4.2)
son suficientemente regulares. Integrando la ecuacio´n (4.1) en el volumen de control
Ωi Z
Ωi
(
∂u
∂t
+∇ ·F (u)
)
dV = 0, (4.3)
aplicando el teorema de Gauss resultaZ
Ωi
∂u
∂t
dV +
Z
∂Ωi
F (u)nids = 0, (4.4)
siendo
∂Ωi =
mi[
j=1
Γij (4.5)
con mi el nu´mero de caras que componen la frontera de Ωi y Γij la frontera comu´n a
las celdas Ωi y Ω j. Puede obtenerse, por tanto,Z
Ωi
∂u
∂t
dV +
mi
∑
j=1
Z
Γij
F (u)ni jds = 0 (4.6)
donde ni j denota la normal a la cara Γij dirigida hacia el exterior de Ωi.
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Definiendo ui(t) como
ui(t) =
1
|Ωi|
Z
Ωi
u(x, t)dV (4.7)
en donde |Ωi| es la medida de la celda Ωi y puesto que e´sta no cambia con el tiempo,
(4.6) se puede escribir de la forma
|Ωi| ∂∂t
Z
Ωi
udV +
mi
∑
j=1
Z
Γij
F (u)ni jds = 0, (4.8)
con lo que, introduciendo (4.7), se obtiene
|Ωi|∂u
i
∂t
+
mi
∑
j=1
Z
Γij
F (u)ni jds = 0. (4.9)
Falta por discretizar el te´rmino del flujo en la frontera. Numerosos esquemas de
aproximacio´n de ese te´rmino esta´n descritos en la bibliografı´a [80] se realiza una de-
tallada descripcio´n con aplicaciones de los ma´s utilizados en los u´ltimos an˜os). De
manera general buscaremos un flujo nume´rico que en cada cara de la frontera, Γij, sea
una aproximacio´n del flujo fı´sico, es decir,
Φ(ui,u j;ni j)' F (u)ni j, (4.10)
construida con los valores ui, u j y ni j, y verificando las siguientes propiedades:
consistencia
Φ(u,u;n) = F (u)n (4.11)
conservacio´n (en ausencia de te´rminos fuente)
Φ(ui,u j;ni j) =−Φ(u j,ui;−ni j) (4.12)
Finalmente tendremos una expresio´n en la que intervendra´n solamente los valo-
res promedio en la celda Ωi y otros elementos relacionados con las caracterı´sticas
geome´tricas de las mallas
|Ωi|∂u
i
∂t
+
mi
∑
j=1
|Γij|Φ(ui,u j;ni j) = 0. (4.13)
Como ya se ha dicho, en la bibliografı´a, [81], se proponen diferentes expresiones
para Φi j =Φ(ui,u j;ni j). En nuestro caso se ha empleado una media ponderada de
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una aproximacio´n centrada (CD),
ΦCDi j = αi jF (u j)ni j +(1−αi j)F (ui)ni j (4.14)
con αi j =
‖xi−xi j‖
‖d j‖ siendo xi j el baricentro de la cara Γ
i
j y d j = x j−xi,
y una aproximacio´n descentrada (upwind ) (UD), en la que el valorΦi j se calcula
atendiendo a la direccio´n del flujo,
ΦUDi j =
 F (ui)ni j si ui ·ni j > 0F (u j)ni j si ui ·ni j < 0 (4.15)
y que tambie´n se puede escribir como
ΦUDi j = F (ui)ni j
(ui ·ni j)+
|ui ·ni j| +F (u
j)ni j
(−ui ·ni j)+
|ui ·ni j| (4.16)
donde t+ = max{t,0}.
Dado un para´metro η ∈ [0,1] se tomara´ como flujo nume´rico la media ponderada:
Φi j = (1−η)(Φi j)UD+η(Φi j)CD. (4.17)
4.1.1. Formulacio´n conservativa de las ecuaciones de Navier-Stokes
A continuacio´n se realizara´ una formulacio´n de las ecuaciones de Navier-Stokes
incompresibles y estacionarias sin fuerzas exteriores, tomando la presio´n como dato,
que encaje con la ecuacio´n modelo (4.1).
Consideremos el sistema:
∇ · (u⊗ρu)−µ∇ · (∇u) =−∇p, (4.18)
agrupando te´rminos se obtiene que
∇ · (u⊗ρu−µ∇u) =−∇ · pI. (4.19)
Definiendo
F (u) = u⊗ρu−µ∇u, (4.20)
el sistema (4.18) se puede escribir
∇ ·F (u) =−∇ · pI. (4.21)
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4.2. Resolucio´n nume´rica
4.2.1. Ca´lculo de la velocidad
Au´n tomando la presio´n como dato, las ecuaciones de Navier-Stokes (4.21) pre-
sentan dos dificultades: la primera es el cara´cter no lineal del te´rmino ∇ · (u⊗ρu) y la
segunda es que al discretizar espacialmente con te´cnicas de volu´menes finitos, las deri-
vadas de las soluciones del problema discreto no pertenecen a los espacios funcionales
usuales.
Por lo que se refiere al segundo problema, el ca´lculo del gradiente de una magnitud
vectorial Θ definida constante por elemento se realiza mediante una aproximacio´n de
mı´nimos cuadrados [82]. De este modo se obtiene
(∇Θ)i =
mi
∑
j=1
1
‖d j‖2 (G
i)−1(Θ j−Θi)⊗d j (4.22)
donde Gi es el tensor definido para cada celda
Gi =
mi
∑
j=1
1
‖d j‖2 d j⊗d j (4.23)
Notemos que Gi es una constante que so´lo depende de la malla y que (4.22) es una
relacio´n lineal para los valores de Θ.
La primera dificultad, esto es, la resolucio´n del sistema no lineal ∇ · (u⊗ ρu) se
obviara´ mediante el uso de una te´cnica de punto fijo, ma´s concretamente se emplea el
siguiente algoritmo:
ALG. 1
1. Dado un campo de velocidades inicial u0,
2. para n=1,2, ...
a) se resuelve el problema lineal no sime´trico con las condiciones de contorno
adecuadas
∇ · (un+1⊗ρun)−µ∆un+1 =−∇p. (4.24)
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b) Test de parada: si ‖un+1−un‖> ε vuelta a (2.1), caso contrario FIN .
Este procedimiento reduce la no linealidad cuadra´tica a sucesivas resoluciones de
problemas lineales.
4.2.1.1. Observacio´n
Integrando (4.24) en el volumen de control se obtiene una formulacio´n conservati-
va: Z
Ωi
∇ · (un+1⊗ρun)dV −
Z
Ωi
µ∆un+1dV =−
Z
Ωi
∇pdV. (4.25)
Aplicando la condicio´n de incompresibilidad (2.15) y el teorema de Gauss resulta:Z
∂Ωi
(
un+1⊗ρun)ni jds−Z
∂Ωi
µ∇un+1nds =−
Z
∂Ωi
pnds, (4.26)
o bien Z
∂Ωi
(
un ·ni j
)
ρun+1ds−
Z
∂Ωi
µ∇un+1nds =−
Z
∂Ωi
pnds. (4.27)
Definiendo el flujo fı´sico de la forma
F n(u) = u⊗ρun−µ∇u, (4.28)
las formulaciones centrada (4.14) y upwind (4.15) del flujo vienen dadas por:
ΦCDkl =
[
αkl
(
ul⊗ρuln−µ∇ul
)
+(1−αkl)
(
uk⊗ρukn−µ∇uk
)]
nkl (4.29)
αkl =
‖xk−xkl‖
‖dl‖
ΦUDkl =
[
(−uk ·nkl)+
|uk ·nkl|
(
ul⊗ρuln−µ∇ul
)
+
(uk ·nkl)+
|uk ·nkl|
(
uk⊗ρukn−µ∇uk
)]
nkl.
(4.30)
Se tomara´ como flujo nume´rico la cara comu´n a las celdas Ωk y Ωl
Φkl = (1 − η)(Φkl)UD + η(Φkl)CD, η ∈ [0,1]. (4.31)
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4.2.2. Ca´lculo de la presio´n
Para el ajuste de la presio´n se ha optado por un algoritmo PISO (Pressure Implicit
Splitting of Operators) propuesto por[83] que tambie´n permite su empleo en procesos
dependientes del tiempo. Tomando la divergencia de la ecuacio´n del momento (2.16)
se obtiene
−∆p = ∇ ·ρ(∇ · (u⊗u))−∇ ·µ∆u, (4.32)
teniendo en cuenta que los operadores divergencia y laplaciano conmutan y la ecuacio´n
de la continuidad,
µ∇ ·∆u = µ∆(∇ ·u) = 0, (4.33)
finalmente resulta
.−∆p = ρ∇ · (∇ · (u⊗u)). (4.34)
De este modo, conocida la velocidad, se puede calcular la presio´n resolviendo una
ecuacio´n de Poisson. Esto sugiere la utilizacio´n de un me´todo de punto fijo. El algorit-
mo serı´a el siguiente:
ALG. 2
1. Dada p0, presio´n inicial,
2. para m=1,2 ...
a) Ca´lculo de um+1 como solucio´n del ALG. 1.
ρ∇ · (um+1⊗um+1)−µ∆um+1 =−∇pm (4.35)
b) Ca´lculo de
Sm+1 = ρ∇ · (∇ · (um+1⊗um+1)) (4.36)
c) Ca´lculo de la nueva presio´n
−∆pm+1 = Sm+1 (4.37)
d) Test de parada: si |pm+1− pm|> ε1 y ‖um+1−um‖> ε2 vuelta a 2, en caso
contrario FIN .
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4.3. Implementacio´n - La biblioteca OpenFOAM
Para realizar el trabajo de programacio´n, salvo en los casos que se indica expresa-
mente, se ha optado por el uso de una biblioteca de mo´dulos programados en C++ de-
sarrollados siguiendo licencias GPL y con el co´digo abierto OpenFOAM (Open Field
Operation and Manipulation) 1. Esta biblioteca permite discretizar y resolver sistemas
de ecuaciones en derivadas parciales que modelan problemas de ingenierı´a: ecuaciones
de Navier-Stokes, de Maxwell... Adema´s incorpora utilidades de pre y postprocesado
para la transformacio´n de informacio´n, obtencio´n de magnitudes derivadas y su visua-
lizacio´n.
Como los orı´genes de OpenFOAM esta´n vinculados a la meca´nica de fluidos, dis-
cretiza las ecuaciones usando el me´todo de volu´menes finitos. Esta´ previsto para tra-
bajar sobre mallas no estructuradas tridimensionales con elementos tetrae´dricos, he-
xae´dricos y pentae´dricos. Adema´s, puede transformar la informacio´n y resolver senci-
llos problemas mediante elementos finitos. Esto resulta especialmente u´til en algunos
casos de sistemas de ecuaciones acopladas. Otra ventaja a la hora de resolver proble-
mas de gran taman˜o es que incorpora un procedimiento de paralelizacio´n automa´tica
de los algoritmos, que no necesita la intervencio´n directa del usuario.
Al tratarse de un co´digo completamente abierto permite la incorporacio´n de nuevos
mo´dulos, lo que proporciona un entorno de trabajo flexible y co´modo que puede ser
utilizado tanto por el usuario no iniciado en los me´todos nume´ricos (que se limitarı´a a
utilizar los programas de la biblioteca) como por el experto (que podrı´a incorporar sus
propios co´digos de discretizacio´n, resolucio´n y postprocesado).
4.3.1. Estructura ba´sica de programacio´n en OpenFOAM
La biblioteca OpenFOAM proporciona las herramientas necesarias para la discre-
tizacio´n y resolucio´n de ecuaciones de derivadas parciales. En esta seccio´n se resume
1http://www.opencfd.co.uk/openfoam/
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la secuencia modelo de un procedimiento general de programacio´n.
1. Inicializacio´n del problema. Se crea el objeto problema y se leen los para´me-
tros generales, por ejemplo la opcio´n de paralelizacio´n y el nu´mero de CPU, la
posicio´n en el a´rbol de archivos y los nombres de los ficheros, ...
Foam::Time problema(runTime , rootPath (),args());
2. Lectura o creacio´n de la malla. OpenFOAM puede crear mallas y tambie´n
leerlas de ficheros generados por otros preprocesadores: Gambit, Ideas, Grid,
Ansys... El resultado final tiene que ser una malla de elementos y caras, distin-
guiendo para estas u´ltimas entre interiores y frontera. Adema´s existe un mo´dulo
que permite obtener la informacio´n necesaria para una malla de elementos fini-
tos formada por tetraedros a partir de una de volu´menes finitos con elementos de
geometrı´a arbitraria.
3. Inicializacio´n de las variables y constantes. Se definen y generan las distintas
variables que intervienen en el modelo. Como norma general el tipo de varia-
ble se define por dos para´metros fundamentales. El primero indica si la variable
esta´ asociada al elemento, vol, o a sus ve´rtices, point, aunque se podrı´an defi-
nir variables sobre puntos tales como baricentros, centros de cara. El segundo
define el tipo de variable: escalar, Scalar, vectorial, Vector, o tensorial, Tensor.
Adicionalmente, en el caso de variables asociadas a mallas de elementos finitos
se introduce un tet en el inicio de su definicio´n.
En OpenFOAM existen diversas alternativas para discretizar los operadores an-
teriores y ası´ como para los me´todos de interpolacio´n. Para seleccionarlos, en
un archivo de configuracio´n, se indica el me´todo deseado para cada uno de los
te´rminos.
4. Resolucio´n del sistema. En el caso de problemas no lineales OpenFOAM so´lo
tiene previsto el me´todo de punto fijo.
5. Postprocesado de los datos. Entre otros, se disponen de mo´dulos que permiten
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obtener fuerzas sobre las fronteras por integracio´n de la presio´n,
para una magnitud calculada determinar su gradiente,
calcular el flujo a trave´s de una superficie.
La visualizacio´n de los resultados del ca´lculo y del postproceso se realizan conju-
gando con mo´dulos de OpenFOAM y el Paraview2.
4.4. Optimizacio´n de hidrodina´mica de timones
El siguiente paso en el proceso de aplicacio´n del entorno de disen˜o desarrolla-
do, es la incorporacio´n de las te´cnicas de simulacio´n nume´rica mediante el me´todo de
volu´menes finitos. Ası´ se ha optado por su aplicacio´n al disen˜o hidrodina´mico de timo-
nes donde se hara´ uso de simuladores hidrodina´micos aplicados al caso tridimensional.
Aunque se trata de un perfil tridimensional similar a los aerogeneradores estudiados
anteriormente, el simulador empleado es totalmente distinto ya que se utilizara´ una re-
solucio´n tridimensional del flujo, en este caso se considera un fluido incompresible y
un flujo laminar, mediante un simulador basado en te´cnicas de volu´menes finitos. Sin
embargo, al presentar una geometrı´a de sencilla generacio´n, las tareas de preprocesado
relativas al mallado del dominio no constituyen una dificultad importante para abordar
este problema.
En cuanto al problema en sı´, en el sistema de propulsio´n y mando de un buque
uno de los componentes es el timo´n, encargado de conseguir la maniobrabilidad de la
e,barcacio´n. Este componente esta´ formado conceptualmente por una u´nica pala, pero
en los u´ltimos an˜os la tendencia del disen˜o se esta´ enfocando hacia una gama de timo-
nes de grandes prestaciones que incorporan unos elementos articulados denominados
“flaps”. Este tipo de timones tienen la capacidad de aumentar la maniobrabilidad de la
embarcacio´n. El objetivo es modificar dina´micamente el perfil del timo´n consiguien-
do una mayor fuerza de sustentacio´n sin incremento de la resistencia al avance del
buque. Esto implica que se aumenta la maniobrabilidad del buque sin modificar los
2http://www.paraview.org/
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requerimientos de potencia, mejorando notablemente las maniobras de acceso a puer-
tos o zonas sinuosas donde la capacidad de giro es importante, y tambie´n aumentado
la seguridad al disminuir el radio de giro ante un cambio de rumbo. El objetivo del
ensayo que se plantea en este trabajo es desarrollar un timo´n que aporte una mejor
maniobrabilidad y menor resistencia al avance.
Este estudio no so´lo se ha centrado en el ana´lisis de las distintas alternativas, si no
que se han analizado los requerimientos de maniobrabilidad y reglamentarios del mis-
mo. Las necesidades de maniobrabilidad son especialmente relevantes en los buques
pesqueros y en concreto en los cerqueros, ya que adema´s de tener que perseguir los
bancos de pescado, en algunos casos han de describir el cerco de la maniobra durante
el largado del aparejo, y contrarrestar el tiro y ayudar a la estabilizacio´n del buque du-
rante el virado de las redes, por lo que a menudo las necesidades de maniobrabilidad
de estos barcos frente a otros son superiores.
Como modelo inicial para el proceso de optimizacio´n se ha partido de los resultados
del estudio analı´tico previamente realizado en el grupo de investigacio´n[84] en el que
se ha desarrollado un me´todo de definicio´n de las caracterı´sticas principales de un
timo´n base para un buque atunero al cerco. Los resultados obtenidos en este trabajo
previo y que utilizaremos como punto de partida en el actual pueden resumirse en los
siguientes valores:
Cuerda Puntal Esbeltez Espesor Compensacio´n Reynolds
3 m 5,7 m 1,9 0,9 18 % 3 ·107
En cuanto a la posicio´n del timo´n se ha pretendido analizar las condiciones hidro-
dina´micas que parecen ma´s convenientes para optimizar el disen˜o del timo´n, presta´ndo-
le la debida atencio´n al efecto del re´gimen del flujo incidente y al efecto de cavitacio´n.
La influencia del casco (influencia de las formas de popa en la efectividad en el
a´ngulo de ataque al timo´n y en la velocidad del fluido) y el propulsor (variacio´n de
la velocidad del flujo incidente) sobre estas caracterı´sticas hidrodina´micas determina
en gran medida la posicio´n relativa del timo´n que intentamos determinar, teniendo en
cuenta la influencia no so´lo de los valores nume´ricos obtenidos sino tambie´n de los
resultados experimentales realizados por investigadores anteriores. Sin embargo los
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valores aquı´ alcanzados han de ser adaptados a un barco en concreto con sus formas
de popa determinadas y su propulsor.
4.4.1. Simulador nume´rico
Los resultados del proceso de disen˜o dependera´n directamente del simulador uti-
lizado para el desarrollo del mismo. Sin embargo, es necesario considerar el esfuerzo
computacional que requiere el proceso de ca´lculo, de tal modo que sera´ necesario pon-
derar las mejoras introducidas respecto al coste computacional del mismo, y por lo
tanto se realizara´n una serie de simplificaciones que se indican a continuacio´n:
El fluido es incompresible.
No se consideran procesos disipativos turbulentos.
La consideracio´n de incompresibilidad del fluido se puede considerar va´lida en
todo el ana´lisis, ya que en las u´nicas regiones que podrı´a no considerarse va´lida serı´a
en aquellas en las que se produzca cavitacio´n. Esto procesos, en el caso de producirse,
ocurrirı´an en primer lugar en la he´lice. Es por esto que, al considerar que la he´lice se
ha disen˜ado para evitar estos feno´menos, no se producira´ cavitacio´n en los ensayos
realizados.
Segu´n lo expuesto en el apartado 2.3, se hace uso aquı´ de las ecuaciones prome-
diadas de Navier-Stokes. Para introducir la disipacio´n producida por la turbulencia, se
suele introducir una viscosidad turbulenta, que se considera constante en la celda. Esto
supone introducir dos ecuaciones adicionales en el sistema de ecuaciones existentes y
una o dos variables ma´s en el sistema. Ası´ se incrementa considerablemente el cos-
te computacional de resolucio´n del sistema, por ello, al igual que en el caso anterior
sera´ necesario evaluar en que medida afecta a resultados y en cuanto se incrementa el
coste computacional.
Debido al menor coste computacional de este simulador se han desarrollado las
pruebas para obtener dos para´metros crı´ticos en la determinacio´n del coste compu-
tacional de la simulacio´n. Este depende directamente del nu´mero de celdas, por lo que
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en primer lugar sera´ necesario determinar el valor mı´nimo del mismo que permitan
resultados significativos. Este dimensionamiento se realiza mediante la seleccio´n de
dos para´metros: el volumen y el taman˜o de los elementos de la malla. La primera se ha
realizado mediante el ana´lisis de la posicio´n de las fronteras evitando que interfiera con
las estructuras generadas en las proximidades del timo´n. Para la segunda se ha optado
por dotar de una resolucio´n suficiente a la discretizacio´n del timo´n de forma que pueda
recoger las modificaciones en el mismo durante el proceso de disen˜o.
4.4.2. Generacio´n de la malla
Las caracterı´sticas del problema considerado, han llevado a la utilizacio´n de una
malla estructarada para la discretizacio´n del dominio fluido. Esta se genera dividiendo
el dominio mediante divisiones en cada una de sus dimensiones principales. Resulta
un proceso de generacio´n de la malla sencillo y de muy bajo coste computacional.
Adema´s, al poderse controlar la distribucio´n del taman˜o de las celdas, mediante unos
pocos para´metros puede orientarse en las direccio´n principal del flujo y refinarse en
zonas especı´ficas. Esto permite capturar feno´menos producidos en regiones como la
capa lı´mite optimizando el nu´mero de celdas, ya que se puede disminuir el taman˜o
u´nicamente en una direccio´n sin reducir las restantes. Sin embargo, este me´todo no es
aplicable a formas complejas ya que ha de poderse establecer una funcio´n de transfor-
macio´n sobre el dominio que permita establecer tres direcciones principales.
En esta aproximacio´n mallas se conjuga un bajo coste computacional y una buena
calidad de las mallas generadas lo que lleva a que esta estrategia de generacio´n de
alternativas sea la prioritaria a utilizar. Como el timo´n puede modelizarse como un
perfil extruido y por lo tanto no es una forma compleja, hace de este me´todo el ma´s
adecuado para este problema.
Puesto que el dominio de simulacio´n es de un taman˜o considerablemente mayor
que el taman˜o del timo´n, el dominio fluido se ha estructurado en dos bloques:
Bloque timo´n: contiene al timo´n y se construye en cada paso de tiempo y para
cada timo´n y para cada a´ngulo de giro y posicio´n de los flaps.
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Figura 4.2: Malla del timo´n
Bloque fijo: en las regiones ma´s alejadas se ha constituido un bloque fijo que no
se modifica.
4.4.3. Caracterizacio´n del timo´n
El experimento que se aborda busca desarrollar un timo´n para buques de taman˜o
medio de bajo coste y de altas prestaciones. Adicionalmente se ha buscado definir una
tipologı´a de timo´n que se diferencie claramente de sistemas existentes en la actualidad
para este tipo de buques.
Es por esto que se ha optado por un timo´n que se caracterice por dos elementos
fundamentales, en primer lugar el perfil del timo´n es constante y el timo´n disen˜ado
tiene dos flaps o aletas, una en proa y otra en popa.
Para la definicio´n del perfil se ha optado por partir de una definicio´n del mismo
a trave´s de una formulacio´n basada en los perfiles NACA sime´tricos en los que sus
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coeficientes caracterı´sticos se modifican durante el proceso de optimizacio´n, de forma
que resulta:
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Siendo:
C1 = 0,2969λ1, con λ1 : [0,9,1,1]
C2 =−0,1260λ2, con λ2 : [0,9,1,1]
C3 =−0,3516λ3, con λ3 : [0,9,1,1]
C4 = 0,2843λ4, con λ4 : [0,9,1,1]
C5 = 1− (C1+C2+C3+C4)
Para definir los para´metros de forma se ha partido del timo´n obtenido en el estudio
analı´tico, con un puntal de de 5,7 metros. Los dos para´metros adicionales que se busca
optimizar son la esbeltez del perfil, en la que se consideran fluctuaciones del 20 % en
torno a la 1,9 que se ha calculo previamente, y un espesor del 30 % modifica´ndose en
un rango 15 %.
El siguiente para´metro define el grado de compensacio´n del timo´n. Para la evalua-
cio´n de este para´metro no so´lo se ha considerado la posicio´n del centro de presiones
del timo´n a pequen˜os a´ngulos, si no que, ya que determina el centro de giro del timo´n,
se considera su efecto sobre la desviacio´n del flujo que proviene de la he´lice.
Los u´ltimos elementos para definir las caracterı´sticas del timo´n son los relativos
a los flaps. Es por ello que es necesario establecer los para´metros que definen, en
primer lugar, la longitud de cada uno de los flaps. Para el control de los flaps se ha
buscado que sea una relacio´n lo ma´s sencilla posible con el objeto de minimizar su
coste constructivo. Es por ello que se ha buscado que su a´ngulo sea funcio´n del a´ngulo
de la mecha del timo´n.
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Figura 4.3: Configuracio´n del entorno de disen˜o aplicado al timo´n
4.4.4. Resultados
Adicionalmente se ha evaluado la influencia de las diferentes funciones de calidad
en el disen˜o del timo´n, ya que debido a su bajo coste computacional se han podido
obtener resultados aceptables en tiempos breves de co´mputo. Las funciones de calidad
se han seleccionado como una ponderacio´n del 90 % del par generado y un 10 % de
la resistencia al avance. La evaluacio´n del par generado se ha realizado mediante la
siguiente funcio´n:
C1 =
Z 35
0
Fn
1
2Aρv2
dθ (4.39)
Siendo Fn la fuerza perpendicular al avance del buque, A el a´rea del timo´n y v la
velocidad del flujo proveniente de la he´lice.
Las pruebas del sistema completo se han realizado en el cluster local del Grupo
Integrado de Ingenierı´a utilizando 8 AMDOpteronT M Quad−Core, durante un total de
157 horas de co´mputo. En esta prueba, se ha evaluado una poblacio´n de 25 individuos
con un total de 100 generaciones. Los resultados obtenidos pueden considerarse como
una primera aproximacio´n a la resolucio´n del proceso final ya que se ha definido con
la suficiente flexibilidad para poder adaptarse a nuevas definiciones de los criterios de
calidad ası´ como de requerimientos de sistemas de control de los flap y definicio´n del
perfil del timo´n. En la gra´fica 4.4 se muestra la evolucio´n del mejor individuo para el
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Figura 4.4: Evolucio´n de la calidad del mejor individuo
objetivo de mayor par generado.
El mejor individuo, atendiendo al criterio del 90 % - 10 % ha obtenido una relacio´n
de aspecto de 0.503, 3.040 x 5.700 metros con una compensacio´n del 38 %, el par
torsor ma´ximo se produce a 35o, con un valor de 342,7 kN·m.
La funcio´n de transferencia resultante ha sido:
Para el flap de proa, β1 =−0,2
Para el flap de popa, β2 = 0,4
El par torsor ma´ximo se produce a 35o con un valor de 342,7 kN·m.
4.4.5. Conclusiones del experimento
Mediante el procedimiento descrito se ha logrado la optimizacio´n simulta´nea de la
forma y el sistema de control del timo´n. De esta forma se han mejorado los resultados
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Figura 4.5: Mejor configuracio´n del timo´n a 35o
en la funcio´n de calidad definida, en un 68,7 % respecto al modelo sin flaps que se ha
utilizado como modelo de referencia inicial.
En este problema se han detectado dos necesidades adicionales que han de inte-
grarse dentro del sistema para facilitar su aplicacio´n a problemas de mayor compleji-
dad. En primer lugar surge un problema para definir una funcio´n de calidad como la
composicio´n de otras con el fin de obtener un u´nico objetivo. La dificultad de realizar
adecuadamente esta ponderacio´n nace al no estar totalmente determinada de origen, in-
duciendo un proceso de prueba y error para establecer estos para´metros que no resulta
adecuado para un sistema de disen˜o automa´tico .
Por ejemplo, en el caso presentado, habrı´a que contemplar como se modifica el
disen˜o si se considera una relacio´n del 85 % - 15 % y si este modelo serı´a mas o menos
adecuado al buque objetivo. Es por ello que la alternativa mas adecuada con el objeto
de posibilitar un disen˜o del timo´n de aplicacio´n mas gene´rica serı´a la realizacio´n de
la optimizacio´n mediante un planteamiento multiobjetivo, de tal modo que, una vez
definido el abanico de las mejores opciones o, para ser ma´s precisos, las soluciones
no dominadas, se pueda escoger la que mejor se adapte a las necesidades del buque
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concreto. E´sto ha llevado a que en la siguiente etapa de desarrollo del proceso de
bu´squeda del entorno de optimizacio´n se introduzcan estrategias multiobjetivo para
abordar estos problemas.
Por otro lado, se ha visto que el uso de mallas estructuradas, si bien requieren un
bajo coste computacional, dificulta o imposibilita la simulacio´n de formas complejas.
De esta forma, si se quiere introducir las formas del casco o elementos adicionales
propios del timo´n, es necesario recurrir a otras estrategias de mallado que lo posibiliten.
Este tema lo abordaremos en la siguiente seccio´n planteando la utilizacio´n de mallas
no estructuradas y de inmersio´n de frontera.
4.5. La generacio´n de la malla
En las secciones anteriores se han analizado las implicaciones de introducir un si-
mulador nume´rico en un sistema automa´tico de disen˜o o´ptimo. Uno de los puntos que
ha resultado crı´tico en este proceso ha resultado ser la generacio´n de la malla. Por este
motivo a continuacio´n se estudira´ las caracterı´sticas del mismo y planteandose alter-
nativas que permitan integrarlo eficientemente en el entorno de optimizacio´n. Ası´, tras
definir la alternativa que se considere ma´s adecuada se realizara´n dos pruebas para veri-
ficar su funcionamiento: una ma´s sencilla a modo de primera aproximacio´n, buscando
la optimizacio´n de una contraccio´n, y otra de mayor complejidad, la optimizacio´n de
las formas de carena.
La especial dificultad de la generacio´n de la malla hace necesario que la optimiza-
cio´n no pueda abordarse u´nicamente mediante dos etapas: bu´squeda y decisio´n, sino
que ha de contemplar una etapa adicional. De este modo el entorno de disen˜o es-
tara´ constituido por tres bloques:
Bloque de bu´squeda.
Bloque de decisio´n / simulador hidrodina´mico
Bloque de decodificacio´n
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Si bien los dos primeros bloques son comunes a todos los procesos de disen˜o y
optimizacio´n, en el caso de los problemas fluidodina´micos surge la necesidad de un
tercer mo´dulo de decodificacio´n. Esta necesidad viene dada por las caracterı´sticas pro-
pias de los problemas abordados. ya que mientras que el mo´dulo de bu´squeda opera
con la definicio´n parame´trica de la alternativa, en el caso de los algoritmos evolutivos
el cromosoma del individuo (genotipo), para la obtencio´n de su calidad a trave´s de sus
caracterı´sticas fluidodina´micas se requiere una discretizacio´n del dominio tridimensio-
nal, dominio del que la alternativa (fenotipo) suele constituir parte de la frontera.
Las caracterı´sticas especı´ficas de cada problema hacen que difı´cilmente pueda es-
tablecerse un proceso u´nico para la reconstruccio´n tridimensional de cada una de las
alternativas y la malla de volu´menes finitos que lleva asociada. Para abordar este pro-
ceso se han desarrollado tres estrategias diferenciadas:
Creacio´n de una nueva malla adecuada a la nueva configuracio´n de la frontera.
Modificacio´n de una malla existente para adecuarse a la nueva forma de la fron-
tera, dentro de este grupo se han diferenciado:
• Me´todos de desplazamiento de la frontera.
• Me´todos de inmersio´n de la frontera.
En este capı´tulo se abordan los me´todos de generacio´n de malla y desplazamiento
de la frontera, el ana´lisis de los me´todos de inmersio´n de frontera se realiza en el
siguiente capı´tulo junto con un ejemplo su aplicacio´n. La finalidad de estos estudios
es establecer unos criterios para determinar la adecuacio´n de cada uno de ellos a los
problemas analizados.
4.5.1. Definicio´n y validez de la malla
El bloque de decodificacio´n tiene por objetivo desarrollar una malla adecuada a la
evaluacio´n de cada alternativa ya que es un prerrequisito fundamental para el e´xito de
un proceso de simulacio´n nume´rica. Su calidad se evaluara´ en base a criterios topolo´gi-
cos y geome´tricos. Los primeros se refieren a la posicio´n relativa de nodos y elementos
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(conectividad) y los segundos a las coordenadas espaciales. Ası´ sera´ necesario analizar
estos criterios cada vez que se modifique la malla para obtener resultados adecuados
en las simulaciones.
Una malla bien definida debe verificar las siguientes restricciones sobre las carac-
terı´sticas topolo´gicas:
Un punto so´lo puede aparecer en una cara una vez.
Una cara so´lo puede aparecer en un elemento una vez.
Una cara so´lo puede pertenecer a dos elementos si es interior, o a uno si es
frontera.
Dos elementos no pueden compartir ma´s de una cara.
Considerando todas las caras de un elemento, y todas las aristas de estas caras,
cada una de las aristas debe aparecer en dos y so´lo dos caras.
Considerando todas las caras de la frontera y todas las aristas de estas caras cada
una de ellas debe aparecer en dos y so´lo en dos caras de la frontera.
Todas estas condiciones garantizan que la conectividad es correcta en el dominio
total, localmente por elemento y globalmente en la frontera.
Las comprobaciones geome´tricas se realizan para verificar que el volumen de las
caras y que los elementos son estrictamente positivos, ası´ como su convexidad y re-
querimientos de orientacio´n. Estamos en el caso ma´s sencillo para realizarlas ya que
trabajamos con mallas de tetraedros.
Los criterios geome´tricos considerados son:
Todas las caras y elementos deben ser convexos.
Todos los elementos tienen que ser geome´tricamente cerrados.
La frontera tiene que ser geome´tricamente cerrada.
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En todas las caras la orientacio´n positiva se corresponde con la normal exterior
al elemento, lo que implica que los puntos de una cara se dan en orden distinto
dependiendo del elemento de que se trate.
Estas reglas formuladas para una malla tridimensional se aplicara´n al caso bidi-
mensional sustituyendo cara por arista y arista por punto.
Incluso mallas correctamente definidas segu´n estos criterios pueden resultar inade-
cuadas para resolver nume´ricamente ciertos problemas fı´sicos. Por lo tanto es deseable
que se verifiquen ciertas condiciones sobre homogeneidad y regularidad en elementos
pro´ximos en lo que se refiere a volumen de elementos, a´rea de caras y magnitud de
a´ngulos.
4.5.2. Estrategia de desplazamiento de malla
En los problemas de disen˜o considerados, una de las variables de cada alternativa es
la forma de la frontera. Por ello se han desarrollado me´todos de deformacio´n de mallas
que permiten adaptar el proceso de discretizacio´n a las distintas configuraciones que el
dominio puede adoptar. La principal dificultad estriba en modificar la geometrı´a de la
malla previniendo la aparicio´n de elementos degenerados y preservando unos buenos
para´metros de calidad de la misma. Estos problemas se acrecientan cuando la malla no
es estructurada.
Algunas estrategias muy eficaces se basan en el refinamiento del mallado, lo que
modifica el nu´mero de nodos y elementos y la conectividad de los mismos, por lo
que resultan muy costosos. Por ello nos vamos a centrar en me´todos que conserven el
nu´mero de nodos y de elementos y la conectividad. Una de las te´cnicas ma´s usuales
es la resolucio´n de un problema de elasticidad cuyo resultado va a ser el vector de
los desplazamientos de los nodos de la malla. Distinguiremos dos familias: los basa-
dos en sistemas discretos de muelles construidos sobre las aristas de la malla ( [85],
[86] y [87]) y los que emplean la resolucio´n de un problema distribuido de elasticidad
tridimensional (citaremos, por ejemplo, las propuestas en [88], [89] y [90]). Pro´ximo
a estos u´ltimos pero con mucho menor coste computacional es la resolucio´n de una
ecuacio´n del potencial. Todos estos procedimientos son aplicables a mallas de elemen-
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Figura 4.6: Ejemplo de situaciones degeneradas
tos o volu´menes finitos estructuradas o no. En estos tres u´ltimos casos a los que nos
hemos referido, el usuario puede controlar el proceso actuando sobre las constantes de
elasticidad o de difusio´n, de manera que no se deteriore mucho la calidad de la malla.
4.5.2.1. Algoritmo de modificacio´n del mallado
En el proceso de modificacio´n de la malla las caracterı´sticas topolo´gicas descritas
en la seccio´n anterior deben conservarse, pudie´ndose modificar so´lo la posicio´n de los
nodos [91]. Un procedimiento robusto para transformar la malla debe preservar, en la
medida de lo posible, la homogeneidad de la misma.
Las primeras soluciones a este problema estaban basadas en que el desplazamiento
de nodos se fundamente en una analogı´a a un sistema de muelles. En ella los lados
de la malla son reemplazados por muelles ela´sticos y el desplazamiento del nodo se
obtiene mediante la resolucio´n del sistema de cargas inducidas por el desplazamiento
de la frontera. El sistema lineal de las ecuaciones de movimiento se obtiene del balance
de fuerzas sobre todos los nodos.
A pesar de la validez del planteamiento, en su aplicacio´n aparecen fallos en los
nodos, especialmente en el caso de celdas polie´dricas. Estos fallos esta´n motivados por
la precisio´n con la que trabaja el ordenador en la resolucio´n del sistema de ecuaciones
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lineales.
El fallo mas simple se produce cuando dos puntos, a y b, de un tria´ngulo colapsan
uno sobre el otro y el tria´ngulo degenera en una lı´nea. Este fallo esta´ motivado por
la analogı´a con muelles lineales ya que la fuerza resultante de colapsar un nodo sobre
otro no genera una fuerza infinita sino un valor finito. Este fallo es fa´cilmente resoluble
introduciendo una no linealidad, por ejemplo introduciendo un coeficiente dependiente
de la longitud, empleando leyes de tipo exponencial o similar. Esto implica un incre-
mento significativo en los requerimientos computacionales ya que se transforma un
sistema de ecuaciones lineales en un problema no lineal que requiere un proceso itera-
tivo para su resolucio´n.
El segundo tipo principal de fallo es el giro del tria´ngulo, figura 4.6. En este caso el
tria´ngulo degenera al posicionarse el punto c en el lado opuesto. En este caso, ningu´n
elemento se comprime hasta reducirse a cero su dimensio´n y no puede solventarse
mediante el procedimiento anterior. En este sentido Farhat y Degand[92], proponen
una solucio´n introduciendo muelles torsionales que controlan este feno´meno, aunque
introducen nuevas ecuaciones para el equilibrio del par en todos los nodos. Debido a
la necesidad de incorporar las correcciones anteriores este me´todo implica un elevado
coste computacional.
Por ello, entre los numerosos me´todos para modificacio´n de la malla, se ha elegido
la resolucio´n de una ecuacio´n de Laplace en el dominio con condicio´n de contorno
Dirichlet homoge´nea en la frontera exterior y con valores prescritos por los despla-
zamientos sobre el objeto. Esta te´cnica conserva la conectividad y orientacio´n de la
malla por lo que no es necesario realizar verificaciones adicionales. Adema´s permite
un control del usuario sobre la deformacio´n de los elementos, imponiendo coeficientes
de difusio´n variables, λ.
De este modo la ecuacio´n para resolver el desplazamiento, d, de los nodos de la
malla vendra´ dada por
∇ · (λ∇d) = 0 en Ω
d = dα sobre Γv
d = 0 sobre Γ0
 (4.40)
donde Γv es la frontera constituida por el objeto y Γ0 = ∂Ω\Γv. Fundamentalmente
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Figura 4.7: Mallado inicial
existen dos alternativas para definir el coeficiente de difusio´n:
Proporcional a la distancia a la frontera que se desplaza, bien sea de forma lineal,
cuadra´tica o exponencial.
Proporcional a la densidad de energı´a de deformacio´n en los elementos.
En la figura 4.7 se muestra el mallado inicial de un perfil NACA 0012 y en 4.8
su posicio´n final y en la figura 4.9 se muestra la ampliacio´n de los resultados del des-
plazamiento de la malla de un perfil NACA 0012 con distintas implementaciones del
coeficiente de difusio´n. Finalmente se ha optado por emplear un modelo cuadra´tico al
ser el que proporciona mejor relacio´n calidad / coste computacional.
En la puesta en marcha del me´todo se ha observado que para un buen funciona-
miento es necesario fraccionar el proceso de modificacio´n de manera que no se produz-
can variaciones bruscas, esto es, desplazamientos de los nodos superiores al dia´metro
de los elementos.
Partiendo de las posiciones de los nodos
{
p0i
}
y de los desplazamientos de la fron-
tera {dα}pα∈Γv el me´todo de ca´lculo para el movimiento de la malla se construye de la
siguiente forma:
1. Se obtiene el nu´mero de etapas y la fraccio´n de desplazamiento que se va a
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Figura 4.8: Mallado final
Figura 4.9: De izquierda a derecha, desplazamiento con el coeficiente
de difusio´n cuadra´tico, constante y proporcional a la energı´a de defor-
macio´n
incorporar en cada una de ellas:
1
δt
= E
[
c
maxα(‖dα‖)
mini(∆i)
+1
]
(4.41)
con E[t] la parte entera de t, c > 1 un factor de seguridad, en este caso 1,5.
{δdα}= δt{dα} (4.42)
2. Para cada etapa k = 1,2, . . . , 1δt :
a) Se calcula el coeficiente de difusio´n para cada elemento.
λkj =
1
l2
, j = 1, . . .nu´mero de elementos (4.43)
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donde l aproxima dist
(
1
4
4
∑
m=1
p jm,Γv
)
siendo p jm el m-e´simo ve´rtice del
elemento j.
b) Se construye el sistema lineal asociado al operador elı´ptico relativo a la ma-
lla y a los coeficientes de difusio´n calculados con la condicio´n de contorno
{δdkα}Γv:
Ahδdk = bh(δdkα). (4.44)
c) Se resuelve el sistema lineal (gradiente conjugado precondicionado).
d) Se actualiza la malla,
pk+1 = pk +δdk (4.45)
4.6. Disen˜o de la transicio´n entre conductos de distinto
dia´metro
En el apartado anterior se ha abordado la necesidad de definir un proceso de decodi-
ficacio´n especı´fico en la automatizacio´n del proceso de disen˜o o´ptimo fluidodina´mico.
En este primer ejemplo que incorpora esta etapa de decodificacio´n, se ha eoptado por
un proceso de deformacio´n de una malla existente para adaptarse a la nueva configu-
racio´n de la frontera. Ası´, como aplicacio´n de esta te´cnica se ha planteado el problema
del disen˜o de una transicio´n entre dos conductos de distinto dia´metro. Este es un pro-
blema tı´pico de ingenierı´a en los que han de adaptarse las formas del conducto para
reducir las pe´rdidas de carga en la transicio´n.
El problema estudiado es el disen˜o de una transicio´n para una tuberı´a que trans-
porta agua dulce pasando de 20 cm de dia´metro a 6 cm en 10 cm. Se ha optado por
esta transicio´n brusca debido a que es en estos casos donde las pe´rdidas de carga son
ma´s importantes. Debido a la simetrı´a del problema, se ha considerado una tuberı´a
circular, se ha realizado un estudio bidimensional del mismo, tomando u´nicamente, x
como direccio´n longitudad, y ρ como distancia al centro. La malla inicial es una malla
estructurada bidimensional de 200 x 100 celdas, lo que proporciona un taman˜o medio
del elemento de 0.7 milı´metros.
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Figura 4.10: Configuracio´n del entorno de disen˜o aplicado al disen˜o
de contracciones
Para este problema se ha introducido un modelo k-ε de turbulencia. Con el objeto
de determinar las condiciones de entrada de estas variables se a considerado una fluc-
tuacio´n de la velocidad de un 10 % en todas las dimensiones. De esta forma, el valor
de entrada resulta:
k =
‖u′‖2
2
=
u′2x +u′
2
y +u
′2
z
2
= 0,015 (4.46)
ε=
C0,75µ k1,5
l
= 0,0302 (4.47)
donde Cµ es una constante del modelo de valor 0.09 y l la longitud caracterı´stica de
la turbulencia.
En este problema la transicio´n se define mediante cuatro para´metros. Ası´, la transi-
cio´n es definida mediante una polinomio de sexto orden, de tal forma que, al introducir
las condiciones de contorno: valor inicial y final, y derivada nula en la conexio´n, la
funcio´n queda totalmente definida. El cuarto para´metro es un factor escala del despla-
zamiento, el valor de este para´metro esta´ acotado entre -2 y 2.
Como funcio´n de calidad de este problema se ha utilizado las pe´rdidas de carga
entre la entrada y la salida, y para su evaluacio´n se ha impuesto una condicio´n de
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Figura 4.11: Malla base para la simulacio´n de la contraccio´n
Figura 4.12: Campo de velocidades para la mejor alternativa
contorno a la entrada de:
p
ρ
= 100 (4.48)
de tal forma que la funcio´n de calidad se evalu´a como las pe´rdidas de carga me-
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diante el siguiente procedimiento:
fi =
pin
ρ
+
v2in
2
−
R
out
p
ρ
+
v2
2
dS
Aout
. (4.49)
Figura 4.13: Evolucio´n de la calidad para la raza 0
4.6.1. Resultados
Para este experimento se ha optado por utilizar un algoritmo macroevolutivo como
estrategia de bu´squeda. Para su utilizacio´n ha sido necesario seleccionar sus cuatro
para´metros caracterı´sticos: nu´mero de razas, nu´mero de individuos, nu´mero de gene-
raciones y evolucio´n del para´metro τ.
La continuidad en la funcio´n de calidad y en su gradiente, junto con el bajo nu´me-
ro de para´metros, hace que el espacio de bu´squeda sea ra´pidamente explorado por el
entorno de optimizacio´n. Es por ello que las pruebas realizadas con distintas configu-
raciones de los para´metros anteriores convergen a la misma solucio´n. Esto hace que
desde las primeras etapas se localicen soluciones pro´ximas al o´ptimo final. Como caso
representativo se muestra la evolucio´n de la raza 0 con 40 generaciones y 16 individuos
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Figura 4.14: Ampliacio´n de la malla deformada
en la figura 4.13. Mediante este procedimiento las perdidas de carga, se reducen en un
16.21 % respecto al modelo base.
Sin embargo las mejoras producidas debidas a la explotacio´n de los resultados son
comparativamente menores. Comparando los resultados de calidad del mejor individuo
entre la primera y u´ltima generacio´n, la mejora de la calidad oscila entre el 1.5 % y el
4 %, 2.3 % en los resultados mostrados.
Los resultados obtenidos han permitido verificar las ventajas del algoritmo de des-
plazamiento de malla propuesto. En primer lugar la definicio´n de las alternativas es
sencilla ya que so´lo se requiere definir la deformacio´n aplicada sobre el modelo ba-
se. En segundo lugar la reduccio´n del coste computacional, ya que permite partir de
soluciones previas del problema fluidodina´mico a la vez que adapta la malla resolvien-
do una ecuacio´n de Laplace. La malla obtenida, figura 4.14, conserva la calidad de la
malla inicial au´n en casos complejos como en las esquinas o cambios bruscos en la
frontera, en estas situaciones ni el taman˜o ni la ortogonalidad de los elementos se ve
sensiblemente afectada.
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4.7. Problemas bifa´sicos
En los ensayos anteriores se ha validado la metodologı´a aplicada problemas que
involucran el uso de simulacio´n nume´rica y algoritmos de mallado. Tras estas pruebas
se ha estudiado su aplicacio´n a un problema mucho ma´s complejo y clave en la inge-
nierı´a naval, la optimizacio´n de las formas de carena. Este trabajo se ha estructurado
en dos bloques, un primer bloque en el que se estudian las caracterı´sticas del simu-
lador bifa´sico y su implementacio´n, y un segundo bloque de aplicacio´n pra´ctica a la
optimizacio´n de una carena Wigley.
4.7.1. El modelo bifa´sico
En los apartados anteriores se ha desarrollado las ecuaciones de Navier-Stokes en
el caso de ensayos aero o hidrodina´micos en los que exista una u´nica fase. Sin embargo
para la optimizacio´n de problemas de ingenierı´a naval, como las formas de carena, es
necesario introducir el efecto de un sistema bifase aire-agua, ya que si bien el com-
portamiento de cada una de las fases puede resolverse mediante la estrategia planteada
anteriormente. Es necesario establecer un sistema adicional que permita capturar la
interfase y, con ello, evaluar la resistencia por formacio´n de olas inducida.
Como se ha indicado anteriormente, la resolucio´n nume´rica de las ecuaciones de
Navier-Stokes se realiza mediante la resolucio´n de las ecuaciones de conservacio´n pro-
mediadas. Diversos autores han planteado distintas alternativas para las ecuaciones de
conservacio´n aplicadas a modelos de dos fases ([93], [94]), aunque se ha optado por se-
guir el desarrollo de Weller [95] y Hill [96]. En ellos se emplea un promediado condici-
cionado [97], en el que las ecuaciones esta´n multiplicadas por una funcio´n indicadora,
de valor 1 para la fase ϕ y 0 en cualquier otro caso, posteriormente son aplicadas las
te´cnicas convencionales de promediado. De este modo, para fluidos incompresibles, la
ecuacio´n de conservacio´n de la masa y la cantidad de movimiento condicionalmente
promediadas para cada fase resultan:
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∂αϕUϕ
∂t
+∇ · (αϕUϕUϕ)+∇ · (αϕRϕ) =−αϕρϕ +∇p+αϕg+
Mϕ
ρϕ
(4.50)
∂αϕ
∂t
∇ · (αϕUϕ) = 0. (4.51)
En donde ϕ indica la fase, α es la fraccio´n de la fase en la celda, Rϕ es el te´rmino
que contienen los procesos disipativos que recogen los esfuerzos viscosos y los feno´me-
nos turbulentos, y Mϕ es el promedio de la cantidad de movimiento transferido entre
las fases.
A partir de la ecuacio´n 4.51, se obtiene la ecuacio´n de continuidad, en volumen,
de la mezcla, que se utilizara´ posteriormente en la ecuacio´n implı´cita para la presio´n,
resultando de la forma:
∇ ·U = 0 (4.52)
donde
U = α1U1+α2U2. (4.53)
En 4.50 y 4.51 se definen las ecuaciones de conservacio´n de masa y de conser-
vacio´n de la cantidad de movimiento para cada una de las fases. A continuacio´n se
estudian los te´rminos de disipacio´n y transferencia de cantidad de movimiento necesa-
rios para cerrar el sistema planteado.
4.7.2. Resolucio´n de las ecuaciones
4.7.2.1. Transferencia de cantidad de movimiento
En las ecuaciones promediadas para cada fase, aparece un te´rmino de transferencia
de cantidad de movimiento Mϕ. Para poder resolver el sistema de ecuaciones propuesto
es necesario modelar este te´rmino de tal modo que permita cerrar el sistema. Puesto
que la cantidad de movimiento global se conserva, la resultante de la transferencia
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entre las distintas fases ha de ser cero, es decir,
∑Mϕ = 0. (4.54)
Por ello, en el caso de los problemas bifase, como el que se plantea en este caso,
so´lo se requiere el ca´lculo de la cantidad de movimiento entrante o saliente en una de
las fases ya que la el otro te´rmino se puede calcular directamente.
La transferencia instanta´nea de cantidad de movimiento se puede descomponer
atendiendo a los distintos orı´genes [98] :
M1V
α
= Fd +Fl +Fvm (4.55)
donde V es el volumen del elemento, Fd es fuerza de resistencia al avance, Fl es
la fuerza de sustentacio´n y Fvm la fuerza debido a las masa virtual incorporada. Aten-
diendo a la bibliografı´a estas componentes pueden expresarse de forma gene´rica de la
siguiente forma
M1 = AdUR Resistencia
+Al2UR(∇⊗U2)+Al1UR(∇⊗U1) Sustentacio´n
+Avm
(
DU2
Dt − DU1Dt
)
Masa virtual
+Aα∇α Resistencia turbulenta
(4.56)
Donde UR =U2−U1 es la velocidad relativa, y Ad ,Al , Avm y Aα son coeficientes
dependientes del modelo utilizado. En este caso se ha empleado el modelo propuesto
por Gosman[98], en el que estos te´rminos se calculan de la siguiente forma:
Ad = α1 3ρ24d1 Cd‖UR‖
Al1 = 0
Al2 = α1Clρ2
Avm = α1Cvmρ2
+Aα = 34Cd
ρ2ν
d UR
(4.57)
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4.7.2.2. Ecuacio´n de conservacio´n
La estrategia de resolucio´n del sistema de ecuaciones propuesto en este apartado
es similar al propuesto en la resolucio´n de las ecuaciones de Navier-Stokes para una
u´nica fase, para ello se utiliza la te´cnica PISO y la estrategia descrita en [95]. Este
procedimiento se estructura en la resolucio´n de la ecuacio´n de momento seguido de un
bucle de ajuste-correccio´n de la presio´n a partir en la ecuacio´n de conservacio´n de la
masa que se ha descrito para el caso monofase.
En aquellas celdas en las que so´lo exista una fase el sistema de ecuaciones se re-
duce al modelo monofase que se ha desarrollado al inicio de este capı´tulo. Por ello a
continuacio´n se analiza u´nicamente el caso en el que en la celda este´n presentes las
dos fases. Realizando el estudio en los te´rminos convectivos y difusivos de la ecuacio´n
4.50 se obtiene:
∂Uϕ
∂t
+Uϕ ·∇Uϕ+∇ ·Rϕ+ ∇ ·αϕαϕ ·Rϕ = . . . (4.58)
El te´rmino Rϕ puede descomponerse, con la finalidad de facilitar la implementacio´n
del sistema, en una componente difusiva y una correccio´n,
Rϕ = R
D
ϕ +R
C
ϕ (4.59)
siendo
RDϕ =−νϕ∇Uϕ
RCϕ = Rϕ+νϕ∇Uϕ
(4.60)
De este modo, asumiendo el modelo de viscosidad plantado por Boussinesq, el
te´rmino de correccio´n puede calcularse de la siguiente forma:
RCϕ =−νϕ
(
∇Uϕ− 23 I∇ ·Uϕ
)
+
2
3
Ikϕ (4.61)
Introduciendo este resultado en la ecuacio´n 4.58 y definiendo la velocidad total de
fase como
UTϕ =Uϕ−νϕ
∇αϕ
αϕ
(4.62)
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se obtiene la ecuacio´n del movimiento para el sistema bifase
∂Uϕ
∂t +U
T
ϕ ·∇Uϕ−∇ ·
(
νϕ∇Uϕ
)
+∇ ·RCϕ+ ∇·αϕαϕ R
C
ϕ = . . .
=−∇pρϕ +g+
Mϕ
αϕρϕ
(4.63)
con Mϕ calculado mediante la ecuacio´n 4.56.
4.7.2.3. Ecuacio´n de fase
La proporcio´n de cada fase se obtiene mediante la resolucio´n de la ecuacio´n de
conservacio´n de la masa,
∂αϕ
∂t
+∇ · (αϕUϕ)= 0 (4.64)
Resolviendo este sistema se puede evaluar fa´cilmente la fraccio´n de cada fase en
cada celda, sin embargo, la aplicacio´n directa de la misma genera problemas de estabi-
lidad ası´ como de cierre. Por ello se introduce en la ecuacio´n la condicio´n del sistema
bifase,
α1+α2 = 1 (4.65)
De este modo la ecuacio´n para la fase 1 resulta,
2
∂α1
∂t
+∇ · (α1U1)+∇ · (α1U2)−∇ ·U2 = 0 (4.66)
A partir de esta formulacio´n, siguiendo el procedimiento indicado por Weller [95]
y agrupando te´rminos la ecuacio´n de conservacio´n se obtiene
∂α1
∂t
+∇ · (α1U)+∇ · (α1U r(1−α1)) = 0 (4.67)
en donde
U = α1U1+α2U2
U r =U1−U2
(4.68)
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4.7.2.4. Procedimiento de resolucio´n
La secuencia de operacio´n para la resolucio´n esta´ basada en un algoritmo PISO
empleado para resolver el acoplamiento de la presio´n – velocidad. Esto requiere un
procedimiento de ca´lculo y la introduccio´n de un bucle de correccio´n para el ajuste de
la solucio´n. De este modo la secuencia de ca´lculo que se plantea es la siguiente:
1. Se calculan los coeficientes Ad , Al y Avm, aplicando la ecuacio´n 4.56.
2. Se resuelve la ecuacio´n de momento, 4.63.
3. Se aplica el algoritmo PISO
a) Se calcula el flujo a trave´s de las caras de cada celda.
b) Se resuelve la ecuacio´n de presio´n.
c) Correccio´n del flujo.
d) Ca´lculo de la velocidad.
4. Si se ha introducido modelo de turbulencia, resolucio´n de las ecuaciones k− ε.
5. Se resuelve la ecuacio´n para el porcentaje de fase, ecuacio´n 4.67.
4.8. Optimizacio´n hidrodina´mica de las formas de ca-
rena
En este capı´tulo se ha abordado la integracio´n del simulador nume´rico en un pro-
ceso automa´tico de disen˜o o´ptimo fluidodina´mico. Como conclusio´n a todo el estudio
realizado se ha planteado una prueba final que recoja los resultados del estudio reali-
zado. Buscando un problema caracterı´stico de la ingenierı´a naval y de elevados reque-
rimientos computacionales se ha optado por resolver el problema de optimizacio´n de
las formas de carena. De este modo, este ejemplo se ha planteado como un estudio de
la viabilidad de la aplicacio´n a este tipo de problema y posibilitar una nueva lı´nea de
investigacio´n.
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La progresiva escalada en los precios del combustible hace que cada vez sea ma´s
importante mejorar la eficiencia energe´tica de los buques. La importancia de esta me-
jora tiene dos vertientes fundamentales, por un lado, para las navieras, se reducen los
costes de explotacio´n haciendo ma´s rentable la actividad y, por otro, para los astilleros,
se les permite ofrecer productos de un mayor valor an˜adido mejorando su posicio´n
frente a otros competidores internacionales. La alternativa que se presenta en este tra-
bajo es la reduccio´n de la resistencia al avance del buque como medio para mejorar la
eficiencia energe´tica, ya que, habitualmente, la energı´a destinada a la propulsio´n suele
ser la principal partida de gasto energe´tico. Si bien existen un elevado nu´mero de facto-
res que intervienen en la eficiencia energe´tica del sistema propulsivo, se ha optado por
iniciar esta tarea actuando sobre el primer eslabo´n del sistema, la resistencia al avance
del buque.
Para realizar este proyecto de reducir la resistencia al avance del buque es necesario
resolver dos aspectos fundamentales, en primer lugar, como evaluar la resistencia al
avance de unas formas dadas y, en segundo lugar, como mejorar las formas dadas.
El estudio sistema´tico de la influencia de las formas del casco en la resistencia al
avance fue iniciado por W. Fraude a mediados del siglo XIX. Sin embargo, no ha sido
hasta las u´ltimas de´cadas del siglo XX, cuando coincidiendo con un importante im-
pulso al ana´lisis experimental y con la aparicio´n de los CFD’s (Computational Fluid
Dynamics), se inician los trabajos para elaborar me´todos sistema´ticos para la optimi-
zacio´n de formas. Las principales dificultades que tienen que superar estos sistemas
puede resumirse en:
Alto coste computacional de las simulaciones nume´ricas requeridas en estos pro-
cesos.
Alto coste de los ensayos experimentales para validacio´n de los resultados.
Necesidad de una eficiente definicio´n parame´trica de las formas tridimensionales
de la carena.
Necesidad de estructuras de ca´lculo flexibles que permitan su implementacio´n
en entornos reales de disen˜o.
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Figura 4.15: Representacio´n tridimensional del casco
4.8.1. Definicio´n del experimento
Como experimento de verificacio´n del proceso de optimizacio´n de las formas de
carena se ha optado por aplicar el sistema a una morfologı´a ba´sica, un modelo de
carena Wigley. Los puntos de la carena utilizada se define de la siguiente forma:
−0,5≤ ξ≤ 0,5, −0,5≤ η≤ 0,5 y 0≤ ζ≤ 1
η= (1−ζ2)(1−ξ2)(1+0,2ξ2)
(4.69)
De tal forma que multiplicando ξ, η, zeta, por la semieslora, semimanga y el cala-
do, respectivamente se obtiene la definicio´n dimensional del casco. En el caso estudia-
do se ha considerado:
Eslora = 10 m.
Manga = 1 m.
Calado = 0.5 m
Con la finalidad de reducir el coste computacional del proceso y aprovechando la
simetrı´a del sistema se ha optado por modelar u´nicamente el flujo correspondiente a
media carena, de esta forma el dominio utilizado por la simulacio´n mide 85 m x 25
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Figura 4.16: Esquema del dominio de simulacio´n
m x 7 m. El dominio se discretiza en 1798776 celdas de un taman˜o de 10 cm en las
proximidades del casco y de 50 cm en las regiones de salida.
Las propiedades de los fluidos utilizados en esta simulacio´n son los siguientes:
Fase lı´quida
• ρ= 1035kg\m3
• ν= 1,7 ·10−6m2\s
Fase gas
• ρ= 1,2kg\m3
• ν= 1,48 ·10−5m2\s
Para la realizacio´n del experimento se ha considerado
Fr =
v√
gL
= 1 (4.70)
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que se corresponde en la condicio´n de funcionamiento de un buque de 100 m de
eslora a una velocidad de 19.44 nudos.
La funcio´n de calidad que se ha empleado en este caso es el inverso del coeficiente
de resistencia calculado del siguiente modo:
Cr =
|Fx|
1
2ρv2At
(4.71)
donde At es el a´rea transversal proyectada de la carena.
En el experimento que se ha desarrollado se plantea la mejora de las formas intro-
duciendo deformaciones en las mismas. Los para´metros que se analizan en este caso
son los siguientes:
Posicio´n longitudinal del valor ma´ximo de la deformacio´n, α.
Posicio´n vertical del valor ma´ximo de la deformacio´n, β.
Valor de la ma´xima deformacio´n, γ.
De tal forma que la funcio´n deformacio´n resultante es:
F(x,z) =
γ
AgAh
g(x)h(z) , α ∈ [−5,5] (4.72)
en donde las funciones g(x) y h(z) se definen como:
g(x) = (x2−25)(x2+25−2α2) , α ∈ [−5,5] (4.73)
h(z) = (z+0,5)(z+0,5−2β) , β ∈ [−0,5,0] (4.74)
y Ag y Ah se calculan de la siguiente forma:
Ag =−(α2−25)2 (4.75)
Ah = 0,25−β2 (4.76)
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Figura 4.17: Campo de olas generado por la carena Wigley
Con la finalizad de disminuir el tiempo de computo requerido para las evaluaciones,
todas las simulaciones se inician con el campo de presiones y velocidades resultado de
la simulacio´n de la carena Wigley sin ninguna modificacio´n.
Se ha utilizado un algoritmo macroevolutivo en el que la poblacio´n total se ha
dividido en razas que evolucionan por separado producie´ndose migraciones locales
entre las vecinas y migraciones globales (los mejores individuos de una raza migran a
las otras). Los para´metros del proceso de evolucio´n son:
Nu´mero de razas: 2.
Poblacio´n: 16.
Generaciones: 10
Migracio´n local: 8
Migracio´n global: 8
τ=
generacionestotal−0,9generacionactual
generacionestotal
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Figura 4.18: Configuracio´n del entorno de disen˜o aplicado al problema
de disen˜o de carenas
4.8.2. Resultados
El experimento implementado se han ejecutado en un cluster de cuatro nodos de
dos procesadores AMD, OpteronT M Processor 244, a 1.800 MHz y con 4Gb de me-
moria RAM. En las siguientes gra´ficas se muestran los resultados de las pruebas rea-
lizadas. Para facilitar la representacio´n de los datos en las gra´ficas en las mismas se
muestra el porcentaje de mejora respecto al modelo inicial:
%me jora =
Cwiglet−Ccalculado
Cwiglet
·100. (4.77)
Las restricciones impuestas al modelo, una deformacio´n ma´xima del 5 %, han con-
seguido mejoras en el rendimiento, sin embargo sera´ necesario realizar un cuidadoso
proceso de validacio´n experimental de los resultados para verificar la calidad cuantita-
tiva de los resultados. En la figura 4.19 se muestra la caja de cuaderna comparada entre
el modelo inicial y la mejor alternativa encontrada.
La duracio´n del proceso de ejecucio´n de las pruebas es de 15 horas cada una, lo
que se corresponde a 120 horas de ca´lculo. La poblacio´n evaluada, 16 individuos, es
pequen˜a, sin embargo se observa que con ella se obtienen mejoras significativas en el
rendimiento, superando el 8 %, figura 4.20. A trave´s de una mejora en el simulador,
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Figura 4.19: Caja de cuadernas del modelo inicial (Azul) y el modelo
final (rojo)
especialmente destinada a la validacio´n de los resultados y del incremento de la po-
tencia de ca´lculo disponible, el sistema planteado puede aplicarse a la optimizacio´n de
una carena real, especialmente si e´sta se centra en una regio´n concreta de la misma.
La ventaja del sistema planteado es que, evitando o reduciendo el precondicionado
de la solucio´n por el disen˜ador, se permite localizar soluciones no convencionales al
problema propuesto.
4.8.3. Conclusiones del experimento
Este procedimiento utilizado permite resolver modelos no lineales muy complejos
como es el caso de optimizacio´n de problemas de hidrodina´mica naval en el que in-
terviene un gran nu´mero de para´metros para la determinacio´n de la forma del casco,
con una respuesta muy compleja del sistema debido a la interaccio´n fluido – casco con
la existencia de superficie libre y formacio´n de olas. Adema´s las condiciones del flujo
son muy sensibles a la modificacio´n de las condiciones de contorno.
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Figura 4.20: Evolucio´n de la calidad
Los resultados obtenidos han puesto de manifiesto la aplicabilidad del procedi-
miento descrito. Las principales dificultades detectadas han sido, por una parte el alto
coste computacional y, por otro, el realismo de los valores proporcionados por el simu-
lador. La primera dificultad es inherente al propio problema abordado y, por tanto, la
alternativa es aumentar los recursos computacionales disponibles. Respecto al segun-
do, es necesario un ajuste de los para´metros utilizados por el simulador o introducir
alguna correccio´n con el objetivo de mejorar los resultados. Sin embargo, puesto que
este ejemplo se ha planteado como un estudio de la viabilidad de la aplicacio´n a este
tipo de problema y posibilitar una nueva lı´nea de investigacio´n, los resultados alcanza-
dos han sido satisfactorios con el objetivo planteado .
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4.9. Conclusiones a la aplicacio´n proceso de modifica-
cio´n del mallado
Los ejemplos de aplicacio´n analizados muestran el proceso de integracio´n de un si-
mulador fluidodina´mico en la automatizacio´n del proceso de disen˜o. Dos aspectos son
los que constituyen las principales dificultades a resolver: la seleccio´n del simulador y
la generacio´n de la malla.
La seleccio´n del modelo nume´rico para el fluido la realiza el disen˜ador en funcio´n
de las caracterı´sticas del problema especı´fico. Aunque la eleccio´n de este modelo no
siempre es sencilla y siempre viene condicionada por la capacidad de ca´lculo dispo-
nible, la integracio´n en el proceso de disen˜o no es compleja. La integracio´n, en estos
casos, esta´ restringida a la transferencia de la informacio´n entre los distintos mo´dulos.
El otro punto crı´tico del proceso de simulacio´n es la generacio´n de la malla. En este
proceso no so´lo incluye la calidad de la malla si no que tambie´n es necesario considerar
el procedimiento de definir las nuevas alternativas. El me´todo de deformacio´n de la
malla no solo preserva la calidad de la malla generada sino que adema´s permite una
definicio´n de cada alternativa mediante deformacio´n de un modelo previo.
La resolucio´n del desplazamiento de los nodos de la malla mediante una ecuacio´n
de Poisson posibilita, con un bajo coste computacional, adaptarse a la deformacio´n
impuesta sobre la frontera original sin que ello genere elementos degenerados. En las
pruebas se ha visto que el me´todo se plantea como un me´todo especialmente u´til en
aquellos problemas en los que se parte de una malla estructurada y se busca preservar
esa caracterı´stica de la malla.
Los resultados obtenidos han mostrado el correcto funcionamiento del algoritmo
de deformacio´n de la malla. Si bien la configuracio´n de la malla del problema pue-
de considerarse sencilla frente a otros casos considerados, la eficiencia del procedi-
miento hace que sea comparable a la generacio´n de una nueva malla estructurada.
En el caso concreto del timo´n, en el que el desplazamiento se realiza en tres eta-
pas y con un coeficiente de difusio´n calculado previamente y que permanece cons-
tante durante todo el desplazamiento. Ası´ para una malla con 24000 celdas y en un
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Dual−CoreAMDOpteron(tm)Processor2212, el proceso de creacio´n de la malla re-
quiere de 2.09 segundos frente a los 3.60 segundos del proceso de desplazamiento
de malla. En el caso de la generacio´n de una malla no estructurada de prismas trian-
gulares, el tiempo de ca´lculo se eleva a los 6.74 segundos, un 87.5 % mayor que los
procedimientos de deformacio´n. Sin embargo el coste computacional del proceso de
deformacio´n es funcio´n del nu´mero de etapas intermedias que se requieren. Por ello,
cuando el desplazamiento de la frontera es muy alto el coste computacional puede ser
equivalente al de generar una nueva malla.
Sin embargo, cuando se abordan geometrı´as extremadamente complejas o no es
posible explicitar una funcio´n de transformacio´n es necesario utilizar otros procedi-
mientos distintos del de deformacio´n de malla y es por ello por lo que en el siguiente
capı´tulo trataremos el me´todo de inmersio´n de frontera.
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Disen˜o o´ptimo de velas de competicio´n
En este capı´tulo se aborda un problema del disen˜o o´ptimo de velas de competicio´n.
Se ha escogido este problema como muestra de aplicacio´n final de la estructura de
disen˜o desarrollada en este trabajo al ser uno de los problemas ma´s complejos dentro
del a´rea de la aerodina´mica de aplicacio´n naval. Para abordarlo se ha planteado la
utilizacio´n de un simulador basado en el me´todo de la inmersio´n de frontera corregido
mediante ensayos experimentales.
En los u´ltimos an˜os, la vela ha experimentado un importante desarrollo debido a
la creciente popularidad de la na´utica deportiva. La revolucio´n te´cnica que ha sufrido
este campo esta´ motivada por competiciones como la America’s Cup y la Volvo Ocean
Race. Ası´, se han desarrollado nuevos disen˜os que han requerido mejores herramientas
basadas en la simulacio´n nume´rica, ensayos en canales hidrodina´micos, experimentos
en tu´nel de viento y los nuevos materiales. Para resolver estos problemas se utilizan
simuladores de dina´mica de fluidos CFD [99]. Estos modelos nume´ricos son herra-
mientas de ana´lisis y disen˜o que han logrado un importante desarrollo, proporcionado
resultados realistas en el comportamiento de la vela [100].
Adema´s, los recientes incrementos en los precios de los combustibles y los nuevos
requisitos de eficiencia energe´tica han hecho reconsiderar el uso de nuevos disen˜os
de velas en la pesca y buques comerciales. De este modo en los u´ltimos an˜os se han
realizado distintos estudios para analizar los efectos de las velas, [101] [102], que
muestran las aplicaciones futuras de esta “nueva” tecnologı´a y su efecto econo´mico en
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la explotacio´n de buques.
5.1. Estructura del proceso de evaluacio´n
El proceso de simulacio´n seguido en este experimento se ha divido en cuatro etapas:
1. Generacio´n de la superficie de la vela.
2. Generacio´n de la malla. Como se indico´ en el capı´tulo anterior, en este proble-
ma se analizara´ el uso me´todos de inmersio´n de frontera para la generacio´n de la
malla.
3. Resolucio´n del modelo nu´mero del flujo. Definida la malla y las condiciones
de contorno se resolvera´n las ecuaciones que rigen el comportamiento del fluido.
Para la seleccio´n de este modelo se han analizado diferentes alternativas para
poder seleccionar aquella que se adecue mejor al problema concreto.
4. Integracio´n de las presiones. Las fuerzas resultantes se obtendra´n mediante la
integracio´n de las presiones sobre cada una de las caras de la vela.
Este proceso de optimizacio´n requiere un gran nu´mero de evaluaciones de distintas
posibles soluciones. Por lo tanto, el nu´mero de ellas y el coste computacional de cada
uno determinara´ la duracio´n del proceso de optimizacio´n. Ası´, mejoras en el mo´dulo
de bu´squeda permiten a reducir el nu´mero de evaluaciones requeridas para alcanzar el
o´ptimo. Sin embargo, tambie´n es necesario reducir el coste de cada simulacio´n con el
objeto de disminuir, au´n ma´s, sus requisitos computacionales. Por ello, si buscamos
una solucio´n para este problema de optimizacio´n en un intervalo de tiempo aceptable,
debe reducirse la duracio´n de cada proceso de simulacio´n.
Normalmente la reduccio´n del coste computacional de la simulacio´n lleva asociada
una reduccio´n de la calidad o realismo de los resultados. Esto hace necesario que haya
que buscar un equilibrio entre ambos para´metros, calidad y coste computacional, para
obtener los resultados esperados.
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Como ya se ha indicado en el capı´tulo anterior, la calidad de los resultados de la
simulacio´n esta´ relacionada principalmente con dos factores:
La calidad de la malla, especialmente el taman˜o de la celda.
El modelo nume´rico que rige el comportamiento del fluido.
En el capı´tulo 2 se han descrito distintas posibilidades para modelar el comporta-
miento del aire en torno a la vela. Para este problema se analizara´n distintas posibilida-
des para esta modelizacio´n, ası´ comparando la calidad obtenida y su coste computacio-
nal se seleccionara´ el ma´s adecuado. Para la definicio´n de esta calidad, es necesario re-
saltar que en el proceso de optimizacio´n evolutiva lo que se requiere es una ordenacio´n
de las soluciones. Por ello, aunque cuantitativamente los resultados no sean exactos,
mientras cualitativamente y en t˙erminos de ordenacio´n sean adecuados, los resultados
obtenidos son aceptables.
La consideracio´n anterior permite el uso de procesos de simulacio´n simplificados.
De todos modos se pueden simplificar au´n ma´s se corrigen los resultados. Esta es la
aproximacio´n seguida en este proceso en la que se ha utilizado un sistema redes neuro-
nales artificiales entrenada con con ensayos experimentales. Esta te´cnica ha permitido
incrementar sensiblemente la calidad de los resultados sin modificar el coste compu-
tacional de la evaluacio´n.
5.2. Definicio´n de la superficie de la vela
Tal y como se ha visto, en el proceso de optimizacio´n propuesto cada uno de los
procesos utiliza una representacio´n de la alternativa diferente. El proceso de bu´squeda
utiliza el genotipo, una representacio´n parame´trica, y el simulador requiere el feno-
tipo, la representacio´n tridimensional del modelo en su medio. Esto hace necesario
establecer una fase de decodificacio´n que permita la comunicacio´n entre cada uno de
los mo´dulos del entorno de disen˜o[103]. El nu´mero de alternativas para realizar la de-
finicio´n de estas superficies es elevado. Sin embargo con el objeto de simplificar el
proceso se busca:
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Un reducido nu´mero de para´metros.
Una definicio´n simple de la superficie, con un proceso de generacio´n con un
bajo coste computacional y permitiendo que se puedan interpretar el significado
de los para´metros que definen la superficie.
Por estos motivos se ha optado por el uso de superficies NURBS, Non Uniform
Rational B-Splines para la definicio´n de la forma de la vela. Las principales ventajas
de estas superficies pueden resumirse en los siguientes puntos:
Las NURBS son definidas como un conjunto de puntos de control. Esto permite
una sencilla manipulacio´n de la superficie y facilita la implementacio´n de los
algoritmos de importacio´n y exportacio´n de estas superficies entre diferentes
programas de simulacio´n y disen˜o.
Estos puntos de control no son parte de la superficie. Ası´ la curvatura de la
superficie se controla como un proceso de atraccio´n desde los puntos de control
ma´s cercanos. De este modo se evitan fuertes cambios en la curvara que aparecen
en otros me´todos como, por ejemplo, las splines.
Cada punto de la superficie se calcula promediando la influencia de los puntos de
control ma´s pro´ximos. Ası´ el desplazamiento de un punto de control so´lo afecta
a los puntos de la superficie cercanos.
Las funciones base utilizadas en la definicio´n de las curvas NURBS se denotan
como Ni,n(u), en donde i se corresponde con el i-e´simo punto de control, y n con el
orden de la funcio´n. La funcio´n Ni,n se calcula como:
Ni,n = fi,nNi,n−1+gi+1,nNi+1,n−1 (5.1)
fi crece linealmente desde 0 a 1 en el intervalo donde Ni,n−1 no es nula, mientras
gi+1 decrece desde 1 hasta 0 en el intervalo en que Ni+1,n−1 no es nula. Si u es el
para´metro, y ki es el k-e´simo nodo, las funciones f y g pueden escribirse como:
fi,n(u) =
u− ki
ki+n− ki (5.2)
144
5.3. Generacio´n de la malla - Me´todo de inmersio´n de frontera
y
gi,n(u) = d f racki+n−uki+n− ki (5.3)
Las funciones f y g son positivas cuando las funciones base de orden inferior no
son nulas. Usando las definiciones previas de las funciones base, una curva NURBS
puede calcularse como:
C(u) =
k
∑
i=1
Ni,nwi
∑kj=1 N j,nw j
Pi (5.4)
En donde, k es el nu´mero de nodos de control y Pi y wi son sus correspondientes
pesos. El denominador es un factor de normalizacio´n, este te´rmino tiene valor uno si
todos los pesos son uno. En este caso puede escribirse como:
C(u) =
k
∑
i=1
Ri,nPi (5.5)
siendo
Ri,n =
Ni,nwi
∑kj=1 N j,nw j
(5.6)
la funcio´n base racional.
De este modo, el nu´mero de para´metros usados para definir la forma de la vela pue-
de ser fa´cilmente adaptados a cada experimento. Estos para´metros definen la posicio´n
y peso de los distintos puntos de control, directamente o a trave´s de una funcio´n de
forma.
5.3. Generacio´n de la malla - Me´todo de inmersio´n de
frontera
Una de las principales dificultades que se plantea el me´todo de deformacio´n de
malla, que se ha planteado en el capı´tulo anterior y que lo hace poco adecuado para este
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Figura 5.1: Definicio´n de la vela mediante una superficie NURBS
caso, es su coste computacional y las dificultad de control sobre la malla resultante. Por
lo tanto se requiere de un proceso adicional de generacio´n de la malla para cada posible
solucio´n que permita solventar estos problemas. Como alternativa a los procedimientos
de desplazamiento o generacio´n de malla se plantea aquı´ la utilizacio´n de un me´todo
distinto, el me´todo de inmersio´n de frontera.
El me´todo de inmersio´n de frontera (Immersed boundary method, IBM) fue in-
troducido por primera vez en 1972 por Peskin [104], aunque posteriormente se han
introducido importantes mejoras en el me´todo de ca´lculo, destaca´ndose los trabajos de
Mulas [105], Goldstein [106] y Saiki [107].
El planteamiento inicial del me´todo de inmersio´n de frontera se basa la que el
cuerpo so´lido no se introduce como tal en la malla del dominio fluido como una parte
de su frontera, si no que su efecto se simula mediante la introduccio´n una fuerza virtual.
El objetivo de estas fuerzas virtuales es que, una vez introducidas en la ecuacio´n de la
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conservacio´n del momento que rige el fluido 2.2, por ejemplo, hagan nula la velocidad
del fluido en los puntos deseados. Esto implica que la malla no se adapta a la forma de
la frontera sino que, mediante la introduccio´n de elementos adicionales en el proceso
de resolucio´n del flujo, se puede simular la existencia del cuerpo so´lido.
Para los procesos de disen˜o en los que han de analizarse un nu´mero elevado de
alternativas esto supone dos ventajas importantes:
No es necesario generar una nueva malla para cada alternativa, so´lo se requiere
introducir en las ecuaciones las caracterı´sticas de la nueva frontera.
Permite utilizar mallas cartesianas y / o extruidas, esto hace que sea posible
implementar en el co´digo de resolucio´n del problema simplificaciones que re-
duzcan el coste computacional del mismo.
Sin embargo, el uso del modelo inicial presenta problemas de convergencia y esta-
bilidad de la solucio´n en problemas tridimensionales. Es por ello que se han desarro-
llado nuevas estrategias tales como [108], [109], [110] y [111], para complementar el
me´todo buscando solventar los problemas del modelo inicial. En ellos se actu´a sobre
la definicio´n de las celdas frontera para mejorar la convergencia del me´todo mediante
la introduccio´n de nuevas ecuaciones o una reconstruccio´n de la regio´n frontera. Una
alternativa diferenciada fue planteada por Kim [112] en la que ya desarrolla un IBM
en el que se combina la introduccio´n de fuerzas virtuales con la de fuentes y sumideros
ma´sicos. Partiendo de este planteamiento, Fadlun [113] y Verzicco [114], desarrollan
el immersed boundary method mediante el empleo de celdas fantasma, que es el pro-
cedimiento empleado en el bloque de decodificacio´n que se presenta.
5.3.1. Me´todo de la celda fantasma
El me´todo de la celda fantasma inicialmente surgio´ como me´todo para la recons-
truccio´n de la interfase en problemas bifa´sicos ([115] y [116]), desarrollando estrate-
gias de interpolacio´n para la definicio´n de las regiones de cambio de fase en el interior
de celdas existentes del dominio. Este me´todo proporciona una gran flexibilidad en la
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imposicio´n de condiciones de contorno diversas, ya que en este me´todo la definicio´n
de las condiciones de contorno se consigue al extrapolar el valor de las variables desde
las celdas fantasma generadas para introducir la nueva frontera.
5.3.1.1. Me´todos nume´ricos
Para realizar el ana´lisis de este me´todo es necesario partir de las ecuaciones de
conservacio´n de la masa y del momento, a las cuales se introduce el te´rmino fi como
la variable de fuerza en la frontera:
∂u j
∂x j
= 0, (5.7)
∂ui
∂t
+
∂Fi j
∂x j
= fi, (5.8)
donde el flujo es:
Fi j = uiu j +
P
ρ
δi j−ν
(
∂ui
∂x j
+
∂u j
∂xi
)
(5.9)
Esta fuerza virtual fi es el elemento que se introduce a trave´s de las celdas fantasma
estando so´lo activa en la frontera.
Para cada paso de tiempo esta nueva ecuacio´n de conservacio´n de la cantidad de
momento se tiene que ser definidir para cumplir estas condiciones de contorno [113],
ya que este te´rmino adicional de fuerza depende no so´lo de su posicio´n sino, tambie´n,
de la velocidad del fluido y, por tanto, es cambiante en el tiempo. Puesto que la posicio´n
xi de esta fuerza no suele ser coincidente con los nodos de las malla, han de establecerse
funciones de interpolacio´n que evalu´en su valor en cada nodo. El valor de esta fuerza
fi puede evaluarse en las zonas de las celdas fantasma, fuera de estas regiones su valor
es nulo. Puede calcularse a partir de la discretizacio´n de la ecuacio´n 5.8 de la forma:
un+1i −uni
∆t
= RHSi+ fi, (5.10)
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donde RHSi recoge los te´rminos convectivos, viscosos y de gradiente de presio´n.
El me´todo de las celdas fantasma extrapola la velocidad V n+1i y la presio´n de la
celda fantasma, del tal forma que la fuerza fi puede obtenerse como:
fi =−RHSi+ V
n+1
i −uni
∆t
(5.11)
Se han desarrollado muchas te´cnicas para establecer la posicio´n y valores de las
celdas fantasma. Estas pueden clasificarse en dos grupos: las que distribuyen la fun-
cio´n de fuerza sobre los nodos adyacentes a la superficie de frontera y las que buscan
la reconstruccio´n de la solucio´n a partir de los valores en la frontera. Si bien ambas
alternativas son equivalentes, es la segunda estrategia la que proporciona una mayor
flexibilidad y mayores o´rdenes de precisio´n. El esquema de este algoritmo es el si-
guiente:
1. Determinar la frontera y las celdas fantasma.
2. Realizar los esquemas de interpolacio´n para calcular el valor de la celda fantasma
requerida para imponer la condiciones de contorno.
3. Ca´lculo del nuevo campo de velocidades con el nuevo valor de las celdas fantas-
mas [112] [79].
4. Resolucio´n de la ecuacio´n de Poisson de la presio´n.
−∆p = ρ∇ · (∇ · (u⊗u)). (5.12)
5. Actualizacio´n del campo de velocidades un+1i para el siguiente instante de tiem-
po.
El proceso de determinacio´n de las celdas fantasma se realiza en una etapa de pre-
procesado previo. En primer lugar se determina la interseccio´n de la superficie con las
caras de las celdas, de tal modo que el dominio queda dividido en dos regiones, un
dominio fı´sico y un dominio que pertenece a las celdas fantasma, un ejemplo de esto
puede verse en la figura 5.2.
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Figura 5.2: Esquema de una malla con inmersio´n de frontera, X repre-
senta los nodos pertenecientes al dominio fluido y ∆ las celdas fantasma
El dominio fı´sico es donde existe fluido y las celdas fantasmas se situ´an en la parte
interior del so´lido. La velocidad en estos nodos virtuales se calcula a partir de las
celdas vecinas de tal modo que, aplicando el esquema de interpolacio´n seleccionado,
la velocidad en la frontera sea la deseada.
5.4. Simulacio´n nume´rica
En los apartados anteriores se ha analizado la importancia del simulador en el pro-
ceso de optimizacio´n. En primer lugar se analizara´ el modelo nume´rico ma´s adecuado
para los problemas de disen˜o o´ptimo de velas abordados. Con el objetivo de, utilizando
un simulador del menor coste computacional, obtener los resultados lo ma´s realistas
posibles se han desarrollado un procedimiento para su correccio´n basado en redes neu-
ronales artificiales y ensayos experimentales en tu´neles de viento.
150
5.4. Simulacio´n nume´rica
Figura 5.3: Dominio del ensayo aerodina´mico
5.4.1. Ana´lisis comparativo de los distintos modelos aerodina´micos
El objetivo de estos ensayos es comprobar la robustez del algoritmo de discreti-
zacio´n y resolucio´n de las ecuaciones en derivadas parciales del comportamiento del
fluido aplicado al estudio aerodina´mico de velas para navegacio´n. Se trata de comparar
tres modelos diferentes: el de flujo laminar y los de k− ε y LES (Large Eddy Simu-
lation) para flujos turbulentos, con el fin de evaluar la relacio´n coste computacional y
calidad de los resultados de cada uno de ellos. Para ello se ha estudiado el comporta-
miento del aire en torno a una vela.
El dominio es un paralelepı´pedo de 160 × 60 × 40 metros con la vela situada
a 30 metros de la entrada del flujo, (figura 5.3). Para los ensayos nume´ricos se ha
utilizado una malla tridimensional no estructurada de tetraedros realizada con GMSH1
de 2.811.679 celdas lo que da una vela constituida por 8186 caras. El dia´metro de los
elementos en las proximidades de las vela es de 0,1 m y en la frontera de salida 0,5 m.
5.4.1.1. Flujo incompresible laminar estacionario
El primer ensayo se ha realizado para un modelo flujo incompresible, laminar y
estacionario. Tanto en este caso como en el modelo LES se ha tomado como punto
1http://www.geuz.org/gmsh/
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Figura 5.4: Lı´neas de corriente sin modelo de turbulencia a la altura
de 5 y 10 metros
inicial del algoritmo iterativo la solucio´n de un modelo de flujo potencial calculado
previamente.
5.4.1.2. Flujo incompresible turbulento estacionario. Modelo k− ε
En la segunda simulacio´n se incorpora el modelo de turbulencia k− ε, habie´ndose
empleado los siguientes para´metros: Cµ = 0,09, C1ε= 4, C2ε= 1,92, σk = 1 y σε= 1,2.
Las condiciones de contorno para la energı´a cine´tica turbulenta y la disipacio´n han
sido tomadas de [117]:
en f sail y f out, ∇k ·n = 0 y ∇ε ·n = 0
en f in, f sea, f port, f str, f top, k = 3,33‖u∗‖2 y ε= ‖u∗‖
3
K(z+z0)
.
Se han realizado dos ensayos nume´ricos, uno tomando como punto inicial el resultado
de el modelo de flujo potencial y otro con la salida del test anterior, donde se ponen de
manifiesto so´lo pequen˜as diferencias. En las figuras 5.6 y 5.7 se muestran los resultados
obtenidos para el segundo caso con este modelo.
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Figura 5.5: Representacio´n de la presio´n en z= 10 m
Figura 5.6: Lı´neas de corriente con modelo k− ε a una altura de 5 y
10 metros
5.4.1.3. Large Eddy Simulation
Una alternativa a la resolucio´n de las ecuaciones de Navier-Stokes incompresibles
y a los modelos de turbulencia, como el k− ε descrito en el apartado anterior, son los
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Figura 5.7: Representacio´n de la presio´n en z= 10 m
me´todos LES, que incorporan la resolucio´n completa del flujo para las mayores escalas
de turbulencia e introducen un modelo para las ma´s pequen˜as. Esto se justifica porque
estas u´ltimas escalas no esta´n asociadas a feno´menos de transporte importantes y son
ma´s iso´tropas.
La ventaja de estos me´todos es que requieren un menor coste computacional pro-
porcionando el mismo nivel de informacio´n RANS (Reynolds-averaged Navier-Stokes
equations), que usando mallas mucho ma´s finas. Adema´s, mientras los me´todos RANS
so´lo proporcionan resultados promediadas, los LES son capaces de predecir carac-
terı´sticas de flujo instanta´neas y resolver estructuras de flujo turbulentas.
Los me´todos LES incorporan un filtro con el fin de eliminar las fluctuaciones que
introducen las escalas ma´s pequen˜as. Se pueden utilizar distintos tipos; el ma´s sencillo
serı´a el ca´lculo de la media en el volumen de la celda de filtrado [43]:
Φ(P, t) =
1
∆3
Z x+ 12∆x
x− 12∆x
Z y+ 12∆y
y− 12∆y
Z z+ 12∆z
z− 12∆z
Φ(ξ,η,ζ, t)dξdηdζ (5.13)
donde P= {x,y,z}, ∆ es la longitud caracterı´stica del filtrado, ∆=(∆x ·∆y ·∆z) 13 , que se
tomara´ superior al taman˜o de la malla. El valor de Φ representa el valor de la magnitud
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Φ filtrada y la perturbacio´n, Φ′ vendra´ dada por
Φ′ =Φ−Φ, (5.14)
que depende de ∆. Es muy habitual utilizar otra posibilidad que consiste en incorporar
un nu´cleo de convolucio´n G(Q,∆):
Φ(P, t) ==
Z
|P1−Q1|<∆x
Z
|P2−Q2|<∆y
Z
|P3−Q3|<∆z
G(P−Q,∆)Φ(Q, t)dQ (5.15)
la media corresponderı´a a
G(P−Q,∆) =
 1∆3 si ‖Pi−Qi‖ ≤ ∆xi20 si ‖Pi−Qi‖> ∆xi2 (5.16)
aunque los ma´s frecuentemente utilizados son los modelos gaussianos [118]:
G(P−Q,∆) =
(
6
pi∆2
)
exp
(
−6‖P−Q‖
2
∆2
)
(5.17)
lo que garantiza la estabilidad nume´rica del esquema.
Este modelo se ha utilizado en estas pruebas para comparar los resultados con un
procedimiento de un mayor coste computacional y, con las consideraciones adecuadas,
proporcionar resultados ma´s realistas. Es necesario destacar que, debido al cara´cter no
estacionario de este modelo, se ha considerado una situacio´n cuando los torbellinos se
han desarrollado totalmente.
Figura 5.8: Mapa de velocidad a 3m
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Figura 5.9: Lı´neas de corriente velocidad en z=12 m
5.4.1.4. Comparacio´n de los distintos modelos
Se ha realizado una comparacio´n de los tres modelos sobre la resultante de las
fuerzas generadas por el aire en la superficie de la vela, calculada como:
F =
Z
Γsail
(−pI+ τ)nds =
Z
Γs
(−pI+ τ)s nsds+
Z
Γpr
(−pI+ τ)pr nprds =Z
Γpr
(
(−pI+ τ)pr− (−pI+ τ)s
)
nprds,
(5.18)
donde pr indica la cara de presio´n y s la de succio´n. Por ello la resultante es la diferen-
cia entre el valor obtenido sobre la cara de presio´n y la de succio´n (figura 5.10). En las
tablas siguientes se muestran los resultados obtenidos en los ensayos de las secciones
anteriores.
Los tiempos de ca´lculo acumulado en los ocho procesadores, expresado en minu-
tos, se refleja en la siguiente tabla:
Entre el modelo laminar y el k− ε se aprecia una diferencia entre el 3 y 5 % segu´n
las componentes. En el modelo laminar se observa que da una componente vertical po-
sitiva, mientras que en los modelos de turbulencia e´sta es negativa; pero como su valor
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Figura 5.10: Vector normal a la superficie de la vela
Cuadro 5.1: Resultado del flujo laminar
Fx(N) Fy(N) Fz(N)
Cara de succio´n -412,5 -625,7 -2.7
Cara de presio´n 615,3 1385,4 12.4
Fuerza total 1027,8 2011,1 15,1
Cuadro 5.2: Resultado del flujo laminar + modelo k− ε
Fx(N) Fy(N) Fz(N)
Cara de succio´n -397,1 -599,5 20,0
Cara de presio´n 595,7 1319,8 -8,9
Fuerza total 992,8 1919,3 -28,9
es mucho ma´s pequen˜o que el de las fuerzas en las direcciones x e y, no se considera
significativa esta diferencia. Asumiendo que el modelo k− ε es mas preciso, para con-
seguir una primera aproximacio´n se puede emplear el laminar, que proporciona unos
primeros resultados adecuados con un menor coste computacional, entre un 61 % y un
43 % menos dependiendo del modo de implementacio´n.
Finalmente sen˜alaremos que si bien el modelo LES permite obtener resultados rea-
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Cuadro 5.3: Resultado del flujo turbulento con modelo k− ε
Fx(N) Fy(N) Fz(N)
Cara de succio´n -396,2 -598,4 20,1
Cara de presio´n 595,1 1319,3 -9,2
Fuerza total 992,1 1918,1 -29,6
Cuadro 5.4: Resultado del flujo turbulento con modelo LES
Fx(N) Fy(N) Fz(N)
Cara de succio´n -386,4 -614,3 19,3
Cara de presio´n 599,3 1325,3 -5,9
Fuerza total 985,7 1939,6 -25.2
Cuadro 5.5: Tiempos de ca´lculo acumulado
Laminar Laminar + k− ε k− ε LES
407 407 + 254 936 5986
listas de los grandes torbellinos, simulando la evolucio´n temporal del flujo, esto se con-
sigue con un elevado coste computacional, lo que hace que su aplicacio´n en procesos
iterativos de ca´lculo no sea recomendable. Sin embargo puede ser necesario utilizarlo
si se quieren recoger los efectos del cabeceo y balance del barco.
5.4.2. Correccio´n mediante redes neuronales artificiales
El objetivo del proceso de evaluacio´n en una estrategia evolutiva de disen˜o es de-
terminar que alternativas son mejores y el valor relativo del valor de calidad entre al-
ternativas. Por ello el resultado del simulador tiene que ser cualitativamente aceptable
aunque no necesariamente tiene que ser cuantitativamente realistas.
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En este estudio, la calidad de cada individuo se determina mediante el valor de
las fuerzas resultantes sobre la vela. La validacio´n experimental de los resultados del
simulador ha consistido en comparar el valor real de las fuerzas y el calculado nume´ri-
camente. Debido a las simplificaciones introducidas en el simulador, el objetivo de este
procedimiento de correccio´n es reducir el error cualitativo de los resultados nume´ricos.
De este modo, el procedimiento de correccio´n consiste en la evaluacio´n de distintas
configuraciones de la vela y la comparacio´n de los resultados nume´ricos y experimen-
tales. Para comparar estos dos valores es necesario determinar la forma real de la vela
y la medicio´n de las fuerzas actuando sobre ella.
5.4.2.1. Ensayo experimental
Para analizar la viabilidad de este procedimiento se han realizado diversos ensayos
sobre un modelo V-60 en el Twist Wind Tunnel de la Yacht Research Unit de la Univer-
sidad de Auckland2. Este tu´nel de viento presenta un bucle abierto con dos ventiladores
de 3 metros de dia´metro y una contraccio´n de 15 metros de largo. El aire atraviesa un
conjunto de a´labes que reconstruyen el giro en el a´ngulo del viento aparente sobre la
embarcacio´n. El modelo se situ´a sobre una mesa giratoria que permite modificar el
rumbo, adicionalmente el soporte del modelo permite modificar la escora del velero
[119].
El giro que se produce en la estructura del viento aparente que recibe la embarca-
cio´n se simula mediante un conjunto de a´labes que modifican la direccio´n horizontal
del viento. Estos a´labes flexibles tienen su posicio´n controlada a distintas alturas del
tu´nel, de tal forma que, para cada rumbo analizado, pueda ajustarse la desviacio´n que
se introduce en el flujo, figura 5.11.
5.4.2.2. Ana´lisis de la forma de la vela
Para la definicio´n de la forma de la vela se ha desarrollado un sistema de medida
la´ser. Para poder comparar las distintas configuraciones de las velas se ha requerido
2http://www.mech.auckland.ac.nz/YRU/index.html
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Figura 5.11: Twist tunnel de la YRU
una definicio´n parame´trica de su forma. Tal y como se ha indicado anteriormente, en
este trabajo se ha optado por la utilizacio´n de superficies NURBS para la realizacio´n
de esta representacio´n.
El procedimiento desarrollado genera la superficie de la vela en dos etapas:
Partiendo de la nube de puntos, mediante un proceso de filtrado y suavizado se
generan 50 lı´neas sobre la superficie.
La posicio´n de los puntos de control de la superficie es modificada a trave´s de un
me´todo de descenso de gradiente, de tal forma que se minimice el error cuadra´ti-
co medio de la distancia entre la superficie y las curvas de referencia.
El modelo de red neuronal artificial usada en este ejemplo es una perceptro´n mul-
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Figura 5.12: Estructura de la ANN
ticapa [120], ve´ase 3.3.1.2. El modelo utilizado es estructura en tres capas: un capa de
entradas, una capa oculta y una de capa salida.
5.4.2.3. Ensayos
Las entradas de la red neuronal artificial son las salidas del proceso de simulacio´n
y los para´metros de forma de las velas. Para desarrollar este procedimiento de correc-
cio´n se han considerado diez casos diferentes. La estructura de la red utilizada es 7
neuronas de entrada (los valores de entrada de la red neuronal son cinco para´metros ai
que definen la forma de la vela y las fuerzas laterales y avante calculadas), dos capas
ocultas con seis neuronas cada una y dos neuronas de salida (fuerza avante y lateral).
Para realizar la correccio´n mediante la red neuronal, los resultados experimentales
se han dividido en dos grupos: uno de entrenamiento (cuatro muestras) y uno de test
(cinco muestras). En este caso el proceso de entrenamiento se ha realizado mediante
un procedimiento de retropropagacio´n con un factor de relajacio´n de 0,3 y un criterio
de parada en el error relativo de 0,05 %, ver figura 5.13.
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Figura 5.13: Evolucio´n del error de la ANN durante el proceso de
entrenamiento
Las gra´ficas 5.14 muestran los resultados de la correccio´n de la red neuronal arti-
ficial. El ma´ximo error en los casos test es 1.2 % y el error medio es 0.23 %. El uso
de esta correccio´n reduce el error medio desde 11.54 % hasta 0.23 %. De este modo
permiten obtener resultados realistas sin incluir el casco y el ma´stil en el simulador
y usando un modelo nume´rico de bajo coste computacional. La principal ventaja que
introduce este me´todo es que el coste computacional de esta mejora es despreciable
frente al de utilizar un simulador que proporcione resultados similares.
5.5. Optimizacio´n de las velas de la clase tornado
El proceso de optimizacio´n se ha particularizado para un problema de optimizacio´n
de las velas para la clase tornado. La fase de decisio´n se realiza mediante un simulador
aerodina´mico. El solver utilizado en este mo´dulo es el simulador de volu´menes finitos
para las ecuaciones de Navier-Stokes promediadas desarrollado por Karalit3.
La utilizacio´n de este simulador esta´ motivada, entre otros factores, por la vali-
dacio´n experimental que se dispone de los resultados numericos obtenidos. Ası´, en la
figura 5.15 se muestran la comparacio´n de estos valores realizada por G. Delussu [121],
3http://www.karal.it
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Figura 5.14: Resultados de la ANN para las fuerza lateral y avante
en ellas se refleja la buena correlacio´n entre los coeficientes de fuerza avante y lateral
para el caso estudiado. Esta validacio´n ha permitido definir el conjunto de para´metros
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Figura 5.15: Comparacio´n de los coeficientes de fuerza avante y fuerza
lateral obtenidos mediante simulacio´n y experimentalmente en funcio´n
del a´ngulo de viento aparente, λ. Fuente: Simulazione al computer delle
andature portanti e di bolina de G. Delussu, M. Mulas y M. Talice [121]
del simulador ma´s adecuado para conseguir valores realistas y, con ello, permitir que
el o´ptimo real del problema.
Una de las ventajas de este simulador para este problema es que permite el uso de
los me´todos de inmersio´n de superficie. Mediante este me´todo, una de las principales
dificultades de este problema de simulacio´n, la generacio´n de la malla, desaparece. Las
velas son fronteras interiores del dominio fluido, por ello, los procedimientos conven-
cionales requieren la generacio´n de una nueva malla en la proximidad de la vela o la
deformacio´n de una malla previamente desarrollado para adaptarla a la nueva forma.
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El uso de estas te´cnicas implican un alto coste computacional y, normalmente, hace
decrecer la calidad de la malla.
El simulador utilizado en estas pruebas has sido disen˜ado para ser utilizado en un
problema gene´rico de meca´nica de fluidos. Sin embargo las caracterı´sticas del pro-
blema, que se han analizado en el apartado anterior, hacen posible introducir ciertas
simplificaciones que reducen el coste computacional de cada evaluacio´n sin que esto
afecte significativamente a la calidad de los resultados. Las siguientes simplificaciones
han sido introducidas en el solver:
No se considera la ecuacio´n de la energı´a.
No se considera ningu´n modelo de turbulencia.
No se considera las fuerzas viscosas.
Uno de los para´metros fundamentales que determina la calidad de los resultados es
el taman˜o de malla utilizado, teniendo en cuenta que el valor del coste computacional
depende cu´bicamente de este valor. Este me´todo es especialmente importante en el ca-
so de la utilizacio´n del me´todo de la inmersio´n de superficie, ya que no so´lo determina
el taman˜o mı´nimo de las estructuras fluidas que el sistema es capaz de capturar sino
que, adema´s, hay que considerar que la forma de frontera viene dada por la intersec-
cio´n de la vela con las celdas y, por ello, este taman˜o determinara´ los cambios mas
pequen˜os en la forma de la vela que podremos capturar en el sistema.
5.5.1. Proceso de decodificacio´n
En el proceso de optimizacio´n se consideran un gran nu´mero de alternativas, sin
embargo cada uno de sus bloques utiliza una representacio´n distinta de las alternativas.
El bloque de bu´squeda usa una representacio´n parame´trica del individuo, el cromo-
soma, mientras que en la etapa de decisio´n / simulacio´n se utiliza una representacio´n
tridimensional de la superficie. Esto hace necesario, como se ha detallado en capı´tulos
anteriores, la introduccio´n de un bloque de decodificacio´n que permita la comunica-
cio´n entre los dos bloques anteriores. Para facilitar la definicio´n y control de las velas
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se han utilizado superficies Non Uniform Rational B-Splines (NURBS). La forma de
estas superficies esta´ dada por un conjunto de puntos de control, que, excepto los situa-
dos en el borde, no forman parte de la superficie. Estos puntos de control actu´an como
atractores de la superficie, de tal modo que permiten fa´cilmente controlar la forma y
concavidad mediante el cambio de la posicio´n y peso de los mismos.
Mediante este procedimiento, el nu´mero de para´metros usados para definir la forma
de la superficie pueden adaptarse fa´cilmente a las caracterı´sticas de cada experimento.
Estos para´metros definen la posicio´n y el peso de cada punto control, bien sea direc-
tamente o mediante la introduccio´n de una ecuacio´n que los relaciones. Puesto que
dimensiones como a´rea de la vela y las longitudes de las cuerdas no se pueden contro-
lar directamente, para introducir las restricciones dadas por las normas de la clase se
ha incorporado un ana´lisis de las mismas previo a la simulacio´n para introducir estas
restricciones.
5.5.1.1. Definicio´n de los para´metros
La primera etapa para desarrollar este entorno de disen˜o aplicado a la optimizacio´n
de velas es determinar los principales para´metros que sera´n utilizados para definirlo.
Estos para´metros pueden clasificarse en dos grupos: los referidos al algoritmo macro-
evolutivo utilizado y los relativos a la forma de vela.
El primer grupo de para´metros lo conforman el nu´mero de razas, la poblacio´n y el
nu´mero de generaciones. La eleccio´n del valor de estos para´metros esta condicionada
por dos factores: los recursos computacionales disponibles y la necesidad de realizar
una exploracio´n eficiente del espacio de bu´squeda. Los condicionantes computaciona-
les vienen dados por las caracterı´sticas del clu´ster del CRS44 donde se han desarrollado
las pruebas. Las limitaciones de la cola disponible es de 32 procesadores y dos dı´as de
procesado, lo que hace que el producto de individuos y generaciones este limitado a
7000, lo que lleva a poder analizar, aproximadamente, unas 1500 alternativas diferen-
tes.
Las velas seleccionadas para ser optimizadas en estos experimentos pertenecen a la
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clase Tornado debido a la existencia de estudios previos en el CRS4 utilizables como
modelos de referencia. De este modo, las reglas internacionales de la clase Tornado
han sido utilizado para definir las constantes del proceso de optimizacio´n de la vela.
Estas reglas proporcionan restricciones sobre los valores lı´mite al taman˜o de la vela
ası´ como la posicio´n relativa entre la vela y el foque. Estos valores lı´mite se definen
valores ma´ximos de las longitudes en la vela a distintas alturas. Ası´, antes del ana´lisis
aerodina´mico, se calculan estos valores y si alguna de las restricciones no se cumple,
la vela se rechaza.
Para definir la vela mayor se han utilizado ocho para´metros:
Posicio´n de la ma´xima deformacio´n y su valor.
Posicio´n y valor se la ma´xima deformacio´n en el tope de la vela.
Desplazamiento del borde de salida en el tope de la vela.
Desplazamiento del pujamen.
Lı´nea de ma´xima deformacio´n de la vela.
Para definir el foque se han utilizado cinco para´metros:
Punto de desplazamiento ma´ximo y su posicio´n.
Desplazamiento del borde de salida.
Lı´nea de ma´xima deformacio´n.
Adicionalmente, para aumentar el rango de alternativas a a analizar se ha utilizado
una definicio´n parabo´lica de los pesos y para la posicio´n horizontal de los puntos de
control
5.5.2. Correccio´n del simulador
Para la aplicacio´n del procedimiento descrito en el apartado 5.4.2.2 al caso anali-
zado, se ha adaptado para su uso en el tu´nel de viento de circuito cerrado del Grupo
Integrado de Ingenierı´a de la Universidade da Corun˜a.
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Este tu´nel de viento tiene una seccio´n abierta de pruebas 1,1 m x 0,8 m, la velocidad
del viento puede ajustarse en el rango de 5 a 45 m/s, el nivel de turbulencia es inferior
al 1 % y el valor ma´ximo de la no uniformidad de la velocidad axial es de 2 %. La vela
se apoya en una balanza de ses componentes, tres fuerzas y tres momentos, y una galga
extensiome´trica adicional.
5.5.2.1. Ana´lisis de la forma de la vela
El primer paso de este proceso de validacio´n es determinar la verdadera forma
de la vela. La forma de la vela debe ser medida en cada condicio´n de viento ya que
debe recogerse la deformacio´n sufrida. El proceso de medicio´n debe ser ajeno a la
vela para evitar perturbaciones en el flujo circundante. En este caso se ha optado por
un sistema basado en visio´n estereosco´pica para la captura de la forma de la vela. La
principal ventaja que presenta este me´todo es que la permite captar la forma de la vela
en un instante dado, determinado por la velocidad de obturacio´n de la ca´mara, frente al
sistema la´ser que involucra segundos de medicio´n. El proceso seguido puede dividirse
en las siguientes etapas:
Marcado de la vela. Se ha marcado una red de puntos sobre la vela con el fin de
facilitar el reconocimiento automa´tico de la superficie.
Fotografı´a. Simulta´neamente se toman fotografı´as desde diferentes a´ngulos. En
el caso presentado se han utilizado tres fotografı´as.
Reconocimiento de puntos. Se reconocen las marcas en la vela en cada una de
las ima´genes para generar una red tridimensional.
Definicio´n de la superficie. A trave´s de un me´todo de mı´nimos cuadrados se
ha adecuado la forma de la superficie a los puntos de la red. Con el objeto de
aumentar la velocidad de este proceso se han establecido una serie de restriccio-
nes, la posicio´n del ma´stil y de la botavara y una consideracio´n de conservacio´n
del signo de la convexidad.
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Figura 5.16: Modelo 3D generado
5.5.2.2. Ana´lisis de las fuerzas
La posicio´n de la vela esta´ determinada por el ma´stil y la botavara. La conexio´n
entre el ma´stil y la plataforma que lo soporta se realiza a trave´s de un transductor
que proporciona las fuerzas y momentos en cada eje. La posicio´n de la botavara se
determina al conocer la longitud de la escota que lo fija, ya que el otro extremo esta´ fijo
en un ro´tula esfe´rica sobre el ma´stil. Mediante las te´cnicas fotogravime´tricas se obtiene
el vector director de la escota y con una ce´lula de carga se mide su tensio´n(T). Este
vector director se define como
s = (cos(α),cos(β),cos(γ)) (5.19)
donde α es el a´ngulo que forma con el eje X, β es el a´ngulo con el eje Y y gamma
es el a´ngulo con el eje Z.
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Figura 5.17: Tu´nel de viento del Grupo Integrado de Ingenierı´a
Determinada la posicio´n del ma´stil, la botavara y la direccio´n de la escota, la fuerza
total se puede evaluar como:
Rx = Fx+T · cos(α) (5.20)
Ry = Fy+T · cos(β) (5.21)
Rz = Fz+T · cos(γ) (5.22)
5.5.2.3. Integracio´n de los resultados experimentales y computacionales
El proceso de validacio´n se realiza por medio de una serie sistema´tica de las medi-
das realizadas a distintos rumbos y a´ngulos de la botavara. Para cada combinacio´n de
rumbo y posicio´n de la botavara se ha realizado la simulacio´n nume´rica de la misma
situacio´n. Permitiendo, con los valores obtenidos, entrenar la red neuronal planteada.
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Figura 5.18: Configuracio´n del entorno de disen˜o aplicado al problema
de disen˜o de velas
5.5.3. Optimizacio´n de la vela mayor
La primera prueba realizada ha sido la optimizacio´n de la vela mayor, en este pro-
ceso la funcio´n de calidad se ha definido como:
fi = Ff w−0,1Ftr (5.23)
donde Ff w es la fuerza en la direccio´n de avance del velero y Ftr es la fuerza trans-
versal.
En el caso propuesto se ha considerado un viento aparente de 60o y formando la
botavara un a´ngulo de 30o respecto a crujı´a.
Los para´metros del algoritmo macroevolutivo utilizados han sido:
Poblacio´n: 64
Generaciones: 50
Migracio´n local: 25 generaciones
171
Capı´tulo 5. Disen˜o o´ptimo de velas de competicio´n
Migracio´n global: 40 generaciones
τ=
Totalgeneraciones−0,9generacionactual
Totalgeneraciones
Los resultados obtenidos en este experimento se presentan en las gra´ficas 5.19,
donde se muestra la evolucio´n de los valores de la calidad en el proceso evolutivo.
Figura 5.19: Evolucio´n de la calidad en el proceso evolutivo
Los resultados obtenidos mediante este procedimiento se han comparado con el
modelo de referencia detecta´ndose una gran diferencia. Es necesario destacar que esta
importante diferencia es debido a que el el modelo de referencia esta´ disen˜ado para
operar con el foque aguas arriba y, por tanto, con un a´ngulo de ataque menor sobre la
vela mayor. Por este motivo cuando se optimiza el disen˜o sin considerar la presencia
del foque el punto de disen˜o es muy distinto y, por tanto, la configuracio´n y resultantos
obtenidos tambie´n.
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Modelo de referencia
Coeficientes de fuerza
Cx Cy
-0.04976 -0.22754
-0.32885 -0.64878
Ff w = 0,2
Ftr = 0,4
Calidad=0.18
Mejor alternativa
Coeficientes de fuerza
Cx Cy
-0.00559 -0.02513
-0.39885 -0.82401
Ff w = 0,4
Ftr = 0,7
Calidad=0.4212
Figura 5.20: Campo de presiones a 5 metros
5.5.4. Optimizacio´n conjunta de mayor y foque
Mediante el experimento anterior se analizo´ el comportamiento del sistema de
simulacio´n con el objetivo de determinar las mejores relaciones de calidad / coste
computacional. Estos para´metros son:
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Taman˜o de malla.
Nu´mero de iteraciones.
algoritmo de interpolacio´n del simulador nume´rico
De todos estos el para´metro ma´s importante es el taman˜o de malla ya que condi-
ciona directamente el coste computacional del problema, al crecer con el cubo de este
valor. Para definir este elemento se ha optado por definirla a trave´s del elemento ma´s
pequen˜o que se requiere capturar; en este caso la mitad de la mı´nima separacio´n entre
el foque y la vela mayor, 8 centı´metros. Ası´ el dominio es discretizado en once blo-
ques que crecen en torno al bloque principal, doblando el taman˜o del elemento en cada
etapa. De este modo, el bloque inicial tiene un taman˜o de 4.8 x 1.6 x 9.6 metros, con
144000 celdas y el taman˜o final del dominio resulta de 660 x 660 x 337 metros.
Figura 5.21: Bloque principal y dominio completo de simulacio´n
Para evaluar el efecto de los para´metros del algoritmo macroevolutivo se han estu-
diado dos situaciones con el mismo valor del producto individuos x generaciones; uno
con 64 individuos y 150 generaciones y otro con 128 individuos y 75 generaciones.
Las gra´ficas 5.22 y 5.23 muestran la evolucio´n del valor de la calidad, las bruscas
caı´das en la calidad media esta´n asociadas a los procesos de migracio´n entre razas.
El valor medio del nu´mero de evaluaciones es de 6614, de las cuales so´lo 1652, el
24 %, cumple con todas las restricciones. El mayor porcentaje de estos individuos no
va´lidos se concentra en las primeras etapas del proceso evolutivo, donde gran parte de
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Figura 5.22: Evolucio´n de la calidad para 128 individuos y 75 genera-
ciones
Figura 5.23: Evolucio´n de la calidad para 64 individuos y 150 genera-
ciones
las alternativas son creadas aleatoriamente. Pero al ir incrementa´ndose la explotacio´n
de los resultados, este valor disminuye significativamente hasta hacerse pra´cticamente
nulo en las u´ltimas generaciones.
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Figura 5.24: Campo de presiones y lı´neas de corriente de la mejor
alternativa a 3 metros
Figura 5.25: Ensayo con 256 individuos
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Para permitir una mejor exploracio´n del espacio de bu´squeda y teniendo en cuenta
el elevado porcentaje de individuos no va´lidos encontrados se ha realizado un test
adicional doblando la poblacio´n. El mejor individuo, figura 5.26 de esta prueba alcanzo
un valor de calidad, la fuerza avante, de 399.2 newtons, este valor es 4.78 % mayor que
el valor de la del modelo de referencia.
5.6. Conclusiones al proceso de optimizacio´n del velas
Las pruebas realizadas presentan un proceso de disen˜o automa´tico para el disen˜o
o´ptimo de velas de competicio´n. En este proceso se han combinado te´cnicas evolutivas
con procesos de simulacio´n nume´rica. A trave´s de este experimento se ha validado la
capacidad de la estructura propuesta para abordar problemas reales de optimizacio´n
aerodina´mica. La flexibilidad del sistema ha permitido abordar este problema no so´lo
considerando la integracio´n del simulador, sino que tambie´n a permito introducir sis-
temas de correccio´n y mejora, en este caso una red neuronal entrenada con ensayos
experimentales.
El simulador evalu´a cada una de las alternativas mediante el uso de las ecuaciones
de Navier-Stokes simplificadas que, combinado con un me´todo de inmersio´n de fronte-
ra, que permite lograr buenos resultados con unos requisitos de co´mputo relativamente
bajos. Adema´s, este simulador permite una fa´cil adaptacio´n a las diferentes formas de
la vela; producie´ndose este proceso a trave´s de un breve procedimiento que no afecta
a la calidad de malla. Mediante este procedimiento se consigue analizar formas com-
plejas, como es el caso de las dos velas, sin que se hayan aparecido errores derivados
del uso de estas mallas.
En los ensayos realizados, teniendo en cuenta los condicionantes existentes, los
resultados obtenidos se plantean cerca de los o´ptimos. Este procedimiento ayuda a
resolver complejos y costosos modelos no lineales. Los resultados obtenidos en estas
pruebas son muy precisos y se han cumplido todos los para´metros de disen˜o impuestas,
sin tener que recurrir a muy complicados y costosos modelos no lineales dentro del
proceso de ca´lculo.
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Figura 5.26: Distribucio´n de presiones sobre la vela, a la izquierda la
mejor alternativa encontrada y a la derecha el modelo de referencia
El procedimiento seguido reduce dra´sticamente la participacio´n del disen˜ador en el
proceso de bu´squeda de la solucio´n o´ptima, ya que este proceso es realizado de forma
automa´tica. Ası´, el trabajo del disen˜ador se centra en la definicio´n del problema, es
decir, sus caracterı´sticas, objetivos y restricciones, es decir, aquellas tareas en las que
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se requiere introducir conocimiento en el sistema.
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Capı´tulo 6
Problemas multiobjetivo
Normalmente los procesos de disen˜o o´ptimo en problemas de ingenierı´a no tienen
un u´nico objetivo, sino que tienen en cuenta dos o ma´s funciones objetivo que deben
satisfacerse simulta´neamente. El me´todo tradicional para abordar este problema ha
sido establecer artificialmente un u´nico objetivo obtenido como una combinacio´n del
conjunto de los objetivos existentes o bien considerando so´lo uno de las funciones
objetivo y operando con el resto como restricciones del problema.
Al tener ma´s de una funcio´n objetivo no puede obtenerse una u´nica solucio´n a este
tipo de problemassino que se alcanza un grupo de soluciones o´ptimas que se denomina
frente de Pareto del problema. La definicio´n de frente de Pareto fue propuesta por
Francis Ysidro en 1881, siendo en 1886 cuando Vilfredo Pareto realiza su formulacio´n
generaliza. En esta definicio´n se denomina o´ptimo de Pareto a aquellas soluciones tales
que tienen un valor mı´nimo en una funcio´n objetivo sin empeorar en otro. Para analizar
matema´ticamente este problema, es necesario definir el concepto de dominancia de
Pareto:
u = {u1, · · · ,uk}domina a v = {v1, · · · ,vk}⇔
∀i ∈ {1, · · · ,k} , ui ≤ vi y ∃i0 ∈ {1, · · · ,k} | ui0 < vi0,
(6.1)
siendo k el nu´mero de objetivos existente.
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De este modo se determina que:
una solucio´n x∗es un o´ptimo de Pareto⇔
@x ∈Ω\v = f (x) = (v1, · · · ,vk) domine a u = f (x∗) = (u1, · · · ,uk),
(6.2)
siendo f : ℜn −→ ℜk la funcio´n de calidad y n la dimensionalidad del espacio de
bu´squeda. El conjunto de estos o´ptimos representado en el espacio de los valores de
las funciones objetivo es lo que se denomina frente de Pareto.
La primera aplicacio´n de los algoritmos gene´ticos a problemas multiobjetivos fue
desarrollada por Schaffer en 1985 con su Vector Evaluated Genetic Algorithm [122].
A partir de este modelo inicial se han desarrollado nuevos algoritmos que se pueden
clasificar en dos grupos o generaciones:
Primera generacio´n, basada en la utilizacio´n de jerarquı´as de Pareto, mediante
la creacio´n de frentes no dominados en una poblacio´n y nichos, consistente en el
cruce de individuos por funcio´n objetivo buscando la especializacio´n de la po-
blacio´n. Estos algoritmos pueden considerarse como las estrategias mas simples
para la resolucio´n de problemas multiobjetivo, ejemplos de estos algoritmos son
VEGA [122], NSGA [123], NPGA [124] y el MOGA [125].
Segunda generacio´n, que introducen el concepto de elitismo haciendo uso de
herramientas de seleccio´n entre progenitores y descendientes o mediante el uso
de poblaciones secundarias. El desarrollo de estos sistemas se inicia a finales de
los an˜os 90, pudie´ndose destacar algoritmos como el NSGA-II [126], NPGA2
[127], SPEA [128] y los microgene´ticos [129] [130]. Debido a su mejor eficien-
cia computacional el el grupo que mayor aplicacio´n esta´ teniendo en los u´ltimos
an˜os.
6.1. NSGA-II
Aunque existen diversos algoritmos evolutivos multiobjetivos [131] y estos esta´n
incrementando su efectividad y eficiencia en aplicaciones reales [132], las pruebas
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Figura 6.1: Proceso de bu´squeda del frente de Pareto
realizadas y las referencias bibliogra´ficas [133] parecen indicar que el NSGA-II [126]
proporciona, en la mayorı´a de los casos, los mejores resultados en los test de optimi-
zacio´n y en problemas reales [134]. Debido a estos resultados se ha optado por utilizar
este algoritmo como base para resolver los problemas multiobjetivo. En los siguien-
tes apartados se exponen los operadores utilizados por el NSGA-II y su estructura de
ca´lculo.
6.1.0.1. Ordenamiento no dominado
El ordenamiento no dominado utilizado en el NSGA-II se basa en la creacio´n de
los frentes de Pareto existentes en la poblacio´n. Para ello, a cada uno de los individuo
se le asignan dos atributos:
Cuenta de dominacio´n, el nu´mero de individuos que dominan al individuo.
Conjunto de individuos dominados, lista de todos los individuos que son do-
minados por el individuo considerado.
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El proceso de ordenamiento se inicia a partir de la asignacio´n de los atributos an-
teriores a todos los individuos de la poblacio´n. Una vez establecidos estos valores se
realiza un proceso iterativo para generar los distintos frentes de Pareto, uno para cada
nivel de ordenacio´n. Este proceso puede expresarse mediante el siguiente algoritmo:
1. Para cada p ∈ P
1.1. Sp = 0 y np = 0
1.2. ∀q ∈ P & p 6= q
Si p≺ q entonces Sp = SpS{q}
Si p q entonces np = np+1
1.3. Si np = 0 entonces F1 = F1
S{p}
2. i = 1, Mientras Fi 6= 0
2.1. Q = 0
2.2. Para cada p ∈ Fi
2.2.1. Para cada q ∈ Sp
nq = nq−1
Si nq = 0→ Q = QS{q}
2.3. i=i+1
2.4. Fi = Q
siendo P el conjunto de individuos, Sp el conjunto de soluciones dominadas por p,
np el contador de dominancia de p, Fi es el frente de Pareto de orden i, Q, vector de los
miembros de los siguientes frentes y ≺ el operador de dominancia.
6.1.0.2. Preservacio´n de la diversidad
Para mantener la diversidad en la poblacio´n el NSGA-II utiliza la crowding-distance.
Esta medida de distancia permite establecer una cuantitificacio´n de la diferencia entre
las distintas alternativas, en cuanto a valores de las funciones objetivo se refiere. El
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valor de la crowding-distance hace uso de la te´cnica de estimacio´n de la densidad de
individuos en torno a una alternativa.
De este modo, siendo I el conjunto de soluciones, l el nu´mero de soluciones, f maxm
y f minm los valores ma´ximos y mı´nimos de la funcio´n de calidad m y di la distancia del
individuo i, esta distancia puede calcularse del siguiente modo:
1. Para cada alternativa i, di = 0
2. Para cada objetivo m
2.1. I = sort(I,m), se ordenan las alternativas en funcio´n del valor de calidad
para el objetivo m.
2.2. Para i = 2 hasta l−1
di = di+
I(i+1).m− I(i−1).m
f maxm − f minm
6.1.0.3. Ordenacio´n de las alternativas
En el NSGA-II la ordenacio´n de las diferentes alternativas se realiza mediante el
operador de crowded-comparison. Este operador ordena la poblacio´n orienta´ndola ha-
cia un o´ptimo de Pareto y favoreciendo la diversidad de las alternativas.
De este modo el criterio de seleccio´n prefiere a las alternativas de menor rango de
dominacio´n y, a igualdad de rango, selecciona la de mayor crowding-distance. Ası´ para
la realizacio´n de la ordenacio´n se requieren dos para´metros:
irank, que determina el frente al que pertenece el individuo.
di, que es el valor de la crowding-distance del individuo.
6.1.0.4. Estructura del NSGA-II
Explicados los principales mo´dulos del NSGA-II, el ciclo de ca´lculo del algoritmo
resulta:
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1. R− t = Pt ∪Qt , se combina la poblacio´n de padre e hijos,
2. Se realiza el ordenamiento no dominado, se obtienen los Fi frentes
3. Pt+1 y i = 1
4. mientras que: |Pt+1|+ |Fi|6 N, N el taman˜o de la poblacio´n
4.1. Pt+1 = Pt+1∪Fi
4.2. i = i+1
5. Se ordena el frente Fi
6. Pt+1 = Pt+1∪Fi(1 : N−|Pt+1|)
7. Se genera Qt aplicando los operadores de seleccio´n, cruce y mutacio´n sobre la
poblacio´n Pt+1
8. t=t+1,aumenta el contador de generaciones
El NSGA-II inicialmente genera, aleatoriamente, una poblacio´n de padres P0, de
taman˜o N. A continuacio´n, se realiza la jerarquizacio´n de Pareto sobre esta poblacio´n
inicial, con lo que se obtienen los distintos frentes existentes en P0. Tras esto, haciendo
uso del operador crowded-comparison se realiza un proceso de seleccio´n por torneo
binario, con lo que se obtiene el conjunto de soluciones sobre las que se aplicar cruce y
mutacio´n para dar lugar a la poblacio´n de descendiente Q0, cuyo taman˜o es tambie´n N.
Una vez obtenida la poblacio´n de descendientes, esta se une a poblacio´n de padres, ob-
tenie´ndose una poblacio´n de taman˜o 2N, de esta forma, al fusionar las dos poblaciones
se consigue incrementar el elitismo del proceso. Una vez generadas ambas poblaciones
se inicia el procedimiento descrito en en el esquema anterior.
6.1.0.5. Tratamiento de restricciones
Habitualmente en los procesos de disen˜o y optimizacio´n, los modelos o alternativas
esta´n sometidos a restricciones. Estas restricciones se integran en el interior del NSGA-
II mediante la introduccio´n de una dominancia restringida. Esta dominancia modifica
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la dominancia de Pareto, de tal modo que el criterio de dominancia de la alternativa i
sobre la j resulta el siguiente:
La solucio´n i es va´lida (no viola restricciones) y la j no
Si ambas soluciones son invalidas y el valor de la suma de restricciones violadas
por i es menor.
Si las dos son va´lidas, se aplica el criterio de dominancia de Pareto
Con este tipo de ordenacio´n, las soluciones va´lidas siempre tendra´n un mejor va-
lor de dominancia que las no validas, sin embargo estas u´ltimas no son totalmente
descartadas. De esta forma las soluciones va´lidas se ordenan mediante el valor de sus
funciones objetivo y las no va´lidas mediante el nu´mero de restricciones no satisfechas.
6.2. Optimizacio´n de perfiles hidrodina´micos
La integracio´n del sistema de optimizacio´n con los procedimientos multiobjetivo
y el manejo de restricciones se ha implementado en la resolucio´n de un problema de
optimizacio´n hidrodina´mica de un perfil. El ensayo realizado se ha centrado en abordar
tres problemas diferentes de optimizacio´n de perfiles hidrodina´micos con la finalidad
de analizar las ventajas y dificultades que suponen la incorporacio´n de te´cnicas de opti-
mizacio´n que contemplen minimizar o maximizar diversos objetivos simulta´neamente:
En primer lugar se plantea un problema bi-objetivo en el que se busca maximizar
la sustentacio´n del perfil cuando el a´ngulo de ataque es 5o y para -5o.
En el siguiente caso se introduce un objetivo adicional, minimizar la resistencia
al avance cuando el a´ngulo de ataque se hace nulo.
El u´ltimo test analizado recoge los objetivos anteriores incorporando una restric-
cio´n sobre el momento ma´ximo admisible sobre el perfil.
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La secuencia de problemas planteada supone un incremento progresivo de su com-
plejidad. Mediante la incorporacio´n progresiva de nuevos objetivos y restricciones per-
mite analizar su influencia sobre la forma del perfil.
6.2.1. Simulador
La estructura que se ha desarrollado para el entorno de optimizacio´n es tal que
permite el intercambio entre los distintos mo´dulos que lo conforman. Ası´, los cambios
introducidos en uno de ellos puede incorporarse al sistema sin necesidad de una nueva
implementacio´n del conjunto del sistema. Es por ello que, para la introduccio´n de
las estrategias multiobjetivo se ha optado por la utilizacio´n del mismo simulador que
para la evaluacio´n de perfiles bidimensionales. Este simulador de flujo potencial con
me´todos integrales de capa lı´mite para introducir los efectos viscosos, permite obtener
resultados realistas con un bajo coste computacional.
Puesto que los objetivos y las restricciones se plantean como resultado de la evalua-
cio´n de los resultados del simulador, este se ha dividido en dos fases. En una primera
fase, comu´n a todos los objetivos y restricciones, se resuelve el campo fluido en torno
al perfil. De esta forma, al final de esta fase, se han obtenido los campos de presiones
y velocidades en el dominio fluido. En la segunda fase, ya especı´fica de cada obje-
tivo y restriccio´n, se evalu´an los para´metros especı´ficos que determinan el valor del
objetivo o restriccio´n. Si bien este ca´lculo dependera´ del objetivo concreto a analizar,
normalmente este ca´lculo consiste a la integracio´n o promediado de una variable sobre
una superficie de control.
6.2.2. Resultados
Los tres problemas planteados se basan en la optimizacio´n de un perfil aerodina´mi-
co. En la primera fase de resolucio´n del problema se han analizado la influencia de
los para´metros del algoritmo en el resultado final, mediante la cual se han definido el
taman˜o de la poblacio´n y el nu´mero de generaciones mas adecuado para el proble-
ma. Para ello se ha buscando un compromiso entre diversidad de la poblacio´n, calidad
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Figura 6.2: Configuracio´n del entorno de disen˜o aplicado al problema
multiobjetivo de perfiles
de los resultados y requerimientos de ca´lculo. Con el objetivo de poder comparar los
resultados de los tres problemas planteados, los para´metros utilizados han sido los mis-
mos en los tres ca´lculos. En este punto es necesario indicar que el coste computacional
de la evaluacio´n es ide´ntica en todos los casos, lo u´nico que cambia son los resultados
de la misma que se evalu´an. Ası´, las pruebas se han realizado utilizado una poblacio´n
de 20 individuos y 1000 generaciones. Con estos valores, las pruebas realizadas en un
procesador del cluster local Dual-Core AMD Opteron(tm) Processor 2212, el tiempo
medio de cada una de las pruebas has sido de 17.28 minutos, con una desviacio´n tı´pica
de 1.43 minutos. Adicionalmente, con la finalidad de poder realizar un mejor ana´lisis
de la influencia de la introduccio´n de restricciones en el problema, este ensayo se ha
dividido en dos con diferentes restricciones al espesor del perfil.
Los diferentes test realizados se basan en la optimizacio´n de un perfil aerodina´mico
basado en una forma NACA de 4 dı´gitos modificada. En estos casos los perfiles se han
definido mediante 4 para´metros:
Espesor, comprendido entre el 2 % y el 36 % de la cuerda.
Punto de ma´xima deformacio´n, situado en la regio´n comprendida entre el 20 %
y el 80 % de la cuerda.
Ma´ximo valor de la flecha en la seccio´n media y su sentido, comprendido
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Figura 6.3: Frentes de Pareto de las pruebas realizadas para los coefi-
cientes de sustentacio´n
entre un 0 % y un 8 % de la cuerda.
Desplazamiento del ma´ximo de la cuerda de espesores que define el perfil,
-10 % al 10 % de la cuerda respecto al valor original en el perfil NACA.
Se ha optado por definir un sentido en la curvatura del perfil de tal forma que el
algoritmo pueda seleccionar aquellos que mejor se adapten a los distintos a´ngulos de
incidencia analizados. Las pruebas realizadas han seguido las siguientes especificacio-
nes:
Dos objetivos, los objetivos planteados son el coeficiente de sustentacio´n para
un a´ngulo de ataque a 5o y a -5o.
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Tres objetivos, a los objetivos anteriores se an˜ade el coeficiente de resistencia
aerodina´mica para un a´ngulo de ataque nulo.
Tres objetivos y una restriccio´n. Al problema anterior se le introduce un re-
querimiento adicional sobre el espesor ma´ximo del perfil. Se han analizado dos
casos:
• Espesor ma´ximo 1 % de la cuerda.
• Espesor ma´ximo 0.5 % de la cuerda.
En la figura 6.3 se muestran los frentes de pareto para las pruebas realizadas res-
pecto a los coeficientes de sustentacio´n, para 5o y - 5o. El requerir maximizar estos
objetivos opuestos entre si hace que se hayan generado tres grupos poblacionales, uno
con curvatura positiva adaptado al a´ngulo de ataque de 5o y con coeficientes de sus-
tentacio´n negativos para el a´ngulo de ataque negativo, un caso opuesto con curvatura
negativa con valores negativos de sustentacio´n para 5o de a´ngulo de ataque, y un ter-
cer grupo de perfiles sime´tricos con valores moderados de sustentacio´n para ambos
a´ngulos. Los efectos de las restricciones sobre este problema se manifiestan como una
limitacio´n a los valores ma´ximos del coeficiente de sustentacio´n.
Los efectos de la minimizacio´n del coeficiente de resistencia aerodina´mica con
a´ngulo de ataque nulo se reflejan en la figura 6.4. En ella se pueden diferenciar los
distintos frentes que se generan debido a la introduccio´n de las restricciones en el
espesor. Ası´ puede verse que, al limitar el espesor del perfil, se limita la resistencia
aerodina´mica del mismo y, por tanto se generan frentes paralelos de menor resistencia
y sustentacio´n.
Los problemas planteados tratan de maximizar la sustentacio´n a 5o y minimizar la
resistencia cuando el a´ngulo de ataque es nulo. En la figura 6.5 se muestra la evolu-
cio´n del valor medio de la resistencia aerodina´mica, en ella puede verse como el valor
medio crece durante el proceso de optimizacio´n. En la figura 6.4 se muestran los efec-
tos de la restriccio´n sobre el espesor mı´nimo, en ella puede verse que cuando no se
limita el espesor se alcanzan valores mayores de sustentacio´n a costa de incrementar
significativamente la resistencia al avance.
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Figura 6.4: Frentes de Pareto, comparacio´n del coeficiente de susten-
tacio´n frente al de resistencia aerodina´mica
Figura 6.5: Evolucio´n del valor medio del coeficiente de resistencia
aerodina´mica
Los resultados obtenidos muestran el comportamiento del sistema frente a proble-
mas multiobjetivo en los cuales los objetivos son antago´nicos. Esto hace que al final
de cada proceso de optimizacio´n no se obtenga una u´nica solucio´n sino que se ofrece
un conjunto de soluciones de compromiso. Ası´, segu´n la ponderacio´n que en cada mo-
mento el disen˜ador determine para el problema podra´ escoger la que ma´s se adapte a
sus necesidades.
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El resultado obtenido mediante este procedimiento es un conjunto de soluciones
con ide´ntica idoneidad que constituyen lo que se ha definido previamente como frente
de Pareto. De este modo, el disen˜ador dispone de un conjunto de soluciones, y segu´n
la aplicacio´n concreta, podra´ escoger aquellas que, primando uno o varios objetivos,
se adecue mas a las necesidades concretas. Esto hace que el procedimiento se presente
como el ido´neo cuando lo que se busca no es obtener un modelo u´nico final sino lo que
se pretende alcanzar es una serie de soluciones, de las cuales, segu´n las necesidades
del cliente, pueda escogerse una para su aplicacio´n concreta.
Cuando se debe seleccionar una u´nica alternativa el criterio seguido es una pon-
deracio´n de los distintos objetivos. Durante el proceso de disen˜o es habitual que se
modifiquen los requerimientos proporcionados por el cliente o el disen˜ador, es decir,
se cambia la ponderacio´n de cada uno de los objetivos. En el caso de haberse realiza-
do la optimizacio´n con una funcio´n con un u´nico objetivo, mediante una combinacio´n
lineal de todos los objetivos, un cambio de criterios implica reiniciar todo el proceso
de optimizacio´n mientras que con la optimizacio´n multiobjetivo u´nicamente implica el
seleccionar una alternativa distinta dentro del rango de alternativas generadas.
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Capı´tulo 7
Entorno automa´tico de disen˜o o´ptimo
en fluidodina´mica
A lo largo de esta tesis se han estudiado los distintos aspectos que inciden en el
disen˜o automa´tico en problemas de optimizacio´n fluidodina´mica. La amplia variedad
de peculiaridades especı´ficas que presentan este tipo de problemas junto con su alto
coste computacional, impiden la implementacio´n de un entorno de disen˜o con una
estructura rı´gida va´lida para todos los problemas que puedan surgir en este a´mbito. Sin
embargo si que es posible abordar el problema de disen˜o automa´tico en un conjunto de
mo´dulos o bloques que permitan obtener la mejor eficiencia en cada problema de forma
estructurada y formal. Ası´, cada uno de los mo´dulos implementa distintas estrategias
de actuacio´n y permite escoger aquella que mejor se adapte al problema particular que
se esta´ tratando.
A trave´s de los diversos experimentos desarrollados en esta tesis se han analizado
las principales dificultades de la automatizacio´n de estos problemas, de tal forma que
se han podido establecer los me´todos o procedimientos ma´s adecuados para cada uno.
Esta aproximacio´n no resta generalidad al entorno de disen˜o que se plantea, ya que
cada una de las alternativas desarrolladas puede aplicarse a un problema gene´rico de
disen˜o. Sin embargo, con la finalidad de mejorar el rendimiento del proceso, reducir su
coste y plazo, se plantean diversas posibilidades para cada una de las distintas etapas
involucradas en el proceso de disen˜o que se comentan a continuacio´n.
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Figura 7.1: Esquema final del entorno automa´tico de disen˜o
7.1. Proceso de bu´squeda
Los problemas de disen˜o o´ptimo fluidodina´mico suelen caracterizarse por una ele-
vada dimensionalidad y la presencia de numerosos o´ptimos locales dispersos en las
funciones de calidad. Por ello es necesario emplear algoritmos de bu´squeda adecuados
a esas caracterı´sticas. En este sentido, el me´todo de bu´squeda condiciona la eficacia del
entorno de disen˜o, ya que determina el nu´mero de alternativas que es necesario evaluar
para alcanzar el o´ptimo.
Para este proceso de bu´squeda se ha optado por la utilizacio´n de algoritmos evo-
lutivos. Si bien dentro de esta categorı´a se engloban un elevado nu´mero de diferentes
algoritmos, mediante los distintos experimentos realizados, se ha optado por utilizar
aquellos que puedan obtener buenos resultados en el rango ma´s amplio de problemas.
En la bu´squeda de generalidad y mejora de la eficiencia se han estudiado distintas
alternativas: un algoritmo gene´tico cano´nico, un algoritmo macreoevolutivo y el NG-
SAII. La seleccio´n de los algoritmos se ha basado en la de bu´squeda de un equilibrio
entre su capacidad de encontrar el o´ptimo del problema y el nu´mero de evaluaciones
que requieren para lograrlo. La metodologı´a seguida hace que el entorno de optimi-
zacio´n no se restrinja a la utilizacio´n de estos algoritmos concretos sino que permita
la incorporacio´n de otros nuevos. Por ello, su implementacio´n contempla la posibili-
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dad de introduccio´n de procedimientos alternativos y adema´s se ha integrado con la
librerı´a de algoritmos evolutivos desarrollada por el Grupo de Sistemas Auto´nomos
de la Universidade da Corun˜a. De este modo, cualquiera de los algoritmos de esta li-
brerı´a podra´ ser utilizado si se considera conveniente para la resolucio´n de un problema
determinado.
7.1.1. Algoritmo gene´rico cano´nico
El algoritmo gene´tico cano´nico se presenta como una alternativa sencilla para la
bu´squeda de soluciones en estos problemas. Las principales dificultades que aparecen
cuando se aplica este algoritmo pueden resumirse en:
Requiere un nu´mero elevado de para´metros de configuracio´n, es necesario espe-
cificar los procedimientos de seleccio´n, mutacio´n y cruce y no es posible esta-
blecer un control sencillo del equilibrio entre exploracio´n y explotacio´n.
Presenta problemas de convergencia prematura o convergencia hacia o´ptimos lo-
cales. Esto sucede especialmente cuando se abordan funciones de calidad muy
complejas, en las que el o´ptimo no esta´ claramente definido, bien por la exis-
tencia de numerosos ma´ximos locales o porque estos aparecen muy dispersos
en el dominio de bu´squeda. Este tipo de estructuras son las habituales en los
problemas fluidodina´micos analizados.
Estas dos consideraciones han llevado a no escoger los algoritmos gene´ticos como
la alternativa prioritaria para resolver este tipo de problemas.
7.1.2. Algoritmos macroevolutivos
Los algoritmos macroevolutivos son los que han proporcionado mejores resultados
para su aplicacio´n en estos problemas [135], [136]. Frente a los algoritmos gene´ticos,
los macroevolutivos requieren un nu´mero menor de para´metros y permiten un control
directo de la exploracio´n y la explotacio´n de los resultados. Estos para´metros son el
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nu´mero de individuos, nu´mero de generaciones y el el para´metro τ que regula la re-
lacio´n exploracio´n / explotacio´n. Aunque los primeros para´metros tienen una fuerte
dependencia del problema concreto, sı´ que se pueden definir una serie de criterios pa-
ra ajustar los valores del para´metro τ. A lo largo del proceso evolutivo, conforme se
va acercando al o´ptimo del problema, es necesario incrementar la explotacio´n de los
resultados. Sin embargo, debido a la complejidad de los espacios de soluciones, no
es conveniente eliminar totalmente la exploracio´n del espacio de bu´squeda para evitar
que queden regiones del dominio de bu´squeda sin explorar.
7.1.3. NSGAII
La transicio´n de algoritmos macroevolutivos al NSGAII supone un cambio signifi-
cativo en el proceso de bu´squeda. Los principales cambios que introduce este algoritmo
son:
Permite analizar simulta´neamente varios objetivos.
El proceso de bu´squeda integra el uso de restricciones, tanto rı´gidas como blan-
das, en el proceso evolutivo. En los macroevolutivos, al no tener un mecanismo
para las restricciones definido, e´stas se incorporan mediante una penalizacio´n o
anulacio´n del resultado de calidad. Sin embargo, en el NGSAII los individuos
que no cumplen con restricciones no son penalizados en su calidad, si no que, en
el proceso de seleccio´n, se situ´an detra´s los que cumplen todas las restricciones.
La introduccio´n de una medida de la diversidad de la poblacio´n, crowding-
distance, evita que la resolucio´n del problema se estanque en o´ptimos locales
ya que premia a los individuos ma´s dispares.
Este algoritmo integra herramientas para solventar o reducir las principales difi-
cultades que se han detectado en la aplicacio´n de los algoritmos macroevolutivos. Sin
embargo, el NGSAII se ha disen˜ado para la bu´squeda de soluciones en problemas mul-
tiobjetivo, de tal forma que no plantea una u´nica solucio´n o´ptima sino que proporciona
un conjunto de soluciones o´ptimas en el frente de Pareto. Ası´, al final de este proceso,
el disen˜ador es el que debe escoger cual es la solucio´n que se desarrollara´.
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7.2. Evaluacio´n de alternativas
En la automatizacio´n del proceso de disen˜o la participacio´n del disen˜ador es crı´tica
en la seleccio´n del procedimiento de evaluacio´n, ya que esta eleccio´n determinara´ la
calidad e idoneidad de los resultados y el tiempo / coste computacional requerido para
alcanzar los resultados.
Como se ha visto anteriormente, desde la resolucio´n del sistema completo de ecua-
ciones de Navier-Stokes hasta la resolucio´n del caso bidimensional de flujo potencial
pueden aplicarse un amplio abanico de modelos de flujos / fluidos. En la seleccio´n del
modelo es necesario considerar los efectos de introducir simplificaciones para reducir
su coste computacional. La fuerte dependencia del coste computacional del proceso
de disen˜o o´ptimo con el del proceso de evaluacio´n exige que la eleccio´n del modelo
deba estudiarse cuidadosamente. Ası´, de manera similar a cualquier otro proceso de
optimizacio´n, habra´ que buscar un equilibrio entre la precisio´n de los resultados y el
nu´mero de alternativas a analizar.
Junto con el sistema de ecuaciones, tambie´n como parte de la evaluacio´n, es ne-
cesario definir los esquemas nume´ricos empleados para su resolucio´n. Difı´cilmente
puede establecerse a priori un procedimiento gene´rico de seleccio´n de la mejor alter-
nativa, so´lo mediante un estudio especı´fico del problema concreto pueden definirse
los esquemas que proporcionen los mejores resultados en relacio´n de calidad y coste
computacional.
En las diferentes pruebas realizadas se han utilizado distintos modelos de flujo con
la finalidad de verificar el funcionamiento del entorno. Cada uno de los modelos utili-
zados tiene unas caracterı´sticas propias, no so´lo relativas al modelo fı´sico asociado sino
a la implementacio´n del mismo. Por ello la configuracio´n modular del entorno se ha
disen˜ado para adaptarse a los requerimientos de cada problema especı´fico, integrando
cada una de las diferentes alternativas o procedimientos.
Una de las ventajas que presenta el uso de algoritmos evolutivos en el proceso de
optimizacio´n es que so´lo se requiere la ordenacio´n de las alternativas. Esto implica
que la seleccio´n del simulador no tiene que basarse en que sea cuantitativamente exac-
to sino que los resultados sean cualitativamente aceptables. Ası´, es posible introducir
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mayores simplificaciones en los modelos utilizados y, con ello, reducir considerable-
mente el coste computacional del proceso de evaluacio´n.
Sin embargo, en algunos problemas o evaluaciones de alternativas, algunas de las
consideraciones tomadas para simplificar el simulador dejan de ser va´lidas pudiendo
introducir grandes errores en los resultados. En estos casos se plantean dos alternati-
vas, la utilizacio´n de un simulador ma´s complejo o introducir correcciones adicionales
que reduzcan ese error. La primera opcio´n implica aumentar sensiblemente el coste
computacional del proceso de evaluacio´n, por lo que la segunda se plantea, inicial-
mente, co´mo la ma´s adecuada para mejorar los resultados del simulador.
De este modo, la seleccio´n del procedimiento de correccio´n ha de basarse funda-
mentalmente en dos criterios, bajo coste computacional y capacidad para corregir las
no linealidades sin perder generalidad. Dentro de las distintas alternativas existentes,
las redes neuronales artificiales son las que han proporcionado mejores resultados, ya
que e´stas han conseguido reducciones muy significativas en el error del simulador con
requerimientos computaciones despreciables frente al resto de procesos.
La dificultad que presenta el uso de las redes neuronales es la necesidad de datos
reales para entrenarlas y ajustar la correccio´n. En algunos casos, como son los perfiles
aerona´uticos, existe una amplia bibliografı´a al respecto, sin embargo, en problemas
muy especı´ficos, como son las velas, e´sto no es posible. Por este motivo, para realizar
este tipo de correcciones se han desarrollado ensayos experimentales especı´ficos en los
que, combinando te´cnicas de fotogrametrı´a, mediciones la´ser, procesado de sen˜ales, se
han obtenido los datos necesarios para entrenar las redes que corregira´n la salida del
simulador.
7.3. Decodificacio´n del individuo
El bloque de decodificacio´n del individuo se ha estructurado en dos etapas, una
primera de generacio´n de la representacio´n tridimensional de la posible solucio´n y
una segunda de mallado. Aunque ambas etapas esta´n fuertemente correlacionadas, las
dificultades y requerimientos de cada una de ellas son totalmente distintos.
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Respecto al proceso de la generacio´n tridimensional de la alternativa, la seleccio´n
de sus para´metros y, por tanto, su decodificacio´n, es crı´tica. Esto se debe a que una
parametrizacio´n inadecuada puede afectar muy negativamente al proceso de optimi-
zacio´n y, especialmente, a la eficiencia del algoritmo bu´squeda. Por una parte, el uso
de para´metros dependientes o sin una adecuada correspondencia puede incrementar la
complejidad de las superficies de bu´squeda. Por otra parte, si debido a parametrizacio´n
escogida o su decodificacio´n se pueden generar elementos no evaluables o degenera-
dos, el proceso de bu´squeda tiene que destinar gran parte de sus recursos en eliminar
estos elementos en lugar de mejorar el disen˜o.
En este trabajo se han abordado distintas estrategias para esta decodificacio´n, entre
otras, definiendo las superficies utilizando una definicio´n explı´cita a traves de funcio-
nes ma´s o menos complejas y utilizando superficies NURBS. Aunque este proceso
esta´ fuertemente condicionado por el problema concreto que se aborda, es posible de-
finir dos reglas generales para seleccionar la parametrizacio´n:
Los para´metros han de ser independientes y los menos posibles. Es necesario
considerar que la reduccio´n del nu´mero de para´metros no puede llevar asociada
una reduccio´n de alternativas o de informacio´n.
Cada para´metro ha de tener un significado fı´sico en el problema y tratando que
la influencia en la forma final sea similar en todos ellos.
Entre las alternativas evaluadas, es la definicio´n mediante superficies NURBS la
que ha ofrecido mejores resultados. La principal ventaja frente otros me´todos es que
su control se realizan mediante nodos que no son parte de la superficie y, adema´s, su
desplazamiento so´lo afecta a las zonas de la superficie pro´ximas al nodo en concreto.
Ası´, al contrario que otras definiciones como las bi-splines o funciones polino´micas,
un cambio en un para´metro no afecta a todo el disen˜o sino a una parte del mismo.
Una vez definida la forma de la posible solucio´n es necesario realizar o definir el
mallado del dominio para permitir su evaluacio´n. La importancia de co´mo se realice
este proceso no so´lo radica en el coste computacional del proceso sino que de su cali-
dad depende la calidad final de los resultados de la optimizacio´n. La calidad de la malla
condiciona directamente la calidad global del proceso puesto que los resultados que se
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analizan son precisamente los correspondientes a las regiones donde se ha manipulado
la malla. En el desarrollo de este bloque han de conjugarse distintos aspectos como
son:
Facilidad de automatizacio´n del proceso.
Moderado coste computacional.
Consecucio´n de mallas de elevada calidad.
Se han analizado distintas alternativas para este proceso. E´stas pueden agruparse
en dos grandes grupos, los me´todos basados en la generacio´n de una nueva malla o los
basados en la modificacio´n / adaptacio´n de una malla preexistente.
7.3.1. Generacio´n de malla
7.3.1.1. Mallas no estructuradas
La generacio´n de una nueva malla no estructurada se presenta, a priori, como la
mejor alternativa para la conseguir la malla asignada a cada posible solucio´n. Esto es
debido a su fa´cil automatizacio´n y a la versatilidad de su uso. Sin embargo plantea dos
grandes dificultades: su alto coste computacional y la dificultad de controlar el proceso
de construccio´n de la malla.
El coste computacional de este proceso puede reducirse significativamente si la
generacio´n de la malla se restringe a un bloque que contiene al objeto mientras que
en el resto del dominio se utiliza una malla de referencia generada previamente. Au´n
ası´, la dificultad de controlar la posicio´n de los nodos hace que, cuando se opera con
formas complejas, surjan elementos degenerados o de mala calidad que perturben la
solucio´n obtenida. Debido a todo esto, en el a´mbito del entorno automa´tico de disen˜o
aquı´ desarrollado su uso queda reservado a una u´ltima alternativa en el caso de que
otro me´todo no sea aplicable.
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7.3.1.2. Mallas estructuradas
Las mallas estructuradas se generan subdividiendo el dominio en base a valores
constantes de cada una de las direcciones principales. Esto hace que el proceso de
generacio´n de la malla sea sencillo con un muy bajo coste computacional. Al poder
controlar la distribucio´n del taman˜o de las celdas mediante unos pocos para´metros,
e´stas pueden orientarse en las direccio´n principal del flujo y refinarse en zonas es-
pecı´ficas, permitiendo capturar feno´menos producidos en regiones como la capa lı´mite
optimizando el nu´mero de celdas. Sin embargo, este me´todo no es fa´cilmente aplica-
ble a formas complejas ya que ha de poner establecerse una funcio´n de transformacio´n
sobre el dominio que permita obtener las tres direcciones principales.
La dificultad de adaptarse a geometrı´as complejas hace que este me´todo sea ade-
cuado para aquellos casos en los que las formas sean sencillas, especialmente en los
que aparecen simetrı´as, como son conductos, perfiles hidrodina´micos, ca´maras de com-
bustio´n, etc. Debido a su bajo coste computacional y a la buena calidad de las mallas
generadas esta estrategia de generacio´n de alternativas es la prioritaria a utilizar, sin
embargo, las fuertes restricciones a las formas hacen que su campo de aplicacio´n sea
reducido.
7.3.2. Deformacio´n de la malla
Mediante el me´todo de deformacio´n de la malla se puede conseguir, con un relativo
bajo coste computacional, adaptar la frontera de una malla existente para modificar la
frontera a una nueva configuracio´n. Al partir de una malla previa, e´sta puede adecuarse
para la simulacio´n mediante el refinado de las regiones ma´s importantes y utilizando
una malla mas gruesa en aquellas zonas donde los gradientes de velocidad son ma´s
pequen˜os, consiguiendo calidades altas.
Este me´todo se basa en la introduccio´n de un campo de desplazamientos sobre una
configuracio´n inicial de la frontera. De este modo, su principal a´mbito de aplicacio´n
se encuentra en procesos de optimizacio´n a partir de un modelo previo. El me´todo de
deformacio´n de malla se basa en la resolucio´n de una ecuacio´n de Poisson del campo de
desplazamientos. Aunque el me´todo permite grandes desplazamientos, es a pequen˜os
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desplazamientos, del orden de 20 veces el taman˜o del elemento, cuando proporciona
tiempos de ca´lculo inferiores a la generacio´n inicial de una malla y preserva su calidad.
Adema´s hay que destacar que el uso de este me´todo puede aplicarse tambie´n a la
resolucio´n de problemas de interaccio´n fluido-estructura, haciendo que se convierta en
el ma´s adecuado para la optimizacio´n en este tipo de problemas.
7.3.3. Me´todos de inmersio´n de frontera
Para el uso de los me´todos de inmersio´n de frontera so´lo se requiere la creacio´n
previa de una retı´cula cartesiana. Partiendo de esta malla cartesiana, cuya creacio´n
tienen un mı´nimo coste computacional. Este me´todo so´lo requiere del ca´lculo de la
interseccio´n de la superficie con las celdas existentes de la malla y la determinacio´n de
las correspondientes celdas fantasma que lleva asociada.
Mediante este sistema se minimiza el coste computacional de todo el preprocesado
de cada una de las alternativas, ya que el ca´lculo de los puntos de interseccio´n se ve
muy simplificado al utilizar una retı´cula cartesiana. Esto lleva a que este sea el me´todo
ma´s adecuado para aquellos problemas en los que el objeto esta´ inmerso en el seno del
fluido, como es el caso de las velas, timones, etc.
La principal desventaja de esta estrategia para generar las diferentes alternativas es
la imposibilidad de adaptar la malla para capturar feno´menos que requieren una gran
resolucio´n, como es la capa lı´mite. Para poder analizar estos feno´menos es necesario
refinar el taman˜o de todo el bloque que contiene al objeto, aumentando con ello el
nu´mero de nodos del sistema y, por tanto, incrementando el coste computacional de
resolucio´n de las ecuaciones del comportamiento del fluido.
7.3.4. Seleccio´n del proceso de mallado
Los me´todos basados en la generacio´n de una nueva malla, normalmente permi-
ten generar mallas de alta calidad, sin que aparezcan elementos degenerados. Adema´s,
considerando el caso de mallas estructuradas, su coste computacional es bajo compa-
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rado con los otros me´todos. Sin embargo, cuando se aplican a mallas no estructuradas
y fronteras complejas, el control adecuado del proceso automa´tico es difı´cil y es su
coste computacional es muy elevado.
Se han evaluado dos te´cnicas diferentes para la adaptacio´n de la malla, uno basado
en la deformacio´n de la malla y otro basado en el me´todo de inmersio´n de frontera.
Ambos me´todos han resultado va´lidos para los problemas de disen˜o aerodina´mico, pu-
die´ndose considerar la relacio´n entre calidad de la malla y coste computacional equi-
valente. Ası´ los me´todos de deformacio´n de la malla permiten conseguir mallas de
alta calidad, adaptadas para capturar feno´menos de capa lı´mite, sin embargo su coste
computacional es sensiblemente mayor que los de inmersio´n de frontera. Este u´ltimo
me´todo reduce el proceso de ca´lculo de generacio´n de la malla aunque presenta difi-
cultades para capturar los feno´menos pro´ximos a la superficie.
Con los resultados obtenidos no puede establecerse, de forma general, un mejor
procedimiento para realizar el proceso de decodificacio´n del individuo. Para la selec-
cio´n del mismo sera´ necesario basarse en los requerimientos de cada problema con-
creto, tanto por las caracterı´sticas del procedimientos de definicio´n del individuo como
por los requerimientos de la simulacio´n.
7.4. Procedimiento de disen˜o
En las secciones anteriores se han resumido el conjunto mo´dulos que conforman en
entorno de automatizacio´n. A partir de estos resultados es posible definir una estrategia
para abordar nuevos problemas de disen˜o o´ptimo. La estructura de este proceso sigue
el siguiente esquema:
1. En primer lugar es necesario definir el objetivo u objetivos del problema. Aten-
diendo a este criterio se selecciona el algoritmo de bu´squeda requerido, de este
modo se construye el mo´dulo de bu´squeda. En los casos analizados se han utili-
zado algoritmos gene´ticos, algoritmos macroevolutivos y el NSGAII.
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2. El segundo paso es establecer el procedimiento para definir la forma del objeto
a optimizar, es decir, el bloque de decodificacio´n.
2.1. En una primera fase se requiere desarrollar el me´todo para generar la for-
ma tridimensional del disen˜o. Este proceso puede realizarse, entre otros, a
trave´s de superficies NURBS o funciones polino´micas.
2.2. Definida la superficie es necesario generar la malla asociada. Para ello se
puede definir me´todos basados en la generacio´n de un nuevo mallado, mo-
dificacio´n de uno existente o a trave´s del me´todo de inmersio´n de frontera.
2.3. Una vez establecido el procedimiento para generar el modelo es necesario
especificar que para´metros del mismo sera´n los que se optimizara´n. E´stos
sera´n los que constituyan el cromosoma de cada alternativa.
3. Definidos los bloques de bu´squeda y decodificacio´n es necesario establecer el
bloque de evaluacio´n. Este proceso se ha estructurado en tres etapas.
3.1. La primera etapa consiste en la definicio´n del simulador fluidodina´mico.
El objetivo de este ana´lisis es estudiar las simplificaciones que pueden es-
tablecerse en el modelo nume´rico para poder definir un simulador con el
menor coste computacional posible.
3.2. Establecido el simulador, se definira´ el procedimiento para la adquisicio´n
de la malla y la resolucio´n del sistema de ecuaciones.
3.3. Para poder obtener el valor de los objetivos es necesario establecer las he-
rramientas de postprocesado que permitan su evaluacio´n.
4. La u´ltima etapa de esta estructura para el disen˜o o´ptimo automa´tico la consti-
tuye el desarrollo de las estructuras de comunicacio´n entre los distintos bloques
desarrollados anteriormente.
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Conclusiones
En esta tesis se recoge el estudio del proceso de automatizacio´n del disen˜o o´ptimo
en fluidodina´mica. Con este objetivo se ha analizado la problema´tica de estos procesos
y se ha desarrollado una metodologı´a para permitir su aplicacio´n pra´ctica. Para ello
se han compaginado te´cnicas de computacio´n evolutiva y meca´nica de fluidos compu-
tacional con ensayos experimentales y te´cnicas de inteligencia artificial conexionista.
Esto ha supuesto no so´lo considerar las implicaciones de su uso de forma aislada, sino
tambie´n establecer procedimientos para enlazarlos y permitir el intercambio de infor-
macio´n entre ellos. Como resultado se ha obtenido un entorno de disen˜o estructurado
en tres mo´dulos diferenciados: el mo´dulo de bu´squeda, el mo´dulo de decisio´n y el
mo´dulo de decodificacio´n.
La definicio´n del mo´dulo de bu´squeda ha estado fuertemente condicionada por el
tipo de problemas de optimizacio´n que se han abordado. En primer lugar, las funciones
de calidad de estos problemas se caracterizan, de forma general, por poseer o´ptimos
locales dispersos rodeados de regiones de calidad pra´cticamente constante. En estos
casos, para conseguir procesos de bu´squeda eficientes, se requiere del uso de algo-
ritmos multipunto que minimicen la posibilidad del estancamiento de la solucio´n en
o´ptimos locales. En segundo lugar, cada problema concreto puede requerir de un pro-
ceso de evaluacio´n diferente. Por ello, el algoritmo de bu´squeda no puede depender
del sistema de evaluacio´n utilizado. Esto es, el procedimiento escogido para calcular
la calidad de las posibles soluciones no puede afectar a co´mo se realiza el proceso de
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bu´squeda. Estos dos factores han llevado a que se haya optado por el uso algoritmos
evolutivos.
En el caso del estudio de problemas con un u´nico objetivo se ha comenzado con
un algoritmo gene´tico cano´nico dado que es el ma´s utilizado en la bibliografı´a y puede
usarse como referencia para el resto de modelos utilizados. Aunque no ha resultado el
ma´s adecuado debido a sus problemas de convergencia prematura y dificultad de con-
trol sobre el proceso de exploracio´n y explotacio´n. Para solventar estos problemas y
aumentar la eficiencia de la bu´squeda se ha optado por el uso de algoritmos macroevo-
lutivos. En las pruebas realizadas, en disen˜o o´ptimo de aerogeneradores, velas, timones
y formas de carena, este algoritmo se ha mostrado como una solucio´n muy apropiada
y ha proporcionado mejoras en todos estos nuevos disen˜os.
Sin embargo existen un amplio rango de problemas de ingenierı´a en los que es
necesario optimizar simulta´neamente varios objetivos. Esto exige un planteamiento
distinto del proceso de bu´squeda ya que en estos problemas no es posible definir una
u´nica solucio´n o´ptima sino un conjunto de soluciones o´ptimas o frente de Pareto. Por
otra parte estos tipos de problemas suelen requerir introducir restricciones, tanto duras
como blandas, en el proceso de disen˜o, por lo que es deseable que estas se integren en
el propio algoritmo de bu´squeda. Dentro de los posibles algoritmos que permiten el uso
de restricciones en problemas multiobjetivo, se ha escogido el NSGA-II al ser el que ha
proporcionado mejor eficiencia. Adema´s, las pruebas realizadas dentro del entorno de
optimizacio´n, el disen˜o o´ptimo de perfiles aerodina´micos, han verificada la adecuacio´n
de este algoritmo al caso concreto de la resolucio´n de este tipo de problemas.
En cuanto a la evaluacio´n de los individuos, que en el caso fluidodina´mico ha de
basarse en la simulacio´n del comportamiento del fluido, es su alto coste computacional
el principal elemento que puede hacer que el proceso de optimizacio´n no sea viable. La
capacidad de ca´lculo actual hace que, salvo en casos muy concretos, la resolucio´n di-
recta de las ecuaciones de Navier-Stokes no sea posible, por lo tanto, ha sido necesario
estructurar el sistema de forma que permita integrar distintos simuladores que utilicen
modelos ma´s simplificados del comportamiento del fluido. Adema´s el proceso de op-
timizacio´n evolutiva so´lo se requiere una ordenacio´n de las alternativas. Ası´, aunque
los resultados del simulador no sean cuantitativamente exactos, mientras sean cualita-
tivamente correctos el resultado de la simulacio´n es aceptable para que el proceso de
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optimizacio´n alcance sus objetivos. Este criterio ha permitido introducir simplificacio-
nes todavı´a mayores en el modelado del flujo que reduzcan su coste computacional y,
por tanto, hacer computacionalmente viable la optimizacio´n.
Puesto que cada problema permite distintas simplificaciones y modelos, el mo´du-
lo de evaluacio´n se ha disen˜ado de tal forma que permita integrar cualquier tipo de
simulador. De este modo, lo u´nico que se requiere es adaptar la interfaz al simula-
dor concreto de forma que permita la comunicacio´n con el resto de la estructura del
entorno. En las pruebas presentadas se han utilizado distintos tipos de simuladores (im-
plementados especı´ficamente, de co´digo abierto y comerciales) y distintos modelos de
flujo y fluido (potencial, euler, viscoso y bifase). Por ejemplo, en el disen˜o de aeroge-
neradores se ha implemento un simulador propio considerando un flujo potencial, en la
optimizacio´n de carenas se ha utilizado un simulador de co´digo abierto en un sistema
bifa´sico y, adicionalmente, en el caso de la optimizacio´n de velas se ha utilizado un
simulador comercial con la consideracio´n de flujo laminar.
Como se acaba de indicar, la reduccio´n del coste computacional de la simulacio´n
es crı´tica y, por tanto, ha de utilizarse el simulador ma´s simple posible. Sin embargo,
en algunos casos, los modelos utilizados no recogen feno´menos que pueden modificar,
cualitativamente, el valor de la calidad de alguna de las alternativas. Para corregir estas
desviaciones sin incrementar significativamente el coste computacional se ha optado
por el uso de redes neuronales artificiales para la correccio´n de los valores proporcio-
nados por los simuladores. Con el objetivo de permitir el entrenamiento y el ajuste de
las redes neuronales se han utilizado datos experimentales, en el caso de los perfiles
bidimensionales obtenidos de la bibliografı´a y en las velas mediante ensayos en tu´nel
de viento. Este procedimiento ha permitido la reduccio´n del error desde un 14,5 % a
un 5 %, en el caso de los perfiles aerodina´micos y de un 11,54 % hasta 0,23 % en el
caso de las velas ensayadas.
Para la realizacio´n de los ensayos experimentales se han combinado te´cnicas de
fotogrametrı´a, medicio´n la´ser y medida y procesado de sen˜ales. Estas te´cnicas han
permitido obtener la forma de la vela y las fuerzas aerodina´micas que se generan sobre
la misma. El resultado de este proceso ha sido un sistema que permite repetir los en-
sayos del tu´nel aerodina´mico en el simulador y, con ello, obtener los datos necesarios
para el entrenamiento de la red.
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En lo relativo a al mo´dulo de decodificacio´n se ha establecido un procedimiento
para permitir el intercambio de la informacio´n entre los mo´dulos de bu´squeda y eva-
luacio´n. Este proceso se ha estructurado en dos etapas, una de definicio´n de la forma
y otra del mallado del dominio. Una de las dificultades de la primera ha sido el pasar
de una definicio´n parame´trica de la alternativa, que es con la que opera el mo´dulo de
bu´squeda, a una representacio´n tridimensional de su forma. Se han utilizado diversos
me´todos para la definicio´n de la forma: mediante secciones y estas mediante splines o
segmentos y la utilizacio´n de funciones polino´micas. Sin embargo estos procedimien-
tos requieren de un proceso complejo de parametrizacio´n y control de las superficies,
especialmente cuando se quiere conocer la influencia de cada uno de los para´metros
sobre la forma. Por este motivo, es el uso de superficies NURBS el que ha resultado
el me´todo ma´s adecuado para el tipo de problemas abordado. La ventaja de estas su-
perficies es que, al definirse mediante un conjunto de nodos de control que no forman
parte de la superficie, su parametrizacio´n es sencilla. Estos nodos operan como pun-
tos atractores de la superficie y su desplazamiento afecta u´nicamente a las regiones
ma´s pro´ximas al nodo, de este modo es posible evaluar de forma sencilla la influencia
de cada uno sobre la forma final y facilita la eleccio´n del nu´mero ma´s adecuado de
para´metros.
Una vez definida la forma de la alternativa es necesario realizar la discretizacio´n
del dominio para permitir su evaluacio´n mediante el simulador. Debido a la comple-
jidad de esta tarea y el alto coste computacional de la misma, no se ha determinado
una alternativa u´nica para el procedimiento de mallado, plantea´ndose un conjunto de
alternativas que, atendiendo a las caracterı´sticas propias del problema concreto, per-
mita escoger la ma´s eficiente. Desde el punto de vista de coste computacional los
procedimientos pueden ordenarse de menor a mayor como: generacio´n de una malla
estructurada, me´todos de inmersio´n de frontera, me´todos de desplazamiento de malla
y generacio´n de una malla no estructurada. La opcio´n ma´s adecuada serı´a siempre el
procedimiento de menor coste computacional, sin embargo esto no es siempre posi-
ble debido a las caracterı´sticas propias de cada uno de estos me´todos. Ası´, el me´todo
de generacio´n de una malla estructurada tiene su uso muy restringido a formas muy
sencillas y, por tanto, no es aplicable a formas complejas. Esta limitacio´n no afecta al
me´todo de inmersio´n de frontera, sin embargo, puesto que hace uso de una malla carte-
siana, no permite adaptar el taman˜o de las celdas y su orientacio´n en la inmediaciones
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del objeto. Como consecuencia se dificulta la captura de algunos feno´menos, espe-
cialmente los que ocurren en la capa lı´mite. Este inconveniente es solventado por los
me´todos de desplazamiento de malla, sin embargo, cuando la deformacio´n necesaria
es muy grande, su coste puede ser superior al de la generacio´n de una nueva malla.
Los tres mo´dulos anteriores, mo´dulo de bu´squeda, mo´dulo de evaluacio´n y mo´dulo
de decodificacio´n, constituyen un entorno de disen˜o automa´tico aplicable al problema
de disen˜o o´ptimo en fluidodina´mica. Esta estructura no se plantea co´mo una solucio´n
para un caso concreto sino como una herramienta gene´rica que puede adecuarse a
las necesidades particulares de cada problema. Con la finalidad de verificar de su ca-
pacidad de adaptacio´n para permitir su aplicacio´n pra´ctica, cada una de las distintas
alternativas planteadas se ha ensayado un problema real de ingenierı´a. Gran parte de
estos experimentos se han realizado dentro de proyectos de investigacio´n solicitados
por empresas o entidades pu´blicas en problemas de disen˜o o´ptimo de velas, timones y
aerogeneradores. En todos estos casos se han conseguido mejorar las caracterı´sticas de
los modelos de referencia utilizados. Por ejemplo, en el disen˜o de velas de competicio´n
se han mejorado un 4,73 % el para´metro de calidad frente al modelo de referencia y en
el disen˜o de timones un 68,7 %. Un segundo grupo de problemas lo forman el disen˜o
de carenas y la optimizacio´n multiobjetivo de perfiles aerodina´micos. El objetivo de
estos ensayos, adema´s de mejorar los disen˜os de partida, era servir como base para
nuevos proyectos de mayor envergadura y para abrir nuevas lı´neas de trabajo. En ellos,
se ha verificado la capacidad de la estructura propuesta para afrontar problemas de
muy elevado coste computacional de simulacio´n e integrar el tratamiento de mu´ltiples
objetivos y restricciones en el proceso de optimizacio´n.
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Capı´tulo 9
Lı´neas futuras de trabajo
El trabajo realizado ha llevado al desarrollo de un entorno de optimizacio´n au-
toma´tico para problemas de fluidodina´mica. Sin embargo este trabajo no puede con-
siderarse como un final de una lı´nea de investigacio´n, sino como un inicio para una
lı´nea de trabajo que, debido a su caracter interdisciplinar, permitar profundizar en cada
una de las a´reas de conocimiento involucradas y en su aplicacio´n a distintos problemas
reales de ingenierı´a.
Este u´ltimo punto debe tenerse muy presente ya que esta tesis no se ha desarrollado
como una aproximacio´n teo´rica, sino como una bu´squeda de soluciones a problemas
reales En esta bu´squeda de aplicacio´n a casos reales se han ido detectando deficiendas
y necesidades adicionales de la metodologı´a de disen˜o inicial. Es por ello que el trabajo
futuro que se plantea no implica u´nicamente mejoras en los procesos de bu´squeda y
simulacio´n, sino facilitar su aplicacio´n en nuevos problemas.
Esto supone que las futuras lı´neas de trabajo puedan resumirse en los siguientes
puntos:
Las necesidades especı´ficas de cada problema puede hacer que existan otros al-
goritmos de bu´squeda ma´s eficientes. Por ello la incorporacio´n de una libreria
de algoritmos, en una primera etapa u´nicamente evolutivos, ampliando la oferta
de algoritmos y, con ello, mejorando la eficiencia de la exploracio´n del espacio
de bu´squeda parece una aproximacio´n necesaria.
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El uso de simuladores de co´digo abierto permite optimizar el comportamiento
del entorno y reducir el tiempo de co´mputo requerido para el proceso de op-
timizacio´n. Como acciones futuras se pretende incrementar la integracio´n del
simulador, facilitando procesos de adaptacio´n de malla, paralelizacio´n de la si-
mulacio´n ası´ como la creacio´n de modelos propios especı´ficos para el problema
considerado.
Desarrollo de un marco de trabajo que permita al disen˜ador configurar el con-
junto de para´metros que intervienen en el proceso de optimizacio´n. Permitiendo,
de una forma sencilla seleccionar entre los distintos algoritmos de bu´suqeda y
modelos de simulacio´n posibles.
En los problemas especı´ficos abordados en esta tesis, concretamente en los pro-
blemas de disen˜o de velas de competicio´n y de timones, se han obtenido resultados
nume´ricos que proporcionan soluciones de mayor eficiencia. En la siguiente fase que
se inicia ahora, se retomara´ este trabajo para llegar a la construccio´n de los resultados
aquı´ obtenidos y analizar los resultados reales alcanzados.
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