Intermittent storage hydropower production is the only renewable source offering both a sufficient storage potential and a high temporal flexibility in production to ensure grid stability. However, hydropeaking (generation of peak discharges by hydroelectric operation) causes fluctuations in the wetted width, water depth, flow velocity, and bottom shear stress downstream of a hydroelectric facility. River biota are known to be affected by these changes, which leads for example to increased drift. Correspondingly, abundance and biomass of macroinvertebrates are frequently found to be reduced in impacted river stretches. Although there is sufficient evidence for increasing drift proportions due to hydropeaking, only few studies have highlighted the role of the rapidity of flow increase before and flow decrease after a peak event (ramping velocity). Here, we present the outcome of experimental hydropeaking in artificial flumes, mimicking two ramping velocity treatments (T1: 0.5 cm/min, T2: 1 cm/min water table change) in early and late spring (June '14, March '15). Macroinvertebrate drift was significantly higher in treatments as compared with control flumes. Drift proportions peaked during the up-ramping phase and were slightly lower during the peak discharge phase. Drift proportions of T2 treatments were significantly higher than those of T1 in June but not in March. Our findings suggest that hydropeaking requires thoughtful ramping management, to allow macroinvertebrates to seek for refugia on the stream bottom during the peak event. However, the evidence of daytime-dependent and seasonal drift patterns also plea for adaptive management, to account for the temporal variability of macroinvertebrate drift. World Energy Council, 2016). It is expected to increase globally with hotspots in Southeast Asia, South America, Africa, the Balkans, Anatolia, and the Caucasus (Zarfl, Lumsdon, Berlekamp, Tydecks, & Tockner, 2015) . Intermittent storage hydropower production is the only renewable
source offering a sufficient storage potential as well as flexibility in the production to provide grid stability (Niu & Insley, 2013; Scruton et al., 2005) .
Nevertheless, storage operation results in frequent discharge pulses commonly referred to as "hydropeaking" (Bratrich et al., 2004; Bretschko & Moog, 1990; Sauterleute & Charmasson, 2014) . Peaking hydroelectric operation leads to modifications of downstream hydrological characteristics, such as the wetted width, water depth, flow velocity, and bottom shear stress (Schmutz et al., 2015) and may additionally alter the thermal regime and the sediment budget (Hauer, 2016; Zolezzi, Siviglia, Toffolon, & Maiolini, 2011) . Even though high flows are a natural phenomenon, hydropeaking differs in terms of timing and frequency of peak flows, velocity of flow change (ramping velocity), and in the duration of an event (Arthington, Bunn, Poff, & Naiman, 2006; Lauters, Lavandier, Lim, Sabaton, & Belaud, 1996; Meile, Boillat, & Schleiss, 2011; Schmutz et al., 2013) . Consequently, river biota have to deal with changes in habitat conditions, food depletion, increased hydraulic stress, and a linked risk of drifting or stranding (Moog, 1993; Tonolla, Bruder, Schweizer, & Barcelo, 2017) . The abrupt discharge variations especially affect stream biota, which are not adapted to such harsh hydraulic conditions (Céréghino & Lavandier, 1998; Cushman, 1985; Graf et al., 2013; Moog, 1993; Schmutz et al., 2015) . Several recent studies have emphasized the impact of hydropeaking on fish, demonstrating negative effects on growth, survival rates, and reproduction (Finch, Pine, & Limburg, 2015; Holzapfel, Leitner, Habersack, Graf, & Hauer, 2016; Puffer et al., 2015; Schmutz et al., 2015) . Primary production was found to decrease due to high turbidity and scouring (Cashman, Harvey, Wharton, & Bruno, 2017; Hall et al., 2015) , whereas algal drift showed an increase (Kennedy et al., 2014) . Abundance and biomass of macroinvertebrates were frequently found to be reduced, due to increased hydraulic stress and resulting passive drift (Brooker & Hemsworth, 1978; Céréghino, Cugny, & Lavandier, 2002; Kennedy et al., 2014; Lauters et al., 1996; Parasiewicz, Schmutz, & Moog, 1998; Schülting, Feld, & Graf, 2016) .
The emigration of macroinvertebrates as a part of their behaviour is commonly termed active, behavioural, or voluntary drift (Waters, 1972) . It plays an important role for dispersal of macroinvertebrates and is an inherent part in the life cycle of many species (Matthaei, Uehlinger, & Frutiger, 1997; Minshall & Petersen, 1985; Moser & Minshall, 1996) . If the animals are forced to enter the drift unintentionally by dislodgement from the sediments, due to hydraulic stress, it is referred to as accidental, catastrophic, or involuntary drift (Brittain & Eikeland, 1988; Waters, 1972) .
Drift behaviour is strongly taxon-specific and is influenced by many environmental parameters, such as light, discharge, flow velocity, turbidity, thermal regime, substrate roughness, larval stage, food availability, predation, and benthic population density (e.g., Elliott, 1967; Poff, DeCino, & Ward, 1991; Waters, 1972) . There is evidence that the rapidity of the flow changes during hydropeaking events is of major importance regarding the harmfulness of a peak event for aquatic biota (Schmutz et al., 2015; Smokorowski, 2010) . The ramping velocity describes the duration of the water level increase or decrease in centimetre per time unit (Hauer, Schober, & Habersack, 2013; Schmutz et al., 2015) A lot of attention is given to the decrease of the water level due to the frequently reported stranding risk for juvenile fish (Auer, Zeiringer, Führer, Tonolla, & Schmutz, 2016; Saltveit, Halleraker, Arnekleiv, & Harby, 2001; Schmutz et al., 2015; Scruton et al., 2005) . Only few studies have emphasized the velocity of flow increases, which seems to be relevant in terms of macroinvertebrate drift (Smokorowski, 2010; White & Wade, 1980) . The existing studies indicate that if the increase of flow occurs gradually, macroinvertebrates may be able to find shelter in the hyporheic zone resulting in lower drift densities (Armanini et al., 2014; Miller & Judson, 2014; Timusk, Smokorowski, & Jones, 2016) . Miller and Judson (2014) even suggest that changes in discharge may have higher impact on macroinvertebrate communities than the flow magnitude itself. Consequently, measures aiming to reduce ramping velocities may mitigate the negative effects associated with storage operated hydropower plants Tonolla et al., 2017) . Predicting the drift responses linked to varying ramping velocities may support the development of effective management practices below hydroelectric facilities, towards environmental flows aiming to maintain biological integrity (Poff et al., 1997; Poff & Zimmerman, 2009 ).
However, there are only few studies (e.g., Imbert & Perry, 2000) quantifying the effect of changed ramping velocities on macroinvertebrates and there remains a need to examine biotic reactions in the course of a hydropeaking event. The existing field studies report contradictory evidence about effects of hydropeaking on macroinvertebrate densities (e.g., Almodóvar & Nicola, 1999; Fuller et al., 2010; Moog, 1993) and biodiversity (e.g., Céréghino et al., 2002; Moog, 1993; Smokorowski et al., 2011) due to local characteristics (Jones, 2013) . To test the short-term response of an unaffected taxa composition under controlled conditions, we used an experimental approach that allowed mimicking hydropeaking events with different ramping properties in outdoor flumes. We assessed the impact of hydropeaking using macroinvertebrate drift as a measure of response.
We further quantified the importance of the ramping velocity, comparing two ramping simulations. To account for seasonal and daytime-dependent variation, experiments were conducted at day and night in late spring 2014 and early spring 2015. We specifically hypothesized that macroinvertebrate drift reactions during hydropeaking will be strongest during the flow increase (up-ramping), whereas drift proportions will decrease during the course of the hydropeaking event (during peak and down-ramping). We expected higher drift during hydropeaking events with high up-and downramping velocities compared to those with lower ones. The ramping velocities were chosen based on expert knowledge and (partly unpublished) field data (Greimel et al., 2017; Pfaundler & Keusen, 2007) . Each experimental setting was conducted during daytime as well as after sunset, because the activity of different taxa changes with the photoperiod (Elliott, 1967; Flecker, 1992; McLay, 1968) . All six flumes could be used simultaneously, but three flumes (connected to one mixing basin) served as treatment and the other three (connected to the other basin) as simultaneous control flumes, discharged with constant flow.
All experiments were repeated, with control and treatment flumes switched, to account for possible flume-specific bias (e.g., exposition and location). This resulted in six experimental units for each treatment (two "ramping simulations": T1 = 0.5 cm/min, T2 = 1 cm/min) and six experimental units for the simultaneous controls (C1 and C2). Experiments were repeated during day and night in June '14 and March '15, resulting in 48 units per season; see also Schülting et al. (2016) . Unfortunately, we had to exclude two experimental units in June (leaky buckets) and one in March (mistake in the laboratory). The resulting number of observations (N) per experimental setup is given in Table 2 .
Before each experimental run, donor populations were sampled with a hand net (mesh size 100 μm) at the brook "Lunzer Seebach," were applied. This was followed by a 20-min peak flow. After 10 (P1) and 20 min of the peak (P2), the drift net was exchanged to obtain information about temporal drift pattern during the peak. Finally, during the down-ramping phase, the water level was decreased again to low flow (DR) with corresponding ramping velocities (T1 and T2). Parallel controls with constant low flow of 2 L/s were conducted simultaneously, using the same timeline as the respective treatment settings.
The samples of each flume and phase were fixed in formaldehyde (4%) and stored in separate containers for identification in the laboratory.
After each experiment, the substrate from the flumes was flushed and turned carefully to remove the remaining animals from the flumes and for determination of the initial macroinvertebrate densities in each flume. These were then also fixed and stored in containers. Due to the different ramping velocities in both treatments, the duration of the treatments and simultaneous controls were differing between ramping simulations, as presented in Table 1 above the sediment surface (v 38% ), which was used to calculate the mean flow velocity after Kreps (1975;  Equation (1)).
Additionally, the flow velocity near the sediment surface was measured approximately 1 cm above the substrate surface. Bottom shear stress was estimated with "Fliesswasserstammtisch" hemispheres after Statzner and Müller (1989) . The abiotic parameters are presented in Table 1 .
| Analyses
The samples were identified (following Bauernfeind & Humpesch, 2001; Glöer et al., 1994; Tachet, Richoux, Bournaud, & UsseglioPolatera, 2000; J. Waringer & Graf, 2011) , sorted, and counted in the laboratory. The taxonomic level of identification was based on Ofenböck, Moog, Hartmann, and Stubauer (2010) . Ephemeroptera, Plecoptera, and Trichoptera taxa were identified to lower levels (genus/ species) if possible, whereas Diptera taxa were identified to family and Oligochaeta only to order level. Stagnobiont benthic organisms from Lake Lunz were not detected in our samples. We excluded those specimens from the dataset which drifted during the adaptation period. To gain additional information, the specimens of Diptera, Ephemeroptera, Plecoptera, and Trichoptera were measured and categorized into three size classes (0-2 mm, 3-5 mm, >5 mm) in half of the samples of June experiments and all of the samples of March experiments. Details are presented in Figure S2 .
Drift intensities were assessed with two approaches: (a) drift proportions and (b) taxon-specific drift shares (in %): Drift proportions correspond to the relative drift frequency represent the number of drifted specimens divided by the total number of specimens for each experimental unit (Equation (2)). The drift proportions were calculated for each hydropeaking event and additionally for each experimental phase (Equations (2) and (3)).
total drift proportion:
for example; drift proportion during peak Equation
S…Sum of specimens; UR…upramping; P…peak; DR…downramping:
For taxonomic considerations and to be able to consider taxa with relatively low abundances, we additionally determined the shares of the drifted specimens for each taxon by summing drifted and total individuals of each taxon over all flumes of each experimental simulation (Table S5 ).
Statistical and graphical analyses were conducted using R version 3.2.4 and MS Excel. We tested for normality and variance homogeneity using the Shapiro-Wilk test (Shapiro & Wilk, 1965 ) and Levene's FIGURE 2 Change in discharge with different sampling phases for both ramping simulations. AP: adaptation period; DR: down-ramping; P1 and P2: first 10 min of the peak and second 10 min of the peak test (Levene, 1960) , respectively. Because assumptions for a t test or analysis of variance were not met for all data, the Mann-Whitney test was performed for testing if drift proportion significantly differed between different experimental settings. To express the distance between the drift compositions in different experimental simulations of both sampling seasons, nonmetric multidimensional scaling (Kruskal, 1964) was performed with taxon-specific drift proportions based on the Bray-Curtis dissimilarity index. Hedge's g was calculated for total drift proportions and for taxa occurring in a sufficiently high number of experimental units (N > 6) per up-ramping setting to interpret the taxon-specific treatment effects (Hedges, 1981) . Hedges' g is a measure of effect size and expresses the difference of an experimental group from its control group (Equation (4), where x marks the mean of the respective test group and s * the pooled variance). Therefore, it also accounts for the different durations of the different ramping simulations. To account for bias due to small sampling sizes, we used a correction factor (Equation (5), where n marks the size of respective test group) as recommended in Hedges (1981) . According to Cohen (1988) values between 0.2 and 0.5 mark a small effect, values between 0.5 and 0.8 a medium effect and values higher 0.8 represent a large effect.
correction: Heptageniidae and Gastropoda showed low drift in both treatment and control runs (Table S5 ).
The multivariate analysis of taxon-specific drift proportions illustrates the differences between hydropeaking treatments and parallel controls, as well as a seasonal pattern (Figure 4) . Seasonal drift patterns were driven by differing population structure and by higher drift proportions in June which was significant for hydropeaking treatments TABLE 2 Number of experimental units and specimens (mean, min., max.) per experimental set-up; drift proportions (mean, min., max.) measured in the experimental phases and in total per experimental set-up; effect size (Hedge's g) per experimental setting and separately determined for the up-ramping phase and down-ramping phase (Table S5) . We further detected size-specific drift patterns with higher drifted shares of small sized specimens ( Figure S2 ) as well as higher drift proportions at night in both sampling seasons and both ramping simulations ( Figure S1 ). This trend was insignificant in controls and significant in hydropeaking experiments (June: U = 22, P < 0.01; March: U = 27, P < 0.01).
| Drift in different experimental phases
Among the 26% of all specimens that drifted during the peak event in
hydropeaking treatments, nearly a half drifted during UR ( 
| Comparing ramping velocities
The two ramping simulations (T1 and T2) showed significantly different drift proportions (U = 34, P < 0.05) in June (Figure 3) , with more pronounced differences during night ( Figure S1 ). The generally lower treatment effects did not differ between ramping simulations in March (Figure 3) . During the day, higher drift proportions were found in T1, and opposite patterns were detected at night ( Figure S1 ). proportions of T2 were higher after UR and the difference to T1 increased during the experiment. Based on Hedge's g, which was −1.0 for total drift proportions of both treatments in June (Table 2) , the effect size is large (Cohen, 1988) . The simultaneous controls
showed an opposite or neural pattern, with significantly higher drift proportions for C1 in June (U = 20, P < 0.01). This may be explained by the longer duration of the C1 runs (Table 1) , which correspondingly lead to higher numbers of drifted specimens compared with C2. Figure 6 displays the effect sizes (Hedge's g) for families which occurred in a sufficiently high number of replicates. The majority of the selected taxa (14) showed lower hydropeaking treatment effects in T1 (e.g., Hydropsychidae, Rhyacophilidae, Leptoceridae), whereas FIGURE 3 Macroinvertebrate drift proportions in control and treatment runs, separated by season and ramping simulations, T1 versus T2. Outliers are marked as points. Bottom and top of the box represent the lower and upper quartiles, the band marks the median and the white squares within the box mark the means. Minimum and maximum are defined by the whiskers. Number of observations are given in Table 2 FIGURE 4 Ordination graph for a two-dimensional nonmetric multidimensional scaling (stress: 0.2) showing the distance between all experimental units based on the Bray-Curtis dissimilarity index of drift proportions of all species opposite but weaker patterns were observed for six taxa, such as for Lymnaeidae ( Figure 6 ) compared with T2 experiments. These patterns are mainly driven by June experiments, where most taxa (e.g., Elmidae, Nemouridae, and Hydropsychidae) exhibited lower drifted shares in the T1 treatments compared to T2 (Table S5 ). In March, this was only observed for few taxa, such as Chironomidae. In contrast, we detected opposite patterns of higher drift during T1 experiments for some taxa in March (Leptophlebiidae and Scirtidae).
4 | DISCUSSION
| General and trait-specific drift patterns during hydropeaking
Various negative impacts of induced discharge fluctuations (i.e., hydropeaking) on riverine biota have been reported (e.g., Cushman, 1985; Graf et al., 2013; Schmutz et al., 2013) . Hydropeaking leads to unintentional dislodgement from the sediments due to the exceedance of taxon-specific, flow-related thresholds, such as near-bed shear stress or flow velocity , Gibbins, Vericat, Batalla, & Buendia, 2016 . Accordingly, we found hydropeaking treatments and the increase in shear stress to lead to a general but taxon-specific increase in macroinvertebrate drift. Drift during hydropeaking increased fourfold (June '14) and twofold (March '15), which corresponds to the ranges reported in previous field studies (e.g., Timusk et al., 2016; White & Wade, 1980) . But also higher drift increases due to hydropeaking have been reported. Moog In particular, Elmidae, Hydropsychidae, Ephemerellidae, and Chironomidae showed a high treatment effect, whereas Heptageniidae and Lymnaeidae were less affected (Table S5) . Right: Mean abundances and shares (expressed in percent) of drifted specimens in the experimental phases of the treatments (up-ramping: UR, peak 1: P1, peak 2: P2, down-ramping: DR) and the remaining specimens FIGURE 6 Hedge's g for taxon-specific effects of treatments T1 and T2. Dotted lines separate taxa with stronger effects imposed by T2 (upper part) from those with stronger effects imposed by T1 (middle part) and neutral taxa showing no difference (lower part). Colours mark effect strength thresholds according to Cohen (1988) : 0.2-0.5: small effect; 0.5-0.8: moderate effect; >0.8 large effect 1997). Also, the drift patterns observed for the other families go in line with findings from previous studies (e.g., Castro, Hughes, & Callisto, 2013; Timusk et al., 2016) , whereas low drift response found for
Heptageniidae stand in contrast to findings by Timusk et al. (2016) .
They discuss that even though Heptageniidae showed high drift, they have the ability to quickly exit the drift again, which would explain their enhanced abundances in hydropeaking affected stretches, reported by Moog (1993) . Further, we were surprised by high treatment effects of Hydropsychidae, due to its association to the interstices in fast flowing river sections (Petersen, 1987; Schuhmacher, 1970 ). Yet other studies reported correspondingly strong drift responses (Castro et al., 2013; as well as reduced abundances in hydropeaking affected river stretches (Céréghino et al., 2002; De Jalon, Sanchez, & Camargo, 1994; Novotny, 1985) .
Some of the observed taxon-specific responses can be explained by morphological and behavioural adaptations to increased shear stress (Céréghino et al., 2002; Graf et al., 2013) . Rheophilic taxa, such as Rhithrogena sp. (Heptageniidae), have morphological adaptations and are known to be relatively resistant to sudden flow increases (Cabaltica & Kopecki, 2013; Schmedtje & Colling, 1996) . Leuctridae are associated with the interstices , where the effect of increased shear stress remains low during peak events. Low drift proportions shown by these taxa go in line with other studies reporting low effects of hydropeaking operation on these traits (De Jalon et al., 1994; Graf et al., 2013; Moog, 1993) . Lepidostomatidae and Leptoceridae which are frequently found shredding and grazing on the sediment surface in slow flowing areas (Schmedtje & Colling, 1996; Waringer & Graf, 2011 ) are more exposed to flow fluctuations and therefore showed high drift response ( Figure S4 ).
Individual size and life stage of macroinvertebrates has to be considered as a further influencing parameter ( Figure S2 ), as also suggested by other authors (Bacher & Waringer, 1996; Statzner, 1988; Statzner & Holm, 1989) . This, however, could not explain seasonal variability in hydropeaking-induced drift responses, because single taxa of the same size classes still showed higher drift proportions in June.
Our results further propose that hydropeaking can have different impacts during different times of the day, as well as in different seasons. Due to increased activity during night (Elliott, 1967; Poff et al., 1991) , the animals are more exposed to the current and more affected by sudden increase in shear stress. Similarly, the higher water temperature in June possibly led to higher drift proportions compared to
March. Previous studies indicate that, similarly to photoperiod, temperature is a trigger for activity, which increases the risk of passive drift (Shearer, Hayes, & Stark, 2002; Williams, 1990; Winterbottom, Orton, & Hildrew, 1997) .
Increased drift combined with habitat alteration due to hydropeaking-induced hydraulic stress is linked to a decline in macroinvertebrate abundance and biomass (Brooker & Hemsworth, 1978; Céréghino et al., 2002; Kennedy et al., 2014; Lauters et al., 1996; Parasiewicz et al., 1998 2016; Cashman et al., 2017) or reduced availability of sites for oviposition and emergence of merolimnic organisms may play a major role for reported reductions of macroinvertebrate abundances (Hoffmann & Resh, 2003; Kokavec et al., 2017) .
| Impact of ramping and ramping velocities
In previous studies, drift peaks were recorded in the beginning of the hydropeaking event, during the up-ramping phase and the first minutes of the peak (e.g., Imbert & Perry, 2000; Perry & Perry, 1986; Timusk et al., 2016) . Bruno et al. (2010) reported a quick macroinvertebrate drift response during a sevenfold discharge increase below a dam in an Alpine stream. Drift peaks were reached in 5 to 10 min after the flow increase. These findings were supported by our results where the highest drift proportions were measured during the up-ramping phase, followed by the peak phase. Specimens of most taxa, especially of those associated to the substrate surface (e.g.,
Ephemerellidae and Nemouridae) tended to show the highest drift during the flow increase and lower drift proportions during peak and down-ramping ( Figure S3 ). Most likely, the flow sensitive and flow exposed specimens drifted first, whereas those which were able to retreat to flow refugia remained in the flumes during the experiment.
Similar considerations have been made by Bird and Hynes (1981) and Bruno et al. (2016) .
The observed patterns as well as outcomes from previous studies (e.g., Imbert & Perry, 2000) therefore indicate that up-ramping marks a crucial phase within a peak event regarding macroinvertebrate drift.
Allowing hydropower operators to increase flow to an unlimited extend is considered to negatively impact stream biota Smokorowski et al., 2009) . If the increase of flow occurs gradually, macroinvertebrates may be able to find shelter in the hyporheic zone, resulting in lower drift densities (Armanini et al., 2014; Miller & Judson, 2014; Timusk et al., 2016) . Our results partly go in line with this argumentation and support the hypothesis of lower drift proportions, when ramping velocities are low.
In June, the difference between both ramping settings increased during the course of the peak, suggesting that at slow flow increases, the animals have more time to find shelter, before flow-related, drifttriggering thresholds are reached. This then leads to reduce drift even after the flow increase. At night, we saw even stronger differences between both ramping treatments ( Figure S1 ), indicating that at times of high macroinvertebrate activity (Elliott, 1967) , the ramping veloci- Leptophlebiidae, Leuctridae, and Lymnaeidae) seemed to be more affected by the duration of the peak event, which was higher in the T1 treatments.
In March, drift during experiments of both ramping settings did not show any differences. As mentioned above, the specimens generally showed significantly lower drift in March, possibly due to low water temperatures and reduced activity (Schülting et al., 2016; Shearer et al., 2002) . If a high proportion of the specimens already dwells in the substrate before the peak, the up-ramping velocity may be of minor importance. Furthermore, the duration of the slow ramping treatment may overrule positive effects of lower ramping velocities in this case, because the hydraulic forces act on the animals for a longer time.
The drift proportion during flow decrease was low compared with the up-ramping phase, and there was no difference detectable between T1 and T2. Only Chironomidae showed constantly high drift and Leuctridae as well as Baetidae showed a slight peak in drift proportions during the down-ramping ( Figure S3 ), which may be interpreted as an active drift following the peak event to find a more favourable and stable habitat (Naman, Rosenfeld, & Richardson, 2016) . The down-ramping phase most likely does not considerably affect the benthic drift (Bruno et al., 2016) but may be of considerable importance regarding the stranding of benthic organisms (Perry & Perry, 1986) . To our knowledge, quantifications are largely missing.
The experimental approach enabled to reduce external drift influencing factors to disentangle the complex interlinks between benthic drift and the studied hydropeaking properties. Nevertheless, we are well aware of the limitations of this approach and its simplification of the natural environment. We tested only short-term effects of single peak events. The drift responses are expected to decrease in the course of multiple peaks, due to the reduction of sensitive organisms in previous events (Bruno et al., 2016; White & Wade, 1980) . However, it was our intention to quantify the immediate effect on unaffected populations, which is impossible to find in pulse-affected rivers, unless the power company agrees to cooperate (Castro et al., 2013; Tuor et al., 2014; Tupinambás et al., 2014) .
The tested ramping velocities represent characteristic values, chosen based on expert knowledge and on (partly unpublished) field data (Greimel et al., 2017; Pfaundler & Keusen, 2007) . But also much more abrupt discharge releases can occur below outlets, depending on the characteristics of the river and the hydropower facility (Pfaundler & Keusen, 2007) . In this case, a reduction of up-ramping velocities may show more distinct effects on macroinvertebrates even at times of low benthic activity. We suggest that a higher gradient of up-ramping velocities should be tested in future studies, which would be necessary for definition of robust and effective management recommendations.
| Conclusions and management implications
Our study indicates that (besides the flow amplitude) the ramping velocity is a major ecological factor impacting benthic organisms. 
