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Abstrak 
Terdapat ribuan informasi lowongan pekerjaan yang dapat 
diakses melalui internet. Implementasi sistem rekomendasi 
pekerjaan dapat memudahkan pelamar dalam memberikan 
penilaian terhadap ribuan informasi lowongan pekerjaan. Sistem 
rekomendasi pada umumnya berjenis content-based atau 
collaborative. Sistem tersebut masih memiliki kelemahan. Oleh 
karena itu, pada Tugas Akhir ini akan diajukan sistem 
rekomendasi hybrid yang menggabungkan jenis sistem 
rekomendasi content-based dan collaborative untuk mencari 
pekerjaan. 
Terdapat beberapa tahapan dalam proses sistem rekomendasi 
lowongan pekerjaan ini. Tahap pertama adalah proses pra-
pemrosesan teks pada dokumen teks profil pelamar dan pekerjaan. 
Tahap kedua adalah pencarian kesamaan teks pada kumpulan teks 
profil pelamar dan pekerjaan menggunakan metode LSI (Latent 
Semantic Indexing). Tahap ketiga adalah pemodelan hubungan 
kumpulan pelamar dan pekerjaan dalam graf. Tahap keempat 
adalah pengukuran tingkat rank node pada graf model hubungan 
objek rekomendasi menggunakan Algoritma 3A. 
Uji coba pada tugas akhir ini menggunakan data pelamar, 
data pekerjaan, dan data feedback pelamar terhadap pekerjaan. 
Uji coba dilakukan dengan memberikan rekomendasi pekerjaan 
pada sejumlah pelamar menggunakan spesifikasi nilai parameter 




pengujian menunjukan bahwa sistem rekomendasi pekerjaan ini 
dapat memberikan nilai presisi sebesar 52,37%. 
 
Kata kunci: Text Mining, Sistem Rekomendasi, Graf, Node 
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Abstract 
There are thousands of job information that can be accessed 
via the internet. Implementation of recommendation systems can 
facilitate job applicants in providing an assessment of thousands 
of job information.. Recommender system usually use content-
based system or collaborative system. These systems still have 
flaws. Therefore, this final project will propose hybrid 
recommender system that combine content-based and 
collaborative system to find a job. 
There are several phases in the process of this job 
recommender system. The first phase is the pre-processing text in 
the text documents of job and applicant profile. The second phase 
is to find similarity between the collection of text documents of job 
and applicant profile using LSI (Latent Semantice Indexing). The 
third phase is a construction of graph that model the relationship 
between collection of job and applicant. The fourth phase is to rank 
the importance of job and applicant in the graph using 3A 
Algorithm.  
The testing phase will use applicant data, job data, and 
applicant's feedback data towards the jobs. The test is done by 
providing job recommendations on a number of applicants using 
different parameter value spesifications in 3A Algorithm and 
different type of recommender systems. Result of the tests show that 
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1 BAB I  
PENDAHULUAN 
Bab ini membahas garis besar  penyusunan Tugas Akhir yang 
meliputi latar belakang, tujuan pembuatan, rumusan dan batasan 
permasalahan, metodologi penyusunan Tugas Akhir, dan 
sistematika penulisan. 
1.1. Latar Belakang 
Bekerja merupakan aktivitas utama seorang individu untuk 
dapat mencari nafkah dan berkontribusi kepada masyarakat. 
Memiliki pekerjaan merupakan suatu keharusan agar seseorang 
dapat bertahan hidup. Namun terkadang pelamar membutuhkan 
waktu yang tidak sebentar untuk bisa menemukan pekerjaan yang 
sesuai. Meskipun informasi lowongan pekerjaan dapat mudah 
dicari melalui internet, pelamar tetap harus melihat setiap 
informasi lowongan pekerjaan yang ada untuk dapat memberikan 
penilaian dan menemukan pekerjaan yang sesuai. Waktu mencari 
informasi lowongan pekerjaan akan dapat dipersingkat jika 
penilaian dan pemilihan informasi lowongan pekerjaan yang 
sesuai dilakukan oleh suatu sistem pada komputer. 
Sistem rekomendasi merupakan sebuah sistem yang dapat 
memberikan suatu prediksi kemungkinan item yang disukai oleh 
pengguna. Pelamar dapat menggunakan sistem rekomendasi untuk 
mencari pekerjaan yang sesuai dalam waktu yang singkat. Pada 
umumnya, sistem rekomendasi yang telah ada berjenis content-
based atau collaborative [1]. Sistem rekomendasi content-based 
bekerja dengan mencari kesamaan antara atribut pada profil 
pelamar dan deskripsi pekerjaan. Sistem rekomendasi 
collaborative memberikan rekomendasi sesuai dengan preferensi 
atau selera pelamar terhadap pekerjaan. Perbedaan antara sistem 
rekomendasi content-based dan collaborative adalah sistem 
rekomendasi collaborative memerlukan interaksi pelamar pada 





pekerjaan, sedangkan sistem rekomendasi content-based tidak 
memerlukan interaksi pelamar karena hanya bergantung pada 
profil pelamar dan pekerjaan. 
Namun, sistem rekomendasi content-based dan collaborative 
masih memiliki kelemahan. Salah satu kekurangan dari 
rekomendasi content-based adalah over-specialization [1] dimana 
rekomendasi yang diberikan tidak beragam. Hal tersebut 
disebabkan karena sistem rekomendasi ini hanya mengacu pada 
konten profil pelamar dan pekerjaan saja. Sistem rekomendasi 
collaborative memiliki masalah cold start, dimana rekomendasi 
yang diberikan tidak maksimal pada awal mulainya sistem  [2]. Hal 
ini disebabkan karena masih belum ada interaksi pelamar pada 
sistem.  
Oleh karena itu dikembangkan sistem rekomendasi hybrid 
yang menggabungkan sistem rekomendasi content-based dan 
collaborative. Sistem rekomendasi hybrid ini terdiri dari beberapa 
tahap: 1) Tahap pra-pemrosesan teks dokumen; 2) Tahap 
pengukuran kemiripan entitas (pelamar dan pekerjaan); 3) Tahap 
konstruksi graf; 4) Tahap node ranking pada graf. Sistem 
rekomendasi hybrid ini diharapkan dapat mengatasi kelemahan 
dari masing - masing sistem rekomendasi content-based dan 
collaborative dan menghasilkan rekomendasi yang lebih akurat. 
 
1.2. Rumusan Masalah  
Rumusan masalah pada tugas akhir ini adalah sebagai berikut: 
1. Bagaimana cara melakukan ekstraksi fitur teks? 
2. Bagaimana cara menghasilkan rekomendasi lowongan 
pekerjaan yang sesuai untuk pelamar? 
3. Bagaimana cara melakukan evaluasi terhadap hasil 
rekomendasi pekerjaan? 
1.3. Batasan Masalah  
Batasan masalah pada tugas akhir ini adalah sebagai berikut: 
3 
   
   
   
1. Sistem rekomendasi yang dibuat hanya memberikan 
rekomendasi pekerjaan kepada pelamar. 
2. Sistem rekomendasi dibuat berbasis desktop dengan 
menggunakan bahasa pemrograman Python. 
3. Sistem rekomendasi akan menggunakan beberapa class 
library, yaitu : 






4. Data yang digunakan dalam sistem rekomendasi yaitu : 
- Data pelamar yang didapatkan melalui metode web 
scrapping pada website www.indeed.com [3].  
- Data lowongan pekerjaan yang didapatkan pada  website 
nycopendata.socrata.com [4]. 
- Data feedback pelamar terhadap pekerjaan dibuat secara 
manual oleh penulis. 
5. Data yang digunakan menggunakan teks dalam Bahasa 
Inggris. 
1.4. Tujuan  
Tujuan pembuatan Tugas Akhir ini adalah untuk membuat 
sistem yang dapat memberikan rekomendasi pekerjaan yang sesuai 
untuk pelamar dengan menggunakan Algoritma 3A (Actor, Asset, 
Activites) dan metode Latent Semantic Indexing. 
 
1.5.  Manfaat  
Manfaat pembuatan Tugas Akhir ini adalah untuk membantu 







 Tahap yang dilakukan untuk menyelesaikan Tugas Akhir ini 
adalah sebagai berikut: 
 
1. Penyusunan proposal tugas akhir 
Di dalam proposal tugas akhir ini dijelaskan mengenai 
deskripsi pendahuluan dari tugas akhir yang akan dibuat. 
Pendahuluan berisi dari latar belakang alasan adanya usulan 
tugas akhir, rumusan masalah yang dibawa, batasan- batasan 
permasalahan, tujuan serta manfaat dari pembuatan tugas 
akhir ini. Sebagai bahan referensi pendukung dari usulan 
tugas akhir yang akan dibuat, maka dijelaskan pula tinjauan 
pustaka. Selain itu, terdapat metodologi sebagai 
langkahlangkah dalam pembuatan tugas akhir, dimulai dari 
penyusunan proposal hingga penyusunan buku tugas akhir 
dan sebagai haluan jadwal pelaksanaan tugas akhir 
dilampirkan pula jadwal kegiatan. Pada proposal ini, penulis 
mengajukan gagasan mengenai implementasi sistem 
rekomendasi pekerjaan berjenis hybrid menggunakan 
Algoritma 3A dan metode LSI (Latent Semantic Indexing). 
  
2. Studi literatur 
Pada tahap ini dilakukan pencarian informasi dan studi 
literatur terkait beberapa teori pendukung serta pustaka 
pendukungnya yang antara lain cara pengambilan data, 
sistem rekomendasi hybrid, algoritma pengukuran (ranking) 
3A, kemiripan teks dengan metode LSI.  
 
3. Implementasi  
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Pada tahap ini dilakukan implementasi aplikasi pada sistem 
rekomendasi dan dibangun dengan bahasa pemrograman 
Python. Versi Python yang digunakan adalah Python 2.7 
dengan pustaka antarmuka PyQt. 
 
4. Uji Coba dan Evaluasi 
Pada tahap ini dilakukan uji coba aplikasi dan evaluasi 
terhadap implementasi metode pada aplikasi. Tahap uji coba 
dilakukan dengan mencari tahu pengaruh parameter – 
parameter dalam Algoritma 3A pada hasil rekomendasi dan 
mencoba proses rekomendasi dengan jenis sistem 
rekomendasi yang berbeda. Tahap evaluasi dilakukan 
dengan menghitung tingkat presisi hasil rekomendasi 
pekerjaan untuk pelamar.  
 
5. Penyusunan Buku Tugas Akhir 
Tahap ini merupakan tahap dokumentasi dari tugas akhir. 
Buku tugas akhir berisi dasar teori, perancangan, 
implementasi dan hasil uji coba dan evaluasi dari sistem 
rekomendasi yang dibangun.  
1.7. Sistematika Penulisan 
Buku Tugas Akhir ini terdiri atas beberapa bab yang tersusun 
secara sistematis, yaitu sebagai berikut. 
1. Bab I. Pendahuluan 
Bab pendahuluan berisi penjelasan mengenai latar belakang 
masalah, rumusan masalah, batasan masalah, tujuan, 
manfaat dan sistematika penulisan Tugas Akhir. 
2. Bab II. Tinjauan Pustaka 
Bab tinjauan pustakan berisi penjelasan mengenai dasar 
teori yang mendukung pengerjaan Tugas Akhir. 





Bab analisis dan perancangan berisi penjelasan mengenai 
analisis kebutuhan, perancangan sistem dan perangkat yang 
digunakan dalam pengerjaan Tugas Akhir serta urutan 
pelaksanaan proses. 
4. Bab IV. Implementasi 
Bab implementasi berisi pembangunan implementasi sistem 
rekomendasi dengan Algoritma 3A sesuai dengan rumusan 
masalah dan batasan yang sudah dijelaskan pada bagian 
pendahuluan. 
5. Bab V. Uji Coba dan Evaluasi 
Bab uji coba dan evaluasi berisi pembahasan mengenai hasil 
dari uji coba yang dilakukan terhadap sistem rekomendasi 
pekerjaan. 
6. Bab VI. Kesimpulan dan Saran 
Bab kesimpulan dan saran berisi kesimpulan hasil 
penelitian. Selain itu, bagian ini berisi saran untuk 
pengerjaan lebih lanjut atau permasalahan yang dialami 







2 BAB II 
TINJAUAN PUSTAKA 
Bab tinjauan pustaka berisi mengenai penjelasan teori yang 
berkaitan dengan implementasi sistem rekomendasi. Penjelasan 
tersebut bertujuan untuk memberikan gambaran mengenai sistem 
yang akan dibangun dan berguna sebagai pendukung dalam 
pengembangan sistem rekomendasi. 
 
2.1.  Data Masukan Sistem Rekomendasi 
Sistem rekomendasi yang akan dibuat memerlukan 3 jenis data 
masukan yaitu data pelamar, data pekerjaan,  dan data feedback 
pelamar terhadap pekerjaan [2]. Data pelamar berisi deskripsi 
profil pelamar, data pekerjaan berisi deskripsi pekerjaan, dan data 
feedback pelamar terhadap pekerjaan berisi riwayat ketertarikan 
pelamar terhadap suatu pekerjaan. Setiap data pelamar dan 
pekerjaan akan dibagi ke dalam beberapa kelas yaitu kelas 
management, IT, engineering, medical, supply-chain, dan legal. 
Proses klasifikasi data pelamar dan pekerjaan akan dijelaskan pada 
Bab III. Berikut penjelasan 3 jenis data masukan : 
a. Data pelamar  
Data terdiri dari 5 bagian yaitu Id, Name, Experience, 
Education, dan Degree. Data pelamar didapatkan melalui 
proses web crawling pada website www.indeed.com [3]. 
Contoh data pelamar dapat dilihat pada Tabel 2.1. Pada 
contoh data tersebut dapat terlihat bahwa seorang pelamar 
bernama Cheyenne Jenkins dengan id JC-1 memiliki 
pengalaman kerja sebagai volunteer di  institusi Greater 
Mount Carmel. Pelamar tersebut memiliki gelar bachelor dari 
institusi pendidikan Prepatory Academy for Writers. 
Penjelasan setiap bagian adalah sebagai berikut : 
- Id merupakan suatu penanda unik untuk setiap pelamar. 





Candidate) diikuti dengan nomor sekuens data pelamar. 
Contoh id pelamar adalah “JC-132”. 
- Name merupakan nama dari pelamar.  
- Experience berisi deskripsi riwayat pengalaman kerja 
pelamar. 
- Education berisi nama institusi pendidikan yang telah 
ditempuh pelamar.  
- Degree adalah gelar pendidikan yang dimiliki pelamar. 
 
Tabel 2.1 Contoh Data Pelamar 














b. Data pekerjaan  
Data terdiri dari 6 bagian yaitu Id, Agency, Business Title, 
Job Description, Minimum Qualification, dan Preferred 
Skills. Data pekerjaan didapatkan dari website open dataset 
nycopendata.socrata.com [4]. Contoh data pekerjaan dapat 
dilihat pada Tabel 2.2. Pada contoh data tersebut terlihat 
terdapat pekerjaan dengan id JD-2 menawarkan posisi 
sebagai Technology Solutions Manager di institusi Dept. of 
Info Tech & Telecom. Pelamar yang akan melamar pekerjaan 
tersebut diharuskan untuk memiliki gelar master in computer 
science dan akan menjadi nilai tambah untuk pelamar jika 
memiliki pengalaman dalam data dan systems architecture 
minimal selama 5 tahun.  Penjelasan setiap bagian adalah 
sebagai berikut : 
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- Id merupakan suatu pendanda unik untuk setiap 
pekerjaan. Id untuk data pekerjaan memiliki awalan "JD" 
(Job Description) diikuti dengan nomor sekuens data 
pekerjaan. Contoh id pekerjaan adalah “JD-21”. 
- Agency merupakan nama perusahaan atau institusi yang 
menyediakan lowongan pekerjaan. 
- Business Title adalah nama jabatan yang ditawarkan pada 
lowongan pekerjaan.  
- Job Description adalah deskripsi pekerjaan yang akan 
dilakukan oleh pelamar. 
- Minimum Qualification adalah deskripsi persyaratan 
keahlian minimal pada pekerjaan. 
- Preferred Skills adalah deskripsi keahlian yang bisa 
menjadi nilai tambah dalam penerimaan pekerjaan. 
 


































































































c. Data feedback  
Data feedback pelamar terhadap pekerjaan hanya terdiri 
dari 3 bagian yaitu jcid, relation, dan jdid. Ketertarikan 
pelamar terhadap suatu pekerjaan dapat direpresentasikan ke 
dalam 2 kategori yaitu like dan apply. Kategori like diberikan 
ketika pelamar tertarik terhadap suatu pekerjaan. Kategori 
apply diberikan ketika pelamar memutuskan untuk mencoba 
melamar pada suatu pekerjaan. Data ini dibuat sendiri oleh 
penulis dengan memasangkan data pelamar dan data 
pekerjaan dengan tanda ketertarikan like dan apply. Contoh 
data feedback pelamar terhadap pekerjaan dapat dilihat pada 
Tabel 2.3. Pada contoh data tersebut terlihat bahwa pelamar 
dengan id JC-1 menyukai pekerjaan dengan id JD-1 
ditunjukan dengan kolom relation yang berisi Like. Pelamar 
JC-1 juga telah melamar pekerjaan dengan id JD-2 
ditunjukan dengan kolom relation yang berisi Apply. 
Penjelasan setiap bagian adalah sebagai berikut : 
- jcid adalah id pelamar yang akan memberikan 
ketertarikannya terhadap suatu pekerjaan. 
- relation adalah jenis ketertarikan yang akan diberikan 
pelamar terhadap suatu pekerjaan.  
11 
   
   
   
- jdid adalah id pekerjaan yang akan diberikan ketertarikan 
oleh pelamar. 
 
Tabel 2.3 Contoh Data Feedback Pelamar Terhadap 
Pekerjaan 
jcid relation jdid 
JC-1 Like JD-1 
JC-1 Apply JD-2 
 
 
2.2. Sistem Rekomendasi Pekerjaan 
Sistem rekomendasi merupakan alat bantu dalam bentuk 
perangkat lunak untuk menyediakan rekomendasi untuk barang 
yang mungkin disukai oleh pengguna [1]. Barang yang 
direkomendasikan kepada pengguna dapat disebut sebagai item. 
Sistem rekomendasi pada dasarnya ditujukan untuk individual 
yang memiliki pengalaman yang kurang memadai dalam menilai 
item alternatif yang sangat banyak jumlahnya [1]. Pada sistem 
rekomendasi ini pengguna adalah pelamar, dan item yang akan 
direkomendasikan adalah pekerjaan. Jenis sistem rekomendasi 
dapat dibagi ke dalam jenis berikut : 
a. Content-Based 
Jenis sistem rekomendasi ini memberikan rekomendasi 
berdasarkan konten atau atribut yang dimiliki pelamar dan 
pekerjaan. Sistem rekomendasi ini merekomendasikan 
pekerjaan yang memiliki atribut yang sesuai dengan pelamar 
atau pekerjaan yang memiliki kesamaan atribut dengan 
pekerjaan lain yang sebelumnya telah disukai oleh pengguna 
[1]. Dalam hal ini, atribut yang akan dibandingkan berupa teks. 
Pada Tugas Akhir ini sistem rekomendasi content-based 





pekerjaan. Rekomendasi pekerjaan dibuat dengan mencari 
kemiripan antara kumpulan pelamar dan pekerjaan 
berdasarkan teks datanya [2]. 
b. Collaborative 
Sistem rekomendasi ini memberikan rekomendasi 
pekerjaan yang disukai oleh pelamar lain yang memiliki selera 
yang sama dengan pelamar yang diberikan rekomendasi [1]. 
Kesamaan selera antar pelamar dicari melalui riwayat 
pekerjaan yang disukai oleh setiap pelamar. Oleh karena itu 
sistem rekomendasi ini bergantung pada informasi preferensi 
atau ketertarikan pelamar terhadap pekerjaan. 
Pada Tugas Akhir ini informasi preferensi atau 
ketertarikan pelamar terhadap pekerjaan disimpan dalam data 
masukan feedback pelamar terhadap pekerjaan. Sistem 
rekomendasi collaborative akan memanfaatkan data feedback 
tersebut dalam mencari kesamaan ketertarikan terhadap 
pekerjaan antara satu pelamar dengan pelamar lainnya untuk 
proses pemberian rekomendasi. 
c. Hybrid 
Sistem rekomendasi ini merupakan gabungan dari 
sistem rekomendasi berjenis content-based dan collaborative. 
Menggabungkan jenis sistem rekomendasi yang berbeda dapat 
bermanfaat untuk melengkapi kelemahan antar jenis sistem 
rekomendasi [1]. Data pelamar, data pekerjaan, dan data 
feedback pelamar dan pekerjaan akan dipakai dalam proses 
pemberian rekomendasi pada sistem rekomendasi hybrid. 
 
2.3. Node Ranking pada Graf Menggunakan Algoritma 3A 
(Actor, Asset, Activities) 
Sebuah model graf akan digunakan untuk menggambarkan 
hubungan pelamar terhadap pekerjaan pada sistem rekomendasi 
ini. Graf yang akan dibuat berupa multi-relational directed graf, 
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artinya graf tersebut akan memiliki beberapa jenis relasi (multi-
relational), dan edge yang menggubungkan node pada graf 
tersebut memiliki arah (directed). 
Pelamar dan pekerjaan akan menjadi node dan relasi antara 
kedua entitas tersebut akan digambarkan melalui edge pada graf. 
Node yang mewakilkan pelamar akan diberikan nama sesuai 
dengan id pelamar pada data pelamar dan node yang mewakilkan 
pekerjaan akan diberikan nama sesuai dengan id pekerjaan pada 
data pekerjaan.  
 













memiliki kesamaan dalam 












ke pekerjaan yang telah 
dicoba untuk dilamar 
Pelamar Pekerjaan 
 
Terdapat 3 jenis relasi yang akan menghubungkan node – node 
tersebut, yaitu relasi similar, like, dan apply. Penjelasan ketiga 
relasi tersebut dapat dilihat pada Tabel 2.4. Relasi similar 
merupakan relasi bidirectional yang dapat menghubungkan setiap 
jenis node, node pelamar atau node pekerjaan. Relasi ini dibuat jika 
terdapat dua node (pelamar/pekerjaan) yang memiliki kesamaan 





relasi directed yang hanya menghubungkan node pelamar ke node 
pekerjaan. Relasi like dibuat jika terdapat pelamar yang menyukai 
suatu pekerjaan. Relasi apply dibuat jika terdapat pelamar yang 
mencoba untuk melamar suatu pekerjaan dalam sistem. 
Contoh graf yang akan dibuat pada rekomendasi ini adalah 
seperti Gambar 2.1. Graf tersebut dibuat berdasarkan data pelamar, 
data pekerjaan, dan data feedback berturut - turut pada Tabel 2.1, 
Tabel 2.2, dan Tabel 2.3. Pada gambar tersebut pelamar yang 
memiliki id JC-1 direpresentasikan oleh node JC-1 menyukai 
pekerjaan dengan id JD-1 karena memiliki masukan edge yang 
memiliki label Like dari pelamar JC-1. Pelamar JC-1 juga telah 
mencoba untuk melamar pekerjaan dengan id JD-2 karena terdapat 
keluaran edge yang memiliki label Apply dari node pelamar JC-1 
ke node pekerjaan JD-2. Pekerjaan JD-2 memiliki kemiripan 
dengan pekerjaan JD-1 karena terdapat edge bidirectional yang 
memiliki label Similar antara node JD-2 dan node JD-1. 
 
 
Gambar 2.1 Contoh Graf 
Algoritma 3A (Actor, Asset, Activities) merupakan sebuah 
algoritma sistem rekomendasi yang menggunakan sebuah model 
graf yang memiliki 3 jenis node yaitu actor, asset, dan activities 
[5]. Namun, model graf tersebut tidak digunakan dalam sistem 
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rekomendasi ini. Bagian dari Algoritma 3A yang akan dipakai 
pada sistem rekomendasi ini adalah hanya pada proses node 
ranking-nya saja. Proses node ranking pada algoritma ini 
terinspirasi dari Algoritma node ranking PageRank yang 
merupakan algoritma pertama yang digunakan pada search engine 
Google [6].  
Node ranking adalah sebuah proses untuk mengukur tingkat 
kepentingan node dalam sebuah graf, relatif terhadap node target. 
Node target adalah sebuah node spesifik yang dijadikan pusat 
pengukuran tingkat kepentingan seluruh node dalam graf. Pada 
sistem rekomendasi lowongan pekerjaan ini, node target 
mewakilkan node pelamar yang akan diberikan rekomendasi 
lowongan pekerjaan. 
Algoritma node ranking 3A memanfaatkan metode Random 
Walk [7] yang merupakan metode untuk menjelajahi seluruh node 
pada graf. Pada sistem rekomendasi lowongan pekerjaan ini 
metode Random Walk menggambarkan proses penjelajahan 
informasi lowongan pekerjaan yang dilakukan pelamar di dalam 
sistem.  
 





1 λ   lamda 
kemungkinan pelamar 
menjelajahi sebuah halaman 
informasi lowongan pekerjaan 
secara acak (random) 
2 d damping factor 
kemungkinan pelamar 
menjelajahi sebuah halaman 
informasi lowongan pekerjaan 




Kemungkinan pelamar untuk 






Terdapat 3 parameter pada metode Random Walk [5]. Ketiga 
parameter tersebut menggambarkan probabilitas atau 
kemungkinan pelamar dalam menjelajahi informasi - informasi 
lowongan pekerjaan yang terdapat di dalam sistem. Ketiga 
parameter tersebut adalah λ, d, dan Pu, seperti yang terlihat pada 
Tabel 2.5. Parameter λ (lamda) mewakili kemungkinan pelamar 
menjelajahi sebuah halaman informasi lowongan pekerjaan secara 
acak (random) di dalam sistem. Parameter d (damping factor) 
mewakili kemungkinan pelamar menjelajahi sebuah halaman 
informasi lowongan pekerjaan melalui link yang diberikan pada 
halaman sebelumnya di dalam sistem. Parameter Pu 
(personalization factor) mewakili kemungkinan pelamar kembali 
ke halaman awal saat pertama kali mengakses sistem. 
Terdapat 2 tahap utama dalam Algoritma node ranking 3A ini 
sesuai dengan penggunaan metode Random Walk yaitu : 
pembuatan matriks walk dan iterasi vector R. Matriks walk adalah 
sebuah matriks yang merepresentasikan proses Random Walk. 
Vector R adalah sebuah vector yang setiap elemennya mewakili 
nilai rank atau nilai kepentingan node dalam graf.  
 Tahap pertama dalam Algoritma node ranking 3A adalah 
pembuatan matriks walk. Pembuatan matriks walk memerlukan 
masukan graf dan query berupa id pelamar yang akan diberikan 
rekomendasi. Node pelamar yang memiliki nama sesuai dengan 
query tersebut akan menjadi pusat perhitungan nilai rank atau nilai 
kepentingan node dalam graf. Node tersebut dapat disebut juga 
node target. Misal matriks walk dilambangkan dengan M, rumus 
pembuatan matriks walk adalah seperti Persamaan 2.1 [5].  
Graf masukan pada algoritma node ranking ini memiliki 3 
jenis relasi yaitu relasi similar, like, dan apply. Relasi - relasi ini 
𝑀 =  
 𝜆
𝑁
 𝐼 + 𝑑 ∑ 𝑊𝑒  (𝑇
𝑒 +  𝐷𝑒)
𝑒 𝜖 𝐸
+  𝑝𝑢 𝑈 
dimana ∑ 𝑊𝑒
𝑒 𝜖 𝐸




   
   
   
menggambarkan hubungan pelamar dan informasi lowongan 
pekerjaan yang terdapat di dalam sistem. Pada Persamaan 2.1, 
setiap relasi tersebut dilambangkan dengan e dan setiap relasi e 
merupakan anggota dari set relasi pada graf dilambangkan dengan 
E. Dalam sistem rekomendasi ini set E memiliki 3 elemen yaitu 
similar, like, dan apply. 
Masing - masing relasi e dalam E memiliki bobot, matriks 
transition, dan matriks dangling tersendiri. Bobot relasi e mewakili 
kemungkinan pelamar dalam memilih untuk menjelajahi informasi 
lowongan pekerjaan yang memiliki hubungan relasi e. Matriks 
transition adalah matriks yang memetakan persebaran nilai 
probabilitas kemungkinan pelamar dalam menjelajahi informasi - 
informasi lowongan pekerjaan yang memiliki hubungan relasi e. 
Matriks dangling adalah matriks yang memetakan persebaran nilai 
probabilitas kemungkinan pelamar dalam menjelajahi informasi - 
informasi lowongan pekerjaan yang tidak memiliki hubungan 
relasi e. Pada Persamaan 2.1, bobot, matriks transition, dan 
matriks dangling dilambangkan dengan w, T, dan D berturut - 
turut. 
  Matriks U pada Persamaan 2.1 merupakan sebuah matriks 
yang menggambarkan bahwa terdapat kemungkinan untuk 
pelamar kembali ke halaman awal saat pelamar mengakses sistem 
dari seluruh halaman informasi lowongan pekerjaan yang terdapat 
di dalam sistem. Matriks I pada Persamaan 2.1 adalah matriks 
yang seluruh elemennya bernilai 1. N pada Persamaan 2.1 adalah 
jumlah seluruh node yang ada di dalam graf, atau jumlah data 
pelamar dan data pekerjaan yang terdapat di dalam sistem. 
 
Tahap kedua dalam Algoritma node ranking dalam graf adalah 
iterasi vector R. Vector R menyimpan nilai rank atau nilai 
kepentingan node dalam graf pada setiap elemennya. Vector R 





didapatkan dengan proses iterasi perkalian matriks dengan matriks 
walk M, seperti pada Persamaan 2.2. 
Vector R memiliki ukuran sebanyak jumlah node dalam graf, 
atau jumlah data pelamar dan pekerjaan di dalam sistem. Jika N 
merupakan jumlah node dalam graf, atau jumlah data pelamar dan 
pekerjaan di dalam sistem, maka nilai awal iterasi seluruh elemen 
vector R adalah 1 𝑁⁄ .  
Pada vector R akan dilakukan perkalian matriks dengan 
matriks walk M sebanyak 50 iterasi [6] seperti pada Persamaan 2.2. 
Hasil akhir vector R setelah 50 iterasi menyimpan nilai rank atau 
nilai kepentingan node dalam graf pada setiap elemennya. 
Nilai rank seluruh node yang terdapat di dalam vector R akan 
diurutkan dari yang terbesar sampai yang terkecil. Di dalam urutan 
nilai rank tersebut masih terdapat nilai rank milik node yang 
mewakili pelamar. Nilai rank yang mewakili pelamar tersebut 
akan dihilangkan untuk mendapatkan nilai rank seluruh pekerjaan, 
relatif terhadap node target atau node pelamar yang akan diberikan 
rekomendasi pekerjaan. Sehingga hanya tersisa urutan nilai rank 
milik node yang mewakili pekerjaan. 
  
Rekomendasi pekerjaan merupakan 10 pekerjaan yang 
memiliki nilai rank tertinggi. Nilai rekomendasi akan dihitung 
berdasarkan nilai rank rekomendasi pekerjaan tersebut.  
Misal nilai rank seluruh rekomendasi pekerjaan disimpan di 
dalam set RankScore. Oleh karena itu, nilai rank pekerjaan i adalah 
𝑅𝑎𝑛𝑘𝑆𝑐𝑜𝑟𝑒𝑖. Misal nilai rekomendasi pekerjaan i adalah 
𝑅𝑒𝑐𝑆𝑐𝑜𝑟𝑒𝑖. Maka perhitungan nilai rekomendasi pekerjaan i atau 
𝑅𝑒𝑐𝑆𝑐𝑜𝑟𝑒𝑖 adalah seperti Persamaan 2.3.  
 







   
   
   
2.4. Kemiripan Dokumen Teks Menggunakan Metode LSI 
(Latent Semantic Indexing) 
Metode LSI adalah suatu metode untuk mendapatkan struktur 
semantik pada teks yang melambangkan hubungan antar kata - 
kata [3]. Struktur semantik tersebut dapat disebut sebagai konsep 
(hidden concepts). 
Metode ini dimulai dengan membuat sebuah matriks A yang 
memiliki kata (terms) dan dokumen sebagai dimensinya. Dalam 
sistem rekomendasi ini dokumen akan merepresentasikan 
kumpulan data pelamar dan pekerjaan. Jika jumlah kumpulan data 
pelamar dan data pekerjaan dilambangkan dengan m dan jumlah 
kata (unik) yang ada dalam kumpulan data tersebut adalah n maka 
matriks A akan memiliki ukuran m × n.  Matriks A yang dapat 
disebut dengan matriks term-document ini menggambarkan 
hubungan antara kata dan dokumen.  
Proses dekomposisi matriks SVD (Singular Value 
Decomposition) digunakan untuk memecah matriks term-
document menjadi matriks kata dan matriks dokumen dalam ruang 
konsep yang jumlah dimensinya lebih kecil [4], seperti pada 
Persamaan 2.4.  
Misal terdapat fungsi SVD() yang merupakan fungsi 
dekomposisi matriks SVD yang menerima parameter sebuah 
matriks. Maka SVD(A) adalah hasil dekomposisi matriks term-
document A menggunakan metode SVD. Proses ini akan 
menghasilkan konsep yang merupakan struktur semantik 
tersembunyi (hidden semantic structures) antara kata dan 
dokumen. Jumlah konsep yang ditemukan dapat dilambangkan 
dengan r. 
Hasil dekomposisi matriks matriks A menggunakan SVD 
direpresentasikan dalam matriks U, S, dan 𝑉𝑇 . Matriks U adalah 
matriks yang merepresentasikan hubungan kata dan konsep. 
Ukuran matriks U adalah m × r. Setiap baris dalam matriks U 





merupakan vector yang merepresentasikan kata dalam ruang 
konsep. Matriks S merupakan matriks diagonal yang 
merepresentasikan konsep (singular values). Ukuran matriks S 
adalah r × r. Matriks 𝑉𝑇  adalah matriks yang merepresentasikan 
hubungan dokumen dengan konsep. Ukuran matriks 𝑉𝑇  adalah r × 
n. Setiap kolom dalam matriks 𝑉𝑇  merupakan vector yang 
merepresentasikan dokumen dalam ruang konsep. Sistem 
rekomendasi akan mencari kesamaan teks dalam kumpulan 
dokumen profil pelamar dan deskripsi pekerjaan melalui matriks 
dokumen dalam ruang konsep yang telah disesuaikan S. 𝑉𝑇  [6]. 
Ilustrasi ukuran matriks pada proses dekomposisi matriks SVD 
dapat dilihat pada Gambar 2.2. 
 
 
Gambar 2.2 Ilustrasi Ukuran Matriks Hasil SVD 
Pada sistem rekomendasi ini, representasi vector dokumen 
yang telah didapat setelah proses LSI akan diukur kemiripannya 
menggunakan rumus Cosine Distance.  
Cosine Distance merupakan rumus yang digunakan untuk 
mengukur jarak cosine antar vector menggunakan Cosine 
Similarity. Semakin kecil jarak cosine antara pasangan vector, 
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semakin mirip. Rumus Cosine Distance dapat dilihat pada 
Persamaan 2.5.  
Misal terdapat fungsi rumus Cosine Distance yang 
digambarkan dengan CosDis() dengan parameter berupa 2 buah 
vector yaitu digambarkan dengan ?⃑? dan ?⃑?. Pada sistem 
rekomendasi ini vector ?⃑? dan ?⃑? dapat berupa kombinasi vector 
representasi dokumen pelamar dan vector representasi dokumen 
pekerjaan. Jarak antara vector ?⃑? dan ?⃑? dapat digambarkan dengan  
CosDis( ?⃑? , ?⃑?). 
Pada sistem rekomendasi ini pengukuran kemiripan dokumen 
akan dilakukan pada seluruh kumpulan dokumen teks pelamar dan 
pekerjaan yang telah melalui proses LSI. Jika jarak antar vector 
dokumen tidak melebihi dari batas yang ditentukan, maka 
pasangan dokumen tersebut akan memiliki hubungan yang  
melambangkan kemiripan pada graf yang akan dibuat pada Bab 
3.3.3. 
 
2.5. Perhitungan Nilai Presisi Sistem Rekomendasi  
Presisi adalah suatu ukuran yang umum dipakai dalam sistem 
temu kembali [9]. Presisi digunakan untuk menghitung presentase 
item yang relevan yang dihasilkan sebuah sistem untuk sebuah 
query. Ukuran tersebut juga dapat digunakan dalam proses 
evaluasi sistem rekomendasi pekerjaan untuk mengukur seberapa 
relevan pekerjaan yang direkomendasikan untuk pelamar oleh 
sistem rekomendasi pekerjaan [10].  
Jenis presisi yang digunakan dalam evaluasi sistem 
rekomendasi ini adalah precision at k [9] karena jumlah 
rekomendasi pekerjaan yang diberikan merupakan jumlah yang 
telah ditentukan oleh pengguna (fixed length) sebanyak k.  
Jumlah rekomendasi pekerjaan pada sistem rekomendasi 
pekerjaan ini telah ditentukan yaitu sebanyak 10 rekomendasi 
pekerjaan. Oleh karena itu nilai k adalah 10 pada sistem 





Misal seluruh rekomendasi informasi lowongan pekerjaan 
untuk seorang pelamar disimpan di dalam sebuah set J. Misal 
jumlah seluruh informasi lowongan pekerjaan pada set J 
dilambangkan dengan k. Misal jumlah rekomendasi informasi 
lowongan pekerjaan yang dinilai relevan terhadap pelamar adalah 
r. Maka nilai presisi sistem rekomendasi pekerjaan untuk set 
rekomendasi informasi lowongan pekerjaan J dihitung dengan 
Persamaan 2.6. 
Relevansi rekomendasi pekerjaan yang dihasilkan oleh sistem 
rekomendasi ini akan ditentukan oleh kesamaan kelas antara 
pelamar yang diberikan rekomendasi dan pekerjaan yang 
direkomendasikan. Oleh karena itu, proses klasifikasi data pelamar 
dan pekerjaan perlu dilakukan. Proses klasifikasi data akan 
dijelaskan pada Bab 3.2.2. Contoh perhitungan evaluasi sistem 
rekomendasi pekerjaan dengan menggunakan nilai presisi akan 
dijelaskan lebih dalam pada Bab 5.2. 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑘(𝐽) =  
𝑟
𝑘
   2.6 
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3 BAB III 
ANALISIS DAN PERANCANGAN 
Pada Bab 3 ini akan dijelaskan mengenai analisis dan 
perancangan perangkat lunak untuk mencapai tujuan dari Tugas 
Akhir. Perancangan ini meliputi perancangan data, perancangan 
proses, dan perancangan antar muka, serta juga akan dijelaskan 
tentang analisis implementasi metode secara umum pada sistem. 
3.1. Analisis Implementasi Metode Secara Umum 
Pada tugas akhir ini akan dibuat sebuah sistem yang berfungsi 
untuk memberikan rekomendasi pekerjaan kepada pelamar 
pekerjaan. Rekomendasi pekerjaan didapatkan melalui beberapa 
tahap yaitu, tahap pra-pemrosesan teks, tahap pengukuran 
kemiripan teks, tahap konstruksi graf, dan tahap node ranking pada 
graf.  
Tahap pra-pemrosesan teks bertujuan untuk menyiapkan teks 
agar dapat diproses untuk tahap selanjutnya. Masukan dari proses 
ini adalah kumpulan dokumen teks yang merupakan data profil 
pelamar dan deskripsi pekerjaan. Teks dokumen masukan masih 
memiliki banyak redundansi, yaitu berupa kata – kata yang tidak 
memiliki nilai semantik seperti kata konjungsi, preposisi, dll. Oleh 
karena itu, tahap ini akan membersihkan teks dari redundansi 
tersebut dan memberikan keluaran teks dokumen yang lebih 
ringkas. Teks dokumen yang telah melalui tahap ini akan diproses 
pada tahap pengukuran kemiripan teks.  
Tahap pengukuran kemiripan teks bertujuan untuk mencari 
kemiripan antara pelamar dan pekerjaan berdasarkan teks 
dokumennya. Metode LSI (Latent Semantic Indexing) akan 
membuat representasi dokumen teks dalam vector. Vector - vector 
dokumen teks tersebut akan dihitung jaraknya dengan 
menggunakan rumus Cosine Distance. Jarak vector antar dokumen 
teks menunjukkan kemiripan antara dokumen teks tersebut. 
Semakin dekat jarak vector antara pasangan dokumen, maka 





tahap ini pasangan dokumen yang memiliki nilai kemiripan tinggi 
(jarak vectornya tidak melebihi batas yang ditentukan) maka akan 
memiliki relasi kemiripan dalam tahap konstruksi graf. 
Tahap konstruksi graf bertujuan untuk membuat graf yang 
terdiri dari pelamar dan pekerjaan sebagai node, dan edge berupa 
3 jenis relasi yang akan menghubungkan node tersebut yaitu  relasi 
similaritas, relasi like, dan relasi apply. Relasi similar didapatkan 
melalui tahap pengukuran kemiripan teks, dan relasi like dan apply 
didapatkan dari data masukan feedback pelamar terhadap 
pekerjaan. Tiap relasi memiliki bobot yang telah ditentukan.  
 
 
Gambar 3.1 Diagram Alir Sistem Rekomendasi Pekerjaan 
Tahap node ranking pada graf bertujuan untuk mengetahui 
urutan nilai rank node pada graf, relatif terhadap suatu target node. 
Target node adalah node pelamar yang akan diberikan 
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rekomendasi. Nilai rank node pada graf akan dihitung dengan 
menggunakan algoritma node ranking 3A (Actor, Activity, Asset). 
Beberapa node pekerjaan dengan nilai rank tertinggi akan 
dijadikan rekomendasi pekerjaan untuk target node pelamar. 
Diagram alir keseluruhan proses dapat dilihat pada Gambar 3.1. 
 
3.2. Perancangan Data 
Pada sub bab ini akan dijelaskan bagaimana struktur data yang 
akan digunakan dan diolah pada sistem rekomendasi ini. Data yang 
akan digunakan adalah data masukan (input), data proses, dan data 
keluaran (output) yang merupakan rekomendasi untuk pengguna 
yang merupakan calon pelamar.  
 
3.2.1. Data Masukan 
Data masukan merupakan data awal yang dibutuhkan untuk 
memulai pembuatan rekomendasi oleh sistem. Data masukan 
untuk sistem rekomendasi ini terdiri dari 3 jenis yaitu data pelamar, 
data pekerjaan, dan data feedback pelamar terhadap lowongan 









Data pelamar didapatkan melalui proses web crawling pada 
website www.indeed.com [3], seperti pada Gambar 3.2, dengan 
menggunakan www.import.io [9], seperti pada Gambar 3.3, yang 
merupakan crawler berbasis web. Jumlah data pelamar yang 
didapatkan adalah 1000 data. Contoh data pelamar dapat dilihat 
pada Tabel 2.1. Data pekerjaan didapatkan dari website open 
dataset nycopendata.socrata.com [4]. Jumlah data pekerjaan yang 
didapatkan adalah 1484 data. Contoh data pekerjaan dapat dilihat 
pada Tabel 2.2. Data deskripsi pelamar dan pekerjaan 
menggunakan teks dalam Bahasa Inggris. Data deskripsi pelamar 
dan pekerjaan didapatkan dalam bentuk file berekstensi .csv. 
 
 
Gambar 3.3 Screenshot Website www.import.io 
Data feedback pelamar terhadap pekerjaan merupakan hasil 
dari interaksi pelamar pada sistem yang menunjukan ketertarikan 
terhadap suatu pekerjaan. Ketertarikan pelamar terhadap pekerjaan 
dapat ditunjukkan dengan memberikan tanda like dan apply pada 
suatu pekerjaan.  
Pada Tugas Akhir ini data feedback dibuat secara manual oleh 
penulis dengan memasangkan beberapa pekerjaan dengan pelamar 
secara acak berdasarkan kelasnya. Jika pelamar memiliki kelas 
management maka pekerjaan yang akan diberikan tanda like atau 
apply juga merupakan dari kelas management. Jenis tanda 
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ketertarikan (like/apply) yang dipakai acak untuk setiap data 
feedback yang dimiliki pelamar.  
Data feedback yang telah dibuat secara manual berjumlah 
2532 data dengan rata-rata data feedback untuk setiap pelamar 
adalah 3 data. Contoh data feedback pelamar dapat dilihat pada 
Tabel 2.3. Masukan feedback pelamar terhadap pekerjaan 
disimpan dalam file berekstensi .csv. 
 
3.2.2. Klasifikasi Manual Data Masukan Pelamar dan 
Pekerjaan 
Klasifikasi data pelamar dan pekerjaan diperlukan untuk 
mendapatkan sebuah ground truth sehingga kinerja sistem 
rekomendasi dapat diukur. Ground truth tersebut akan menentukan 
relevansi rekomendasi pekerjaan terhadap pelamar.  
 








1 Management 345 295 
2 IT 286 269 
3 Engineering 133 478 
4 Supply-Chain 45 39 
5 Medical/HealthCare 28 160 
6 Legal 18 56 
7 Culinary 15 3 
8 Journalism 12 6 
9 Education 10 3 
10 Art 5 9 
11 Other 103 166 






Klasifikasi dilakukan secara manual berdasarkan penilaian 
penulis. Sebanyak 11 kelas yang merupakan jenis profesi 
didapatkan dari 1000 data pelamar dan 1484 data pekerjaan. Hasil 
klasifikasi data manual dapat dilihat pada Tabel 3.1. 
Pada Tabel 3.1 kelas Culinary, Journalism, Education dan 
Art memiliki jumlah data pelamar dan pekerjaan yang sangat kecil. 
Oleh karena itu, data pelamar dan pekerjaan pada kelas - kelas 
tersebut dan data yang tidak terklasifikasi -yaitu pada kelas Other- 
lebih baik dihilangkan dari set data. Sehingga data yang dipakai 
merupakan dari kelas Management, IT, Engineering, Supply-
Chain dan Medical/ HealthCare. Total jumlah data pelamar pada 
kelas - kelas tersebut adalah 855 dan total jumlah data pekerjaan 
pada kelas - kelas tersebut adalah 1297, seperti pada Tabel 3.2. 
 








1 Management 345 295 
2 IT 286 269 
3 Engineering 133 478 
4 Supply-Chain 45 39 
5 Medical/HealthCare 28 160 
6 Legal 18 56 
Total 855 1297 
 
3.2.3. Data Keluaran 
Data keluaran pada sistem rekomendasi ini adalah urutan 
10 pekerjaan yang memiliki nilai rank tertinggi pada hasil keluaran 
Tahap Node Ranking pada Graf dengan Algoritma 3A (Actor, 
Asset, Activities).  Nilai rekomendasi untuk setiap pekerjaan 
tersebut akan dihitung pada tahap tersebut. Urutan pekerjaan 
tersebut merupakan rekomendasi pekerjaan yang akan diberikan 
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untuk pelamar. Rekomendasi pekerjaan berjumlah 10 tidak 
termasuk pekerjaan yang telah diberikan tanda ketertarikan like 
dan apply oleh pelamar. Pekerjaan yang telah diberikan tanda 
ketertarikan tersebut akan tetap diperlihatkan kepada pelamar 
apabila memiliki nilai rank yang tinggi tetapi tidak akan mendapat 
nilai rekomendasi.  
 
Tabel 3.3 Data Keluaran 
No 





1 JD-7 0.2859 
2 JD-9 0.2834 
3 JD-2 0.0588 
4 JD-5 0.0563 
5 JD-1 0.0559 
6 JD-8 0.0559 
7 JD-6 0.0542 
8 JD-4 0.0505 
9 JD-3 0.0501 
10 JD-10 0.0492 
 
 
Pada contoh data keluaran pada Tabel 3.3, merupakan hasil 
data keluaran dari 5 data pelamar, 10 data pekerjaan, dan 11 data 
feedback. Data - data tersebut dapat dilihat pada Lampiran 2. Data 
keluaran tersebut dihasilkan dari hasil node ranking pada graf di 
Gambar 3.11. Pada tabel tersebut terlihat id pekerjaan yang akan 
direkomendasikan terhadap pelamar. Pelamar yang diberikan 
rekomendasi pada data keluaran tersebut adalah pelamar yang 





Pada Tabel 3.3 yang merupakan hasil rekomendasi pekerjaan 
terlihat bahwa pekerjaan dengan id JD-7 dan JD-9 memiliki nilai 
rekomendasi yang tertinggi yaitu 0.2859 dan 0.2834 berturut – 
turut, karena node pekerjaan tersebut berhubungan langsung 
dengan node target JC-2. Pada graf, node – node tersebut 
berhubungan langsung dengan node target melalui relasi like dan 
apply berturut – turut untuk node JD-7 dan JD-9. 
 
3.3. Perancangan Proses 
Pada subbab ini akan dibahas mengenai perancangan proses 
yang dilakukan untuk memberikan gambaran pada setiap alur 
implementasi metode dalam pembuatan rekomendasi pekerjaan 
kepada pelamar.  
 
3.3.1. Tahap Pra-Pemrosesan Teks Dokumen 
 
 
Gambar 3.4 Diagram Alir Tahap Pra-Pemrosesan Teks 
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Data masukan dekripsi calon pelamar dan pekerjaan akan 
diubah terlebih dahulu menjadi kumpulan dokumen teks. Kata – 
kata di dalam teks pada kumpulan dokumen teks tersebut diubah 
menjadi huruf kecil (lowercase). Lalu kata – kata stopwod, simbol, 
dan angka pada teks kumpulan dokumen tersebut akan 
dihilangkan.  Implementasi penghilangan kata stopword akan 
menggunakan library NLTK. 
Tahap ini membershikan teks dari kata – kata yang tidak 
penting dan membuatnya menjadi lebih ringkas. Keluaran dari 
tahap ini, yaitu teks dokumen yang lebih ringkas, akan digunakan 
pada tahap pengukuran kemiripan teks. Diagram alir tahap ini 
dapat dilihat pada Gambar 3.4. 
 
3.3.2. Tahap Pengukuran Kemiripan Teks dengan Metode 
LSI (Latent Semantic Indexing) 
 
 







Tahap pengukuran kemiripan teks bertujuan untuk 
mencari kemiripan antara teks pada kumpulan data profil pelamar 
dan deskripsi pekerjaan. Masukan dari tahap ini adalah dokumen 
teks data pelamar dan pekerjaan yang telah melalui tahap pra-
pemrosesan teks. Metode LSI (Latent Semantic Indexing) akan 
digunakan untuk merepresentasikan dokumen teks data pelamar 
dan pekerjaan dalam sebuah vector. Lalu vector dokumen teks 
tersebut dihitung jaraknya dengan menggunakan rumus cosine 
distance. Jarak antar vector dokumen melambangkan kesamaan 
teks antar dokumen tersebut. 
Metode LSI terdiri dari beberapa sub-tahap yaitu 
pembuatan matriks term-document, dekomposisi matriks term-
document menggunakan SVD (Singular Value Decomposition), 
dan representasi dokumen teks dalam vector. Lalu vector - vector 
dokumen teks data pelamar dan pekerjaan tersebut akan diukur 
jaraknya menggunakan rumus cosine distance.  
Implementasi metode LSI akan menggunakan beberapa 
library yaitu numpy untuk proses dekomposisi matriks dengan 
SVD (Singular Value Decomposition), textmining untuk proses 
pembuatan matriks term-document, dan scipy untuk perhitungan 
jarak vector dengan rumus cosine distance. 
Keluaran tahap ini adalah pasangan - pasangan entitas 
dokumen teks yang memiliki nilai kemiripan tinggi. Pasangan 
entitas tersebut akan memiliki relasi similar pada tahap konstruksi 
graf. Diagram alir tahap pengukuran kemiripan teks dapat dilihat 
pada Gambar 3.5. 
Tahap ini diawali dengan membuat sebuah matriks akan 
dengan menggunakan dokumen teks data profil pelamar dan 
deskripsi pekerjaan sebagai masukan. Baris (row) pada matriks 
term-document akan disusun oleh gabungan kata – kata unik yang 
terdapat dalam kumpulan dokumen teks data pelamar dan 
pekerjaan yang telah melalui tahap pra-pemrosesan teks. 
Gabungan kata tersebut dapat disebut dengan ruang kata (terms 
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space). Kolom (column) pada matriks term-document akan disusun 
oleh dokumen teks data pelamar dan pekerjaan.  
Nilai matriks term-document adalah jumlah kemunculan 
kata pada dokumen teks data pelamar dan pekerjaan. Misal matriks 
term-document dilambangkan dengan m, kata pada ruang kata 
dilambangkan dengan i, dan dokumen dilambangkan dengan j. Jika 
terdapat n kali kata i muncul dalam dokumen j, maka nilai matriks 
m[i,j] = n. Lalu matriks ini akan dinormalisasi sehingga nilai 
matriks hanya berkisar antar 0 dan 1.  
Contoh teks data pelamar dan pekerjaan yang telah melalui 
tahap pemrosesan teks adalah seperti Tabel 3.4. Terlihat pada 
contoh teks data tersebut pelamar yang memiliki id JC-1 memiliki 
term “administration”, “business”, dan “analysis”.  
 
Tabel 3.4 Contoh Data Masukan Tahap Pengukuran 
Kemiripan Teks 
No Id Data Isi Dokumen Teks Data 
1 JC-1  
Administration Business 
Analysis Administration 
2 JC-2  Administration Business Law 
3 JD-1  Care Administration Care 




Matriks term-document yang dibuat dari contoh teks data 
pelamar dan pekerjaan pada Tabel 3.4 dapat dilhat pada Gambar 
3.6. Pada matriks term-document pada Gambar 3.6 terlihat term 
“administration” pada dokumen teks data pelamar JC-1 muncul 
sebanyak 2 kali. Term “care” pada dokumen teks data pekerjaan 








Gambar 3.6 Contoh Matriks Term-Document 
 
Pada sub-tahap normalisasi matriks term-document, 
matriks term-document yang telah dibuat dilakukan normalisasi 
sehingga nilai matriks tersebut antara 0 dan 1. Hasil normalisasi 
matriks term-document dapat dilihat pada Gambar 3.7.  
 
 
Gambar 3.7 Contoh Hasil Normalisasi Matriks Term-
Document 
 
Sub-tahap selanjutnya adalah sub-tahap dekomposisi 
matriks. Matriks yang akan didekomposisi adalah matriks term-
document yang telah dibuat pada tahap sebelumnya. Pada tahap ini 
JC-1 JC-2 JD-1 JD-2
administration 2 1 1 0
analysis 1 0 0 1
business 1 1 0 1
care 0 0 2 0
communication 0 0 0 2










JC-1 JC-2 JD-1 JD-2
administration 0.5 0.33 0.33 0
analysis 0.25 0 0 0.25
business 0.25 0.33 0 0.25
care 0 0 0.67 0
communication 0 0 0 0.5











   
   
   
matriks term-document didekomposisi menjadi 3  matriks yang 
berbeda yaitu matriks U, S, dan 𝑉𝑇 . Contoh dekomposisi matriks 




Gambar 3.8 Contoh Hasil Dekomposisi Matriks Term-
Document 
Dokumen teks data pelamar dan pekerjaan akan 
direpresentasikan ke dalam bentuk vector dengan menggunakan 
matriks hasil dekomposisi tersebut. Vector dokumen teks data 
pelamar dan pekerjaan didapatkan dari kolom pada matriks S dan 
 𝑉𝑇 , hasil dekomposisi matriks term-document.  
Pada contoh matriks hasil perkalian matriks S dan 𝑉𝑇  di 
Gambar 3.9, terlihat setiap kolom pada matriks tersebut mewakili 
setiap dokumen teks data pelamar dan pekerjaan yang terdapat di 
dalam sistem.  
 
Gambar 3.9 Contoh Vector Representasi Dokumen Teks Data 
-0.7248 -0.0475 0.358 -0.3302 -0.5829 -0.4892 -0.594 -0.2609
-0.2343 0.3134 -0.2184 -0.4802 0.242 0.2532 -0.7128 0.6077
-0.4154 0.4379 0.0962 0.2405 0.2849 0.4918 -0.3595 -0.7401
-0.4399 -0.701 -0.46 0.2114 -0.7215 0.6743 0.0989 0.1224
-0.1449 0.4482 -0.7102 0.1962
-0.1811 0.1245 0.3146 0.7207
U 𝑉𝑇
0.9003 0 0 0
0 0.6779 0 0
0 0 0.5211 0
0 0 0 0.3119
S
JC-1 JC-2 JD-1 JD-2
-0.5248 -0.4404 -0.5348 -0.2349
0.1641 0.1716 -0.4832 0.412
0.1485 0.2563 -0.1873 -0.3857





Setiap vector dokumen teks data pelamar dan pekerjaan 
akan dihitung jaraknya menggunakan rumus Cosine Distance 
seperti pada Persamaan 2.5. Implementasi rumus Cosine Distance 
akan menggunakan library scipy. Jumlah perhitungan jarak vector 
yang akan dilakukan adalah combination 2 elemen dari jumlah 
dokumen teks data pelamar dan pekerjaan. Semakin dekat jarak 
antar vector, dua entitas dokumen teks dapat dikatakan semakin 
mirip. Pasangan entitas dokumen teks yang memiliki jarak vector 
kurang dari batas yang telah ditentukan akan dijadikan relasi 
similar pada tahap konstruksi graf. 
 
 
Contoh perhitungan cosine distance antara 2 dokumen 
teks dapat dilihat pada Gambar 3.10. Pada contoh perhitungan 
tersebut vector dokumen teks data pelamar JC-1 dihtung jaraknya 
dengan vector dokumen teks data pelamar JC-2. Perhitungan 
cosine distance menunjukan bahwa nilai jarak kedua vector 
tersebut adalah 0.23. Karena jarak vector dokumen teks data kedua 
vector tersebut kecil maka dapat dikatakan bahwa dokumen teks 
data kedua vector tersebut memiliki kesamaan teks. Sehingan node 
JC-1 dan JC-2 pada tahap konstruksi graf akan memiliki relasi 
similar. 
 
3.3.3. Tahap Konstruksi Graf 
Pada tahap ini akan dibuat sebuah graf yang memodelkan 
hubungan objek – objek pada  sistem rekomendasi. Objek – objek 
sistem rekomendasi adalah pelamar dan pekerjaan. Graf yang akan 
dibuat merupakan multi-relational directed graf dengan pelamar 
𝐶𝑜𝑠𝐷𝑖𝑠(𝐽𝐶 − 1,  𝐽𝐶 − 2)
=  1 −   
[−0.5248  0.1641  0.1485  − 0.225] .   [−0.4404  0.1716  0.2563  0.2103]
|−0.5248  0.1641  0.1485  − 0.225|  |−0.4404  0.1716  0.2563  0.2103|
= 0.23 
  Gambar 3.10 Contoh Perhitungan Cosine Distance 
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dan pekerjaan sebagai node. Node pelamar dan pekerjaan akan 
dihubungkan oleh 3 jenis relasi yaitu : relasi similar, relasi like, 
dan relasi apply. Relasi tersebut akan menjadi directed edge atau 
edge yang memiliki arah pada graf. Penjelasan mengenai ketiga 




Gambar 3.11 Contoh Graf Keluaran Tahap Konstruksi Graf 
Ketiga relasi tersebut akan diberikan bobot sebagai berikut 
: apply > like > similar. Relasi similar akan didapatkan dari 
keluaran tahap pengukuran kemiripan teks. Keluaran dari tahap 
tersebut adalah pasangan - pasangan entitas (pelamar/pekerjaan) 
yang memiliki kemiripan pada teks datanya. Edge dari relasi 
similar adalah bidirectional. Relasi like dan apply didapatkan 
melalui data masukan feedback pelamar terhadap pekerjaan yang 
dibuat secara manual. Contoh graf keluaran tahap ini dapat dilihat 
pada Gambar 3.11. 
Terlihat pada contoh graf di Gambar 3.11 pelamar dengan 
id “JC-4” memiliki kemiripan berdasarkan teks datanya dengan 
pekerjaan dengan id “JD-1”. Pelamar JC-4 juga memberikan tanda 





pekerjaan JD-6. Melalui graf, setiap node akan dihitung nilai 
kepentingannya terhadap node pelamar yang akan diberikan 
rekomendasi. Nilai kepentingan setiap node dihitung pada Tahap 
Node Ranking pada Graf. 
 
3.3.4. Tahap Node Ranking pada Graf dengan Algoritma 3A 




Gambar 3.12 Diagram Alir Tahap Node Ranking pada Graf 
.  
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Tahap node ranking pada graf merupakan tahap akhir dalam 
pemberian rekomendasi pekerjaan. Algoritma 3A akan 
diimplementasi pada graf untuk mengukur nilai rank seluruh node 
relatif terhadap node target. Node target adalah node pelamar yang 
akan diberikan rekomendasi pekerjaan. Nila rank setiap node akan 
dijadikan dasar pemberian rekomendasi pekerjaan.  
Proses node ranking dengan menggunakan Algoritma 3A 
memiliki 2 tahap utama yaitu pembuatan  matriks walk dan iterasi 
pembuatan vector R. Matriks walk merupakan matriks yang 
merepresentasikan proses penjelajahan node pada graf dengan 
metode Random Walk. Vector R merupakan vector yang 
menyimpan nilai rank seluruh node pada graf.  
Diagram alir dari tahap node ranking pada graf dapat dilihat 
pada Gambar 3.12. Pembuatan matriks walk memerlukan beberapa 
matriks yaitu matriks transition, matriks dangling, dan matriks 
node target. Dari graf, matriks adjacency dibuat untuk setiap jenis 
relasi. Melalui matriks adjacency, matriks transition dan matriks 
dangling dibuat untuk setiap jenis relasi seperti yang telah dibahas 
pada Bab 2.3. Matriks node target atau matriks U dibuat 
berdasarkan node pelamar yang akan diberikan rekomendasi. 
Kolom yang merepresentasikan node target akan bernilai 1 pada 
matriks U.  
Matriks M tersebut memilih node JC-2 sebagai node target. 
Oleh karena itu matriks M yang dihasilkan memiliki ukuran 15 × 
15 sesuai dengan jumlah node yang terdapat pada graf. 
Matriks M diperlukan untuk membuat vector rank R melalui 
proses iterasi seperti Persamaan 2.2. Pada sistem rekomendasi ini 
iterasi perhitungan vector R dilakukan sebanyak 50 kali 
berdasarkan jumlah data pelamar dan pekerjaan yang tidak lebih 
dari 5 ribu data [8]. Nilai awal setiap elemen vector R adalah 1 𝑁⁄  
dimana N adalah jumlah node pada graf. Elemen dari vector R  
setelah proses iterasi merupakan nilai rank setiap node pada graf, 
relatif terhadap node target. Jadi ukuran vector R adalah jumlah 





Lalu matriks M yang merepresentasikan random walk pada 
graf dapat dibuat. Terdapat beberapa parameter dalam pembuatan 
matriks M, yaitu lamda, damping factor, dan personalization 
factor, seperti yang telah dijelaskan pada Bab 2.3. Contoh matriks 
M dapat dilihat pada Lampiran 3 . Matriks M tersebut dihasilkan 
dari graf pada Gambar 3.11 yang menggunakan data pelamar, data 





Contoh vector R yang telah dihasilkan dari dari proses iterasi 
dengan menggunakan matriks M pada Lampiran 3 dapat dilihat di 
Gambar 3.13. Terlihat pada gambar tersebut elemen bagian atas 
vector R ditempati oleh nilai rank node pelamar berurutan dari 

















Gambar 3.13 Contoh Hasil Vector Rank (R) 
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rank node pekerjaan berurutan dari node pekerjaan dengan id JD-
1 sampai JD-10.  
 
Tabel 3.5 Contoh Data Keluaran Tahap Node Ranking 
No 
Node Target : JC-2 
Node Nilai Rank 
1 JC-2 0.7116 
2 JD-7 0.0691 
3 JD-9 0.0685 
4 JD-2 0.0142 
5 JD-5 0.0136 
6 JD-1 0.0135 
7 JD-8 0.0135 
8 JD-6 0.0131 
9 JD-4 0.0122 
10 JD-3 0.0121 
11 JD-10 0.0119 
12 JC-4 0.0119 
13 JC-5 0.0116 
14 JC-3 0.0116 
15 JC-1 0.0116 
 
Setiap elemen dari vector tersebut mewakili nilai rank yang 
ada pada setiap node. Nilai rank pada vector R akan diurutkan dari 
yang terbesar ke terkecil. Hasil pengurutan nilai rank seluruh node 
pada vector R adalah urutan nilai rank seperti pada Tabel 3.5. 
Terlihat pada tabel tersebut nilai rank node JC-2 memiliki nilai 
yang paling tinggi dengan nilai rank 0.7116 karena node tersebut 
merupakan node target. Sedangkan node JD-7 dan JD-9 memiliki 
nilai yang tinggi karena terhubung langsung dengan node target 
JC-2 dengan nilai rank berturut – turut 0.0691 dan 0.0685. Jumlah 
seluruh nilai rank pada tahap node ranking ini adalah 1. 
Pada Tabel 3.5 terlihat masih terdapat node yang mewakili 





dengan nilai rank tertinggi. Oleh karena itu, nilai rank milik node 
yang mewakili pelamar dan nilai rank milik node pekerjaan yang 
tidak menempati urutan 10 besar pada Tabel 3.5 akan dihilangkan. 
Sehingga hanya tersisa nilai rank yang ditandai warna biru pada 
Tabel 3.5, yaitu 10 nilai rank pekerjaan tertinggi. Pekerjaan - 
pekerjaan tersebut yang akan dijadikan sebagai rekomendasi 
pekerjaan untuk pelamar.  
 
Tabel 3.6 Contoh Hasil Rekomendasi Pekerjaan 
No 





1 JD-7 0.2859 
2 JD-9 0.2834 
3 JD-2 0.0588 
4 JD-5 0.0563 
5 JD-1 0.0559 
6 JD-8 0.0559 
7 JD-6 0.0542 
8 JD-4 0.0505 
9 JD-3 0.0501 
10 JD-10 0.0492 
 
Nilai rekomendasi akan dihitung untuk rekomendasi pekerjaan 
tersebut menggunakan nilai rank seperti Persamaan 2.3. Hasil 
perhitungan nilai rekomendasi seperti pada Tabel 3.6. Jumlah nilai 
seluruh nilai rekomendasi adalah 1. Pekerjaan dengan id JD-7 dan 
JD-9 memiliki nilai rekomendasi tertinggi karena pekerjaan – 
pekerjaan tersebut telah diberikan tanda like dan apply berturut – 
turut oleh pelamar JC-2 seperti pada data feedback di Lampiran 3.  
Pekerjaan dengan id JD-2 direkomendasikan kepada pelamar 
JC-2 karena pekerjaan JD-2 memiliki kemiripan terhadap 
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pekerjaan yang disukai oleh pelamar JC-2 yaitu pekerjaan JD-7. 
Terlihat pada data pekerjaan di Lampiran 3 terlihat pekerjaan JD-
2 dan pekerjaan JD-7 merupakan pekerjaan dari institusi yang 
sama yaitu institusi Dept. of Health/Mental Hygiene. 
Rekomendasi yang diberikan terkadang tidak sesuai dengan 
profil pelamar atau ketertarikan pelamar. Contoh rekomendasi 
pekerjaan yang tidak sesuai adalah pekerjaan dengan id JD-5 dan 
JD-1. Pekerjaan tersebut memiliki nilai rekomendasi yang relatif 
tinggi hanya karena node yang mewakili pekerjaan tersebut pada 
graf di Gambar 3.11 memiliki edge masukan yang banyak. Edge 
masukan yang banyak pada graf mendandakan pekerjaan tersebut 
banyak disukai oleh pelamar.  
Pekerjaan lain yang sesuai dengan ketertarikan pelamar JC-2  
adalah pekerjaan JD-8 dan JD-4 karena berasal dari institusi Dept. 
of Health/Mental Hygiene. Pekerjaan tersebut memiliki nilai 
rekomendasi yang lebih rendah dari pekerjaan JD-5 dan JD-1 
karena hanya tidak memiliki edge masukan sebanyak JD-5 dan 
JD-1. Hal ini juga dapat disebabkan oleh parameter λ (lamda) yaitu 
kecenderungan pelamar untuk melihat pekerjaan yang acak.  
Pada sistem rekomendasi dengan data pekerjaan lebih dari 10 
pekerjaan – pekerjaan yang telah diberi tanda ketertarikan like dan 
apply tidak direkomendasikan, namun tetap diperlihatkan kepada 
pelamar jika memiliki nilai rank yang tinggi. 
 
3.4. Perancangan Antarmuka Sistem Rekomendasi 
Pada subbab ini akan dibahas mengenai perancangan 
antarmuka perangkat lunak yang bertujuan untuk dapat 
mempermudah interaksi antara perangkat lunak dengan pengguna.  
 
3.4.1. Menu File Masukan 
Menu ini memiliki tujuan untuk memilih file masukan 
yang dibutuhkan oleh sistem. File masukan terdiri dari 3 jenis yaitu 
: masukan data deskripsi pelamar, masukan data deskripsi 





pekerjaan. File masukan merupakan file yang memiliki ekstensi 
.csv.  
 
3.4.2. Halaman Interaksi Pelamar 
Halaman ini memberikan simulasi pemberian feedback 
oleh pelamar terhadap pekerjaan. Pengguna dapat melihat seluruh 
data deskripsi pelamar dan pekerjaan. Pada halaman ini pengguna 
dapat memilihkan pekerjaan yang akan diberikan feedback untuk 
pelamar yang telah ditentukan. Feedback yang dapat diberikan 
terhadap pekerjaan adalah like dan apply. Hasil feedback yang 
dilakukan pada halaman ini akan disimpan secara otomatis dalam 
file yang menjadi masukan data feedback pelamar terhadap 
pekerjaan yang telah dipilih pada menu file masukan.  
 
3.4.3. Halaman Rekomendasi Pekerjaan 
Rekomendasi pekerjaan untuk pelamar dilakukan pada 
halaman ini. Pengguna dapat melihat seluruh feedback pelamar 
terhadap pekerjaan dan pasangan entitas yang memiliki relasi 
similar pada halaman ini. Halaman ini menerima masukan berupa 
id target pelamar yang merupakan pelamar akan diberikan 
rekomendasi. Pengguna juga dapat memasukan nilai parameter 
untuk implementasi Algoritma 3A. Setelah semua masukan telah 
terisi maka pemberian rekomendasi pekerjaan dapat dilakukan.  
Urutan pekerjaan akan muncul sesuai dengan nilai 
ranknya relatif terhadap pelamar. Pekerjaan yang pernah diberikan 
feedback oleh target pelamar akan diberi label “liked” atau 
“applied” pada tabel hasil rekomendasi. Pekerjaan tersebut tidak 
akan dijadikan rekomendasi oleh sistem. Pekerjaan yang 
direkomendasikan diberi label “Recommended”. Presisi dari hasil 






4 BAB IV  
IMPLEMENTASI  
Bab ini membahas implementasi dari perancangan sistem 
sesuai dengan perancangan yang telah dibuat. Bahasa 
pemrograman yang digunakan untuk implementasi sistem adalah 
bahasa pemrograman Python dengan pustaka PyQt. 
4.1. Lingkungan Implementasi 
Lingkungan implementasi sistem yang digunakan untuk 
mengembangkan Tugas Akhir memiliki spesifikasi perangkat 
keras dan perangkat lunak seperti yang ditampilkan pada Tabel 
4.1. 
 




Prosesor: Intel® Core™ i5-4200U CPU @ 
1.60GHz  




Microsoft Windows 10 Pro 64-bit 
Perangkat Pengembang: 
Python IDLE Version 2.7.10 dan 
QtDesigner 
Pustaka Python: numpy, scipy, textmining, 
sklearn dan nltk 
 
4.2. Implementasi Proses 
Implementasi proses dilakukan berdasarkan perancangan 






4.2.1. Implementasi Tahap Pra-Pemrosesan Teks 
  Subbab ini membahas implementasi tahap pra-pemrosesan 
teks dari file masukan untuk dapat diproses pada tahap selanjutnya. 
Fungsi preprocess menerima parameter berupa teks dan akan 
menghilangkan simbol, angka, dan kata stopword dari teks tersebut 
seperti terlihat pada Kode Sumber 4.1. Kumpulan kata stopword 
didapatkan melalui pustaka NLTK pada bahasa pemrograman 
Python. 
 
1  from nltk.corpus import stopwords 
2  cachedStopWords = 
stopwords.words("english") 
3  
4  def preprocess(self, text): 
5   listtext = list() 
6   text = text.lower() 
7   text = re.sub(r'[^\w]', ' ', text) 
8   text = ''.join([i for i in text if not  
9               i.isdigit()]) 
10  text = ' '.join([word for word in           
11               text.split() if word not in  
12               cachedStopWords]) 
13  return text 
Kode Sumber 4.1 Implementasi Pra-Pemrosesan Teks 
4.2.2. Implementasi Tahap Pengukuran Kemiripan Teks 
demgan LSI (Latent Semantic Indexing) 
Proses pertama dari tahap ini adalah pembuatan matriks 
term-document matriks menggunakan dokumen teks pelamar dan 
pekerjaan yang telah melalui tahap pra-pemrosesan teks. 
Implementasi proses pembuatan matriks term-document dapat 
dilihat pada Kode Sumber 4.2. Pembuatan matriks term-document 
menggunakan pustaka textmining. Variabel tdm menyimpan 
matriks term-document yang akan dibuat. Dokumen teks yang 
telah melalui tahap pra-pemrosesan teks akan dimasukan ke dalam 
variabel tdm dengan perintah tdm.add_doc().  
 
47 
   
   
   
1 import textmining 
2 tdm = textmining.TermDocumentMatrix() 
3 for d_n in self.dict_candidate_sorted : 
4   cn_data = d_n 
5   word_list = [cn_data[2], cn_data[3],  
6                    cn_data[4]] 
7   text = ' '.join(word_list) 
8  
9   text = self.preprocess(text) 
10  tdm.add_doc(text) 
11  
12 for d_n in self.dict_job_sorted : 
13  jb_data = d_n 
14  word_list = [jb_data[3], jb_data[4],  
15                    jb_data[5]] 
16  text = ' '.join(word_list) 
17  
18  text = self.preprocess(text) 
19  tdm.add_doc(text) 
 
Kode Sumber 4.2  Implementasi Pembuatan Matriks Term-
Document 
Matriks term-document yang telah dibuat selanjutnya akan 
didekomposisi menggunakan SVD sehingga menghasilkan 
matriks U, s, dan V. Proses dekomposisi matriks menggunakan 
SVD dilakukan dengan pustaka numpy. Proses dekomposisi 
matriks dapat dilihat pada Kode Sumber 4.3. 
 
1 from numpy import * 
2  
3 U,s,V = linalg.svd(mtxadj_norm, 
full_matrices=False) 
Kode Sumber 4.3  Implementasi Dekomposisi Matriks 
Matriks U, s, dan V hasil dekomposisi matriks term-





dokumen seperti pada Kode Sumber 4.4. Vector dokumen 
merupakan tiap kolom dari matriks docs_rep.  
 
 
1 docs_rep = dot(diag(s),V)  
 
Kode Sumber 4.4 Implementasi Pembuatan Vector Dokumen 
Vector dokumen tersebut akan dihitung jaraknya dengan 
vector lainnya dengan menggunakan rumus Cosine Distance 
seperti pada Kode Sumber 4.5.  
 
1 from scipy.spatial import distance 
2  
3 big_rank = dict() 
4 sim_treshold = 0.6 
5  
6 for doc1 in range(0,self.__docnum__): 
7    
8   vector_doc1 = [row[doc1] for row in 
docs_rep] 
9    
10  for doc2 in range(doc1,self.__docnum__): 
11       
12      vector_doc2 = [row[doc2] for row in  
13                             docs_rep] 
14       
15      distcos = distance.cosine(vector_doc1,  
16                        vector_doc2) 
17      if distcos > sim_treshold : 
18          continue 
19      big_rank[str(doc1+1) + "-" +  
20                       str(doc2+1)] = 
distcos 
 
Kode Sumber 4.5 Implementasi Perhitungan Jarak Vector 
Dokumen 
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Perhitungan jarak vector dengan Cosine Distance 
dilakukan menggunakan pustaka scipy. Variabel distcos 
menyimpan nilai perhitungan jarak antar vector dokumen. Jika 
nilai jarak vector tidak melebihi dari batas yang telah ditentukan 
pada variabel sim_treshold, maka pasangan dokumen dianggap 
memiliki kemiripan. Keluaran dari tahap ini adalah variabel 
big_rank yang menyimpan pasangan dokumen yang memiliki 
kemiripan. 
 
4.2.3. Implementasi Tahap Konstruksi Graf 
Subbab ini membahas implementasi tahap konstruksi graf. 
Graf yang dibuat memiliki pelamar dan pekerjaan sebagai node. 
Node – node tersebut akan dihubungkan dengan tiga jenis relasi 
sebagai edge. Ketiga relasi tersebut adalah relasi similar, like, dan 
apply. Masing – masing relasi akan diimplementasikan dalam 
bentuk matriks adjacency. Matriks adjacency tiap relasi akan 
berukuran 𝑑 𝑥 𝑑 dimana 𝑑 merepresentasikan dokumen. 
 
1 len_sbr = len(sorted_big_rank) 
2 self.sim_adj_matrix = 
zeros((self.__docnum__,self.__docnum__)) 
3  
4 for i in xrange(0,len_sbr): 
5   pair_node = sorted_big_rank[i][0].split("-
") 
6   sim_score =  sorted_big_rank[i][1] 
7    
8   node1 = int(pair_node[0]) 
9   node2 = int(pair_node[1]) 
10  
11  self.sim_adj_matrix[node1-1][node2-1] = 1 
12  self.sim_adj_matrix[node2-1][node1-1] = 1 
 






Matriks adjacency relasi similar didapatkan melalui 
keluaran tahap pengukuran kemiripan entitas seperti pada Kode 
Sumber 4.6. Matriks adjacency relasi similar disimpan dalam 
variabel sim_adj_matrix. Urutan pasangan - pasangan entitas yang 
didapatkan dari tahap pengukuran kemiripan entitas terdapat pada 
variabel sorted_big_rank. Relasi ini merupakan relasi 
bidirectional sehingga masing – masing entitas pada pasangan 
entitas memiliki masukan dan keluaran. 
Matriks adjacency relasi like didapatkan melalui masukan 
file feedback pelamar terhadap pekerjaan. Feedback yang memiliki 
jenis like pada file masukan akan disimpan dalam variabel 
like_input. Variabel tersebut digunakan untuk membuat matriks 
adjacency relasi like seperti pada Kode Sumber 4.7. Matriks 
adjacency relasi like disimpan dalam variabel like_adj_matrix. 
 
1 like_adj_matrix = 
zeros((self.__docnum__,self.__docnum__)) 
2 len_like_input = len(like_input) 
3  
4 for it in range(0, len_like_input): 
5  
6   nodes = like_input[it].split('-') 
7   node1 = int(nodes[0]) 
8   node2 = int(nodes[1]) 
9  
10  if(node1 <= self.__docnum__  
11        and node2 <= self.__docnum__) : 
12      like_adj_matrix[node1-1][node2-1] = 1 
13  else : 
14      print "Like input Error" 
15      exit 
 
Kode Sumber 4.7  Implementasi Matriks Adjacency Relasi Like 
  Matriks adjacency relasi apply didapatkan melalui 
masukan file feedback pelamar terhadap pekerjaan. Feedback yang 
memiliki jenis apply pada file masukan akan disimpan dalam 
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variabel apply_input. Variabel tersebut digunakan untuk membuat 
matriks adjacency relasi apply seperti pada Kode Sumber 4.8. 
Matriks adjacency relasi apply disimpan dalam variabel 
apply_adj_matrix. 
 
1 apply_adj_matrix = 
zeros((self.__docnum__,self.__docnum__)) 
2 len_apply_input = len(apply_input) 
3  
4 for it in range(0, len_apply_input): 
5  
6   nodes = apply_input[it].split('-') 
7   node1 = int(nodes[0]) 
8   node2 = int(nodes[1]) 
9  
10  if(node1 <= self.__docnum__  
11        and node2 <= self.__docnum__) : 
12      apply_adj_matrix[node1-1][node2-1] = 1 
13  else : 
14      print "Apply input Error" 
15      exit 
 
Kode Sumber 4.8  Implementasi Matriks Adjacency Relasi 
Apply 
4.2.4. Implementasi Tahap Node Ranking pada Graf dengan 
Algoritma 3A (Actor, Asset, Activities) 
Subbab ini membahas implementasi tahap pengukuran 
tingkat rank node pada graf.  Matriks transition dan matriks 
dangling node dibuat untuk masing – masing jenis relasi pada graf.  
Kedua matriks tersebut dibuat dengan menggunakan matriks 
adjacency dari masing – masing jenis relasi pada graf, seperti pada 









1 """ SIMILIAR TRANSITION matrix """ 
2 self.sim_t_matrix = 
zeros((self.__docnum__,self.__docnum__)) 
3  
4 for i in xrange(0,self.__docnum__ ): 
5   for j in xrange(0, self.__docnum__ ): 
6       if((self.sim_adj_matrix[j][i] == 1) 
and (i  
7                != j)): 
8           self.sim_t_matrix[i][j] =  
9                        
1/self.sim_outdegree[j] 
10 """ SIMILIAR DANGLING matrix """ 
11 self.sim_d_matrix = 
zeros((self.__docnum__,self.__docnum__)) 
12  
13 for i in xrange(0,self.__docnum__ ): 
14  if (self.sim_outdegree[i] == 0): 
15      for j in xrange(0, self.__docnum__ ): 
16          self.sim_d_matrix[j][i] =  
17                        
1/float(self.__docnum__) 
18 """ LIKE TRANSITION matrix """ 
19 like_t_matrix = 
zeros((self.__docnum__,self.__docnum__)) 
20  
21 for i in xrange(0,self.__docnum__): 
22  for j in xrange(0, self.__docnum__): 
23      if((like_adj_matrix[j][i] == 1) and (i 
!=  
24                j)): 
25          like_t_matrix[i][j] =  
26                        1/like_outdegree[j]  
 
Kode Sumber 4.9 Implementasi Pembuatan Matriks 
Transition & Matriks Dangling Node untuk Setiap Jenis 
Relasi Graf (Bagian 1) 
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1 """ LIKE DANGLING matrix """ 
2 like_d_matrix = 
zeros((self.__docnum__,self.__docnum__)) 
3  
4 for i in xrange(0,self.__docnum__ ): 
5   if (like_outdegree[i] == 0): 
6       for j in xrange(0, self.__docnum__ ): 
7           like_d_matrix[j][i] =  
8                        
1/float(self.__docnum__) 
9  
10 """ APPLY TRANSITION matrix """ 
11 apply_t_matrix = 
zeros((self.__docnum__,self.__docnum__)) 
12  
13 for i in xrange(0,self.__docnum__ ): 
14  for j in xrange(0, self.__docnum__ ): 
15      if((apply_adj_matrix[j][i] == 1) and 
(i !=  
16                j)): 
17          apply_t_matrix[i][j] =  
18                        1/apply_outdegree[j] 
19  
20 """ APPLY DANGLING matrix """ 
21 apply_d_matrix = 
zeros((self.__docnum__,self.__docnum__)) 
22  
23 for i in xrange(0,self.__docnum__ ): 
24  if (apply_outdegree[i] == 0): 
25      for j in xrange(0, self.__docnum__ ): 
26          apply_d_matrix[j][i] =  
27                        
1/float(self.__docnum__) 
 
Kode Sumber 4.10  Implementasi Pembuatan Matriks 
Transition & Matriks Dangling Node untuk Setiap Jenis 





Matriks transition dan dangling node digunakan dalam 
pembuatan matriks m atau representasi random-walk pada graf. 
Parameter lamda, damping factor, personalization factor, dan 
bobot masing-masing jenis relasi graf diambil dari masukan 
pengguna sistem. Pembuatan matriks m dapat dilihat pada Kode 
Sumber 4.11. 
 
1 alf = float(self.txtVarLamda.text()) 
2 dam = float(self.txtVarD.text()) 
3 Bu = float(self.txtVarPu.text()) 
4 Ws = float(self.txtVarWs.text()) 
5 Wl = float(self.txtVarWL.text()) 
6 Wa = float(self.txtVarWa.text()) 
7 N = self.__docnum__ 
8 I = ones((self.__docnum__,self.__docnum__)) 
9 E = 3 
10 zigma_w = 0 
11 for i in xrange(0,E) : 
12  if (i==0) : 
13      t = self.sim_t_matrix 
14      d = self.sim_d_matrix 
15      w = Ws 
16  elif (i==1) : 
17      t = like_t_matrix 
18      d = like_d_matrix 
19      w = Wl 
20  else : 
21      t = ply_t_matrix 
22      d = ply_d_matrix 
23      w = Wa 
24  zigma_w += w*(t+d) 
25 m = alf/float(N) * I + dam * zigma_w + Bu * 
ta_u_matrix 
 
Kode Sumber 4.11  Implementasi Pembuatan Matriks 
Representasi Random-Walk 
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Vector im yang elemennya merupakan nilai rank tiap node 
dalam graf, didapatkan melalui proses iterasi menggunakan 
matriks m representasi random-walk. Pembuatan vector im dapat 
dilhat pada Kode Sumber 4.12. Nilai vector im awal adalah 
probabilitas tiap node yang terdistribusi sama rata. 
 
 
1 """ initial random walk vector """ 
2 im = zeros(self.__docnum__) 
3 for i in range (0,self. __docnum__): 
4   im[i] = 1/float(self.__docnum__) 
5  
6 """ random walk iteration """ 
7 for it in range(0,50): 
8   im = dot(m,transpose(im)) 
 
Kode Sumber 4.12 Implementasi Pembuatan Vector Rank 
Node 
Kode Sumber 4.13 Implementasi Pengurutan Elemen Vector 
Rank 
Elemen vector rank node tersebut diurutkan dari yang 
terbesar ke yang terkecil, seperti pada Kode Sumber 4.13. 
Rekomendasi pekerjaan dibuat dari urutan atas elemen vector 
sampai ke urutan yang telah ditentukan pengguna.    
 
 
1 """ sorting importance rank """ 
2 imp_rank = dict() 
3 node_n = 1 
4 for rank_score in im : 
5   imp_rank[node_n] = rank_score 
6   node_n += 1 







4.3. Implementasi Antarmuka Pengguna  
Implementasi tampilan antarmuka sistem rekomendasi ini 
dibuat dengan menggunakan pustaka PyQt. Aplikasi 
pengembangan yang digunakan untuk membuat desain antarmuka 
adalah QtDesigner.  Atribut – atribut pada antarmuka sistem 
disusun menggunakan metode drag & drop pada aplikasi 
QtDesigner seperti pada Gambar 4.1. 
 
 
Gambar 4.1 Implementasi Penyusunan Atribut Antarmuka 
Sistem Pada QtDesigner 
Aplikasi QtDesigner akan menghasilkan kode sumber dari 
desain antarmuka yang telah dibuat dalam file berekstensi .ui. Agar 
dapat digunakan dalam bahasa pemrograman python, file tersebut 
di compile dengan pustaka PyQt pada Windows console.  Kode 
sumber antarmuka yang telah di-compile dapat digunakan dalam 
sistem dengan melakukan import seperti pada Kode Sumber 4.14. 
 
1 from PyQt4 import QtGui, QtCore 
2 import design 
Kode Sumber 4.14 Implementasi Import Antarmuka pada 
Sistem 
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4.3.1. Implementasi Antarmuka Menu File Masukan 
Pada antarmuka ini pengguna dapat memilih file data 
masukan yang terdiri dari data pelamar, data pekerjaan, dan data 
feedback pelamar terhadap pekerjaan.  Pada antarmuka ini terdapat 
tiga tombol browse untuk memasukkan file masing - masing data 
masukan. Tombol tersebut akan membuka sebuah file browser 




Gambar 4.2 Menu File Masukan 
Pada Gambar 4.2 atribut - atribut pada menu file masukan 
telah diberikan nomor. Terlihat tombol untuk melakukan file 
browsing untuk file masukan data pelamar, data pekerjaan, dan 
data feedback berturut - turut adalah nomor 2, 4, dan 6. Spesifikasi 
atribut juga dapat dilihat pada Lampiran 1 Tabel 8.1. 
 
4.3.2. Implementasi Antarmuka Halaman Interaksi Pelamar 
Pada antarmuka ini pengguna dapat mengakses seluruh data 
pelamar, data pekerjaan, dan data feedback. Pengguna juga dapat 
memilih pekerjaan mana yang akan diberikan tanda ketertarikan 
like dan apply oleh pelamar tertentu. Spesifikasi atribut antarmuka 
dapat dilihat pada Gambar 4.3. Hasil implementasi antarmuka ini 
dapat dilihat pada Lampiran 1 Tabel 8.2. Pada gambar antarmuka 
tersebut atribut antarmuka telah diberikan nomor.  
Terlihat pada atribut nomor 2, pengguna dapat memasukkan 
id data pelamar untuk mengetahui data profil pelamar dan data 
feedback oleh pelamar tersebut. Detil data pelamar ditandai oleh 
atribut nomor 4 dan data feedback oleh pelamar ditandai oleh 
atribut nomor 5. Pada atribut nomor 5 pengguna dapat mengubah 







Gambar 4.3 Halaman Interaksi Pelamar 
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Data seluruh pekerjaan akan diperlihatkan melalui atribut 
nomor 10. Pengguna dapat melihat isi dari kolom data pekerjaan 
secara indivdual dengan melakukan click pada kolom dan isi 
kolom tersebut akan terlihat pada atribut nomor 11. 
Pembuatan data masukan feedback dapat dilakukan oleh 
pengguna. Pembuatan data feedback dilakukan dengan 
menentukan masukan id pelamar yang akan memberikan 
ketertarikan pada atribut nomor 2, masukan id pekerjaan yang akan 
diberikan tanda ketertarikan pada atribut nomor 8, dan jenis tanda 
ketertarikan pada atribut nomor 7. Setelah id pelamar, id pekerjaan, 
dan tanda ketertarikan telah ditentukan pembuatan data feedback 
dilakukan dengan melakukan click pada tombol atribut nomor 9. 
 
4.3.3. Implementasi Antarmuka Halaman Rekomendasi 
Pekerjaan 
Pada antarmuka ini proses pemberian rekomendasi 
pekerjaan untuk pelamar dilakukan. Proses pengukuran kesamaan 
dokumen teks data dapat juga dilakukan pada antarmuka ini. 
Urutan pasangan dokumen teks yang memiliki kemiripan teks 
dapat terlihat pada antarmuka ini.  
Spesifikasi atribut antarmuka dapat dilihat pada Gambar 4.4. 
Hasil implementasi antarmuka ini dapat dilihat pada Lampiran 1 
Tabel 8.3. Pada gambar antarmuka tersebut atribut antarmuka telah 
diberikan nomor. 
Pada atribut nomor 1 dapat terlihat data feedback oleh 
seluruh pelamar. Pengukuran kemiripan dokumen teks data dapat 
dilakukan dengan melakukan click pada tombol atribut nomor 2 
dan hasil pengukuran dapat dilihat pada atribut nomor 3.  
Pemberian rekomendasi pekerjaan dapat dilakukan dengan 
memasukkan id pelamar yang akan diberikan rekomendasi 
pekerjaan pada atribut nomor 4, memasukkan nilai parameter dan 
bobot relasi pada atribut 5 sampai 10, dan memasukkan jumlah 
rekomendasi pekerjaan yang akan diberikan pada atribut 11. 
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Setelah itu tombol atribut nomor 12 dilakukan click dan hasil 
rekomendasi pekerjaan dapat terlihat pada atribut nomor 13. Nilai 







[Halaman ini sengaja dikosongkan]  
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5 BAB V 
UJI COBA DAN EVALUASI 
Bab ini membahas uji coba  dan evaluasi terhadap kinerja 
sistem rekomendasi dalm memberikan rekomendasi pekerjaan 
untuk pelamar.  
5.1. Lingkungan Uji Coba 
Lingkungan uji coba yang digunakan dalam pembuatan Tugas 
Akhir ini meliputi perangkat keras berupa komputer dan sistem 
operasi dengan spesfikasi seperti pada Tabel 5.1. 
 




Prosesor: Intel® Core™ i5-4200U CPU @ 
1.60GHz  




Microsoft Windows 10 Pro 64-bit 
 
5.2. Cara Evaluasi Kinerja Sistem Rekomendasi 
Evaluasi kinerja sistem rekomendasi pekerjaan ini adalah 
dengan menggunakan nilai presisi. Perhitungan nilai presisi akan 
mencari pekerjaan yang relevan dari set pekerjaan yang 
direkomendasikan. Rekomendasi pekerjaan yang relevan adalah 
pekerjaan yang memiliki kategori atau kelas yang sama dengan 
kategori atau kelas dari pelamar yang diberikan rekomendasi. 
Klasifikasi data pelamar dan pekerjaan seperti pada Bab 3.2.2 akan 
dijadikan sebagai ground truth untuk menentukan relevansi 
rekomendasi pekerjaan. 
Salah satu data pelamar adalah pelamar dengan id JC-19 yang 
memiliki kelas medical karena memiliki pengalaman kerja sebagai 





pada Tabel 5.2. Pelamar tersebut akan diberikan rekomendasi 
pekerjaan sebanyak 10 pekerjaan. Hasil rekomendasi pekerjaan 
untuk pelamar JC-19 adalah seperti pada Tabel 5.3.  
 
Tabel 5.2 Data Pelamar JC-19 
































Pada tabel hasil rekomendasi tersebut terlihat terdapat 
pekerjaan yang memiliki kolom Status yang bernilai Liked atau 
Applied. Pekerjaan – pekerjaan tersebut adalah pekerjaan yang 
sebelumnya telah diberi tanda ketertarikan  oleh pelamar. Riwayat 
ketertarikan pelamar terhadap pekerjaan tersimpan dalam data 
feedback pelamar terhadap pekerjaan. Pekerjaan – pekerjaan 
tersebut tidak termasuk dalam 10 rekomendasi pekerjaan. 
Nilai presisi sistem rekomendasi pekerjaan dihitung dengan 
mencari rekomendasi pekerjaan yang relevan. Rekomendasi 
pekerjaan yang relevan untuk pelamar JC-19 adalah pekerjaan 
yang memiliki kelas yang sama dengan pelamar JC-19 yaitu kelas 
medical. Rekomendasi pekerjaan yang relevan ditandai dengan 
kolom Status yang bernilai Relevant.  
Pekerjaan - pekerjaan yang direkomendasikan untuk pelamar 
masing - masing memiliki nilai rekomendasi. Nilai rekomendasi 
menunjukan tingkat kepentingan rekomendasi pekerjaan oleh 
sistem rekomendasi. Perhitungan nilai rekomendasi telah 
dijelaskan secara mendalam pada Bab 2.3. 
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Medical Relevant 0.0945 
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Medical Relevant 0.0943 
Jumlah Pekerjaan yang Relevan 
8 
    
Nilai Pesisi  80%     
 
Terlihat pada Tabel 5.3, pekerjaan yang paling cocok untuk 
pelamar JC-19 adalah pekerjaan dengan id JD-153 sebagai School 
Mental Health Consultant Supervisor. Jumlah pekerjaan yang 
relevan untuk pelamar JC-19 adalah 8 pekerjaan dari 10 
rekomendasi pekerjaan. Oleh karena itu, nilai presisi rekomendasi 
pekerjaan untuk pelamar JC-19 adalah 80%. 
 
5.3. Data Uji Coba  
Data yang digunakan untuk uji coba implementasi sistem 
rekomendasi untuk pemberian rekomendasi pekerjaan untuk 
pelamar adalah data pelamar, data pekerjaan, dan data feedback 
pelamar terhadap pekerjaan. Jumlah data yang dipakai setiap 
skenario uji coba dapat dilihat pada Tabel 5.4. Contoh data uji coba 
dapat dilihat pada Lampiran 2 . 
Pada uji coba Skenario 2 data pelamar yang dipakai adalah 5 
data, data pekerjaan yang dipakai berjumlah 10 data, dan data 
feedback  yang dipakai berjumlah 11 data. Pada uji coba Skenario 
1, 3, dan 4 data pelamar dipakai berjumlah 855 data, data pekerjaan 
yang dipakai berjumlah 1297 data, dan data feedback yang dipakai 





Pada Skenario 5 terdapat 2 set data yang akan dipakai. Set 
pertama berisi data pelamar berjumlah 259 data, data pekerjaan 
berjumlah 1297 data, dan data feedback berjumlah 723 data. Set 2 
berisi data pelamar sebanyak 224 data, data pekerjaan berjumlah 
736 data, dan data feedback berjumlah 550 data.  
 
















Pelamar 855 5 855 855 259 224 
Pekerjaan 1297 10 1297 1297 1297 736 
Feedback 2290 11 2290 2290 732 550 
 
Pada uji coba ini setiap pelamar pada data pelamar akan 
diberikan rekomendasi pekerjaan. Masing – masing pelamar akan 
diberikan rekomendasi pekerjaan sebanyak 10 pekerjaan, dan tidak 
termasuk pekerjaan yang telah diberikan tanda ketertarikan oleh 
pelamar.  
 
5.4. Skenario Uji Coba 
Pada subbab ini akan dijelaskan mengenai skenario uji coba 
yang telah dilakukan. Terdapat beberapa skenario uji coba yang 
telah dilakukan, diantaranya yaitu: 
1. Perbandingan nilai presisi rekomendasi berdasarkan jenis 
sistem rekomendasi yang berbeda (content-based, 
collaborative, dan hybrid). 
2. Perbandingan nilai rank node, berdasarkan komposisi nilai 
parameter yang berbeda. 
3. Perbandingan nilai presisi rekomendasi, berdasarkan 
komposisi nilai parameter yang berbeda - 1 (untuk mencari 
rasio komposisi nilai parameter terbaik). 
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4. Perbandingan nilai presisi rekomendasi, berdasarkan 
komposisi nilai parameter yang berbeda - 2 (untuk mencari 
nilai presisi terbaik). 
5. Perbandingan rata – rata nilai presisi rekomendasi untuk 
setiap kelas pelamar menggunakan set data pelamar yang 
berbeda. 
 
5.5. Skenario Pengujian 1: Perbandingan nilai presisi 
rekomendasi berdasarkan jenis sistem rekomendasi yang 
berbeda (content-based, collaborative, dan hybrid) 
Pada skenario pengujian ini sebanyak 855 pelamar akan 
diberikan rekomendasi berdasarkan 3 jenis sistem rekomendasi 
yang berbeda. Ketiga jenis sistem rekomendasi tersebut adalah 
sistem rekomendasi berjenis content-based, collaborative, dan 
hybrid. Skenario ini bertujuan untuk mengetahui jenis sistem 
rekomendasi apa yang dapat menghasilkan nilai presisi 
rekomendasi tertinggi. Perbedaan ketiga jenis sistem rekomendasi 
tersebut terlihat pada Tabel 5.5. Kelas data pelamar dan pekerjaan 
yang digunakan pada skenario ini dapat dilihat pada Tabel 3.1. 
Sistem rekomendasi content-based hanya menggunakan 
data keluaran Tahap Pengukuran Kemiripan  dan tidak memakai 
data masukan feedback pelamar terhadap pekerjaan. Graf yang 
dihasilkan pada Tahap Konstruksi Graf oleh sistem rekomendasi 
berjenis ini hanya memiliki relasi similar. 
Sistem rekomendasi collaborative hanya memanfaatkan 
data feedback pelamar terhadap pekerjaan dan tidak memakai data 
keluaran pada Tahap Pengukuran Kemiripan . Graf yang 
dihasilkan pada Tahap Konstruksi Graf oleh sistem rekomendasi 
berjenis ini hanya memiliki relasi like dan apply. 
Sistem rekomendasi hybrid merupakan gabungan dari 
content-based dan collaborative yang memakai semua data pada 
semua tahap. Graf yang dihasilkan pada Tahap Konstruksi Graf 












Similar Like Apply 
1 Content-Based √ x x 
2 Collaborative X √ √ 
3 Hybrid √ √ √ 
 
Setiap 855 pelamar akan diberikan 10 rekomendasi 
pekerjaan untuk setiap jenis sistem rekomendasi dan dihitung nilai 
presisi rekomendasinya.  
 





1 Content-Based 14.65 
2 Collaborative 36.90 
3 Hybrid 52.37 
 
Nilai presisi rata – rata rekomendasi pekerjaan untuk setiap 
jenis sistem rekomendasi dapat dilihat dalam Tabel 5.6. Tabel 
tersebut menunjukan bahwa sistem rekomendasi berjenis Hybrid 
dapat menghasilkan nilai presisi yang paling tinggi. 
 
5.6. Skenario Pengujian 2: Perbandingan nilai rank node, 
berdasarkan komposisi nilai parameter yang berbeda. 
Skenario 2 dilakukan untuk mengamati pengaruh setiap 
parameter secara individual di dalam Algoritma node ranking 3A 
terhadap nilai rank yang dihasilkan. Deskripsi parameter pada 
Algoritma node ranking 3A dapat dilihat pada Tabel 2.5. 
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Skenario ini tidak  menggunakan data pelamar dan 
pekerjaan yang telah terklasifikasi karena pada skenario ini tidak 
menghitung nilai presisi sistem rekomendasi. Perbandingan hanya 
dilakukan terhadap hasil node ranking pada graf saja. Skenario ini 
juga tidak menggunakan data yang berjumlah besar untuk 
memudahkan visualisasi graf yang dihasilkan. Jumlah data yang 
digunakan pada skenario ini dapat dilihat pada Tabel 5.4. Kelas 
data pelamar dan pekerjaan yang digunakan pada skenario ini 
dapat dilihat pada Tabel 3.1. 
Detil data yang digunakan pada skenario ini dapat dilihat 
pada Lampiran 2. Data pelamar, pekerjaan, dan feedback tersebut 
menghasilkan graf seperti pada Gambar 5.1. Pada graf terlihat 
pelamar dengan id JC-1 menyukai pekerjaan dengan id JD-2, JD-
8, dan JD-3. Pelamar JC-1 juga telah mencoba melamar terhadap 
pekerjaan dengan id JD-4 melalui sistem. 
Pada graf di Gambar 5.1 akan dilakukan proses node ranking 
menggunakan komposisi nilai parameter yang berbeda seperti 
pada Tabel 5.7. Jumlah nilai ketiga parameter adalah 1 seperti pada 
Persamaan 2.1. Pada setiap komposisi, akan ditonjolkan nilai salah 
satu parameter. Hal ini dilakukan untuk mengetahui pengaruh 
parameter secara individual terhadap hasil proses node ranking. 
 






1 2 3 
1 λ 0.8 0.1 0.1 
2 d 0.1 0.8 0.1 
3 Pu 0.1 0.1 0.8 
 
Terlihat pada  komposisi 1 di Tabel 5.7, nilai parameter λ 
adalah 0,8, nilai parameter d adalah 0,1, dan nilai parameter Pu 





adalah nilai parameter λ dengan nilai 0,8. Komposisi 1 memiliki 
tujuan untuk mengetahui pengaruh parameter λ pada hasil proses 




Gambar 5.1 Hasil Graf Skenario 2 
73 
   
   
   
 
Tabel 5.8 Keluaran Komposisi 1 pada Skenario 2 
No 
Node Target : JC-1 
Node Nilai Rank 
1 JC-1 0.06671 
2 JD-5 0.06666 
3 JD-1 0.06666 
4 JD-7 0.06666 
5 JD-6 0.06666 
6 JD-4 0.06666 
7 JD-2 0.06666 
8 JD-9 0.06666 
9 JD-3 0.06666 
10 JD-8 0.06666 
11 JD-10 0.06666 
12 JC-4 0.06666 
13 JC-5 0.06666 
14 JC-3 0.06666 
15 JC-2 0.06666 
 
Keluaran urutan nilai rank node relatif terhadap node "JC-1" 
menggunakan komposisi nilai parameter 1, 2, dan 3 berturut - turut 
terlihat pada Tabel 5.8, Tabel 5.9, dan Tabel 5.10. Terlihat masih 
terdapat data pelamar pada keluaran urutan nilai rank node, hal ini 
disebabkan karena Algoritma node ranking 3A menghitung 
seluruh nilai rank node pada graf termasuk node pelamar dan 
pekerjaan. Rekomendasi pekerjaan yang sesungguhnya 
menghilangkan data - data pelamar dari keluaran tersebut sehingga 
hanya menyisakan data pekerjaan untuk direkomendasikan kepada 





untuk mengetahui pengaruh parameter Algoritma 3A pada 
keluaran nilai rank node pada graf secara keseluruhan. 
 
Tabel 5.9 Keluaran Komposisi 2 pada Skenario 2 
No 
Node Target : JC-1 
Node Nilai Rank 
1 JD-1 0.09321 
2 JD-5 0.09271 
3 JD-6 0.08799 
4 JD-7 0.08573 
5 JD-2 0.07646 
6 JD-4 0.07339 
7 JD-9 0.06573 
8 JD-3 0.06253 
9 JD-8 0.06179 
10 JD-10 0.05634 
11 JC-4 0.05627 
12 JC-1 0.04700 
13 JC-5 0.04695 
14 JC-3 0.04695 
15 JC-2 0.04695 
 
Pada Tabel 5.8 terlihat komposisi 1 yang menonjolkan nilai 
parameter λ menghasilkan nilai rank  yang sama untuk setiap node. 
Oleh karena itu, komposisi 1 menunjukan bahwa nilai parameter λ 
menaikan nilai rank seluruh node secara sama rata, sehingga tidak 
ada node yang bernilai rank yang 0.  
Komposisi nilai parameter 2 yang menonjolkan nilai 
parameter d (damping factor) menunjukan bahwa node dengan 
edge masukan terbanyak pada graf, memiliki nilai rank yang 
tertinggi, seperti pada Tabel 5.9. Pada graf di Gambar 5.1 jumlah 
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masukan edge terbanyak adalah 3 masukan dan dimiliki oleh node 
JD-2, JD-7, JD-1, dan JD-5. Sehingga, node - node tersebut 
menempati urutan tertinggi pada keluaran urutan nilai rank node 
seperti terlihat pada Tabel 5.9. Karena node JD-6 pada graf terletak 
sangat berdekatan dengan node JD-5 dan JD-1 yang merupakan 
node bernilai rank tinggi, maka node JD-6 juga bernilai rank 
tinggi. 
 
Tabel 5.10 Keluaran Komposisi 3 pada Skenario 2 
No 
Node Target : JC-1 
Node Nilai Rank 
1 JC-1 0.999904 
2 JD-4 0.000024 
3 JD-2 0.000011 
4 JD-8 0.000011 
5 JD-3 0.000011 
6 JD-7 0.000004 
7 JD-1 0.000004 
8 JD-5 0.000004 
9 JD-6 0.000004 
10 JD-9 0.000004 
11 JD-10 0.000004 
12 JC-4 0.000004 
13 JC-5 0.000004 
14 JC-3 0.000004 
15 JC-2 0.000004 
 
Komposisi nilai parameter 3 yang menonjolkan parameter 
Pu (Personalization Factor) menunjukan keluaran nilai rank yang 
tinggi untuk node - node yang berdekatan dengan node target JC-
1. Pada Tabel 5.10 terlihat node yang memiliki nilai rank tertinggi 





di Gambar 5.1 node - node tersebut merupakan node yang 
berhubungan langsung dengan node target JC-1. Ringkasan hasil 
analisa pengaruh parameter Algoritma 3A terhadap nilai rank node 
pada graf dapat dilhat pada Tabel 5.11. 
 






Pengaruh pada Nilai 
Rank (Rank) 
1 λ   lamda 
Menaikan (boost) nilai 
rank semua node sama 
rata, sehingga tidak ada 
node yang bernilai 0. 
2 d damping factor 
Menaikan (boost) nilai 
rank dari node - node 





Menaikan (boost) nilai 
rank dari node - node di 
sekitar node target  
 
5.7. Skenario Pengujian 3: Perbandingan nilai presisi 
rekomendasi, berdasarkan komposisi nilai parameter 
yang berbeda - 1. 
Skenario 3 memiliki tujuan untuk mengamati pengaruh 
parameter node ranking secara individual dalam menghasilkan 
nilai presisi pada proses sistem rekomendasi. Pada skenario ini 
akan dilakukan perbandingan hasil nilai presisi sistem 
rekomendasi berdasarkan penggunaan komposisi nilai parameter 
yang berbeda.  
Skenario ini akan menggunakan komposisi nilai parameter 
Algoritma node ranking 3A yang sama dengan Skenario 2. 
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Namun, pada Skenario 2, komposisi nilai parameter digunakan 
untuk melakukan perbandingan nilai rank hasil proses node 
ranking, sedangkan pada skenario ini komposisi nilai parameter 
digunakan untuk melakukan perbandingan nilai presisi hasil proses 
sistem rekomendasi. 
Data pelamar yang akan diberikan rekomendasi pada 
skenario ini sama seperti Skenario 1, seperti pada tabel Tabel 5.4. 
Komposisi nilai parameter Algoritma node ranking 3A sama 
seperti Skenario 2 yaitu seperti pada Tabel 5.7. Kelas data pelamar 
dan pekerjaan yang digunakan pada skenario ini dapat dilihat pada 
Tabel 3.1. 
 Jumlah nilai ketiga parameter adalah 1 seperti pada 
Persamaan 2.1. Pada setiap komposisi, akan ditonjolkan nilai salah 
satu parameter. Hal ini dilakukan untuk mengetahui pengaruh 
parameter secara individual terhadap nilai presisi hasil proses 
sistem rekomendasi. Terlihat pada  komposisi 1 di Tabel 5.7, nilai 
parameter λ adalah 0,8, nilai parameter d adalah 0,1, dan nilai 
parameter Pu adalah 0,1. Pada komposisi ini nilai parameter yang 
ditonjolkan adalah nilai parameter λ dengan nilai 0,8. Komposisi 1 
memiliki tujuan untuk mengetahui pengaruh parameter λ pada nilai 
presisi hasil proses sistem rekomendasi. 
 






1 Komposisi 1 37.06 
2 Komposisi 2 42.50 
3 Komposisi 3 50.92 
 
Nilai presisi rata – rata rekomendasi pekerjaan untuk setiap 
komposisi nilai parameter pada Skenario 3 dapat dilihat dalam 





yang menonjolkan parameter Pu, dapat menghasilkan keluaran 
nilai presisi rekomendasi paling tinggi dengan nilai 50.92%.  
Oleh karena itu, dapat disimpulkan bahwa parameter Pu 
penting dalam memaksimalkan nilai presisi rekomendasi dan 
nilainya harus lebih besar daripada parameter lainnya.   
 
5.8. Skenario Pengujian 4: Perbandingan nilai presisi 
rekomendasi, berdasarkan komposisi nilai parameter 
yang berbeda - 2.  
Pada skenario 4 akan dilakukan perbandingan nilai presisi 
hasil proses sistem rekomendasi berdasarkan komposisi nilai 
parameter Algoritma node ranking 3A yang berbeda, sama seperti 
pada Skenario 3. Perbedaan Skenario 3 dan 4 terletak pada 
komposisi nilai parameter Algoritma node ranking 3A yang akan 
dibandingkan.  
Tujuan Skenario 3 dan 4 berbeda. Skenario 4 menggunakan 
komposisi nilai parameter yang berbeda untuk mencari nilai presisi 
sistem rekomendasi yang terbaik. Sedangkan Skenario 3 
menggunakan komposisi nilai parameter yang berbeda untuk 
mengetahui pengaruh parameter terhadap nilai presisi sistem 
rekomendasi secara individual. Sehingga pada Skenario 3 dapat 
diketahui parameter apa yang harus memiliki nilai paling tinggi 
untuk menghasilkan nilai presisi sistem rekomendasi yang tinggi. 
Setiap komposisi parameter pada Skenario 3 hanya 
menonjolkan salah satu parameternya untuk mengetahui pengaruh 
parameter secara individual pada nilai presisi yang dihasilkan. 
Namun pada Skenario 4 komposisi nilai parameter lebih seimbang 
dan tidak ada nilai parameter yang ditonjolkan. Pemilihan 
komposisi nilai parameter pada Skenario 4 menggabungkan hasil 
kesimpulan dari Skenario 2 dan Skenario 3. 
Pada Skenario 2 telah diketahui bahwa parameter λ (lamda) 
hanya meningkatkan nilai rank seluruh node pelamar dan 
pekerjaan pada graf agar tidak ada node yang tidak memiliki nilai 
rank. Oleh karena itu, dapat disimpulkan bahwa dapat digunakan 
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nilai 0,1 untuk nilai parameter λ pada setiap komposisi nilai 
parameter yang akan digunakan di Skenario 4 ini. 
Pada Skenario 3 telah diketahui bahwa dengan 
memaksimalkan nilai parameter Pu dapat meningkatkan keluaran 
nilai presisi rekomendasi. Sehingga pada komposisi nilai 
parameter yang akan digunakan di Skenario 4, parameter Pu harus 
bernilai lebih tinggi daripada parameter lainnya.  
Pada skenario ini diajukan 3 komposisi nilai parameter 
Algoritma node ranking 3A seperti pada Tabel 5.13. Nilai 
parameter λ (lamda) pada setiap komposisi adalah 0.1 karena 
parameter ini hanya berfungsi untuk menghindari node pekerjaan 
yang tidak memiliki nilai rank pada graf model rekomendasi, 
seperti pada analisa hasil uji coba Skenario 2. Kelas data pelamar 
dan pekerjaan yang digunakan pada skenario ini dapat dilihat pada 
Tabel 3.1. 
 






1 2 3 
1 λ 0.1 0.1 0.1 
2 d 0.4 0.3 0.2 
3 Pu 0.5 0.6 0.7 
 
Nilai parameter Pu naik sebanyak 0.1 di setiap komposisi. 
Nilai parameter Pu pada ketiga komposisi lebih tinggi daripada 
nilai parameter d sesuai dengan analisa hasil uji coba Skenario 3. 
Semakin tinggi nilai parameter Pu, nilai parameter d akan semakin 
rendah karena jumlah ketiga parameter adalah 1, seperti pada 
Persamaan 2.1. Nilai parameter Pu tidak bisa diperkecil dari nilai 
parameter Pu yang ada pada komposisi 1 karena akan 
menyebabkan nilai parameter Pu sama dengan nilai parameter d. 





yang ada pada komposisi 3 karena akan menyebabkan nilai 
parameter d sama dengan nilai parameter λ (lamda). 
 






1 Komposisi 1 51.36 
2 Komposisi 2 52.37 
3 Komposisi 3 52.30 
 
Sebanyak 855 pelamar masing – masing akan diberikan 10 
rekomendasi pekerjaan untuk setiap komposisi nilai parameter 
Algoritma node ranking 3A dan dihitung nilai presisi 
rekomendasinya. Nilai presisi rata – rata rekomendasi pekerjaan 
untuk setiap komposisi nilai parameter dapat dilihat dalam Tabel 
5.14.  
Pada tabel tersebut terlihat nilai presisi rekomendasi tertinggi 
dihasilkan oleh komposisi nilai parameter 2. Oleh karena itu, 
komposisi nilai parameter Algoritma node ranking 3A yang 
seimbang dan dapat menghasilkan nilai presisi rekomendasi 
terbaik adalah komposisi nilai parameter 2 yaitu  λ = 0.1, d = 0.3, 
dan Pu = 0.6. 
 
5.9. Skenario Pengujian 5: Perbandingan Rata – Rata Nilai 
Presisi Rekomendasi Pada Setiap Kelas pelamar 
Menggunakan Jumlah Data Pelamar yang Berbeda. 
Pada Skenario 4 telah dilakukan uji coba pemberian 
rekomendasi kepada 855 pelamar dengan menggunakan data 
pelamar sebanyak 855 data, data pekerjaan sebanyak 1297 data, 
dan data feedback pelamar terhadap pekerjaan sebanyak 2290 data. 
Analisa hasil uji coba skenario tersebut menyebutkan bahwa nilai 
presisi rekomendasi terbaik yaitu 52,37%  dihasilkan oleh 
komposisi nilai parameter Algoritma 3A λ = 0.1, d = 0.3, dan Pu = 
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0.6. Namun pada hasil rekomendasi tersebut, nilai presisi 
rekomendasi pada setiap kelas pelamar berbeda – beda. Hasil rata 
- rata nilai presisi rekomendasi pada setiap kelas pelamar dalam 
hasil uji coba Skenario 4 dapat dilihat pada Tabel 5.15. Kelas data 
pelamar dan pekerjaan yang digunakan pada Skenario 4 dapat 
dilihat pada Tabel 3.1. 
Pada tabel tersebut terlihat pelamar pada kelas 
Management memiliki rata – rata nilai presisi tertinggi yaitu 
68.52% dan pelamar pada kelas Supply-Chain memiliki rata – rata 
nilai presisi hanya 9.55%.  Sedangkan rata – rata nilai presisi untuk 
seluruh data adalah 52.37%. Perbedaan yang sangat besar pada rata 
– rata nilai presisi di antara 2 kelas tersebut membuktikan bahwa 
rata – rata nilai presisi setiap kelas pada Skenario 4 tidak merata. 
 
 
Tabel 5.15 Rata - Rata Nilai Presisi Skenario 4 
No  Kelas Pelamar 
Rata - Rata Nilai 
Presisi (%) 
1 Supply-Chain 9.55 
2 Management 68.52 
3 IT 54.75 
4 Medical/HealthCare 30.00 
5 Engineering 25.71 
6 Legal 26.11 







Gambar 5.2 Rata - Rata Nilai Presisi Skenario 4 
Representasi rata – rata nilai presisi Skenario 4 dalam 
grafik batang dapat dilihat di Gambar 5.2. Pada grafik tersebut 
terlihat, kelas management dan IT memiliki rata - rata nilai presisi 
tertinggi dengan nilai di atas 50%, sedangkan kelas lainnya jauh di 
bawah 50%. Hal ini dapat disebabkan karena pekerjaan pada kelas 
- kelas tersebut memiliki nilai rank yang tinggi, sehingga sering 
muncul pada saat pemberian rekomendasi kepada pelamar. Nilai 
rank yang tinggi pada pekerjaan mungkin dipengaruhi oleh 
banyaknya data feedback terhadap pekerjaan tersebut oleh 
pelamar. Banyaknya data feedback terhadap pekerjaan pada suatu 
kelas dipengaruhi oleh banyak pelamar pada kelas yang sama. 
Oleh karena itu, kelas management dan IT memiliki rata - rata nilai 
presisi tertinggi pada pemberian rekomendasi uji coba Skenario 4 
karena jumlah pelamar pada kelas tersebut jauh lebih banyak 
daripada jumlah pelamar pada kelas - kelas lainnya. Jumlah 
pelamar pada setiap kelas dalam uji coba Skenario 4 dapat dilihat 




   
   
   
Tabel 5.16 Set Data Pelamar Skenario 5 
No Kelas 
Jumlah 
Set 1 Set 2 
1 Management 52 0 
2 IT 63 0 
3 Engineering 53 133 
4 Supply-Chain 45 45 
5 Medical/HealthCare 28 28 
6 Legal 18 18 
Total 259 224 
 
Pada Skenario 5 ini akan dilakukan uji coba pemberian 
rekomendasi pekerjaan untuk pelamar dengan jumlah data pelamar 
yang telah diseimbangkan untuk setiap kelas. Rata – rata hasil nilai 
presisi seluruh pelamar secara keseluruhan dan rata – rata hasil 
nilai presisi untuk setiap kelas pelamar akan diamati pada uji coba 
ini. Skenario ini bertujuan untuk melihat pengaruh jumlah data 
terhadap nilai presisi rekomendasi.                                                                                                                  
Pada skenario ini jumlah data pelamar untuk setiap kelas 
pada Tabel 3.2 akan dikurangi agar setiap kelas memiliki jumlah 
pelamar yang seimbang dan tidak memiliki selisih yang besar. 
Terdapat 2 cara penyeimbangan jumlah data yang akan dilakukan. 
Cara pertama adalah dengan menyeimbangkan jumlah data 
pelamar untuk setiap kelas pelamar. Cara kedua adalah dengan 
menghilangkan 2 kelas dengan jumlah data pelamar terbesar. Cara 
1 dan 2 akan menghasilkan set data pelamar berturut – turut Set 1 
dan Set 2, seperti pada Tabel 5.16. 
Pada Set 1 terlihat jumlah data pelamar untuk setiap kelas 
diseimbangkan dan tidak memiliki selisih yang terlalu besar. 
Jumlah data pelamar terkecil adalah 18 data pada kelas legal dan 





pelamar pada Set 1 adalah 259 data, dengan selisih 596 data dari 
jumlah data pelamar sebelumnya. 
Pada Set 2 terlihat bahwa data pelamar pada kelas 
management dan IT dihilangkan karena merupakan kelas dengan 
jumlah data pelamar terbesar pada Tabel 3.2. Data pelamar pada 
kelas selain kelas management dan IT tidak mengalami perubahan 
dan jumlahnya disamakan seperti pada Tabel 3.2. Total data 
pelamar pada Set 2 adalah 224 data, dengan selisih 631 data dari 
jumlah data pelamar sebelumnya. 
Jumlah data pelamar yang lebih kecil menyebabkan 
jumlah data feedback pelamar terhadap pekerjaan yang lebih kecil 
yaitu sebanyak 723 data untuk Set 1 dan 550 data untuk Set 2. Data 
pekerjaan yang akan dipakai untuk Set 1 masih sama seperti data 
pekerjaan yang dipakai pada Skenario 4 yaitu sebanyak 1297 data. 
Pada Set 2 data pekerjaan dengan kelas management dan IT juga 
ikut dihilangkan sehingga hanya tersisa 736 data untuk dipakai. 
Setiap pelamar pada Set 1 dan Set 2 akan diberikan rekomendasi 
pekerjaan sebanyak 10 pekerjaan dan akan dihitung nilai presisi 
rekomendasinya. Hasil rata – rata nilai presisi rekomendasi untuk 
setiap set data pelamar dapat dilihat pada Tabel 5.17.  
 
Tabel 5.17 Rata - Rata Nilai Presisi Skenario 5 Setiap Set 
No  Kelas Pelamar 
Rata - Rata Nilai 
Presisi (%) 
Set 1 Set 2 
1 Supply-Chain 54.66 54.00 
2 Management 57.69 0 
3 IT 51.58 0 
4 Medical/HealthCare 51.42 52.50 
5 Engineering 53.39 68.79 
6 Legal 32.22 36.66 




   
   
   
Hasil uji coba Skenario 5 dalam bentuk grafik batang 
dapat dilihat pada Gambar 5.3. Jika dibandingkan dengan Gambar 
5.2 jelas terlihat bahwa rata – rata nilai presisi pada Set 1 lebih 
seimbang untuk setiap kelas pelamar. Namun rata – rata nilai 
presisi keseluruhan data pada Set 1 mengalami perubahan yang 
tidak signifikan dari rata – rata nilai presisi pada uji coba Skenario 
4 yaitu 52,35%. 
Pada hasil uji coba menggunakan Set 2 pada Tabel 5.17 
terlihat kenaikan rata – rata nilai presisi rekomendasi untuk kelas 
supply-chain, medical, engineering, dan legal jika dibandingkan 
dengan Tabel 5.15. Rata – rata nilai presisi untuk setiap kelas juga 
terlihat lebih seimbang pada Gambar 5.3. Rata – rata nilai presisi 
keseluruhan data pada Set 2 ini mengalami peningkatan terhadap 
rata – rata nilai presisi pada uji coba Skenario 4 yaitu 61,2%. 
 
 
Gambar 5.3 Rata - Rata Nilai Presisi Skenario 5 
Oleh karena itu, dapat disimpulkan bahwa jumlah data 
pelamar setiap kelas berpengaruh terhadap rata – rata nilai presisi 
rekomendasi untuk setiap kelas pelamar dan rata – rata nilai presisi 
rekomendasi secara keseluruhan. Menyeimbangkan jumlah data 
pelamar tiap kelas pelamar terbukti dapat menyeimbangkan rata – 





jumlah data pelamar tidak menjamin peningkatan rata – rata nilai 
presisi keseluruhan data pelamar. Hasil uji coba Skenario 5 
dibandingkan dengan Skenario 4, membuktikan rata – rata nilai 
presisi keseluruhan data mengalami penurunan yaitu 52,35% 
dengan menggunakan Set 1, sedangkan rata – rata nilai 
keseluruhan data mengalami pengingkatan yaitu 61,02% dengan 




   
   
   
8 Lampiran 1 
ANTARMUKA SISTEM 
 
Tabel 8.1 Spesifikasi Atribut Antarmuka File Masukan 
No 


























































































































oleh pelamar yang 















   
   

























































































































   
   































































































   
   
   
9 Lampiran 2  
CONTOH DATA UJI COBA 
 
Tabel 9.1 Contoh Data Uji Coba Pelamar 

















































































   
99 
   
   
   
 












































































































































































































































































































































































































































































































































































































































































































































































































































































































































































   
   









































































































































































































































































































































































































































































































































































































   
   





























































































































































































































































































































































































































































































































































































































































































































































   
   



























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































   
   






























































































































































































































































































































































































































































































































































































































































































































































































































   
   
   
Tabel 9.3 Contoh Data Uji Coba Feedback 
No jcid relation jdid 
1 JC-1 Like JD-2 
2 JC-1 Like JD-3 
3 JC-1 Like JD-8 
4 JC-1 Apply JD-4 
5 JC-2 Like JD-7 
6 JC-2 Apply JD-9 
7 JC-3 Apply JD-5 
8 JC-4 Like JD-1 
9 JC-4 Apply JD-6 
10 JC-5 Like JD-5 







10 Lampiran 3  
CONTOH MATRIKS WALK 
 













































































































































































































































































































































































































































































































































































































































































































6 BAB VI 
KESIMPULAN DAN SARAN 
Bab ini berisi tentang kesimpulan yang diperoleh selama 
pengerjaan Tugas Akhir ini. Selain itu, juga terdapat beberapa 
saran terhadap Tugas Akhir ini agar dapat dikembangkan lagi dan 
bisa membuat Tugas Akhir ini menjadi lebih baik lagi. 
6.1. Kesimpulan  
Kesimpulan yang diperoleh berdasarkan uji coba dan evaluasi 
yang telah dilakukan pada Tugas Akhir antara lain:  
1. Sistem rekomendasi pekerjaan berjenis hybrid dapat 
menghasilkan nilai presisi rekomendasi lebih tinggi 
daripada sistem rekomendasi pekerjaan berjenis content-
based dan collaborative. 
2. Ketiga parameter Algoritma 3A memiliki peran tersendiri 
dalam proses ranking node pada graf model hubungan 
pelamar dan pekerjaan. Parameter λ (lamda) berfungsi 
untuk menaikan nilai rank seluruh node sama rata agar 
tidak ada node yang bernilai rank 0. Parameter d (damping 
factor) berfungsi untuk menaikan nilai rank node - node 
yang memiliki edge masukan. Parameter Pu 
(personalization factor) berfungsi untuk menaikan nilai 
rank node - node yang berdekatan dengan node target 
(node pelamar yang akan diberikan rekomendasi) 
3. Perubahan komposisi nilai parameter Algoritma 3A 
berpengaruh terhadap nilai presisi rekomendasi sistem 
rekomendasi. Komposisi nilai parameter dengan nilai 
presisi rekomendasi tertinggi adalah Pu > d > λ. 
4. Komposisi nilai parameter Algoritma yang seimbang 
dalam menghasilkan nilai presisi rekomendasi maksimal 
adalah Pu = 0.6, d = 0.3, λ = 0.1 dengan hasil rata – rata 
nilai presisi rekomendasi 52,37% menggunakan sistem 





5. Jumlah data pelamar pada setiap kelas mempengaruhi rata 
- rata nilai presisi rekomendasi untuk setiap kelas pelamar. 
Jumlah data yang seimbang untuk setiap kelas pelamar 
dapat menghasilkan rata – rata nilai presisi setiap kelas 
pelamar yang seimbang. Namun, penyeimbangan jumlah 
data tidak menjamin peningkatan rata – rata nilai presisi 
keseluruhan data.   
6.2. Saran 
Terdapat beberapa saran terkait Tugas Akhir ini yang 
diharapkan bisa membuat Tugas Akhir ini menjadi lebih baik. 
Saran-saran tersebut antara lain: 
1. Tahap pra-pemrosesan teks dapat dikembangkan lagi agar 
dapat menangkap kemiripan antar dokumen lebih baik dan 
dapat mengurangi ukuran matriks term-document 
sehingga akan mempercepat proses rekomendasi. Misal 
dengan menambahkan proses stemming kata. 
2. Proses perbandingan teks untuk dicari kemiripannya 
antara kumpulan dokumen teks profil pelamar dan 
deskripsi pekerjaan dapat dibuat lebih spesifik per bagian 
dokumen. Misal, teks pada bagian "experience" dalam 
dokumen teks profil pelamar hanya dibandingkan dengan 
teks pada bagian yang sama dalam dokumen teks profil 
pelamar lainnya dan bagian "minimum qualification 
required" dalam dokumen teks deskripsi pekerjaan. Hal 
ini dilakukan agar dapat menangkap kemiripan antar 
dokumen lebih akurat. 
3. Jumlah data feedback pelamar terhadap pekerjaan lebih 
baik seimbang untuk setiap kelas, agar node pekerjaan tiap 
kelas memiliki masukan edge yang seimbang sehingga 





   
   
   
7 DAFTAR PUSTAKA 
 
[1]  F. Ricci, L. Rokach and B. Shapira, Recommender Systems 
Handbook, Springer, 2011.  
[2]  S. El Helou, D. Gillet and Y. Lu, "A Recommender System 
for Job Seeking and Recruiting Website".  
[3]  "Indeed Resume Search," [Online]. Available: 
http://www.indeed.com/resumes. [Accessed 25 March 
2016]. 
[4]  "NYC Open Data," [Online]. Available: 
https://nycopendata.socrata.com/. [Accessed 23 March 
2016]. 
[5]  S. El Helou, C. Salzmann and D. Gillet, "The 3A 
Personalized, Contextual and Relation-based Recommender 
System," Journal of Universal Computer Science, vol. 16, 
no. 16, 2010.  
[6]  L. Page and S. Brin, "The PageRank Citation Ranking : 
Bringing Order to the Web," Stanford InfoLab, 1998.  
[7]  S. Deerwester, S. T. Dumais and H. Richard, "Indexing by 
Latent Semantic Analysis".  
[8]  A. Thomo, "Latent Semantic Analysis Tutorial," [Online]. 
Available: www.engr.uvic.ca/~seng474/svd.pdf. [Accessed 
11 April 2016]. 
[9]  C. D. Manning, P. Raghavan and H. Schutze, "Evaluation in 
Information Retrieval," in An Introduction to Information 
Retrieval, Cambridge, Cambridge University Press, 2009, p. 
151. 
[10]  A. Gunawardana and G. Shani, "A Survey of Accuracy 
Evaluation Metrics of Recommendation Tasks," Journal of 





[11]  import.io, "Web Data Platform & Free Web Scrapping 
Tool," [Online]. Available: www.import.io. [Accessed 24 
March 2016]. 
[12]  A. Madry, Lecture 9.1 : Introduction 2 Random Walks in 









 Adhi Nurilham lahir di Surabaya, 1 Maret 
1994. Penulis mulai tertarik pada dunia 
pemrograman saat masih menduduki 
bangku SMA. Oleh karena itu, penulis 
memutuskan untuk mengenyam pendidikan 
S1 di Jurusan Teknik Informatika, Institut 
Teknologi Sepulih Nopember (ITS), 
Surabaya. Penulis berharap dengan 
penulisan ini, dapat memberikan ilmu 
kepada orang lain. 
Penulis dalam menyelesaikan pendidikan S1 mengambil 
rumpun mata kuliah (RMK) Komputasi Cerdas dan Visi serta 
memiliki ketertarikan di bidang Basis Data, Pemrograman Web, 
Data Mining, serta Machine Learning. Penulis dapat dihubungi 
melalui surel: adhi.nurilham@outlook.com. 
  
