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Résumé
La programmation à base de composants facilite grandement l’adaptation d’applications. Cette
propriété est très utile en HPC où les applications ont une grande durée de vie et sont très com-
plexes. Toutefois, les modèles à composants existants supportent très mal les applications HPC
dont la structure change à l’exécution, comme le raffinement de maillage adaptatif (AMR).
L’un des problèmes qui se posent est le verrouillage efficace de sous-assemblages, en particu-
lier lorsque le modèle d’exécution repose sur des piles d’appel. Cet article présente un algo-
rithme capable d’automatiser certaines tâches de verrouillage et évalue cet algorithme sur un
assemblage d’AMR.
Mots-clés : Composants logiciels ; reconfiguration ; algorithmes de verrouillage ; calcul haute
performance.
1. Introduction
La programmation par composants est un paradigme de programmation connu pour faciliter
la réutilisation et l’adaptation de code. Ce paradigme propose de construire une application en
assemblant des morceaux de codes aux interfaces bien définies appelés composants logiciels. La
programmation par composants a déjà été appliquée avec succès aux applications HPC [1] et
au cas particulier de l’adaptation statique [7, 2].
Certaines applications à haute performance sont dynamiques, c’est-à-dire que la topologie des
communications ou des données est susceptible de changer en cours d’exécution. Les exemples
de telles applications incluent le raffinement de maillage adaptatif (AMR) et les applications
faisant de l’équilibrage de charge dynamique. Lorsque les modification de la structure d’une
application sont opérées de façon concurrente, la question dumaintien de la cohérence au cours
de l’exécution se pose.
dont la structure change à l’exécution est
un problème de synchronisation qui peut être très difficile, d’autant plus que les travaux récents
prônent des approches de moins en moins centralisées [5].
Malheureusement, les modèles à composants HPC traditionnels, comme L2C [2] ou CCA [1],
fournissent les fonctionnalités de base permettant la reconfiguration (création, destruction et
connexion de composants) mais laissent la synchronisation à la charge des programmeurs de
composants. Certains modèles à composants de la littérature non-HPC proposent de simplifier
le problème en introduisant la notion de quiescent state : si une portion d’assemblage n’est pas
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en train de s’exécuter ou d’être reconfigurée alors on peut la reconfigurer sans difficulté. Pour
qu’une portion d’assemblage atteigne un quiescent state, celle-ci doit être verrouillée. Malheu-
reusement, le verrouillage d’un assemblage en cours d’exécution est un problème difficile qui
est résolu dans la littérature en utilisant des approches coûteuses comme le verrouillage glo-
bal. De plus, les algorithmes de verrouillage de la littérature reposent souvent sur des modèles
d’exécution avec de bonnes propriétés (par ex., messages asynchrones, continuations) ce qui
est a priori difficile à implémenter sans perte de performance par dessus un langage HPC à
pile d’appel type C/FORTRAN.
directMOD est un modèle à composants qui a été proposé pour faire de la reconfiguration
d’assemblage dans un contexte HPC [6]. directMOD propose que la reconfiguration et le ver-
rouillage soient écrits au niveau de l’assemblage plutôt que laissés à la charge des program-
meurs de composants. Cette approche permet d’écrire la reconfiguration et le verrouillage sur
unmodèle de plus haut niveau et permet de mieux compartimenter le code. Malheureusement,
le code de verrouillage demeure très dépendant des propriétés de contrôle de l’assemblage et
est difficile à réutiliser.
Le présent article propose un algorithme capable d’automatiser certaines tâches de verrouillage
pour simplifier le développement et l’adaptation des applicationsHPC dynamiques à pile d’ap-
pel. Une évaluation préliminaire de l’approche est faite en s’appuyant sur deux assemblages
d’AMR à composants l’un développé avec directMOD et notre algorithme et l’autre dans un
modèle à composant HPC classique.
La structure du présent article est la suivante : la section 2 présente un modèle à composants
générique qui va nous permettre de présenter l’algorithme ; la section 3 introduit notre algo-
rithme ; la section 4 présente une évaluation préliminaire de l’approche ; enfin, la section 5
conclut.
2. Modèle
Cette section présente un modèle à composants qui permet de présenter notre algorithme de
verrouillage tout en restant le plus général possible. Le modèle proposé peut être vu comme
une généralisation de modèles comme L2C ou CCA.
2.1. Modèle d’assemblage
Le modèle est constitué des éléments suivants :
– Un composant est une instance d’un type de composant et possède une interface constituée d’une
liste de propriétés.
– Une propriété est soit un port qui expose des fonctionnalités (par exemple, une interface objet
ou un service) soit une référence vers un port.
– Un assemblage est un ensemble de composants.
On appelle sous-assemblage d’un assemblage A tout sous-ensemble de composants et de pro-
priétés de A. Un sous-ensemble peut notamment figurer des propriétés sans le composant au-
quel elles appartiennent ou bien figurer des composants qui n’ont pas toutes leurs propriétés
(e.g, figure 1.b).
La figure 1.a) présente un assemblage qui implémente une grille 2D de composants. La fi-
gure 1.b) présente un sous-assemblage de l’assemblage de 1.a).
Par rapport à la littérature, ce modèle a la particularité d’être primitif (il ne permet pas d’implé-
menter un composant par un sous-assemblage) et de n’avoir que des connexions point-à-point.
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FIGURE 1 – Les composants sont représentés par des rectangles, les ports par des cercles, et les
références par des cercles barrés qu’une arête relie au port référencé. Chaque composant a un
entête avec son type (par exemple, Compute). a) Un assemblage de composants implémentant
une grille 2D avec communications asynchrones. b) Un sous-assemblage de l’assemblage de la
figure a) correspondant à la partie en rouge.
2.2. Modèle d’exécution
Afin de capturer les difficultés inhérentes aux modèles à composants à pile d’appel, nous avons
choisi de définir un modèle d’exécution multithreadé à pile d’appel.
À un instant donné, l’état du système est donné par un ensemble de piles d’appel Chaque pile
d’appel est une liste ordonnée de ports. À tout moment, les opérations suivantes peuvent se
produire de façon non-déterministe :
– Un port p est ajouté à une pile d’appel dont le port de tête appartient à un composant qui
possède une référence vers p (appel sur un port).
– Un port est dépilé d’une pile d’appel (retour).
– Une nouvelle pile d’appel est créée (création de thread).
– Une pile d’appel vide est détruite (fin d’un thread).
L’état du système est dit bien formé si et seulement si toute paire des ports successifs dans une
pile correspond à un appel possible dans l’assemblage. Un système pourrait se retrouver dans
un état non bien formé si par exemple des composants étaient supprimés alors qu’ils avaient
des appels de méthode en cours.
La figure 2 illustre la définition de l’état d’un système sur un exemple et présente des exemples
mal formés. Les contraintes illustrées sur cet exemple sont typiques des langages à pile d’appel
comme le C++ et des langages à composants qui en dérivent.
Le fait que ces opérations se passent de façon non-déterministe modélise le fait que les compo-
sants sont des boîtes noires. A priori, aucune hypothèse ne peut être faite sur le comportement
des composants au niveau de l’assemblage.
3. Algorithme de verrouillage
Maintenant qu’un modèle a été posé et que le type d’assemblage qui nous intéresse a été défini,
on étend ce modèle avec des opérations de verrouillage et un algorithme utilisant ces opéra-
tions.
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FIGURE 2 – Assemblage accompagné d’exemples de piles d’appels bien en mal formées. L’état
bien formé est composé d’une pile d’appel partant du Master et allant jusqu’à fun2 en passant
par le Proxy, d’un thread local créé par Worker2 et d’un thread interne à Worker1 qui alterne
des appels imbriqués à fun1 et fun2. Les raisons pour lesquelles les piles sont mal formées
sont les suivantes : 1) pas de référence, appel impossible 2) port qui n’existe pas ou plus 3) les
références ne sont pas transitives 4) les références sont orientées 5) les références pointent vers
un port spécifique.
3.1. Le verrouillage par mutex
Le modèle présenté jusqu’ici se contente de modéliser l’assemblage et le comportement des
composants à l’exécution. Afin de permettre d’agir sur un assemblage en train de s’exécuter,
par exemple pour le verrouiller, on introduit un ensemble d’opérations qui peuvent être faites
au niveau de l’assemblage :
– lock(ref) verrouille la référence ref. Une référence verrouillée ne peut plus être utilisée pour
faire un appel de port. Si une pile d’appel utilise ref aumoment où l’on essaye de la verouiller
alors l’opération est bloquante jusqu’à ce que plus aucune pile d’appel ne traverse ref.
– unlock(ref) déverrouille la référence ref afin qu’elle puisse à nouveau être utilisée par les
composants.
De plus, on dit qu’un sous-assemblage subassembly est verrouillé (ce qui correspond à être en
quiescent state au sens de la littérature) si et seulement si aucune pile d’appel n’inclut de port
appartenant à subassembly, toutes les références menant à subassembly sont verrouillées et
aucune reconfiguration n’est en cours sur subassembly.
Si chaque reconfiguration est faite sur un sous-assemblage verrouillé, cela garantit qu’aucune
pile d’appel ne contienne d’élément du sous-assemblage reconfiguré et ainsi garantit que la
reconfiguration préserve le caractère bien formé des piles d’appel.
3.2. Métadonnées de contrôle
Verrouiller un sous-assemblage grâce aux opérations définies plus haut n’est pas a priori un
problème facile. En effet, sans plus de garanties sur le comportement des composants, une
opération lock peut provoquer un interblocage. De plus, les ports verrouillés par lock ne sont
plus utilisables et peuvent provoquer des interblocages.
Afin de résoudre ce problème, on propose de munir les composants de métadonnées qui dé-
crivent certaines propriétés simples de contrôle. Ces informations doivent à la fois être perti-
nentes pour le problème du verrouillage et être faciles à obtenir.
On propose d’associer à chaque port p les deux propriétés suivantes :
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FIGURE 3 – Un sous-assemblage implémentant un connecteur asynchrone et un proxy, munis
de leurs métadonnées de contrôle. Les flèches rouges pointillées représentent les dépendances
d’appel tandis que les flèches rouges pleines représentent les dépendances de terminaison.
– la liste des propriétés appartenant à la même interface susceptibles d’être utilisées par p lors
d’une exécution ; on appelle chaque propriété une dépendance d’appel ;
– si un appel sur p est susceptible d’être bloquant, la liste des propriétés dont la terminaison
dépend ; on appelle chaque propriété une dépendance de terminaison.
La figure 3, présente un sous-assemblage implémentant une connexion asynchrone et un proxy.
Les ports send et receive sont des ports non bloquants tandis que les ports send_wait et
receive_wait sont bloquants et dépendent respectivement de receive et de send pour termi-
ner. Le port send_wait a par exemple une dépendance de contrôle vers receive car les appels
à send_wait sont bloquants et ont besoin que des appels soient faits sur receive pour terminer.
3.3. Algorithme
Nous proposons un algorithme qui, à partir d’un sous-assemblage muni de ses métadonnées
de contrôle, calcule un algorithme de verrouillage à certaines conditions. La figure 4 illustre cet
algorithme sur l’exemple du connecteur asynchrone présenté dans la figure 3.
L’algorithme est constitué des étapes suivantes :
– un graphe de dépendances de contrôle est construit à partir du graphe de propriétés du
sous-assemblage ;
– un tri topologique du graphe de dépendances de contrôle est effectué ;
– un algorithme de verrouillage est déduit du graphe trié.
Tout d’abord, on construit un graphe dont les sommets sont les références du sous-assemblage
et dont les arrêtes sont des contraintes de terminaison. Les arrêtes sont construites à l’aide des
règles suivantes :
– La référence a est connectée à la référence b si il existe dans l’assemblage un chemin orienté
de a à b passant par au moins une dépendance de terminaison (dans le sens a vers b) et
un nombre quelconque d’arêtes de référence et de dépendances d’appel dans n’importe quel
sens. Cette arête représente le fait que si b est verrouillé avant a alors a risque de se retrouver
dans un état bloquant et de provoquer un interblocage.
– La référence a est connectée à la référence b si il existe dans l’assemblage un chemin orienté
de a à b passant par au moins une dépendance d’appel (dans le sens a vers b) et un nombre
quelconque d’arêtes de référence dans n’importe quel sens. Cette arête représente le fait que
a risque d’appeler b et que si b est bloqué avant a on peut se retrouver dans un cas d’inter-
blocage.
Une fois ce graphe construit, on effectue un tri topologique. Par construction, ce tri nous donne
un ordre de verrouillage qui respecte toutes les contraintes du graphe de contraintes de termi-
naison. Cet algorithme garantit le verrouillage d’un sous-assemblage aux conditions suivantes :
– les références entrantes ne sont jamais bloquées ;
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– le sous-assemblage verrouillé ne contient pas de boucle de dépendance (si c’est le cas, l’algo-
rithme ne termine pas car le tri topologique ne peut pas être fait).
3.4. Discussion et travaux connexes
Au registre des critiques, on notera que les conditions d’application de notre algorithme ne sont
pas toujours possibles à garantir, typiquement lorsque le sous-assemblage à verrouiller est com-
plexe (forte probabilité de boucle de dépendance). On notera également que notre approche ne
garantit pas le temps de terminaison et nécessite que les interfaces soient décomposées à grain
assez fin pour que les métadonnées soient pertinentes.
Toutefois, cet algorithme est bien adapté au cas des assemblages de connecteurs et de proxys
comme celui présenté dans la figure 4. De tels assemblages sont typiques des exemples type
stencil distribué (qui incluent l’AMR) où de nombreuses variantes de connecteurs peuvent co-
exister (différentes arités, connexions locales ou distantes, proxies) et où ne pas avoir à écrire
d’algorithme de verrouillage pour chacune fait gagner beaucoup de temps.
Comme discuté dans l’introduction, ce travail est nouveau par rapport à la littérature com-
posants dans le sens où il est le seul à notre connaissance à s’intéresser au problème du ver-
rouillage d’assemblage à pile d’appel dans un contexte HPC.
Outre la littérature composants, il existe une littérature très riche sur la prévention et la dé-
tection d’interblocages. En particulier, notre travail adopte une méthode proche de celle des
travaux qui font de l’analyse de code objet annoté pour empêcher les interblocages (par ex.,
[4, 3]). Ces travaux reposent toutefois sur de l’analyse de code, procédé incompatible avec l’ap-
proche composants où l’utilisation d’un composant doit se faire à partir de sa seule interface.
De plus, notre algorithme repose sur des métadonnées simples à obtenir et peut s’exécuter en
ligne pendant l’exécution.
FIGURE 4 – Exécution de notre algorithme de verrouillage sur le sous-assemblage de la figure 3.
La figure a) est le graphe des propriétés, la figure b) le graphe des contraintes de terminaison et
la figure c) est un tri topologique de la figure b). Les flèches bleues représentent les contraintes
de terminaison.
4. Évaluation
Afin d’évaluer les bénéfices de notre approche, nous avons implémenté un ensemble de com-
posants qui utilise directL2C, une implémentation de directMOD basée sur L2C qui intègre les
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propositions du présent article. Ces composants permettent de construire une série de bench-
marks reprenant la structure de l’AMR.
Dans un premier temps, nous nous sommes intéressé à AMRdirect, un assemblage implé-
mentant une AMR 2D multithreadée uniquement descendante (pas de déraffinement). Cet
assemblage a une structure similaire à celle présentée dans la figure 1 et le raffinement d’un
composant de calcul correspond à la séparation en quatre composants identiques et la recon-
figuration des connexions avec les voisins. La figure 5b présente les performances de cet as-
semblage sur une expérience "à vide" (les composants ne calculent pas mais se synchronisent
quand même avec leurs voisins et se raffinent) et régulière (chaque composant initial va subir
le même nombre de raffinements au cours de l’expérience). On constate que les performances
de notre assemblage passent bien à l’échelle jusqu’à 4096 threads. Les performances mesurées
dépendent largement de l’ordonnanceur de threads mais montrent tout de même que notre
modèle n’introduit pas de surcoût mesurable à cette échelle lorsque la taille de l’assemblage
augmente.
Dans un second temps nous avons comparé ce premier assemblage à AMRL2C, assemblage
programmé en L2C (un modèle à composants HPC qui laisse le verrouillage à la charge du
programmeur de composants) qui implémente le même benchmark et qui a également été pro-
grammé par nos soins. Le tableau 5a présente la taille des codes respectifs des composants des
deux assemblages. L’assemblage directL2C est beaucoup plus petit car de nombreuses fonction-
nalités sont fournies par directL2C et parce que notre algorithme permet de ne pas avoir à écrire
une seule ligne de code de verrouillage.
De plus, il est possible d’implémenter à faible coût (cf ComHybrid et MpiProxy dans le ta-
bleau 5a) d’autres types de connecteurs comme des connecteurs MPI distribués. Notre algo-
rithme de verrouillage permet d’obtenir gratuitement le verrouillage de toutes ces variantes
de connecteurs. Des variantes distribuées hybrides (MPI pour les communications distantes
et C++ pour les communications locales) ont été implémentée en s’appuyant sur MadMPI [8]
(pour gérer MPI_THREAD_MULTIPLE) et l’étude de leurs performances est en cours sur la
plate-forme Grid’5000.
5. Conclusion
Le présent article a présenté le problème du verrouillage d’assemblage de composants HPC
parallèles à pile d’appel, a présenté un algorithme qui permet de le résoudre automatique-
ment dans certains cas et a évalué cette approche sur une implémentation d’un benchmark
AMR. L’algorithme proposé permet d’automatiser le verrouillage des connecteurs et, couplé à
au modèle directMOD et à son implémentation directL2C, permet de simplifier l’écriture d’as-
semblages dynamiques.
Les perspectives incluent une étude de l’impact en termes de performance du verrouillage
par mutex. Il s’agit a priori d’une approche efficace et il serait intéressant de le quantifier et,
plus globalement, de valider les performances de l’approche sur de grandes architectures dis-
tribuées. D’autre part, il serait intéressant d’établir de façon plus formelle la classe de sous-
assemblages verrouillée par notre algorithme.
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