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Abstract—Reflectance Perception Based Face Recognition in different Illuminating Conditions is presented. Face
recognition algorithms have to deal with significant amounts of illumination variations between gallery and probe images.
Many of the State-of-the art commercial face recognition algorithms still struggle with this problem. In this projected
work a new algorithm is stated for the preprocessing method which compensated for illumination variations in images
along with a robust Principle Component Analysis (PCA) based Facial Feature Extraction is stated which is used to
improve and reduce the dimension of the image by removing the unwanted vectors by the weighted Eigen faces. The
proposed work demonstrates large performance improvements with several standard face recognition algorithms across
multiple, publicly available face databases.
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I. INTRODUCTION
Humans often use faces to recognize individuals and
advancements in computing capability over the past
few decades. Early face recognition algorithms used
simple geometric models but the recognition process
have matured into a science of sophisticated
mathematical representation and matching process.
Major advancements and initiatives in the past ten to
fifteen years have propelled face recognition
technology into the spotlight which can be used for
both identification and Verification. In order to build
robust and efficient face recognition system the
problem of lighting variation is one of the main
technical challenges faced by the designers. In this
paper the focus is mainly on robustness to lighting
variations. First in the processing stage a face image
is transformed into an illumination insensitive image.
The hybrid Fourier features are extracted from
different Fourier domains in different frequency
bandwidths and then each feature is individually
classified by Principal Component Analysis. Along
with this multiple face models generated by plural
normalized face images that have different eye
distances. Finally all the scores from multiple
complementary classifiers a weighted based score
fusion scheme is applied.
II. RELATED WORKS
Automated face recognition is a relatively new
concept. Developed in the 1960s the first semi-
automated system for face recognition required the
administrator to locate features such as eyes, ears,
nose and mouth on the photographs before it
calculated distances and ratios to a common reference
point which were then compared to the referenced
data. Along with the pose variation, illumination is
the most significant factor affecting the appearance of
faces. Significant changes in lighting can be seen
greatly within between days and among indoor and
outdoor environments .Greater variations can be seen
for the two images of a same person taken under two
different conditions, say one is taken in a studio and
the other in an outdoor location. Due to the 3D shape
of the face, a direct lighting source can cast strong
shadows that highlight or diminish certain facial
features. Evaluations of face recognition algorithms
consistently show that state-of-the-art systems can
not deal with large differences in illumination
conditions between gallery and probe images [1-3].
In recent years many appearance-based algorithms
have been proposed to deal with this problem and
find a proper solution to it [4-7].Then [5] showed that
the set of images of an object in fixed pose but under
varying illumination forms a convex cone in the
space of images. The illumination cones of human
faces can be approximated well by low-dimensional
linear subspaces [8]. The linear subspaces are
typically estimated from training data, requiring
multiple images of the object under different
illumination conditions. Alternatively, model-based
approaches have been proposed to address the
problem. [9] showed that previously constructed
morph able 3D model to single images. Though the
algorithm works well across pose and illumination,
however, the computational expense is very high. To
eliminate the tarnished halo effect, [10] introduced
low curvature image simplifier (LCIS) hierarchical
V.Karthikeyan * et al. / (IJITR) INTERNATIONAL JOURNAL OF INNOVATIVE TECHNOLOGY AND RESEARCH
Volume No. 1, Issue No. 2, February - March 2013, 207 - 210
ISSN  2320 –5547 @ 2013 http://www.ijitr.com All rights Reserved. Page | 208
decomposition of an image. Each component in this
hierarchy is computed by solving a partial differential
equation inspired by anisotropic diffusion [11]. At
each hierarchical level the method segments the
image into smooth (low-curvature) regions while
stopping at sharp discontinuities. The algorithm is
computationally intensive and requires manual
selection of no less than 8 different parameters.
III. PREPROCESSING ALGORITHM
3.1. The Reflectance Perception Model
This algorithm is makes use of two widely accepted
assumptions about human vision 1) human vision is
mostly sensitive to scene reflectance and mostly
insensitive to the illumination conditions and 2)
human vision responds to local changes in contrast
rather than to global brightness levels. Both these
assumptions have a close relation since local contrast
is given as a function of reflectance. Our main motive
is to find an estimating conditions of L(x; y) such that
when it divides I(x; y) it produces R(x; y) in which
the local contrast is appropriately and accurately
enhanced. In this view R(x; y) takes the place of
perceived sensation, while I(x; y) takes the place of
the input stimulus. L(x; y) is then called perception
gain which maps the input sensation into the
perceived stimulus that is given as
= (1)
Here in this equation, R is mostly the reflectance of
the scene, and L is mostly the illumination field,
After all, humans perceive reflectance details in both
shadows as well as in bright regions, but they are also
aware of the presence of shadows. To derive our
model we look into evidences form the experimental
technology. The Weber's Law states that the
sensitivity threshold to a small intensity change
increases proportionally to the signal level [12]. This
law follows from the experimentation on brightness
perception that consists of exposing an observer to a
uniform field of intensity I in which a disk is
gradually increased in brightness by a quantity
.The value from which the observer perceives
the existence of the desk against the background is
called as the brightness discrimination threshold.
Weber concluded that is constant for a wide range
of intensity values.
Fig 1: Compressive logarithmic mapping emphasizes
changes at low stimulus levels and attenuates changes
at high stimulus levels.
Weber's law gives a theoretical justification for
assuming a logarithmic mapping from input stimulus
to perceived sensation which can be observed from
fig 1. We can see that due to the logarithmic mapping
when the stimulus is weak, for example in deep
shadows, small changes in the input stimulus extract
large changes in perceived sensation. When the
stimulus is strong, small changes in the input
stimulus are mapped to even smaller changes in
perceived sensation. In facts Local variations in the
input stimulus are mapped to the perceived sensation
Variations with the gain which is given as
= , (2)
Where is the stimulus level in a small
neighborhood in the input image by comparing
above equations we can finally obtain the model for
the perception gain:
(3)
Where the neighborhood stimulus level is by
definition taken to be the stimulus at point the
solution for can be found by minimizing the
equation
J(L)= ʃʃρ ρx,yL-12dxdy+λʃʃ (L2x+L2y)dxdy (4)
Where the first term drives the solution for following
the perception gain model, while the second term
imposes a smoothness of the constraint here refers
to the image. The parameter controls the relative
importance of the two terms. The space varying
permeability weight controls the anisotropic
nature of the smoothing constraint. The Euler-
Lagrange equation for this calculus of variation
problem yields
(5)
On a rectangular lattice, the linear differential
equation becomes
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( ) (6)
Where denotes the pixel grid size and the each
value is taken in the middle of the edge between
the center pixel and each of the corresponding
neighbor. In this formulation controls the
anisotropic nature of the smoothing by modulating
permeability between pixel neighbors. Multi-grid
algorithms are fairly efficient having complexity. To
get a relative measure of local contrasts that will
equally respect boundaries in shadows and regions
(different illumination conditions) and the equation is
given as
(7)
Where is the weight between two neighboring
pixels whose intensities are and
IV. PRINCIPAL COMPONENT ANALYSIS
BASED FEATURE EXTRACTION
PCA commonly referred to as the use of Eigen faces,
is the technique pioneered by Kirby and Sirivich.
With PCA, the probe and gallery images must be the
same size and must first be normalized to line up the
eyes and mouth of the subjects within the image. The
PCA approach is then used to reduce the dimension
of the data by means of data compression basics and
reveals the most effective low dimensional structure
of facial patterns. This reduction in dimensions
removes information that is not useful and precisely
decomposes the face structure into orthogonal
components known as Eigen faces. Each face image
may be represented as the weighted sum of the Eigen
faces, which are stored in a 1D array. A probe image
is compared against a gallery image by measuring the
distance between their respective feature vectors. The
PCA approach typically requires the full frontal face
to be presented each time; otherwise the image
results in poor performance. The primary advantage
of this technique is that it can reduce the data needed
to identify the individual to 1/1000th of the data
presented.
The application of the PCA algorithm to the Yale
databases illustrates the improvement in the
accuracy. This can be shown in the figure as
(a)
(b)
Fig.2. (a) Image before PCA Fig (b) Image after PCA
Algorithm
SCORE FUSION BASED WEIGHTED SUM
METHOD
There are many ways to score the values of extracted
features of human face, among those the simple and
accurate robust method to combine the scores is
Weighted sum Technique. To compute a weighted
sum as follows:
(7)
Where the weight iw is the amount of confidence we
have in the thi classifier and its score. In this work,
we use 1/EER as a measure of such confidence. Thus,
we have a new score
(8)
The weighted sum method based upon the EER is
heuristic but intuitively appealing and easy to
implement. In addition, this method has the
advantage that it is robust to the difference in
statistics between training data and test data. Even
though the training data and test data have different
statistics, the relative strength of the component
classifiers is less likely to change significantly,
suggesting that the weighting still makes sense.
V. CONCLUSION
Thus a robust face recognition system is being
proposed which is insensitive to illumination
variations. The pre processing algorithm of RPM
states the experimentation on brightness perception
that consists of exposing an observer to a uniform
field of intensity. The PCA based feature extraction
method coveys that it reduces the dimension of the
image by removing the unwanted information.
Finally the score fusion of the extracted features is
done by the weighted sum method. We introduced a
simple and automatic image-processing algorithm for
compensation of illumination-induced variations in
images. At the high level, the algorithm mimics some
aspects of human visual perception. If desired, the
user may adjust a single parameter whose meaning is
intuitive and simple to understand. The algorithm
delivers large performance improvements for
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standard face recognition algorithms across multiple
face databases.
VI. EXPERIMENTAL RESULTS
Fig.3. Test Image
Fig. 4 Preprocessed Image
Fig.5.Preprocessed Image 2
Fig.6.Preprocessed Image 3
Fig.7.Data base Image
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