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Abstract
In this paper, He’s variational iteration method is employed successfully for solving parabolic partial differential equations with
Dirichlet boundary conditions. In this method, the solution is calculated in the form of a convergent series with an easily computable
component. This approach does not need linearization, weak nonlinearity assumptions or perturbation theory. The results reveal
that the method is very effective and convenient.
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1. Introduction
Recently, various powerful mathematical methods such as the homotopy perturbation method [1–3], variational
iteration method [4–11], exp function method [12,13], F-expansion method [14], Adomian decomposition method [15]
and others [16,17] have been proposed for obtaining exact and approximate analytic solutions for nonlinear problems.
The variational iteration method was first proposed by He [4,5] and was successfully applied to autonomous
ordinary differential equations [6,7], nonlinear polycrystalline solids [17], nonlinear systems of partial differential
equations [18], construction of solitary solutions and compacton-like solutions to partial differential equations [19],
the Helmholtz equation [8], nonlinear differential equations of fractional order [11] and other fields [20–25].
This paper applies the variational iteration method to the problems discussed.
2. The model of the problems
In this paper, we consider a parabolic partial differential equation of the form
Ut = Uxx +Uyy + A(x, y)Ux + B(x, y)Uy + C(x, y)U + f (x, y, t), (1)
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with the boundary conditions
U (0, y, t) = g1(y, t), U (1, y, t) = g2(y, t), 0 < y < 1, t > 0,
U (x, 0, t) = h1(x, t), U (x, 1, t) = h2(x, t), 0 < x < 1, t > 0 (2)
and the initial condition
U (x, y, 0) = l(x, y), 0 < x, y < 1, (3)
where g1(y, t), g2(y, t), h1(x, t), h2(x, t) and l(x, y) are given functions. We now describe the model of the problems
that will be used for our analysis experiment.
Problem 1. Consider the equation
Ut = Uxx +Uyy, (4)
over the region Ω = [0, 1] × [0, 1] and 0 ≤ t ≤ 1. The boundary and initial conditions are given by
U = 0 on Ω ,
U (x, y, 0) = sinpix sinpiy, 0 < x, y < 1. (5)
Problem 2. Consider the equation
Ut = Uxx +Uyy + A(x, y)Ux + B(x, y)Uy +U, (6)
where A(x, y) = a sin ax sin ay and B(x, y) = a cos ax cos ay over the region Ω = [0, 1] × [0, 1] and 0 ≤ t ≤ 1.
The boundary and initial conditions are given by
U (0, y, t) = 0, U (1, y, t) = e−2a2+1 sin a cos ay, 0 < y < 1, t > 0,
U (x, 0, t) = e−2a2+1 sin ax, U (x, 1, t) = e−2a2+1 sin ax cos a, 0 < x < 1, t > 0,
U (x, y, 0) = sin ax cos ay, 0 < x, y < 1.
(7)
Problem 3. Consider the equation
Ut = Uxx +Uyy +Ux +Uy +U + f (x, y, t), (8)
where f (x, y, t) = (1+ xy) cos t − (1+ x)(1+ y) sin t over the region Ω = [0, 1] × [0, 1] and 0 ≤ t ≤ 1 with the
boundary conditions
U (0, y, t) = sin t, U (1, y, t) = (1+ y) sin t, 0 < y < 1, t > 0,
U (x, 0, t) = sin t, U (x, 1, t) = (1+ x) sin t, 0 < x < 1, t > 0 (9)
and with the initial condition
U (x, y, 0) = 0, 0 < x, y < 1. (10)
Problem 4. Consider the equation
Ut = Uxx +Uyy + xUx + yUy −U + f (x, y, t), (11)
where f (x, y, t) = pi2(x2 + y2)e−t sinpixy2pixye−t cospixy over the region Ω = [0, 1] × [0, 1] and 0 ≤ t ≤ 1 with
the boundary conditions
U (0, y, t) = 0, U (1, y, t) = e−t sinpiy, 0 < y < 1, t > 0,
U (x, 0, t) = 0, U (x, 1, t) = e−t sinpix, 0 < x < 1, t > 0 (12)
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and the initial condition
U (x, y, 0) = sinpixy, 0 < x, y < 1. (13)
3. Basic ideas of He’s variational iteration method
In this section the application of the variational iteration methods is discussed, for solving Problems 1–3. According
to the variational iteration method we consider the correction functional in the t-direction in the following form
(see [3–7]):
Un+1(x, t) = Un(x, t)+
∫ t
0
λ
(
∂Un
∂ζ
(x, ζ )− ∂
2U˜n
∂x2
(x, ζ )
− ∂
2U˜n
∂y2
(x, ζ )− A(x)∂U˜n
∂x
(x, ζ )− B(x)∂U˜n
∂y
(x, ζ )− CUn(x, ζ )− f (x, ζ )
)
dζ (14)
where x = (x, y) and λ is the general Lagrange multiplier [26], u0 is an initial approximation which must be chosen
suitably and u˜n is the restricted variation, i.e. δu˜n = 0 [3–7]. To find the optimal value of λ we have
δUn+1(x, t) = δUn(x, t)+ δ
∫ t
0
λ
(
∂Un
∂ζ
(x, ζ )− ∂
2U˜n
∂x2
(x, ζ )
− ∂
2U˜n
∂y2
(x, ζ )− A(x)∂U˜n
∂x
(x, ζ )− B(x)∂U˜n
∂y
(x, ζ )− CUn(x, ζ )− f (x, ζ )
)
dζ = 0, (15)
or
δUn+1(x, t) = δUn(x, t)+ δ
∫ t
0
λ
(
∂Un
∂ζ
(x, ζ )− CUn(x, ζ )
)
dζ = 0. (16)
Therefore we have
δUn+1(x, t) = δUn(x, t)(1+ λ)−
∫ t
0
δUn(x, t)(λ′(ζ )+ C)dζ = 0, (17)
which yields
λ′(ζ )+ C = 0,
1+ λ(ζ ) = 0 |ζ=t .
(18)
Thus we have
λ(ζ ) = C(t − ζ )− 1 (19)
and we obtain the following iteration formula:
Un+1(x, t) = Un(x, t)−
∫ t
0
(C(t − ζ )− 1)
(
∂Un
∂ζ
(x, ζ )− ∂
2Un
∂x2
(x, ζ )
− ∂
2Un
∂y2
(x, ζ )− A(x)∂Un
∂x
(x, ζ )− B(x)∂Un
∂y
(x, ζ )− CUn(x, ζ )− f (x, ζ )
)
dζ (20)
and for sufficiently large values of n we can consider un as an approximation of the exact solution.
4. Test problems
In order to assess the advantages and the accuracy of He’s variational iteration method for solving parabolic partial
differential equations, we will consider the following examples.
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Example 1. In this example we solve Problem 1. Using the variational iteration method we have
U0(x, t) = sinpix sinpiy,
U1(x, t) = sinpix sinpiy{1− 2pi2t},
U2(x, t) = sinpix sinpiy
{
1+
(
−4pi2 + 2778046668940015
140737488355328
)
t + 2778046668940015
140737488355328
pi2t2
}
,
U3(x, t) = sinpix sinpiy
{
1− 6pi2t + 2778046668940015
70368744177664
t
+ 2778046668940015
140737488355328
pi2t2 − 7717543294808713302123668200225
59421121885698253195157962752
+pi2t3 − 0.57717543294808713302123668200225
19807040628566084398385987584
+ 2778046668940015
70368744177664
pi2t2
}
,
U4(x, t) = sinpix sinpiy
{
1− 8pi2t + 8334140006820045
140737488355328
t + 2778046668940015
140737488355328
pi2t2
− 7717543294808713302123668200225
59421121885698253195157962752
pi2t3 − 0.57717543294808713302123668200225
19807040628566084398385987584
+ 2778046668940015
70368744177664
pi2t2 + 12694849878006956571457278485005
19807040628566084398385987584
pi2t4
+ 1
3
38084549634020869714371835455015
9903520314283042199192993792
− 3858771647404356471181298522913
9903520314283042199192993792
pi2t3
− 0.53858771647404356471181298522913
9903520314283042199192993792
+ 2778046668940015
70368744177664
pi2t2
}
(21)
and so on. In the same manner, the rest of components of the iteration formula (20) were obtained using the Matlab
Package. The solution of Problem 1 in closed form is
U (x, t) = lim
n→∞Un(x, t) = sinpix sinpiye
−2pi2t . (22)
Example 2. In this example we solve Problem 2.
Using the present method we have
U0(x, t) = sin ax cos ay,
U1(x, t) = sin ax cos ay{1− a2 + t2 + 2(t − 1)a2 − t},
U2(x, t) = sin(ax) cos(ay)+ 12 (−2a
2 sin(ax) cos(ay)
+ sin(ax) cos(ay))t2 + (t − 1)(2a2 sin(ax) cos(ay)− sin(ax) cos(ay))t
+ 1
4
(−2a4 sin(ax) cos(ay)+ 2a2 sin(ax) cos(ay))
+ a cos(ax) cos(ay)
(
−a3 sin(ax) sin(ay)+ 1
2
a sin(ax) sin(ay)
)
+ a sin(ax) sin(ay)(a3 cos(ax) cos(ay)+ . . .
(23)
and so on. In the same manner the rest of components of the iteration formula (20) were obtained using the Matlab
Package. The solution of Problem 1 in closed form is
U (x, t) = lim
n→∞Un(x, t) = sin ax cos aye
(1−2a2)t . (24)
Example 3. In this example we solve for the model Problem 3.
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Using the present method we have
U0(x, t) = 0,
U1(x, t) = (2+ 2xy + y + x) cos(t)− (y + x) sin(t)− 2+ t + t y + t x + t xy − 2xy − y − x
U2(x, t) = (4xy + 6y + 6x + 8) cos(t)+ (2y + 4+ 2x + 4xy) sin(t)− 8− 6x − 6y
− 2t x − 3t + 4t2 + 3t2x − 1
3
xt3 − 1
3
yt3 + 3t2y
− 1
6
xyt3 + 2t2xy − 1
2
t3 − 4xy − 2t y − 3t xy
U3(x, t) = (−2xy + 3y + 10+ 3x) cos(t)+ (21y + 36+ 21x + 12xy) sin(t)− 10− 3x − 3y
− 21t x − 35t + 5t2 + 3
2
t2x + 7
2
xt3 + 7
2
yt3 + 3
2
t2y + 11
6
xyt3 − t2xy
+ 35
6
t3 − 5
4
t4 + 2xy − 21t y − 11t xy − 1
4
t4xy + 1
120
xyt5 − 5
8
xt4 − 5
8
yt4
+ 1
40
xt5 + 1
40
yt5 + 7
120
t5
(25)
and so on. Using this procedure for sufficiently large values of n we get a better approximation for the exact solution.
Example 4. In this example consider model Problem 4.
Using the present method we have
U0(x, t) = sinpixy,
U1(x, t) = sin(pixy)
(
1− 1
2
t2pi2y2 − 1
2
pi2x2t2 + t2pixy − 1
2
t2 − tpi2y2 − pi2x2t − t
+ 2778046668940015
281474976710656
t x2 + 2778046668940015
281474976710656
t y2
)
U2(x, t) = sin(pixy)
{
1− 2778046668940015
6755399441055744
t4y2 − 2tpi2y2 − 2tpi2x2 − t
+ 2778046668940015
140737488355328
t x2 + 2778046668940015
140737488355328
t y2 − 1
2
t2pi2x2 + 1
2
t2 − 1
2
t2pi2y2
+ 2778046668940015
562949953421312
t2y2 − 2778046668940015
6755399441055744
t4x2 − 902559308254117
562949953421312
t4 + . . .
}
(26)
and so on. Using this procedure for sufficiently large values of n we get a better approximation for the exact solution.
5. Conclusions
In this paper, He’s variational iteration method was employed successfully for solving parabolic partial differential
equations. This method solves the problem without any need for discretization of the variables. Therefore, it is not
affected by computation round-off errors and one is not faced with the necessity for large computer memory and time.
This method provides the solutions of the problems in closed form while the mesh point techniques provide the ap-
proximation at mesh points only. Also this method is useful for finding an accurate approximation of the exact solution.
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