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ABSTRACT 
In the nuclear field, computational fluid dynamics (CFD) is being applied increasingly often to improve 
the prediction of the boiling flows that are to some extent experienced in almost all water-cooled reactors. 
For reactor-scale flows, although the development of advanced CFD methods is progressing at a fast rate, 
Eulerian-Eulerian averaged two-fluid models still represent the only practicable option. In these models, 
boiling at the wall is normally incorporated using the heat flux partitioning approach and, overall, a 
number of sub-models and closure relations are required, some of which still rely mainly upon empirical 
arguments. In view of this, further progress is needed in our ability to model and predict boiling flows 
and, eventually, extend the modelling to other areas such as the prediction of the critical heat flux.  
The present paper discusses the development of an Eulerian-Eulerian two-fluid model, implemented in 
the STAR-CCM+ CFD code. The model includes a Reynolds stress multiphase turbulence model and the 
SȖ population balance model with improved breakup and coalescence sources. Turbulence and average 
bubble diameter predictions are firstly, and independently, validated against air-water bubbly flows. 
Finally, the whole boiling model is assessed against a large database of subcooled boiling flows that 
covers an extended range of flow conditions. Validation is extended to some recent experiments and some 
sensitivity studies are made on the modelling of interfacial forces and condensation in the bulk of the 
flow. Overall, many areas of the model reach a satisfactory accuracy, but a number of weaknesses still 
persists and, consequently, areas of further improvement are identified. 
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1. INTRODUCTION 
 
During boiling, heat transfer is very efficient and significant amounts of heat can be transferred with 
minimum temperature differences. Therefore, boiling flows are common in many engineering processes 
and rather popular in the nuclear reactor industry. Boiling, this being subcooled or saturated, normally 
occurs in water-cooled reactors, in systems or loops operating in natural circulation that are designed to 
operate in the boiling regime and, during design-based or beyond-design based accidents, boiling may 
occur due the decrease in pressure or the reduced coolant inventory. Additionally, high heat transfer rates 
are guaranteed only as long as the critical heat flux (CHF) is not exceeded. Beyond this limit, the heat 
transfer deteriorates rapidly, making the CHF perhaps the major threat to the integrity of the fuel rods. 
Therefore, confident and accurate predictions of boiling and the CHF, and a reduction of the empiricism 
in modelling, would be of immense benefit to reduce excessive conservatism and increase the safety and 
efficiency of modern reactors. 
 
Unfortunately, robust and reliable modelling of boiling is not yet available and numerical tools are still 
based mainly on empiricism, and a long journey is yet in front of us before we will be able to model and 
predict with accuracy the physics of boiling at the smallest scales [1]. Over the years, progressively more 
advanced numerical tools have been developed and, most recently, computational fluid dynamic (CFD) 
approaches have attracted a great deal of attention. Ultimately, with respect to most of the predictive 
methods currently used in the nuclear industry, CFD can achieve a greater level of detail and potentially 
describe with accuracy phenomena across the different length scales encountered. Recent advances in 
direct numerical simulation techniques have also improved our level of knowledge of bubbly and boiling 
flows and can be expected to continue to corroborate experimental evidence in support to model 
development [2-4].  
 
Obviously, the level of detail comes at the expense of computational time and, between CFD approaches, 
Eulerian-Eulerian averaged two-fluid models are at the present time the only realistic option to handle 
industrial-scale multiphase engineering calculations. In the majority of cases, some boiling capabilities 
have been incorporated in these models following the Rensselaer Polytechnic Institute (RPI) heat flux 
partitioning approach [5]. In the RPI model, the heat flux from the wall is partitioned between the 
mechanisms responsible for heat transfer, identified as single-phase convection, quenching and 
evaporation. Even if built on a mechanistic approach, RPI-based models are still forced to rely on a 
number of empirical or semi-empirical closure relations [6]. Most often, a limited general applicability 
has been achieved and calibration of models on a case-by-case basis has been necessary to obtain a good 
accuracy, even against a limited number of experiments [7-9].   
 
The complexity of boiling flows extends well beyond the boiling model itself. These are normally 
polydispersed flows in which the bubble size distribution evolves continuously and bubbles, after 
detachment from the wall, experience evaporation/condensation and breakup and coalescence. Breakup 
and coalescence in the bulk of the flow are strongly and mutually coupled to the continuous phase 
turbulence and velocity fields. Turbulence models have been mainly based on extension to multiphase 
conditions of two-equation single-phase turbulence models based on an eddy viscosity approach, with 
Reynolds stress formulations having received more limited attention [10, 11]. In two-fluid models, 
knowledge of the average bubble diameter is essential because all the interphase transfer processes are 
proportional to the available interfacial area density. Tracking of the bubble diameter distribution has been 
often achieved by coupling the two-fluid model with population balance approaches [9, 12, 13]. The 
approaches available include the volumetric interfacial area concentration equation [12], multiple bubble 
size group models [9] and models based on the moments of the bubble size distribution [13]. In these, 
bubble breakup and coalescence are accounted for with numerous formulations, although none of the 
various approaches has been clearly demonstrated to have a superior performance [14, 15].  
  
In this work, research activities that are still ongoing at the University of Leeds for the development of an 
advanced Eulerian-Eulerian CFD two-fluid boiling model, solved with the STAR-CCM+ CFD code [16], 
are presented. In the paper, an overview is given of the entire basis and validation of the model, which 
was necessarily achieved step-by-step because of the complex and mutual non-linear interactions between 
the different physical processes. The model includes a multiphase Reynolds stress turbulence formulation 
that considers a bubble-induced turbulence contribution and the SȖ population balance model, based on the 
moments of the bubble size distribution. The turbulence model and the SȖ model, which includes 
improved models of breakup and coalescence, were independently validated against air-water bubbly 
flows, and the validation is here extended to some recent pipe flow measurements. The complete CFD 
model, obtained by adding a wall boiling model based on the RPI approach, is assessed against a database 
of subcooled boiling flows in vertical pipes and annular channels. Some additional sensitivity studies are 
made in regards to the condensation in the bulk and the role of interphase forces, and areas of further 
improvement are identified. Overall, almost 50 different flows were used over the entire validation 
process and the necessity to validate these models, and any new improvements, over large databases that 
include extended ranges of flow conditions, rather than on a case-by-case basis, is emphasized. This is 
particularly important for the confident application of CFD models to nuclear reactor thermal hydraulics. 
2. THE MODEL 
 
In the two-fluid model, averaged continuity, momentum and energy conservation equations are solved for 
each phase [17]. Because of averaging, closure models are required for mass, momentum and energy 
transfers at the interphase. In the momentum equation, drag and turbulent dispersion are modelled 
following Tomiyama et al. [18] and Burns et al. [19], respectively. Constant lift coefficients are used and 
the Antal et al. [20] model for the wall force, with more details on the specific values of the coefficients 
given in [11]. In boiling flows, the role of lift and wall forces is much less well-understood and both 
forces have been neglected. Turbulence is solved in the continuous phase only with a multiphase 
extension of the quadratic Reynolds stress model (RSM) proposed by Speziale et al. [21]. In the dispersed 
phase, turbulence is related to the continuous phase turbulence using a response model. The contribution 
of bubbles to the continuous phase turbulence is accounted for using a bubble-induced turbulence model, 
based on the mixed bubble-induced time scale ĲBI proposed in [22] and optimized in [11]. The model 
assumes that the energy lost to drag is converted into turbulence kinetic energy in the bubble wakes and 
sources of turbulence kinetic energy k and turbulence dissipation rate İ as specified, respectively, as: 
 ܵ௞஻ூ ൌ ܥ௞ǡ஻ூࡲࢊࢁ࢘ ܵࢿ஻ூ ൌ ܥఌǡ஻ூ߬஻ூ ܵ௞஻ூ ൌ ܥఌǡ஻ூ ݇଴Ǥହ݀஻ ܵ௞஻ூ (1)
 
Here, Fd is the drag force, Ur the relative velocity between the phases and dB the average bubble diameter, 
and Ck,BI = 0.25 and Cİ,BI = 1.0. In the RSM, the turbulence kinetic energy contribution is partitioned 
between the normal turbulent stresses [11].  The bubble diameter distribution, P (dB), which is assumed to 
obey a pre-defined log-normal shape, is predicted by means of the SȖ model [13] that solves additional 
transport equations for the moments of the bubble size distribution density SȖ: 
 ܵఊ ൌ ݊ܯఊ ൌ ݊න ݀஻ఊܲሺ݀஻ሻஶ଴ ݀ሺ݀஻ሻ (2)
 
In each transport equation, source terms account for bubble breakup, coalescence, and nucleation and 
evaporation [16]. Average bubble diameters are derived from the moment densities, which are related to 
specific flow quantities (S0 to the bubble number density n, S2 to the interfacial area concentration and S3 
to the void fraction Į). The probability distribution is known by solving two additional transport equations 
for S0 and S2 and, as S3 is available from the void fraction, the Sauter-mean diameter (SMD), dSM = S3 / S2, 
is used to define the average bubble diameter. Breakup and coalescence are assumed to be due to 
turbulence only and, starting from the work of Yao and Morel [23], sources were adapted for the SȖ 
approach and implemented inside the code. Breakup and coalescence are evaluated from the frequency of 
collision (bubble/turbulent eddy for breakup and bubble/bubble for coalescence), breakup/coalescence 
efficiency and increases in SȖ due to breakup/coalescence events. For both, complete integrals without 
simplification are numerically solved:  
 ܵ௕௥ ൌ 	 ?Ǥ	 ?	 ?න ߝଵ ଷ	? ሺ	 ? െ ߙሻ݀஻ଶ ଷ	?ஶ଴ ݊݀஻ఊ  ቆ ௙ܰଷିఊଷ െ 	 ?ቇ 	?	 ? ൅ 	 ?Ǥ	 ?	 ?ሺ	 ? െ ߙሻඥܹ݁ ܹ݁௖௥௜௧	? ݁ݔ݌ ቀെܹ݁௖௥௜௧ ܹ݁ൗ ቁܲሺ݀஻ሻ݀ሺ݀஻ሻ (3)
 ܵ௖௟ ൌ 	 ?Ǥ	 ?	 ?න න ߝଵ ଷ	?ஶ଴ ݊ଶஶ଴ ሺ݀ଵ ൅ ݀ଶሻଶ൫݀ଵଶ ଷ	? ൅ ݀ଶଶ ଷ	? ൯ଵ ଶ	? ൣሺ݀ଵଷ ൅ ݀ଶଷሻఊ ଷ	?െ ሺ݀ଵఊ ൅ ݀ଶఊሻ൧ 	?݃ሺߙሻ ൅ 	 ?Ǥ	 ?	 ?	 ?ߙඥܹ݁ ܹ݁௖௥௜௧	? ݁ݔ݌ ቌെ	?Ǥ	?	?ඨ ܹܹ݁݁௖௥௜௧ቍܲሺ݀ଵሻܲሺ݀ଶሻ݀ሺ݀ଵሻ݀ሺ݀ଶሻ (4)
 where g(Į) accounts for bubble packing that limits bubble displacement by turbulence [23], Nf is the 
number of daughter bubbles for each breakup event, fixed at 2, and We is the Weber number. The critical 
Weber number Wecrit was assumed equal to 1.24 in both Eqs. (3) and (4) [23]. 
 
The heat flux from the wall, following the RPI approach, is partitioned between convection to the single-
phase liquid, evaporation and quenching: 
 ݍ௪ ൌ ൫ݍ௖ ൅ ݍ௤ ൅ ݍ௘௩൯ (5)
 
The quenching heat flux qq, which accounts for the additional mixing promoted by bubble detachment, is 
evaluated from Del Valle and Kenning [24] and the evaporative heat flux qev is: 
 ݍ௘௩ ൌ ݂ܰ ቆߨ݀௪ଷ	? ቇ ߩ௩݄௟௩ (6)
 
In the previous equation, the active nucleation site density N, representing the number of nucleation sites 
per unit area, is calculated from Hibiki and Ishii [25], and the bubble departure frequency f from Cole 
[26]. To predict the entire database of subcooled boiling flows, two different correlations, from 
Tolubinsky and Kostanchuck [27], and Kocamustafaogullari [28], were used for the bubble departure 
diameter dw and more details are provided in the result section. Usually, evaporation/condensation in the 
bulk has been evaluated using the Ranz and Marshall [29] correlation to predict the interphase heat 
transfer coefficient. In this paper, the more recent correlation from Kim and Park [30] is also tested:  
 ܰݑ ൌ 	?Ǥ	?	?	?	?ܴ݁௕଴Ǥ଻ܲݎ௟ି ସହ଺ସܬܽି଴Ǥଶ଴ସଷ (7)
 
where Reb is the bubble Reynolds number, Prl the Prandtl number of the liquid phase and Ja the Jakob 
number. The overall model, implemented in the STAR-CCM+ CFD code [16], was solved in a two-
dimensional axisymmetric geometry.  At the inlet, fully-developed single-phase liquid velocity, turbulence 
and temperature were imposed, together with an imposed pressure at outlet and the no-slip condition, and 
an imposed heat flux, at the wall. Constant thermophysical properties were imposed. For boiling flows, 
these were calculated at the average temperature between the inlet and saturation values, for the liquid 
phase, and at the saturation temperature for the vapour phase. A mesh sensitivity study demonstrated that 
mesh-independent solutions were achieved with an equidistant structured mesh with the first grid point 
located at y+ > 30, high enough to apply the high-Reynolds wall treatment. 
 
3. EXPERIMENTAL DATA 
 
A total of 29 pipe air-water bubbly flows and 20 subcooled boiling flows in pipes and annular channels 
were used during the validation process. Data were taken from [31-36] for the turbulence model 
validation and from [37-40] for the population balance model validation. Details on the specific 
experiments can be found in [11] and [41]. In addition, some data were added from the recent CHAPTAL 
experiment (Table I) for bubbles of refrigerant R116 in water [42]. These data are particularly valuable 
because they provide measurements of all the physical variables, including turbulence velocities, at 
different axial locations. The subcooled boiling flow database includes pipe flow experiments from 
Bartolomei and Chanturiya [43] and Bartolomei et al. [44] for water and from the DEBORA experiment 
[45] for refrigerant R12, and the annular channel flow experiments of Lee et al. [46] for water and Roy et 
al. [47] for refrigerant R113. More details of the specific conditions can be found in [48]. 
 
 
Table I. Experiments from the CHAPTAL database used in the validation 
 
Experiment īw [kg/s] īg [kg/s] 
1 2.272 0.028 
2 2.725 0.028 
3 1.132 0.014 
 
4. RESULTS AND DISCUSSION 
 
For reasons of space it was not possible to report the entire validation. For clarity, the specific 
experiments presented in the various plots are summarized in Table II. A first set of pipe flow simulations 
was made to validate the turbulence model. In these, constant values of the bubble diameter were used, 
taken equal to average values from experiments. An example is reported in Figure 1 and the complete set 
of results can be found in [11]. Turbulence levels were well-predicted using the optimized model in Eq. 
(1) and comparison with streamwise r.m.s. of the velocity fluctuations from experiments is shown in 
Figure 1(a) for two different flows. In this, and similarly in all the following plots, symbols are used for 
experimental data and lines for CFD predictions. On the abscissa, the normalized radius is reported and 
r/R = 0 identifies the pipe centre and r/R = 1 the wall.  Bubble-induced turbulence was found to contribute 
a significant portion of the total turbulence intensity. The turbulence structure is anisotropic and the 
anisotropy was also well-predicted by the RSM (Figure 1(b)). The effect of the turbulence structure on the 
bubble distribution has not been investigated extensively in the past. The majority of works were focused 
on pipe flows, where the bubble distribution can be well-predicted by a balance of lift and wall forces, 
which have been extensively optimized in the past to predict pipe flows in particular. Some recent 
findings [4, 49], however, seem to support a different role of these forces and further studies on the role of 
turbulence, which will require a precise knowledge of the turbulence structure, would be beneficial. 
 
Table II. Summary of the experiments presented in the result section 
 
Experiment Source jw [m/s] ja [m/s] 
L1 Liu [34] 1.0 0.22 
S1 Serizawa et al. [31] 1.03 0.291 
HT1 Hosokawa and Tomiayama [36] 1.0 0.036 
HI1 Hibiki and Ishii [38] 0.262 0.055 
L2 Liu [37] 1.0 0.2 
H1 Hibiki et al. [39] 0.986 0.242 
H2 Hibiki et al. [39] 2.01 0.471 
Lu1 Lucas et al. [40] 0.255 0.0368 
Experiment Source īw [kg/s] īg [kg/s] 
C1 CHAPTAL [42] 2.272 0.028 
Experiment Source p [MPa] G [kg/m2s] q" [kW/m2] Tin [°C] 
D1 DEBORA [45] 2.62 1996 73.9 68.5 
D2 DEBORA [45] 2.62 1985 73.9 70.5 
D3 DEBORA [45] 1.46 2023 76.3 39.7 
D4 DEBORA [45] 1.46 2028 76.2 34.9 
D5 DEBORA [45] 2.62 2981 109.4 69.2 
D6 DEBORA [45] 3.01 1007 58.2 64.6 
R1 Roy et al. [47] 0.269 565 79.4 42.7 
R2 Roy et al. [47] 0.269 785 95.0 50.2 
Le1 Lee et al. [46] 0.101 714 197.2 86.2 
B1 Bartolomei and Chanturiya [43] 1.5 900 380 138.3 
B2 Bartolomei et al. [44] 6.89 1500 1200 221.9 
 Figure 1. Predicted streamwise r.m.s. (a) and r.m.s. (b) of the turbulent velocity fluctuations 
compared against experiments. (b): HT1; (Ƒ,) streamwise; (x, · ) radial; (¸,---) azimuthal.  
 
Figure 2 demonstrates how important good predictions of turbulence are for the accuracy of the 
population balance model. Predictions of radial profiles of the average bubble diameter (Figure 2(a)) and 
turbulence intensity (Figure 2(b)) are compared against experiments. Two sets of CFD results are 
provided, which were obtained with and without considering the bubble-induced turbulence contribution. 
Since this was proven to be significant in these bubbly pipe flows, the predicted turbulence intensities 
differ significantly in Figure 2(b). Consequently, and since turbulence is a major contributor to breakup 
and coalescence, the predicted average bubble diameters differ significantly and are markedly 
overestimated because of the excessive coalescence at low turbulence levels. In view of this, any 
validation of the average bubble diameter predictions requires confidence in the accuracy of the coupled 
turbulence model. Unfortunately, turbulence and bubble diameter measurements are rarely available for 
the same experiment, and turbulence was measured in only one of the flows presented in Figure 2. 
 
 
Figure 2. Predicted radial profiles of SMD (a) and turbulence intensity (b) compared against 
experiments. BIT = bubble-induced turbulence. 
 
More results from the SǄ model are shown in Figure 3. Radial profiles of liquid velocity and void fraction 
are provided in Figure 3(a) and 3(b), respectively. These are well-predicted for both wall-peaked and 
higher-void core-peaked void profiles and a similar accuracy was also found for the flows used in the 
turbulence model validation, although results are not shown. Predictions of the average bubble diameter 
are shown in Figure 3(c) for two flows. Overall, the accuracy is generally satisfactory, even though there 
is a tendency for the model to predict excessive coalescence in low-velocity flows, where coalescence is 
dominant, and excessive breakup in high-velocity flows, where instead breakup is dominant. Therefore, 
both phenomena seem to be overpredicted, and breakup particularly near the wall where turbulence levels 
are higher. 
 
Additional validation against the CHAPTAL experiment [42] is presented in Figure 3(d). Recently 
published, this database contains measurements at increasing axial length and is one of the few cases 
where velocity, void fraction, bubble diameter and turbulence levels were measured in the same 
experiment. Inlet conditions were imposed from measurements at the first axial location. The reasonable 
accuracy of the model is confirmed, and also the tendency to predict excessive coalescence and breakup. 
In the centre of the pipe, where coalescence is higher, bubble diameter is rather well-predicted, although 
overestimated. In contrast, near the wall, where breakup is dominant, the bubble diameter is 
underpredicted. 
 
 
 
Figure 3. Predicted radial profiles of liquid velocity (a), void fraction (b) and SMD (c-d) compared 
against experiments. 
 
 Figure 4. Predicted radial void fraction profile (a) and bubble diameter distribution (b) compared 
against experiment Lu1. 
 
An extension of the previous model is presented in Figure 4. In this bubbles are divided between smaller, 
spherical bubbles that move towards the wall and larger, cap bubbles which tends to flow to the centre of 
the pipe. A separate set of conservation and population balance equations, including the additional 
exchange terms, were solved for each of the two groups. The model predicts well the void profiles of both 
groups, and the total void fraction, with spherical bubbles peaking at the wall and cap bubbles in the 
centre (Figure 4(a)). Therefore, with this model, mixed void profiles, which show features of both groups 
that make them particularly difficult to reproduce, can be predicted. Bubbles, which are injected at an 
almost constant diameter, develop a distribution that, due to coalescence, immediately starts to show a 
second peak at a higher diameter (Figure 4(b)). Progressively, larger bubbles are formed and the 
distribution is therefore shifted to higher diameters. This trend is well-captured by the model, which 
seems able to reproduce the behaviour of bubbles in the whole bubbly flow regime, up to the transition to 
slug or plug flow. 
 
The subcooled boiling database was finally predicted by coupling the turbulence and SǄ models to boiling 
at the wall. An overview of the results is provided in Figure 5, where vapour velocity, turbulence, void 
fraction, SMD and liquid temperature radial profiles, and area-averaged void axial profiles, are presented 
for a number of flows from the database. Since both pipe and channel flows are included, r* on the 
abscissa generally refers to a normalized radial distance in Figure 5. More specifically, the heated wall is 
located at r* = 0 (the inner wall) for annular flows [46, 47], whereas it remains at r* = 1 for pipe flows [43, 
44, 45]. In the comparisons, the CFD model parameters fixed for the entire database are maintained to 
avoid a case-by-case optimization of the parameters. 
  
Overall, agreement is good in many areas and satisfactory predictions were obtained for velocity profiles 
in pipes (Figure 5(a)) and turbulence levels, with the anisotropy of the turbulence also well-predicted 
(Figure 5(b)). Good agreement was also found for void fraction and liquid temperature. Therefore, results 
confirm the potential of CFD to predict boiling flows with accuracy in a wide range of conditions. 
Unfortunately, not all areas of the flow were well-predicted. Poor accuracy was generally found for the 
SMD, and also the velocity profiles near the wall in annular channels, although these are not shown in 
Figure 5. More specifically, average bubble diameter is underestimated in the entire pipe and, in annular 
channels, velocity was found to peak much closer to the wall with respect to experiments and to be 
overpredicted in most of the near-wall region.  
 
  
 
Figure 5. Predicted radial profiles of vapour velocity (a), r.m.s. of streamwise velocity fluctuations 
(b), void fraction (c), SMD (e) and liquid temperature (f), and axial area-averaged void profiles (d) 
compared against experiments. 
 
The overestimation of the velocity near the wall is likely related to the wall treatment, which is limited to 
the single-phase wall function in the present work. It is, however, much more difficult to identify the 
specific reasons for the underpredicted bubble diameter as different phenomena may contribute. The 
accuracy of the bubble breakup and coalescence models is a concern, as well as the inability of the overall 
model to correctly account for larger bubbles, less subjected to subcooling, that can be expected to flow in 
the higher subcooling region near the centre of the pipe. The other area of uncertainty is the boiling model 
and more specifically the many empirical relations necessary to close the evaporative heat flux model, 
which clearly limits the general applicability of the CFD model. Even if all the other model parameters 
were kept constant, it was not possible to use the same bubble departure correlation over the entire 
database, with both the models from Tolubinsky and Kostanchuck [27] and Kocamustafaogullari [28] 
having been used. These are known to have a limited accuracy when used over extended ranges of 
parameters [50]. 
 
 
Figure 6. Predicted radial profiles of void fraction (a) and SMD (b) for different values of the lift 
coefficient CL compared against experimental data. 
 
In view of the less satisfactory prediction of the average bubble diameter, additional sensitivity studies 
were made on some of the parameters within the CFD model. Lift and wall forces were neglected in the 
boiling simulations. Since underestimation of the bubble diameter was observed, particularly near the 
centre of the pipe (Figure 5(e)), some flows were simulated with a negative lift, this being used to 
promote migration of the bubbles towards that region of the pipe. Results are again shown in Figure 6. 
Void fraction prediction is worsened (Figure 6(a)) and only a slight improvement is observed in the SMD 
radial profile. In other flows, void fraction was improved and almost negligible changes in the bubble 
diameter profile were sometimes observed. Overall, results are not definitive and benefits are difficult to 
quantify because of the simultaneous influence of many other effects. Also, the role of wall and lift forces 
in boiling flows is still very uncertain, and optimization of the lift force on a case-by-case basis is not 
likely to improve the general applicability and physical consistency of the overall model. Therefore, and 
until better understanding is available, lift and wall forces are neglected in the present boiling model. 
 
Lastly, Figure 7 compares two correlations for the condensation in the bulk of the fluid. The interphase 
heat transfer coefficient is calculated using the usual Ranz and Marshall [29] correlation and the more 
recent one proposed by Kim and Park [30]. Using Kim and Park, the SMD profile remains flatter towards 
the centre of the pipe, even if it is still underpredicted (Figure 7(a)) and, in Figure 7(b), prediction of the 
area-averaged void fraction is improved. In other flows, results obtained using the two correlations were 
more similar. Again, precise quantitative evaluation of the improvement observed is complicated by the 
simultaneous influence of many different physical effects. Nevertheless, the Kim and Park [30] approach 
has to be preferred in view of the present results and a recent validation against condensation data and 
other literature correlations [51]. 
 
 
Figure 7. Predicted radial profiles of SMD (a) and axial profiles of area-averaged void fraction (b) 
using different correlations for the interphase heat transfer coefficient compared against 
experiments. 
 
5. CONCLUSIONS  
 
With the aim of improving our predictive capabilities for boiling flows, the development of a two-fluid 
Eulerian-Eulerian CFD model, implemented in the STAR-CCM+ code, was presented in this paper. The 
focus of the paper was a comprehensive overview of the entire model development and validation 
process. Because of the complexity of boiling flows and the numerous physical phenomena involved, the 
model was validated step-by-step by comparing against large databases that include extended ranges of 
flow conditions. A multiphase RSM model and the SǄ population balance approach with improved models 
for bubble breakup and coalescence were independently validated against air-water bubbly flows. 
Accurate predictions of the turbulence field were obtained using the RSM by adding the bubble-induced 
contribution and accommodating the anisotropy of the turbulence field. Because of the role of turbulence 
in breakup and coalescence models, accurate turbulence modelling is a prerequisite for any meaningful 
validation of population balance predictions. The SǄ model shows a satisfactory accuracy, although both 
breakup and coalescence seem overestimated. 
 
In subcooled boiling flows, the CFD model, where wall boiling is modelled following the RPI approach, 
achieved a satisfactory accuracy in many areas, such as the velocity, void fraction and temperature fields, 
confirming the potential of CFD approaches in predicting boiling flows with improved accuracy and 
levels of detail. Some benefits were obtained using the recent correlation from Kim and Park [30] to 
evaluate interphase heat transfer and condensation in the bulk. However, poor predictions were obtained 
in other areas, such as the average bubble diameter and various areas for future model improvement were 
identified. Overall, the many closures required, often based on a significant amount of empiricism, limit 
the general applicability of the model.  In view of this, substitution of the empirical correlations still used 
in the wall boiling model with more mechanistic approaches is desirable. In the population balance 
approach, the breakup and coalescence models can be further improved, and in a similar way the ability to 
track larger diameter bubbles that flow to the centre of the pipe requires further development. The 
inability to predict their presence is likely one of the reasons for the underestimation of the bubble 
departure diameter. Extension to boiling conditions of a two-group model, able to reproduce the entire 
bubble diameter spectrum in air-water bubbly flows, will be pursued. Also, interphase forces in both the 
boiling region and the bulk of the flow, and the wall treatment, require additional knowledge and 
improvement. As an example, the role of lift and wall forces in boiling flows is still uncertain. Therefore, 
despite been included in the adiabatic air-water flow model, both have been neglected in the boiling 
model.  
 
Finally, very large databases were considered and case-by-case tuning of the model was avoided. 
Comparisons of this kind are vital to assess the accuracy and applicability of any CFD model and to 
validate any new model improvements. At the same time, and because of the many processes involved, a 
detailed evaluation of the performance of single sub-models is extremely complicated. Therefore, studies 
such as this need to be coupled with more detailed analyses aimed at improving specific areas of the 
overall model. 
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