Software reliability is defined as the probability of failure-free software operation for a specified period of time in a specified environment. Over the past 30 years, many software reliability growth models (SRGMs) 
Introduction
Dramatic advances in software technologies have greatly promoted the growth of computer applications. More and more critical applications, such as banking payment systems, credit card and shared ATM Systems, etc., are being developed. The software for these applications is becoming increasingly complex and sophisticated. Thus reliability will become the main goal for software developers. Software reliability is often defined as the probability of failure-free software operation for a specified period of time in a specified environment [1] . Over the past 30 years, many Software Reliability Growth Models (SRGMs) have been proposed for estimation of reliability growth of products during software development processes [2] [3] [4] [5] [6] . From our studies, we find that many papers consider an NHPP as a stochastic process to describe the fault process and reliability growth of most SRGMs is expressed as exponential curve [7] .
On the other hand, Ohba [2, [8] [9] proposed an inflected S-shaped model to describe the software failure-occurrence phenomenon with mutual dependency of detected faults. He thought that the exponential SRGM was sometimes insufficient and inaccurate to analyze actual software failure data for reliability assessment. Moreover, Yamada et al. [7, [10] [11] also presented a delayed S-shaped SRGM incorporating the time delay between fault detection and fault correction. Actually, Ohba conceived that there were two types of faults in a software system: mutually independent faults and mutually dependent faults [8] . The mutually independent faults are on different program paths. Mutually dependent faults can be removed if and only if the leading faults are removed. Latter, Kapur et al. [12] [13] proposed an SRGM that took care of the underlying fault dependency. They considered that in a software system, the fault removal depended on the previously removed faults and that would result in a delay of the fault removal process.
One common assumption of conventional SRGMs is that detected faults are immediately removed. In practice, this assumption may not be realistic in software development. We know that software testing and debugging are very complex and expensive processes. The time to remove a fault depends on the complexity of the detected faults, the skills of the debugging team, the available manpower, or the software development environment, etc. Therefore, the time delayed by the detection and/or correction process should not be negligible.
There are some papers that have addressed the problem of delayed fault correction time [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] . For example, Schneidewind [15] [16] [17] proposed an approach to model the fault-correction process by using a constant delayed faultdetection process. He assumed that the rate of fault correction was proportional to the rate of failure detection. However, if this assumption is not met in practice, the model will underestimate the remaining faults in the code [20] . Later, Xie and Zhao [18, 20] pointed out that this assumption was too restrictive. They extended the Schneidewind model to a continuous version by substituting a time-dependent delay function for the constant delay. Moreover, Goševa-Popstojanova and Trivedi [21] presented a software reliability modeling framework based on Markov renewal process, which incorporated the possible sdependence among successive software runs, number of runs between failures and occurrence time of failure.
In this paper, we first give a review of fault detection and correction processes in software reliability growth models. Furthermore we show how several existing SRGMs based on NHPP models can be derived by applying the timedependent delay function. On the other hand, it is probability that mutually independent software faults are on different program paths and mutually dependent faults can be removed if and only if the leading faults were removed. Thus we will incorporate the ideas of failure dependency and time-dependent delay function into software reliability growth modeling.
The rest of the paper is organized as follows. Section 2 gives a brief review of characteristics of the NHPP models with delayed correction process and shows how some existing NHPP models can be reinterpreted from a viewpoint of delayed correction process. We consider failure dependency in software reliability assessment in Section 3. Furthermore, we will introduce how to incorporate the ideas of failure dependency and time-dependent delay function into software reliability growth modeling. The experiments and numerical results are presented in Section 4. Finally, the concluding remarks are given in Section 5.
Reviews of fault detection and correction processes in software reliability growth models
Most SRGMs have some basic assumptions concerning the software error-detection process [2, [4] [5] 7] : (1) The fault removal process follows the Nonhomogeneous Poisson Process (NHPP). (2) The software system is subject to failures at random times caused by the manifestation of remaining faults in the system. (3) All faults are independent and equally detectable. It is noted that the assumption (4) assumes that detected faults are immediately removed. In fact, this assumption may not be realistic in practice. In general, finding a fault during testing is one thing and fixing it is another, and often there is a considerable time delay between the two. Therefore, the time delayed by the correction process is not negligible. Schneidewind [15] [16] [17] ever modeled the faultcorrection process by using a delayed fault-detection process.
He assumes that the fault-detection process follows the NHPP and the rate of change of the mean value function (MVF) is exponentially decreasing. Under the above assumption, it is shown that the fault detection process can be modeled by an NHPP with exponentially decreasing intensity function U(i), i.e., 0
where D ҏ and E are the parameters of the model [18] . Therefore, the MVF of fault detection process is given by
Xie and Zhao [18, 20] explain that Schneidewind assume the rate of fault correction is proportional to the number of fault detected and it lags fault detection process by a constant delay H i . That is, the MVF is depicted as
Obviously, the fault-detection process in the Schneidewind model is isomorphic to the Goel-Okumoto model, except the Goel-Okumoto model is viewed as a continuous-time process [20] . Xie and Zhao pointed out that this assumption is too restrictive and they extended the Schneidewind model to a continuous version by substituting a time-dependent delay function for the constant delay (H i ) [18, 20] . That is, Eq. (2) and Eq. (3) can be changed as
and
In fact, most existing SRGMs can be reinterpreted as delayed fault-detection models that can model the software fault detection and correction processes. Therefore, we can remove the impractical assumption that the fault-correction process is perfect and establish a corresponding timedependent delay function to fit the fault-correction process.
Definition 1:
Given a fault-detection and fault-correction process, one defines the delay-effect factor, M(t), to be a time-dependent function that measures the expected delay in correcting a detected fault at any time.
Definition 2:
An SRGM is called a delayed-time NHPP model if it obeys the following assumptions: (1) The fault detection process follows the NHPP. (2) The software system is subject to failures at random times caused by the manifestation of remaining faults in the system. (3) All faults are independent and equally detectable. (4) The rate of change of the MVF is exponentially decreasing. (5) The detected faults are not immediately removed and it lags the fault detection process by a delay-effect factor M(t).
Based on the above assumptions (1)-(4), the original MVF of NHPP model is
where a is the expected number of initial faults, and r is the fault detection rate. From the assumption (5) in definition 2 and Eq. (6), the new MVF can be depicted as
We thus derive the following theorem.
Theorem 1: Given a delay-effect factor, M(t), we have [19] :
In the following, we will review three conventional SRGMs that can be directly derived from Definition 1, Definition 2, and Theorem 1. We can derive the faultdetection intensity from Eq. (8) and check the condition of Theorem 1.
Goel-Okumoto Model: This model, first proposed by
Goel and Okumoto [2, 4] Yamada et al. [2, 7] proposed a software reliability model incorporating the amount of test-effort expended during the software testing phase. The testing-effort can be represented as the man power, number of CPU hours, or the number of executed test cases, etc. In general, the testing-effort during the testing phase and the timedependent behavior of development effort in the software development process can be described by a Weibull curve. If
, then we have
Intuitively, the correction process can be viewed as a learning process since the software testing teams will familiar with the debugging environments and tools as time proceeds. These teams' skills can be gradually improved and thus the amount of time lag will be lesser. In other words, the delay-effect factor is non-increasing in the circumstances.
Considering failure dependency in software fault modeling
Assumptions [12] [13] : (1) The fault detection process follows the NHPP. (2) The software system is subject to failures at random times caused by the manifestation of remaining faults in the system. (3) The all detected faults can be categorized as leading faults and dependent faults. Besides, the total number of faults is finite. (4) The mean number of leading faults detected in the time interval (t, t+'t] is proportional to the mean number of remaining leading faults in the system. Besides, the proportionality is a constant over time. (5) The mean number of dependent faults detected in the time interval (t, t+'t) is proportional to the mean number of remaining dependent faults in the system and to the ratio of leading faults removed at time t and the total number of faults. Besides, the proportionality is a constant over time. (6) The detected dependent fault may not be immediately removed and it lags the fault detection process by a delay-effect factor M(t). That is, M(t) is the time delay between the removal of the leading fault and the removal of the dependent fault(s). (7) No new faults are introduced during the fault removal process.
Let a denotes the expected number of initial faults. Besides, a 1 is the total number of leading faults and a 2 is the total number of dependent faults detected in the software product. Therefore, from assumptions (3) & (4), we have a = a 1 + a 2 . For the sake of convenience, in the following paragraph we will let m(t) be the MVF of the expected number of faults detected in time (0, t]. Therefore, m(t) is an increasing function of t and m(0)=0. Here we assume Consequently, if the number of detected leading faults is proportional to the number of remaining leading faults, then we obtain the following differential equation:
where a is the expected number of initial faults, and r is the fault detection rate. 
Please note that the dependent faults can be removed only when the leading fault is perfectly removed. In the following, we will give a detailed description of possible behavior of M(t , (16) where T is the dependent fault removal rate. Here we let a 1 = Pa & a 2 =(1P)a (where P is the proportion of the leading faults). From Eq. (12), we obtain the MVF m(t) as follows [12] [13] :
( 1 7 (22) ,where
Therefore,
(23) On the other hand, if Ȗ=2, we have
Numerical examples

Data description
We choose two real data sets as illustrations. The first data set (DS1) was from a study by Ohba [9] . The system was a PL/I database application software consisting of approximately 1,317,000 lines of code. During nineteen weeks, 47.65 CPU hours were consumed and about 328 software faults were removed.
The second data set (DS2) in this paper was from the technical report for the project of Reactor Vessel Level Indication System (RVLIS, a detection system used to monitor the level of water within the reactor vessel) [25] . The coding language is VersaPro 2.03 and the development platform is GE FANUC PLC 9030. It took 25 weeks to complete the test. During the test phase, 230 software faults were removed. The complete failure data is given in Table 1 . 1  44  8  100  15  197  22  230  2  75  9  124  16  205  23  230  3  75  10  130  17  214  24  230  4  75  11  130  18  215  25  230  5  75  12  159  19  225  6  75  13  175  20  227  7  75  14  181  21  228 CNF: Cumulative number of failures
Criteria for model's comparison
The comparison criteria we use to compare various models' performance are described as follows: (1) The Noise is defined as [26] :
where r i is the predicted failure rate.
(2) The Mean Square of Fitting Error (MSE) is defined as [13] :
where m i is the observed number of faults by time t i .
(3) The Mean Error of Prediction (MEOP) is defined as [27] :
where n i is the observed cumulative number of failures at time s i and m i is the predicted cumulative number of failures at time s i , i=k, k+1,…, n.
Performance analysis
In this section, we will evaluate the proposed models and several existing NHPP models. Due to the limitation of space, here we only consider Eq. (20) as illustration.
Case 2-DS1.
Firstly, all parameters of the proposed models are estimated by using the method of least squares estimation (LSE) or maximum likelihood estimation (MLE) [3-4, 6, 27] . Table 2 shows the estimated parameters of Eq. (20) and the performance comparisons of different SRGMs for DS1. It is noted that the proposed model (i.e., Eq. (20)) estimates P=0.72 for this data set. The result suggests that the software may contain two categories of faults, 72% are leading faults and 28% are dependent faults. Moreover, the possible values of P are also discussed and listed in Table 2 . As seen from Table 2 , the proposed model almost provides the lowest MEOP if compared to the Goel-Okumoto model and the Yamada delay S-shaped model. Overall, the MVF of proposed model provides a good fit to this data.
Case 2-DS2.
Similarly, parameters of all selected models are estimated and the related MVFs are obtained. All selected models are compared with each other based on objective criteria. Table 3 shows the estimated parameters of Eq. (20) and the performance comparisons of different SRGMs for DS2. The proposed model estimates P=0.77 and it indicates that the software contains two categories of faults, 77% are leading faults and 23% are dependent faults. Moreover, the possible values of P are also listed in Table 3 . On the other hand, we know that the inflection S-shaped model is based on the dependency of faults by postulating the assumption: some of the faults are not detectable before some other faults are removed [5] . Therefore, it may provide us some information for reference. After the simulation, we find that the estimated value of inflection rate (which indicates the ratio of the number of detectable faults to the total number of faults in the software) is 0.598 for DS2. It indicates that the growth curve is slightly S-shaped [12] [13] . On the average, the proposed model performs well in this actual data.
Conclusions
In this paper, we incorporate both failure dependency and time-dependent delay function into software reliability assessment. Specifically, all detected faults can be categorized as leading faults and dependent faults. Moreover, the fault-correction process can be modeled as a delayed fault-detection process and it lags the detection process by a time-dependent delay. Thus the proposed delay-effect factor can be used to measure the expected time-lag in correcting the detected faults during software development. Some new SRGMs are proposed and several numerical illustrations based on two real data sets are presented. Experimental results show that the proposed framework to incorporate both failure dependency and time-dependent delay function for SRGM has a fairly accurate prediction capability.
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