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Abstract
For random elds with fractional regularity order (respectively, fractional singularity
order), an orthogonal decomposition of the associated reproducing kernel Hilbert space
with respect to domains with fractal boundary is derived. The approach presented is
based on the theory of generalized random elds on fractional Sobolev spaces. The
orthogonal decomposition derived is equivalent to the weak-sense Markov condition, in
the second-order moment sense, studied in [50], and based on the concept of splitting
Hilbert spaces. A mean-square fractional order di¤erential representation on bounded
domains with fractal boundary is also obtained. In the Gaussian case, the random elds
studied have fractal sample paths (see [1]). Examples of fractional-order di¤erential
models in the class considered are provided.
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1 Introduction
Physical models of anomalous di¤usion involving fractional derivatives and fractal media have
been used in the analysis of fractal ows in highly heterogeneous media ([57], [30], [16]; [41],
[55], [65], [66]; [12], [18], [17], [43]). Analytical models dened in terms of Dirichlet forms and
fractional di¤usion operators, involving fractional powers of the negative Laplacian, have been
dened taking into consideration the fractal geometry of the domain (see [14], [15], [22], [29],
[37], [48], [64]). Di¤usion processes on fractals have also been introduced in the probabilistic
context. For example, Brownian motion on special classes of nitely and innitely ramied
fractals has been studied in [9], [10], [11], [28], [31]. The introduction of Markov processes
with innitesimal generators dened on a class of nitely ramied regular fractals have been
Partially supported by projects BFM2000-1465 and BFM-2002-01836 of the DGI, Spain, and the Aus-
tralian Research Council grant A69804041.
considered in [8], [33], [34], [58], [59], among others. Some more recent results on the topic
are described in [60].
Random elds with fractional order of regularity have been studied, for example, in [13],
in the ordinary (positive regularity order) and unbounded domain case, and in [3], [4], [53],
[54] in the generalized (negative and positive regularity order) and bounded domain case. In
[53], a class of generalized random elds on fractional Sobolev spaces on bounded domains
satisfying a duality condition was considered. The associated reproducing kernel Hilbert space
(RKHS) has inner product dened by the covariance function of the dual generalized random
eld. From the mean-square continuity of the dual, the norm associated with this inner
product is equivalent to the norm dened on a fractional Sobolev space of appropriate order.
The class of random elds introduced is mean-square Hölder continuous in the ordinary case,
and its Hölder exponent is dened in terms of the corresponding fractional order of regularity
of the functions in the associated RKHS. In particular, in the case where    n=2 2 (0; n);
with  denoting the weak-sense fractional regularity order of the functions in the RKHS and
n denoting the dimension of the support of such functions, we can say that the elements
of such a class are fractal in the mean-square sense. Moreover, in the Gaussian case, the
elements of this class have fractal sample paths (see [1] and [51]). Under the locality of the
dual, a fractional-order di¤erential representation in terms of white noise can be obtained.
Therefore, the fractality here comes from the singularity of the physical law.
We refer to generalized random elds on fractional Sobolev spaces on Rn as fractional
generalized random elds (FGRFs). In this paper, we consider FGRFs whose dual charac-
terizes the weak-sense restriction of its RKHS to a compact fractal d set  ; 0 < d < n, and
the subspaces of the RKHS with supports contained in the complementary domains split by
 : The orthogonality of the dual with respect to such domains leads to an orthogonal de-
composition of the RKHS in terms of its trace on  : If this property holds for   in a specic
family of fractal d sets (see, for example, [64]), we have a characterization of the weak-sense
Markov property with respect to bounded domains with fractal boundary. Note that the
second-order theory of weak-sense Markov property was introduced in [50] for bounded do-
mains with smooth boundary. Note also that, for the denition of the trace of the RKHS
on a fractal compact d set to be valid, certain second-order regularity properties must be
assumed according to the distribution dimension of  ; which coincides with its Hausdor¤
dimension d:
The weak-sense restriction of an FGRF to a bounded domain with fractal boundary admits
a mean-square fractional-order di¤erential representation in the case where its dual satises
the abore-mentioned orthogonality property with respect to fractal boundaries. The fractal
geometry of the boundary a¤ects the spectral properties of the di¤erential operator dening
such representation (see [38], and Appendix, Equation 59). In the ordinary case, the fractional
order of di¤erentiation essentially denes the local regularity of the mean-square solution on
the domain considered. On the fractal boundary, the mean-square local regularity (Hölder
exponent) of the solution depends on both the fractional order of di¤erentation of the model
and the fractal dimension of the boundary (see [52], [64] pp. 162-170). The models introduced
provide a stochastic version of the deterministic models called fractal drums studied in [26],
[35], [36], [38], [64], among others.
The basic concepts concerning FGRFs are introduced in Section 2. The orthogonal de-
composition of the RKHS in terms of complementary domains split by a fractal d set is
studied in Section 3. A characterization of the weak-sense Markov condition with respect
to fractal boundaries is then obtained. The fractional-order di¤erential representation on
bounded domains with fractal boundary is derived in Section 4. The strong version of the
results derived is given in Section 5. Specic examples are provided in Section 5.1. Finally,
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some conclusions are drawn in Section 6. The necessary denitions on fractal d sets and on
fractional Sobolev spaces on fractal sets are collected in Section 6.
2 Preliminaries
We consider the denition of an FGRF and its dual generalized random eld. For a complete
probability space (
;A; P ); let L2(
;A; P ) be the Hilbert space of real-valued, zero-mean
random variables dened on (
;A; P ) with nite second-order moments and with the inner
product dened by
< X;Y > L2(
)= E [XY ] ; X; Y 2 L2(
;A; P ): (1)
Denition 1 For  2 R, a random function X from H (Rn) into L2(
;A; P ) is said to
be an -generalized random eld (-GRF) if it is linear and continuous in the mean-square
sense with respect to the norm dened on the space H (Rn).
In the above denition,  represents the mean-square fractional order of regularity of the
generalized random eld X; and   its mean-square singularity order, that is, the fractional
order of regularity of the test functions in the parameter space H (Rn): For integer orders
of regularity (respectively, singularity) we have a generalized random function in the sense of
[50].
Denition 2 For  2 R, we say that the FGRF fX : H(Rn)  ! L2(
;A; P ) is the dual
(-dual) of the -GRF X : H (Rn)  ! L2(
;A; P ) if it satises:
(i) H(X) = H(fX)
(ii)
D
X(g); fX()E
H(X)
= hg; iH(Rn) ; for g 2 H (Rn) and  2 H(Rn), with g being
the dual element of g in the Hilbert space H(Rn):
The second-order properties of an FGRF can be studied in terms of the following Hilbert
spaces of random variables and functions: The Hilbert space H(X); dened as the closed
linear span of fX();  2 H (Rn)g with respect to the L2(
;A; P ) topology, and the
RKHS H(X) of functions u 2 H(Rn) such that
u(') = E [XX(')] ; ' 2 H (Rn); (2)
for a certain X 2 H(X): The inner products of these spaces are dened as in (1): In
particular, the inner product of two functions in the RKHS is given by the inner product
of the associated random variables in H(X) according to Equation (2): Similarly, for the
 dual GRF fX; we consider the spaces H(fX) and H(fX):
The norm of the RKHS of an FGRF having dual is equivalent to the norm dened on
H(Rn) (see Proposition 1). In the case where the dual is orthogonal with respect to domains
with fractal boundary, the decomposition (58) (see Appendix) of H(Rn) in terms ot its trace
on a fractal compact d set   also holds for the RKHS (see Corollary 1).
Embeddings between fractional Besov spaces on non-regular domains and on fractal do-
mains (see [64]) play a key role in the derivation of the strong-sense version of the results
obtained in this paper. Specically, for  > n=2; the fractional-order di¤erential representa-
tion derived in Section 4 denes in the strong-sense a class of mean-square Hölder continuous
random elds on bounded domains with fractal boundary (see Theorem 3(ii)-(iii)). The
mean-square Hölder continuity follows from the embedding of the RKHS of an FGRF having
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 dual GRF into the Hölder-Zygmund space C n=2(Rn); for  > n=2 (see [63], pp. 201-
203). Similar assertions hold for a bounded domain 
; not necessarily regular, considering
C n=2(
); and for a compact fractal d set  ; considering Cs d=2( ); with s =   n d2 > 0;
 representing the fractional order of regularity of the functions of the RKHS, and d being
the Hausdor¤ dimension of  : For the case    n=2 2 (0; n); the fractality in the second-
order moment of the class of random elds considered is then characterized in terms of the
fractional Hölder exponent of the functions of the RKHS.
3 The orthogonal decomposition of the RKHS
For a given compact fractal d set  ; we study conditions under which the trace on   of the
RKHS induces an orthogonal decomposition, in terms of subspaces of functions with supports
contained in the domains splitted by  : Such a decomposition is equivalent to the weak-sense
Markov condition in the second-order moment sense studied in [50] (see Section 3.1).
For  > 0; and for an open set S and a closed set D in Rn; the following Hilbert subspaces
of H(X) and H(fX) are considered:
H(S) = spL
2(
;A;P ) X(f) : f 2 H (S) = trS  H (Rn)	 ; (3)
H(D) = spL
2(
;A;P ) X(g) : g 2 H (Rn) and supp(g)  D = D	 ; (4)
H(S) = spL
2(
;A;P )
nfX(') : ' 2 D(S)o ; (5)
H(D) = spL
2(
;A;P )
nfX(') : ' 2 trD (H(Rn))o ; (6)
where trS denotes the trace operator on S: In terms of trace operators the restriction of a
fractional Sobolev space on Rn to a domain S; not necessarily smooth, can be dened if S
satises an extension property (see [63], [64]). Here, supp denotes the support of a function
or distribution. Given a system of open  neighborhoods fS :  > 0g of S (respectively,
fD :  > 0g of D), the following spaces are also dened:
H+(S) =
\
>0
H(S); H+(D) =
\
>0
H(D);
H+(S) =
\
>0
H(S); H+(D) =
\
>0
H(D): (7)
In the case where D =   is a compact fractal d set,
H( ) = spL
2(
;A;P ) X(g) : g 2 H ;  (Rn)  S 0  (Rn)	 ; (8)
H( ) = spL
2(
;A;P )
nfX(') : ' 2 tr  (H(Rn)) = H n d2 ( )o : (9)
The corresponding dual spaces of (3)   (6) can be isometrically dened in terms of the
following subspaces of the RKHSs H(X) and H(fX) :
H(S) = spL2(
;A;P ) u 2 H(X) : supp(u)  S	  H(Rn); (10)
H(D) = spL2(
;A;P ) fu 2 H(X) : 9U 2 H(Rn) with UD = ug  H(Rn); (11)
H(S) = spL2(
;A;P )
n
u 2 H(fX) : 9U 2 H (Rn) with US = uo  H (Rn);(12)
H(D) = spL2(
;A;P )
n
u 2 H(fX) : supp(u)  D = Do  H (Rn): (13)
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Remark 1 The following identities hold:
J 1(H(S)) = H (Rn n S)? ; J 1(H(D)) = H (Rn nD)? ; (14)
(J 0) 1(H(S)) = H (Rn n S)? ; (J 0) 1(H(D)) = H (Rn nD)? ; (15)
where ? denotes the orthogonal complement in the space H(X) = H(fX):
Here, J and J 0 are the isometric isomorphisms relating H(X) with H(X); and H(fX)
with H(fX) respectively:
J : H(X)  ! H(X) and J 0 : H(fX)  ! H(fX); (16)
where
Y 7! J(Y ); with J(Y )(g) = E [Y X(g)] ; 8g 2 H (Rn); (17)
Z 7! J 0(Z); with J 0(Z)() = E
h
ZfX()i ; 8 2 H(Rn): (18)
The operators J and J 0 admit bounded inverses with respect to the norms dened on H(Rn)
and on H (Rn); respectively, under the existence of the  dual. The RKHS norms and
the corresponding fractional Sobolev space norms then are equivalent, and, indeed, the dual
random eld is a conjugate random eld in the sense of [50].
Proposition 1 Assume that the duality condition holds. Then,
(i) for  2 R; the identity operator between the Hilbert spaces H(X) and H(Rn) (re-
spectively, the spaces H(fX) and H (Rn)) denes an isomorphism;
(ii) for  > 0; the following identities between the closed subspaces of the Hilbert space
H(X) = H(fX) introduced in (3)  (6) hold:
H(S) = H+(Rn n S)?; H(D) = H+(Rn nD)?; (19)
H(S) = H+(Rn n S)?; H(D) = H+(Rn nD)?; (20)
for each open set S and closed set D:
Remark 2 For  2 R; under the duality condition, the inner products in the RKHSs H(X)
and H(fX) are respectively given by the covariance functions BgX of fX and BX of X;
and the Hilbert spaces

H(X); h; iBgX

and

H(fX); h; iBX are dual to each other.
Proof. (i) From condition (ii) in Denition 2, for all ' 2 H(Rn) and g 2 H (Rn);
J 1(') = fX('); and (J 0) 1(g) = X(g): Therefore, H(Rn) = H(X); and H (Rn) =
H(fX); since, by denition, the spaces H(X) and H(fX) are included in the spaces H(Rn)
and H (Rn); respectively.
Moreover,
H(fX) = H(X) = J 1(') : ' 2 H(X)	
=

J 1(') : ' 2 H(Rn)	 = nfX(') : ' 2 H(Rn)o
H(X) = H(fX) = n(J 0) 1(g) : g 2 H(fX)o
=

(J 0) 1(g) : g 2 H (Rn)	 = X(g) : g 2 H (Rn)	 : (21)
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The convergence in the norm on H(Rn) implies the convergence in the norm on H(X)
from the mean-square continuity of the dual eX:
Conversely, from the duality condition, the convergence of a sequence f'kgk2N 2 H(Rn)
to a function ' in the space H(X) implies its weak-sense convergence in the space H(Rn):
Hence, it is strongly bounded in this space (see, for example, [67], p. 120), and when k goes
to innity,
k'k   'k2H(Rn) =
DfX('k   '); X('k   ')E
H(gX) (22)
=
DfX('k   '); X('k)E
H(gX)  
DfX('k   '); X(')E
H(gX)
converges to zero, since fkX('k)kgk2N is bounded.
The equivalence between the norms of the spaces H(fX) and H (Rn) can be similarly
derived.
(ii) For an open set S  Rn; from the denition of H(S) in Equation (10); H(S) 
D(S)kkH(Rn) : Conversely, for  2 D(S);
E
hfX()X(f)i = h; fiH(Rn) = 0; (23)
for all f 2 H (Rn); with supp(f)  Rn n S: Equation (23) means that
J 1() 2 H(RnnS)? = J 1 (H(S)) ; for all  2 D(S): That is, D(S)  H(S): From the equiv-
alence between the norms of the spaces H(Rn) and H(X); D(S)kkH(Rn) = D(S)kkH(X) 
H(S); and D(S)kkH(Rn) = H(S). Then,
J 1(u) : u 2 H(S)	 = nJ 1(u) : u 2 D(S)kkH(Rn)o
=
nfX(u) : u 2 D(S)kkH(Rn)o ;
and
J 1(H(S)) = H(S) (24)
with
H(S) =
nfX(u) : u 2 D(S)kkH(Rn)o ; (25)
since, from condition (ii) in Denition 2, H(S)  J 1(H(S)):
Similarly, it can be proved that
(J 0) 1(H(S)) = H(S) = X(f) : f 2 H (S) = trS(H (Rn))	 ;
J 1(H(D)) = H(D) =
nfX() :  2 trD (H(Rn))o ;
(J 0) 1(H(D)) = H(D) = X(g) : g 2 H (Rn) and supp(g)  D = D	 : (26)
In particular, for  > n d2 ; considering the case where D =   is a fractal compact d set
tr  (H
(Rn)) = H 
n d
2 ( ) = H( );
H ; (Rn) = H( ): (27)
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From Equations (25) and (26); the following exterior continuity property is satised by X
and fX :
H+(S) =
\
>0

X(f) : f 2 H (Rn) and f(') = 0; ' 2 trRnnS (H(Rn))
	
= H(S);
H+(D) =
\
>0

X(g) : g 2 H (Rn) and g(') = 0 if trD(') = 0
	
= H(D);
H+(S) =
\
>0
nfX() :  2 H(Rn) and supp()  So = H(S);
H+(D) =
\
>0
nfX() :  2 trD(H(Rn))o = H(D):
The identities in Equations (19) and (20) then follow from Remark 1 and Equations (24) and
(26):
3.1 Characterization of weak-sense Markov property with respect to frac-
tal boundaries
In this section, a weak-sense formulation of the Markov condition, in the second-order mo-
ment sense, is considered with respect to a system of bounded open domains with fractal
boundaries. This condition is equivalent to the orthogonal decomposition of the associated
closed subspace of L2(
;A; P ) (see Proposition 2), and of the corresponding RKHS (see
Corollary 1) with respect to such boundaries. A characterization of the class of FGRFs sat-
isfying this condition is derived in Theorem 1, where the information relative to the fractal
boundary  ; the present, is given in terms of the dual generalized random eld composed
with the trace operator on  :
Given a system of bounded open domains


   :   2 F
	
satisfying the  extension prop-
erty (see [64], pp. 123 and 159-168) with boundary   in a family F of fractal compact d sets,
and denoting by


 + :   2 F
	
the system of domains 
+ = Rn n
 

   [  

; the following
weak-sense Markov condition is formulated.
Denition 3 An FGRF X; with  > n d2 ; is weak-sense Markovian with respect to the
family F of fractal compact d-sets if, for each   2 F ; the following conditions are satised:
(i) H( ) = H(
   [  ) \H(
 + [  );
(ii) H(
   [  )? ? H(
 + [  )?;
where the splitting space H( ) is given by
H( ) = spL
2(
;A;P ) X(f) : f 2 H (Rn) and supp(f)    =  	
= spL
2(
;A;P ) X(f) : f 2 H ;  (Rn)	 ; (28)
and the spaces H(
   [  ) and H(
 + [  ) are as dened in Equation (4):
Conditions (i) and (ii) are equivalent to the orthogonal decomposition of the space H(X)
as given in the next proposition.
Proposition 2 The weak-sense Markov property introduced in Denition 3 is equivalent to
the following condition:
H(X) = H(Rn) = H(
  )H( )H(
 +);
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where 
   and 
 + are open domains with common fractal boundary  ; satisfying the  extension
property.
Proof. Conditions (i) and (ii) of Denition 3 mean that H( ) is a splitting space for
H(
   [  ) and H(
 + [  ); which is equivalent to (see [50], p. 94):
H(
   [  ) _H( ) _H(
 + [  ) = H(
  )H( )H(
 +): (29)
From Denition 1 and Equations (3) (9); H(
  [ )_H( )_H(
 +[ ) = H(
  [ [
 +):
That is, Equation (29) can be rewritten as
H(
   [   [ 
 +) = H(Rn) = H(X) = H(
  )H( )H(
 +): (30)
The next theorem is derived under (ii) of Proposition 1, and under the following orthog-
onality condition (see [50], p. 98):
Denition 4 Let X be an FGRF. We say that X is orthogonal with respect to the system
of bounded open domains with fractal boundary   2 F if, for each   2 F ;
H(
  ) ? H(
 +); (31)
where 
   and 
 + denote, as before, the open domains split by   in Rn:
Theorem 1 Let X be an FGRF dened on H (Rn); with  > n d2 : Assume that the
 dual fX of X exists. Then, the FGRF X is weak-sense Markovian with respect to the
family F of fractal compact d sets if and only if fX is orthogonal with respect to the system
of bounded open domains with fractal boundary   2 F . In this case, for each   2 F ; the
presentH( ) can be generated by the family of random variablesnfX  tr (') : ' 2 H(Rn)o = H( ): (32)
Proof. From Proposition 1, for  > n d2 ; the existence of the  dual implies that
H(
   [  ) \H(
 + [  ) = H(
 +)? \H(
  )? =

H(
 +) _H(
  )
?
= H(
 + [ 
  )? = H(Rn n 
 + [ 
  ) = H( );
for all   2 F : That is, condition (i) in Denition 3 is satised. Moreover,
H(
   [  ) = H(Rn n 
 +) = H(
 +)?;
H(
 + [  ) = H(Rn n 
  ) = H(
  )?:
Hence,
H(
   [  )? = H(
 +); and H(
 + [  )? = H(
  );
and from the orthogonality property of fX;
H(
   [  )? ? H(
 + [  )?: (33)
Thus, X is weak-sense Markovian with respect to the fractal family F . Conversely, from
Equation (33); the orthogonality of fX follows from the weak-sense Markov property of X
with respect to F :
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Now, for  > n d2 ; to prove that H( ) = H
( ); we apply Proposition 1 with D =  ; and
we obtain
H( ) = H(
   [ 
 +)? = H(
  )? \H(
 +)?: (34)
From Proposition 2,
H(
  )
? = H(
 +)H( ); and H(
 +)? = H(
  )H( ):
Hence, Equation (34) can be rewritten as
H( ) = H( );   2 F :
The weak-sense Markov condition is also characterized in terms of the following orthogonal
decomposition of the RKHS of X:
Corollary 1 Assuming the conditions given in Theorem 1, the RKHS H(X) of X admits
the following orthogonal decomposition:
H(X) = H(Rn) = H(
  )H( )H(
 +) (35)
for each   2 F ; where the space H( ) is as dened in Equation (11); and the spaces H(
  )
and H(
 +) are as dened in Equation (10):
Proof. From the orthogonality of fX; BgX is a bilinear local form. Thus, the inner product
in H(X) is local and the orthogonal decomposition
H(Rn) = D(
  )
kkH(Rn) H n d2 ( )D(
 +)
kkH(Rn)
is transferred to the space H(X); with H(
  ) = D(
  )
kkH(Rn)
; H( ) = H n d2 ( ) and
H(
 +) = D(
 +)
kkH(Rn)
:
From Propositions 1 and 2, under the conditions of Theorem 1, a similar orthogonal decom-
position holds for the RKHS of the  dual random eld fX: That is,
H(fX) = H(
  )H( )H(
 +);
with H(
  )H(X) = H(
  );H(
 +)H(X) = H(
 +);
[H( )]H(X) = H( ); (36)
where []H(X) represents the dual space with respect to the norm associated with the covari-
ance function BgX of fX in the Hilbert space H(X) (see Remark 2). Therefore, the space
H( ) can be dened as the quotient space H(X)=H(
  )H(
 +) with the quotient norm
dened by the trace on   of the covariance function BgX : This norm is equivalent to the
quotient norm dened in the space H 
n d
2 ( ).
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4 Stochastic di¤erential representation
The denition of a di¤erential operator on a bounded domain with fractal boundary induces
certain fractal characteristics in its spectrum (see Appendix, Equation (59)). This is the case
of fractal drums (see, for example, [26], [35],[36], [38]). Under the conditions of Theorem 1, the
class of FGRFs characterized admits a fractional-order di¤erential representation on bounded
domains with fractal boundary. The fractality of the representation derived comes from the
fractional order of the di¤erential operator involved, and from the fractal dimension of the
boundary. The model class introduced can be interpreted as a stochastic version of fractal
drums.
We rst obtain from Proposition 1 a fractional linear lter representation in terms of
white noise.
Proposition 3 Let X be an FGRF having dual.
(i) The covariance operators RX of X and RgX of fX respectively admit the following
factorizations:
RX = S eS 1 (37)
RgX = eSS 1 ; (38)
where S = KJ and eS = eKJ 0; with K and eK being the identity operators between the spaces
H(X) and H(Rn); and H(fX) and H (Rn); respectively.
(ii) X (L(f)) =L2(
)
"
 
(I  ) =2f ; and fX eL() =L2(
) "  (I  )=2 ;
for f 2 H (Rn) and  2 H(Rn); with, for  > 0; (I  ) =2 being the Bessel potential
of order  (see [62]). The random eld " is generalized white noise, that is, an  GRF with
 = 0 and covariance function
B"(h; v) = E ["(h)"(v)] = hh; viL2(Rn) ; 8h; v 2 L2(Rn):
The operator L = eSI denes an isomorphism on H (Rn); where I = S 1" (I   ) =2;
with S" representing the isometric isomorphism between the Hilbert space of random variables
H("); generated by "; and its RKHS H(") = L2(Rn): The adjoint (L 1) of L 1 is the operatoreL; which is an isomorphism on H(Rn):
Remark 3 The operator I is properly dened since, from Proposition 1(i), the identity op-
erator between the spaces H(X) and H("); with " = "(I  ) =2; and between the spaces
H( eX) and H(e"); with e" = "(I  )=2; is an isomorphism.
Proof. (i) From Proposition 1, the operators K and eK; and therefore the operators S andeS as well, are isomorphisms. From the duality condition,
J 0 (X(g)) () = eS (X(g)) () = g(); 8 2 H(Rn); (39)
J
fX(') (f) = S fX(') (f) = '(f); 8f 2 H (Rn); (40)
for g 2 H (Rn) and ' 2 H(Rn): Thus, eSX and SfX are the identity operators
on the spaces H (Rn) and H(Rn); respectively. Moreover, X eS and fXS are the
identity operators on the space H(X) = H( eX); since, for each Y 2 H(X) = H(fX);
X
eS(Y ) Y and fX (S(Y )) Y are respectively orthogonal to fX (H(Rn)) = H(X)
and to X (H (Rn)) = H(fX) (see Proposition 1).
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Therefore,
fX S eS 1 (f) = X(f); 8f 2 H (Rn);
X
eSS 1 () = fX(); 8 2 H(Rn); (41)
and, for each f 2 H (Rn) and  2 H(Rn);
0 =
D
X(f)  fX S eS 1 (f) ; X(g)E
=
D
RX(f)  S eS 1 (f); gE
H(Rn)
;
0 =
DfX() X eSS 1 () ; fX(')E
=
D
RgX()  eSS 1 (); 'EH (Rn) ; (42)
for all g 2 H (Rn) and ' 2 H(Rn): That is,
RX(f) =
H(Rn)
S eS 1 (f); 8f 2 H (Rn);
RgX() =H (Rn) eSS 1 (); 8 2 H(Rn): (43)
(ii) From (i),
hX (L(f)) ; X (L(g))iH(X) =
D
X
eSI(f) ; X eSI(g)E
H(X)
= hI(f); I(g)iH(X) = hf; giH (Rn)
=
D
(I  ) =2f; (I  ) =2g
E
L2(Rn)
; (44)
for all f; g 2 H (Rn): That is, XL denes a generalized white noise composed with
(I   ) =2: The representation of fX follows from (i) in a similar way to the abstract
representation derived for X.
Under the conditions of Theorem 1, for each   2 F ; the weak-sense restriction X

 
 
 =n
X(f) : f 2 H (Rn) and supp(f)  
   = 
   [  
o
ofX to 
  [  admits a fractional-
order di¤erential representation with boundary conditions on   dened in terms of the dual
FGRF fX composed with the trace operator on  :
Theorem 2 Assume that the conditions of Theorem 1 hold, with 
   being a relatively com-
pact domain satisfying the  extension property, for each   2 F : Then, X  satises the
following equation in the mean-square sense:
X

  


L
  
f

=
L2(
)
" (f) ; f 2 L2(
  ); (45)
X (g) =
H(X)
fX  tr  ( ) ; with tr ( ) = RX(g);  2 H(Rn); (46)
for all g 2 H ;  (Rn); where L
   = eSS 1" admits a fractional-order di¤erential represen-
tation on 
  ; S" is as dened in Proposition 3, and " is generalized white noise.
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Proof. As the domain 
   satises the  extension property, the linear lter representation
derived in Proposition 3 holds for X

  
 ; that is, for X on 
  :
The embedding from D  
  kkH(Rn) into D  
  kkH(Rn) ; with  = + k; and k > n=2;
is Hilbert-Schmidt (see [64], pp. 35 and 162). Therefore, from the continuity of BgX with
respect to the norm on H(Rn);
BgX(;  ) =
Deb; 
  E
H(Rn)
H(Rn)
; 8;  2 D  
  kkH(Rn) ;
where
eb(z;y) =X
k;l
BgX(k; l)k(z)l(y) 2 D  
  kkH(Rn) 
D  
  kkH(Rn) ;
with fk : k 2 Ng being an orthonormal basis of D
 

  
kk
H(Rn) : The fractional-order dif-
ferential representation of operator eS on 
   then follows from the locality property of BgX
and Proposition 3 (see [54]). The ellipticity of such a representation is a consequence of the
continuity of the operator S (see Propositions 1(i) and 3).
From Theorem 1, the weak-sense trace on   of X can be isometrically identied with
the weak-sense trace on   of its RKHS, and from Proposition 3(i),
X

RgX

= X
eSS 1  = fX(); 8 2 H(Rn):
From Equations (27) and (36); Remark 2 leads to the identity
H ; (Rn) = RgX

H 
n d
2 ( )

:
Thus, for each g 2 H ; (Rn);
X

  
 (g) = X

  


RgX

= fX() = fX  tr ( ); (47)
for certain  2 H(Rn); with tr ( ) =  2 H n d2 ( ) = H( ); and RgX = g 2 H( ) =
H ; (Rn):
5 Ordinary case
We derive in this section the conditions under which the orthogonal decomposition of the
RKHS, with respect to domains with fractal boundaries, and the fractional-order di¤erential
representation on such domains hold in the strong sense (see Theorem 3). Under these
conditions, the solution is Hölder continuous in the mean-square sense.
Let X be a generalized ordinary random eld on H (Rn); that is, for all f 2 H (Rn);
X(f) =m.s.
Z
Rn
X(z)f(z)dz:
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We also consider the following formal representation of a generalized white noise " :
"(h) =
m.s.
Z
Rn
E(z)h(z)dz; 8h 2 L2(Rn): (48)
Here we have denoted by =
m.s.
the identity in the mean-square sense.
Theorem 3 Let X be a generalized ordinary random eld dened on H (Rn) satisfying
the duality condition. Assume that the conditions of Theorems 1 and 2 hold with  > n=2:
Then,
(i) X satises
HX( ) = HX(

 
  [  ) \HX(
 + [  );
HX(

 
  [  )? ? HX(
 + [  )?; (49)
where
HX(

 
  [  ) = spL
2(
;A;P ) X(z) : z 2 
   [  	 ;
HX( ) = sp
L2(
;A;P ) fX(z) : z 2  g ;
HX(

 
+ [  ) = spL
2(
;A;P ) X(z) : z 2 
 + [  	 : (50)
Indeed, HX( ) = H( ) =

X(f) : f 2 H ; (Rn)
	
:
(ii) The random eld X is mean-square Hölder continuous, and
E [X(z+ h) X(z)]2  Ckhk2 n; 8z 2 Rn; khk 2 (0; 1): (51)
Its local mean-square Hölder exponent is then   n=2:
(iii) The restriction X

 
 
 of X to 
   [   provides the unique mean-square continuous
ordinary solution to the fractional-order di¤erential problem derived in Theorem 2.
Proof.
(i) For  > n=2; H(Rn)  Ct(Rn); t =   n=2; with Ct(Rn) being the Hölder-Zygmund
space of order t on Rn (see [63], pp. 200-203). Therefore, the covariance function BX of X
is continuous, and the random eld X is continuous in the mean-square sense.
From Proposition 2,
H(X) = H(

 
 )H( )H(
 +):
In particular, H(
  ) ? H(
 +); which means that
E [X(f)X(g)] =
Z
Rn
Z
Rn
f(z)BX(z;y)g(y)dydz = 0; (52)
for all f 2 H (
  ) and g 2 H (
 +): Thus,
BX ?

D(
  )
kkH(Rn) 
D(
 +)
kkH(Rn)

;
with 
 representing the algebraic tensor product of spaces. Hence,
kBXkL2(
  )
L2(
 +) = 0;
which implies that BX is zero on 
    
 +; since BX is continuous on 
    
 +; and
E [X(z)X(y) = 0] ; 8z 2 
   and 8y 2 
 +:
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That is,
HX(

 
 ) = sp
L2(
;A;P ) X(y) : y 2 
  	 ? HX(
 +) =
= spL
2(
;A;P ) X(y) : y 2 
 +	 : (53)
Similarly, using Proposition 2 and the continuity of the covariance function BX ; the orthogo-
nality between the spaces HX( ) and HX(
  ); and HX( ) and HX(
 +) then follows from
the weak-sense Markov property of X in the sense of Denition 3. Thus, X satises (49):
As H(X)  H(X) and therefore H(X)  H(X); from Proposition 1, H(Rn)  H(X)
(as sets of functions). Moreover,
H(X) = spL2(
;A;P ) fBX(z; ) : z 2 Rng  H(Rn);
and then H(X) = H(Rn): Additionally, H( ) = HX( ): Indeed, clearly H( )  HX( ):
For the other inclusion, suppose that HX( )H( ) and let X be a random variable in the
orthogonal complement of H( ) in HX( ): The random variable X denes a function u 2
H(X) = H(Rn) given by
u(z) = E [XX(z)] ; 8z 2 Rn:
Since X ? H( ); then
E

X
Z
Rn
X(z)f(z)dz

= 0 =
Z
Rn
u(z)f(z)dz
for all f 2 H ;  (Rn): Hence, tr (u) = 0 and u(z) = 0; for all z 2  : Also X 2 HX( )
implies that X ? HX(
  ) and X ? HX(
 +): In particular, X ? H(
  )  HX(
  ) and
X ? H(
 +)  HX(
 +): That is, u ? D(
  )
kkH(Rn)
and u ? D(
 +)
kkH(Rn)
; which means
that u is zero on 
   and 
 +; since  >
n
2 : Consequently, X is zero in H(X):
(ii) The Hölder continuity in the mean-square sense of X follows from
E [X(z+ h) X(z)]2
 jBX(z+ h; z+ h) BX()(z+ h; z)j+ jBX()(z; z) BX(z+ h; z)j
 2khk2 n; (54)
since, as commented before, H(X) = H(Rn) is continuously embedded into C n=2(Rn)
and BX(;x) and BX(x; ) belong to this space for all x 2 Rn: Then, BX 2 H2(RnRn);
which is continuously embedded into C2 n(Rn):
(iii) From Proposition 3(ii) and the continuity of operators L and (I ) =2 with respect
to the norm k  kH (Rn); as well as from the mean-square continuity of the FGRFs X and
"; we haveZ
Rn
[LX(z)] f(z)dz =L2(
)
Z
Rn
h
(I  ) =2E(z)
i
f(z)dz; 8f 2 H (Rn):
In particular, from Theorem 2, for f 2 L2(
  ); we obtain
kBL

  
X EkL2(
  )
L2(
  ) = 0;
where BL

  
X E denotes the covariance function of the random eld L
  
X   E : That
is, BL

  
X E(z;y) = 0; for all (z;y) 2 
    
  ; since BL

  
X E is continuous. The
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L2(
;A; P ) norm of the random variable L

  
X(z)   E(z) is then null, for all z 2 
  ;
which means that X

 
 
 satises the following equation in the mean-square sense
L

  
X

 
 
 (z) = E(z); 8z 2 
  :
Under the conditions of Theorem 2, L
   and hence L


  
; the formal adjoint of L
   ; admit a
fractional-order di¤erential representation on 
  :
5.1 Examples
Examples of Gaussian random elds in the class studied in this paper are now considered.
Under the conditions of Theorem 2, the sample paths of these Gaussian random elds have
modulus of continuity dened in terms of the mean-square Hölder exponent calculated in
this theorem (see [1]), and the traces of the sample paths on a fractal d set   belong to the
fractional Sobolev space H 
n d
2 ( ) (see [51], pp. 16-18).
Fractional Riesz-Bessel motion
The solution to the following fractional-order di¤erential model is referred to as fractional
Riesz-Bessel motion (fRBm) in [4], where its weak-sense second-order properties are studied
in a generalized framework:
(I  )=2( )=2X+(z) = E(z); 8z 2 Rn;  > 0; 0 <  < n; (55)
where   represents, as before, the negative Laplacian operator, I is the identity operator,
and E represents Gaussian white noise. For  = 0 and  > n=2; the above-dened stochastic
model represents fractional Brownian motion. The generalized ordinary solution to this model
has duality order +  (see [4]). Furthermore, as the covariance function of its (+ ) dual
denes a continuous local form on the space H+(Rn); from Theorem 1, for  +  > n d2 ;
the generalized ordinary random eld dened by fRBm is Markovian, in the weak-sense, with
respect to a family F of fractal compact d sets dening the boundary of a system of bounded
open domains satisfying the  +   extension property. Conversely, for certain xed values
of  + ; we can obtain a range for d; the dimension of the fractal sets in F ; for which the
conditions of Theorem 1 are satised. Moreover, from Theorem 2, the weak-sense restriction
of such a generalized ordinary random eld to 
  ; with   2 F and + > n d2 ; satises (55)
with fractal boundary conditions given by (46): For  +  > n2 ; fRBm is Hölder continuous.
The eigenvalues fkgk2N of (I  )=2( )=2 on the compact fractal d set   satisfy
c1k
+ n d2
d  k  c2k
+ n d2
d ; k 2 N;
for certain 0 < c1  c2 <1 (see [64], p. 194 and [26], [35], [36], [38]).
Gaussian homogeneous random elds with fractional-order rational spectra
We now study a class of fractional-order integro-di¤erential models dened in terms of
positive fractional-order polynomials of an elliptic and self-adjoint di¤erential operator L of
order s on L2(Rn); with smooth coe¢ cients. That is, we consider the following equation:
P 1=2(L)Q1=2(L)X (q p)s
2
(z) = E(z); 8z 2 Rn; (56)
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where P and Q are elliptic positive polynomials of orders p and q; respectively, with q > p;
and E represents Gaussian white noise. The generalized ordinary solution to this model has
duality order (q p)s2 (see [47], for the integer case, and [3] and [6], for the fractional case). In
particular, for
(i) L = (L1;L2;    ;Ln) ; Lj =  i @@zj ; j = 1;    ; n (s = n),
(ii) L = ( ) (s = 2n),
with P and Q having constant coe¢ cients, the weak-sense solution X (q p)s
2
and the corre-
sponding ordinary solution X (q p)s
2
; for (q p)s2 >
n
2 ; are homogeneous with respective gen-
eralized and ordinary spectral densities given by a rational function dened in terms of
the polynomials P and Q: In particular, for (q p)s2 >
n d
2 ; in the generalized case, and for
(q p)s
2 >
n
2 ; in the ordinary case, the weak-sense Markov property with respect to fractal
boundaries is satised.
6 Conclusion
In this paper, we consider a class of random elds with RKHS isomorphic to a fractional
Sobolev space. The RKHS admits an orthogonal decomposition with respect to fractal
boundaries in the case where its inner product is local and the regularity order  of its
functions is larger than the semifractal defect n d2 associated with the fractal d boundary.
This orthogonal decomposition is equivalent, in the interger-order case, to the weak-sense
Markov property, introduced for ordinary (see [46]) and generalized (see [50], pp. 122-150)
random elds generated by di¤erential forms on domains with smooth boundary (a piecewise
l smooth boundary is considered in [50]). In this paper an extension of such Markov property
is provided, with respect to fractal boundaries, for random elds dened by fractional-order
di¤erential forms. The random elds in the class studied present a fractal behaviour, in the
mean-square sense, for   n=2 2 (0; n); and in the sample-path sense in the Gaussian case.
Appendix
Di¤erent approaches have been adopted in the construction of fractal sets (see, for example,
[24], [25], [32], [33], [39], [40], [45]). This paper uses the following concept of an isotropic
d set in Rn; 0 < d < n:
Denition 5 (see [64], pp. 1-5)
Let n 2 N; let   be a set in Rn; and let 0  d  n: Then   is called a d set if there exists
a Borel measure   in Rn with the following two properties:
(i) supp( ) =  ;
(ii) there are two constants c1 > 0 and c2 > 0 such that for all  2   and all r with
0 < r < 1;
c1r
d   (B(; r) \  )  c2rd;
where B(; r) is the closed ball in Rn centered at  and with radius r:
Compact d sets can be dened, for example, as xed points of contractions constructed
in terms of similarities satisfying the open set condition; for instance, the Cantor set in Rn
(see [64], pp. 7-10). Here, we consider the case where a compact d set denes the boundary
of a bounded open domain. A method for constructing these boundaries can be dened from
the graphs of functions in the Hölder space Cs(Rn 1); with 0 < s < 1; restricted to Sn 1;
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where Sn 1 is the (n 1) dimensional unit sphere in Rn: The resulting d sets are boundaries
of star-like bounded domains in Rn (see [64], pp. 120-123). Additional examples can be found
in [24] and [25].
Let Hs(Rn) be the fractional Sobolev space of order s dened as a subspace of the space
of tempered distributions S 0(Rn) given by
Hs(Rn) =
n
u 2 S 0(Rn) : (1+ j  j2)s=2u^() 2 L2(Rn);  2 Rn
o
:
The trace ofHs+
n d
2 (Rn) (s > 0) on a fractal compact d set  ; tr 

Hs+
n d
2 (Rn)

; is dened
as
tr 

Hs+
n d
2 (Rn)

= Hs ( ) =
n
f 2 L2( ) : 9F 2 Hs+n d2 ( Rn) such that f = tr (F )
o
;
where tr (F ) denotes the weak-sense restriction of F to  ; given byZ
 
F ()tr  (') () (d); ' 2 S(Rn);
where   is the measure appearing in Denition 5 with support contained in  ; and the trace
on   of a function in the Schwartz space S(Rn) is dened pointwise (see [64]). Moreover
Hs( ); s > 0; are densely embedded in L2( ); which is interpreted as the set of tempered
distributions f on Rn dened by
f(') =
Z
 
f()tr  (') () (d); ' 2 S(Rn): (57)
Note that S 0  (Rn); the space of tempered distributions satisfying
S 0  (Rn) = f 2 S 0(Rn) : f(') = 0 if ' 2 S(Rn) and tr (') = 0	
is constituted by distributions with compact fractal support  : This space is dened as the
dual space of the factor space S( ) constituted by the pointwise traces on   of functions in
the space S(Rn): Also the space
H;  (Rn) =
n
f 2 H(Rn) : f(') = 0 if ' 2 S(Rn) and tr (') = 0
o
;  < 0;
is dened as the dual space of Hs( ); with s =    n d2 > 0 (see [64], pp. 147, 125, 192-193).
The following orthogonal decomposition of Hs+
n d
2 (Rn) is obtained from the denition of
Hs( ) (see [64], p. 193):
Hs+
n d
2 (Rn) =
n
 2 Hs+n d2 (Rn) : tr () = 0
o
Hs( ): (58)
Let A be a continuous linear operator from a fractional Sobolev spaceHs(
) into L2
); for
certain s > 0; with A 1 being a self-adjoint compact operator on L2(
); and with 
 being a
bounded domain with fractal d boundary. The counting function N() = ] fj < g ;  >
0; which indicates the number of eigenvalues less than ; for each  2 R; satises
N() = (2) n!nvol(
)n=2   xnvol(@
)
n 1
2   o(d=2) (59)
as !1; for d 2 (n  1; n); where !n is the volume of the unit ball in Rn; and xn is some
positive number depending on n (see [36]).
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