We generalize the concept of entropy solutions for parabolic equations with L 1 -data and consider a class of nonlinear history-dependent degenerated elliptic-parabolic equations including problems with a fractional time derivative such as @ g @t g ðbðvÞ À bðv 0 ÞÞ À div aðx; DvÞ ¼ f with Dirichlet boundary conditions and initial condition, where 0ogp1: We show uniqueness of entropy solutions for general L 1 -data by Kruzhkov's method of doubling variables. Moreover, existence in the nondegenerated case, i.e. b id; is shown by using the concept of generalized solutions of a corresponding abstract Volterra equation. r
Introduction
This article is concerned with the existence and uniqueness of solutions of the history-dependent degenerated elliptic-parabolic initial boundary value problem ðkðbðvÞ À bðv 0 ÞÞ þ k Ã ðbðvÞ À bðv 0 ÞÞÞ t À div aðx; DvÞ ¼ f in Q; bðvÞð0; ÁÞ ¼ u 0 in O;
Here, T40; OCR N is a bounded domain, Q :¼ ð0; TÞ Â O; S :¼ ð0; TÞ Â @O; where @O denotes the boundary of O; and by ð f Ã gÞðtÞ :¼ R t 0 f ðt À sÞgðsÞ ds we denote the convolution of the functions f and g: We consider the above problem for L 1 -data, i.e., f AL 1 ðQÞ; and v 0 : O-% R is measurable with bðv 0 Þ ¼ u 0 AL 1 ðOÞ: ð2Þ
In the following we assume that the function
i.e., aðÁ; xÞ : O-R N is measurable for all xAR N ; and aðx; ÁÞ : R N -R N is a continuous vector field a.e. xAO: Moreover, we assume that a satisfies the classical Leray-Lions conditions, i.e., for some p41 and p 0 :¼ p=ðp À 1Þ we assume that a is monotone, coercive, and satisfies a growth condition 8x; zAR N and a:e: xAO: ðaðx; xÞ À aðx; zÞÞ Á ðx À zÞX0; 
Note that we do not assume that a is strictly monotone, i.e., that 8x; zAR N ; xaz; and a:e: xAO: ðaðx; xÞ À aðx; zÞÞ Á ðx À zÞ40:
Moreover, we assume that kX0; and k : ð0; TÞ-R is a nonnegative; nonincreasing function such that kAL 1 ð0; TÞ and k40 or kð0þÞ ¼ lim t-0þ kðtÞ ¼ N ð8Þ
and that b : R-R is continuous and nondecreasing; satisfying the normalization condition bð0Þ ¼ 0:
Thus, it may happen that b is constant on some interval. In this case, (1) partially degenerates to an elliptic problem. In particular, if b 0; then (1) is a purely elliptic problem. The assumptions on k; k are such that our study covers degenerate elliptic-parabolic problems without history dependence by choosing k40 and k 0: Moreover, it covers the case of a fractional derivative in time. Indeed, choose k ¼ 0 and kðtÞ :¼ t Àg =Gð1 À gÞ for gAð0; 1Þ; where G denotes the Gamma-function, then the first term in (1) is in fact the fractional derivative in time of bðvÞ of order g: In this case, even for b id; (1) interpolates between the elliptic and the parabolic problem.
We recall that problems of the form (1) are obtained when modelling the transport of fluids in porous media. In geothermal regions the fluid may precipitate minerals in the pores of the medium, thus diminishing their size. This results in a history dependence and according to [8] can be treated by using a fractional derivative in time. Another application of (1) is the heat flow in materials with memory, see e.g. [10] .
There already exists a vast literature on problems of the above mentioned type without history dependence. It is well known, see e.g. [6, Appendix I] , that even for the elliptic problem with 1opp2 À 1 N and L 1 -data one cannot expect to find a weak solution, i.e., a solution which solves the equation in the sense of distributions. But even if there exists a weak solution this solution is in general not unique, see e.g. [17, 20] .
In order to overcome the above-mentioned problems of nonexistence and nonuniqueness of weak solutions, two new notions of solutions have been introduced. In [7, 16] existence and uniqueness of renormalized solutions is shown for elliptic and parabolic problems, respectively. Moreover, we refer to [9] for the problem of uniqueness of renormalized solutions of the elliptic-parabolic problem without history dependence.
The second concept, i.e. the concept of entropy solutions, is equivalent to the notion of renormalized solutions for problems without history dependence and was first introduced in [6] for an elliptic problem. See also [3] for the parabolic problem.
These new concepts have in common that one does not expect to find a solution as an element of a Sobolev space, but only to find a measurable function v such that all truncations T K ðvÞ of v are in a certain Sobolev space. Here, the truncation function T K : R-R is given by T K ðrÞ :¼ minðmaxðr; ÀKÞ; KÞ for all rAR: Moreover, we will frequently use the notation T K;L :¼ T L À T K for L4K40 and define sign 0 ðrÞ :
In the following let
and B S;f ðrÞ :¼ R r 0 SðR À fÞ dbðRÞ for all SACðRÞ; fAR; and b satisfying (9) 
L T L ðR À fÞ dR-jbðrÞ À bðfÞj as L-0þ; which will be used in the proof of uniqueness of solutions.
The main tool in the proof of existence and uniqueness of renormalized solutions in the elliptic-parabolic case without history dependence is an integration by parts formula, see e.g. [1, Lemma 1.5]. As one can easily show, such an integration by parts formula does not hold in general in the history-dependent case of (1). But since a Kato inequality holds (see Proposition 3), we can still formulate an entropy condition, which is adapted from the definition of entropy solutions of fractional conservation laws as given in [11, Definition 6] . Definition 1. Let (3)-(6), (8) , (9) and (2) In Section 2 we derive a Kato inequality which serves as an essential tool in the proof of existence of entropy solutions. Uniqueness of entropy solutions of (1) is shown in Section 3 using Kruzhkov's method of doubling variables. Section 4 is concerned with the existence of entropy solutions for the nondegenerated problem, i.e. for (1) with b id: In particular, we show that the generalized solution of an associated abstract Volterra equation is an entropy solution.
A Kato inequality
Note that by Arendt and Be´nilan [4] a generator of a strongly continuous semigroup of submarkovian operators satisfies a Kato inequality. The following formulation of a Kato inequality can be considered as a special version of [12, Exercise 20.6 .30]. The remaining proof consists of three steps: 
Letting h-0þ we conclude
Since, for k40; we have uAW 1;1 ð0; T; L 1 ðOÞÞ; we additionally obtain
(2) In order to obtain an estimate on ðk Ã ðu À u 0 ÞÞ t ; we first assume that kð0þÞoN: For j x and w defined as above the following inequality holds a.e. Here, we used the fact that dk is a nonpositive measure on ð0; T: Multiplying the above inequality by xADð½0; TÞÞ with xX0 and integrating over Q; we obtain
(3) Now, assume that kð0þÞ ¼ N: We approximate k by a sequence fk n g nAN CL 1 ð0; TÞ such that each k n is nonnegative nonincreasing with k n ð0þÞo þ N and such that k n -k in L 1 ð0; TÞ: Since uABVð0; T; L 1 ðOÞÞ; we have 
Uniqueness of entropy solutions
The proof of uniqueness of entropy solutions of (1) is based on Kruzhkov's method of doubling variables, see [15] . See also [11] for an application to entropy solutions of conservation laws with memory. 
in Q:
Note that we only assume the continuity at t ¼ 0 for one of the entropy solutions. For the proof of Theorem 4, we need the following a priori estimate.
Lemma 5. Let (3)- (6), (8), (9) and (2) be satisfied. Moreover, let v : Q-R be an entropy solution of (1).
for all L40; xADð½0; TÞÞ with xX0:
Proof. Using the abbreviation w K;L :¼ 1 L jB T K;KþL ;f ðvÞ À B T K;KþL ;f ðv 0 Þj and the definition of entropy solutions with f 0 and S ¼ T K;KþL (see Remark 2) we conclude by applying the coercivity assumption (5)
Since v : Q-R is finite a.e., fKojvjgk| as K-N: As xj f jAL 1 ðQÞ; we conclude 
for K; L40 and xADð½0; TÞ Â ½0; TÞÞ with xX0: Here, we set Q 2 :¼ ð0; TÞ Â ð0; TÞ Â O and use the abbreviations u i :¼ bðv i Þ; u 0 :¼ bðv 0;1 Þ ¼ bðv 0;2 Þ for i ¼ 1; 2; and, moreover,
x s ðs; tÞ k 
Note that the first term I Taking the limit for K-N in (13) and dividing the inequality by L40 yields
Note that 
x s ðs; tÞ kyðs; tÞ þ 
This yields
Since (15) holds for all combinations k 1 ; k 2 AL 1 ð0; TÞ of nonnegative nonincreasing functions such that k ¼ k 1 þ k 2 and k 2 ð0þÞoN; we may choose fk 1;n g nAN such that k 1;n ðtÞ :¼ maxð0; kðtÞ À kð 1 n ÞÞ: Then, obviously k 1;n -0 in L 1 ð0; TÞ and k 2;n :¼ k À
We choose a sequence fR e g e40 of mollifiers on R such that R e X0; supp R e C½0; e and R e -d 0 in D 0 ðRÞ as e-0 þ : Defining x e ðs; tÞ :¼ R e ðs À tÞfðsÞ for fADð½0; TÞÞ with fX0; it is easy to see that x e ADð½0; TÞ Â ½0; TÞÞ with x e X0 for e40 small enough. It is our intention to first let n-N and then e-0þ in (15 
Since k 2;n -k in L 1 ð0; TÞ as n-N; we conclude 
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Existence of entropy solutions
In this section we prove the existence of entropy solutions for the non-degenerated history dependent problem, i.e. of (1) 
Note that by Cockburn et al. [11] , and Gripenberg [13] , respectively, for all v 0 ADðAÞ ¼ L 1 ðOÞ and all f AL 1 ðQÞ and k; k satisfying (8) By Gripenberg [13, Theorem 4] in the case k ¼ 0; and Jakubowski and Wittbold [14] in the case k40; we conclude that for sufficiently regular data v is a strong solution, i.e. satisfies (18) a.e. in ð0; TÞ and lim t-0þ vðtÞ ¼ v 0 : By the coercivity assumption (5) one has 0AAð0Þ; and since A is m-completely accretive, we have jjðI þ mAÞ À1 gjj N pjjgjj N for all gAL N ðOÞ and all m40: Thus, by Cockbum et al. [11, Proposition 5] we conclude that for sufficiently regular data the generalized solution v of (18) satisfies (1) in the sense of distributions, i.e. is a weak solution. In particular, the following holds. 
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Approximating v 0 AL 1 ðOÞ and f AL 1 ðQÞ by sufficiently regular data, we will obtain a sequence of weak solutions converging to an entropy solution.
Theorem 7. Let (3)- (6) and (8) (18) is an entropy solution of (1).
Proof. We choose sequences fv 0;n g nAN CDðAÞ-L N ðOÞ and ff n g nAN C W 1;1 ð0; T; L 1 ðOÞÞ-L N ðQÞ with v 0;n -v 0 in L 1 ðOÞ and f n -f in L 1 ðQÞ as n-N: Let v n denote the generalized solution of (18) for data v 0;n ; f n : By the continuous dependence on the data, according to [13, Theorem 5] , v n -v in L 1 ðQÞ: In the following let K40 be fixed. By Proposition 6, v n satisfies (19) for data v 0;n ; f n : Using f ¼ T K ðv n Þ as a test function, applying the coercivity assumption (5) and the Kato inequality, we obtain 
arbitrary, and f ¼ rx for ra0; dividing (21) by r and passing to the limit with r-0þ and r-0À; respectively, we obtain div s K ¼ div aðx; DT K ðvÞÞ:
We are now in the position to take the limit in (19) for v n with data v 0;n ; f n as n-N: Take k 1 ; k 2 AL 1 ð0; TÞ arbitrary such that k 1 ; k 2 are nonnegative and nonincreasing satisfying k ¼ k 1 þ k 2 and k 2 ð0þÞoN: Moreover, take SAP and fAW Since the remaining terms converge by Lebesgue's dominated convergence theorem, we have shown that v in an entropy solution of (1) . &
We finally remark that the problem of existence in the degenerated history dependent case, i.e. bcid and kc0; cannot be treated by the same methods, since in this case we cannot apply the Kato inequality for the difference of two solutions, as done in (20) . Moreover, we used the regularity result of [14] for m-completely accretive operators. In the general degenerated case this will not be applicable any more, since the operator A b ; corresponding to the operator A given by (17) for the case b id; fails to be completely accretive.
