eometric computing with 3D rotations and orientations is a fundamental issue in 3D computer graphics. Rotation is circular movement, while the orientation of a rigid object refers to its position. These two geometric concepts have conventionally been considered interchangeable, because the orientation of an object can be represented as a rotation from the reference orientation given a coordinate frame.
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Jehee Lee ■ Seoul National University G eometric computing with 3D rotations and orientations is a fundamental issue in 3D computer graphics. Rotation is circular movement, while the orientation of a rigid object refers to its position. These two geometric concepts have conventionally been considered interchangeable, because the orientation of an object can be represented as a rotation from the reference orientation given a coordinate frame.
This article provides a useful perspective of understanding, representing, and manipulating 3D orientation and rotation for geometric computing. Coordinate-free geometric programming and affine geometry, which makes a distinction between points and vectors and defines operations for combining them, inspires our approach. Based upon affine geometry, Goldman 1,2 and DeRose 3 pioneered a method of writing graphics programs that are independent of the choice of reference coordinate frames. The study on geometric algebra pursues a similar goal with various geometric primitives rather than just vectors and points. 4, 5 A strong analogy exists between the way points are related to vectors and the way orientations are related to rotations. Both points and orientations are geometric entities that describe states of geometric objects, while vectors and rotations relate to the change of states. As with affine geometry, we found that simple geometric algebra represents and manipulates 3D orientations and rotations. It's important, though, to clearly distinguish between orientations and rotations, which are represented differently and appropriately to avoid singularity in parameterization.
In 3D space, orientations and rotations are not interchangeable. Unit quaternions can't parameterize rotations without singularity, but rotation vectors can. Conversely, rotation vectors can't parameterize orientations without singularity, but unit quaternions can. Therefore, unit quaternions should represent orientations, and rotation vectors should represent rotations. Furthermore, we'll identify a set of geometrically meaningful and coordinate-invariant operations for combining them.
Coordinate free does not imply that coordinates are unnecessary. We need to use coordinates to implement geometric algorithms. The geometric algorithms will produce consistent results independent of the choice of the reference frames in which the input data are represented. In that sense, it might be more appropriate to say coordinate invariant rather than coordinate free. We use these two terms interchangeably throughout this article.
Our work extends the range of coordinateinvariant geometric programming by adding new entities and operations. Coordinate-invariant geometric programming provides us with geometric reasoning and intuition for the steps of our geometric programs. This allows us to write geometric programs relying on geometric reasoning rather than coordinate manipulations, so that we don't need to fully understand all the details about quaternionrelated mathematics for geometric programming.
Rotation and orientation
Consider a rigid object in 3D space. Affine geometry suggests that points, which can be disIn 3D space, orientations and rotations are not interchangeable. Therefore, we should represent them differently and appropriately.
tinguished from vectors, represent its position. A point, as a geometric concept, is independent of the choice of a reference frame or an origin. Given a reference frame, a point can have its coordinates with respect to the origin. Vectors, on the other hand, have the attributes of direction and magnitude, but no fixed position.
A vector can specify the relative movement of a point from one position to the other. With a reference frame fixed, we can represent any point as a vector that comes from the origin to the point. However, points and vectors are still different from a geometric point of view.
An algebraic operation between points and vectors is geometrically meaningful if the result is independent of the choice of reference coordinate frames. For example, the sum of two vectors is well defined algebraically and geometrically. However, the sum of two points is algebraically computable but geometrically meaningless because the result depends on the origin's location (see Figure 1 ). Affine geometry defines a set of coordinate-invariant operations between points and vectors, which we summarize in Figure 2 .
We observed that the relation between orientations and rotations is, in many aspects, analogous to the relation between points and vectors. From the geometric point of view, a rigid object's orientation is independent of the choice of a reference orientation. Given a reference orientation, we can represent any orientation with respect to the reference orientation (see Figure 3a , next page). On the other hand, Euler's rotation theorem states that any rigid object's orientation can be described by a fixed axis and an angle of rotation about the axis. We can represent the axis and angle as a tuple of a unit vector v  and a scalar value θ. A single vector can represent the rotation so that v v = ∈ θ  R 3 . We usually prefer a single rotation vector to a separate axis-angle representation because a zero vector uniquely represents identity transform (zero rotation), while any combination of the zero angle and an arbitrary axis can represent the identity transform. The rotation has direction and magnitude but no fixed orientation. Rotation vectors can be arbitrarily long, and rotation vectors longer than 2π correspond to a rigid body's multiple spins.
With a fixed reference frame, we can represent any orientation of a rigid object as a relative rotation from the reference orientation to the target orientation. A rotation vector specifies the relative rotational movement between any pair of two orientations or coordinate systems (see Figure 3b) . However, in this case, the vector's length is limited to the interval [0, 2π] , which causes singularities in orientation parameterization. This observation motivates the use of unit quaternions for representing 3D orientations. The mappings between orientations and rotations are singular in the sense that they have either manyto-one correspondences or discontinuous jumps. Therefore, orientations and rotations should be parameterized differently to avoid singularities. We believe that it's best to use vectors for parameterizing rotations and unit quaternions for orientations in 3D space, as we discuss in the following sections.
Two-dimensional space
Consider a rigid object that can rotate about the origin of the reference coordinate system in 2D space. The rotation of a 2D object has a single degree of freedom and therefore can be parameterized by a scalar rotation angle θ. A positive angle denotes a counterclockwise rotation and conversely a negative angle denotes a clockwise rotation. A scalar value larger than 2π or smaller than −2π denotes multiple spinning of the object.
Parameterizing orientations. We can also represent the orientation of an object by the scalar rotation angle from a given reference orientation, but we map many angles, θ ± 2nπ, for any integer, n, to a single orientation (see Figure 4a ). To avoid manyto-one correspondences between orientations and rotation angles, the range of θ should be limited to a 2π interval such as [−π, π] or [0, 2π] . Consider a continuously moving rigid object and its trajectory function, θ(t) varying over time, t. Confined within this 2π interval, the trajectory of angle θ(t) may include discontinuous jumps from one boundary to the other even though the corresponding angular motion is continuous (see the left side of Figure 4a on page 78). We can avoid this problem by using an extra parameter so that a point (x, y) on the unit circle represents an orientation. This representation uses more parameters than actually needed. The unit-length constraint x 2 + y 2 = 1 compensates for this redundancy. We can also view a point (x, y) as a complex number c = x + yi (see Figure 4a) . From x = cosθ and y = sinθ, complex number c relates to angle θ by exponentiation so that c = cosθ + isinθ = exp(iθ).
Parameterizing rotations. So far, we explained that complex numbers of unit length provide us with a nonsingular parameterization of 2D orientations. We might want to use complex numbers for parameterizing rotations as well for simplicity and uniformity. Unfortunately, complex numbers of unit length can't parameterize rotations unambiguously. We can easily observe the ambiguity:
We can partition a rotation into a series of partial rotations. The composition of partial rotations ■ exhibits the trajectory of rotational movements. For example, a counterclockwise rotation by angle π and a clockwise rotation by angle −π travel different paths to end up at the same destination, which we represent with complex number cosπ + isinπ = cos(-π) + isin (−π) = −1. We represent a series of different rotational actions with an angle of θ ± 2nπ for any integer n (see Figure 4a ), but all of these actions are actually mapped to a single complex number exp (iθ) = exp (i(θ ± 2nπ)). This makes sense, because a rotation of 2nπ around any fixed axis is equal to no rotation at all if we disregard the course of action and consider the action's result.
These examples prove that we can't distinguish rotations traveling in different paths, because parameterization by complex numbers is ambiguous. Therefore, we must use scalar angles for parameterizing rotations and complex numbers for orientations in 2D space.
Rotating angles larger than 2π. We can consider a rotation a transformation that turns one orientation into another. Rotations with angles smaller than 2π can represent all such transforms. We argue two points about this. First, concerning the limited interval of rotation angles-which necessarily entails discontinuity issues-if the range of rotation angles is limited to any 2π interval, then the parameterization includes discontinuous jumps at the interval's boundary. Discontinuities are certainly undesirable for representing the circular nature of rotations. The second argument concerns the interpolation of rotations. For example, a rotation by θ and another rotation by θ + 2π around the same axis produce different rotational actions when their trajectories are interpolated.
Three-dimensional space
We can expand the previously mentioned arguments to 3D space by replacing complex numbers with unit quaternions and scalar angles with rotation vectors. As mentioned earlier, we can describe 3D rotations as an axis and an angle, which form a rotation vector. A one-to-one correspondence exists between 3D rotations and vectors.
As we observed in 2D, parameterizing orientations using rotation vectors suffers from either many-to-one correspondences or discontinuous jumps, because the rotation angle is limited within a 2π interval for any given axis. We can circumvent this problem by using redundant parameterization. We can represent any 3D orientation as a unit qua-
We compensate for the redundancy with the unit length constraint, w 2 + x 2 + y 2 + z 2 = 1. We can convert rotation vectors and unit quaternions into each other by using exponential and logarithmic mapping. Given a purely imaginary quaternion, q v v = = ( , ) ( , ) 0 0 θ  , quaternion exponentiation always produces a quaternion of unit length, which we can express in a closed form exp( , ) (cos , sin )
. The unit quaternion associated with a rotation around axis v v v  = / by angle θ = ||v|| is q = exp(0, v/2). We assume that a unit quaternion q describes a rotation mapping Rq(u) = quq -1 for u ∈ R 3 . Here, we interpret vector u = (x, y, z) as a purely imaginary quaternion (0, x, y, z) ∈ S 3 . Under this assumption, the left multiplication of a unit quaternion represents a rotation with respect to a fixed, world coordinate frame. Conversely, the right multiplication represents a rotation with respect to a local, moving coordinate frame. Two antipodal quaternions q and −q correspond to a single orientation, but it's still nonsingular because the mapping is consistently two-to-one for any orientation.
Although the use of unit quaternions provides us with a useful nonsingular parameterization for orientations, it can't parameterize rotations without ambiguity. Consider a family of rotations around axis v  by angle θ ± 2nπ for all integers n. All these different rotational actions correspond to a single unit quaternion or its antipode such that � � exp(0, (θ/2) v) = exp(0,(θ ± 2nπ) v/2) or � − exp(0, (θ ± 2nπ) v/2) . Note that both represent the same rotation. From these observations, we can conclude that we have to use vectors for parameterizing rotations and unit quaternions for orientations in 3D space.
Operations between rotations and orientations
The operation between orientations and their relative rotations is coordinate invariant if the result of the operation is independent of the choice of reference orientations. For example, consider two unit quaternions, q1 and q2 representing two orientations of a rigid object in 3D space. We can compute the multiplication of these two quaternions, but the result depends on the choice of the reference orientation. This multiplication is neither coordinate invariant nor corresponding to any tangible geometric meaning. It's analogous to the coordinate dependence of point addition illustrated in Figure 1. We identified a set of coordinate-invariant operations between 3D orientations and rotations (see Figure 2b) . In this section, we explain the operations one by one. Unit quaternion q ∈ S 3 may represent either the orientation of a rigid object or its relative rotation. For clarity, we'll use q only to represent the orientation, and we'll denote the relative rotation by the exponential of a rotation vector-that is, exp(0, v/2) ∈ S 3 . For notational convenience, we define two operators: q v v = = exp( ) exp( , / )  0 2 and its inverse log( )  q v = .
Multiplication
The multiplication of two unit quaternions indicates either the composition of two rotations or the rotation of a body from one orientation to the other. Let u,v ∈ R 3 be vectors representing rotations. We compute the composition of two rotations as the multiplication of exponentials of two vectors (see operation B in Figure 2b ):
Note that w ≠ u + v, in general. It holds if vectors u and v are parallel.
Let q ∈ S 3 be a unit quaternion representing the orientation of a rigid body. Multiplication of exp( )  v and q indicates the body's rotation around axis v/||v|| by angle ||v|| (see Figure 5) . That brings the body to a new orientation q′. Here, rotation vector v may be represented in a fixed coordinate frame so that q v q '=exp  ( ) or in a moving coordinate frame attached to the body so that q'=qexp(v) � (see operation C in Figure 2b ).
Displacement
Given any two orientations q and q′ of a rigid body, we can always find a single rotation that brings the body from one orientation to the other according to Euler's rotation theorem. We can easily derive the angular displacement v between two given orientations from q v q '=exp  ( ) orv '= exp  ( ) , depending on which coordinate frame we intend to represent v:
in a moving coordinate frame (see operation D in Figure 2b ).
Exponential and logarithm
The quaternion exponential map is many-toone and has a singular point at the antipole (−1, 0, 0, 0) ∈ S 3 . To define the inverse map, the domain is usually limited to ||v|| < π. Within the limited domain, the exponential map is one-to-one and thus we can adequately define its inverse map log: S 3 \ (−1, 0, 0, 0) → R 3 . From a geometry point of view, the logarithm of exp( )  v produces a vector describing a rotation (see operation E in Figure 2b ). Note that, in general, v v ≠ log(exp( ))   because of the limited domain and range of the logarithmic map. For example, log(exp((
v for any angle θ < π and unit vector v  .
Let q ∈ S 3 be the orientation of a rigid object. We can interpret the logarithm of q as a rotation vector w q = log( )  . Because this vector is associated with a rotation from the reference orientation to the current orientation q, the coordinates of w necessarily depend on the chosen reference orientation (see operation F in Figure 2b ).
Scalar multiplication
Let v ∈ R 3 be a vector representing a rigid object's spinning motion. Its scalar multiple αv ∈ R 3 also represents a spinning motion around the same axis, but the magnitude of its rotation angle is scaled by a factor of α (see operation G in Figure 2b ). The power of exp( )  v to a scalar value α has the same geometric meaning since exp( ) exp( )
On the other hand, we can consider the power of orientation q to a scalar value α as
, which is not well defined, because log( )  q is undefined (see operation H in Figure 2 ). There are two exceptions where q α is well defined. If α = 1, q 1 = q trivially. If α = 0, q 0 = I where the identity quaternion I = (1, 0, 0, 0) indicates zero rotation.
Linear combination of rotations
We can also add two rotation vectors to combine two rotations. This is different from applying two rotations one after the other: Figure 2b ). Graphics practitioners have used this operation for decades without 
Affine combination of orientations
Loosely speaking, the affine combination is the weighted average of orientations, where the sum of weights equals one (see Figure 7) . Shoemake 7 coined the phrase spherical linear interpolation (slerp), which describes the affine combination of two orientations. We can implement the slerp using three coordinate-invariant operations (operations C, D, and G in Figure 2b ) so that slerpt:1 − t(q1,q2) = q1(q1 −1 q2) t . Therefore, the slerp is also coordinate invariant.
Unfortunately, we can define the affine combination of more than two orientations in several different ways, and each definition produces different results. The graphics community widely accepts the definition by Buss and Fillmore. 8 The affine combination q of orientations {qi} with weights {wi} is defined by q . According to this definition, we can uniquely determine q , if all instances of qi lie in a hemisphere of S 3 . While intuitive and rigorous, this definition has limited practical use because the evaluation of q requires an iterative numerical solution. In the sidebar "Methods of Constructing Orientation Curves," we summarize many other definitions that allow either closed-form or iterative solutions.
Extensions
The reference frames' consistency is of practical importance in animating rigid bodies and articulated figures because many existing animation systems have different conventions for choosing coordinate and joint reference frames. The operations 
Methods of Constructing Orientation Curves
Since Shoemake 1 introduced quaternion Bezier curves to the computer graphics community two decades ago, many researchers have explored ways of constructing orientation curves, which are defined as the affine combination of key orientations. Numerous methods have arisen that we can classify into five categories: rectification, linearization, multilinear, functional optimization, and incremental linearization. Among these methods, we find it difficult to judge if one is generally better than the others. We've found no ultimate solution so far, and often your application will determine what method you use.
Rectification
Because a unit quaternion space isn't closed under addition and scalar multiplication, the weighted average of unit quaternions is, in general, not a quaternion of unit length. One popular approach is to compute the weighted average of unit quaternions as if they're 4D vectors and then rectify the result to ensure the unit magnitude by simply normalizing its length. We can similarly compute the affine combination of rotation matrices by orthogonalizing the weighted sum of matrices.
2 These simple methods actually work reasonably well if all orientations are close to each other.
Linearization
The linearization method keeps quaternions on the unit sphere by using exponential and logarithmic maps.
3 The basic idea is to transform orientation data into a vector space through logarithmic mapping, compute the affine combination of the transformed vectors, and then transform the result back to the unit quaternion space through exponentiation. Researchers have also explored a similar idea using rational maps. 4 As mentioned in the previous section, the logarithm of a unit quaternion is coordinate dependent if the unit quaternion represents an orientation. Hence, the linearization method is also coordinate dependent and thus useful only if the application has an inherent coordinate frame that shouldn't be changed.
Multilinear
We can reduce the affine combination of multiple points to a series of affine combinations between two points. From this observation, multilinear methods employ a series of spherical linear interpolations (slerps) for computing the affine combination of multiple orientations. A typical example is the construction of quaternion Bezier curves that Shoemake suggested.
1 The multilinear method inherits the desirable coordinate-invariance property from the slerp. On the downside, the result is inconsistent, because it depends on the order we apply the series of slerps. The multilinear method is useful when there's a suitable ordering scheme, such as the de Casteljau algorithm for Bezier curves 1 and the subdivision algorithm for B-splines.
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Functional optimization
Several researchers have addressed the problem from the viewpoint of functional optimization. 6, 7 The affine combination of points can be viewed as the result of least squares minimization of a certain energy functional. The definition of the energy functional generalizes for combining unit quaternions. The least squares minimization with unit quaternions doesn't allow a closed-form solution and thus uses an iterative numerical solver such as the Newton-Raphson method.
Incremental linearization
In many applications, we arrange the unit quaternions to be combined in a sequence and index them by a single integer index. The control points of orientation curves and the time-series of orientation samples are good examples. In those cases, we can describe a sequence of orientations by a sequence of incremental rotations between each pair of successive orientations. The incremental linearization method uses the incremental rotations to avoid nonlinear operations between orientations.
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Feature Article between orientations and rotations are further generalized for the representation and manipulation of rigid-body and articulated figure motions.
Rigid body
We can extend our formulation to rigid-body motion by specifying a rigid object's pose as its position and orientation. We can represent the object's spatial displacement as a rigid transformation-that is, rotation followed by translation. Given rotation q and translation v, T(v, q)(u) = quq −1 + v denotes the rigid transformation of any vector, u ∈ R 3 . The relation between the poses and displacements of a rigid object is analogous to the relation between orientations and rotations. We derive a set of operations for a rigid object shown in Figure 8 using six primitive operations between vector-vector and quaternion-vector tuples: multiplication, division, addition/subtraction, scalar multiplication, and the generalizations of exponential and logarithmic maps. Letting q ∈ S 3 be a unit quaternion, u, v ∈ R 3 be 3D vectors, and α ∈ R be a scalar value, the six primitive operations are 
, where p, p′ ∈ S 3 × R 3 are the poses of a rigid object and d ∈ R 3 × R 3 is the displacement between these poses.
Articulated figure
We can further generalize our formulation to articulated figure motions. Let P = (v0, q1, q2, …, qn) be the pose of an articulated figure, where v0 ∈ R 3 and q1 ∈ S 3 are the position and orientation, respectively, of its root segment, and qk ∈ S 3 for k > 1 is the relative orientation of joint k with respect to its parent. We can denote the displacement between two articulated figure poses by an array of angular and linear displacement vectors D = (u0,u1, …, un) ∈ R 3(n+1)
. We can define primitive operations between poses and displacements as follows: where Pi = (vi,0, qi, 1, …, qi,n) and Di = (ui,0, ui,1, …, ui,n). These basic operations, combined with typechecking rules, let us identify coordinate-invariant operations for articulated figure motions (see Figure 8 ).
Discussion
The algebraic structure and representation power of rotation matrices are equivalent to those of unit quaternions. Therefore, we can use 3 × 3 rotation matrices instead of unit quaternions throughout this article.
This work was partly motivated by our classroom teaching experiences. In computer graphics and animation courses, geometric programming with rotations and orientations seems to be one of the most difficult topics for lecturers to teach and for students to learn. We developed this formalism as a means of explaining how to manipulate rotations and orientations in a geometrically meaningful manner. Although we haven't attempted to assess the effectiveness of our formalism as a teaching aid, we believe that it has helped our students understand the basic theory and practical use of unit quaternions quite easily. 
