Very large scale surveys will provide a view of the universe with good angular resolution but in many cases poorer redshift information. We will see the universe as a set of concentric radial shells around the observer, with a onion like structure. We build maps that mimic this onion like structure from a light-cone output of a new N-body simulation. The simulation is run with GADGET-2 on the MareNostrum supercomputer and has N = 2048 3 particles in a cubical box of 3072Mpc/h on a side, representing one of the largest N-body simulations run to date. These onion maps can be used to interpret observations and also represent a very large (> 1000) data compression. We present the angular density power spectrum of the maps, which shows the characteristic features in linear theory that we expect to measure in future surveys: the matter-radiation equality and the baryon acoustic wiggles. We use the maps to determine the smallest scale (largest multipoles) where linear theory and the Gaussianity of the error analysis can be used. As further application, we build all-sky weak lensing maps. We compare the convergence power spectra to the halo fit predictions and test mass resolution effects and errors. We also present the higher order moments of the maps. We show that sampling variance on scales of few degrees is quite large resulting in a significant (15%) bias and larger errors for current observations, such as those in the COSMOS HST field. We test the importance of projection effects in the weak lensing mass reconstruction. On the mean, the mass reconstruction works well but has a large non-Gaussian scatter which results in a large bias for the inferred mass function.
INTRODUCTION
Upcoming astronomical surveys will gather many Terabytes of unprecedented high quality data containing the relevant information to answer key cosmological questions, ranging from the nature of the initial conditions in the structure formation of the universe, how galaxies and clusters form and evolve, or the properties of the so called dark energy and theory of gravity on cosmological scales.
These datasets will pose a great challenge to the scientific community to develop the appropriate data analysis tools to compress the overwhelming raw data into a few numbers, eg a set of cosmological parameters. Simulating surveys, with its anticipated volume, resolution and complexity, has become a standard tool to prepare the scientific exploitation and understand real astronomical data. Thus, analyzing mock surveys suffers from similar limitations.
Measuring redshifts for many galaxies is very costly (specially at z > 1), even for very large Telescopes. Thus, to explore the largest volumes in the universe with catalogs containing many millions of galaxies typically requires a photometric approach for galaxy redshifts, as is the case for most of the upcoming or planned surveys (such as DES, VHS, PanSTARRS, LSST, DUNE). In these surveys information in the radial direction is washed out on scales smaller than the photometric error width. This limits the amount of information that can be used for scientific analysis.
With this motivation, in this paper we develop a new approach to building mock surveys, the "Onion Universe", that mimics the tomographic structure of photometric surveys by decomposing the full 3D light-cone data structure into a set of concentric 2D all-sky maps around the observer. This approach has two main virtues: first, for most of its cosmological applications, it provides an effectively lossless method to compress simulated data by a factor of a thousand or so, this allows Terabyte-sized simulations containing tens of billions of particles to be analyzed in a laptop. Secondly, it readily provides a straightforward way to combine light-cone shells (2D density maps) into deflection angle or weak lensing maps by combining these shells with appropriate radial weights.
We implement this new technique, that we dub the "onion universe" to develop for the first time adequate allsky simulated weak lensing maps. As we will show below, these maps exhibit the same properties than those traditionally obtained with other techniques and thus we propose them as a new tool to exploit upcoming large photometric surveys.
Weak gravitational lensing by the large-scale structure of the universe probes density fluctuations in a wide dynamical range, from linear to highly non-linear scales. Current lensing observations (eg Bacon et al. 2001; Refregier etal 2002; Jarvis et al. 2006; can only sample the smaller scales (ie smaller than a degree) which are dominated by non-linear fluctuations. Since there is no accurate analytic description of the dark matter density field in the non-linear regime it is thus necessary to resort to numerical simulations to make accurate predictions of the weak lensing distortions.
Simulations of the weak gravitational lensing are based on implementations of the ray tracing technique on N-body simulations (eg see Wambsganss et al 2000; Jain et al 2000; Vale & White 2003 , and references therein). In this approach light rays are propagated from the observer to the source by computing the distortion and magnification effects from multiple (from tens to a hundred) of equally spaced projected-mass lens planes. This approach has proven to be successful in measuring the lensing power spectrum which was found to be in agreement with the Born and Limber approximations (eg Jain et al 2000; Vale & White 2003) . In addition, the lensing higher order moments induced by density fluctuations in the non-linear regime can also be estimated (eg Jain et al 2000; White & Hu 2000; Vale & White 2003; White & Vale 2004 ) and they turn out to be consistent with perturbation theory results on the largest scales and analytic fits on intermediate scales respectively (eg Gaztañaga & Bernardeau 1998; Waerbeke et al 2000) . In particular, measurements of the variance and skewness of the lensing maps can be used to constrain the amplitude of matter fluctuations, σ8, and matter density, Ωm Jain & Seljak 1997) However, covering a wide enough dynamical range (from Mpc to Gpc scales) is prohibitive with current implementations of ray tracing techniques and therefore simulations so far have focused on small patches of the sky (i.e few square degrees), comparable to the areas covered by current surveys (such as GEMS, COSMOS HST, CFHTLS), well in the nonlinear regime, where most of the lensing signal is expected to come from. Moreover, as we will show below, statistical measurements in small volume simulated surveys may be significantly affected by sampling bias (Hui & Gaztañaga 1999 ) and cosmic variance errors are largely enhanced by non-Gaussianity (Semboloni et al 2007) . For an review on weak lensing formalism, simulations and observations see Bartelmann & Schneider (2001) , Refregier (2003) and references therein. This paper is organized as follows: Section 2 presents the simulations, the onion maps and its power spectrum. In Section 3, we present the new method to build the weak lensing maps from the onion shells and present several test to validate the method. We also show a comparison of different error estimates based on the convergence maps and a comparison with the halo-fit prediction. Section 4 is devoted to the study of non-Gaussianity, mass reconstruction and mass function. Finally, in Section 5 we summarize our main results and conclusions.
ONION MAPS
We have run some new large N-body simulations using the code Gadget-2 L box = 7680Mpc/h, to explore volume effects, but this will be presented elsewhere.
We have built a light-cone output of this simulation using the periodic conditions to get to z ≃ 20 (r ≃ 8600Mpc/h). Note that a radial comoving distance of L box = 3072Mpc/h corresponds to z ≃ 1.4, by then cosmic evolution plays a significant role, so we do not expect the periodic repetition to have much impact in our analysis. We plan to explore this further in future work by comparing results of different L box . Preliminary results indicate that L box = 3072Mpc/h is large enough for most applications we have explored.
We have done several tests with the simulation output to make sure that both the power spectrum, halo mass function and higher order correlations are roughly in agreement with previous results. We have in particular looked at the baryon oscillations in this simulation and found good agreement to other analysis. More details will be presented elsewhere.
Redshift shells and BAO
We slice the light-cone output of the simulation into concentric spherical shells of width dz given by a constant spacing in cosmic time (≃ 70 Myr) . This corresponds to dz that varies from dz ≃ 0.0025 at low z to dz ≃ 0.012 at z = 1.3 (which corresponds to a width of ≃ 16Mpc/h to 35Mpc/h). This is probably enough for most applications. Each onion shell is stored as a number density pixel map of a fix resolution in the healpix format (Górski et al 1998) . Here we use n = 2048, which pixelices the sky with 12n 2 cells of size ≃ 1.7 arcmin size. Fig.1-4 show pixel maps (with brighter colors representing higher number of particles per pixel in a log scale). Apparent to the eye in this images, there is a characteristic ∼ 100Mpc/h cell of filamentary structure (the so-call Cosmic Web, ie Bond et al 1996) , which shrinks to smaller angular scales and smaller amplitudes as we move to larger redshifts. By z = 0.6, ie Fig.4 , there are already close to a thousands of these 100Mpc/h cells in this single onion shell. It is precisely around this cell scale of ≃ 100Mpc/h that future surveys want to measure the scale rBAO ≃ 105Mpc/h of the baryon acoustic oscillations (BAO). The relative error involved in measuring rBAO is roughly proportional to the inverse of the square root of the number of independent rBAO cells:
where V is the sampled volume, and we have assumed gaussian errors (with negligible shot-noise) over the first two BAO wiggles (see also Angulo et al. 2007 ). Thus, for the z = 0.6 onion shell we have ∆BAO ≃ 1/ √ 1000 ≃ 3%. According to this rule of thumb, we can get to 0.6% relative error in rBAO using the whole MICE simulation volume, as compared to 9% with the Millenium simulation. 
Compression factor
To build the light-cone with sufficient accuracy, we have used 200 comoving simulation outputs. Each output takes 250 Gbytes, so the total storage required is about 49 Terabytes. If we match the spatial width of the onion shells (as we have done) to the time lag between the outputs that are used to build the light-cone we will have equivalent information for applications that do not require angular or redshift resolution better than that in the pixel maps. There are 200 such healpix maps, each needs 201 Megabyte storage, which gives a total of 39 Gigabytes. Thus, there is total compression factor of about 1300 for using the pixel maps instead of the full comoving outputs. Nowadays it is practically impossible to manage and share 49 Terabytes of data in a public network: eg it will take more than a year to transfer this data over a 10 Mbit/sec connection. On the other hand 39 Gbytes fits into a laptop and can be shared in a matter of hours. There are applications for which we might need the full MICE output information, but in many cases the pixel maps will be very useful, specially when we compare to observations in photometric surveys. As expected the amplitude of the fluctuations decreases with the depth of the slice and the BAO wiggles (around l ≃ 80 − 300), which are clearly detected, move to smaller angular scales (higher multipoles). The scatter between bins give and idea of the sampling variance (Fosalba etal 2005) . Shot-noise (shown as a dotted line) do not affect the C l estimation within the range of scales shown.
Angular Power spectrum
Linear theory predictions are shown by the continuous lines. Simulations match well the linear prediction up to scales of around the first BAO wiggle. On smaller scales (larger multipoles) non-linear effects become important, an effect that is lager for the nearby redshifts, as expected. For the smaller redshift (z = 0.4 − 0.5) there is a flattening of power on scales l > 2000 indicating the virialization of structure.
In Fig.6 shows a detail of the C l spectrum normalized to the linear theory prediction without baryons (ie same cosmological parameters but Ω b = 0). The first prominent step at l = 10 corresponds to the horizon at matter-radiation transition. The first peak after the step, around l = 80 for z = 0.4 − 0.5 and l = 160 for z = 0.9 − 1.0, is the first BAO wiggle.
On scales where linear theory is valid and for l > 10 it is usually assumed that the C l amplitudes follow a Gaussian distribution with sampling errors given by the Gaussian prediction σ
. We can test this hypothesis with our maps by calculating the Gaussian χ 2 : (half the way through the first BAO wiggle). This indicates that even on these very large scales and early times there is correlation between different modes and one should be carefull on doing precision forecast with Gaussian errors. The correlation between bins is weaker if we bin the data in multipoles (see below). The problem seems worst for the higher redshift, where the BAO wiggle is better sampled, but there more projection effects. A more detailed analysis of this effect requires more realizations and will be presented elsewhere.
KAPPA MAPS
A basic quantity in weak lensing is the convergence or kappa field. In the so-called Born approximation, one integrates the lensing distortion over the unperturbed photon paths which is a good approximation for most applications (eg see Cooray & Hu 2000; Bartelmann & Schneider 2001; Vale & White 2003; Refregier 2003) . In this approximation, the convergence is just a weighted projected surface density:
where δ is the 3D matter density at radial distance r and angular position θ (which is here a 2D vector) and rs is the radial position of the lensing sources. 4 Out of κ we can get all other quantities of interest such as magnification, µ = 1/(1− κ) 2 , demagnification, m = −5 log(1 − κ), shear, γ, projected potential or deflection angle (see Bartelmann & Schneider 2001; Refregier 2003 for a review). Some of these relations are not local (it involves derivatives or integrals) but for an all sky map, all these quantities are equivalent. In harmonic (or 2D Fourier) space, we can transform a kappa map into a shear map by just multiplying the harmonic (or Fourier) κ amplitudes by the appropriate combination of multipole or wave numbers. In the observable universe the boundaries of a real survey complicates these transformations. We will build our kappa map by just adding the onion slices from the simulation with the appropriate lensing weight. This can be done as follows (see also Gaztañaga & Bernardeau 1998) :
where i indicates a pixel position in the sky and j a radial bin (at distance rj of width drj) into which we have sliced the simulation in the previous section. If we indicate by Nij the number of particles in pixel i from onion slice j, we have:
whereρ =< ρ(i, j) > and
where ∆Ω is the area of each pixel. Fig.7 shows images of the resulting maps for lensing sources at zs = 1. Note how despite the large volume projected there is still considerable structure in these maps. In particular note how on scales of a few square degrees there is a large variation from place to place in the maps. This indicates that sampling variance is important. Current weak lensing surveys, such as COSMOS , or lensing simulations, only expand scales of order a few square degrees. Our kappa maps indicate that sampling variance is quite large on such small scales and it is unlikely that current data could represent a fair sample of the universe. In section 4 and in the Conclusions we will show some more quantitative consequences of this note.
Validation of the map
We can validate the kappa map by comparing its power spectrum and higher orders with what is expected. First we will focus on a comparison with linear theory and consistency test for the angular power spectrum.
Based on its definition in Eq.3 we would expect the angular power spectrum of kappa to yield:
where P (k, z) is the 3D density power spectrum in the simulation at redshift z (corresponding to the radial coordinate r = r(z) in the integral) evaluated at k = l/r in the small angle (Limber) approximation, valid for l > 10 with a few percent accuracy (see also Vale & White 2003) . In terms of discrete onion shells, this translates into:
c 0000 RAS, MNRAS 000, 000-000 Fig.8 shows a comparison of the angular power spectrum in the above prediction (continuous line through the symbols) with the power directly measured from the kappa maps (symbols with errorbars). Power has been binned in adjacent multiples with ∆l = 20. The errorbar indicates the scatter of power within a bin. For the prediction in Eq.8 we have used the actual 3D power spectrum measured from all particles in the comoving outputs of the MICE simulation at the corresponding redshifts. The dot-dashed line uses the density in a PM grid of 2048 3 to estimate the same P (k, z).
In both cases, this is just an approximation because P (k, z) should be the power in the lightcone. But the difference is small because the redshift shell is quite narrow. It is also an approximation in the sense that P (k, z) in the whole box could be different to the P (k, z) in a particular onion shell (redshift bin), due to sampling variance. The measured spectrum agrees with the linear prediction on the largest scales (l < 100), as expected. The agreement in shape and amplitude with the prediction validates the converge maps on the largest scales. On all scales the agreement with Eq.8 is excellent, indicating that the way we have build the convergence maps is a good approximation to the true map. It also indicates that statistically, inhomogeneities in the radial direction do not affect the projection, which was assumed to get to Eq.8.
The deviations at l > 1000 when using the PM grid P (k, z) (dot-dashed line) shows that the power on those scales come from structure on scales smaller than the PM grid side ≃ 1.5Mpc/h. Thus, one needs high resolution simulations (and not just PM simulations) to model the larger multipoles.
In Fig.9 we show the cumulative contribution in Eq.8 from z = zmin to z = zs. For multipoles l > 100 the relative contributions are quite flat with 2%, 20%, 50% and 85% contribution for zmin > 0.8, zmin > 0.6, zmin > 0.4 and zmin > 0.2, respectively. All redshifts seem to contribute to the non-linear multipoles l > 1000. Note how the lowest multipoles have a contribution > 50% from z < 0.2, ie due to local structures.
Error comparison
The volume of the parent MICE simulation we are using is:
The zs = 1 kappa map in Fig.7 , nominally covers a larger volume: Vn ≃ 4/3π(2400Mpc/h) 3 ≃ 58Gpc 3 /h 3 to r(zs = 1) ≃ 2400Mpc/h. This is possible because we have replicated the box to get to z = 20. But note that because of the lensing weight the shells closer to zs = 1 (where there is more volume) hardly contributes to the map. We can define an effective volume Ve sampled by the kappa map as the volume weighted by the lensing efficiency function (renormalize to be one at the peak efficiency). We find that in fact Ve ≃ Figure 8 . Angular power spectrum in the converge maps (symbols with errorbars) as compared to linear theory (dashed line) and prediction from the full measured 3D power spectrum in Eq.7 (line that goes through the symbols). Dot-dashed line uses the same prediction with the 3D power spectrum measured using the particle-mesh (PM) grid of 2048 3 instead of individual particles. Vn/2. We conclude that the converge map to zs = 1 samples well the full parent volume without much repetition. We can therefore split the sky in 10 equal area disjoin regions (a partition each 10% of the sky) and measure C l in each of the 10 regions using SPICE (Szapudi et al 2001a; Szapudi et al 2001b) . We use the variance in the C l from each region to have a direct estimate of errors for a survey that covers a fraction f sky = 0.1 of the sky. We call this the "sub-sample" error. To avoid the covariance between bins, we will bin adjacent C l estimations into a single bin with ∆l = 20 for l < 100 and ∆l = 40 for l > 100. We can also use the variance of amplitudes within each ∆l bin to estimate the error in that bin (Fosalba etal 2005) . For a Gaussian case this is a good estimate, because there is no correlation between bins. We call this "intra-bin" error estimation.
We will compare the above errors with the traditional Gaussian estimate of the sampling variance (SV):
where ∆l = N bin is the number of multipoles in each bin. Fig.10 compares the different estimates for the relative errors in C l (κ). On scales l > 1000 there is a good general agreement. Compared to subsample errors, the Gaussian errors seem to underestimate errors by about ≃ 50% between l = 500 and l = 2000, and seems to work alright otherwise. Interbin variance does well for l > 500 but can be a up to factor of 4 too large for l < 500. Table 1 ). Continuous lines show the linear and nonlinear halo-fit predictions which are obtained by replacing P (k, z) in Eq.7 by the corresponding 3D spectrum. 3.3 Power spectrum: resolution Fig.11 shows the power spectrum in the kappa maps with different mass resolution (but same L box , see Table 1 ). There are two different contributions to the effects shown here. One is the possible difference due to mass resolution and the other is due to the particle density, which results in a different shot-noise contribution.
To correct for shot noise we subtract from measured C l a term given by Eq.8 with P (k, z) = 1/N , whereN is the mean galaxy density at each redshift. The corrected spectrum is shown in Fig.12 . The results for the two higher resolutions agree well up l ≃ 1000, and roughly follow the halo-fit prescription. The low resolution maps (256 3 and M > 1.5 × 10 13 ) give a result which follows closely the linear (rather than the non-linear) prediction. This is due to the lack of small halos and it is also apparent when we compare the 3D power spectrum measured in the low resolution 512 3 MICE comoving simulations outputs to the corresponding linear P (k, z) predictions. Non-linear effects seem to be dominated by structure in halos of M < 1.5 × 10 13 Msun/h.
In the language of the halo model, non-linear effects arise from the density profiles in halos (1-halo term in Smith et al 2003) . Since the 512 3 MICE simulation has no halos smaller than the particle mass, it is not surprising that this simulations can not reproduce the non-linear effects. By playing around with a cut-off mass in the halo-fit model (Smith et al 2003) , one can see that simulations with such a poor resolution can only be trusted to l ≃ 300. The simulation with 1024 3 resolution is stable to l ≃ 1000 and 2048 3 can be trusted to l ≃ 4000.
3.4 Power spectrum: halo-fit Fig.13 shows the relative difference between the measurements in the (all-sky) simulations and the halo-fit prediction. The prediction results from replacing the P (k, z) in halo-fit model into Eq.7. The dashed lines show the dispersion in 10 subsamples (each 10% of the sky). The halo-fit model only seems to work within 5% accuracy up to multipoles l < 1000. Deviations at smaller scales are significant (up to 30%). This is the case even for a survey which is only 10% of the sky (ie with errrors given by dashed lines). Note that contrary to Fig.10 we have not binned the data here. This explains the large discrepancy between the Gaussian errors (dotted lines) and the subsample errors (dashed-lines), which both correspond to f sky = 0.1. Correlation between bins is strong resulting in smaller diagonal errorbars, but larger covariance for the subsample errors. Surprisingly, the Gaussian error prediction for all-sky simulations is similar to the measured diagonal error in sub-samples with f sky = 0.1, see also Cabre et al (2007) .
NON-GAUSSIANITY AND PROJECTIONS

Moments
It has now been well established that the p-order cumulants of the projected local density field˙κ p¸c are expected to behave as˙κ
with p = 3, 4..., on large scales (see Beranardeau et al 2002 and references therein). The Sp parameters, quantify the departure from Gaussian behavior, and the variance˙κ 2¸c can be obtained from the power spectrum above. The measurement of the gravitational weak shear induced by the large scale structures in deep galaxy catalogs will reveal this correlation properties of the projected mass, at the level of the two-point function (Blandford et al. 1991 , Miralda-Escudé, 1991 , Villumsen 1996 , Jain & Seljak 1996 , Kaiser 1995 or even for higher orders (Bernardeau, van Wearbeke & Mellier 1996 , Gaztañaga & Bernardeau 1998 . Figure 14 shows the above moments for the kappa maps, smoothed with a Gaussian window of size θ. Results are in good agreement with the predictions mentioned above. More details of this comparison will be given elsewhere. Here we just want to stress that the maps are strongly non-Gaussian and we want to focus on the error estimation.
The smaller errorbars in Figure 14 correspond to f sky = 0.1, while the larger errorbars correspond to the HST COS-MOS field of 1.6 square degrees . Square correspond to the mean in all-sky map, which agrees very well with the mean of the 10 f sky = 0.1 subsamples. This is not the case for the mean in the (10 4 ) COSMOS-sized subsamples, which is severely biased. This sampling bias is common when one has large fluctuations at the scale of the survey (eg Hui & Gaztañaga 1999) , as is the case here (eg see also Fig.7) . 
Mass reconstruction
We could in principle use the weak lensing signal to map the 3D mass in the universe (eg or for the more modest task of calibrating the mass of known clusters with the idea of estimating the cluster mass function (see eg White, Waerbeke & Mackey 2002) . Here we want to use the large statistics in our simulation to do some simple tests of how important projection effects could be for this mass calibration. At each sky position (ie each i pixel in our maps) we find the redshift onion shell j where the contribution to κ(i) in Eq.4 is maximum. This produces an array of 3D pixels (i, j) which are potential sites for overdensities (eg clusters) which we want to use for mass reconstruction. We will assume that both j and zs are known and we will use the total convergence κ(i) to estimate the overdensity at (i, j) as:
This procedure, mimics a simple linear mass reconstruction method which assumes that the measured convergence κ(i) is dominated by the overdensity of pixel (i, j) (the maximum along the line-of-sight). Symbols in Fig.15 shows the mean ratio between the reconstructed δ(κ), given by Eq.12 and the true fluctuation The long-dashed lines correspond to the 1-sigma scatter in the reconstruction. As can be seen on the figure, the mean reconstruction is not bias but there is quite a large scatter which increases as we decrease the size of the true fluctuation.
Top panel in Fig.16 shows cumulative histograms of the above reconstruction, where we have converted fluctuations δ into mass using M = (1 + δ)ρdV , whereρ is the mean pixel density and dV is the pixel volume. Note that the distribution is not Gaussian. These results agree, at least in a qualitative way, with more detailed studies over smaller simulations (eg White, Waerbeke & Mackey 2002) .
Implications for mass function
The large scatter in the above mass reconstruction has important implications for estimation of the (cluster) mass function. This is illustrated by the bottom panel of Fig.16 , which shows the ratio of the recovered versus true mass function at z = 0.5 ± 0.1 (the best situation for zs = 1). We also show 2-sigma errorbars from the variance in 10 subsamples with f sky = 0.1. As can be seem in the figure, there is a significant bias, given the errobars, in the mass function. Deviations can be as large as ≃ 50%, with an excess density at high mass end (M > 10
13 Msun/h) and a smaller deficit at the lower mass end (M < 10 13 Msun/h). This is expected because there is a larger number density of smaller mass overdensities, which results in an greater excess of smaller mass that scatter into the large mass bins. The mean recovered mass is not bias, but the distribution is quite broad and non-Gaussian. Bottom: implication of the above histograms for the recovered mass function. The ratio of the recovered over the true cumulative number of pixels above a given mass is shown as a function of the true mass. Errorbars represent 2-sigma rms dispersion when we split the simulation in 10 pieces of f sky = 0.1 each.
SUMMARY & CONCLUSIONS
Radial shells are a natural option to exploit future surveys. Both because of the limitations in our ability to measure precise redshifts for all galaxies (specially at z > 1) and also because it is a natural way to break the survey when we want to study evolution or avoid redshift space distortions. Here we have presented a new generation of very large scale numerical simulations that are output as high resolution light-cone maps to mimic this onion like structure in observations. The parent MICE simulations are run with GADGET-2 on the MareNostrum supercomputer and has N = 2048 3 particles in a cubical box of 3072Mpc/h on a side. These onion maps are large enough to detect the BAO scale with a precision better than 1%. In Fig.5-6 we have presented the angular power spectrum of the maps and illustrate how accurate is the Gaussian estimation of sampling errors in the presence of non-linear evolution.
In section §3, we use the onion shells to build a new set of all-sky lensing maps. These maps are validated by comparing its power spectrum and higher orders in the map to what is expected. In Fig.9 we show the relative contribution of each redshift shell to the final convergence power. Because we have a large map we can compare different prescription for error estimation. We find in Fig.10 . that Gaussian errors tend to underestimate the true errors in the power spectrum by about ≃ 50% between l = 500 and l = 2000, even if we bin our P l (κ) estimates with ∆l = 40. In Fig.11-13 , we compare the convergence power spectrum to the halo fit predictions and test mass resolution effects. We find discrepancies of up to 30% to the halofit prediction on scales l > 1000.
Higher order moments in the convergence field, shown in Fig.14, reproduce well the expectations. In particular, they match well the amplitudes of the hierarchical scaling expected from non-linear gravitational coupling (Beranardeau et al 2002) . In the case of weak lensing, these amplitudes are also strongly dependent in cosmological parameters (Bernardeau, van Wearbeke & Mellier 1996 , Gaztañaga & Bernardeau 1998 .
By just looking at the variance on degree scales shown in the left panel of Fig.7 we find it unlikely that current lensing observations (such as could represent a fair sample of the universe. This has been quantified in Fig.14 , where we find a ≃ 15% bias and ≃ 50% errors at 2 arcmin in the convergence variance when sample the all sky map with COSMOS-like surveys. This should be compared to who found, using the variance in 4 subsamples of the COSMOS data, that the error in the (shear) variance is half the size of what we find. This is not totally surprising, because the errors from 4 subsamples do not include the variance on the size of the COSMOS survey, which is significant. Therefore, our preliminary findings seem to indicate that the recovered values of σ8Ω 0.44 in the COSMOS survey are likely to be biased low and that the error could be twice as large than quoted in . In Fig.16 we illustrate how well we expect to recover mass estimates based on the convergence maps. Future surveys, such as DES (Annis et al 2005) , plan to calibrate the cluster mass function using the weak lensing information. We have shown here that such calibration needs to be corrected from large biases that arise because of the large scatter from projection effects in the lensing mass reconstruction.
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