Gait velocity has been consistently shown to be an important indicator and predictor of health status, especially in elderly populations. Gait velocity is often assessed clinically, but clinical assessments occur infrequently and thus do not allow optimal detection of key health changes when they occur. In this paper, we propose using the time it takes a person to move between rooms in their home -referred to as "transition times" -estimated from passive infrared motion sensors installed in a patients own home to predict gait velocity. By using a support vector regression approach to model the relationship between transition times and observed gait velocities, we show that we can predict unobserved velocities accurately. In particular, we demonstrate that the proposed approach has an average error of 4 cm/sec using data collected over a 5 year period from 76 study participants monitored both in their own homes and within a clinical setting. The proposed method is simple and cost effective, and has advantages over competing approaches such as not requiring patients to wear a device or needing dedicated sensors to measure gait. Furthermore, this method provides substantially more frequent estimates of gait velocity than are provided by other approaches.
Gait velocity is commonly assessed clinically with a timed walk using a stopwatch -such as the 25-ft timed walk [13] , [14] -although more comprehensive assessments exist [15] . A large shortcoming of clinic-based assessments is infrequent test administration. Often, 6 months to a year or more passes between assessments [16] , making it difficult to detect acute changes when they occur or to distinguish between abrupt changes in function and slower changes occurring over time. An infrequent measurement interval also make it difficult to estimate variability in speed, which may be more sensitive to cognitive outcomes [17] , [18] .
Many approaches have been proposed and validated to estimate gait velocity that overcome the sparsity (or infrequency) problem of the current clinical assessment methodologies. The existing approaches can be grouped into two categories. The first category is based on instrumenting the body with a worn device, such as accelerometry based methods [19] [20] [21] . These have been shown to be accurate and effective but are typically not suited for long-term longitudinal studies as patients must remember to wear the device, place it in the correct place on the body, charge the device overnight, and download the data before the storage on the device is filled. This is especially problematic in the elderly and cognitively impaired populations who may benefit most from long term gait monitoring. The other approach is typically based on instrumenting the environment (most often the home) with sensors. Strategies in this category include the use of "restricted" infrared sensors arranged in a walking line [16] , [22] or a Microsoft Kinect depth camera to estimate gait [23] [24] [25] . While both the camera and sensor-line methods overcome the issues with the body worn devices, they also have disadvantages. For example, both systems only detect walks when a resident passes within the field-of-view of the sensors. This can result in data sparsity when a subject passes through the instrumented area infrequently. Both systems are also passive and thus require additional information to determine who generated the data when a walk is detected, although solutions have been proposed to address this issue [26] , [27] . Camera based methods can also suffer issues with lighting and occlusion, further limiting the ability to measure gait at night or if a resident moves their furniture.
In this paper, we demonstrate that gait velocity can also be measured from commonly used, off-the-shelf infrared motion sensors such as those currently used for home security systems and longitudinal health monitoring within smart homes [28] [29] [30] . In particular, we use a model based approach to show that the time it takes to travel between rooms measured arXiv:1310.4880v1 [cs.OH] 18 Oct 2013 by the motion sensors -termed "transition times" -can be used to estimate gait velocity to within 4 cm/s, on average. We further show that we can use transition times to accurately predict gait velocity both measured clinically and within a home as measured using a sensor-line. This suggests that transition times contain much of the information that can be captured with more complicated and dedicated gait measurement systems while offering several advantages over competing approaches, such as not requiring special sensors or a dedicated measurement system, enabling a larger volume and frequency of measurements, avoiding the loss of data due to occlusion, and less sensitivity to sensor placement.
II. STUDY DESCRIPTION AND FEATURE SELECTION A. Data
In this study we used a data set collected from 76 nondemented older (mean age 85.9 years) men and women living independently who were part of the Intelligent Systems for Assessing Aging changes (ISAAC) project conducted by Oregon Center for Aging and Technology (ORCATECH) Living Laboratory. The ISAAC study is a longitudinal community cohort study using an unobtrusive home-based assessment platform installed in the homes of many seniors in the Portland, OR (USA) metropolitan area and is described in detail elsewhere [28] . All subjects provided written informed consent and the study was approved by the Oregon Health & Science University Institutional Review Board (OHSU IRB 2353).
The data used from each participant consisted of: 1) transition times -estimated as the time between sensor firings from X10 motion sensors (MS16A; X10.com) positioned in adjacent rooms, 2) in-home gait velocity -estimated from a linear array of restricted view X10 motion sensors as described in [16] , and 3) clinical gait velocity -assessed by a clinician with a 30 ft timed walk which were collected as part of a battery of clinical tests administered at baseline enrollment and then annually. In this study, we used both the in-home gait velocity and clinical gait velocity measurements as ground truth for calibrating and verifying the proposed model that maps transition time to velocity. Participants self-reported via an online survey when overnight visitors were present in the house. In addition, days in which technical staff visits occurred or sensors not functioning properly (e.g., due to a dead battery) were also recorded. Data from days with overnight guests, when staff visited the home, or with sensor outage were excluded in our analysis.
B. Outlier Removal and Feature Selection
In order to predict gait velocity from transition time, we first remove outliers, and then extract features from the gait velocities and the transition times. In this section we describe these two processes in detail.
1) In-home Estimated Gait Velocity: The in-home gait velocities are estimated using infrared sensors with restricted fields of view which are positioned in a linear array on the ceiling. As a person moves underneath each sensor in the array, they fire in order. The time between the firing and the position of each sensor are used to estimate the gait velocity. There are various events that can cause variability in this method of estimating walking velocity. First, a participant may not pass through the sensor at a near-constant velocity (e.g., they may pass part way through, stop, then continue walking). Second, an undetected issue with one or more sensors may cause the data to be corrupted in a way that influences velocity estimation. As a result, the restricted-view sensors can yield poor estimates of gait velocity that manifest as outliers in the data set. In order to detect outliers we visually inspected histograms of the data and found two clusters. One cluster was typically centered around zero, the other cluster was centered around a higher value. We interpreted the larger value, which was different for each participant, to be the gait velocity. The cluster with the larger mean was approximately normally distributed as shown in the histogram in Fig. 1 (a) (for one subject). We determined that the cluster centered around zero was noise, since a 0 gait velocity is not physically realizable. In order to exclude the gait velocity data concentrated around zero, we only included data within two standard deviation of the mean value of the larger-mean cluster.
Note that in this paper we want to use the in-home gait velocities as "ground truth". However, there is not a one-toone mapping between individual in-home gait velocities and individual transition times, since they are measured in different locations and with different sensors, thus do not co-occur (that is, we do not get a transition time and an in-home velocity that both correspond to the same movement at the same time). Because of this, we aggregated the in-home velocity estimates across an entire day and used the mean gait velocity as the target to be estimated from the transition time.
We verified that the in-home velocity estimates approximately obey a normal distribution using QQ plots [31] ("Q" stands for quantile), which is a graphical method for comparing two probability distributions by plotting their quantiles against each other. We plotted the quantiles of the empirical in-home gait velocity distribution with that of a standard normal distribution. If the two distributions being compared are similar, the points in the QQ plot will approximately lie on the line y = x. If the distributions are linearly related, the points in the QQ plot will approximately lie on a line, but not necessarily on the line y = x. In Fig. 1(b) , we plot the Q-Q test result for a randomly selected participant representative of all participants. We found that the points in the Q-Q plot mostly lie on a line with a regression coefficient r 2 = 0.9972, and we observed this trend across all the participants. Therefore, we concluded that the in-home estimated gait velocity is well approximated by a normal distribution. For normally distributed data, the sample mean is representative of the true mean, therefore, we could readily use the mean in-home gait velocity across an entire day as ground truth.
2) Clinically Measured Gait Velocity: Clinically measured gait velocity was highly sparse as it is measured only once each year for each participant. Due to the infrequency of the clinical assessment, we did not apply any aggregation on the clinically measured gait velocity. Instead, we used different time windows of the velocity estimates derived from room transition times centered around the clinical measurements to predict the clinically measured gait velocity. Time windows of 15 and 30 days were used.
C. Gait Velocity Prediction using Transition Time
The transition times, after an outlier removal step, were used to predict both the in-home gait velocity and the clinical gait velocity. Some transitions between home locations occur infrequently enough to not permit a characterization of the distribution of the transition times thus making them unsuitable for use in velocity prediction. This can occur, for example, when a room is infrequently visited such as guest room. To identify and remove these infrequent transitions, we removed all room pairs with 50 or fewer observed transitions where 50 was an empirically chosen threshold which allows reliable estimation of distributional parameters (e.g., the mean or different percentiles). We report the number of transitions for various room pairs in Fig. 2 for one participant. Data taken from 921 days were used to generate this plot. Some transitions, for example, kitchen to bathroom are very rare and should not be modeled due to the large statistical variability resulting from small sample sizes.
The way transitions are measured can confound the speed at which a person travels between rooms and the time they spend in a room (dwell time). This is because there is a refractory period of 6 seconds in the X10 motion sensors. A person could, for example, trigger a motion sensor in the kitchen, wait 5 seconds before leaving the kitchen to go to the living room and then trigger the living room sensor. Since the kitchen sensor could not fire again before the person left, the measured transition time would appear to be long when in fact it really represents a combination of dwell time and transition time. For this reason the mean value of the transition time may not be the best feature describing movement speed (as was used for the in-home gait velocity). This is demonstrated in Fig. 3 , where we observe that transition times are skewed. Intuitively, smaller percentiles of the transition time distribution should be less likely to include dwell time. We therefore consider the 10th, 15th, and 20th percentile, along with the quartile, mean, and median as potential features best summarizing the movement part of the transition time distribution. 
III. SUPPORT VECTOR REGRESSION FOR GAIT VELOCITY PREDICTION
Our approach to predicting gait velocity is based on learning the functional relationship between the transition times and gait velocity -both the in-home velocities and clinical velocities. To learn this relationship, we used a support vector regression model which is widely used for prediction [32] , [33] .
Consider a training set {(x 1 , y 1 ), (x 2 , y 2 ), ..., (x , y )}, where x i s are (for example) mean transition time and y i s are (for example) mean gait velocity. Support vector regression computes the function f (x) that has the largest deviation from the actual observed y i for the complete training set. Let us assume the relationship between the variables is linear of the form y = ωx + b, where ω and b are parameters to be estimated. Fig. 4(a) shows a few possible linear relationships between the points x and y. The solid line in Fig. 4(c) shows the SVR line given by f (x) = ωx + b. The cylindrical area between the dotted lines shows the region without penalty. Points lying outside the cylinder are penalized by an -insensitive loss function (1) [34] given by |ξ| .
In the extreme case when ω = 0 (as in Fig. 4(a) ), is not big enough to give zero loss for all points, the overall error becomes very high. Next Fig. 4(b) ) represents the case where the training data fits the straight (solid) line quite well. The solid line represents the classical regression analysis, where the loss function is measured as the squared estimation error. Note that although the solid line fits the data well, the cylindrical area between dotted line is small, which means that the model will not generalize as well in predicting new data. SVR seeks to find a balance between the flatness of the line representing and the number of training mistakes, or model fit (see Fig. 4(c) ).
The optimization problem SVR solves to find a linear relationship between one independent variable and one dependent variable can be derived intuitively by referring again to Figure 4 . The objective is to find ω and b that ensure that the linear decision surface f (x) = ωx + b has the best generalization ability for manually controlled parameter . This linear surface should be as flat as possible, however, it should not be horizontal in the general case, otherwise, a lot of training mistakes will be made. Mathematically, SVR minimizes the following optimization problem ( [35] ) to compute the decision surface:
The optimization problem in (2) is convex quadratic with linear constraints, therefore, a unique solution exists. The first term of the objective function, 1 2 ω 2 , captures the degree of complexity, which is represented by the -insensitive region between lines y = ωx + b + and y = ωx + b − . The slack variables ξ i and ξ i , i = 1, 2, ..., l, are constrained to be non-negative. All points i inside the -insensitive region have both ξ i = 0 and ξ i = 0. If a point i lies outside theinsensitive region, then either ξ i > 0 and ξ i = 0 or ξ i = 0 and ξ i => 0. The manually adjustable constant C determines the trade-off between functions complexity, 1 2 ω 2 and the overall loss associated with it, C i=1 (ξ i +ξ i ). Thus, the second term of the objective function -the sum C i=1 (ξ i + ξ i ) -stands for the actual amount of loss associated with the estimated function, since loss occurs only if a point lies outside theinsensitive region. if ω = 0, then the loss C i=1 (ξ i + ξ i ) would be extremely big, as depicted in Figure 4(a) . Likewise, if the sum C i=1 (ξ i + ξ i ) is relatively small, then ω would be extremely big, and consequently 1 2 ω 2 too. Therefore, at the minimum of the objective function in (2) a balance is found between 1 2 ω 2 and C i=1 (ξ i + ξ i ), ensuring neither the resulting function f (x) = ωx + b fits the data perfectly, nor that it is too flat. The unknown parameters of the linear SVR ω, b, and can be found as the unique solution of a dual of the primal problem (see [36] ). There are a number of popular implementations of SVR in the literature including ν-SVR [37] and -SVR [38] . However, -SVR or ν-SVR just use different versions of the penalty parameter, the same optimization problem is solved in either case. We use -SVR in our experiments.
We use the Matlab library LIBSVM [39] to implement -SVR. There are two functions: svmtrain and svmpredict for training and testing, respectively. We construct input feature x using the transition time features discussed in Section II-B. The function svmtrain uses the input features to generate the outputs ω and b. The prediction method svmpredict then uses these values and some other parameters (for details please review [39] ) to predict the gait velocity.
IV. RESULTS AND DISCUSSION

A. Simulation Setup
There are four different functions which are frequently used as kernels within support vector regression: linear, RBF (Radial Basis Function), polynomial, and sigmoid. We verify that linear kernel is most suitable for our dataset. For linear kernel, kernel values usually depend on the inner products of feature vectors. Therefore, large attribute values might cause numerical problems. In order to avoid such problem we linearly scale each feature to the range [1, +1] . Finally, in order to find the best C, we examine for exponentially growing sequences of C, for example, C = 2 −5 ,2 −3 ,...,2 15 .
B. Results
We use five-fold cross validation to assess the model fits via RMS prediction error. We input various features such as, 10th, 15th and 20th percentile of transition time to predict the gait velocity. We report the minimum prediction error while using different features in Table I . Note that walk-in-closet to kitchen and kitchen to walk-in-closet are different transitions, therefore, the minimum prediction error is given by different transitions. We observe this trend across all the participants.
Similarly, we report the prediction for clinically measured gait velocity while using various transition speed features in Table II . For this participant, the prediction error does not change while using different features. For both in-home and clinically measured gait velocity, we observe that the best predictor is participant dependent. For example, for some participants the transition from "bathroom to bedroom" is the best predictor, whereas for others "kitchen to living room" is the best predictor. Therefore, in order to aggregate the prediction accuracy across all the participants, for each participant we calculate the minimum prediction error for various features (as in Table I and II) . We then average the accuracy across features and report the results in Fig. 5(a) and Fig. 5(b) while using in-home and clinically measured gait velocity as ground truth, respectively. We observe that for both case, 20th percentile produces the minimum prediction error over the whole population. In particular, arranging the percentiles in non-decreasing order, we observe a minimum at the 20th percentile, which reassures that 20th percentile is the best feature to predict gait velocity. Intuitively, the transitions below the 20th percentile may not be typical; we speculate that these transitions may be observed during urgent situations such as when a person rushes from one room to the other room. Furthermore, the transitions above 20th percentile may be more likely to incorporate dwelling time. Finally, we plot the mean ground truth gait velocity and the mean predicted (using 20th percentile of transition time) gait velocity (for all the 76 participants) in Fig. 6 . This plot reassures the goodness of the prediction algorithm.
C. Discussion
The results demonstrate that transition time can be used to accurately estimate both in-home and clinically assessed gait velocity. There are two main advantages of our methodology over other in-home sensing based technologies. First, our system does not require sensors arranged within a line with a modified field-of-view or camera based sensors. This is beneficial because motion sensors are typically already installed as a part of in-home monitoring platforms or as sub-components of security systems. These sensors can be deployed without the considerations necessary for these other systems -such as special placement to avoid camera occlusion or requiring a restricted 6 foot area such as with the "sensor line". Further, the cost reduction from not having dedicated sensors for gait velocity estimation can be considerable, especially when scaling a sensing platform for many homes. The other main advantage is that we can estimate a gait velocity every time a person switches rooms in their home, which can produce substantially more estimates of gait velocity than are available from competing methodologies.
There are also two main shortcomings with the proposed methodology. The first is that dwell times and transition times are often both present within a transition time measurement, as demonstrated by the skewness of the transition time data. This can be mitigated with preprocessing -for example, by identifying a confidence region which contains the 20th percentile and only estimating a speed when the associated transition time falls within this interval. We have not pursued this yet and thus how best to implement this strategy remains an open question (we do note the threshold would likely need to be adaptive as gait velocity is known to change over time). The other, and perhaps more challenging issue is related to implementation. The proposed method requires that the model is trained using ground truth gait velocity collected within each residents' home. One possible solution would be to install the restricted sensor line to use as a complementary sensing modality to source episodic ground truth. However, the solution might not be cost-effective. An alternative solution would be to use the transition times themselves as a proxy for true velocities and examine relative changes over time from a baseline. In health monitoring applications, clinicians are oftentimes more interested in identifying the relative change in gait velocity due to a health event. For example, if a person has fallen, their gait velocity may change relative to the prior week. In this case, the absolute gait velocity may not be as relevant as a change from a trend.
V. CONCLUSION
In this paper we demonstrated that room transition times can be used to accurately predict gait velocity. Room transition times can be acquired using simple off-the-shelf IR sensors that are often deployed in home security systems or homemonitoring systems. Using support vector regression for predicting gait velocity from the transition times, we show that the prediction accuracy of the approach is very high; quantitatively we can predict the gait velocity with an average of 4 cm/sec error. This is demonstrated using data from 76 participants collected over a five year period. Using transition times to estimate gait velocity has several advantages over competing approaches such as increased frequency of measurements, no need for a camera or sensor line to be installed in the home and is less sensitive to sensor placement. In summary, the gait prediction approach described in this paper is simple, costeffective, and highly accurate. It can be readily implemented in smart homes facilitating high resolution assessment of gait velocity, which has been shown to be an important predictor and indicator of healthy aging.
