All relevant data are available from Figshare: <http://dx.doi.org/10.6084/m9.figshare.1476988>.

Introduction {#sec001}
============

Diffusion of water molecules in cerebral white matter (WM) is anisotropic, reflecting its organization in bundles of WM tracts running in parallel. 3D trajectories of WM tracts can be reconstructed from diffusion-weighted image data using tractography algorithms \[[@pone.0133337.ref001]--[@pone.0133337.ref005]\]. The reconstructed trajectories for known deep WM bundles agree well with results in postmortem anatomic studies \[[@pone.0133337.ref006]\]. The resulting WM tracts can be classified into a set of well-known anatomic bundles, which have been used in several studies on pathologies \[[@pone.0133337.ref007]--[@pone.0133337.ref012]\] and neurodevelopment \[[@pone.0133337.ref013], [@pone.0133337.ref014]\].

Since neural tracts are conducting electrical impulses, damage to neural tracts will lead to disrupt the impulse propagation. Neural tract damage induced by certain pathologies might affect diffusion properties. Diffusion-based MRI metrics such as fractional anisotropy (FA) and mean diffusivity (MD) have been widely used to evaluate WM microstructural integrity in health and disease. For example, in patients with multiple sclerosis, a drop of the FA value was observed along the corpus callosum, which is one of the major anatomic bundles \[[@pone.0133337.ref008]\]. Also, diffusion properties change along with the development: observing diffusion properties of major bundles of 1 and 2 year old subjects, Goodlett et al. showed that the FA value of 2 year old subjects is greater than that of 1 year old subjects \[[@pone.0133337.ref014]\]. The classification of input WM tracts into anatomic bundles facilitates the effective comparison of the same anatomic bundles across different subjects, in tract-based studies \[[@pone.0133337.ref015], [@pone.0133337.ref016]\].

Well-known anatomic bundles have been obtained by delineating in MR images some regions of interest (ROIs), through which the bundles pass \[[@pone.0133337.ref001], [@pone.0133337.ref003], [@pone.0133337.ref017]--[@pone.0133337.ref019]\]. These methods share a limitation of manual specification of ROIs, which is cumbersome and time-consuming. Moreover, ROI specification requires expert knowledge on anatomy of WM bundles. Recently, several automatic classification techniques have been introduced, based on brain registration to an atlas \[[@pone.0133337.ref016], [@pone.0133337.ref020]--[@pone.0133337.ref022]\]. Zhang et al. \[[@pone.0133337.ref021]\] automatically labeled ROIs by employing the large deformation diffeomorphic metric mapping (LDDMM) for non-linearly warping an atlas with ROIs to an individual subject data. However, the variability of neural tract patterns over individual subjects has not been taken into account, since these methods use a single atlas-based registration scheme. We aim to obtain more accurate classification results by exploiting the individual variability of subjects.

There have been approaches to clustering the WM tracts based on their shape \[[@pone.0133337.ref023]--[@pone.0133337.ref029]\]. In O'Donnell et al. \[[@pone.0133337.ref023]\], spectral clustering was employed to classify the input tracts into bundles according to their shape similarity. For details of spectral clustering, we refer readers to \[[@pone.0133337.ref030]\]. Guevara et al. \[[@pone.0133337.ref024], [@pone.0133337.ref025]\] identified major bundles which commonly exist in most of subjects using a two-step method, consisting of intra-subject clustering followed by inter-subject clustering. The inter-subject clustering method \[[@pone.0133337.ref025]\] refined bundles by first classifying the tracts into fascicles using tract extremities and then merging these fascicles based on the pairwise distances between their centroids. The above methods have the common limitation that resulting bundles (clusters) require the manual labeling by experts.

Several works employed an atlas with expert-provided knowledge for automatic labeling of WM tracts \[[@pone.0133337.ref022], [@pone.0133337.ref031]--[@pone.0133337.ref036]\]. Bazin et al. \[[@pone.0133337.ref022]\] used an atlas called a WM tract atlas to automatically label WM tracts. In this atlas, every voxel contains the information on the shapes and directions of tracts passing through it. The probability of a voxel label was estimated based on the Markov random field modeling of diffusion. The label of an input tract is determined according to the probability of voxel labels that the tract passes through. A single atlas was used for registration of an input DTI of a subject, which may not reflect the individual variability of bundles over subjects. To take into account the variability, O'Donnell and Westin \[[@pone.0133337.ref031]\] constructed an atlas with WM tracts from multiple subjects. Specifically, the tracts of example subjects were grouped based on spectral clustering, and the resulting clusters were labeled by experts to create an anatomic atlas of WM bundles. Then, the tracts of a test subject were automatically classified by mapping them onto the atlas space and finding the closest cluster center to inherit its anatomic label. However, this method is quite computationally demanding even with a sampling scheme called the Nystrom method \[[@pone.0133337.ref037]\]. We avoided spectral clustering to achieve great computational efficiency by compactly representing WM bundles while employing multiple atlases to label input tracts, which is facilitated by simultaneous labeling of similar input tracts. Furthermore, our approach shows better accuracy than a ROI-based automatic labeling method \[[@pone.0133337.ref021]\]. Recently, Jin et al. employed multiple atlases, each of which consists of hand-labeled major tracts for a subject \[[@pone.0133337.ref035]\]. The manual atlases were warped to the test subject's space, and an ROI-based clustering and a distance-based clustering are sequentially applied to label the tracts of the test subject. However, the ROI-based clustering could remove some tracts of interested anatomic bundles due to the inaccuracy in the registration stage, as also shown in our experiments (see the [Results and Discussion](#sec018){ref-type="sec"} section). Tunc et al. also proposed a multiple atlases-based approach for labeling WM tracts \[[@pone.0133337.ref036]\]. Their approach used a fiber representation based on the connectivity between parcellated brain regions, whose accuracy may depend on the registration scheme. Also, the proposed representation may not reflect the tract shapes exactly because it is based on the connectivity information. Thus, spurious tracts could be included in the clustering results.

Guevara et al. \[[@pone.0133337.ref033]\] provided an example-based single-atlas approach for labeling the tracts of a subject, based on expert-provided example data from multiple subjects. Their approach combined the multi-subject example data into a single atlas in advance. Recently, Labra et al. proposed a fast version of the Guevara et al.'s approach \[[@pone.0133337.ref038]\]. We compared the labeling accuracies of our method with the Guevara et al.'s method, and our method showed better accuracies than their method. We present here an example-based multi-atlas approach, which is simple, flexible, and efficient. Our approach is conceptually simple by employing the same metrics in both example data clustering and tract labeling, while avoiding complicated voxel parcellation and inter-subject clustering. It is also flexible in adding and deleting the example data of a subject, by maintaining an atlas for each subject. We employ a voting scheme for labeling the tracts of a given subject to facilitate the multiple atlas consultation. This voting scheme also facilitates removing the outliers in the labeling results.

The contributions of this paper are three-fold: First, we construct multiple atlases from different subjects in order to consider the individual variability of bundle shapes and trajectories. An atlas is maintained for each example subject to allow the example data of a subject to be added or deleted flexibly. Unlike similar existing methods \[[@pone.0133337.ref035], [@pone.0133337.ref036]\], our method does not rely on the ROI-based scheme which can cause inaccuracies due to the registration error. A voting scheme is proposed to facilitate the multi-atlas exploitation of example data and to effectively remove outliers from the labeling results. Second, for conceptual simplicity, we adopt the same metrics in both example data construction and WM tract labeling. This eventually leads to a labeling scheme, which is simple and easy to implement. Finally, we greatly enhance computational efficiency for labeling WM tracts. Due to the huge number of tracts in a subject, it is time-consuming to label each tract individually. Thus, the tracts are grouped according to their shape similarity, and tracts within each group are labeled simultaneously. To further enhance the computational efficiency, we implemented our approach on the GPU.

Materials and Methods {#sec002}
=====================

MRI acquisition and preprocessing {#sec003}
---------------------------------

We validate our approach with the brain image data from twelve subjects in the NMR public database \[[@pone.0133337.ref039]\]. The data is the property of CEA Neurospin and can be provided on demand to <cyril.poupon@cea.fr>. All subjects are male and their ages are ranged from 21 to 40 years (mean±standard deviation: 32.8±5.5). This database provides high quality T1-weighted images and diffusion data acquired with a GE Healthcare Signa 1.5 Tesla Excite II scanner. The diffusion data presents a high angular resolution (HARDI), based on 200 directions and a b-value of 3000 s/mm^2^ (voxel size of 1.875 mm × 1.875 mm × 2 mm). Diffusion-weighted data were acquired using a twice refocusing spin echo technique \[[@pone.0133337.ref040]\] compensating Eddy currents to the first order. Geometrical distortions due to susceptibility artifacts were corrected using a phase map acquisition. T1 and diffusion-weighted data were optimally aligned using a rigid 3D transform estimated by an automatic registration algorithm based on mutual information. Registration was performed between the average of five diffusion-free T2-weighted images and the high resolution T1-weighted image.

WM tract extraction {#sec004}
-------------------

Given a set of diffusion-weighted images (voxel size of 1.875 mm × 1.875 mm × 2 mm) for an example subject, the diffusion Orientation Distribution Function (dODF) is estimated from an analytical solution for Q-ball imaging with a spherical harmonic basis (spherical harmonic order 4 and Laplace-Beltrami regularization *λ* = 0.006), as described in \[[@pone.0133337.ref041]\]. The dODF gives a probability density function at every voxel which characterizes water diffusion along any given direction \[[@pone.0133337.ref042]\]. We employ a deterministic tractography algorithm \[[@pone.0133337.ref043]\] in the BrainVISA software (<http://brainvisa.info>) to reconstruct WM tracts from the dODF sampled at every voxel center. To prevent the tracts from penetrating cortical folds, we use a mask of WM which is built based on a T1-weighted image \[[@pone.0133337.ref044]\]. Two seeds are localized in each voxel of the WM mask (voxel size of 0.9375 mm × 0.9375 mm × 1.2 mm) in order to initiate WM tract tracking. A single tract is tracked at a seed in both retrograde and orthograde directions with respect to the maximal direction of the dODF data, and the results are combined to obtain a tract. The tracking is stopped when the tract exits the WM mask, when the angle between the two last moves exceeds 30°, or when the tract length exceeds 200 mm. About 1.5 million of tracts per example subject are stored after filtering out the tracts shorter than 20 mm.

Brains of different subjects may be of different sizes and have different positions and orientations when they are scanned. In order to globally align the diffusion-weighted images and, accordingly, the WM tracts from different subjects, a single example subject is selected as a reference subject, and an affine transformation from each example subject to the reference subject is computed through image registration between their T1-weighted images. We used the affine transformation for subject registration because transforming WM tracts using highly-nonlinear transformation may produce unexpected distortion of tract shape. The affine transformations between the example subjects and the reference subject were estimated by using the Linear Image Registration Tool (FLIRT) of the FMRIB Software Library (FSL) \[[@pone.0133337.ref045]\]. The resulting registration matrix was used for transforming the WM tracts of each example subject into the space of the reference subject.

Overview of the method {#sec005}
----------------------

In the following sections, we present an example-based multi-atlas approach for automatic classification of WM tracts using example anatomic bundles which are labeled by experts. As shown in [Fig 1](#pone.0133337.g001){ref-type="fig"}, our approach for automatic classification consists of two steps: example data construction and automatic tract classification. In the former step, input tracts, which are obtained from the tractography algorithm, are manually classified by experts into seven anatomic bundles for each hemisphere of example subjects. Since the number of tracts is too huge, they are first grouped according to their shape similarity to help the manual labeling. In the latter step, the input tracts are automatically classified into anatomic bundles by exploiting the example bundle data. For an efficient classification, the input tracts of a subject are also clustered as in the former step. For each input group, an example bundle containing the nearest tract group is chosen in terms of Kullback-Leibler divergence (KLD) in order to inherit its label to all tracts in the group. We propose a voting-based approach for more robust classification. To handle a large number of tracts efficiently, we implemented our approach using GPU.

![Overview of the proposed approach to automatic classification.\
The method consists of two parts: Example data construction and automatic tract classification.](pone.0133337.g001){#pone.0133337.g001}

Example data construction {#sec006}
-------------------------

### WM bundle modeling {#sec007}

The 3D curves resulting from tractography are usually referred to as fibers, although they do not represent individual nerve fibers. Actually, these curves estimate 3D trajectories of fiber pathways. In this paper, the trajectories which are obtained with tractography will be referred to as "tracts". Thus, a "WM bundle" is a bundle of curves that are obtained from tractography but not a bundle of actual nerve fibers. Labeling of tracts is giving anatomic names to them. As shown in [Table 1](#pone.0133337.t001){ref-type="table"}, we classify input tracts into seven anatomic bundles which have been commonly used in previous works \[[@pone.0133337.ref016], [@pone.0133337.ref020]--[@pone.0133337.ref022], [@pone.0133337.ref031]\].

10.1371/journal.pone.0133337.t001

###### Major anatomic bundle list.

![](pone.0133337.t001){#pone.0133337.t001g}

  Symbols   Labels                                 Remarks
  --------- -------------------------------------- ----------------------------------------------------------------------------------------------------
  ATR       Anterior thalamic radiation            Connection between the thalamus and the prefrontal cortex
  CST       Corticospinal tract                    Connection between the cerebral cortex and the spinal cord
  CG        Cingulum                               Projection from the cingulate gyrus to the entorhinal cortex
  IFO       Inferior fronto-occipital fasciculus   Connection between the frontal and the occipital lobes
  ILF       Inferior longitudinal fasciculus       Connection between the occipital and the temporal lobes
  SLF       Superior longitudinal fasciculus       Connection from the frontal lobe to the occipital, and part of the parietal and the temporal lobes
  UNC       Uncinate fasciculus                    Connection from the anterior temporal lobe to the orbital cortex

A tract is a piecewise linear curve represented as a sequence of points. We obtained the 3D B-spline curve passing through these points to reparameterize the curve based on its chord length. By uniform sampling along the curve, every tract is then represented as a sequence of sample points. Therefore, a single tract with *n* sample points can be represented as a point *f* in the 3*n*-dimensional space as follows: $$\begin{array}{r}
{f = \left( x_{1},y_{1},z_{1},x_{2},y_{2},z_{2},\cdots,x_{n},y_{n},z_{n} \right)^{T}} \\
\end{array}$$ where (*x* ~*i*~, *y* ~*i*~, *z* ~*i*~) is the three-dimensional Cartesian coordinates of the *i*-th sample point. This fixed-vector representation of a tract has been used to simplify the point-wise tract correspondence problem \[[@pone.0133337.ref046]\]. The similarity between two tracts is simply measured by Euclidean distance between their equivalents in the 3*n*-dimensional space. $$\begin{array}{r}
{d_{E}\left( f_{i},f_{j} \right) = \sqrt{\left( f_{i} - f_{j} \right)^{T}\left( f_{i} - f_{j} \right)}} \\
\end{array}$$ where *f* ~*i*~ and *f* ~*j*~ are two tracts which are represented as 3*n*-dimensional points, and *d* ~*E*~ denotes the Euclidean distance function.

As shown in [Fig 2](#pone.0133337.g002){ref-type="fig"}, a bundle consists of tracts with various shapes. For convenience, tracts within a bundle are classified into groups according to their shape similarity, and thus a bundle is composed of tract groups. For representation simplicity and also labeling efficacy, each group is modeled with a multivariate Gaussian distribution. A mean vector of tracts within a group is calculated as follows: $$\begin{array}{r}
{m = \frac{1}{N}\sum\limits_{i = 1}^{N}f_{i}} \\
\end{array}$$ where *N* is the number of tracts in the group. The covariance matrix can be estimated with a well-known empirical unbiased covariance matrix. $$\begin{array}{r}
{S = \left\lbrack s_{ij} \right\rbrack = \frac{1}{N - 1}\sum\limits_{k = 1}^{N}\left( f_{k} - m \right)\left( f_{k} - m \right)^{T}} \\
\end{array}$$ However, the covariance matrix *S* becomes singular or near-singular if the number of tracts in the group is less than 3*n* or many tracts are nearly parallel to each other. To overcome this problem, we adopt a shrinkage estimation method \[[@pone.0133337.ref047]\] to find a substitute matrix *S*\* as follows: $$\begin{array}{r}
{S^{*} = \left\lbrack s_{ij}^{*} \right\rbrack = \left\{ \begin{array}{ll}
s_{ii} & {\text{if} i = j} \\
{r_{ij}^{*}\sqrt{s_{ii}s_{jj}}} & {\text{if} i \neq j} \\
\end{array}\operatorname{} \right.} \\
\end{array}$$ and $$\begin{array}{r}
{r_{ij}^{*} = \left\{ \begin{array}{ll}
1 & {\text{if} i = j} \\
{r_{ij}min\left( 1,max\left( 0,1 - \hat{\lambda^{*}} \right) \right)} & {\text{if} i \neq j} \\
\end{array}\operatorname{} \right.} \\
\end{array}$$ with $$\begin{array}{r}
{\hat{\lambda^{*}} = \frac{\sum_{i \neq j}^{}\hat{Var}\left( r_{ij} \right)}{\sum_{i \neq j}^{}r_{ij}^{2}}} \\
\end{array}$$ where *s* ~*ii*~ and *r* ~*ij*~ are empirical unbiased variance and correlation respectively, and $\hat{Var}(r_{ij})$ is an empirical unbiased variance of *r* ~*ij*~. The new matrix *S*\* is guaranteed to have a full rank regardless of sample data. The similarity between a tract *f* ~*i*~ and a group *B* ~*j*~ that is modeled with the multivariate Gaussian distribution can be calculated using the Mahalanobis distance *d* ~*M*~: $$\begin{array}{r}
{d_{M}\left( f_{i},B_{j} \right) = \sqrt{\left( f_{i} - m_{j} \right)^{T}\left( S_{j}^{*} \right)^{- 1}\left( f_{i} - m_{j} \right)}} \\
\end{array}$$ where *m* ~*j*~ and $S_{j}^{*}$ are mean vector and covariance matrix of *B* ~*j*~ respectively.

![An anatomic bundle consists of tracts with various shapes.\
Cingulum bundle (a) contains many tracts with different shapes as shown in (b).](pone.0133337.g002){#pone.0133337.g002}

### WM tract grouping {#sec008}

Since there are a huge number of tracts in each subject, it is tedious and time-consuming to label those tracts individually. Thus, the tracts are grouped according to their shape similarity, and those in the same group are labeled simultaneously.

In order to cluster the tracts of each subject according to their shape similarity, we mainly rely on hierarchical clustering \[[@pone.0133337.ref048]\] since we could determine the number of clusters by choosing the actual distance (in *mm*) between two neighboring clusters. Because we use huge tract datasets for each subject, the tracts are first clustered into a smaller number of different length ranges, by employing k-means clustering \[[@pone.0133337.ref049]\], and then hierarchical clustering is employed to group tracts for each length range. Directly applying the hierarchical clustering is practically difficult because the method needs to construct a pairwise distance table, which is too big to fit in a conventional memory. Finally, the similar tract groups in each pair of consecutive length ranges are merged together for completing WM tract grouping. Recently, Garyfallidis et al. proposed a memory efficient and very fast method for clustering a huge number of input tracts \[[@pone.0133337.ref050]\]. However, the clustering results of the proposed method depend on the initial permutation of input tracts because it is a greedy algorithm. Our method can give consistent clustering results with high accuracies compared to the conventional hierarchical clustering algorithm regardless of initial permutation of input tracts. Furthermore, the memory issue can be handled with the proposed combined clustering approach.

To apply the hierarchical clustering, we first need to determine how to compute distances between two tracts and those between two groups. Since the sample point sequences for two tracts *f* ~*i*~ and *f* ~*j*~ may not be aligned, the distance between two tracts is calculated as follows: $$\begin{array}{r}
{d\left( f_{i},f_{j} \right) = min\left( d_{E}\left( f_{i},f_{j} \right),d_{E}\left( f_{i},f_{j}^{\prime} \right) \right)} \\
\end{array}$$ where $f_{j}^{\prime}$ is a 3*n*-dimensional point obtained from *f* ~*j*~ by reversing its sample point sequence. For calculating the distance between two groups *c* ~*i*~ and *c* ~*j*~, we adopt the average linkage criterion *d*(*c* ~*i*~, *c* ~*j*~) defined as follows: $$\begin{array}{r}
{d\left( c_{i},c_{j} \right) = \frac{1}{|c_{i}{||}c_{j}|}\sum\limits_{f_{i} \in c_{i}}\sum\limits_{f_{j} \in c_{j}}d\left( f_{i},f_{j} \right)} \\
\end{array}$$ where ∣*c* ~*i*~∣ is the number of tracts within the group *c* ~*i*~, and *f* ~*i*~ is a tract that belongs to the group *c* ~*i*~. The hierarchical clustering with average linkage has the advantage of robustness to outliers \[[@pone.0133337.ref051]\].

In order to merge the similar tract groups in a pair of consecutive length ranges, the mean curve of each group is computed as its representative curve. For this purpose, tracts within each group are first aligned so the sequence of sample points are stored following the same orientation: A random tract in the group is first chosen as the reference tract. For each remaining tract *f*, its sample point sequence is then aligned with respect to the reference tract *f* ~*r*~ by comparing two distances *d* ~*E*~(*f*, *f* ~*r*~) and *d* ~*E*~(*f*′, *f* ~*r*~): $$\begin{array}{r}
{\hat{f} = \left\{ \begin{array}{ll}
f & {\text{if} d_{E}\left( f,f_{r} \right) \leq d_{E}\left( f^{\prime},f_{r} \right)} \\
f^{\prime} & {otherwise} \\
\end{array}\operatorname{} \right.} \\
\end{array}$$ With the new set of aligned tracts $\hat{f}$, the mean curve of the group can be computed using [Eq (3)](#pone.0133337.e003){ref-type="disp-formula"}. The mean curves are grouped according to their shape similarity using the average-linkage hierarchical clustering. Finally, the tracts corresponding to the same mean curve group are merged to form a new tract group.

Afterwards, outliers are identified as those groups whose number of tracts is smaller than a threshold value \[[@pone.0133337.ref052]\]. We try to reassign every tract in each outlier group to a non-outlier group. If the distance between a tract in a outlier group and its closest non-outlier group is greater than a pre-defined distance threshold, the tract is considered as an outlier and removed. Otherwise, it is reclassified to its closest group. The distance between a tract *f* ~*i*~ and a tract group *g* ~*j*~ is measured as follows: $$\begin{array}{r}
{d\left( f_{i},g_{j} \right) = min\left( d_{M}\left( f_{i},g_{j} \right),d_{M}\left( f_{i}^{\prime},g_{j} \right) \right)} \\
\end{array}$$ where *d* ~*M*~ is the Mahalanobis distance that is defined in [Eq (6)](#pone.0133337.e009){ref-type="disp-formula"}. For a *k*-dimensional multivariate Gaussian distribution, it is known that the squared Mahalanobis distance of a data to the mean of the distribution follows the Chi-square distribution with *k* degrees of freedom. In the Chi-square distribution, a critical value for a given confidence level is chosen as the threshold value to filter out a outlier tract.

### Manual labeling of WM tracts {#sec009}

In order to construct the expert-provided example data, the tract groups of each subject are manually labeled by experts based on neuroanatomic knowledge. Specifically, two experts independently classified the tract groups of example subjects into the seven anatomic bundles listed in [Table 1](#pone.0133337.t001){ref-type="table"}, by using an interactive tract labeling tool, designed especially for this task. The label of a group was defined if the two experts gave an identical label. Otherwise, they together reexamined this group for arriving to an agreement. [Fig 3](#pone.0133337.g003){ref-type="fig"} shows seven anatomic bundles which were manually labeled by the experts for the left hemispheres of twelve example subjects. We focus on the seven anatomic bundles since other bundles were not consistent over example subjects due to individual variability.

![Seven anatomic bundles of twelve example subjects.\
Seven anatomic bundles which were obtained through manual labeling for left hemispheres of twelve example subjects.](pone.0133337.g003){#pone.0133337.g003}

Automatic tract classification {#sec010}
------------------------------

### Basic idea {#sec011}

Tract groups of a subject, which are obtained as explained in *WM tract grouping* section, are used as input for classification. Before classification, tracts of the test subject are transformed to the coordinate frame of the reference example subject through image registration between T1-weighted images. Then, each tract group is labeled by searching the most similar tract group in the example data.

To measure the similarity between an input tract group and each group in the example data, we use a measure based on the KLD \[[@pone.0133337.ref053]\], which is commonly used for measuring the similarity between two probability distributions. The KLD between two distributions *b* ~*i*~ and *b* ~*j*~ is defined as follows: $$\begin{array}{r}
{d_{KL}\left( b_{i},b_{j} \right) = \int_{- \infty}^{\infty}p\left( x \right)ln\frac{p\left( x \right)}{q\left( x \right)}dx} \\
\end{array}$$ where *p*(*x*) and *q*(*x*) are probability density functions of *b* ~*i*~ and *b* ~*j*~, respectively. Since the KLD is non-symmetric, we use the symmetric KLD (SKLD) as the similarity measure, which is defined as follows: $$\begin{array}{r}
{d_{SKL}\left( b_{i},b_{j} \right) = d_{KL}\left( b_{i},b_{j} \right) + d_{KL}\left( b_{j},b_{i} \right)} \\
\end{array}$$ It is known that the KLD between two multivariate Gaussian distributions *b* ~*i*~ and *b* ~*j*~ is computed as follows \[[@pone.0133337.ref054]\]: $$\begin{array}{r}
{d_{KL}\left( b_{i},b_{j} \right) = \frac{1}{2}\left( trace\left( S_{j}^{- 1}S_{i} \right) + v^{T}S_{j}^{- 1}v - ln\left( det\left( S_{j}^{- 1}S_{i} \right) \right) - k \right)} \\
\end{array}$$ where *v* = *m* ~*j*~−*m* ~*i*~, *m* ~*i*~ and *S* ~*i*~ are the mean vector and covariance matrix of *b* ~*i*~, respectively, and *k* is the dimensions of a point representing a tract. From Eqs ([12](#pone.0133337.e018){ref-type="disp-formula"}) and ([13](#pone.0133337.e019){ref-type="disp-formula"}), the SKLD between the two multivariate Gaussian distributions is computed as follows: $$\begin{array}{r}
{d_{SKL}\left( b_{i},b_{j} \right) = \frac{1}{2}\left( trace\left( S_{i}^{- 1}S_{j} \right) + trace\left( S_{j}^{- 1}S_{i} \right) + v^{T}S_{i}^{- 1}v + v^{T}S_{j}^{- 1}v - 2k \right)} \\
\end{array}$$

### Voting scheme {#sec012}

For robustness, we propose a voting scheme with multiple example subjects: given an input tract group, we first determine the most similar group in each example subject, and then every example subject votes for the bundle containing the most similar example group in it. The label of the bundle with the majority of votes is chosen as the label of the input group and inherited to every tract constituting the input group, as long as the number of votes is greater than a given threshold.

[Fig 4](#pone.0133337.g004){ref-type="fig"} shows a skeleton of the voting algorithm to determine the label of an input group. We implemented our algorithm using GPU (See [S1 Text](#pone.0133337.s001){ref-type="supplementary-material"} for detailed explanation). If the SKLD between an input tract group and its closest group in an example subject is larger than a threshold distance *τ* ~*d*~, the subject is not qualified to vote since there is no similar example group to the input group in the example subject. In addition, if the maximum number of votes among all bundles is smaller than a threshold vote number *τ* ~*v*~, then the input group is regarded as an outlier.

![Skeleton of our automatic classification algorithm.\
The skeleton of the voting algorithm to determine the label of an input group.](pone.0133337.g004){#pone.0133337.g004}

### Direct tract classification {#sec013}

Apart from the proposed method for labeling input tract groups, we also propose a method for labeling individual tracts directly. The sequential tract labeling without clustering would take much computation time. However, the computation time can be greatly reduced if we label multiple tracts simultaneously using GPU. We can also remove the computation time of tract grouping by performing the direct tract classification.

For the direct tract classification, we only need to change the distance between two tract groups ([Eq (12)](#pone.0133337.e018){ref-type="disp-formula"}) to the distance between a tract *f* ~*i*~ and a tract group *b* ~*j*~, which can be computed using the [Eq (6)](#pone.0133337.e009){ref-type="disp-formula"}.

Performance analysis {#sec014}
--------------------

In this paper, we use four different measures for assessing the performance of the proposed method: consistency, sensitivity, false discovery rate, and kappa value. We explain each of them in detail below.

### Consistency {#sec015}

In *WM tract grouping* section, we proposed a new method for grouping a massive number of tracts. In order to show that our grouping method is not dependent on the initial range, determined by the k-means clustering, we compare our grouping results with the ones that are obtained only using the hierarchical clustering. In order to compare the tract groups obtained using two different methods, we propose the following measure: $$\begin{array}{r}
{Consistency\left( s_{i},s_{j} \right) = \frac{100}{n\left( s_{i} \right)}\sum\limits_{b_{i} \in s_{i}}\max\limits_{b_{j} \in s_{j}}\frac{Count\left( b_{i} \cap b_{j} \right)}{Count\left( b_{i} \right)}} \\
\end{array}$$ where *n*(*s* ~*i*~) denotes the number of groups in a subject *s* ~*i*~, *b* ~*i*~ is a tract group of *s* ~*i*~, *b* ~*i*~∩*b* ~*j*~ is the intersection of *b* ~*i*~ and *b* ~*j*~, and *Count* is the number of tracts within a given group. For each hemisphere of every subject, we measured *Consistency*(*s* ~*d*~, *s* ~*o*~) and *Consistency*(*s* ~*o*~, *s* ~*d*~), where *s* ~*d*~ represents the tract groups obtained directly using the hierarchical clustering, and *s* ~*o*~ denotes those obtained using our grouping method.

### Sensitivity and false discovery rate (FDR) {#sec016}

In order to measure the classification performance, we analyze the labeling results that are obtained through nested cross-validation. For this purpose, we define sensitivity and FDR. The sensitivity for an anatomic bundle is defined as follows: $$\begin{array}{r}
{Sensitivity\left( B_{a} \right) = \frac{Count\left( B_{a} \cap B_{m} \right)}{Count\left( B_{m} \right)}} \\
\end{array}$$ where *B* ~*m*~ denotes the set of tracts in a bundle that are labeled manually by experts, and *B* ~*a*~ are the tracts for the same bundle that are labeled automatically by our approach. Assuming that the expert-labeled tracts are the ground-truth, the sensitivity measures the ratio of the ground-truth tracts in a bundle that are identified by our approach to all ground-truth tracts in it. The FDR is defined as follows: $$\begin{array}{r}
{FDR\left( B_{a} \right) = 1.0 - \frac{Count\left( B_{a} \cap B_{m} \right)}{Count\left( B_{a} \right)}} \\
\end{array}$$ This FDR measures the ratio of the tracts in *B* ~*a*~ that do not belong to *B* ~*m*~ to all the tracts in it.

### Kappa {#sec017}

For examining the agreement between two bundles, we adopt the kappa analysis as in \[[@pone.0133337.ref021]\]. The kappa value is commonly used for evaluating agreement between two raters, which is known to be robust since the kappa takes into account agreement by chance. Landis and Koch assigned labels to kappa value ranges as follows \[[@pone.0133337.ref055]\]: *κ* value smaller than 0 is "poor", 0.00-0.20 is "slight", 0.21-0.40 is "fair", 0.41-0.60 is "moderate", 0.61-0.80 is "substantial", and 0.81-1.00 is "almost perfect" agreement. Each bundle is first converted to a binary image with the same dimension as diffusion-weighted images of example subjects (128 × 128 × 60). A pixel value in the binary image is set to one if any tract of a bundle passes through the pixel, and set to zero otherwise. Two binary images are superimposed to classify each pixel into three categories: pixels whose values are one in the both images (pp), pixels whose values are zero in the both images (nn), and pixels whose values are different in the two images (pn, np). Then, a probability of observed agreement (*p* ~*o*~) and a probability of chance agreement (*p* ~*e*~) are computed as follows: $$\begin{array}{r}
{p_{o} = \frac{pp + nn}{N}} \\
\end{array}$$ $$\begin{array}{r}
{p_{e} = \left( \frac{pp + pn}{N} \right) \cdot \left( \frac{pp + np}{N} \right) + \left( \frac{nn + np}{N} \right) \cdot \left( \frac{nn + pn}{N} \right)} \\
\end{array}$$ where *N* = *pp* + *nn* + *pn* + *np*. The pixels with FA values lower than 0.2 are not included in the computation. Finally, the kappa value *κ* for the two bundles is computed as follows: $$\begin{array}{r}
{\kappa = \frac{p_{o} - p_{e}}{1 - p_{e}}} \\
\end{array}$$

Results and Discussion {#sec018}
======================

Our approach for the automatic classification of WM tracts was validated through five experiments: nested cross-validation, comparison with a ROI-based labeling method \[[@pone.0133337.ref021]\], comparison with a Guevara et al.'s method, and advantage of the proposed multi-atlas approach. All experiments were performed on a PC equipped with an Intel Core i7 CPU, a NVIDIA GeForce GTX460 GPU card, and 32GB of RAM memory. We implemented the proposed approach using C++ and CUDA C, and the executable file will be made publicly available. In this section, we first discuss the choice of parameters for example data construction and then describe each experiment in detail.

Parameter setting {#sec019}
-----------------

We used twelve subjects of the NMR public database, as the example subjects (see [MRI acquisition and preprocessing](#sec003){ref-type="sec"} section), and we reconstructed the tracts by employing a tractography algorithm \[[@pone.0133337.ref043]\]. The average numbers of tracts for the left and right hemispheres of an example subject were 273,906 and 265,775, respectively. Each of the resulting tracts was resampled in order to use more effectively the computing power of the GPU. Specifically, we set the number of sample points for a tract to 32, since is more efficient to set the number of threads in a block as a multiples of 32 \[[@pone.0133337.ref056]\].

The tracts were first classified into 100 length range groups, according to their chord lengths through k-means clustering, and then tracts within each length range group were clustered according to their shape similarity by employing hierarchical clustering with average-linkage \[[@pone.0133337.ref057]\]. As will be shown in the Section Consistency of the tract grouping method, we verified that the value of 100 for length range groups gives almost similar results with conventional clustering method.

The distance threshold for hierarchical clustering was set to 40. Assuming that each pair of the corresponding sample points of two tracts has a constant distance, the distance 40 means that the distance between every pair of corresponding sample points is about 7mm. To merge similar groups in consecutive length ranges, we set the distance threshold value more tightly to 20, which indicates that the distance between the corresponding sample points of two mean curves is about 3.5mm. The above two distance thresholds were set empirically. However, the selected values could be used for other data sets if the parameters for DTI scanning protocol are similar to ours (e.g., voxel size), because those values are based on the actual fiber distance in millimeter.

The threshold value for identifying outlier groups was determined such that the sum of tracts in groups with number of tracts smaller than the threshold is within 2% of total number of tracts in a subject. In our tract grouping method, we tried to reassign tracts in each outlier group. The outlier tracts were identified by setting the threshold to the critical value for the 2% level in the Chi-square distribution with 96 dimensions. We internally tested with a range of values for above outlier thresholds, and found that similar grouping results could be obtained. The average number of resulting tract groups for the left and right hemispheres of an example subject were 2024 and 1970, respectively. The maximum number of tracts in an outlier group was 14 for both the left and right hemispheres.

Consistency of the tract grouping method {#sec020}
----------------------------------------

Since the number of tracts in a subject is huge, the tracts can not be grouped directly using the conventional hierarchical clustering method. Thus, we first randomly chose 10,000 tracts in each hemisphere of every subject. The tracts of each hemisphere in a subject were then grouped using the two grouping methods: the proposed method and the hierarchical clustering method. The distance threshold for direct hierarchical clustering was set to 40. For our method, the number of length ranges was set to 100, and the distance thresholds for hierarchical clustering and for merging similar groups were both set to 40, for fair comparison. We did not perform the last outlier removal step. The average consistency for all subjects was 96.1%, which showed a high consistency between two methods.

Nested cross-validation {#sec021}
-----------------------

The performance of the proposed approach for automatic classification was assessed through nested cross-validation. The nested cross-validation was used to avoid duplicate use of the same data for parameter tuning and testing. [Fig 5](#pone.0133337.g005){ref-type="fig"} shows the skeleton of the nested cross-validation. The inner loop is used to determine the parameter set, while the outer loop is for testing each example subject data using the determined parameter set. The parameter set consists of distance threshold and vote number threshold. SKLD distance is used for the tract group labeling approach, while Mahalanobis distance was used for the direct tract labeling approach. We uniformly sampled between 40,000 and 60,000 for the SKLD distance threshold, and between 200 and 400 for the Mahalanobis distance threshold. The vote number threshold was uniformly sampled between 5 and 7.

![Skeleton of nested cross-validation.\
The skeleton of the nested cross-validation for measuring the performance of the proposed method.](pone.0133337.g005){#pone.0133337.g005}

The proposed approach took 4,688.4 seconds on average using only the CPU, and 19.0 seconds on average using both the CPU and GPU. Thus, our parallel labeling approach was about 246.8 times faster than its sequential version for the example data. The direct tract labeling approach took 53.1 seconds on average using the GPU version, which was about 2.8 times slower than the tract grouping approach. However, the direct tract labeling approach does not need to perform the tract grouping.

[Fig 6](#pone.0133337.g006){ref-type="fig"} illustrates the automatic labeling results of tracts for an example subject. Despite the variability of bundle shapes across different subjects, the overall shape of the automatically labeled tracts for every bundle were similar to that of the expert-labeled tracts, which visually validates our approach.

![Comparison of expert-labeled bundles and automatically obtained bundles using our classification algorithm.\
The bundles in the first and fourth columns represent expert-labeled bundles, those in the second and fifth columns represent bundles obtained using tract group labeling, and those in the third and sixth columns represent bundles obtained using direct tract labeling.](pone.0133337.g006){#pone.0133337.g006}

[Fig 7](#pone.0133337.g007){ref-type="fig"} presents the sensitivity of the tract group and direct tract labeling. The horizontal axis in the figure represents sensitivity ranges, and the vertical axis gives the percentage of bundles in each sensitivity range. The average sensitivity of bundles for the group labeling was 90.3% (LH: 89.5%, RH: 91.0%), while the value for the direct tract labeling was 91.9% (LH: 91.7%, RH: 92.1%). As shown in the results, the sensitivity of direct tract labeling was 1.6% higher than that of tract group labeling.

![Sensitivity histogram for tract group and direct tract labeling.\
The x-axis and y-axis represents sensitivity ranges and percentage of bundles that are included in the corresponding sensitivity ranges, respectively.](pone.0133337.g007){#pone.0133337.g007}

[Fig 8](#pone.0133337.g008){ref-type="fig"} illustrates the sensitivity and FDR of the tract group labeling and direct tract labeling. (Results for the Guevara et al.'s method will be described in Section Comparison with a Guevara et al.'s method.) The histograms in the left column shows that high sensitivities were observed for most anatomic bundles. For the tract group labeling, the sensitivities of the left/right anterior thalamic radiation (ATR), left/right corticospinal tract (CST), right inferior fronto-occipital fasciculus (IFO), right inferior longitudinal fasciculus (ILF), and left/right uncinate fasciculus (UNC) were more than 90%. The majority of anatomic bundles showed FDRs below 20%. Relatively high FDRs (more than 20%) for the ILF(L) and UNC(L,R) are due to their complex shapes and high shape variability across the example subjects. For the majority of subjects, high sensitivities (more than 90%) and low FDRs (less than 16%) were observed. The sensitivity of the direct group labeling was higher than that of tract grouping results, while the precision (=1-FDR) was lower: Specifically, the average sensitivity of tract group labeling results was 90.2% (LH: 89.5%, RH: 91.0%), while the average sensitivity of direct tract labeling results was 91.9% (LH: 91.7%, RH: 92.1%). Also, the average FDR of tract group labeling results was 14.6% (LH: 14.9%, RH: 14.2%), while the average FDR of direct tract labeling results was 17.1% (LH: 17.7%, RH: 16.4%). The group-based method showed smaller sensitivity and FDR because every tracts in a group are simultaneously labeled or considered as outlier. If some tracts in a group have different shapes from the ground-truth, then every tract in the group will have more chance to be labeled as outlier even if other tracts are similar to the ground-truth. We think that these situations could happen more if a tight distance threshold is used. Additionally, the FDR of the group-based result could be lower because the outliers are already removed in the tract grouping stage.

![Sensitivity and FDR histograms for tract group labeling, direct tract labeling, and Guevara's method.\
Top left: sensitivities of the three methods for each anatomic bundle, Top right: sensitivities of the three methods for each example subject. Bottom left: FDRs of the three methods for each anatomic bundle, Bottom right: FDRs of the three methods for each example subject.](pone.0133337.g008){#pone.0133337.g008}

To validate our approach, we further measured FA and MD values for the seven anatomic bundles of twelve subjects, and compared those values between manually and automatically labeled bundles. Specifically, we computed a ratio of the FA(MD) difference to the FA(MD) of manually labeled bundles. [Table 2](#pone.0133337.t002){ref-type="table"} shows the results: The ratio were all less than 4.1%. The bundle with the highest difference in the ratio was UNC, and we speculate that the reason is its relatively high FDR and small number of tracts within it.

10.1371/journal.pone.0133337.t002

###### Comparison of diffusion properties (FA,MD) between manually and automatically labeled bundles.

![](pone.0133337.t002){#pone.0133337.t002g}

            ATR    CST    CG     IFO    ILF    SLF    UNC
  --------- ------ ------ ------ ------ ------ ------ ------
  FA (LH)   2.1%   1.2%   1.7%   0.6%   1.4%   0.6%   2.3%
  FA (RH)   1.9%   1.0%   1.2%   0.4%   0.9%   2.1%   4.1%
  MD (LH)   0.2%   0.6%   0.7%   0.4%   0.4%   0.3%   1.4%
  MD (RH)   0.3%   0.6%   0.7%   0.3%   0.3%   0.7%   1.7%

Comparison is done by computing the ratio of the FA(MD) difference to the FA(MD) of manually labeled bundles. The ratio is averaged over the values of twelve subjects.

Comparison with a ROI-based method {#sec022}
----------------------------------

We compared our approach with a ROI-based labeling method \[[@pone.0133337.ref021]\]. In the latter method, a set of ROIs for a test subject were automatically obtained by non-linearly warping an atlas with 130 ROIs to the test subject data using the LDDMM \[[@pone.0133337.ref058]\]. Based on these ROIs and anatomic knowledge on ROIs through which each bundle passes, 30 prominent and well-known bundles were extracted.

For comparison, we focused on six anatomic bundles that were commonly handled in the ROI-based method and our approach. Specifically, we obtained six anatomic bundles for each hemisphere of twelve example subjects by using their method and our approach, and compared expert-labeled bundles with bundles acquired using the ROI-based method and also with those obtained using our approach. To segment bundles of an example subject using our approach, the expert-labeled bundles for the other eleven example subjects were used as example data.

We computed the average and standard deviation of kappa values for each bundle from twelve example subjects. In [Table 3](#pone.0133337.t003){ref-type="table"}, the first row shows the kappa statistics computed between expert-labeled bundles and bundles obtained using our approach, while the second row exhibits those between expert-labeled bundles and bundles acquired using the method of Zhang et al. \[[@pone.0133337.ref021]\]. The average kappa values of bundles obtained using our approach were 0.87 and 0.88 for the left and right hemispheres, respectively, and those for bundles acquired using their method were 0.59 and 0.60, respectively. For every bundle, our approach showed better accuracy than the ROI-based automatic labeling method \[[@pone.0133337.ref021]\] in terms of kappa values. It is worth noting that our method is not biased to the expert example data because we used the nested cross-validation for parameter tuning.

10.1371/journal.pone.0133337.t003

###### Comparison of kappa statistics with a ROI-based method \[[@pone.0133337.ref021]\].

![](pone.0133337.t003){#pone.0133337.t003g}

                                                    CST         CG          IFO         ILF         SLF         UNC
  ----------------------------------------- ------- ----------- ----------- ----------- ----------- ----------- -----------
  Ours                                      Left    0.89±0.07   0.79±0.10   0.90±0.07   0.85±0.05   0.89±0.03   0.89±0.06
                                            Right   0.91±0.05   0.81±0.06   0.93±0.06   0.89±0.04   0.86±0.05   0.89±0.13
  Zhang et al. \[[@pone.0133337.ref021]\]   Left    0.29±0.14   0.73±0.08   0.74±0.12   0.57±0.08   0.71±0.08   0.52±0.18
                                            Right   0.36±0.12   0.69±0.07   0.73±0.10   0.53±0.05   0.68±0.07   0.63±0.17

The average and standard deviation of kappa values are computed for each bundle from twelve example subjects. The first row shows the kappa statistics between expert-labeled bundles and bundles obtained using our approach, and the second row presents those between expert-labeled bundles and bundles acquired using method of Zhang et al. \[[@pone.0133337.ref021]\].

In [Fig 9](#pone.0133337.g009){ref-type="fig"}, the left column presents the expert-labeled bundles of an example subject, the middle column exhibits bundles obtained using our approach, and the right column shows bundles acquired using method of Zhang et al. \[[@pone.0133337.ref021]\]. By comparing the bundle shapes in the left and right columns, we can verify that the labeling results by our approach are more similar to the expert-provided results than the labeling results from the ROI-based method. For CG and UNC, the labeling results of the latter method show tracts which are quite different in their shape from those of the expert-provided results. This shape difference may result from the registration error for obtaining ROIs. WM tracts are directly modeled in our approach based on their shapes and trajectories without using ROIs, which yields more similar results to the expert-labeled tracts for all bundles.

![Comparison with a ROI-based method \[[@pone.0133337.ref021]\].\
The left column represents expert-labeled bundles, the middle column depicts bundles obtained using our approach, and the right column shows bundles acquired using the ROI-based method. Our approach obtained more accurate labeling results than Zhang et al.'s method \[[@pone.0133337.ref021]\] by modeling the shape of tracts mathematically.](pone.0133337.g009){#pone.0133337.g009}

Comparison with a Guevara et al.'s method {#sec023}
-----------------------------------------

We compared our approach with a Guevara et al.'s method \[[@pone.0133337.ref033]\]. For comparison, we measured sensitivity and FDR for seven bundles of twelve subjects. We used the same input data, but different example data set.

In [Fig 10](#pone.0133337.g010){ref-type="fig"}, the left column presents the expert-labeled bundles of an example subject, the middle column exhibits bundles obtained using our approach, and the right column shows bundles acquired using the method of Guevara et al. \[[@pone.0133337.ref033]\]. By comparing the bundle shapes in the left and right columns, we can verify that the labeling results by our approach are more similar to the expert-provided results than the labeling results from the Guevara et al.'s method. For CG and SLF, the labeling results of the latter method contain a few outlier tracts. These outliers may result from accidental matching of outliers with example data. Our method can reduce this type of labeling error by using the voting scheme.

![Comparison with a Guevara et al.'s method \[[@pone.0133337.ref033]\].\
The left column represents expert-labeled bundles, the middle column depicts bundles obtained using our approach, and the right column shows bundles acquired using the Guevara et al.'s method. Our approach obtained more accurate labeling results than Guevara et al.'s method \[[@pone.0133337.ref033]\].](pone.0133337.g010){#pone.0133337.g010}

[Fig 8](#pone.0133337.g008){ref-type="fig"} shows the sensitivity of the Guevara et al.'s method and its FDR. The left column shows the sensitivity and FDR for each anatomic bundle, and the right column exhibits the same measures for each example subject. The average sensitivity was 47.7% (LH: 50.1%, RH: 45.3%), and the FDR was 11.9% (LH: 11.3%, RH: 12.4%). We speculate that the low sensitivity values compared to our methods are due to the fact that the atlas used in the Guevara et al.'s method contains only long tracts, while our atlas includes short tracts as well as long ones.

Advantage of the proposed multi-atlas approach {#sec024}
----------------------------------------------

To demonstrate the benefit of our multi-atlas approach, we measured the performance by adding an example subject incrementally. Specifically, we performed our method to label tracts in one randomly chosen subject while increasing the number of example subjects from one to eleven. The labeling performance was measured as the average of sensitivity and precision for every bundle. The SKLD threshold value was set to 50,000, and the threshold value for the maximum number of votes was set to majority of the number of example subjects. [Fig 11](#pone.0133337.g011){ref-type="fig"} shows the results: The performance was improved by 6.4% (LH: 4.1%, RH: 8.6%) when the number of example subjects was increased from one to eleven.

![Labeling quality improvement.\
Change of labeling quality as the number of example subjects increases from one to eleven.](pone.0133337.g011){#pone.0133337.g011}

Conclusions {#sec025}
===========

In this paper, we presented an example-based multi-atlas approach for labeling the WM tracts of a test subject. To construct the example data, experts manually labeled tracts of twelve example subjects based on their neuroanatomic knowledge. Multiple atlases were adopted to model the example data from these subjects, allowing the addition and deletion of subject example data in a flexible way. A voting scheme was proposed to facilitate the multi-atlas representation of example data, which was also effective for removing outliers. Our approach was simple and easy to implement by adopting the same metrics in both example data construction and tract labeling. For labeling efficiency, the tracts of a test subject were classified into groups according to their shape similarity, and the tracts within each group were labeled simultaneously by exploiting the expert-labeled example data. The resulting labels of input tracts reflected well the neuroanatomical convention conveyed by the example data. We further accelerated our approach by implementing it on the GPU. Through nested cross-validation, we demonstrated high performance in terms of the sensitivity and FDR.

Our approach showed high sensitivity and low FDR values for most of the bundles, but some bundles showed relatively low sensitivity and high FDR values because of their high shape variability, which were UNC and ILF. [Fig 12](#pone.0133337.g012){ref-type="fig"} shows one example of automatically labeled bundles with low performance. In order to increase the performance, we are planning to incorporate the connectivity information together with the currently used bundle shape information when labeling the tracts.

![Limitation of the proposed approach.\
Automatically labeled UNC bundle in (a) shows low sensitivity (79.4%) and high FDR (51.2%) values due to its high shape variability. The bundle in (b) demonstrates the manually labeled UNC bundle.](pone.0133337.g012){#pone.0133337.g012}

Although we used seven anatomic bundles listed in [Table 1](#pone.0133337.t001){ref-type="table"}, different types of bundles were used in general for diagnosis of different brain diseases. We are planning to investigate the difference in diffusion properties such as FA and MD between normal groups and patient groups for neurological diseases such as multiple sclerosis or Alzheimer's disease, by dealing with bundles such as corpus callosum and fornix on top of the seven bundles.

Although we classified input tracts into seven bundles which have been commonly used in previous work (see [Table 1](#pone.0133337.t001){ref-type="table"} for the list of the major bundles), we could also add other bundles such as external capsule (EC), short association bundles, commissural bundles, and U-shaped bundles. However, unlike the seven major bundles, these bundles are not consistent over all example subjects due to individual variability. Short association bundles have not been even completely anatomically identified yet. Our approach can handle non-identified bundles by assigning arbitrary labels to them, but their anatomical identification should be discussed through histological analysis in both human and nonhuman primates.

Supporting Information {#sec026}
======================

###### GPU Implementation.

(PDF)

###### 

Click here for additional data file.

###### The first stage of our parallel algorithm.

In the first stage, the grid consists of *N* × *M* blocks, and each block contains *k* threads. A block (*i*, *j*) is used for computing the SKLD between an input tract group *g* ~*i*~ and an example tract group *b* ~*j*~. The resulting SKLDs are stored in an *N* × *M* array in the GPU memory.

(TIF)

###### 

Click here for additional data file.

###### The second stage of our parallel algorithm.

In the second stage, the grid consists of *N* blocks, and each block contains *T* threads. The threads in a block are used to label an input group *g* ~*i*~ based on voting scheme. The resulting labels are stored in the GPU memory space of size *N*.

(TIF)

###### 

Click here for additional data file.
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