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Using a Melnikov-type technique, we study codimension-two bifurcations called
the Bogdanov–Takens bifurcations for subharmonics in periodic perturbations of
planar Hamiltonian systems. We give a criterion for the occurrence of the Bogdanov–
Takens bifurcations and present approximate expressions for saddle-node, Hopf and
homoclinic bifurcation sets near the Bogdanov–Takens bifurcation points. We
illustrate the theoretical result with an example. # 2002 Elsevier Science (USA)
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Greenspan and Holmes [6] developed a perturbation technique for
analyzing subharmonics in time-periodic perturbations of single-degree-of-
freedom Hamiltonian systems. This technique, the original idea of which is
found in Melnikov [9], is now called the subharmonic Melnikov method,
and enables us to easily detect the existence of subharmonics and occurrence
of their saddle-node bifurcations. See Guckenheimer and Holmes [7] and
Wiggins [15] for introductory expositions on this theory. In these early
researches, the averaging method [14] is separately applied up to second-
order for determining the stability of the subharmonics, and a computable
condition of the Hopf bifurcations seemed to be beyond the ability of the
technique. Similar approaches were also used to study nonlinear oscillators
by Morozov [10, 11] and Morozov and Shilnikov [12].
Recently, Yagasaki [16] improved the subharmonic Melnikov theory.
Simple formulas for detecting the Hopf bifurcations and determining the
stability of subharmonics and invariant circles born at the saddle-node and
Hopf bifurcations, respectively, were obtained without appealing to the
averaging method. In addition, a degenerate resonance case which was not
appropriately treated in the previous references [12, 15], and the weak1
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KAZUYUKI YAGASAKI2nonlinearity case, in which the unperturbed system is linear, were discussed
there. The key idea used there and in the present paper as in [15] is just to
study variations of trajectories on the Poincare´ sections with respect to
initial conditions and parameters, and goes back, at least, to Lagrange.
Furthermore, using a similar technique, Yagasaki [19] discussed separatrix
splittings with exponential small upper bounds for these subharmonics.
In this paper, we extend the result of [16] to analyze codimension-two
bifurcations called the Bogdanov–Takens bifurcations [2, 8] for such
subharmonics. As in the previous work [6, 7, 15, 16], we consider systems
of the form
’x ¼ JDxHðxÞ þ egðx;ot; mÞ; x 2 R
2; ð1Þ
where e is a small constant such that 05e51; H :R2 ! R and g :R2 
R R! R2 are analytic, gðx; y; mÞ is 2p-periodic in y; m ¼ ðm1;m2Þ 2 R
2
represents parameters, J is the 2 2 symplectic matrix,
J ¼
0 1
1 0
 !
:
When e ¼ 0; Eq. (1) becomes a planar Hamiltonian system
’x ¼ JDxHðxÞ ð2Þ
with a Hamiltonian function HðxÞ: We make the following assumptions on
the unperturbed system (2):
(A1) Eq. (2) has a one-parameter family of periodic orbits qaðtÞ; a 2
ða1; a2Þ; with period Ta > 0 (see Fig. 1).
(A2) qaðtÞ is analytic with respect to a 2 ða1; a2Þ: Note that qaðtÞ is
automatically analytic with respect to t since the vector ﬁeld of (2) is
analytic.
We give a criterion for the occurrence of the Bogdanov–Takens
bifurcations of subharmonics in (1). Moreover, we present approximate
expressions for saddle-node, Hopf and homoclinic bifurcation sets near the
Bogdanov–Takens bifurcation points. A recent result of Broer et al. [2] on
the Bogdanov–Takens bifurcations of diffeomorphisms is used to obtain the
homoclinic bifurcation result. We emphasize that our result is not a direct
application of the standard results [6, 7, 15] about Melnikov’s method to the
codimension-two bifurcation. An argument about action-angle variables, an
explicit approximation of the Poincare´ map and a remarkable formula
about the determinant of its derivative are indispensable (see Section 2). We
qα(t)
FIG. 1. The unperturbed phase space.
MELNIKOV’S METHOD AND CODIMENSION-TWO BIFURCATIONS 3also note that ﬁnite-order continuous differentiability of (1) is sufﬁcient for
our results except the homoclinic bifurcations.
Now we state our main result in a precise way. Let ðI ;fÞ be action-angle
coordinates in (2) and let OðIaÞ ¼ 2p=Ta be the angular frequency of qaðtÞ;
where Ia represents the value of I for qaðtÞ (see Section 2 for more details).
Let m and n be relatively prime integers and denote by Im=n the value of
action I such that the resonance relation
mOðIÞ ¼ no or nTa ¼ mT ð3Þ
holds, where T ¼ 2p=o: We assume that the resonance is nondegenerate,
i.e.,
dO
dI
ðIm=nÞ=0: ð4Þ
We deﬁne the subharmonic Melnikov functions as
Mm=nðy; mÞ ¼
Z mT
0
DxHðqa
m=n
ðtÞÞ 	 gðqa
m=n
ðtÞ;ot þ y; mÞ dt;
ð5Þ
Lm=nðy; mÞ ¼
Z mT
0
tr Dxgðqa
m=n
ðtÞ;ot þ y; mÞ dt:
Here am=n denotes the value of a for Im=n: The function Lm=n does not appear
in the standard subharmonic Melnikov theory [6, 7, 15]. Let
%n1ðDmÞ ¼ fðnoOIL
m=n
y Þ
2½2ðDmMm=nDmÞ þ ðD2mM
m=nDm 	 DmÞ
 2noOIL
m=n
y ðA
m=nDmÞðDmM
m=n
y DmÞ
þ Mm=nyy ðA
m=nDmÞ2gðLm=ny Þ
2M
m=n
yy jðI ;y;mÞ¼ðIm=n;y0;m0Þ; ð6Þ
KAZUYUKI YAGASAKI4%n2ðDmÞ ¼ ½2noOIL
m=n
y ðDmM
m=n
y DmÞ
þ 2Mm=nyy ðA
m=nDmÞLm=ny jðI ;y;mÞ¼ðIm=n;y0;m0Þ;
where we represent partial derivatives by using subscripts and
Am=nðy; mÞ ¼ noOIðIm=nÞDmLm=nðy; mÞ þ mOIIðIm=nÞDmMm=nðy; mÞ:
Our main result is the following.
Theorem 1.1. Suppose that there exists a point ðy;mÞ ¼ ðy0; m0Þ such that
(a) Mm=nðy0;m0Þ ¼ 0;
(b) M
m=n
y ðy0; m0Þ ¼ 0;
(c) Lm=nðy0; m0Þ ¼ 0;
(d) M
m=n
yy ðy0; m0Þ=0;
(e) L
m=n
y ðy0; m0Þ=0;
(f) Ym=nðy0; m0Þ=0; where
Ym=nðy0; m0Þ ¼M
m=n
yy ðM
m=n
m1
Lm=nm2  M
m=n
m2
Lm=nm1 Þ
 Lm=ny ðM
m=n
m1
M
m=n
ym2
 Mm=nm2 M
m=n
ym1
Þjðy;mÞ¼ðy0;m0Þ: ð7Þ
Then for e > 0 sufficiently small, there exists a bifurcation point of codimension
two, m ¼ mnðeÞ ¼ m0 þ OðeÞ; such that the following results hold with Dm ¼
m mnðeÞ (see also Fig. 3 below).
(i) A saddle-node bifurcation of mth order subharmonic orbits occurs on
the curve
%n1ðDmÞ ¼ 14 %n
2
2ðDmÞ þ Oðeþ jDmj
3Þ ð8Þ
in the m-space.
(ii) The Hopf bifurcation for one of the subharmonics born at the saddle-
node bifurcation of (i) occurs on the curve
%n1ðDmÞ ¼ Oðeþ jDmj3Þ; %n2ðDmÞ þ Oðeþ jDmj2Þ50 ð9Þ
in the m-space. The invariant torus created at the Hopf bifurcation is stable
(resp. unstable) if
OIM
m=n
yy L
m=n
y jðI ;y;mÞ¼ðIm=n;y0;m0Þ > 0 ðresp: 50Þ: ð10Þ
MELNIKOV’S METHOD AND CODIMENSION-TWO BIFURCATIONS 5(iii) A homoclinic bifurcation at which the stable and unstable
manifolds of the other subharmonics born at the saddle-node bi-
furcation of (i) have tangencies occurs on two curves having the asymptotic
form
%n1ðDmÞ ¼  625 %n
2
2ðDmÞ þ Oðeþ jDmj
3Þ;
ð11Þ
%n2ðDmÞ þ Oðeþ jDmj2Þ50
in the m-space. The distance between the two homoclinic bifurcation curves is
exponentially small with respect to
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ejDmj
p
; i.e., it is Oðexpðc=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ejDmj
p
ÞÞ with
c some positive constant, and the invariant manifolds intersect inside the
parameter region between the curves and do not intersect outside it.
Remark 1.1. (i) Conditions (a)–(f) in Theorem 1.1 correspond to those
of the Bogdanov–Takens bifurcation for the mth iterate of the associated
Poincare´ map (see Eq. (16)).
(ii) Full sets for the saddle-node and Hopf bifurcations in (i) and (ii) of
Theorem 1.1 can be obtained by using Theorems 4.1 and 4.2 of [16], and for
the homoclinic bifurcations in (iii) by using Theorem 1.1 of [19].
(iii) In (iii) of Theorem 1.1 the two homoclinic bifurcation curves may
coincide. See Remark 3.1 (i) below. If they do not, the distance between the
stable and unstable manifolds in the parameter region between them is also
exponentially small with respect to
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ejDmj
p
: exponentially small splittings of
the separatrix exist.
The outline of this paper is as follows. In Sections 2 and 3 we give some
auxiliary results on Melnikov’s method and on the Bogdanov–Takens
bifurcations for general analytic diffeomorphisms. We present a proof of
Theorem 1.1 in Section 4. We illustrate our theoretical result with an
example in Section 5.
2. PRELIMINARIES ON MELNIKOV’S METHOD
In this section, we consider (1) and collect some necessary results from the
previous work on the subharmonic Melnikov theory of Yagasaki [16]. See
[16] for the details and proofs of these results.
Since Eq. (2) is a single-degree-of-freedom Hamiltonian system, there
exist action-angle coordinates ðI ;fÞ such that the Hamiltonian function H is
independent of f (see, e.g., [1, 5] for general information on action-angle
coordinates). For each periodic orbit qaðtÞ ¼ ðqa1ðtÞ; q
a
2ðtÞÞ; the action variable
KAZUYUKI YAGASAKI6Ia is deﬁned by
Ia ¼
1
2p
Z
qa
x2 dx1 ¼
1
2p
Z Ta
0
qa2ðtÞ ’q
a
1ðtÞ dt: ð12Þ
The action variable I can thus be determined only by a: We assume that
da=dI > 0 without loss of generality, and apply the implicit function
theorem to (12) to represent a as a function of I : a ¼ aðIÞ: We can show that
the symplectic transformation from ðI ;fÞ to x is given by
x ¼ qaðIÞ
f
OðIÞ
 
ð13Þ
(see [16, Sect. 2] for the proof). Under transformation (13), Eq. (1) becomes
’I ¼ eF ðI ;f;ot;mÞ; ’f ¼ OðIÞ þ eGðI ;f;ot; mÞ; ð14Þ
where
F ðI ;f; y; mÞ ¼  J
@
@f
qaðIÞ
f
OðIÞ
 
	 g qaðIÞ
f
OðIÞ
 
; y; m
 
;
GðI ;f; y; mÞ ¼ J
@
@I
qaðIÞ
f
OðIÞ
 
	 g qaðIÞ
f
OðIÞ
; m
 
; y; m
 
:
Let y ¼ ot mod 2p so that y 2 S1; where S1 ¼ R=2p the circle of length 2p:
We rewrite (14) as an autonomous system
’I ¼ eF ðI ;f; y; mÞ; ’f ¼ OðIÞ þ eGðI ;f; y; mÞ; ’y ¼ o: ð15Þ
We make a global cross section
S ¼ fðI ;f; yÞ 2 R S1  S1jy ¼ 0g;
and deﬁne the Poincare´ map Pe;m : S! S as
Pe;m : ðIð0Þ;fð0ÞÞ/ðIðTÞ;fðTÞÞ; ð16Þ
where ðI ;f; yÞ ¼ ðIðtÞ;fðtÞ;otÞ is a solution of (15). Note that Pe;m is an
analytic diffeomorphism since the vector ﬁeld of (15) is analytic. Moreover,
Pe;m analytically depends on m and e since Eq. (15) is so. We can show that
the mth iterate of the Poincare´ map, Pme;m : ðIð0Þ;fð0ÞÞ/ðIðmTÞ;fðmTÞÞ;
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Pme;m : ðI ;fÞ/ðI ;fþ mTOðIÞÞ
þ eðQmðI ;f;o;mÞ; RmðI ;f;o;mÞÞ þ Oðe2Þ; ð17Þ
where
QmðI ;f;o; mÞ ¼
Z mT
0
F ðI ;OðIÞt þ f;ot; mÞ dt;
RmðI ;f;o; mÞ ¼
dO
dI
ðIÞ
Z mT
0
Z t
0
F ðI ;OðIÞv þ f;ov; mÞ dv dt
þ
Z mT
0
GðI ;OðIÞt þ f;ot; mÞ dt: ð18Þ
The determinant of the derivative of Pme;m is written as
det DðI ;fÞP
m
e;mðI ;fÞ ¼ 1þ eD
mðI ;f;o;mÞ þ Oðe2Þ; ð19Þ
where
DmðI ;f;o;mÞ ¼  mTOIðIÞQmf ðI ;f;o;mÞ
þ QmI ðI ;f;o; mÞ þ R
m
f ðI ;f;o;mÞ:
We assume that a nondegenerate resonance occurs at I ¼ Im=n; i.e.,
Eqs. (3) and (4) hold. We have the following results.
Lemma 2.1. The first-order term Qm in (17) is expressed by Mm=n on
I ¼ Im=n as follows:
QmðIm=n;f;o;mÞ ¼
m
no
Mm=n 
m
n
f; m
 	
:
Lemma 2.2. The OðeÞ term of det DðI ;fÞPme;mðI ;fÞ in (19) is given by
DmðI ;f;o;mÞ ¼
Z mT
0
tr Dxg q
aðIÞ t þ
f
OðIÞ
 
;ot; m
 
dt:
KAZUYUKI YAGASAKI8In particular,
DmðIm=n;f;o;mÞ ¼ Lm=n 
mf
n
; m
 
:
See [16, Sects. 2 and 3] for the proofs. These were the key to the results
of [16] and will play an important role in the proof of Theorem 1.1.
We also remark that in the previous subharmonic Melnikov theory
of [6, 7, 15] only the former was used although it was stated in a different
form.
3. THE BOGDANOV–TAKENS BIFURCATIONS FOR
DIFFEOMORPHISMS
We turn to another set of preliminary results. For correct estimations of
the bifurcation sets near the Bogdanov–Takens bifurcation points, all the
terms up to second order of coordinates and parameters have to be kept in
the computation. We note that such a computation is not found in any
previous references (e.g. [7, 8, 15]) even for autonomous differential
equations.
Consider an analytic family of planar diffeomorphisms fm :R
2 ! R2; m 2
R2: We assume that fm has a ﬁxed point x ¼ 0 at m ¼ 0 such that the
Jacobian matrix Dxf0ð0Þ has a double unit eigenvalue but is not the identity.
In appropriate coordinates fm has the form
fmðxÞ ¼
1 1
0 1
 !
x þ
aðx;mÞ
bðx;mÞ
 !
þ Oðjxj3Þ; ð20Þ
where
aðx; mÞ ¼ a00ðmÞ þ a10ðmÞx1 þ a01ðmÞx2
þ 1
2
a20ðmÞx21 þ a11ðmÞx1x2 þ
1
2
a02ðmÞx22;
ð21Þ
bðx;mÞ ¼ b00ðmÞ þ b10ðmÞx1 þ b01ðmÞx2
þ 1
2
b20ðmÞx21 þ b11ðmÞx1x2 þ
1
2
b02ðmÞx22
with a00ð0Þ ¼ a10ð0Þ ¼ a01ð0Þ ¼ b00ð0Þ ¼ b10ð0Þ ¼ b01ð0Þ ¼ 0: Using the
Picard iteration (e.g., [8, Sect. 9.5.1]), we obtain the following result.
MELNIKOV’S METHOD AND CODIMENSION-TWO BIFURCATIONS 9Lemma 3.1. For jmj sufficiently small diffeomorphism (20) can be
represented as
x/j1mðxÞ þ Oðjxj
3Þ; ð22Þ
where jtmðyÞ is the flow of a planar system
’x ¼
0 1
0 0
 !
x þ
Aðx;mÞ
Bðx; mÞ
 !
: ð23Þ
Here
Aðx; mÞ ¼A00ðmÞ þ A10ðmÞx1 þ A01ðmÞx2
þ 1
2
A20ðmÞx21 þ A11ðmÞx1x2 þ
1
2
A02ðmÞx22; ð24Þ
Bðx;mÞ ¼B00ðmÞ þ B10ðmÞx1 þ B01ðmÞx2
þ 1
2
B20ðmÞx21 þ B11ðmÞx1x2 þ
1
2
B02ðmÞx22;
the coefficients in which are expressed by those in (21) and given in the
appendix. In particular, A00ð0Þ ¼ A10ð0Þ ¼ A01ð0Þ ¼ B00ð0Þ ¼ B10ð0Þ ¼
B01ð0Þ ¼ 0:
Moreover, Eq. (23) can be reduced to a simple system, i.e., the normal
form of the Bogdanov–Takens bifurcation, as follows.
Lemma 3.2. Suppose that
B20ð0Þ=0; *b0 ¼ A20ð0Þ þ B11ð0Þ=0: ð25Þ
Then under analytic changes of coordinates and scaling of time Eq. (23)
becomes
’Z1 ¼ Z2; ’Z2 ¼ *n1ðmÞ þ *n2ðmÞZ1 þ Z
2
1 þ sZ1Z2 ð26Þ
up to OðjZj2 þ jmj2Þ; where s ¼ sign½B20ð0ÞðA20ð0Þ þ B11ð0ÞÞ ¼ 1 and
*n1ðmÞ ¼
8 *b40
B320ð0Þ
*b1ðmÞ 
8 *b30
B320ð0Þ
*b2ðmÞ *b3ðmÞ
þ
4 *b20
B220ð0Þ
*b22ðmÞ þ Oðjmj
3Þ; ð27Þ
*n2ðmÞ ¼
4 *b20
B220ð0Þ
*b4ðmÞ 
4 *b0
B20ð0Þ
*b2ðmÞ þ Oðjmj2Þ
KAZUYUKI YAGASAKI10with
*b1ðmÞ ¼B00ðmÞ þ A01ðmÞB00ðmÞ  A02ð0ÞA00ðmÞB00ðmÞ
 A00ðmÞB01ðmÞ þ
1
2
B02ð0ÞA200ðmÞ;
*b2ðmÞ ¼A10ðmÞ þ B01ðmÞ  ðA11ð0Þ þ B02ð0ÞÞA00ðmÞ þ A02ð0ÞB00ðmÞ;
*b3ðmÞ ¼B10ðmÞ  B11ð0ÞA00ðmÞ þ A11ð0ÞB00ðmÞ;
*b4ðmÞ ¼B10ðmÞ  B11ð0ÞA00ðmÞ  ðA11ð0Þ þ B02ð0ÞÞB00ðmÞ:
This result can also be proved by using arguments given in [8, Sect. 8.4]
and keeping all terms up to OðjZj2 þ jmj2Þ:
The dynamics of (26) is now well known: A saddle-node bifurcation
occurs at *n1 ¼ *n22=4; the Hopf bifurcation occurs at *n1 ¼ 0; *n250; and a
homoclinic bifurcation (saddle connection) occurs near *n1 ¼ 6*n22=25:
Figure 2 shows the bifurcation sets and phase portraits of (26) for s ¼ 1:
Moreover, the higher-order terms eliminated in (26) do not affect the
qualitative behavior of the untruncated system. See, e.g., [8, Sect. 8.4]. Thus,
we can describe the behavior of the approximate map j1m in Lemma 3.1.
We return to the diffeomorphism fm: Let nðmÞ ¼ ðn1ðmÞ; n2ðmÞÞ; where
n1ðmÞ ¼
8b40
b320ð0Þ
b1ðmÞ 
8b30
b320ð0Þ
b2ðmÞb3ðmÞ þ
4b20
b220ð0Þ
b22ðmÞ;
ð28Þ
n2ðmÞ ¼
4b20
b220ð0Þ
b4ðmÞ 
4b0
b20ð0Þ
b2ðmÞ
with b0 ¼ a20ð0Þ þ b11ð0Þ  b20ð0Þ: Here bjðmÞ; j ¼ 1; 2; 3; 4; are also ex-
pressed by the coefﬁcients in (21) and given in the appendix.
Proposition 3.1. Suppose that
b20ð0Þ=0; a20ð0Þ þ b11ð0Þ  b20ð0Þ=0 ð29Þ
and
detDmnð0Þ=0: ð30Þ
ν1
sn
sn
+
−
H
sc
1
23
4
(a)
ν2
~
~
1 2
3 sc 4(b)
FIG. 2. The Bogdanov–Takens bifurcation for vector ﬁelds. (a) Bifurcation sets; (b) phase
planes. Here sn; H and sc represent saddle-node, Hopf and homoclinic bifurcations,
respectively.
MELNIKOV’S METHOD AND CODIMENSION-TWO BIFURCATIONS 11Then there exists a bifurcation point of codimension two at m ¼ 0 such that for
jmj sufficiently small the following results hold:
(i) A saddle-node bifurcation occurs on the curve
n1ðmÞ ¼ 14 n
2
2ðmÞ þ Oðjmj
3Þ
in the m-space.
(ii) The Hopf bifurcation for one of the fixed points born at the saddle-
node bifurcation of (i) occurs on the curve
n1ðmÞ ¼ Oðjmj3Þ; n2ðmÞ þ Oðjmj2Þ50
KAZUYUKI YAGASAKI12in the m-space. The invariant circle created at the Hopf bifurcation is stable
(resp. unstable) if
b20ð0Þða20ð0Þ þ b11ð0Þ  b20ð0ÞÞ50 ðresp: > 0Þ: ð31Þ
(iii) A homoclinic bifurcation at which the stable and unstable manifolds
of the saddle point born at the saddle-node bifurcation of (i) have tangencies
occurs on two curves having the asymptotic form
n1ðmÞ ¼ 
6
25
n22ðmÞ þ Oðjmj
3Þ; n2ðmÞ þ Oðjmj2Þ50
in the m-space. The distance between the two homoclinic bifurcation curves is
exponentially small with respect to
ﬃﬃﬃﬃﬃ
jmj
p
and the invariant manifolds intersect
inside the parameter region between the curves and do not intersect outside it.
See Fig. 3 for the bifurcation sets and phase planes of fm near ðx; nðmÞÞ ¼ ð0; 0Þ:ν1
ν2
sn
sn
+
−
H
1
23
4
(a)
h2
h1
5
5h1 h2
1
(b)
2 3
4
FIG. 3. The Bogdanov–Takens bifurcation for diffeomorphisms. (a) Bifurcation sets; (b)
phase planes. Here sn; H and hj ; j ¼ 1; 2; represent saddle-node, Hopf and homoclinic
bifurcations, respectively.
MELNIKOV’S METHOD AND CODIMENSION-TWO BIFURCATIONS 13Proof. The ﬁrst and second statements follow from Lemmas 3.1 and 3.2
directly. The third statement is also proved with the assistance of the result
of Broer et al. [2]. ]
Remark 3.1. (i) Obviously, we cannot exclude the possibility that the
two homoclinic bifurcation curves in (iii) of Proposition 3.1 coincide
although it is highly nongeneric behavior.
(ii) In the vector ﬁeld case, the periodic orbit born at the Hopf bifurcation
disappears at the homoclinic bifurcation. For the diffeomorphism case,
Broer et al. [2] also discussed the fate of the invariant circle born at the
Hopf bifurcation and showed that the situation is more subtle. See [2] for
details.
4. PROOF OF THEOREM 1.1
Proof (Theorem 1.1). Let fm=n ¼ ny0=m: Using Lemma 2.1, we have
Qm=nðIm=n;fm=n;o;m0Þ ¼ Q
m=n
f ðI
m=n;fm=n;o;m0Þ ¼ 0 ð32Þ
by conditions (a) and (b). In addition, using Lemma 2.2, we see that
Q
m=n
I ðI
m=n;fm=n;o; m0Þ þ R
m=n
f ðI
m=n;fm=n;o; m0Þ ¼ 0 ð33Þ
by condition (c).
Letting ðI ;fÞ ¼ ðIm=n þ DI ;fm=nÞ; we have
Pme;m0 ðI
m=n þ DI ;fm=nÞ  ðIm=n þ DI ;fm=nÞ
¼ ð0;mTOðIm=nÞ þ mTOIðIm=nÞDI þ OðDI2ÞÞ
þ eð0; Rm=nðIm=n;fm=n;o; mÞÞ þ OðeDIÞ þ Oðe2Þ;
where we used (32). We choose
DI ¼ e
Rm=nðIm=n;fm=n;o;mÞ
mTOIðIm=nÞ
 !
 ez0
so that
Pme;m0ðI
m=n þ DI ;fm=nÞ  ðIm=n þ DI ;fm=nÞ ¼ Oðe2Þ
KAZUYUKI YAGASAKI14since mTOðIm=nÞ ¼ 2pn: On the other hand,
DðI ;fÞP
m
e;m ¼
1þ eQmI eQ
m
f
mTOI þ eRmI 1þ eR
m
f
 !
þ Oðe2Þ;
so that
trðDðI ;fÞPme;m  IdÞ ¼ eðQ
m
I þ R
m
f Þ þ Oðe
2Þ;
detðDðI ;fÞPme;m  IdÞ ¼ emTOIQ
m
f þ Oðe
2Þ:
Hence, using (32) and (33) we see that
trðDðI ;fÞPme;m0 ðI
m=n þ DI ;fm=nÞ  IdÞ ¼Oðe2Þ;
detðDðI ;fÞPme;m0ðI
m=n þ DI ;fm=nÞ  IdÞ ¼Oðe2Þ:
Deﬁne a diffeomorphism F :R S1  R R! R S1  R R as
Fðz;f;mÞ ¼
1
e
ðPme;mðI
m=n þ ez;fÞ  ðI þ ez;fÞ;
detðDðI ;fÞPme;mðI
m=n þ ez;fÞ  IdÞ;
trðDðI ;fÞPme;mðI
m=n þ ez;fÞ  IdÞÞ:
Then
Fðz0;f
m=n; m0Þ ¼ OðeÞ:
Moreover, since
Dðz;f;mÞFðz;f;mÞ ¼
0 Qmf DmQ
m
mTOI Rmf DmR
m
0 QmIf þ R
m
ff DmðQ
m
I þ R
m
f Þ
0 mTOIQmff mTOIDmQ
m
f
0
BBBBB@
1
CCCCCAþ OðeÞ
and by Lemma 2.2 and (32)
det
Qmf DmQ
m
QmIf þ R
m
ff DmðQ
m
I þ R
m
f Þ
mTOIQmff mTOIDmQ
m
f
0
BB@
1
CCA ¼ m5TOIn4o2 Ym=nðy0;m0Þ
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Dðz;f;mÞFðz0;f
m=n;m0Þ ¼ Oð1Þ
by condition (f). Applying the implicit function theorem, we see that for
e > 0 sufﬁciently small, there exists a point
ðz;f;mÞ ¼ ðz0;f
m=n; m0Þ þ OðeÞ  ðzn;fn; mnÞ
at which Fðz;f; mÞ ¼ 0: Hence, at m ¼ mn; P
m
e;m has a ﬁxed point ðI ;fÞ ¼
ðIn;fnÞ at which the Jacobian matrix DðI ;fÞP
m
e;m has a double unit eigenvalue,
where In ¼ Im=n þ ezn:
We next show that the nondegenerate conditions (29) and (30) for the
Bogdanov–Takens bifurcations hold. First, we easily see that a matrix
BBT ¼
0 1
mTOIðInÞ þ eRmI ðIn;fn;o;mnÞ eQ
m
I ðIn;fn;o;mnÞ
 !
þ Oðe2Þ
satisﬁes
BBT DðI ;fÞP
m
e;mn
B1BT ¼
1 1
0 1
 !
at ðI ;fÞ ¼ ðIn;fnÞ: Here we used (32) and (33). Hence, under the
transformation x ¼ BBTðI  In;f fnÞ
T ; (17) becomes
Pme;mðxÞ ¼
1 1
0 1
 !
xþ BBT
eQ˜mðI ;f;o;mÞ
mT *OðIÞ þ eR˜mðI ;f;o;mÞ
 !
þ Oðe2Þ; ð34Þ
where
*OðIÞ ¼ OðIÞ  OðInÞ  OIðInÞðI  InÞ;
Q˜mðI ;f;o;mÞ
¼ QmðI ;f;o;mÞ  QmðIn;fn;o; mnÞ
 QmI ðIn;fn;o;mnÞðI  InÞ  Q
m
f ðIn;fn;o; mnÞðf fnÞ;
KAZUYUKI YAGASAKI16R˜mðI ;f;o;mÞ
¼ RmðI ;f;o;mÞ  RmðIn;fn;o;mnÞ
 RmI ðIn;fn;o;mnÞðI  InÞ  R
m
f ðIn;fn;o; mnÞðf fnÞ
and ðI ;fÞT ¼ B1BTðx; ZÞ
T þ ðIn;fnÞ
T :
Let Dm ¼ m mn: After some tedious computations, we obtain
a20ð0Þ ¼ eRffðIn;fn;o;mnÞ þ Oðe
2Þ;
b11ð0Þ ¼ eQIfðIn;fn;o;mnÞ þ Oðe
2Þ;
b20ð0Þ ¼ emTOIðInÞQffðIn;fn;o; mnÞ þ Oðe
2Þ
for (34). Noting that
 mTOIðIÞQmffðI
m=n;f;o;mÞ þ QmIfðI
m=n;f;o; mÞ
þ RmffðI
m=n;f;o;mÞ ¼ 
m
n
L
m=n
y 
mf
n
; m
 
ð35Þ
by Lemma 2.2 and using Lemma 2.1, we see that
b20ð0Þ ¼ e
m4T
n3o
OIðIm=nÞMyyðy0; m0Þ þ Oðe
2Þ=0;
a20ð0Þ þ b11ð0Þ  b20ð0Þ ¼  e
m
n
L
m=n
y ðy0; m0Þ þ Oðe
2Þ=0
by conditions (d) and (e). Condition (29) of Proposition 3.1 thus holds.
Moreover, using Lemma 2.1 and (35), we obtain
n1ðDmÞ ¼ e2
2n
m3T ðOIÞ
2ðMm=nyy Þ
2
 !2
%n1ðDmÞ

ðI ;y;mÞ¼ðIm=n;y0;m0Þ
þOðe3Þ;
n2ðDmÞ ¼ e
2n
m3TðOIÞ
2ðMm=nyy Þ
2
%n2ðDmÞ

ðI ;y;mÞ¼ðIm=n;y0;m0Þ
þOðe2Þ
MELNIKOV’S METHOD AND CODIMENSION-TWO BIFURCATIONS 17for (34) after some lengthy calculation, where %njðDmÞ; j ¼ 1; 2; are given by
(6). In particular, we have
DDmnð0Þ
¼
e2c3DmMm=n
e½c4DmMm=n þ c5ðM
m=n
yy DmL
m=n  Lm=ny DmM
m=n
y Þ
 !
ðy;mÞ¼ðy0;m0Þ
;
where cj ; j ¼ 3; 4; 5; are some constants and higher-order terms are
eliminated. So we see that condition (30) holds by condition (f). Applying
Proposition 3.1, we complete the proof. ]
Remark 4.1. We can also take the angular frequency o as a control
parameter. In that case, Eqs. (7) and (6) have to be modiﬁed.
5. AN EXAMPLE
As an illustrative example, we consider
’x1 ¼ x2; ’x2 ¼ x1  x31 þ e½ðdþ x1 cosotÞx2 þ g cosot; ð36Þ
for which saddle-node and Hopf bifurcations were analyzed by Yagasaki
[16]. A very similar system was considered by Morozov and Shilnikov [12].
When e ¼ 0; Eq. (36) becomes a Hamiltonian system and has a one-
parameter family of periodic orbits
qkðtÞ ¼
ﬃﬃﬃ
2
p
kﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 2k2
p cn tﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 2k2
p ; k
 !
;
 

ﬃﬃﬃ
2
p
k
1 2k2
sn
tﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 2k2
p ; k
 !
dn
tﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 2k2
p ; k
 !!
; ð37Þ
k 2 ð0; 1=
ﬃﬃﬃ
2
p
Þ; where sn; cn and dn are the Jacobi elliptic functions and k is
the elliptic modulus. See Byrd and Friedman [3] for general information on
elliptic functions. The angular frequency for qkðtÞ is given by
OðIkÞ ¼
p
2KðkÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 2k2
p
and its ﬁrst- and second-order derivatives are given by
OIðIkÞ ¼ 
p2ð1 2k2Þ
8k2k02K3ðkÞ
fk02½EðkÞ  KðkÞ  k2EðkÞg > 0;
KAZUYUKI YAGASAKI18OIIðIkÞ ¼
p3ð1 2k2Þ5=2
32k4k04K5ðkÞ
½3ð1 2k2Þ2E2ðkÞ
 2ð1 2k2Þð2 7k2 þ 4k4ÞEðkÞKðkÞ ð38Þ
þ k02ð1 8k2k02ÞK2ðkÞ;
where KðkÞ and EðkÞ are the complete elliptic integral of the ﬁrst and second
kind, respectively. Thus, the nondegenerate resonance condition (4) always
holds.
Computing (5), we have
Mm=nðyÞ ¼  J1ðk; nÞdþ J2ðk;m; nÞ cos yþ J3ðk;m; nÞg sin y;
ð39Þ
Lm=nðyÞ ¼ J4ðk; m; nÞ cos y
2pm
o
d;
where
J1ðk; nÞ ¼
8n½ð2k2  1ÞEðkÞ þ k02KðkÞ
3ð1 2k2Þ3=2
> 0;
Jiðk; m; nÞ ¼ 0; i ¼ 2; 3; 4; if m is even or n=1; and
J2ðk; m; 1Þ
¼
ﬃﬃﬃ
2
p
p½48K4ðkÞ  8p2m2ð1 2k2ÞK2ðkÞ  p4m4
96ð1 2k2Þ2K4ðkÞ
sech
pmKðk0Þ
2KðkÞ
 
;
J3ðk;m; 1Þ ¼
ﬃﬃﬃ
2
p
p2m
KðkÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 2k2
p sech pmKðk0Þ
2KðkÞ
 
> 0;
J4ðk;m; 1Þ ¼ 2
ﬃﬃﬃ
2
p
p sech
pmKðk0Þ
2KðkÞ
 
> 0
if m is odd. See [16, Sect. 6.3] for more details on these computations. Thus,
no resonant periodic orbits such that m is even or n=1 are excited by the
forcing terms. Henceforth we assume that m is odd and n ¼ 1; and denote
Mm ¼ Mm=1; Lm ¼ Lm=1; Ym ¼ Ym=1; J1ðkÞ ¼ J1ðk; 1Þ and Jiðk; mÞ ¼ Jiðk;
m; 1Þ; i ¼ 2; 3; 4:
MELNIKOV’S METHOD AND CODIMENSION-TWO BIFURCATIONS 19Now we choose m ¼ ðd; gÞ as the parameter vector and apply Theorem 1.1.
First, conditions (a)–(c) mean that
J1ðkmÞd0 þ J2ðkm;mÞ cos y0 þ J3ðkm;mÞg0 sin y0 ¼ 0;
J2ðkm; mÞ sin y0 þ J3ðkm;mÞg0 cos y0 ¼ 0;
J4ðkm;mÞ cos y0 
2pm
o
d0 ¼ 0: ð40Þ
Hence, we see that these conditions hold if and only if
ðy0; d0; g0Þ ¼
 
arctan
oJ1ðkmÞJ4ðkm;mÞ
2pmJ2ðkm;mÞ
 1
 
;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
oJ2ðkm;mÞJ4ðkm;mÞ
2pmJ1ðkmÞ
s
;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
J2ðkm; mÞ
p
J3ðkm; mÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
o
2pm
J1ðkmÞJ4ðkm;mÞ  J2ðkm; mÞ
r !
; ð41Þ
where km is the value of k such that mOðIkÞ ¼ o: Since p=25KðkÞ5p for
k 2 ð0; 1=
ﬃﬃﬃ
2
p
Þ;
J2ðk;mÞ50
for m53; which implies by (41) that the Bogdanov–Takens bifurcation
occurs only for m ¼ 1: So we set m ¼ 1:
Using (39) and (40), we obtain
M1yyðy0; d0; g0Þ ¼  J1ðk
1; 1Þd050;
ð42Þ
L1yðy0; d0; g0Þ ¼  J4ðk
1; 1Þ sin y050:
Note that
sin y0 ¼
J1ðk1ÞJ3ðk1; 1Þgd
J22 ðk
1; 1Þ þ J23 ðk
1; 1Þg2
> 0
by the ﬁrst and second equations of (40). Thus, conditions (d) and (e) hold.
In addition, we have
M1d ¼ J1ðk
1Þ; M1g ¼ J3ðk
1; 1Þ sin y0; L1d ¼ 
2p
o
;
M1yg ¼ J3ðk
1; 1Þ cos y0; L1g ¼ M
1
yd ¼ 0
KAZUYUKI YAGASAKI20for ðy; d; gÞ ¼ ðy0; d0; g0Þ and
cos y0 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2pJ2ðk1; 1Þ
oJ1ðk1ÞJ4ðk1; 1Þ
s
by (40). Using (42) and the above equations, we compute (7) to see that
Y1ðy0; d0; g0Þ ¼ 2J3 sin y0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2p
o
J1ðk1ÞJ2ðk1; 1ÞJ4ðk1; 1Þ
r
=0;
i.e., condition (f) holds. Hence, by Theorem 1.1, for e > 0 sufﬁciently small
the Bogdanov–Takens bifurcation of harmonic orbits occurs at ðd; gÞ ¼
ðd0; g0Þ:Moreover, since the left-hand side of (10) is positive by (38) and (42),
the invariant circle born at the Hopf bifurcation is stable.
Figure 4 shows the locus of the approximate Bogdanov–Takens
bifurcation point when o is varied. Figure 5 shows approximate saddle-
node, Hopf and homoclinic bifurcation sets, in the ðd; gÞ-space for o ¼ 1:5:
The local shape of the bifurcation curves given by (8), (9) and (11) near the
Bogdanov–Takens bifurcation point are plotted along with their global ones
given in [16, Sect. 6.3, 19, Sect. 5.2].
Figure 6 shows numerically computed bifurcation curves in (36) for e ¼
0:1 and o ¼ 1:5: To draw this ﬁgure, the computer software AUTO [4] with a
driver called HomMap [17, 18] was directly used for (36). To obtain the
homoclinic bifurcation curves, special homoclinic points were continued
with two parameters g and d since it was very difﬁcult to compute
homoclinic bifurcation curves directly. See [19] for details on the approach.
A good agreement between Figs. 5 and 6 is found.
Figure 7 shows numerically computed phase portraits for the Poincare´
map of (36) with e ¼ 0:1; o ¼ 1:5 and g ¼ 2: Here the software Dynamics0
2
4
6
8
1 1.5 2 2.5 3
γ
ω(a)
0
0.5
1
1.5
1 1.5 2 2.5 3
δ
ω(b)
FIG. 4. The approximate Bogdanov–Takens bifurcation points of (36) given by (41).
00.5
1
1.5
2
0.3 0.4 0.5 0.6 0.7 0.8
γ
δ
h
sn+
sn−
H
FIG. 5. Approximate bifurcation sets of (36) in the ðd; gÞ-space for o ¼ 2: The dot ‘*’
represents the Bogdanov–Takens bifurcation point, and the letters sn; H and h, respectively,
represent saddle-node, Hopf and homoclinic bifurcations. The local shapes of the bifurcation
curves given by (8), (9) and (11) are plotted as solid while their global ones given in [16, Sect. 6.3,
19, Sect. 5.2] are plotted as dotted. Note that at least two homoclinic bifurcations generally
occur near the curve h (see (iii) of Theorem 1.1).
0
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1.5
2
0.3 0.4 0.5 0.6 0.7 0.8
γ
δ
sn
sn
−
+
Hh
FIG. 6. Numerically computed bifurcation curves in (36) for m ¼ 1; e ¼ 0:1 and o ¼ 1:5:
The labels sn; H and h represent saddle-node, Hopf and homoclinic bifurcations, respectively.
The dot ‘*’ represents the Bogdanov–Takens bifurcation point. Two homoclinic bifurcations
were observed near the curve ‘‘h’’ in the numerical computations.
MELNIKOV’S METHOD AND CODIMENSION-TWO BIFURCATIONS 21[13] was used. Figures 7(a)–(d), correspond to 2–5 in Fig. 3: The behavior of
stable and unstable manifolds are the same as Theorem 1.1 predicts. In
particular, we observe a stable invariant circle in Fig. 7 (b) and extremely
small separatrix splittings in Fig. 7 (d).
FIG. 7. Numerically computed phase portraits for the Poincare´ map of (36) with e ¼
0:1; g ¼ 2 and o ¼ 1:5: (a) d ¼ 0:7; (b) d ¼ 0:6; (c) d ¼ 0:25; (d) d ¼ 0:409353: The parameter
values of (a)–(d) are, respectively, chosen between the curves labeled ‘H’ and ‘h’ in Fig. 6;
between the curves labeled ‘h’ and ‘snþ’; between the curves labeled ‘sn’ and ‘H’; and near the
curve labeled ‘h’. The ‘*’ represents a sink and the ‘8’ represents a source.
KAZUYUKI YAGASAKI22APPENDIX. COEFFICIENTS OF (24) AND (28)
We give expressions of the coefﬁcients AijðmÞ; BijðmÞ; i; j ¼ 0; 1; 2; and
bjðmÞ; j ¼ 1; 2; 3; 4; appearing in (24) and (28). Higher-order terms are
eliminated in these expressions.
In (24):
A00ðmÞ ¼ a00ðmÞ  ð12 a10ðmÞ 
1
3
b10ðmÞÞa00ðmÞ
 ð12 
1
3 a10ðmÞ þ
1
2 a01ðmÞ þ
1
4 b10ðmÞ 
1
3 b01ðmÞÞb00ðmÞ;
A10ðmÞ ¼ a10ðmÞ  12 b10ðmÞ;
MELNIKOV’S METHOD AND CODIMENSION-TWO BIFURCATIONS 23A01ðmÞ ¼ a01ðmÞ  12 a10ðmÞ þ
1
3
b10ðmÞ  12 b01ðmÞ;
B00ðmÞ ¼ b00ðmÞ  12 b10ðmÞa00ðmÞ þ ð
1
3 b10ðmÞ 
1
2 b01ðmÞÞb00ðmÞ;
B10ðmÞ ¼ b10ðmÞ; B01ðmÞ ¼ b01ðmÞ  12 b10ðmÞ;
A20ð0Þ ¼ a20ð0Þ  12 b20ð0Þ;
A11ð0Þ ¼ a11ð0Þ  12 a20ð0Þ þ
1
3
b20ð0Þ  12 b11ð0Þ;
A02ð0Þ ¼ a02ð0Þ þ 16 a20ð0Þ  a11ð0Þ 
1
6
b20ð0Þ þ 23 b11ð0Þ 
1
2
b02ð0Þ;
and
B20ð0Þ ¼ b20ð0Þ; B11ð0Þ ¼ b11ð0Þ  12 b20ð0Þ;
B02ð0Þ ¼ b02ð0Þ þ 16 b20ð0Þ  b11ð0Þ:
In (28):
b1ðmÞ ¼ b00ðmÞ þ
1
2
ð1
6
b20ð0Þ  b11ð0Þ þ b02ð0ÞÞa200ðmÞ
 ð1
6
a20ð0Þ  a11ð0Þ þ a02ð0Þ  112 b20ð0Þ þ
1
6
b11ð0ÞÞa00ðmÞb00ðmÞ
þ 12ð
1
6 a20ð0Þ  a11ð0Þ þ a02ð0Þ 
1
8 b20ð0Þ þ
5
12 b11ð0Þ 
1
4 b02ð0ÞÞb
2
00ðmÞ
 a00ðmÞb01ðmÞ  12 a10ðmÞb00ðmÞ þ a01ðmÞb00ðmÞ þ
5
12
b00ðmÞb10ðmÞ
 1
2
b00ðmÞb01ðmÞ;
b2ðmÞ ¼ a10ðmÞ  b10ðmÞ þ b01ðmÞ
þ ð1
2
a20ð0Þ  a11ð0Þ  12 b20ð0Þ þ
3
2
b11ð0Þ  b02ð0ÞÞa00ðmÞ
 ð 1
12
a20ð0Þ þ 12 a11ð0Þ  a02ð0Þ 
1
12
b20ð0Þ þ 112 b11ð0ÞÞb00ðmÞ;
b3ðmÞ ¼ b10ðmÞ þ ð
1
2
b20ð0Þ  b11ð0ÞÞa00ðmÞ
 ð1
2
a20ð0Þ  a11ð0Þ  112 b20ð0ÞÞb00ðmÞ
and
b4ðmÞ ¼ b10ðmÞ þ ð
1
2
b20ð0Þ  b11ð0ÞÞa00ðmÞ
þ ð1
2
a20ð0Þ  a11ð0Þ  34 b20ð0Þ þ 2b11ð0Þ  b02ð0ÞÞb00ðmÞ:
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