The constant Q transform described recently [J. C. Brown and M. S. Puckette, "An efficient algorithm for the calculation of a constant Q transform," J. Acoust. Soc. Am. 92, 2698-2701 (1992}] has been adapted so that it is suitable for tracking the fundamental frequency of extremely rapid musical passages. For this purpose the calculation described previously has been modified so that it is constant frequency resolution rather than constant Q for lower frequency bins. This modified calculation serves as the input for a fundamental frequency tracker similar to that described by Brown [J. C. Brown, "Musical fundamental frequency tracking using a pattern recognition method," J. Acoust. Soe. Am. 92, 1394-1402 ( 1992) ]. Once the fast Fourier transform (FFT) bin corresponding to the fundamental frequency is chosen by the frequency tracker, an approximation is used for the phase change in the FFT for a time advance of one sample to obtain an extremely precise value for this frequency. Graphical examples are given for musical passages by a violin executing vibrato and glissando where the fundamental frequency changes are rapid and continuous.
can be transformed into a constant Q transform with very few additional operations. For application to the performance of modem computer music, which includes extremely rapid passages, a time resolution of 25 ms or less is desirable. We are thus confronted with the usual dilemma in choosing an acceptable trade-off between temporal and frequency resolution.
Our compromise consists of limiting the temporal extent of the window. This means that the low-frequency bins of our transform axe constant frequency resolution (equal to the sample rate over the temporal window length) rather than constant Q. For example, we may choose for the center frequencies of the bins of the transform to correspond to the frequencies of notes of the equal tempered musical scale beginning with the first bin at C 3 ( 130.9 Hz). Then a window length of 25 ms means that the resolution is a constant equal to 40 Hz (while the Q is variable) up to a frequency of 717.8 Hz or the 30th bin. The resolution is then variable with Q constant equal roughly 17 up to a frequency of 5274 Hz or the 65th bin. We will call this transform the modified constant Q transform, and we will show that limiting the temporal extent of the window for the low-frequency bins does not lead to decreased performance for the detection of the fundamental frequency. It does, of course, mean greater spillover for the lowfrequency bins.
An example of this calculation can be found in 
I. CALCULATION OF INITIAL FREQUENCY ESTIMATE
When the constant Q transform of a sound consisting of harmonic frequency components is plotted against log frequency, the spacing of these components is invariant (Brown, 1991 ). The fundamental frequency can then be determined by finding the position in log frequency space of this invariant pattern. This is best accomplished by calculating the cross-correlation function of each frame of the log frequency spectrum with the ideal pattern as discussed by Brown (1992).
The "ideal pattern" used in calculating the crosscorrelation function consists of components with the frequency spacing discussed above and with amplitudes decreasing linearly from 1 for the fundamental to 0.6 for the highest harmonic. The purpose of varying the amplitudes is to prevent the choice of the frequency an octave below that of the true fundamental. For this position of the ideal pattern, all even components of the ideal pattern line up with components present in the spectrum. This is because the spacing of components 2f, 4f, 6f, etc. is the same as that of components f,, 2f, 3f, etc. If all components are weighted equally, the value of the cross-correlation function will have the same value for even components of the pattern aligned with the components of the signal as for the "true" position where all components of the pattern fall on their counterparts in the test spectrum. However, with smaller weights on higher components, this error is avoided.
We have estimated the run time for our algorithm with calculations carried out on a 40-MHz Intel i860 using a hand-coded routine. With a 512-point FFT and quarter tone spacing over three octaves, the FFT takes 343/rs and the transform 1664-2/•s (measured on an oscilloscope). Earlier, in work on the phase roeoder applied to speech signals Flanagan and Golden (1966) used phase differences to obtain greater accuracy of Fourier components. Beauchamp (1966 Beauchamp ( , 1969 Moorer (1978) and Dolson (1986) . Charpentiex (1986) described a pitch tracker based on frequencies obtained from an approximation for the phase difference of time frames of the STFT separated by one sample. We obtained this same expression independently and will discuss it in the following section.
B. Phase calculation
The method of frequency determination which we have described in the Introduction and in Brown (1992) works extremely well for instruments playing discrete notes belonging to the equal tempered scale. Here the smallest frequency difference between notes is approximately 6%, and the results are reported as notes of the equal tempered scale. However, a very different situation can arise in passages played by stringed instruments or wind instruments. These instruments are not constrained to play discrete notes as are keyboard instruments. Thus the frequency can vary continuously as in, for example, a glissando or vibrato. Keyboard instruments may also be tuned to temperaments other than equal tempered. For all of these cases the frequency determination must be much more accurate than 6% in order to track the audio waveform.
The frequency of a particular Fourier component as obtained from the bin into which it falls in the magnitude spectrum is only as accurate as the frequency difference between bins, in our case 6% or 3% depending on the calculation. This estimate can be improved by a quadratic fit using the amplitudes of the bin containing the maximum and the two adjacent bins and identifying the position of the maximum of the parabola thus obtained. This is an extremely well-known technique described recently by Smith and Serra (1987) . We will discuss the accuracy of this approximation in a later section.
Even more accurate is a method we have developed based on an approximation for the phase change per unit sample for the Fourier component chosen as the correct fundamental frequency by our frequency tracker. It is well known that the frequency as determined by the change in phase is much more accurate than that obtained from the magnitude spectrum. However, the problem with determining the frequency from the phase difference over a reh- 
The digital frequency in radians per sample for the kth bin corresponding to the phase difference for a time advance of one sample is to(k,n o) = • (k,n0+ 1 ) -qb(k,no), 
Since the correct value is k 0 + r, the error in the quadratic fit is then r-•Sk.
We have carried out the calculation for values of r from --0.5 to 0.5 and reported them in Table I along with the error in the value given by the quadratic fit which is the difference in the columns labeled r and Q fit. We also verified these values experimentally by generating a sinusoid with the appropriate r, carrying out a Hanning-windowed FFT analysis for 10 successive frames, and then determining the position of the maximum using the quadratic fit formula of Eq. (5). The results were identical to those given in column II of Table I with zero deviation among these results for different frames.
It should be noted that the error is independent of the bin number k o so the fractional error which would be reported for an FFT would in fact be the error in the third column of Table I divided by k0+ r.
Our calculation based on phase differences from Eq. (4) was also applied to several of these frequencies. The deviation from the correct frequency was less than 0.01% with this method. We thus conclude that, for a signal consisting of a single component, the phase method is more accurate than the quadratic fit. We then determined the effect of "spillover" from adjacent bins by generating a sound consisting of the sum of components in exact bin positions 3.1, 6.2, and 9.3. The results for 10 frames are found in Table II. For this case the phase method again gives a more accurate value, but the standard deviation is greater. So the confidence in a single measurement would be lower for the phase method. It should be noted that the actual error is greater than the standard deviation for the quadratic fit. absolute phase is measured. To compensate, the phase change corresponding to the bin center frequency is subtracted from the measured phase change, or an equivalent method, such as circularly rotating samples in the analysis window, is applied. There are, nevertheless, errors in bins far removed from the bins in which components of the signal actually fall unless the hop size is 1. These errors increase as the hop size increases so there is a tradeoff between data proliferation and accuracy. Our method is equivalent to a phase vocoder analysis using the FFT method with a hop size of 1 sample. The advantage is that we use the approximation of Eq. (3) and do not have to perform the second FFT. Thus we measure the absolute frequency for each bin, and get this information from a single FFT. With our method we obtain the exact frequency of the source for five or so bins on either side of the bin with center frequency closest to that of the input sinusoidal component. Our method has clear advantages over the conventional phase vocoder and thus holds promise for musical synthesis as well as analysis.
VI. CONCLUSION
Our method of tracking the fundamental frequency of musical passages in real time is extremely accurate and reports frequencies to the nearest quarter tone. Our high resolution frequency determination can be used as a back end for a fundamental frequency tracker where high precision is desired. Applications range from analysis of sounds with continuous frequency variation to determination of temperament for performance studies in cognitive psychology.
