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Abstract
Introduced by Kawanaka in order to find the unipotent representations of finite groups of Lie
type, generalized Gelfand–Graev characters have remained somewhat mysterious. Even in the
case of the finite general linear groups, the combinatorics of their decompositions has not been
worked out. This paper re-interprets Kawanaka’s definition in type A in a way that gives far
more flexibility in computations. We use these alternate constructions to show how to obtain
generalized Gelfand–Graev representations directly from the maximal unipotent subgroups. We
also explicitly decompose the corresponding generalized Gelfand–Graev characters in terms of
unipotent representations, thereby recovering the Kostka–Foulkes polynomials as multiplicities.
1 Introduction
There has been considerable progress in recent years on the combinatorial representation theory of
finite unipotent groups (some recent examples include [2, 4, 7, 9]). For example, the representation
theory of the maximal unipotent subgroup UTn(Fq) of the finite general linear group GLn(Fq) has
developed from a wild problem to a combinatorial theory based on set partitions [3, 18]. Further-
more, by gluing together these theories we get a Hopf structure analogous to the representation
theory of the symmetric groups Sn (where we replace the symmetric functions of Sn with symmetric
functions in non-commuting variables for UTn(Fq)) [1].
An underlying philosophy of this paper is that the Bruhat decomposition of a finite group of
Lie type
G =
⊔
w∈W
t∈T
UtwU
gives a factorization into a maximal unipotent U -part, a torus T -part , and a Weyl group W -part.
The traditional approach to studying the representation theory of these groups has been to tease
out the influence of the representation theory of W and T . With the representation theory of U
well-known to be wild, this approach seemed natural and eventually led to Lusztig’s classification
of the irreducible representations of G [15].
Lusztig’s indexing, however, is not overly constructive. In particular, we would like combina-
torial constructions of the unipotent representations of G, and here the representation theory of U
has untapped potential. The most natural way to find unipotent representations of G is to induce
representations from U . There are a number of known approaches:
(GG) The Gelfand–Graev representation is obtained by inducing a linear representation of U in
general position;
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(DGG) The degenerate Gelfand–Graev representations generalize the GG representations by in-
ducing arbitrary linear representations of U ;
(GGG) The generalized Gelfand–Graev representations provide a different generalization by in-
stead inducing certain linear representations in general position from specified subgroups of
U .
The GG representations were introduced to find cuspidal representations of G, and it was hoped
that the DGG representations could identify all of the unipotent representations of G. While this
works for GLn(Fq) [19], in general the DGG representations are insufficient. Kawanaka introduced
the GGG representations [14] as a more effective method; the trade-off is that they appear to be
more difficult to work with.
GGG representations have recently seen more attention, especially through the work of Taylor
[17] and Geck–He´zard [10]. Their work approaches these representations via Deligne–Lusztig theory,
whereas this paper will focus on directly on the underlying unipotent groups. Even for GLn(Fq)
these representations are not particularly well-understood, and this paper hopes to develop this
example as a model for tackling other types.
Each GGG representation Ind
GLn(Fq)
U ′ (γ) is induced from a linear representation γ of a sub-
group U ′ ⊆ UTn(Fq). The construction given by Kawanaka uses the root combinatorics of the
corresponding Lie algebra to identify U ′ and γ; however, inducing makes these specific choices
somewhat artificial. Our main result of Section 3 (Corollary 3.7) gives a more direct set of suffi-
cient conditions for pairs (γ, U ′) that induce to GGG representations.
An alternative approach is to identify representations of UTn(Fq) that induce to GGG repre-
sentations; that is, are there choices for (γ, U ′) such that we already know the UTn(Fq)-module
Ind
UTn(Fq)
U ′ (γ)? Our main results of Section 4 (Corollaries 4.2 and 4.4) show that these induced rep-
resentations may in fact be chosen so that they afford supercharacters of a natural supercharacter
theory [8] of UTn(Fq); this supercharacter theory, which is built on non-nesting set partitions, is
described by Andrews in [5]. From this point of view, we could conduct all our constructions using
known monomial representations of UTn(Fq).
Given our understanding of GGG representations from the previous sections, we decompose the
corresponding characters into unipotent characters of GLn(Fq) using Green’s symmetric function
description [11, 16]. Our main result of Section 5 (Theorem 5.4) is that the multiplicities of the
unipotent characters are given exactly by Kostka–Foulkes polynomials; this effectively makes the
GGG characters q-analogues of the DGG characters, and gives another representation theoretic
interpretation for these polynomials. This result also implies that the projections of the GGG
characters to the unipotent characters are the transformed Hall–Littlewood polynomials.
We consider this paper to be the first steps in a larger program of constructing unipotent
modules for finite groups of Lie type. In [6], Andrews uses the constructions of this paper to
explicitly construct the unipotent modules for GLn(Fq). However, for other types there is more
work to do. For type C we have an idea of what the analogues of Corollaries 4.2 and 4.4 should be,
but even for type B there is again more work. We hope this paper can give a road map for future
constructions.
Acknowledgements. The authors would like to thank Sami Assaf for pointing us to Haiman’s
description of transformed Hall–Littlewood polynomials. Thiem was in part supported by NSA
H98230-13-1-0203.
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2 Preliminaries
This section introduces some of the background topics for the paper. In particular, we give brief
introductions to the representation theory of the finite general linear groups, our set partition
combinatorics, the unipotent subgroups of greatest interest, and the notion of a supercharacter
theory.
2.1 The combinatorial representation theory of GLn(Fq)
In this section we present an indexing of the irreducible characters of GLn(Fq) and describe these
characters in terms of symmetric functions. This result is initially due to Green [11] and is also
found in [16].
If n = mk, ϕ ∈ Hom(F×
qk
,C×), and x ∈ F×qn , define an injective homomorphism
Hom(F×
qk
,C×) −→ Hom(F×qn ,C
×)
ϕ 7→ ϕ ◦NFqn/Fqk
where
NFqn/Fqk : Fqn −→ Fqk
t 7→ t1+q
m+q2m+···+q(k−1)m.
With these identifications, let
ˆ¯F×q =
⋃
n≥1
Hom(F×qn ,C
×).
Let σ : F¯×q → F¯
×
q be the Frobenius map defined by σ(x) = x
q. The group 〈σ〉 acts on ˆ¯F×q by
σ(ϕ)(x) = ϕ(σ(x)). Let
Θ = {〈σ〉-orbits in ˆ¯F×q } and Φ = {〈σ〉-orbits in F¯
×
q }.
If P is the set of integer partitions and X is a set, define the set of X -partitions PX to be the set
PX =
{
λ : X −→ P
ϕ 7→ λ(ϕ)
}
.
For X ∈ {Θ,Φ}, the size of λ ∈ PX is
|λ| =
∑
ϕ∈X
|ϕ||λ(ϕ)|.
Theorem 2.1 ([11, Theorem 14]). The complex irreducible characters of GLn(Fq) are indexed by
the functions λ ∈ PΘ such that |λ| = n, and the conjugacy classes of GLn(Fq) are indexed by the
functions µ ∈ PΦ such that |µ| = n.
The work of Green [11] allows us to realize the characters of GLn(Fq) as symmetric functions.
For background on the space of symmetric functions, see [16]; we will only present the material
that is necessary for our results.
The C-vector space
cf(GL) =
⊕
n≥1
cf(GLn), where cf(GLn) = {class functions of GLn(Fq)},
has a graded commutative C-algebra structure with multiplication given by parabolic induction:
for χ ∈ cf(GLm) and ψ ∈ cf(GLn),
ψ ◦ χ = Ind
GLm+n(Fq)
P(m,n)
Inf
P(m,n)
L(m,n)
(ψ × χ), (2.1)
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where
L(m,n) =
[
GLm(Fq) 0
0 GLn(Fq)
]
⊆ P(m,n) =
[
GLm(Fq) ∗
0 GLn(Fq)
]
.
For each f ∈ Φ, let X(f) = {X
(f)
1 ,X
(f)
2 , . . .} be a countably infinite set of variables. We define
Sym(GL) =
⊗
f∈Φ
Sym(X(f)),
where Sym(X(f)) is the C-algebra of symmetric functions
Sym(X(f)) = C-span{pν(X
(f)) | ν ∈ P}
= C-span{sν(X
(f)) | ν ∈ P},
written in terms of the power-sum basis and the Schur function basis, respectively.
Note that we have a grading
Sym(GL) =
⊕
n≥0
Symn(GL), where Symn(GL) = C-span

pµ =
∏
f∈Φ
pµ(f)(X
(f))
∣∣∣∣∣∣ |µ| = n

 .
For λ = (λ1, . . . , λℓ) a partition of k and X an infinite set of variables, define
P˜λ(X; q) = q
−n(λ)Pλ(X; q
−1), where n(λ) =
ℓ∑
i=1
(i− 1)λi,
and Pλ(X; q) is the Hall–Littlewood symmetric function. For µ ∈ P
Φ, define
P˜µ(X; q) =
∏
f∈Φ
P˜µ(f)(X
(f); q|f |).
Each µ ∈ PΦ corresponds to a conjugacy class of GL|µ|(Fq); we define the indicator functions
δµ : GL|µ|(Fq)→ C by
δµ(g) =
{
1 if g has conjugacy type µ,
0 otherwise.
Theorem 2.2 ([16, IV.4.1]). The characteristic function
ch : cf(GL) −→ Sym(GL)
δµ 7→ P˜µ(X; q).
is an isomorphism of graded C-algebras.
To describe the images of the irreducible characters of GLn(Fq) under the characteristic map,
we introduce a new set of variables. For each ϕ ∈ Θ, let Y (ϕ) = {Y
(ϕ)
1 , Y
(ϕ)
2 , . . .} be the countably
infinite set of variables completely determined by
pk(Y
(ϕ)) = (−1)k|ϕ|−1
∑
f∈Φ
f⊆F
qk|ϕ|
(∑
x∈f
ϕ(x)
)
p k|ϕ|
|f |
(X(f)), for k ∈ Z≥1. (2.2)
For λ a partition of n, let sλ(Y ) denote the Schur function. For ν ∈ P
Θ, let
sν =
∏
ϕ∈Θ
sν(ϕ)(Y
(ϕ)). (2.3)
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Theorem 2.3 ([16, IV.6.8]). The set
{ch−1(sν) | ν ∈ P, |ν| = n}
is exactly the set of irreducible characters of GLn(Fq).
In light of this result, for ν ∈ PΘ, let
χν = ch−1(sν).
Let α = (α1, α2, . . . , αk) be a composition of n; define
Pα =


GLα1(Fq) ∗ . . . ∗
0 GLα2(Fq) . . . ∗
...
...
. . .
...
0 0 . . . GLαk(Fq)


to be the parabolic subgroup of shape α. If 1 k is the trivial character of GLk(Fq), then we have the
following result.
Lemma 2.4. Let λ = (λ1, . . . , λℓ) be a partition of n; then
Ind
GLn(Fq)
Pλ
(1 ) = 1 λ1 ◦ · · · ◦ 1λℓ =
∑
µ⊢n
Kµ′λχ
µ(1) ,
where the Kµ′λ are the Kostka numbers (see [16, I.6.4]). In particular, 〈Ind
G
Pλ
(1 ), χµ〉 = 0 unless
µ′  λ.
2.2 Set partition combinatorics
In this section we introduce some background and terminology regarding set partitions. A set
partition η of {1, 2, . . . , n} is a subset
η ⊆ {i ⌢ j | 1 ≤ i < j ≤ n}
such that if i ⌢ k, j ⌢ l ∈ η, then i = j if and only if k = l. Let
Sn = {set partitions of {1, 2, . . . , n}}. (2.4)
We can represent these set partitions by an arc diagram where we line up n nodes and connect
the ith to the jth if i ⌢ j ∈ η. For example,
•
1
•
2
•
3
•
4
•
5
•
6
•
7
•
8
= {1⌢ 4, 3 ⌢ 6, 6 ⌢ 8} ∈ S8,
but
•
1
•
2
•
3
•
4
•
5
•
6
•
7
•
8
= {1⌢ 4, 1⌢ 3, 3 ⌢ 6, 6 ⌢ 8} /∈ S8
because of the pair of arcs 1⌢ 3 and 1⌢ 4.
We say that a set partition is nonnesting if it contains no pair of arcs i ⌢ l, j ⌢ k with
i < j < k < l. In other words, the relative positioning of arcs
• • • •
i j k l
never occurs in the arc diagram of the set partition. Let
Snnn = {η ∈ Sn | η nonnesting}. (2.5)
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2.3 Unipotent subgroups of GLn(Fq)
A unipotent subgroup U ⊆ GLn(Fq) is a subgroup that is conjugate to a subgroup of the group of
unipotent upper-triangular matrices
UTn(Fq) = {g ∈ GLn(Fq) | (g − Id)ij 6= 0 implies i < j}.
Since every char(Fq)-group is isomorphic to a unipotent subgroup of GLn(Fq) for some n, these
subgroups can get quite messy. We will therefore focus on the set of normal pattern subgroups
Un = {U E UTn(Fq) | Tn ⊆ NGLn(Fq)(U)},
where Tn ⊆ GLn(Fq) is the subgroup of diagonal matrices. Note that UTn(Fq) ∈ Un.
In general the elements of Un directly correspond to Dyck paths from (0, 0) to (0, 2n). If D is
such a Dyck path then
UD = {u ∈ UTn(Fq) | (u− Id)ij 6= 0 implies (2i − 1, 2j − 1) is above D}.
For example,
U
• • • • • • • • • • •
=


•
•
•
•
•
•
1
1
1
1
1
∗ ∗ ∗ ∗
∗0 0
0 0
0


.
The following special cases will be of particular importance.
Integer compositions. For a composition α = (α1, . . . , αℓ) of n, let
Uα =


Idα1 ∗ · · · ∗
0 Idα2
. . .
...
...
. . .
. . . ∗
0 · · · 0 Idαℓ

 ⊆ UTn(Fq).
Note that Uα is the unipotent radical of the parabolic subgroup Pα.
Set partitions. For a non-nesting set partition η ∈ Snnn , let
Uη = {u ∈ UTn(Fq) | ujk = 0 if i ≤ j < k ≤ l with i⌢l ∈ η − {j⌢k}}.
We will be particularly interested in the case where Uη ⊆ Ubl(η)′ .
2.4 Supercharacter theories
The notion of a supercharacter theory for a finite group G was introduced by Diaconis–Isaacs
in [8]. The basic idea is to treat linear combinations of irreducible characters as the “irreducible
characters” of the theory, and have a corresponding partition ofG whose blocks (called superclasses)
are unions of conjugacy classes. From a slightly different point of view, this gives us a Schur ring
[13], and we will define a supercharacter theory from that point of view.
A supercharacter theory scf(G) of a finite group G is a subspace scf(G) of the C-space of class
functions cf(G) such that scf(G) is a subalgebra of cf(G) with respect to the ring structures
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(R1) (χ⊙ ψ)(g) = χ(g)ψ(g), for χ,ψ ∈ cf(G), g ∈ G; and
(R2) (χ ◦ ψ)(g) =
∑
h∈G
χ(h)ψ(h−1g), for χ,ψ ∈ cf(G), g ∈ G.
Each ring structure gives rise to a C-basis of orthogonal idempotents, one consisting of orthog-
onal characters (with respect to (R2)) and the other consists of set identifier functions that identify
the superclasses (with respect to (R1)).
Key Examples.
(E1) The example that originally motivated the study of supercharacter theories was a superchar-
acter theory scf(UTn(Fq)) developed by Andre´ [3]. The superclasses and supercharacters are
obtained by letting UTn(Fq) act by left and right multiplication on the Fq-space UTn(Fq)−Id
and its dual space. The dimension of the resulting theory is a (q − 1)-analogue of |Sn|. Our
original motivation for this paper was the observation that generalized Gelfand–Graev char-
acters “factor through” characters in scf(UTn(Fq)). However, it soon became clear that there
was a better choice of supercharacter theory.
(E2) By slightly coarsening the theory in (E1), we obtain a supercharacter theory scfnn(UTn(Fq))
[5] with dimension equal to a (q−1)-analogue to |Snnn |. The advantage of this theory is that the
generalized Gelfand–Graev characters can be constructed by directly inducing supercharacters
from this theory.
3 Generalized Gelfand–Graev representation construction and vari-
ations
This section gives the definition and construction of the generalized Gelfand–Graev representations,
and then explores some variations that give the representations by less direct means.
3.1 A combinatorial version of Kawanaka’s construction
The generalized Gelfand–Graev representations were introduced by Kawanaka [14] as a source for
cuspidal representations of finite groups of Lie type. In the case of GLn(Fq), the GGG characters
form a basis for the space of class functions of unipotent support
cfunsupp(GL)
∼= Λ(X(1)) (in the notation of Section 2.1).
It follows that the GGG representations are indexed by integer partitions; Kawanaka constructs
them from the nilpotent GLn(Fq)-orbits of the corresponding Lie algebra gln(Fq). In this section
we present a different construction that is more combinatorial in nature.
Given an integer partition λ ⊢ n, we construct a unipotent subgroup Uctr(λ′) ⊆ UTn(Fq) and a
linear representation γλ : Uctr(λ′) → GL1(C) such that the generalized Gelfand–Graev representa-
tion Γλ is given by
Γλ = Ind
UTn(Fq)
Uctr(λ′)
(γλ).
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3.1.1 The unipotent subgroup Uctr(λ′)
Fix an integer partition λ = (λ1, . . . , λℓ). We define a permutation ctr ∈ Sλ1 by
ctr(j) =
{
⌊λ1/2 + 1⌋+
j−1
2 if j /∈ 2Z,
⌈λ1/2 + 1⌉ − j/2 if j ∈ 2Z.
That is, ctr pushes all of the odd elements to the end and the even ones to the beginning; the odd
elements stay in the same relative order and the even ones get placed in reverse order. We will use
ctr to permute the parts of λ′ (or equivalently the columns of the Ferrer’s diagram of λ).
We are interested in three Ferrer’s shapes corresponding to this partition:
(F0) the usual left-justified Ferrer’s shape,
(F1) the shape obtained by centering the rows of (F0),
(F2) the shape obtained by applying ctr to the columns of (F0) to get nearly centered rows without
offsets.
For example, if λ = (4, 3, 2, 2, 1), then we write
(F0) = , (F1) = , and (F2) = .
We will need (F1) to define γλ; the composition ctr(λ
′) determined by the columns of (F2) gives
us the subgroup Uctr(λ′) (as in Section 2.3).
In our example,
Uctr(λ′) = U(1,4,5,2) =




Id1 ∗ ∗ ∗
0 Id4 ∗ ∗
0 0 Id5 ∗
0 0 0 Id2



 ⊆ UT12(Fq).
Remark. The group Uctr(λ′) is the group U1.5 in Kawanaka [14]. There are some choices to be
made in the construction of U1.5, and our choice of column permutation to get (F2) makes these
choices.
3.1.2 Γλ from the linear representation γλ
Consider the column reading tableau on (F1) obtained by numbering in order down consecutive
half-columns. Let Cλ be the corresponding tableau of shape (F2) by viewing (F2) as a row shift
from (F1). In our example,
7
5 10
4 9
2 6 11
1 3 8 12
becomes Cλ =
7
5 10
4 9
2 6 11
1 3 8 12
.
Given λ ⊢ n, we obtain a set-partition
ggg(λ) = {i⌢j | i < j are in the same row and consecutive columns of Cλ},
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whose block sizes are the parts of λ. In our running example,
ggg(λ) = •
1
•
2
•
3
•
4
•
5
•
6
•
7
•
8
•
9
•
10
•
11
•
12
.
Fix a nontrivial homomorphism ϑ : F+q → GL1(C). Define
γλ : Uctr(λ′) −→ GL1(C)
u 7→
∏
i⌢j∈ggg(λ)
ϑ(uij) .
Note that the commutator subgroup of Uctr(λ′) is given by
[Uctr(λ′), Uctr(λ′)] =
{
u ∈ UTn(Fq)
∣∣∣∣ (u− Idn)ij 6= 0 implies i is at leasttwo columns left of j in Cλ
}
.
Since [Uctr(λ′), Uctr(λ′)] ⊆ ker(γλ), the function γλ is a representation.
Define the generalized Gelfand–Graev representation (or GGG representation) corresponding
to the integer partition λ ⊢ n to be the induced representation
Γλ = Ind
GLn(Fq)
Uctr(λ′)
(γλ).
Remark. There are a number of choices made in this construction, but none of them matter once
we induce to GLn(Fq). Section 3.2 below explores more thoroughly how much flexibility we have
in choosing a subgroup to replace Uctr(λ′) and a linear representation to replace γλ.
3.2 A characterization of generalized Gelfand-Graev characters
This section seeks to understand better the set of pairs
{(γ, U) | U ⊆ UTn(Fq), γ : U → GL1(C), Ind
UTn(Fq)
U (γ) ∈ Q>0 · Γλ},
where λ is a partition of n. While we do not completely characterize this set, we do give a strong set
of sufficient conditions for inclusion that includes many of the cases we are interested in. We begin
by presenting an elementary proof for a known characterization of the generalized Gelfand–Graev
characters.
As in Section 2.3, let
Un = {U ⊳UTn(Fq) | Tn ⊆ NGLn(Fq)(U)}.
For a set partition η ∈ Sn and U ∈ Un, define the function
γη : U −→ GL1(C)
u 7→
∏
i⌢j∈η
ϑ(uij),
and uη ∈ UTn(Fq) by
(uη − Idn)ij =
{
1 if i⌢j ∈ η,
0 otherwise.
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Lemma 3.1. Let η ∈ Snnn be a non-nesting partition. Let U ∈ Un be a subgroup containing uη with
[U,U ] ⊆ ker(γη) (so that γη is a representation of U). If µ ⊢ n, then
〈Ind
GLn(Fq)
Pµ
(1 ), Ind
GLn(Fq)
U (γη)〉 6= 0 if and only if µ
′  bl(η).
Proof. Note that
〈Ind
GLn(Fq)
Pµ
(1 ), Ind
GLn(Fq)
U (γη)〉 = dim
(
ePµCGLn(Fq)eγη
)
= #{PµgU ∈ Pµ\GLn(Fq)/U | (g
−1Pµg) ∩ U ⊆ ker(γη)}.
It follows from the Bruhat decomposition of GLn(Fq) that any set of representatives for the cosets
Sµ\Sn gives a set of double coset representatives for Pµ\GLn(Fq)/UTn(Fq). In particular,
〈Ind
GLn(Fq)
Pµ
(1 ), Ind
GLn(Fq)
U (γη)〉 ≥ #{PµwU | Sµw ∈ Sµ\Sn, (w
−1Pµw) ∩ U ⊆ ker(γη)}.
Let Rµ be the row-reading Young tableau of shape µ. Note that (w
−1Pµw) ∩ U ⊆ ker(γη) if and
only if i < j in the same connected component of η implies w(j) is in a row strictly to the North of
w(i) in Rµ. Thus, if µ
′  bl(η), then there exists w ∈ Sn that satisfies (w
−1Pµw)∩U ⊆ ker(γη), so
〈Ind
GLn(Fq)
Pµ
(1 ), Ind
GLn(Fq)
U (γη)〉 > 0.
Conversely, suppose µ′  bl(η). Then for any w ∈ Sn, there exists j ⌢ k ∈ η such that
1 + ew(j),w(k) ∈ Pµ. Thus, 1 + aejk ∈ w
−1Pµw ∩U for all a ∈ F×q , and in particular w
−1Pµw ∩ U *
ker(γη). Let u, v ∈ UTn(Fq). Then
(1 + auejkv) = 1 +
∑
i≤j<k≤l
auijvkleil,
where in our case we will take v = u−1. Since η non-nesting,
γη(1 + auejkv) = ϑ
(
a
∑
i≤j<k≤l
i⌢l∈η
uij(u
−1)kl
)
= ϑ
(
aujj(u
−1)kk
)
= ϑ(a) 6= 1,
for some a ∈ F×q . Thus, for u ∈ UTn(Fq) and w ∈ Sn, we have u
−1w−1Pµwu ∩ U * ker(γη), so
{PµgU ∈ Pµ\GLn(Fq)/U | (g
−1Pµg) ∩ U ⊆ ker(γη)} = ∅,
as desired.
By combining Lemma 3.1 with Lemma 2.4, we obtain the following corollary.
Corollary 3.2. Let η ∈ Snnn be a non-nesting partition, and let U ∈ Un with uη ∈ U and [U,U ] ⊆
ker(γη). If µ ⊢ n, then
〈Ind
GLn(Fq)
U (γη), χ
µ(1)〉 = 0
unless µ  bl(η), and
〈Ind
GLn(Fq)
U (γη), χ
bl(η)(1)〉 6= 0.
As generalized Gelfand–Graev characters are induced from unipotent subgroups, their support
is contained in the set unipotent elements of GLn(Fq); in fact, they form a basis for the space of
unipotently supported class functions of GLn(Fq).
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Proposition 3.3. For λ ⊢ n,
〈Γλ, χ
µ(1)〉 = 0
unless µ  λ, and
〈Γλ, χ
λ(1)〉 = 1.
In particular, the set {Γλ | λ ⊢ n} is a basis for the space of unipotently supported class functions
of GLn(Fq).
Proof. Recall that
Γλ = Ind
GLn(Fq)
Uctr(λ′)
(γλ) = Ind
GLn(Fq)
Uctr(λ′)
(γggg(λ)).
By Corollary 3.2, we have that
〈Γλ, χ
µ(1)〉 = 0
unless µ  λ, and
〈Γλ, χ
λ(1)〉 6= 0.
This implies that the generalized Gelfand–Graev characters are linearly independent; as the unipo-
tent conjugacy classes are also indexed by partitions of n, {Γλ | λ ⊢ n} is in fact a basis for the
space of unipotently supported class functions of GLn(Fq).
To see that 〈Γλ, χ
λ(1)〉 = 1, it suffices to show that 〈Γλ, Ind
GLn(Fq)
Pλ′
(1 )〉 = 1. This follows from
an argument analogous to that in the proof of Lemma 3.1.
The following lemma allows us to determine which unipotent conjugacy classes are contained
in the support of a given GGG character.
Lemma 3.4. Let µ ⊢ n be a partition, and let α  n be a composition that is a reordering of µ′. If
u ∈ Uα has Jordan type ν, then ν  µ.
Proof. First consider the case where α = µ′. Since u is unipotent,
dim(ker(u− 1)i) = ν ′1 + ν
′
2 + ...+ ν
′
i.
Simultaneously, u ∈ Uα′ implies
dim(ker(u− 1)i) ≥ µ′1 + µ
′
2 + ...+ µ
′
i
for all i. This means that ν ′  µ′, hence ν  µ.
Let α be an arbitrary a reordering of λ′, and note that
Ind
GLn(Fq)
Uα
(1 ) = ρGLα1 (Fq) ◦ · · · ◦ ρGLαk (Fq) = ρGLµ′1
(Fq) ◦ · · · ◦ ρGLµ′
k
(Fq) = Ind
GLn(Fq)
Uµ′
(1 ),
where ρG denotes the regular character of G and ◦ is the commutative product on characters coming
from parabolic induction (2.1). In particular,
#{u ∈ Uα | u has Jordan type ν}
|Uα|
= Ind
GLn(Fq)
Uα
(1 )(u) = Ind
GLn(Fq)
Uµ′
(1 )(u) = 0,
unless ν  µ.
We can now describe the unipotent conjugacy classes on which a GGG character is nonzero.
Proposition 3.5. Let λ, µ ∈ P with |λ| = |µ|; then
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(a) If u ∈ U has Jordan type µ, then
Γλ(u) = 0
unless µ  λ.
(b) Γλ(uλ) 6= 0.
Proof. (a) Recall that Γλ is induced from Uα for a composition α that is a permutation of λ
′. By
Lemma 3.4, we have
Γλ(u) = 0
unless u is in the unipotent conjugacy class indexed by µ for a partition µ  λ.
(b) This is a consequence of (a), along with the fact that {Γλ | λ ⊢ n} is a basis for the space
of class functions of G with unipotent support.
We obtain a characterization of the generalized Gelfand–Graev characters.
Theorem 3.6 (Geck–He´zard [10]). Suppose that f ∈ cfunsupp(GLn) and λ ⊢ n. Then f satisfies
(G1) 〈f, χµ
(1)
〉 = 0 unless µ  λ, and
(G2) f(uµ) = 0 unless µ  λ,
if and only if f = cΓλ for some constant c ∈ C.
Proof. By Propositions 3.5 and 3.3, any multiple cΓλ for c ∈ C satisfies (G1) and (G2). Since
the Gelfand–Graev characters form a basis for the class functions with unipotent support, any
f ∈ cfunsupp(GLn) satisfying (G1) and (G2) is simultaneously of the form∑
µλ
aµΓµ
(G1)
= f
(G2)
=
∑
µλ
bµΓµ,
as desired.
Using Lemmas 3.4 and 3.1 in addition to Theorem 3.6, we obtain the following sufficient con-
dition for an induced character to be a generalized Gelfand–Graev character.
Corollary 3.7. Let U ∈ Un and η ∈ S
nn
n be a non-nesting set partition such that
(a) uη ∈ U ,
(b) [U,U ] ⊆ ker(γη),
(c) U ⊆ Uα for some composition α  n that is a re-arrangement of bl(η)
′.
Then
Ind
GLn(Fq)
U (γη) =
|Uctr(bl(η)′)|
|U |
Γbl(η).
Proof. By Lemmas 3.4 and 3.1 and Theorem 3.6,
Ind
GLn(Fq)
U (γη) = cΓbl(η) = cInd
GLn(Fq)
Uctr(bl(η)′)
(γbl(η))
for some c ∈ Q>0. Evaluating at 1,
c =
Ind
GLn(Fq)
U (γη)(1)
Γbl(η)(1)
=
|GLn(Fq)|/|U |
|GLn(Fq)|/|Uctr(bl(η)′)|
=
|Uctr(bl(η)′)|
|U |
.
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Remark. The conditions in Corollary 3.7 are too strong to be necessary. In particular, one can
show that certain supercharacters of the usual Diaconis–Isaacs [8] algebra group theory induce to
generalized Gelfand–Graev characters even though they do not fit in the appropriate unipotent
radical.
4 GGG characters from non-nesting supercharacters of UTn(Fq)
Since UTn(Fq) ⊆ GLn(Fq) contains all of the subgroups that we are inducing from, it is natural to
try to classify the representations of UTn(Fq) that induce to GGG characters. This sections shows
that even though the representation theory of UTn(Fq) is wild, we already know the representations
that induce to GGG characters from the study of supercharacters.
We fix a nontrivial homomorphism
ϑ : F+q → C
×.
4.1 A supercharacter theory from non-nesting set partitions
Retaining the notation from Section 2.3, for a non-nesting set partition η ∈ Snnn , the group
Uη = {u ∈ UTn(Fq) | ujk = 0 if there exists i⌢l ∈ η − {j⌢k} with i ≤ j < k ≤ l},
has an associated nilpotent Fq-algebra uη = Uη − Idn. For any function
η× : η −→ F×q
i ⌢ j 7→ ηij,
we define a linear character γη× of Uη by
γη×(u) =
∏
i⌢j∈η
ϑ(ηijuij).
Example. For n = 8,
U
•
1
•
2
•
3
•
4
•
5
•
6
•
7
•
8
=




1 0 0 ∗ ∗ ∗ ∗ ∗
0 1 0 0 ∗ ∗ ∗ ∗
0 0 1 0 0 ∗ ∗ ∗
0 0 0 1 0 0 ∗ ∗
0 0 0 0 1 0 ∗ ∗
0 0 0 0 0 1 0 ∗
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1




,
and if η× is given by η14 = a, η36 = b, η68 = c, then
γη×(u) = ϑ(au14 + bu36 + cu68).
With the above notation, let
χη
×
nn = Ind
UTn(Fq)
Uη
(γη×).
These characters are in fact the supercharacters of a supercharacter theory of UTn(Fq) [5], which
we will refer to as the non-nesting supercharacter theory of UTn(Fq).
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Theorem 4.1 ([5, Theorem 5.4]). The subspace
scfnn(UTn(Fq)) = C-span{χ
η×
nn | η ∈ S
nn
n , η
× : η → F×q } ⊆ cf(UTn(Fq))
is a supercharacter theory of UTn(Fq).
Remark. In relating these supercharacters to GGG characters, our choice of η× becomes immate-
rial; that is, we might as well send all of the arcs to 1 ∈ F×q . Therefore, we will use the convention
that for η ∈ Snnn ,
γη(u) =
∏
i⌢j∈η
ϑ(uij).
4.2 From non-nesting supercharacters to GGG characters
Let α  n be a composition. An α-column tableau T is a filling of the Ferrer’s shape with ordered
column lengths α, such that
(T1) Each number {1, . . . , n} appears exactly once,
(T2) For 1 ≤ i < j ≤ ℓ(α), the entries of column i are strictly less than the entries of column j,
(T3) If row i and row j in T have the same length, then i < j implies the first entry of row i is
less than the first entry of row j.
Let
Tα = {α-column tableaux}.
For example, if α = (1, 5, 2, 4), then
12
6 9
3 10
1 4 7
2 5 8 11
∈ Tα and
12
3 10
6 9
1 4 7
2 5 8 11
/∈ Tα.
We can obtain set partitions from such tableaux by letting the rows give the connected components;
more formally, we have a map
sp : Tα −→ S|α|
T 7→
⋃
row (i1, . . . , ir)
of T
{i1 ⌢ i2, i2 ⌢ i3, . . . , ir−1 ⌢ ir}.
In the above example,
sp


12
6 9
3 10
1 4 7
2 5 8 11

 = •1 •2 •3 •4 •5 •6 •7 •8 •9 •10 •11 •12 .
Let
T nnα = {T ∈ Tα | sp(T ) ∈ S
nn
|α|}.
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Note that for the above tableau T /∈ T nnα , but
sp


6
5 10
4 9
3 8 12
1 2 7 11

 = •1 •2 •3 •4 •5 •6 •7 •8 •9 •10 •11 •12
is non-nesting, so this tableau is in fact in T nnα .
For T ∈ T nnα , let UT = VT ⋊ Usp(T ), where
VT =
{
u ∈ UTn(Fq)
∣∣∣∣ (u− Idn)ij 6= 0 implies i⌢k ∈ sp(T ) withi < j < k, i strictly North of j in T
}
.
Note that while UT ≇ Uα, it will follow from the proof of Corollary 4.2 that |UT | = |Uα|.
For example,
U
6
5 10
4 9
3 8 12
1 2 7 11
=




1 ©∗ ©∗ ©∗ ©∗ ©∗ ©∗ ©∗ ©∗ ©∗ ©∗ ©∗
1 ∗ ∗ ∗ ∗ ©∗ ©∗ ©∗ ©∗ ©∗ ©∗
1 ∗ ∗ ∗ 0 ©∗ ©∗ ©∗ ©∗ ©∗
1 ∗ ∗ 0 0 ©∗ ©∗ ©∗ ©∗
1 ∗ 0 0 0 ©∗ ©∗ ©∗
1 0 0 0 0 ©∗ ©∗
1 ∗ ∗ ∗ ©∗ ©∗
1 ∗ ∗ 0 ©∗
1 0 0 0
1 0 0
1 0
1




,
where ∗-entries come from VT and ©∗ -entries come from Usp(T ).
We get the following corollary to Corollary 3.7.
Corollary 4.2. Let µ ⊢ n, α  n be a rearrangement of µ′ and T ∈ T nnα . Then
Ind
GLn(Fq)
UTn(Fq)
(χsp(T )nn ) = |VT |Γµ.
Proof. The assumption on the column values of T imply that Usp(T ) ⊆ Uα. Thus, by Corollary 3.7,
Ind
GLn(Fq)
UTn(Fq)
(χsp(T )nn ) =
|Uctr(µ′)|
|Usp(T )|
Γµ.
We have that
|Uctr(µ′)| = |Uα| = q
#{i<j| column of i is strictly West of column with j in T}.
In comparison,
|Usp(T )| =
|Uα|
q#{j<k|i≤j<k≤l,i⌢l∈sp(T )−{j⌢k}, column of j is strictly West of column with k in T}
.
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Consider a pair (j, k) with j strictly West of k in T . Then either the column containing j or the
column containing k is longer. By construction and because sp(T ) is non-nesting, there either
exists l′ > l such that j⌢l′ ∈ sp(T ) or i′ < i with i′⌢k ∈ sp(T ). With this observation in mind,
it suffices to find a bijection between the sets
A =
{
(j, k)
∣∣∣∣ i ≤ j < k ≤ l with i⌢l ∈ sp(T ), |{i, l} ∩ {j, k}| = 1,and j is strictly West of k in T
}
and
B = {(i, j) | i⌢k ∈ sp(T ) with i < j < k, i strictly North of j in T}.
(4.1)
The obvious map τ : B → A is given by
τ(i, j) =
{
(i, j) if i is strictly West of j in T ,
(j, k) if i⌢k ∈ sp(T ) and j is strictly West of k in T .
Note that this is well-defined since (i, j) ∈ B implies i⌢k ∈ sp(T ) for some k, so since j is strictly
South of i it either must be either weakly West of i or weakly East of k.
To see that τ is invertible note that any fixed (j, k) ∈ A falls into exactly one of three cases:
Case 1. If i⌢k ∈ sp(T ) with i < j and j ⌢ l /∈ sp(T ) for any l > k, then j must be South of i
(else, l would exist since k is East of j). Thus, (i, j) ∈ B and τ(i, j) = (j, k).
Case 2. If i⌢k /∈ sp(T ) for any i < j and j⌢l /∈ sp(T ) for some l > k, then k must be South of
j (else, i would exist since j is West of k). Thus, (j, k) ∈ B and τ(j, k) = (j, k).
Case 3. If i⌢k /∈ sp(T ) for some i < j and j⌢l /∈ sp(T ) for some l > k, then either i is North of
j or i is South of j. If i is North of j then (i, j)B, and τ(i, j) = (j, k). Else, j is North of k,
so (j, k)B and τ(j, k) = (j, k).
Thus, we obtain a well-defined τ−1 and τ is a bijection.
Remark. Note that if α = µ′, then we may set T equal to the column reading tableau to satisfy
the hypotheses of the corollary. From this we can conclude that we can get all the generalized
Gelfand–Graev characters by inducing from non-nesting supercharacters.
Lemma 4.3. Let µ ⊢ n, α  n be a rearrangement of µ′, and T ∈ T nnα . Then
(a) γsh(T ) extends to a linear character of UT ,
(b) χsh(T )nn = |VT |Ind
UTn(Fq)
UT
(γsh(T )).
Proof. (a) To show that the support of γsh(T ) is trivial on the commutator subgroup of UT , it
suffices to show that if i < j < k and i⌢k ∈ sp(T ), then either uij = 0 or ujk = 0 for all u ∈ UT .
In fact, by the definition of Usp(T ) it suffices to show uij = 0 or ujk = 0 for all u ∈ VT .
Suppose uij 6= 0 for some u ∈ VT . Then i is North of j in T . Thus, j is South of k and ujk = 0
for all u ∈ VT . Suppose ujk 6= 0 for some u ∈ VT . Then there exists l > k such that j⌢l ∈ sp(T )
and j is North of k. In particular, j is North of i, so uij = 0 for all u ∈ VT .
(b) Note that since Usp(T ) ⊳ UT , we have
χsh(T )nn (u) = |VT |Ind
UTn(Fq)
UT
(γsh(T ))(u)
for all u ∈ Usp(T ). Thus, it suffices to show that u ∈ UT − Usp(T ) implies
Ind
UTn(Fq)
UT
(γsh(T ))(u) = 0.
Fix u ∈ UT − Usp(T ). Let B be as in (4.1). Then there exists a unique (j, k) ∈ B such that
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• ujk 6= 0;
• uik 6= 0 and (i, k) ∈ B implies i < j; and
• ujl 6= 0 and (j, l) ∈ B implies k < l.
Since (j, k) ∈ B, there exists l > k such that j⌢l ∈ sh(T ). Then
Ind
UTn(Fq)
UT
(γsh(T ))(u) =
1
|VT |
∑
g∈UTn(Fq)
gug−1∈UT
γsh(T )(gug
−1)
=
1
|VT |q
∑
t∈Fq
∑
g∈UTn(Fq)
gug−1∈UT
γsh(T )
(
(1 + tekl)gug
−1(1− tekl)
)
,
since if uik 6= 0, then either i > k or i < j; either way we have that (1 + tekl)gug
−1(1− tekl) ∈ UT .
The minimality of k and maximality of j imply that if gug−1 ∈ UT , then (gug
−1)jk = ujk. Thus,
Ind
UTn(Fq)
UT
(γsh(T ))(u) =
1
|VT |q
∑
t∈Fq
∑
g∈UTn(Fq)
gug−1∈UT
ϑ(tujk)γsh(T )
(
gug−1
)
= 0,
since ujk 6= 0.
Corollary 4.4. Let µ ⊢ n and T be the column reading tableau of the standard Ferrer diagram.
Then
1
|VT |
χsh(T )nn (γsh(T ))
is a character of UTn(Fq) that induces to Γµ (without scaling).
Remark. In defining a supercharacter theory, the supercharacters are typically defined only up to
scalar multiples. Corollary 4.4 suggests that a good scaling for the supercharacter theory described
in [5] is obtained by dividing by |VT |.
5 Symmetric functions
In this section we study the images of the generalized Gelfand–Graev characters under the charac-
teristic map. In particular, we calculate the multiplicities of the irreducible characters of GLn(Fq)
in the generalized Gelfand–Graev characters.
5.1 Translating between cfunsupp and cf
un
char
Let
cfunsupp(GL) = {χ ∈ cf(GL) | χ(g) 6= 0 implies g unipotent}
ch
←→ Sym(X(1))
be the space of unipotently supported class functions, and let
cfunchar(GL) = C-span{χ ∈ Irr(GL) | 〈χ, Ind
GL
B (1 )〉 6= 0}
ch
←→ Sym(Y (1))
be the space spanned by the unipotent characters. From the point of view of symmetric functions,
there are natural projective algebra homomorphisms
πX : Sym(GL) −→ Sym(X
(1))∑
µ∈PΦ
cµ(q)pµ 7→
∑
λ∈P
cλ(1)(q)pλ(1) (5.1)
17
and
πY : Sym(GL) −→ Sym(Y
(1))∑
ν∈PΘ
cν(q)pν 7→
∑
ρ∈P
cρ(1)(q)pρ(1) . (5.2)
Remark. Since Sym(X(f)) and Sym(X(f
′)) are orthogonal for f 6= f ′ and Sym(Y (ϕ)) and Sym(Y (ϕ
′))
are orthogonal for ϕ 6= ϕ′,
〈ψ, g(X(1))〉 = 〈πX(ψ), g(X
(1))〉 for ψ ∈ Sym(GLn), g(X
(1)) ∈ Symn(X
(1)),
〈ψ, g(Y (1))〉 = 〈πY (ψ), g(Y
(1))〉 for ψ ∈ Sym(GLn), g(Y
(1)) ∈ Symn(Y
(1)).
By composing these projections with the characteristic map, we obtain projections
ch−1 ◦ πX ◦ ch : cf(GL)→ cf
un
supp(GL) and
ch−1 ◦ πY ◦ ch : cf(GL)→ cf
un
char(GL).
The images of the power sum symmetric functions under these projections are given by the
following lemma, which follows directly from [16, IV.4.5].
Lemma 5.1. For k ∈ Z≥0, ϕ ∈ Θ, and f ∈ Φ,
πX(pk(Y
(ϕ))) = (−1)|ϕ|k−1p|ϕ|k(X
(1)) and
πY (pk(X
(f))) =
(−1)|f |k
1− q|f |k
p|f |k(Y
(1)).
In addition to being useful in calculations, this lemma has the following corollary.
Corollary 5.2. The restricted functions πX : Sym(Y
(1)) → Sym(X(1)) and πY : Sym(X
(1)) →
Sym(Y (1)), as well as ch−1 ◦ πX ◦ ch : cf
un
char(GL)→ cf
un
supp(GL) and ch
−1 ◦ πY ◦ ch : cf
un
supp(GL)→
cfunchar(GL), are ring isomorphisms.
Remark. Note that the restricted functions πX and πY are not inverses of each other, since for
example
πX ◦ πY
(
pk(X
(1))
)
= πX
( (−1)k
1− qk
pk(Y
(1))
)
=
1
qk − 1
pk(X
(1)).
5.2 The multiplicities of the unipotent characters
We now calculate the multiplicities of the irreducible unipotent characters of GLn(Fq) in the gen-
eralized Gelfand–Graev characters; we do this by considering two bases of cfunsupp(GLn).
First, note that since the restricted function πY : Sym(X
(1)) → Sym(Y (1)) is an algebra iso-
morphism, {
ch−1 ◦ π−1Y
(
sλ(Y
(1))
)
| λ ⊢ n
}
is a basis for cfunsupp(GLn); by the remark following (5.2), for µ ⊢ n,〈
π−1Y
(
sλ(Y
(1))
)
, sµ(Y
(1))
〉
=
〈
sλ(Y
(1)), sµ(Y
(1))
〉
= δλµ.
The second basis {δµ | µ ⊢ n} for cf
un
supp(GLn) is given by the indicator functions
δµ(u) =
{
1 if u has unipotent Jordan canonical form of type µ,
0 otherwise,
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as in Section 2.1.
Using the notation from [16, III.7], we have transition matrices Q(q), X(0), and (−1)nz(q)z−1
given by, for ρ ⊢ n,
pρ(X
(1)) =
∑
µ⊢n
Q(q)µρP˜µ(X
(1)),
=
∑
µ⊢n
X(0)µρsµ(X
(1)),
=
∑
µ⊢n
[(−1)nz(q)z−1]µρπ
−1
Y
(
pµ(Y
(1))
)
,
where the first two equalities are directly in [16, III.7]), and the last equality follows from Lemma 5.1
(where we invert the restricted function πY : cf
un
supp(GLn)→ cf
un
char(GLn)).
Lemma 5.3. The transition matrix from {δµ | µ ⊢ n} to {ch
−1 ◦π−1Y (sλ(Y
(1))) | λ ⊢ n} is given by
(−1)nQ(q)−1z(q)X(0)−T .
Proof. Recall ch(δµ) = P˜µ(X
(1)), and the transition matrix from {P˜µ(X
(1)) | µ ⊢ n} to {π−1Y (sλ(Y
(1))) |
λ ⊢ n} is
Q(q)−1(−1)nz(q)z−1X(0) = (−1)nQ(q)−1z(q)X(0)−T ,
using that z−1X(0) = X(0)−T by the orthogonality relations of the character table of the symmetric
group.
We now calculate the multiplicities of the irreducible unipotent characters of GLn(Fq) in the
generalized Gelfand–Graev characters.
Theorem 5.4. The transition matrix from {ch(Γλ) | λ ⊢ n} to {π
−1
Y (sµ(Y
(1))) | µ ⊢ n} is K(q)T ;
in particular,
〈Γλ, ch
−1(sµ(Y
(1)))〉 = Kµλ(q).
Proof. Let M denote the transition matrix from {ch(Γλ) | λ ⊢ n} to {π
−1
Y (sµ(Y
(1))) | µ ⊢ n}. By
Proposition 3.3, Theorem 3.6 and Lemma 5.3, M is the unique unipotent lower-triangular matrix
such that
(−1)nQ(q)−1z(q)X(0)−TM−1
is upper-triangular. It suffices to show that
(−1)nQ(q)−1z(q)X(0)−TK(q)−T
is upper-triangular.
By the orthogonality relations of X(q) (see [16, III.7]), we have
(−1)nQ(q)−1z(q)X(0)−TK(q)−T = (−1)nQ(q)−1z(q)X(q)−T
= (−1)nQ(q)−1X(q)b(q)−1
= (−1)ndiag(q−n(λ))K(q−1)−1K(q)b(q)−1,
which is an upper-triangular matrix.
As a corollary, we determine the image of Γλ under the characteristic map.
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Corollary 5.5. For λ ∈ P, we have that
ch(Γλ) = (−1)
|λ|Qλ(X
(1); q),
where the Qλ(X
(1); q) are the Hall-Littlewood symmetric functions [16, III.2.11].
We can also describe the image of Γλ under the composition πY ◦ ch.
Corollary 5.6. For λ ∈ P, we have that
πY ◦ ch(Γλ) = Hλ(Y
(1); q),
where the Hλ(Y
(1); q) are the transformed Hall-Littlewood symmetric functions [12, 3.4]
Remark. Since Sym(Y (1)) ∼= Sym(Z) ∼= Sym(X(1)), the isomorphism πY : Sym(X
(1))→ Sym(Y (1))
induces an automorphism π : Sym(Z)→ Sym(Z). By (2.2), π is given by the plethysm
π(g(Z)) = (−1)ng(Z/(1 − q)), for g(Z) ∈ Symn(Z).
From this point of view, Corollaries 5.5 and 5.6 are easily equivalent.
5.3 Multiplicities of the irreducible characters of GLn(Fq)
By Theorem 5.4, we have that for χν a unipotent character,
〈Γλ, χ
ν〉 = Kνλ(q).
A class function with unipotent support is uniquely determined by the multiplicities of the unipotent
characters, thus we can use the above result to determine a formula for the multiplicities of arbitrary
irreducible characters of GLn(Fq) in Γλ.
For µ ∈ PΘ, we define ss(µ),un(µ) ∈ PΘ by
ss(µ)(ϕ) =
(
1|µ
(ϕ)|
)
and un(µ)(ϕ) =


⋃
ϕ∈Θ
|ϕ|µ(ϕ) if ϕ = {1},
∅ otherwise.
Remark. If λ ∈ PΘ then the Jordan decomposition of the character χλ is given by (χss(λ), χun(λ)).
For µ and λ partitions of n, let ψλµ be the value of the irreducible character ψ
λ of Sn on the
conjugacy class Cµ, and let zµ be the size of the centralizer of an element of Cµ. Then
sλ =
∑
µ⊢n
ψλµ
zµ
pµ and pµ =
∑
λ⊢n
ψλµsλ.
For ν, µ ∈ PΘ with ss(ν) = ss(µ), define
ψνµ =
∏
ϕ∈Θ
ψν
(ϕ)
µ(ϕ)
and zµ =
∏
ϕ∈Θ
zµ(ϕ) .
Proposition 5.7. For ν ∈ PΘ,
〈Γλ, χ
ν〉 =
∑
µ∈PΘ
ss(µ)=ss(ν)
ψνµ
zµ
Xλun(µ)(q),
where Xλun(µ)(q) is as in [16, III.7.1].
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Proof. As Γλ ∈ cf
un
supp(GL), we have that
〈Γλ, χ
ν〉 = 〈Γλ, ch
−1 ◦ πX ◦ ch(χ
ν)〉.
By considering the change of basis matrices between the Schur functions and the power sum sym-
metric functions, we have that
πX(sν) =
∏
ϕ∈Θ
∑
ρ⊢|ν(ϕ)|
ψν
(ϕ)
ρ
zρ
πX(pρ(Y
(ϕ)))
=
∏
ϕ∈Θ
∑
ρ⊢|ν(ϕ)|
ψν
(ϕ)
ρ
zρ
πX(p|ϕ|ρ(Y
(1)))
=
∑
µ∈PΘ
ss(µ)=ss(ν)
∏
ϕ∈Θ
ψν
(ϕ)
µ(ϕ)
zµ(ϕ)
πX(p|ϕ|µ(ϕ)(Y
(1)))
=
∑
µ∈PΘ
ss(µ)=ss(ν)
ψνµ
zµ
πX(pun(µ)(Y
(1)))
= πX
( ∑
α⊢|ν|
∑
µ∈PΘ
ss(µ)=ss(ν)
ψνµ
zµ
ψαun(µ)sα
)
.
It follows that
〈Γλ, χ
ν〉 =
∑
α⊢|ν|
∑
µ∈PΘ
ss(µ)=ss(ν)
ψνµ
zµ
ψαun(µ)Kαλ(q) =
∑
µ∈PΘ
ss(µ)=ss(ν)
ψνµ
zµ
Xλun(µ)(q),
with the last equality by [16, III.7.6].
When the irreducible character is a product of cuspidal characters, this equation simplifies
nicely.
Corollary 5.8. If |ν(ϕ)| ≤ 1 for all ϕ ∈ Θ, then
〈Γλ, χ
ν〉 = Xλun(ν)(q).
In particular, if λ is cuspidal, then [16, III.7.E2] gives the following result.
Corollary 5.9. If ν ∈ PΘN satisfies ν
(ϕ) = (1) for some ϕ ∈ Θ with |ϕ| = N , then
〈Γλ, χ
ν〉 = qn(λ)
ℓ(λ)−1∏
i=1
(1− q−i).
We can also consider the opposite extreme, where ν ∈ PΘ satisfies ν(ϕ) = ∅ for |ϕ| > 1. Recall
that if µ and ν are partitions, the Littlewood–Richardson coefficients cλµν are defined by
sµsν =
∑
λ⊢n
cλµνsλ,
as in [16, I.9.1]. For ν ∈ PΘ with ν(ϕ) = ∅ for |ϕ| > 1, we define cµν by∏
ϕ∈Θ
sν(ϕ) =
∑
µ⊢|ν|
cµνsµ.
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Proposition 5.10. If ν ∈ PΘ satisfies ν(ϕ) = ∅ for |ϕ| > 1, then
〈Γλ, χ
ν〉 =
∑
µ⊢|λ|
cµνKµλ(q).
Proof. As Γλ ∈ cf
un
supp(GL), we have that
〈Γλ, χ
ν〉 = 〈Γλ, ch
−1 ◦ πX ◦ ch(χ
ν)〉.
By Lemma 5.1, if |ϕ| = 1 then πX
(
sν(ϕ)
(
Y (ϕ)
))
= πX
(
sν(ϕ)
(
Y (1)
))
. It follows that
πX(sν) =
∏
ϕ∈Θ
πX
(
sν(ϕ)
(
Y (ϕ)
))
= πX

∏
ϕ∈Θ
sν(ϕ)
(
Y (1)
) .
By definition of the Littlewood–Richardson coefficients,∏
ϕ∈Θ
sν(ϕ)(Y
(1)) =
∑
µ⊢|λ|
cµνsµ.
Thus we have that
〈Γλ, χ
ν〉 = 〈Γλ,
∏
ϕ∈Θ
sν(ϕ)(Y
(1))〉 =
∑
µ⊢|λ|
cµνKµλ(q),
as desired.
Remark. Proposition 5.7 and Proposition 5.10 give us two different formulas for the multiplicities
of the irreducible characters that correspond to ν ∈ PΘ satisfying ν(ϕ) = ∅ for |ϕ| > 1. The
connection between these formulas is that the Littlewood-Richardson coefficients can be written in
terms of the character table of the symmetric group by first rewriting a product of Schur functions
in terms of power sum symmetric functions, then multiplying, and finally translating back to Schur
functions.
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