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Abstract
Reduced-basis methods (RB methods or RBMs) form one of the most promising tech-
niques to deliver numerical solutions of parametrized PDEs in real-time performance with
reasonable accuracy. For incompressible flowproblems, RBMsbased onLBB stable velocity-
pressure spaces do not generally inherit the stability of the underlying high-fidelity model
and, instead, additional stabilization techniques must be introduced. One way of bypass-
ing the loss of LBB stability in the RBM is to inflate the velocity space with supremizer
modes.This however deteriorates the performance of the RBM in the performance-critical
online stage, as additional DOFs must be introduced to retain stability, while these DOFs
do not effectively contribute to accuracy of the RB approximation. In this work we consider
a velocity-only RB approximation, exploiting a solenoidal velocity basis. The solenoidal
reduced basis emerges directly from the high-fidelity velocity solutions in the offline stage.
By means of Piola transforms, the solenoidality of the velocity space is retained under geo-
metric transformations, making the proposed RB method suitable also for the investigation
of geometric parameters. To ensure exact solenoidality of the high-fidelity velocity solu-
tions that constitute the RB, we consider approximations based on divergence-conforming
compatible B-splines. We show that the velocity-only RB method leads to a significant
improvement in computational efficiency in the online stage, and that the pressure solu-
tion can be recovered a posteriori at negligible extra cost. We illustrate the solenoidal RB
approach by modeling steady two-dimensional Navier-Stokes flow around a NACA0015
airfoil at various angles of attack.
1 Introduction
Conventional methods for simulating partial differential equations include well-established
techniques such as Finite VolumeMethods (FVM), Finite DifferenceMethods (FDM) and Finite
Element Methods (FEM). Common to all of these methods is the large number of degrees of
freedom that is typically required to accurately model a physical system, often numbering in
themillions or billions. Given the good andwell-established approximation properties of FVM,
FDMand inparticular FEM, suchmodels are usually classified as high-fidelitymodels. Problems
of this size are generally not possible to solve in realistic timeframes except on specialized high-
performance computing facilities, which renders such computations very expensive, and even
then they may require several days of computing time. In addition, the need for dedicated
high-end computing resources prohibits the use of high-fidelity models in time-critical on-site
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analyses such as biomedical applications, control strategies and hybrid analytics, in view of
the need for additional special infrastructure and the incurrence of further communication
overheads.
The excessive computational complexity of high-fidelity models is also at odds with the
increasingdemand for real-time low-costmodels for the repetitive solution of partial differential
equations (PDEs) inmany-query scenarios. This is particularly relevant in optimization, control
systems, inverse and inference problems, and uncertainty quantification. Common for many
of these applications is that the PDE in question is parametrized by a suitably small number of
input parameters. It is often necessary to demand solve times in the sub-second regime, which
is entirely infeasible with conventional methods.
Reduced-order modeling (ROM) provides a paradigm to address the aforementioned chal-
lenges. ROM is rapidly developing field [7]. The general aim of ROM is to replace the original
model with a reduced model of very modest computational complexity. Within this general
framework of ideas, one of the most promising is that of reduced basis methods (RBM). This
methods dates back to the 1980s with work from [3, 2, 38, 42, 43, 40, 41] and the first theoretical
foundations of the method were given by Fink and Rheinboldt in [20, 19]. It was used first
used for flow problems in work by Peterson and Gunzburger [22, 45], and much of the more
recent work can be attributed to the theoretical foundations in [46, 55]. Excellent modern
introductions can be found in [47, 23].
The fundamental concept of reduced basis methods is to formulate the problem on a func-
tion space with very low dimension that is tailored to the solution of the PDE in the parameter
regime of interest. In comparison, while finite-element spaces generally have well-established
asymptotic approximation properties, e.g. density and quasi-optimality for smooth functions,
and the computational cost of constructing a FEM basis function is generally negligible, the ap-
proximation properties of a FEM basis per-degree-of-freedom (i.e. for each of the basis function
separately) is clearly limited. RB methods seek to construct an approximation space that has
optimal approximation properties with respect to dimension for a restricted class of functions,
viz. the solutions of the PDE in the parameter space under consideration, under the premise
that the cost of constructing the basis is inconsequential. The latter premise arises because the
construction of the basis is carried out a priori in the so-called offline stage. To do this, some
high-fidelity solutions must be computed in advance, called an ensemble of snapshots.
RB methods are strictly divided in two stages, viz. the offline and online stages. The offline
stage is run only once, and the online stage is run once for each problem instance to solve (that
is to say, for each parameter query). The goal is then to off-load as much work as possible from
the online to the offline stage, so that the total cost per online execution is very small in an
amortized sense. In other words, work in the offline stage is considered “free” and all efforts
will be focused on creating a cheap online stage.
RB methods have been applied in various application areas, e.g. optimal control [49, 25],
inverse problems [33, 32], shape optimization [36, 50], quantum models [44] and solid me-
chanics [42, 29]. Development and application of RB methods to flow problems have been
considered in for instance [45, 22, 24, 51]. The principal novelty of the present paper is the de-
velopment of a solenoidal (divergence-free) velocity-only RB method for incompressible-fluid
flowproblemswith geometric parametrizations, based on divergence-conforming high-fidelity
approximations. The advantage of the solenoidal-velocity RBM is that the pressure variable is
redundant and can be ignored in the online stage. The absence of the pressure variable in the
RBM in fact carries a two-fold benefit. First, velocity-pressure RBs do not generally inherit the
inf-sup stability of the underlying high-fidelity models. Instability of the RB velocity-pressure
pair can be resolved by extending the velocity space with additional supremizer modes [5, 51].
This however introduces additional DOFs in the performance-critical online stage, while these
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DOFs do not effectively contribute to accuracy of the RB approximation. By incorporating
the solenoidality constraint in the RB, the approximate formulation is released of its mixed-
character, and inf-sup stability considerations for the RBM are voided. Second, the removal
of the pressure variable in the RB reduces the DOF count in the online stage, accelerating the
solution process in the time-critical phase.
The use of solenoidal ROM for incompressible-flow problems has been propounded before;
see, e.g. [5, 34]. However, it appears that the conceptwas not followed through for the important
scenario of geometric parametrizations, in view of the complexity pertaining to the required
Piola transforms in the ROM. For physical parameters, solenoidal RB is in fact straightforward.
For parameters related to essential boundary conditions, solenoidal RB is more complicated
by the fact that solenoidal lifts of the boundary data are required. Geometry parametrizations
in addition require that the solenoidality property of the RB is retained under the considered
geometric transformations. A central component in a solenoidal RB method is therefore the
Piola transform,whichprovides solenoidality-preserving transformations. The Piola transform
however leads to complicated non-polynomial expressions in the ROM, for which it is not
generally possible to construct the affine representations that are required for an efficient
online stage. In this work we consider truncated series expansions of these expressions that do
admit an affine representation, andwe assess the computational efficiency of such an approach.
An important additional aspect of the present work is the use of divergence-conforming
B-spline approximations for the high-fidelity simulations. Such methods were first introduced
by Buffa and co-workers [10, 9] and then by Evans and Hughes [17, 16, 15, 18]. Extension to
locally refined B-splines [14, 27] were done in [26] and to divergence-conforming multiscale
turbulence models in [54]. They rely on formulating a pressure space that is exactly equal to
the divergence of the velocity space. This is enabled by the use of B-spline basis functions,
recently popularized in the field of isogeometric analysis [13]. The divergence-conforming
approximations provide pointwise solenoidal snapshots, as opposed to the weakly solenoidal
high-fidelity solutions provided by, for instance, conventional Taylor–Hood elements. The
Piola transform in turn ensures that this property is retained in the solenoidal RB method.
The paper is organized as follows:
• Section 2.1 formulates the classical stationary Navier-Stokes problem in a Finite Ele-
ment setting, introduces the notation needed for handling parametrized versions of the
problem, and introduces the critically important (to Reduced Basis Methods) affine rep-
resentations in Section 2.4.
• Section 3 describes the reduced basis method as applied to the the Navier-Stokes problem
in detail. One method for pressure stabilization is introduced in Section 3.4.
• Section4 introduces themainnoveltyof thepaper, the applicationofdivergence-conforming
high-fidelity methods to a reduced basis method.
• Section 5 develops the necessary mathematics for a numerical example: flow around
a NACA0015 airfoil, parametrized by angle-of-attack and inflow velocity. This devel-
opment is made in parallel for two methods: a divergence-conforming reduced basis
method, and a conventional one (read: not divergence-conforming).
• Section 6 presents the most important results from this example. Particular emphasis
is made on evaluating the convergence properties of the reduced methods (that is, the
degree to which their solutions agree with the corresponding high-fidelity method) and
their speed of execution.
• Finally, Section 7 summarizes the findings.
3
2 Stationary Navier-Stokes problem
2.1 Weak formulation
We consider the stationary Navier-Stokes equations,
−ν∆u + (u · ∇)u + ∇p  f in Ω, (1)
∇ · u  0 in Ω, (2)
u  g on ΓD , |ΓD | > 0 (3)
−pn + ν(∇u)n  h on ΓN. (4)
where ν is the viscosity, u , p are the unknown velocity and pressure, f , g , h correspond to
exogenous data, Ω ⊂ Rd is the domain of interest with boundary ∂Ω  ΓD ∪ ΓN, ΓD ∩ ΓN  ∅
and n denotes the external unit normal vector.
We define the function spaces
Uζ 
{
u ∈ [H1(Ω)]d | u  ζ on ΓD
}
, (5)
P  L2(Ω). (6)
and note that the weak Galerkin formulation of the problem is to find (u , p) ∈ (Ug , P) such
that, for all (w , q) ∈ (U0 , P) it holds that
a(u ,w) + c(u , u ,w) + b(p ,w)  d(w), (7)
b(q , u)  0, (8)
where the linear, bilinear and trilinear forms a , b , c , d are defined as
a(u ,w)  ν
∫
Ω
∇u : ∇w , (9a)
b(p ,w)  −
∫
Ω
p∇ · w , (9b)
c(u , v ,w) 
∫
Ω
(u · ∇)v · w. (9c)
d(w) 
∫
ΓN
h · w +
∫
Ω
f · w , (9d)
For the purposes of solving (7)–(8), it is customary to introduce a lift function ` ∈ U satisfying
`  g on ΓD and to solve for the difference u − `, which satifisies homogeneous boundary
conditions and thus lives in a linear space, as opposed to u, which resides in an affine space.
To this end, write u  u0 + `. The modified problem then reads: find (u0 , p) ∈ (U0 , P) such
that, for all (w , q) ∈ (U0 , P) it holds that
a(u0 ,w) + c(u0 , u0 ,w) + c0(u0 ,w) + b(p ,w)  d0(w) (10)
b(q , u0)  d1(q). (11)
where the new forms read
c0(u ,w)  c(u , `,w) + c(`, u ,w) (12)
d0(w)  d(w) − c(`, `,w) − a(`,w), (13)
d1(q)  −b(q , `) (14)
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One may then recover the original through u  u0 + `. The lift-based procedure for treating
Dirichlet boundary conditions is well-known, and most FEM implementations handle bound-
ary conditions automatically by categorizingdegrees of freedomas internal (free) andboundary
(constrained), requiring no cognitive overhead for the user. However, it is worth alluding to
this point here since the reduced-basis method presupposes homogeneous Dirichlet boundary
conditions, in order to form a linear space.
2.2 Velocity-only formulation
Forwhat follows it isworth considering the effects of choosing divergence-free velocity function
spaces. In particular, we will assume in this subsection that ∇ · u0  0 for all u0 ∈ U0, and also
that ∇ · `  0. This ensures that ∇ · u  0, so the continuity equation (2) and its variational
counterpart (11) are both satisfied by construction. The momentum equation (10) then reduces
to
a(u0 ,w) + c(u0 , u0 ,w) + c0(u0 ,w)  d0(w) (15)
In other words, we have a velocity-only formulation.
Considering numerical approximations of (1)–(4), formulation (15) has some practical bene-
fits: in view of the absence of the pressure variable, it voids all concerns about pressure stability,
and it reduces the size of the discretization. On the other hand, two problems arise. The first
problem is that it is practically infeasible to create divergence-free function spaces, which is
why this formulation does not see much use in conventional approximation methods. The
second problem is that the pressure is often of interest, e.g. in post-processing operations to
determine flow-induced loads by means of extraction functions [37, 53], depreciating a solver
based on (15) in many applications.
The proposed solenoidal RBmethod forms an instance of the velocity-only formulation (15).
However, the problems mentioned above for conventional approximation methods are miti-
gated in the RBM setting. First, the inherent solenoidality of the snapshots facilitates the
construction of a divergence-free reduced basis. Each snapshot corresponds to a high-fidelity
solution of (10)–(11) and, hence, the computational cost of constructing the solenoidal basis
is indeed significant. However, the computational cost of constructing snapshots is inherent
to RBM, and it is ignored because this expense is incurred in the offline stage. Second, the
pressure solution can be recovered a posteriori, by solving (10) with a different test space, to find
p ∈ P such that for all s ∈ S it holds that
b(p , s)  d0(s) − a(u0 , s) − c(u0 , u0 , s) − c0(u0 , s), (16)
where u0 is the RB velocity solution. Here, the test space S should be chosen so that the
left-hand-side becomes suitably non-singular. Section 3.4 elaborates on a procedure to this
purpose.
2.3 Parametric dependence
We consider the case where the problem (7)–(8) depends on a number of parameters. Denote
by P the parameter space (which will for the moment remain abstract) and by µ any given
element of P. The typical parameters of interest are generally grouped into classes: physical
parameters, data parameters and geometric parameters. The purpose of the following discussion is
to explicitly resolve the parametric dependence of the multi-linear forms. We shall denote this
with notation such as a(u ,w; µ), and similarly for other forms.
Loosely stated, physical parameters are those parameters impacting the physical quantities
involved in the model, e.g. the viscosity ν in (1). Data parameters impact the source term f ,
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and Dirichlet or Neumann boundary data, i.e. the functions g and h in (3)–(4), and through
g also the lifting function `. The aforementioned types of parameters appear directly in the
multi-linear forms, viz.
a(u ,w; µ)  ν(µ)
∫
Ω
∇u : ∇w , (17)
d0(w; µ) 
∫
ΓN
h(µ) · w +
∫
Ω
f (µ) · w , (18)
c0(u ,w; µ)  c(u , `(µ),w) + c(`(µ), u ,w), (19)
d1(q; µ)  −b(q , `(µ)). (20)
One may note that while the original variational form (7)–(8) is set in a function space that is
possibly parameter-dependent via the Dirichlet data, the corresponding homogeneous varia-
tional form (10)–(11) is in canonical form in the sense that the ambient spaces are parameter
independent, and the parameter dependence occurs only in the functionals.
Let us next consider geometric parameters, by which we mean that the computational
domain Ω  Ω(µ) varies in relation to the parameters. To cast this problem in canonical
form, i.e. to transfer the parameter dependence from the ambient spaces to the functionals in
the weak formulation, we pull back the corresponding multi-linear forms to (function spaces
on) a fixed reference domain. Let Ωˆ denote a suitable reference domain, (usually Ωˆ  Ω(µ)
for some µ, but this is not necessarily the case), such that there exists a bi-Lipschitz bĳection
χµ : Ω(µ) → Ωˆ, which maps any of the parametrized domains to the reference domain. We
insist that the images of ΓD and ΓN are fixed in Ωˆ. In other words, it holds that
χµ(ΓD(µ))  ΓˆD ⊂ ∂Ωˆ (21)
and that ΓˆD as defined is independent of µ. Based on the domain map χµ, we introduce two
homeomorphisms pivµ : [H1(Ωˆ)]d → [H1(Ω(µ))]d and pipµ : L2(Ωˆ) → L2(Ω(µ)). For instance,
piµ : (pivµ , pipµ) can be defined as the canonical transformation:
piµ : (uˆ , pˆ) 7→ (uˆ ◦ χµ , pˆ ◦ χµ) (22)
However, alternate maps can be constructed. The pullback of the multi-linear forms a , b , c , c0
(to the reference domain, by the map piµ) is then defined by:
(pi∗µa)
(
uˆ , wˆ; µ
)
 a
(
pivµ uˆ , pi
v
µwˆ; µ
)
(pi∗µb)
(
pˆ , wˆ; µ
)
 b
(
pipµ pˆ , pi
v
µwˆ; µ
)
(pi∗µc)
(
uˆ , vˆ , wˆ; µ
)
 c
(
pivµ uˆ , pi
v
µ vˆ , pi
v
µwˆ; µ
)
(pi∗µc0)
(
uˆ , wˆ; µ
)
 c
(
pivµ uˆ , pi
v
µ
ˆ`(µ), pivµwˆ; µ
)
+ c
(
pivµ ˆ`(µ), pivµ uˆ , pivµwˆ; µ
) (23)
and the pullback of the linear forms d0 and d1 is defined analogously. By means of the
pullback operation pi∗µ, the parametric version of (10)–(11) can be cast in the canonical form:
find (uˆ0 , pˆ) ∈ (Uˆ0 , Pˆ) such that, for all (wˆ , qˆ) ∈ (Uˆ0 , Pˆ) it holds that
(pi∗µa)(uˆ0 , wˆ; µ) + (pi∗µc)(uˆ0 , uˆ0 , wˆ; µ) + (pi∗µc0)(uˆ0 , wˆ; µ)
+ (pi∗µb)(pˆ , wˆ; µ)  (pi∗µd0)(wˆ; µ), (24)
(pi∗µb)(qˆ , uˆ0; µ)  (pi∗µd1)(qˆ; µ). (25)
Onemaynote that (25) is precisely (10)–(11) expressedwithpullbacks throughpi∗µ andparameter-
dependent forms.
6
Remark 1 It is to be noted that the lift ˆ` in (23) is constructed on the reference domain, and then
transported via pivµ to the parametrized domain. In this construction it is important that pivµ ˆ` and ` are
compatible, so that the trace of `  pivµ ˆ` on ΓD coincides with the prescribed Dirichlet data.
2.4 Affine representation
We shall assume, and this is critical to the success of what follows, that the forms in (24)–(25)
may be expressed as linear combinations of forms that are parameter-independent.
(pi∗µa)(uˆ , wˆ; µ) 
Na∑
i1
θai (µ)aˆi(uˆ , wˆ), (26)
(pi∗µb)(pˆ , wˆ; µ) 
Nb∑
i1
θbi (µ)bˆi(pˆ , wˆ), (27)
(pi∗µc)(uˆ , vˆ , wˆ; µ) 
Nc∑
i1
θci (µ)cˆi(uˆ , vˆ , wˆ), (28)
(pi∗µc0)(uˆ , wˆ; µ) 
Nc∑
i1
θc0i (µ)cˆ0i (uˆ , wˆ), (29)
(pi∗µd0)(wˆ; µ) 
N1∑
i1
θd0i (µ)dˆ0i (wˆ), (30)
(pi∗µd1)(qˆ; µ) 
N2∑
i1
θd1i (µ)dˆ1i (qˆ) (31)
Most boundary-condition parameters naturally produce such representations so long as the
conditions themselves adhere to the same form, i.e. if g 
∑
i ξi(µ)gi then we can also write
ˆ` 
∑
i ξi(µ) ˆ`i where pivµ ˆ`i  gi on ΓD. This expression is substituted into (23), and the resulting
affine representation follows directly. The same derivation can be done for Neumann data h
and physical parameters such as ν.
Geometric parameters can lead to significantly more complicated representations unless
they are of the trivial sort. In this case one must map the integrals (9d)–(9c) to the reference
configuration, and the resulting expressions must be brought into forms compatible with (26)–
(31). Since these expressions usually involve the Jacobian and its inverse, it is desirable that
they are as simple as possible.
3 Model order reduction
3.1 High-fidelity approximation
The reduced basis is built from underlying high-fidelity finite-element or isogeometric [13]
approximations of (24)–(25). To provide a setting for the RB, we therefore first introduce
the high-fidelity setting. We introduce a partition T h of the reference domain Ωˆ into non-
overlapping element domains. The superscript h indicates dependence on a mesh-resolution
parameter. We insist that T h satisfies the usual uniformity and regularity conditions. The
meshT h serves as a support structure for conforming finite-dimensional approximation spaces
Uˆh0 ⊂ Uˆ0 and Pˆh ⊂ Pˆ. We assume that the pairing of the velocity and pressure spaces is stable in
the inf-sup sense; see, for instance, [52, 39, 48, 26] and [16, 18, 9] for stable velocity-pressure pairs
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in the finite-element and isogeometric setting, respectively. For each µ ∈ P, the high-fidelity
approximation (uˆh0 (µ), pˆh(µ)) corresponds to the solution of (24)–(25) with Uˆ0 , Pˆ replaced by
their discrete counterparts Uˆh0 , Pˆ
h .
The consideredhigh-fidelity approximation spaces Uˆh0 , Pˆ
h must be sufficiently fine to ensure
that the error in the high-fidelity approximations is acceptable in accordance with a prescribed
tolerance for all considered parameter values µ ∈ P. For instance, one may insist that
sup
µ∈P
uˆ0(µ) − uˆh0 (µ)H1(Ωˆ) ≤ tol0 , sup
µ∈P
pˆ(µ) − pˆh(µ)L2(Ωˆ) ≤ tol1 , (32)
for certain prescribed tolerances tol0,1. The requirements imposed by (32) generally lead to
very high dimensionality of Uˆh0 × Pˆh , impeding direct use of the high-fidelity model for fast-
or many-query applications.
3.2 Construction of the Reduced Basis by Proper Orthogonal Decomposition
The main notion underlying RB methods is that in many applications, the dimension of the
high-fidelity discrete solution space far exceeds the natural dimension of the parametrized
model itself. In other words, it is anticipated that the high-fidelity solution space{(uˆh0 (µ), pˆh(µ)) | µ ∈ P} ⊂ Uˆh0 × Pˆh (33)
admits an adequately accurate approximationby afinite-dimensional spacewhosedimension is
significantly lower than that of the high-fidelity approximation space Uˆh0 × Pˆh . This dimension
may be considerably more manageable than the dimension of any discretization of Uˆ0 × Pˆ
necessary to achieve sufficient accuracy with conventional methods.
We use standard Proper Orthogonal Decomposition (POD) [12, 47] to produce a low-
dimensional approximation of the space (33). POD proceeds by sampling P and generating an
ensemble of high-fidelity approximations
Φ 
{
ϕi  (uˆh0 (µi), pˆh(µi))
}N
i1 (34)
with conventional finite element or isogeometric methods. A covariance matrix is then con-
structed,
Ci j  z(ϕi , ϕ j) (35)
where the bilinear symmetric positive definite covariance function z(·, ·) is left unspecified for
the time being. Given eigenpairs (λ j , v j) (λ1 ≥ λ2 ≥ · · · ≥ λN ) of C, one may then compose a
suitably small number M of basis functions [47, (6.10)]:
ψ j 
1√
λ j
N∑
i1
v jiϕi , 1 ≤ j ≤ M. (36)
The basis V  {ψ j}Mj1 constitutes a reduced basis in the sense that spanV ⊂ spanΦ. The
basis V is orthonormal in the z(·, ·) inner product by construction and it is optimal in the
following sense: LetW  {w j}Mj1 be any orthonormal basis of size M, and PW : Φ→W be the
orthogonal projection ontoW , i.e.
PWϕ 
M∑
j1
z(ϕ, w j)w j (37)
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Then it holds (see [47, Proposition 6.2])
N∑
i1
‖ϕi − PWϕi ‖2z ≥
N∑
i1
‖ϕi − PVϕi ‖2z 
N∑
kM+1
λk . (38)
Indeed, since we have by construction that
N∑
i1
‖ϕi ‖2z 
N∑
k1
λk , (39)
we obtain the relationship ∑N
i1 ‖ϕi − PVϕi ‖2z∑N
i1 ‖ϕi ‖2z

∑N
kM+1 λk∑N
k1 λk
. (40)
From this it follows that if M  M() is chosen according to the inequality
M∑
j1
λ j ≥ (1 − 2) N∑
j1
λ j , (41)
then the reduced basis V satisfies the error bound(
N∑
i1
ϕi − PVϕi2z)1/2 ≤  ( N∑
i1
ϕi2z)1/2 . (42)
If the ensembleΦ is representative of the complete high-fidelity solution space (33) in the sense
that the latter is contained in spanΦ, then (42) implies the following bound for the projection
error: (∫
P
ϕ(µ) − PVϕ(µ)2z dµ)1/2(∫
P
ϕ(µ)2z dµ)1/2 ≤ . (43)
3.3 Field separation
In practice, the extraction of a reduced basis from (34) is performed separately on the velocity
and pressure components. In otherwords, first one selects a velocity covariance function z  zv.
Typically,
zv
((uˆ0 , pˆ), (vˆ0 , qˆ))  (uˆ0 , vˆ0)H1(Ωˆ)  ∫
Ωˆ
∇uˆ0 : ∇vˆ0. (44)
This is equivalent to using the H1-seminorm for the velocity space. By virtue of the standing
assumption |ΓˆD | > 0, this covariance function is symmetric positive definite on U0. On the
product space U0 × P, it is only semidefinite. The covariance function (44) yields the velocity
covariance matrix:
Cvi j 
(
uˆh0 (µi), uˆh0 (µ j)
)
H1(Ωˆ)
(45)
whose eigenpairs (λ j , v j) give the reduced velocity basis functions
uˆrj 
1√
λ j
N∑
i1
v ji uˆ
h
0 (µi), 1 ≤ j ≤ Mv (46)
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where Mv is the chosen dimension of the reduced velocity space. Even though zv is only
semidefinite, since the basis is restricted to only those components on which zv is definite, the
basis functions remain linearly independent.
Independent of the construction of the reduced velocity bases, a pressure basis can be
generated by exactly the same method using, for example, the covariance function z  zp
according to:
zp
((uˆ0 , pˆ), (vˆ0 , qˆ))  (pˆ , qˆ)L2(Ωˆ) . (47)
providing a reduced pressure basis:
pˆrj 
1√
λ j
N∑
i1
v ji pˆ
h(µi), 1 ≤ j ≤ Mp (48)
where Mp is the specified dimension of the reduced velocity space, and (λ j , v j) now refers to
the eigenpairs of the pressure covariance matrix.
3.4 Pressure stabilization
The reducedvelocity andpressure spaces,Ur0 , P
r, do not generally inherit the inf-sup stability of
the high-fidelity approximation spaces. Given the reduced spaces, the solution of the reduced
model generally involves solving a sequence of linear-algebraic problems of the block form(
Avv Bvp
Bpv 0
) (
u
p
)

(
fv
fp
)
(49)
with (Bvp)i j  pi∗µb(pˆrj , uˆri ; µ). On account of the loss of inf-sup stability of the reduced velocity-
pressure pair, one typically observes that the matrix Bvp is row-rank-deficient, i.e. it has a
nontrivial kernel, therefore leading to unstable pressure solutions. One procedure to resolve
this instability is to artificially enrich the velocity space with so-called supremizers, viz. basis
functions whose purpose is not to achieve greater approximative power but rather to keep the
system well-posed; see [5]. We will use this technique both for comparative purposes and for
generating pressure solutions for velocity-only discretizations, see Section 4.1.
For each pressure snapshot pˆh(µi), the corresponding supremizer is the velocity function
in Uˆh0 that realizes the supremum in the LBB1 condition,
inf
pˆh∈Pˆh
sup
uˆh0∈Uˆh0
pi∗µb(pˆh , uˆh0 ; µ)
‖ pˆh ‖L2(Ωˆ)‖uˆh0 ‖H1(Ωˆ)
≥ βh > 0; (50)
see [5] for the theoretical background. The supremizers can in fact be conceived of as Riesz
representations of the pressure solutions as viewed through the pi∗µb(·, · ; µ)-form. In other
words, given a reduced pressure function pˆr, its corresponding supremizer sˆh0 is the Riesz
representation in Uˆh0 of the linear functional pi
∗
µb(pˆh , · ; µ), i.e. the solution of
sˆh0 ∈ Uˆh0 :
(
wˆh0 , sˆ
h
0
)
H1(Ωˆ)
 pi∗µb(pˆh , wˆh0 ; µ) ∀wˆh0 ∈ Uˆh0 . (51)
From (51) it follows that the supremizers are formally µ-dependent functions, via the
dependence of the right member of (51) on µ, although this dependence is generally restricted
to geometric parameters. They are therefore not directly suitable for use as basis functions in a
1Ladyzhenskaya-Babuška-Brezzi, also known as the inf-sup condition.
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reduced-basis method. To bypass the µ-dependence of the supremizers, we apply the process
described as “approximate supremizer enrichment” in [5, 4.2.3]. In this method, supremizer
snapshots sˆh0 (µi) are constructed offline in tandem with the pressure snapshots p(µi). These
supremizer snapshots are then reduced via POD in exactly the same manner as the velocity
snapshots, into a separate and independent reduced space, which is subsequently added to
the reduced velocity space via a direct-sum composition. Formally, the sum space should
be orthogonalized to ensure linear independence. Following [5], we have ignored this on the
presumption that the reduced velocity space and the supremizer space are sufficiently disparate
to retain linear independence. This hypothesis is verified in the numerical experiments in
Section 6.3.
Introduction of the supremizer modes yields the following extension of the linear-algebraic
systems (49): ©­«
Avv Avs Bvp
Asv Ass Bsp
Bpv Bps 0
ª®¬ ©­«
u
s
p
ª®¬  ©­«
fv
fs
fp
ª®¬ (52)
One may note that with exact supremizer enrichment, the practical consequence of (51) is that
Bsp coincides with the Gramian matrix (Bsp)i j  (sˆhi , sˆhj )H1(Ωˆ), which is nonsingular by design
as discussed in Section 3.
The computation of supremizers introduces an additional offline cost which in our experi-
ence is quite negligible. The solution of (51) for every parameter sample is cheap next to the
more challenging Navier-Stokes problem. A cost is also paid in the online stage, as the system
(52) is larger than (49) by several degrees of freedom that do not meaningfully contribute to
better approximations, as we will see shortly.
It must be noted that the supremizer method is not the only stabilization method proposed
in the literature, see for example [56, 8], where reduced basis methods are stabilized based on
fine-scale Variational Multiscale Methods (VMS).
3.5 Assembly of the reduced system
Let V ∈ RN×M be a µ-independent tall transformation matrix, mapping coefficient vectors in the
reduced basis to coefficient vectors in the original high-fidelity basis, i.e. the columns of V are
the high-fidelity coefficient vectors of the reduced basis functions.
We aim then to express the solution to a generic finite element system A(µ)u(µ)  f (µ) by
the reduced coefficient vector u(µ)  Vur(µ), i.e.
A(µ)Vur(µ)  f (µ). (53)
Since (53) is overdetermined, we choose the Galerkin approach of enforcing that the residual
must be orthogonal to the reduced space, i.e.
V ᵀ
(
A(µ)Vur(µ) − f (µ))  0, (54)
or, more traditionally,
V ᵀA(µ)Vur(µ)  V ᵀ f (µ). (55)
The importance of (26)–(31) then becomes clear. Although the solution of the reduced
problem involves nonlinear systems of size M, which are quick to solve when M is small (even
if they are dense, as they will be), the assembly of these systems remains nontrivial. However,
given (55), eachmatrix and vector corresponding to a bilinear or linear form in (26)–(31) may be
reduced to the new basis independently without regard to parametric dependence. It is then
vital that V is indeed parameter-independent.
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For example, let us consider (26). Let the matrixMhi be the high-fidelity matrix correspond-
ing to the bilinear form aˆi . (Here, superscript H refers to high-fidelity and superscript R refers
to the reduced model.) Then we have
Mr(µ)  V ᵀMh(µ)V  V ᵀ
(∑
i
θdi (µ)Mhi
)
V 
∑
i
θdi (µ)V ᵀMhi V︸¨¨ ¨︷︷¨¨ ¨︸
Mri
, (56)
where each of the small matrices Mri can be computed in the offline stage. Assembling the
reduced model system matrices then becomes trivial.
3.6 Assembly of nonlinear terms
Typically, the presence of a nonlinear term such as (pi∗µc)(uˆ0 , uˆ0 , wˆ; µ) in (24) is treated by intro-
ducing a nonlinear solver (e.g. Newton’smethod or Picard fixed-point iteration) that is based on
solving a sequence of linear systems. These linear systems generally involve (an approximation
to) the Fréchet derivative of the nonlinear term, evaluated at a sequence of approximations to
the solution of the nonlinear problem. Because the sequence of approximations is evidently
not known in advance, the assembly of the Jacobian matrices corresponding to the Fréchet
derivatives is generally done by a standard assembly procedure that includes an integration
loop. However, the computational cost of such an assembly operation is prohibitive in the
online stage of an RBM. Currently, there is no standard methodology for the efficient treatment
of general nonlinear terms in the online stage of an RBM.
The nonlinear term in the Navier–Stokes equations has a particular structure that can be
exploited to obtain an efficient assembly in the online stage. Specifically, the nonlinear term
in (24) is quadratically nonlinear, as indicated by the fact that it can be represented as a trilinear
form with a repeated argument. The quadrature-based assembly of the Jacobian matrix in the
online stage can then be avoided by assembling in the offline stage the RB third-order tensors
corresponding to the components cˆi in the affine representation (28) of the trilinear form. In
particular, one can construct the third-order tensors {C i}Nci1 with components:
C ijkl  cˆ i
(
uˆrj , uˆ
r
k , uˆ
r
l
)
j, k , l ∈ {1, 2, . . . ,Mv} (57)
For any approximation uˆ0 ∈ Ur0 the Jacobian matrix associated with the Fréchet derivative of
pi∗µc restricted to the reduced velocity space Ur0 can then be assembled in accordance with the
ultimate expression in the chain of identities:
d
ds
(pi∗µc)(uˆ0 + s uˆrj , uˆ0 + s uˆrj , uˆrk ; µ)

s0
 (pi∗µc)(uˆ0 , uˆrj , uˆrk ; µ) + (pi∗µc)(uˆrj , uˆ0 , uˆrk ; µ)

Nc∑
i1
θci (µ)
Mv∑
l1
(
C il jk + C
i
jlk
)
ηl (58)
where ηl denote the coefficients of uˆ0 relative to the reduced basis, i.e. uˆ0 
∑Mv
l1 ηl uˆ
r
l . Hence,
for any approximation uˆ0 ∈ Ur0 , the Jacobian matrix can be assembled on the basis of the pre-
computed third-order tensors. For large models, the storage requirements for the third-order
tensor are unmanageable. However, the storage of such a tensor for a reduced space is feasible.
Although these tensors are dense, we find that the modest sizes keep the storage requirements
realistic, typically in the regions of hundreds of megabytes for ∼100 basis functions.
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4 Divergence-Conforming methods
4.1 Separated velocity and pressure bases
In high-fidelity terms, a divergence-conforming method is any method which ensures that the
pressure space is exactly equal to the divergence of the velocity space. Today this sort ofmethod
is often seen in the field of isogeometric analysis, where the use of function spaces based on
B-splines, together with the Piola transformation, creates sufficient flexibility to easily work
with such spaces.
The practical consequence of such a method is that it eliminates all forms of pressure
instabilities and simultaneously guarantees both a stable method for convection-dominated
flow problems and a velocity solution that is pointwise solenoidal (divergence-free). The latter
point is interesting, since it paves the way to generate fully divergence-free reduced velocity
spaces.
To ensure that solenoidal velocity fields remain solenoidal even in the case of parameter-
dependent geometries, one employs the Piola transform, whereby the physical manifestation
of the reference velocity field uˆ is not the canonical transformation (22) (which, indeed, does
not preserve the solenoidal property in general), but rather
u 
J
| J | (uˆ ◦ χµ) (59)
where J is the Jacobian of the mapping χ−1µ . This modified mapping must then be used in
(24)–(25). It should be noted that the affine representations (26)–(31) may be considerably more
complicated in this case, since J in general is parameter-dependent.
We must also point out that to ensure the success of this method, the lift functions ˆ`(µ)
must also be solenoidal. Since the total solution uˆ  uˆ0 + ˆ`, and since the reduced spaces are all
concernedwith the approximation of uˆ0 (and not uˆ), this is necessary to ensure the equivalence
between the solenoidality of uˆ0 and that of uˆ. In practice one may solve the Stokes problem
with a divergence-conforming method to generate solenoidal lift functions. Since the lift is
constructed in the offline stage, the cost of this construction can be ignored.
With a fully solenoidal reduced velocity space, we are free to employ the velocity-only
formulation (15), so that (52) reduces to
Avvu  fv. (60)
which is a system of size M compared to (52) of size 3M.
The supremizers of Section 3.4 function as the test functions in the pressure recovery
equation (16). Indeed, one obtains the system
Bspp  fs − Asvu. (61)
It is worth noting that the same expressions can be reached by setting Bvp  0 and fp  0 in
(52), obtaining ©­«
Avv Avs
Asv Ass Bsp
Bps
ª®¬ ©­«
u
s
p
ª®¬  ©­«
rv
rs
0
ª®¬ (62)
If all spaces are of equal size M, the system (62) is block-triangular, and can be solved as
(60)–(61) together with s  0. This illustrates the fact that supremizers serve no approximative
purpose and merely function as a test space for the pressure.
The system (60)–(61) also facilitates a much faster reduced method than (52), solving two
systems of sizeM rather than one of size 3M. We shall see in the following that this may lead to
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speedups of more than an order of magnitude. It is also worth pointing out that since reduced
systems are full rather than dense, the benefits of this reduction in size is amplified further
compared to the usual situation of high-fidelity sparse systems.
For other methods for pressure stabilization based on pure velocity solutions followed
by pressure recovery in various forms, see [1, 11, 4]. Other methods for pressure recovery
from pure velocity solutions have been investigated. In [11], three different methods based
on modified equations and spaces are compared. The authors in [1] compute the pressure by
taking the divergence of the Navier-Stokes equation, projecting the result onto the pressure
modes.
4.2 Combined velocity-pressure basis
One interesting method of pressure reconstruction is given in [4], where all reduced basis
functions are joint velocity and pressure functions. The pressure is then reconstructed from the
coefficients of the solution vector in the reduced space, exactly as with the velocity field. In
the following, we will refer to this technique as pressure reconstruction, to distinguish it from
pressure recovery as discussed in Section 4.1.
It is tempting to introduce this approach to divergence-conforming RBMs because the
system (60) remains the same, that is, adding pressure data to divergence-free velocity basis
functions does not change the reduced system.
Remark 2 This method implies a linear dependence of pressure on velocity, an assumption that contra-
dicts the Navier–Stokes equations. Its application should be restricted to linear models (e.g. Stokes flow)
or problems where the parameter space is suitably small for the linearization to be valid.
There are at least twoways to construct a combined basis. Oneway is to omit the separation
discussed in Section 3.3, and instead pick z in (35) as joint velocity-pressure inner product, for
example
z
((uˆ0 , pˆ), (vˆ0 , qˆ))  (uˆ0 , vˆ0)H1(Ωˆ) + ρ (pˆ , qˆ)L2(Ωˆ) (63)
where ρ > 0 can be chosen to appropriately scale the relative importance of velocity and
pressure. The POD procedure will then produce joint velocity-pressure basis functions whose
velocity parts are divergence-free, so long as the snapshots are also divergence-free.
Another approach is to construct the velocity basis according to Section 3.3, and then to use
the same coefficients v ji as in (46) to generate the pressure functions in (48). Note that this does
not guarantee any kind of linear independence in the pressure component.
With (63) one obtains combined velocity-pressure basis functions that are orthonormal in a
joint inner product. The second method produces the same velocity basis as the velocity-only
formulation discussed in Section 4.1with attached pressure data thatmay ormaynot be linearly
independent. However, because pressure reconstruction is based on direct linear combination
of the pressure modes, linear independence of these modes is not required.
In the following we have used the second approach for pressure reconstruction.
5 Numerical experiments
We consider a two-dimensional airfoil suspended in a mesh at the origin. We wish to perform
airflow simulations around this airfoil with the angle of attack ϕ and the inflow velocity u∞ as
parameters, in other words µ  (ϕ, u∞); See Figure 1 for a sketch. The purpose of the present
section is to develop an affine representation of this problem, as understood by (26)–(31).
14
u∞ ϕ
Figure 1: Sketch of the airfoil flow problem and its parameters. Solid lines indicate Dirichlet
boundaries, and dotted lines indicate Neumann boundaries.
0
ϕ
r  rmin r  rmax
θ˜
ϕ
(r)
Figure 2: θ˜ϕ(r) as a function of r.
While the velocity is trivial, the geometric parameter can be accomplished by rotating the
mesh through an angle that depends on the distance from the center of the airfoil (hereafter
referred to as the radius r), i.e. θ˜ϕ  θ˜ϕ(r) so that
θ˜ϕ(r) 
{
ϕ, r ≤ rmin ,
0, r ≥ rmax ,
and which smoothly interpolates between the two in the region rmin < r < rmax. See Figure 2
for an example. Note that we also require
θ˜′ϕ(rmin)  θ˜′ϕ(rmax)  0
in accordance with Remark 1, i.e. the mapping of lifts between reference and transformed
domains will not modify the boundary data. It is desirable that the entire airfoil is contained
within the region r < rmin, and that the boundary of the mesh is entirely inside the region
r > rmax. Given these restrictions, the mesh may otherwise be freely chosen.
In the following we will denote by θ(r) a canonical angle function, satisfying
θ(r) 
{
1, r ≤ rmin ,
0, r ≥ rmax.
With this, we can write θ˜ϕ(r)  ϕθ(r). The mapping from reference coordinates to physical
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coordinates can then be expressed as
χ−1ϕ rˆ  R(ϕθ(r)) rˆ ,
where rˆ 
(
xˆ , yˆ
)
, r  ‖ rˆ ‖  √xˆ2 + yˆ2 and R is the rotation matrix,
R(a) 
(
cos a − sin a
sin a cos a
)
.
The Jacobian J  J(χ−1ϕ ) can be expressed, using a  ϕθ(r) as shorthand, as
J  R(a) + R′(a)rˆ∇aᵀ  R(a) (I + Prˆ∇aᵀ)
 R(a)
(
I +
ϕθ′
r
Prˆ rˆᵀ
)
 R(a) (I + ϕPQ) (64)
where R′(a)  ∂R(a)/∂a and where the two utility matrices P and Q are defined as
P  R(pi/2), Q  θ
′
r
rˆ rˆᵀ , (65)
noting the useful property that RP  R′.
The determinant of R is 1 and the determinant of J follows from the matrix determinant
lemma (as a one-rank update to an invertible matrix),
det J  1 +
ϕθ′
r
rˆᵀPrˆ  1,
since the last term may be recognized as the inner product between two orthogonal vectors.
The inverse of J follows from the Sherman-Morrison theorem,
J−1 
(
I − ϕPQ) R(a)ᵀ.
It can then be seen that the problem of finding affine representations of J and J−1 reduces to
the affine representation of R. We therefore proceed as follows.
R(a) 
(
cos a − sin a
sin a cos a
)

∞∑
i0
( (−1)ia2i
(2i)! I +
(−1)ia2i+1
(2i + 1)! P
)
.
Noting that, since P0  I, P1  P, P2  −I, P3  −P etc., we obtain
(−1)iI  P2i , (−1)iP  P2i+1 ,
so the series expansion can be more succinctly written as
R(a) 
∞∑
i0
a i
i! P
i

∞∑
i0
ϕi
θi
i! P
i︸︷︷︸
Ri

∞∑
i0
ϕiRi . (66)
To investigate the effect of the Piola transformation, we consider the affine representations
(26)–(29) for two different methods. First, a conventional method using the pullback via pivµ
to map between function spaces, and second a divergence-conforming method based on the
Piola mapping (59). In doing so we will truncate the series for R(a) to a number of terms that
can achieve the desired precision. It is important to note that the system (62) only obtains its
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desired form for high accuracy approximations, and that if the affine representation form for
b(·, ·, µ) is not exact, the matrix Bvp from (52) will correspondingly not be exactly zero, and the
solution of (60)–(61) will not agree with the solution of (52).
The error made by truncating (66) to n terms is approximately ϕnmax/n!. For a maximal
angle of attack of 35° for example, we can expect about 10 digits of accuracy with n  10 terms.
In the following, only the parameter ϕ is considered, as u∞ is comparatively trivial. In all
transformations, the Jacobian determinant | J | is identically equal to 1.
5.1 Non-Piola formulation
For the Laplacian form a we get
(pi∗µa)(uˆ , wˆ;ϕ)  ν
∫
Ωˆ
(J−ᵀ∇)uˆ : (J−ᵀ∇)wˆ | J |  ν
∫
Ωˆ
∇uˆ : (J−1 J−ᵀ∇)wˆ | J |, (67)
and we find for the matrix J−1 J−ᵀ that
J−1 J−ᵀ  (I − ϕPQ)RᵀR(I + ϕQP)
 I + ϕ (QP − PQ)︸¨¨ ¨¨ ¨¨ ¨¨︷︷¨¨ ¨¨ ¨¨ ¨¨︸
D1
−ϕ2 PQ2P︸¨︷︷¨︸
D2
 I + ϕD1 − ϕ2D2. (68)
Since | J |  1, this gives a three-term affine representation of a as
(pi∗µa)(uˆ , wˆ;ϕ)  ν
∫
Ωˆ
∇uˆ : ∇wˆ + νϕ
∫
Ωˆ
∇uˆ : (D1∇)wˆ − νϕ2
∫
Ωˆ
∇uˆ : (D2∇)wˆ. (69)
For the divergence form b we have
(pi∗µb)(pˆ , wˆ;ϕ) 
∫
Ωˆ
pˆ(J−ᵀ∇) · wˆ | J | 
∫
Ωˆ
pˆ J−ᵀ : ∇wˆ | J |, (70)
meaning we need a series representation of J−ᵀ:
J−ᵀ  R(a)(I − ϕQᵀPᵀ)  R(a)(I + ϕQP) 
∞∑
i0
ϕiRi(I + ϕQP)

∞∑
i0
ϕiRi + ϕi+1RiQP 
∞∑
i0
ϕi (Ri + Ri−1QP)︸¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨︷︷¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨︸
B(−)i

∞∑
i0
ϕiB(−)i , (71)
with the understanding that R−1  0. This gives an affine representation of b in 2n terms,
where n is a suitable number of terms for a truncated Taylor series for sin or cos, given the
range of ϕ under consideration.
(pi∗µb)(pˆ , wˆ;ϕ) ≈
2n∑
i0
ϕi
∫
Ωˆ
pˆB(−)i : ∇wˆ (72)
The same expansion will work with the convective term c, viz.
(pi∗µc)(uˆ , vˆ , wˆ;ϕ) 
∫
Ωˆ
(uˆ · J−ᵀ∇)vˆ · wˆ | J | ≈
2n∑
i0
ϕi
∫
Ωˆ
(uˆ · B(−)i ∇)vˆ · wˆ. (73)
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5.2 Piola formulation
This proceeds as for the non-Piola case, except every vector field is pre-multiplied with the
Jacobian (recall, the determinant is 1, which simplifies (59) somewhat). For this, we need an
affine representation of J. It looks deceptively like that of J−ᵀ:
J  R(a)(I + ϕPQ) 
∞∑
i0
ϕiRi(I + ϕPQ) 
∞∑
i0
ϕiRi + ϕi+1PQ

∞∑
i0
ϕi (Ri + Ri−1PQ)︸¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨︷︷¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨︸
B(+)i

∞∑
i0
ϕiB(+)i . (74)
For the form b we then get
(pi∗µb)(pˆ , wˆ;ϕ) 
∫
Ωˆ
pˆ J−ᵀ : ∇(Jwˆ)| J | ≈
∫
Ωˆ
pˆ
(
2n∑
i0
ϕiB(−)i
)
: ∇ ©­«
2n∑
j0
ϕ jB(+)j wˆ
ª®¬

2n∑
i , j0
ϕi+ j
∫
Ωˆ
pˆB(−)i : ∇
(
B(+)j wˆ
)
. (75)
Given truncated expressions for J and J−ᵀ with 2n terms, this is an affine representation with
4n terms.
The form c has similar complexity.
(pi∗µc)(uˆ , vˆ , wˆ;ϕ) 
∫
Ωˆ
(Juˆ · J−ᵀ∇)Jvˆ · Jwˆ | J | ≈
∫
Ωˆ
(uˆ · ∇)
(
2n∑
i0
ϕiB(+)i vˆ
)
·
(
2n∑
i0
ϕ jB(+)j wˆ
)

2n∑
i , j0
ϕi+ j
∫
Ωˆ
(uˆ · ∇)B(+)i vˆ · B(+)j wˆ. (76)
And finally, a can be represented as
(pi∗µa)(uˆ , wˆ;ϕ) 
∫
Ωˆ
(J−ᵀ∇)(Juˆ) : (J−ᵀ∇)(Jwˆ)| J | 
∫
Ωˆ
∇(Juˆ) : (J−1 J−ᵀ∇)(Jwˆ)| J |
≈
∫
Ωˆ
∇
(
2n∑
i0
ϕiB(+)i uˆ
)
: ((I + ϕD1 − ϕ2D2)∇) ©­«
2n∑
j0
ϕ jB(+)j wˆ
ª®¬

2n∑
i , j0
ϕi+ j
∫
Ωˆ
∇(B(+)i uˆ) : ∇(B(+)j wˆ)
+
2n∑
i , j0
ϕi+ j+1
∫
Ωˆ
∇(B(+)i uˆ) : (D1∇)(B(+)j wˆ)
−
2n∑
i , j0
ϕi+ j+2
∫
Ωˆ
∇(B(+)i uˆ) : (D2∇)(B(+)j wˆ), (77)
which is an affine representation with 4n + 2 terms.
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6 Results
For both the Taylor-Hood and the conforming method an ensemble of 225 solutions was
generated at the 15 × 15 Gauss points for the parameter set
P  {(ϕ, u∞) | ϕ ∈ [−35°, 35°], u∞ ∈ [1, 20]} .
The viscosity was set at ν  1/6. The airfoil was chosen as a NACA0015 profile with a chord
length of 1, thus giving an approximate maximal Reynold’s number of 120.
The reference domain Ωˆ was chosen as an disk of radius 10, centered at the center of the
airfoil, excluding the airfoil at ϕ  0°. The mesh had 120 elements in the circumferential
direction and 40 elements in the radial direction. Given discretization nodes {ninti }120i1 for the
airfoil, and uniformly spaced nodes {nexti }120i1 for the external boundary, the interior nodes of
the mesh were positioned as
ndomi j 
(
eγ j/120 − 1
eγ − 1
)
ninti +
(
1 − e
γ j/120 − 1
eγ − 1
)
nexti (78)
where γ  120 log α and α is a grading factor. This produces a mesh where the elements grow
in size by a factor of approximately α for each radial layer, starting from the airfoil. We used
α  1.2.
The boundary conditions were enforced strongly at the inflow boundary, with no-slip
conditions on the airfoil and a do-nothing homogeneous Neumann boundary condition on the
outflow. The lift function was chosen as the solution to the Stokes problem with ϕ  0, which
is solenoidal.
For parametrizing the geometry, the radius-dependent rotation angle function θwas chosen
as
θ(r) 

1, r < rmin ,
0, r > rmax ,
(1 − r)3(3r + 1), otherwise,
(79)
with
r 
(r − rmin)
(rmax − rmin) , rmin  1, rmax  10,
see Figures 2 and 3.
For the conventional high-fidelity model, we chose a Lagrangian bi-quadratic basis for
velocity, and Lagrangian bilinear basis for the pressure. This fulfills the Taylor–Hood property,
leading to an inf-sup stable formulation. For the conforming high-fidelity model, we chose a
bilinear Lagrangian basis for the pressure, and a mixed quadratic and linear B-spline basis for
the velocity, giving a fully divergence-conforming method for the reference geometry at ϕ  0
(see [16]). Note that by design, the divergence-conforming method will retain this property for
other angles.
For solving the nonlinear equation we used Newton iteration, stopping when the velocity
update reached 10−10 or less, as measured in theH1 seminorm. The affine representations were
derived from a truncated version of (66) with n  12 terms, sufficient to represent the rotation
matrix R(a) to 10 digits accuracy within the range of angles considered.
Results have been generated for reducedmodelswithM  10, 20, . . . , 50degrees of freedom
each in the three spaces (velocity, supremizers and pressure), as well as the corresponding un-
stabilized models (only velocity and pressure). Additionally, for the conforming stabilized
method, a distinction is made between a naive solver, a block solver (see (60)–(61)) and a
combined solver (using the pressure reconstruction technique in Section 4.2).
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Figure 3: Sample domain with ϕ  −pi/4.
6.1 Spectrum
The decay rate of the eigenvalue spectrum of the solution ensembles indicates to which degree
onemight expect a reduced basis to adequately capture themost significant behavioral patterns
of the model. As can be seen from Figure 4, the decay is rapid for the first 20 or so modes, and
then flattens out somewhat after that. (There is reason to believe that this might be improved
for different choices of the angle function θ.) The spectra for the supremizers closely mimic
those of the pressure solutions, as should be expected.
Remark 3 The difference in the pressure spectra can be partially explained by quadrature. We have used
the same quadrature rule (9-point Gaussian quadrature) for both methods. However, the conforming
method has higher order integrands than the Taylor-Hood method, and thus requires stronger quadrature
rules. The relative quadrature error for the conforming method is estimated at roughly 10−4 for both
velocity and pressure, while the same errors for the Taylor-Hood method are 10−5 and 10−6, respectively.
6.2 Basis functions
The six dominant modes for velocity, pressure and supremizers are shown. See Figures 5–7 for
the regular method and Figures 8–10 for the conforming method. As is common with reduced
basis methods, we can see that the first modes represent the most dominant flow patterns, and
that it is left for the higher order modes to represent finer details, in this case wake effects. It
is interesting that the first velocity modes of the two methods do not agree (in fact, the second
mode of the conforming method agrees with the first mode of the regular method). The first
two supremizer modes of the two methods also appear to be “switched”. As for the pressure
modes, aside from irrelevant sign flips, they are in good agreement between the two methods,
which is natural considering that the function space mapping for the pressure is identical.
The divergence of the velocity basis functions is shown in Figure 11. Here, the mean
and maximal divergence of the ten first basis functions for each method (measured in the
L2-norm) are shown for various angles of attack. The figure shows that the divergences of
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Figure 4: Ensemble spectra for 225 ensemble solutions for both methods, and all three spaces
(velocity, pressure and supremizers).
the basis functions for the conventional method range between approximately 1 and 10. The
divergences of the reduced-basis functions for the conforming method are consistently zero to
11 or 12 digits of accuracy (well within the 10 digits chosen as a baseline when choosing the
number of terms n.) More importantly, it reveals that the solenoidality property is consistently
satisfied throughout the parameter domain, with no significant variability.
6.3 Stability
To understand the stability properties of the four methods, viz. stabilized and unstabilized
Taylor-Hood and conforming, we computed the LBB constants βh from (50). The results are
presented in Table 1. The results clearly demonstrate the ability of the supremizer enrich-
ment procedure to stabilize the method. In addition, the results highlight that no significant
degradation of stability is to be expected for divergence-conforming reduced methods.
Table 2 shows the minimal principal angles between the velocity and supremizer spaces,
computed according to [28]. Since linear independence between the two is not enforced a
priori, these angles are relevant to the question whether the sum velocity space may possibly be
degenerate. This shows that for all bases considered in this work, the two spaces are suitably
linearly independent. It is noteworthy that the divergence-conforming bases show remarkable
near-orthogonality for larger M that the Taylor-Hood method does not match.
6.4 Performance
Performance metrics are presented in terms of error, speedup and degrees of freedom.
• Error, when reported, is always given as mean relative error between the result of the
high-fidelity and the reduced basis method. The mean is taken over 225  15 × 15
uniformly spaced points in the parameter space. The error norms used are H1 seminorm
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Figure 5: First six velocity modes (Taylor-Hood method).
Figure 6: First six pressure modes (Taylor-Hood method).
Figure 7: First six supremizer modes (Taylor-Hood method).
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Figure 8: First six velocity modes (conforming method).
Figure 9: First six pressure modes (conforming method).
Figure 10: First six supremizer modes (conforming method).
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Figure 11: Mean and maximal divergences of the ten first basis functions for the regular and
conforming methods, as measured in L2-norms, for various angles of attack.
Taylor-Hood Conforming
] DoFs (M) Unstabilized Stabilized Unstabilized Stabilized
10 8.06 × 10−6 3.93 × 10−1 2.68 × 10−18 4.11 × 10−1
20 5.68 × 10−6 2.54 × 10−1 4.05 × 10−18 3.37 × 10−1
30 1.03 × 10−6 3.15 × 10−1 1.96 × 10−19 3.13 × 10−1
40 2.65 × 10−8 2.67 × 10−1 1.69 × 10−18 2.90 × 10−1
50 1.77 × 10−9 2.75 × 10−1 3.17 × 10−18 2.72 × 10−1
Table 1: LBB constants βh , as defined by (50), for various basis sizes andmethods. The reported
values are minima over a sampling of 15 × 15 parameter values. The LBB constants for the
unstabilized conforming method were all indistinguishable from zero to machine precision.
] DoFs (M) Taylor-Hood Conforming
10 82.2° 89.9°
20 75.4° 88.9°
30 65.7° 88.3°
40 62.7° 86.9°
50 59.4° 85.7°
Table 2: Minimal principal angles between the velocity and supremizer spaces for the two
methods for various reduced basis sizes.
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for velocities and L2 norm for pressure. For the unstabilized reduced methods, we found
that they consistently failed to converge, thus the errors reported for those methods are
based on fewer parameter values (those where convergence could be achieved).
• Expected error is, given M, the smallest  satisfying (41). We used prescribed values of
M  10, 20, 30, 40, 50, computing  as a function of M rather than the other way around.
• Time usage is the mean time spent solving one instance of the problem. This includes time
spent in both the assembly and the linear solver phase, and notably will also be affected
by the number of iterations the nonlinear solver needs to converge.
• Degrees of freedom is the number M of basis functions in a reduced space for a single
field. For the regular method, this implies a total of 2M degrees of freedom in velocity
(although only M of these can be expected to have approximative power, the supremizer
functions are indispensable and do contribute to the final solution), and M degrees of
freedom in pressure. For the conforming method, there are M degrees of freedom in
both spaces.
Figure 12 first shows measured error as a function of expected error, for the stabilized and
unstabilized Taylor-Hood methods. While the stabilized method can be seen to converge, the
velocity solution of the un-stabilized methods does not, and the pressure solution diverges.
In addition to this, the Taylor-Hood un-stabilized method has serious convergence problems
in the nonlinear solver, especially for larger M, and the conforming un-stabilized methods
essentially never converges for any parameter values. In the following we will therefore ignore
the unstabilized methods.
Figure 13 shows the same results, comparing the regular and the conformingmethods (both
stabilized). We see a clear linear relationship between the expected and measured errors. The
conforming method obtains somewhat better velocity results and comparable pressure results
to the Taylor-Hood method.
Figure 14 shows error as a function of degrees of freedom. Here, it is clear that the pressure
results for the conventional method are slightly better per degree of freedom. The difference in
the pressure errors is more pronounced than in Figure 13 because part of the discrepancy can
be attributed to corresponding differences in the spectrum; cf. Figure 4. That is to say, due
to the slightly slower decay of eigenvalues in the conforming pressure snapshots as compared
to the Taylor-Hood modes, the expected error for reduced models with the same number of
degrees of freedom will be higher for the latter method. In Figure 14 we can also see that the
combined pressure-velocity basis (Section 4.2) has reconstructed pressure errors that are only
slightly worse than the recovered pressures from Section 4.1. It is to be noted, however, that it
is not evident that these good approximation properties of the reconstructed pressure will be
retained for more strongly nonlinear cases.
Figure 15 shows themeasured errors as a function ofmean timeusage,measured in seconds.
The time usage reported is the total time taken for both velocity solution and pressure recovery,
as appropriate. This clearly shows the ability of the conforming method to achieve the same
results significantly faster if the block solver algorithm is employed. It also shows how the
combined velocity-pressure basis is able to achieve the same velocity results slightly faster, on
account of not requiring an additional linear system to solve for the pressure.
25
10−4 10−3 10−2
10−2
10−1
100
101
102
103
104
Expected mean relative error
M
ea
n
re
la
tiv
e
er
ro
r
Regular stabilized (v) Regular stabilized (p)
Regular un-stabilized (v) Regular un-stabilized (p)
Figure 12: Measured mean relative error as a function of expected mean relative error, for
velocity (H1-seminorm) and pressure (L2-norm). The regular stabilized and un-stabilized
methods are shown. Stabilization is clearly necessary to obtain any sort of useful solution.
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Figure 13: Measured mean relative error as a function of expected mean relative error, for
velocity (H1-seminorm) and pressure (L2-norm). Both regular and conforming are shown. The
conforming block solver is indistinguishable from the naive conforming solver, and the velocity
errors of the Taylor-Hood and the conformingmethods are also virtually indistinguishable from
each other. Bottom right is better.
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Figure 14: Measured mean relative error as a function of M, for velocity (H1-seminorm) and
pressure (L2-norm). Both regular and conforming are shown. The velocity errors for the two
conforming methods overlap. Bottom left is better.
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Figure 15: Measured mean relative error as a function of mean time usage (in seconds),
for velocity (H1-seminorm) and pressure (L2-norm). The time reported includes both the
velocity solution and the pressure recovery or reconstruction, as appropriate. Both regular
and conforming are shown, the latter with two different solvers (the naive solver and the block
solver), as well as with the joint velocity-pressure reconstruction scheme. Bottom left is better.
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7 Conclusions
We have formulated the fundamentals for Reduced Basis Methods (RBMs) for stationary
Navier–Stokes problems. Using a divergence-conforming isogeometric high-fidelity method,
we were able to generate divergence-free reduced bases, yielding a velocity-only reduced for-
mulation. To solve for pressure, we employed supremizers as test functions, a technique used
to stabilize conventional reduced basis methods. This allowed us to achieve accurate reduced
solutions for both velocity and pressure with significant speed benefits over a coupled conven-
tional formulation. In addition, we considered the option of direct pressure reconstruction,
using the coefficients of the RB velocity solution.
Investigations were performed for the parametrized problem of flow around a NACA0015
airfoil with varying angle-of-attack and inflow velocity. The divergence-conforming method
was compared with a supremizer stabilized reduced method based on the Taylor-Hood high-
fidelity scheme with the same mesh and comparable polynomial degree. For the divergence-
conformingmethod, a velocity-only formulationwas applied, with two choices for the pressure
approximation, viz. recovery and reconstruction.
While the accuracy of the reduced methods were virtually identical, the divergence-
conformingmodelswere able to achieve a significantly faster online stage thanks to the velocity-
pressure decoupling.
The pressure recovery and reconstruction methods were also able to achieve similar per-
formance for the considered problem. Since the pressure reconstruction method relies on a
linearity assumption that is not valid in general, we must conclude that pressure recovery is to
be preferred in most cases.
The faster online stage of the conforming RBmethod is offset by a more complicated offline
stage. In particular, the affine representations (26)–(31) of the divergence-conforming method
required approximately three times as many terms (∼12n versus ∼4n). In spite of this, the
conforming method yielded significantly faster online stages. We aim to investigate in future
work in which manner automatic “black box” methods such as Empirical Interpolation (EIM,
see [6, 21, 35] and [47, Chapter 10]) can alleviate the additional work needed to produce such
affine representations.
We will also investigate the performance of the present approach when using adaptive
high-fidelity models based on a posteriori error estimates developed in [30, 31].
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