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Abstract
We present several conditions sufficient for global stability of the zero solution of nonautonomous
difference equation xn+1 = qxn + fn(xn, . . . , xn−k), n ∈ Z, when the nonlinearities fn satisfy a
sort of negative feedback condition. Moreover, for every k ∈ N, we indicate qk such that one of our
stability conditions is sharp if q ∈ (0, qk ]. We apply our results to discrete versions of Nicholson’s
blowflies equation, the Mackey–Glass equations, and the Wazewska and Lasota equation.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction and main results
The main object of studies in this paper is the difference equation
xn+1 = qxn + fn(xn, . . . , xn−k), xn ∈ R, n ∈ Z, (1)
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ditions listed below. Equation (1) arises from Euler discretization [1,19] of the scalar
functional differential equation
x˙(t) = −δx(t) + f (t, xt). (2)
Equation (1) also appears as a discrete-time single-species model [21] with delay.
It is clear that every solution {xn} of the initial value problem xi = ϕi , −k  i  0,
for (1) exists, is unique and can be constructed recursively from (1). One of the most
important questions related to Eq. (1) concerns the convergence of the sequence {xn}. In
that particular case when (1) possesses a unique equilibrium (a unique positive equilibrium)
attracting all other solutions, the equation is called globally attractive or globally stable.
The global attractivity property of some special cases of Eq. (1) was studied in [3,7,9,11,
13,18–21] under various combinations of the monotonicity and growth conditions on fn.
Several authors studied separately the special case q = 1 corresponding to the case δ = 0
in (2) (see [20] for more references).
A special feature of our approach consists in assuming that the generalized Yorke con-
dition (H) [5,17] is satisfied by fn. Below this condition is given in terms of the functional
M :Rk+1 → R+ defined asM(φ) = maxi{0, φi}:
(H1) There exists ϑ :R → R such that fn(φ) ϑ(z) for every φ ∈ Rk+1, φ = (φ0, . . . ,
φ−k), with mini φi  z.
(H2) There is r(x) = ax/(1 + bx) with b  0, a < 0, such that
r
(M(φ)) fn(φ) r(−M(−φ)), n ∈ Z, (3)
where the first inequality holds for all φ ∈ Rk+1, and the second one for all φ ∈ Rk+1
such that mini φi > −b−1 ∈ [−∞,0).
It follows from (H) that x = 0 is the unique steady state solution for Eq. (1). If (H2)
holds with b = 0, then (H1) is satisfied automatically with ϑ(z) = −aM(−z). Condition
(H2) with b = 0 is often referred as to the Yorke condition [14,18].
Let us mention several important fn satisfying (H): it will be a case, when fn(φ) =
g(φ−k) and g :R → R has negative Schwarz derivative on R, or on R\{one point} (see [15]
for more details). This type of nonlinearities includes several famous models of the pop-
ulations dynamics (e.g., Lasota–Wazewska, Mackey–Glass and Nicholson’s equations).
The conditions (H), with b = 0, are also satisfied by fn(φ) = g(φ−k) if xg(x) < 0, x = 0
and |g′(x)|  a, x ∈ R (compare with [7,13]). Notice that we do not require any kind
of monotonicity, sub-linearity or continuity from fn :Rk+1 → R. From the computational
point of view, it is important that our attractivity conditions will be stated only in terms of
parameters q , k and a.
The generalized Yorke conditions were introduced in [17], they determine an important
family of scalar functional differential equations for which a simple criterion of global
attractivity was found. It is a remarkable fact that, due to the special characteristics of (H),
this family includes differential equations with piecewise constant argument (see [2,8] and
references therein). This allows us to represent every difference equation (1) satisfying
hypotheses (H) in the form of Eq. (2), with f (t,φ) satisfying a continuous version of (H)
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into a sufficient attractivity condition for Eq. (1).
Theorem 1. Suppose that q ∈ (0,1) and fn satisfy (H). If
qk+1 > − a
1 − q ln
a2 − a(1 − q)
a2 + (1 − q)2 , (4)
then limn→∞ xn = 0 for every solution {xn} of Eq. (1).
Theorem 1 improves the main result of [9] which affirms that the inequality
qk+1 >
a2 + a(1 − q)
a2 + (1 − q)2 ,
implies the global stability of (1) (notice that ln(1 + x) < x for x > 0). However, making
difference with the continuous case considered in [17], condition (4) is not sharp. Fortu-
nately, the method proposed in [17] still enables us to find sharp stability conditions for
some range of the parameter q . This will be the main concern of our next proposition. To
state it, we need to introduce several new notations.
Set µ = −(√−z −√qk+1 )2, ν = q + · · · + qk , λ = qk+1ν and consider
Vk(q) = Uk
(
q,−(1 + qk+1)/(1 + · · · + qk)),
Wk(q) = λ2 + λ2qk+1 + λ− 2,
Tk(q) = Πk
(
q,−(1 + qk+1)/(1 + · · · + qk)),
where Πk(q, z) = b1b2, Uk(q, z) = b21b22 − 4b0b32 − 4b31b3 + 18b0b1b2b3 − 27b20b23,
b0 = b0k(q, z) = −qk+1µ − qk+1µ2 − µνz − µz,
b1 = b1k(q, z) = µ + 1 − 2µz− 2µνz − z2ν − z2ν2
− qk+1(2µ2 + 2µνz + νz + 2µ),
b2 = b2k(q, z) = νz + 2µ + 2 − z2ν − z2ν2 − µz − zµν
− qk+1(µ2 + νz + µ + z2ν2 + 2µνz),
and
b3 = b3k(q, z) = 1 + µ + zν.
Theorem 2. Assume that b = 0 and fn satisfy the hypotheses (H). Next, let k ∈ N, q ∈ (0,1)
be such that Vk(q) < 0, Wk(q) < 0. Then every solution {xn} of (1) converges to 0 if,
additionally,
a
1 − q −
1 + qk+1
1 − qk+1 . (5)
It should be noted that, due to the explicit nature of Vk(q) and Wk(q), it is not difficult to
verify all assumptions of Theorem 2 for every triple (q, a, k). In fact, our calculations sug-
gest that the inequality Vk(q) < 0 always implies Wk(q) < 0: however, we do not intend to
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that Vk(0+) = 0), we state below a weaker version of this theorem, whose conditions are
easier to check when q is close to 0.
Theorem 3. Assume that b = 0 and fn satisfy the hypotheses (H). Next, let k ∈ N, q ∈ (0,1)
be such that Wk(q) < 0 and Tk(q) > 0. Then every solution {xn} of (1) converges to 0 if
(5) is satisfied.
Observe that Tk(0+) = 2 and that limk→+∞ Wk(q) = −2, limk→+∞ Tk(q) = 2(1−q)2
> 0, q ∈ (0,1), where the convergence is uniform on the interval (0, q∗] for each q∗ < 1.
Furthermore, analyzing the scalar functions Vk(q), Wk(q), Tk(q) for each fixed k, we can
find intervals I (k) = (0, qk] ⊂ (0,1), where Wk(q) < 0 and where either Vk(q) < 0 or
Tk(q) > 0. Of course, the combination of conditions q ∈ (0, qk] and (5) implies the global
attractivity of (1), see Corollary 4 below. Curiously, the sequence {qk} is not monotone, let
us list some qk: q1 = 0.887, q2 = 0.796, q3 = 0.788, q4 = 0.795, q5 = 0.805, q6 = 0.815,
q7 = 0.825, q8 = 0.834, q9 = 0.842, q10 = 0.849, q100 = 0.965, q1000 = 0.994.
Corollary 4. Let b = 0 and q ∈ (0, qk]. Then (1) is globally stable if (5) holds. Moreover,
for every given k, condition (5) is sharp within the subclass of Eq. (1) determined by (H)
and the assumptions b = 0, q ∈ (0, qk].
Notice that the restrictions q  qk are intrinsic to (5) and cannot be omitted for k > 1
since (5) do not guarantee even the local stability for q close to 1. Nevertheless, our ap-
proach seems to be useful even if q ∈ (qk,1); below we consider the case k = 1, it is easy
to establish similar statements for other k.
Corollary 5. Let b = 0, k = 1. Then (1) is globally attractive if either one of the following
conditions is satisfied:
(i) q ∈ (0,0.88] and a −(1 + q2)/(1 + q);
(ii) q ∈ [0.88,1) and a > −0.88.
To the best of our knowledge, for the first time assumption (5) appeared, in a slightly
different form, in [3] where the case of monotone and autonomous f = fn was considered.
See also [4] where the approach of [3] was further developed. However, in [3], inequality
(5) was combined with another implicit condition which can be stronger than (5) or even
stronger than (4). For example, if we take the equation xn+1 = 0.7xn + 2 exp(−0.5xn−k)
considered in [3], then Theorem 1 (or Corollary 4) guarantees its global attractivity for
k = 1,2, . . . ,7, while the approach of [3] is effective only when k = 7.
Now, we can expect that the sub-linear case (corresponding to b = 0 in (H)) will be
easier to treat. Comparing the main results from [10] and [17], we can also expect that
sharp attractivity conditions obtained for (1) in the sub-linear case (b = 0, under the Yorke
conditions) will coincide with sharp attractivity conditions for the essentially nonlinear
case (b = 0, under the generalized Yorke conditions). In particular, our analysis of the sub-
linear case suggests that it is reasonable to intend to weaken the assumptions Vk(q) < 0,
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· · · + (q∗k )k) = 1. Moreover, we conjecture that these values of q∗k are optimal, so that, for
q > q∗k , condition (5) should be replaced by something different. Let us list some values
of q∗k : q∗1 = 1, q∗2 = 0.855, q∗3 = 0.831, q∗4 = 0.828, q∗5 = 0.833, q∗6 = 0.839, q∗7 = 0.846,
q∗8 = 0.853, q∗9 = 0.859, q∗10 = 0.865, q∗100 = 0.967, q∗1000 = 0.994 (compare qk and q∗k ).
Remark 6. The set of parameters k, q, a, b can be reduced. Since M(tφ) = tM(φ) for
every t  0, φ ∈ Rk+1, and since the global attractivity property of the trivial solution of
(1) is preserved under the simple scaling x = b−1y , the exact value of b > 0 does not have
importance and we can assume that b = 1. Also, the change of variables x = −y transforms
(1) into yn+1 = qyn + (−fn(−yn, . . . ,−yn−k)), so that it suffices that at least one of the
two functionals fn(φ),−fn(−φ), n ∈ Z, satisfy (H).
2. Applications in population dynamics
In this section, we study discrete versions of the most celebrated delay differential equa-
tions for single species; namely, we will be concerned with the Lasota–Wazewska red blood
system, the Mackey–Glass hematopoiesis models and with the Nicholson’s blowflies equa-
tion. These equations are of the form
xn+1 = qxn + f (xn, xn−1, . . . , xn−k), xn  0, q ∈ (0,1). (6)
Due to the biological interpretation, we consider only nonnegative solutions of (6). Further-
more, f :Rk+1+ → R+ is such that f ∗(x) = f (x, x, . . . , x) satisfies one of the following
conditions:
(A1) (f ∗)′(x) < 0 for all x > 0.
(A2) (f ∗)−1(0) = 0, lim infx→0+ f ∗(x)/x > 1 − q and f ∗ :R+ → R+ has only one criti-
cal point c (maximum).
Each of the conditions (A1) and (A2) is sufficient to assure the existence of a unique
positive equilibrium for (6); we denote such a solution by xn ≡ x∗. By definition, the
global attractivity of (6) means that limn→+∞ xn = x∗ for every nonzero solution {xn} of
the equation.
Additionally, in the all mentioned models, f ∗ is such that
(A3) The Schwarz derivative (Sf ∗)(x) is negative for all x = c, we recall that (Sw)(x) =
w′′′(x)(w′(x))−1 − (3/2)(w′′(x)(w′(x))−1)2.
(A4) For every z = (z0, . . . , zk) ∈ Rk+1+ , we have f (z) ∈ f ∗([min zj ,maxzj ]).
As it was established in [15–17], the generalized Yorke condition (H) holds if we assume
the hypotheses (A1), (A3) and (A4). Thus both the Lasota–Wazewska equation and the
Mackey–Glass equation with decreasing nonlinearity satisfy all conditions of Theorems 1
and 2. However, both these theorems do not apply directly if f ∗ is not monotone (case
(A2)). The main obstacle for this consists in the fact that f ∗ does not satisfy the negative
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allowing (at least theoretically) to overcome this difficulty was proposed in [17]: it suffices
to prove that f ∗ has negative feedback on some interval covering the image π(A) ⊂ R+
of the global attractorA of (6) under the projection π :Rk+1+ → R+ on the first coordinate.
To apply this method, we should be able to obtain sufficiently sharp a priori estimations of
the global attractivity domain for Eq. (6), and this can be a very difficult task. In the case
of the Nicholson’s blowflies equation, we succeeded to solve it, while in the case of the
Mackey–Glass equation with nonmonotone nonlinearity this task seems to be unrealizable
due to the necessity of enormous computations. Nevertheless, using [16, Corollary 2.3],
we can prove the following analog of Theorem 1.
Theorem 7. Assume (A3), (A4) and either (A1) or (A2). If, in addition, (4) is satisfied with
a = (f ∗)′(x∗) < 0, then Eq. (6) is globally attracting.
Theorem 7 will be proved in Section 4, and now we will apply it to the following discrete
version of the Lasota–Wazewska red blood system:
xn+1 = qxn +
k∑
j=0
βj exp(−xn−j ), βj  0, β =
∑
βj > 0. (7)
The unique equilibrium x∗ > 0 of (7) is determined by (1 − q)x∗ = β exp(−x∗). Since
f ∗(x) = β exp(−x) satisfies (A1), (A3), (A4), and since (f ∗)′(x∗) = (q−1)x∗ < 0, an ap-
plication of Theorems 2 and 7 gives the following
Theorem 8. Let {xn} be a positive solution of (7) and set a = −(1 − q)x∗. Then
limt→∞ xn = x∗ if either (4) holds or q ∈ (0, qk] and (5) is satisfied.
Our next example is a discrete version of the Mackey–Glass hematopoiesis model with
decreasing nonlinearity:
xn+1 = qxn +
k∑
j=0
βj
1 + xpn−j
, βi  0, p > 0, β =
∑
βi > 0. (8)
Since (Sf ∗)(x) = (1 − p2)/(2x2), the function f ∗(x) = β/(1 + xp) satisfies (A1), (A4),
and (A3) for p > 1. The condition p > 1 is not restricting at all: Eq. (8) is glob-
ally attracting when p ∈ [0,1], see [4,6,11] for more details. The unique equilibrium
x∗ of (8) coincides with the positive root of equation xp+1 + x = β(1 − q)−1. Since
(f ∗)′(x∗) = −p(1 − q)2(x∗)p+1/β < 0, an application of Theorems 2 and 7 gives the
following
Theorem 9. Set a = −p(1 − q)2(x∗)p+1/β . The unique positive steady state x∗ of (8)
is globally attracting if p ∈ [0,1] or if p > 1 and either (4) holds or (5) is satisfied with
q ∈ (0, qk].
Remark 10. Theorem 9 generates various parameter independent stability conditions. For
example, (4) holds automatically if its right-hand side is nonpositive. In this case a  q −1
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global attractivity was found in [4,11]). Now, since (x∗)p+1/β < ((x∗)p+1 + x∗)/β =
1/(1 − q) for all β > 0, we get infβ>0 a −p(1 − q) (in fact, inf is equal to −p(1 − q)).
Next, it is easy to check that the right-hand side of (4) is decreasing on (−∞,−1] with
respect to x = a/(1 − q). Hence, we will get a β-independent stability condition for (8), if
we replace a with −p(1 − q) in (4) or in (5) (for q  qk in the latter case).
Next, consider the Mackey–Glass equation with the nonmonotone nonlinearity
xn+1 = qxn +
k∑
j=0
βj xn−j
1 + xpn−j
, βi  0, p > 0, β =
∑
βi > 0. (9)
Equation (9) has only one equilibrium xn = 0 if β  1 − q , and two equilibria xn = 0 and
xn = x∗ = (β/(1 − q)− 1)1/p otherwise.
Theorem 11. Let β > 1 − q. Then the positive equilibrium of Eq. (9) is a global attractor
if either one of the following conditions is true:
(a) p ∈ (0,2];
(b) p > 2 and β  (1 − q)p/(p − 1);
(c) p > 2 and (4) is satisfied with a = (1 − q)(1 − p) + p(1 − q)2/β .
Proof. The conditions (a), (b) are direct consequences of [6, Lemmas 2 and 4] and [9,
Corollary 21] (notice that (f ∗)′(x∗)  0 in the case (b)). In the third case, f ∗(x) = βx/
(1 + xp) satisfies (A2), where c = (p− 1)−1/p. Moreover, f ∗ has negative Schwarz deriv-
ative for all x = c (e.g., see [6]), and a = (f ∗)′(x∗) < 0. An application of Theorem 7 ends
the proof. 
Remark 12. Theorem 11 also gives various parameter independent stability conditions.
As we have seen above, (4) holds automatically if a  q − 1 which amounts to β 
(1 − q)p/(p− 2). Next, since infβ>0 a = (1 −p)(1 − q), we get a β-independent stability
condition for (9), if we replace a with (1−p)(1−q) in (4) (compare with Remark 10). As
it was pointed out in [6], the existence of β-independent stability condition for (8)–(9) is an
important characteristic of the Mackey–Glass equations (the other two population models
studied in this section do not possess this property).
Finally, we consider the following discrete version of Nicholson’s blowflies delay–
differential equation (see [9] for more references):
xn+1 = qxn +
k∑
j=0
βjxn−j exp(−xn−j ), βi  0, β =
∑
βi > 0. (10)
If β  1 − q, Eq. (10) has a unique equilibrium x = 0. It is globally stable independently
of k [9]. When β > 1 − q , the equilibrium x = 0 becomes unstable and the second equilib-
rium x∗ = ln(β/(1 − q)) > 0 appears.
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f (x) = βx exp(−x) does not satisfy the negative feedback condition with respect to the
level x = x∗. On the other hand, f does satisfy this condition on the interval (x∗,∞),
where x∗ is the minimal root of equation x∗ = (1 − q)−1f (x). Furthermore, the following
was proved in [9, p. 656 and p. 662] and [17, pp. 608–609].
Proposition 13. Let {xn} satisfy (10), and M = lim supn→∞ xn, m = lim infn→∞ xn. Then
m = M = x∗ if ln(β/(1 − q))  2. Next, for ln(β/(1 − q)) > 2, we have [m,M] ⊂
(1 − q)−1f ([m,M]) and m > x∗.
Due to the above proposition, f satisfies the negative feedback condition on the open
interval (x∗,∞) containing xn for sufficiently large n. Since (Sf ∗)(x) < 0, we conclude
that f satisfies (H). Hence, we have established the following
Theorem 14. Set a = (1 − q) ln(e(1 − q)/p) and let {xn} be a positive solution of (10).
Then limt→∞ xn = x∗ if either one of the following conditions is true:
(a) (5) is satisfied with q ∈ (0, qk], or
(b) (4) holds with q ∈ (0,1).
Theorems 8–14 improve previous global stability results obtained for Eqs. (7)–(10), see
[3,4,7,9,11,13] and references therein.
3. Proof of Theorem 1
Let [·] :R→ Z denote the greatest integer function and let {x} denote the fractional part
of x (so that x = [x]+ {x}). Following an idea from [8], with Eq. (1), we will associate the
delay differential equation
y ′(t) = −µy(t)+ g(t, y([t]), y([t − 1]), . . . , y([t − k])), (11)
where µ = − lnq and g(t, x0, x1, . . . , xk) = µ(1 − q)−1fj (x0, x1, . . . , xk) for all t ∈
[j, j + 1), j ∈ Z. This equation can be written as
y ′(t) = −µy(t)+ G(t, yt )
(
yt (s)
def= y(t + s), s ∈ [−k − 1,0]), (12)
where G :R× C([−k − 1,0],R) → R is defined as
G(t,φ) = g(t, φ(−{t}), φ(−{t} − 1), . . . , φ(−{t} − k)).
Notice that Eq. (11) is an example of retarded differential equation with piecewise constant
delays (see [2,8] for more references). G(t,φ) is piecewise constant for every fixed φ ∈
C
def= C([−k − 1,0],R), and it is easy to see that every initial value problem for Eq. (11)
has a unique solution existing on some semi-infinite interval even in the case when all fj
are discontinuous functions.
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satisfies the following conditions (Y):
(Y1) G(t,φ)  µ(1 − q)−1ϑ(q) for every t ∈ R and φ ∈ C satisfying the inequality
φ(s) q , s ∈ [−k − 1,0].
(Y1) Set R(x) = a1x/(1 + bx), then G(t,φ)  R(M(φ)) for all φ ∈ C, and G(t,φ) 
R(−M(−φ)) for all φ ∈ C such that mins∈[−k−1,0]φ(s) > −b−1 ∈ [−∞,0).
Now, the following stability criterion was proved in [17] (for b > 0) and [10] (for b = 0).
Theorem 15. Assume that (Y) holds and suppose that the existence result is valid for initial
value problems to (12). Let y : [α,ω) → R be a solution of (12) defined on the maximal
interval of existence. Then ω = +∞ and y is bounded on [α,+∞). If, additionally, condi-
tion
− µ
a1
exp
(−(k + 1)µ)> ln a21 − a1µ
µ2 + a21
(13)
holds, then limt→+∞ y(t) = 0.
Since a1 = µ(1 − q)−1a < 0, condition (13) coincides with (4). Therefore, in view
of Theorem 15, inequality (4) guarantees the global stability of (11). Let now {xn}n−k
be a solution of (1). For Eq. (11), we consider the initial value problem y(s) = ψ(s),
s ∈ [−k − 1,0], where ψ ∈ C is such that ψ(j) = xj for all j = −k,−k + 1, . . . ,0. An el-
ementary analysis shows that, in this case, xn = y(n) for every n  0. In consequence,
limn→+∞ xn = 0.
4. Proof of Theorem 7
The proof of Theorem 7 is identical to the proof of Theorem 1 if we use in it Corol-
lary 2.3 from [16] instead of Theorem 15. For the convenience of the reader, we give the
statement of [16, Corollary 2.3] in this section.
Set C+
def= C([−k − 1,0],R+). We assume that the functional G :R×C+ → R+ satis-
fies the Carathéodory conditions and that, for every constant element m(s) ≡ m from C+,
the function G(·,m) :R → R+ is constant almost everywhere on R. Thus we obtain a con-
tinuous map G∗ :R+ → R+ such that G∗(m) = G(t,m) for all m ∈ R+ and for a.e. t ∈ R.
We also assume that G satisfies the following condition:
(A5) m = inf[−k−1,0] ψ(t) sup[−k−1,0] ψ(t) = M implies G(t,ψ) ∈ G∗([m,M]), t ∈ R.
Proposition 16 [16]. Assume that G∗ satisfies (A4), (A5) and either (A1) or (A2). If, in
addition, a1 = (G∗)′(x∗) < 0 and condition (13) holds, then limt→+∞ x(t) = x∗ for every
nonzero solution x(t) of Eq. (12).
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Set φs = (xs, . . . , xs−k) ∈ Rk+1. Then Eq. (1) is equivalent to
xn+1 = qxn + fn(φn). (14)
Due to Remark 6, we may assume that b = 1 in (3) whenever b = 0.
Lemma 17. Assume (H) with b = 0 and take some integer α. If {xn}nα−k satisfies (14),
then M = lim supn→∞ xn, m = lim infn→∞ xn are finite. Moreover, if m  0 or M  0,
then M = m = limn→∞ xn = 0.
Proof. Note that (3) implies that fn(φ) > a for all n ∈ Z and φ ∈ Rk+1. Next, if A 
xα+s  B , s ∈ {−k, . . . ,0} for some A a/(1 − q) and B  0, then
xn = qn−αxα +
n−1∑
s=α
qn−1−sfs(φs) qn−αxα + a 1 − q
n−α
1 − q A (15)
for all n  α. Now, (15) and (H1) imply fs(φs)  ϑ(A) for all s  α, so that xn  B +
ϑ(A)/(1 − q), n α.
Next, if M = lim supn→∞ xn  0 then limn→∞M(φn) = 0 so that, in virtue of (3),
fn(φn)  infsn aM(φs)/(1 + bM(φs)) def= an, where an  0 and limn→+∞ an = 0.
Thus, by (15), xn  qn−βxβ + aβ/(1 − q) for all n  β > α. This implies that m =
lim infn→∞ xn = 0 so that M = 0. 
In view of Lemma 17, we can assume that m < 0 < M , since otherwise (m = 0 or
M = 0) we get a solution vanishing at infinity. Now, if m < 0 < M then {xn} oscillates
about 0, so that, for {xn}, there are two sequences tj , sj of points of local maxima and
local minima, respectively, such that xtj = Mj → M , xsj = mj → m and sj , tj → +∞ as
j → ∞. Moreover,
Lemma 18. There exist n ∈ {sj − k − 1, . . . , sj − 1} and m ∈ {tj − k − 1, . . . , tj − 1} such
that xn > 0 and xm < 0.
Proof. Take some sj . If xn  0 for all n ∈ {sj − k − 1, . . . , sj − 1}, then xsj − xsj−1 =
(q − 1)xsj−1 + fn(φsj−1) 0, a contradiction. The other case is similar. 
Lemma 19. Assume that Wk(q) < 0. Then λ = qk+1(q + · · · + qk) < 1.
Proof. We have Wk(q) = λ2 + λ2qk+1 + λ− 2 < 0. Considering expression p(x) = x2 +
x2qk+1 + x − 2 as a quadratic polynomial in x , we observe that p(0) < 0 and p(1) > 0.
Since Wk(q) = p(λ) < 0, we conclude that λ < 1. 
We will need also the following proposition proved in [17, Proposition 3.3].
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strictly decreasing or it has only one critical point x∗ (maximum) in [α,β]. If a unique
fixed point γ ∈ [α,β] of h is locally asymptotically stable and (Sh)(x) < 0 for all x = x∗,
then γ is a global attractor of h.
Thanks to Lemma 17, we have to study only these solutions {xn} of (1) that satisfy
lim inft→∞ xn = m < 0 < M = lim supt→∞ xn. Consider two subsequences of extremal
values mj = xsj → m, Mj = xtj → M; if we take some ε > 0 then mj  m − ε and
Mj M + ε for sufficiently big j . Due to Lemma 18, for every such sj , there is τj ∈
{sj − k − 1, . . . , sj − 1} for which 0 < xτj =M(φsj−1). Therefore
mj = qsj−τj xτj +
sj−1∑
s=τj
qsj−s−1fs(φs) qk+1xτj +
sj−1∑
s=τj
qsj−s−1r
(M(φs))
 qk+1xτj + r(xτj ) + (q + · · · + qk)r(M + ε) = S(xτj ). (16)
Case I. Here, we are assuming that a < −qk+1, so that ς = √−a/qk+1 − 1 > 0 and
S(x) decreases on [0, ς ] and increases on [ς,+∞). Hence, if M + ε  ς , then
mj  qk+1(M + ε) + (1 + q + · · · + qk)r(M + ε) = F(M + ε).
In the general case, since minx0(qk+1x + r(x)) = −(√−a −
√
qk+1 )2, we get
mj −
(√−a −√qk+1 )2 + (q + · · · + qk)r(M + ε) = F1(M + ε).
In consequence, m  Λ(M), where decreasing continuous function Λ is equal to F on
(0, ς) and Λ(M) = F1(M) for M  ς . Next, taking into account the inequality r(x) > a,
we find that Λ(x) > ψ(a) = −(√−a −√qk+1 )2 + a(q + · · · + qk) for all x  0. Since
ψ ′(a) > 0 for a < 0, we obtain that, for all negative a  a∗ = −(1 + qk+1)/(1 + q +
· · · + qk) and for all x  0,
Λ(x) > −(√−a∗ −√qk+1 )2 + a∗ k∑
j=1
qj
= 2
√
−a∗qk+1 − 2qk+1 − 1−1 (17)
(notice the last inequality is equivalent to qk+1(q + · · · + qk) 1).
Since m > Λ(M)−1, the value r(m − ε) is well defined for small positive ε. Next,
due to Lemma 18, for every tj there is σj ∈ {tj − k − 1, . . . , tj − 1} for which 0 > xσj =
−M(−φtj−1). Therefore
Mj = qtj−σj xσj +
tj−1∑
s=σj
qtj−s−1fs(φs) qk+1xσj +
tj−1∑
s=σj
qtj−s−1r
(−M(−φs))
 qk+1xσj + r(xσj ) + (q + · · · + qk)r(m− ε) = T (xσj ). (18)
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Mj  qk+1(m − ε) + (1 + q + · · · + qk)r(m − ε) = F(m − ε).
A direct computation shows that function F(m) has negative Schwartz derivative and
F ′(0) = qk+1 + a(1 + · · · + qk).
Now, if M  ς , then m F(M) and M  F(m), and we obtain F(F(M))M. Due
to (5) and Proposition 20, the last inequality is possible only when M = 0. Hence, the con-
sideration of Case I will be finished if we prove that the inequality M  ς is not possible.
On the contrary, suppose that M  ς . Then m  F1(M) and M  F(m), so that
F(F1(M))M. We have
F
(
F1(M)
)− M = − b3M3 + b2M2 + b1M + b0
(1 +M)(1 + µ + M(1 + µ + aν)), (19)
where µ = −(√−a −√qk+1 )2 and the coefficients bi are given in the Introduction.
We will reach a contradiction with the assumption M  ς , proving that F(F1(M))−M
is negative for M  ς . Indeed, since F(ς) = F1(ς), we have F(F(ς))− ς = F(F1(ς))−
ς < 0. By (17), the denominator of (19) and coefficient b3 are positive. Therefore
F(F1(M))−M is negative for sufficiently large M. The numerator of (19) is a third degree
polynomial in M whose coefficients depend on q, a and k. Since ∂F (m)/∂a < 0 for m ∈
(−1,0) and ∂F1/∂a > 0 for a −qk+1 and M > 0, we have ∂F (F1(M))/∂a < 0. There-
fore, it is enough to consider (19) in the limit case a = −(1 + qk+1)/(1 + q + · · · + qk).
Then the numerator of (19) is a third degree polynomial in M whose coefficients depend
on q and k only. The discriminant of this polynomial is equal to Vk(q) = Uk(q,−(1 +
qk+1)/(1 + · · · + qk)), where Uk(q, a) is indicated in the introductory part of this paper.
If discriminant Vk(q) is negative, the polynomial can possess only one real root and, in
consequence, F(F1(M))− M is negative for all M  ς .
Case II. Let now a  −qk+1. In this case, S(x) increases on [ς,+∞), where ς =√−a/qk+1 − 1 0 . In view of (16) and Lemma 19, this implies that
m (q + · · · + qk)r(M) def= F3(M) > (q + · · · + qk)a
−(q + · · · + qk)qk+1 −1.
Moreover, if m > ς , we get from (18) that
M  (q + · · · + qk)r(m) = F3(m).
On the other hand, since S(x) decreases on (−1, ς ], we obtain, for m ∈ (−1, ς ] that
M  qk+1m + (1 + q + · · · + qk)r(m).
Notice that qk+1m + r(m)  0 if m ∈ [−a/qk+1 − 1, ς ]. Thus M  Π(m), where de-
creasing continuous function Π is equal to F3 on [−a/qk+1 − 1,0] and Π(m) = F(m)
for m ∈ (−1,−a/qk+1 − 1]. Combining inequalities M  Π(m) and m  F3(M), we
get M  Π(F3(M)) or, equivalently, M  F(F3(M)) if F3(M)  −1 − a/qk+1 and
M  F3(F3(M)) if F3(M)−1 − a/qk+1.
Now, F3(M1) = −1 − a/qk+1 for
M1 = −a/q
k+1 − 1
a(q + · · · + qk) + a/qk+1 + 1 .
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the form M  F(F3(M)) for all M  0. Since Schwarz derivative of F(F3(M)) is neg-
ative and F ′3(M)|M=0 = a(q + · · · + qk)  −qk+1(q + · · · + qk) > −1, F ′(M)|M=0 =
qk+1 + a(q + · · ·+ qk) > −1, the inequality M  F(F3(M)) holds only when M = 0, see
Proposition 20.
Let now M1 > 0. For M ∈ [0,M1], we have m F3(M) F3(M1) = −a/qk+1 − 1.
Hence M  F3(m) and therefore F3(F3(M))M . However, the last inequality holds only
when M = 0, since the rational function R = F3 ◦F3 is defined on R+ and R′(0) = (a(q +
· · · + qk))2  (qk+1(q + · · · + qk))2  1.
Therefore, if M = 0, then M M1. For this value of M , we get m F3(M) and M 
F(m) so that M  F(F3(M)). We finalize the consideration of Case II, establishing that
the latter inequality is impossible if M M1. Indeed,
F
(
F3(M)
)− M = M(aν(qk+1 + a + aν)− 1 + Wk(q, a)M − (1 + aν)M2)
(1 + M)(1 + M + aνM) ,
where ν = q +· · ·+qk , Wk(q, a) = aνqk+1(aν+1)+a2ν(1+ν)−aν−2. Recalling that
F3(F3(M1))−M1 < 0 and F(−a/qk+1−1) = F3(−a/qk+1−1), F3(M1) = −a/qk+1 − 1,
we obtain F(F3(M1)) − M1 = F3(F3(M1)) − M1 < 0. Next, we observe that, due
to relations ∂F (m)/∂a = (1 + ν)m/(1 + m) < 0 for m ∈ (−1,0) and ∂F3(M)/∂a =
νM/(1 + M)> 0 if M > 0, we have ∂F (F3(M))/∂a < 0. Therefore, since a −qk+1, it
is enough to consider F(F3(M)) − M for a = −qk+1. Since Wk(q,−qk+1) = Wk(q) < 0
we can apply Lemma 19 to get the contradiction,
F
(
F3(M)
)− M  M(M2(λ − 1)+ MWk(q) + λ2 − 1)
(1 + M)(1 + M − λM)) < 0.
Finally we prove the sharpness of (5), stated in Corollary 4. For it, we take the (k + 1)-
periodic function h :Z → {0, . . . , k} defined on the period {0, . . . , k} by the relation
h(j) = j . Next, we consider the following (k + 1)-periodic linear difference equation:
xn+1 = qxn +axn−h(n), n ∈ Z. We have xk+1 = (qk+1 +a(1+q+· · ·+qk))x0 which im-
plies that xm(k+1) = (qk+1 + a(qk + · · ·+ q + 1))mx0, m = 0,1, . . . . If ζ = qk+1 + a(qk +
· · ·+q +1) < −1, then |xm(k+1)| > |ζ |m|x0| so that every nonzero solution of the equation
is unbounded. Hence, for every triple (a, q, k) taken outside of the region of parameters
determined by (5), we can indicate Eq. (1) which satisfies the generalized Yorke condition
with b > 0 and whose linear part is unstable.
6. Proof of Theorem 3
For j = 0,1,2,3, we set Bj (q, k) = bjk(q,−(1 + qk+1)/(1 + · · · + qk)). It is easy to
check that
B3(q, k) = 2q(k+1)/2
[
−q(k+1)/2 +
√
(1 − q)(1 + qk+1)
1 − qk+1
]
,
B0(q, k) = −0.25B23(q, k)
[
q−(k+1) +
(
q(k+1)/2 −
√
(1 − q)(1 + qk+1)
1 − qk+1
)2 ]
.
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equation qk+1(q + · · · + qk) = 1. Hence, in virtue of Lemma 19, if Wk(q) < 0 then
B3(q, k) > 0 and B0(q, k) < 0. Additionally, by the assumptions of Theorem 3, we have
that either B1(q, k) < 0, B2(q, k) < 0 or B1(q, k) > 0, B2(q, k) > 0.
Now, in the proof of Theorem 2, the condition Vk(q) < 0 was used only one time to
establish that the third degree polynomial
P(M) = B3(q, k)M3 + B2(q, k)M2 + B1(q, k)M + B0(q, k)
has exactly one positive root. However, the same conclusion can be drawn from the in-
equalities B3(q, k) > 0, B2(q, k) < 0, B1(q, k) < 0, B0(q, k) < 0 or from the inequalities
B3(q, k) > 0, B2(q, k) > 0, B1(q, k) > 0, B0(q, k) < 0 due to the following well-known
result [12].
Proposition 21 (Descartes’ rule of signs). The number of positive roots of a polynomial
with real coefficients is equal to the number of changes of sign in the list of coefficients, or
is less than this number by an even number.
7. Proof of Corollary 5
First, we observe that a > −0.88 > −(1 + q2)/(1 + q) for q ∈ [0.88,1). Next, since
the inequality λ = qk+1(q + · · · + qk) < 1 takes the form q3 < 1 for k = 1, the as-
sumption λ < 1 is satisfied automatically. Furthermore, it can be checked directly that
U1(q,−0.88)< 0 for all q ∈ [0.88,1). Now, for a = −0.88 and for all M  0, we have
ρ2(M) = aq(q2 + a + aq)− 1 + W1(q, a)M − (1 + aq)M2 < 0, q ∈ [0.88,1],
since the discriminant of the quadratic polynomial ρ2(M) (where a = −0.88) is negative
for all q ∈ [0.88,1]. In consequence, all considerations of the above proof remain valid for
the domain a ∈ [−0.88,0) and q ∈ [0.88,1].
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