Perimetric sensitivity of patients with glaucoma has traditionally been measured in logarithmic (dB) units, but linear sensitivity correlates better with conventional structural measures of glaucomatous damage. Monte Carlo simulations of perimetric algorithms were used to assess potential effects of logarithmic steps on bias and variability when perimetric sensitivity was represented in linear units, and to assess the potential benefits of algorithms using linear steps. Simulations predicted that linear staircases could reduce the sensitivitydependence of bias, variability and efficiency. These predictions were supported by a perimetric study of 21 patients with glaucoma and 20 age-similar controls who made repeat visits over several weeks.
Introduction
Standard automated perimetry plays a central role in the assessment of visual function of patients with glaucoma, as do structural assessments of the optic nerve and the retinal nerve fibre layer (Weinreb & Khaw, 2004) . Converging empirical and theoretical analyses support the hypothesis that linear perimetric sensitivity correlates better with ganglion cell number than logarithmic sensitivity (GarwayHeath, Holder, Fitzke, & Hitchings, 2002; Hood et al., 2002; Reus & Lemij, 2004; Swanson, Felius, & Pan, 2004) .
Evaluation of the hypothesis of linearity is confounded by the fact that conventional perimetric algorithms measure sensitivity in logarithmic steps, with the result that in linear units there are relatively few steps at high sensitivities and many steps near the lower limits of the testing apparatus (Harwerth, Carter-Dawson, Smith, & Crawford, 2005) .
Logarithmic units (such as decibels) relate to the maximum stimulus luminance available for a given perimeter and represent certain attenuation from this maximum, so that 1 dB on a given instrument is not equivalent to 1 dB on another (under the same test conditions and background luminance) unless they have same dynamic range. For instance, the maximum stimulus on the Humphrey Field Analyzer is 10,000 apostilbs (asb), whilst that on the Goldmann perimeter is 1000 asb so that 1 dB represents a stimulus of 8000 asb on the Humphrey Field Analyzer but 800 asb on the Goldmann perimeter.
The use of logarithmic algorithms for measuring sensitivity with conventional perimetry is a potential source of bias and variability when sensitivity is converted to linear units for comparison with structural and electrophysiological measurements. Conventional perimetric algorithms employ luminance increments at multiple locations in the visual field and report differential light sensitivity (DLS) in decibel (dB) units, where 10 dB = 1 log unit of attenuation. Such algorithms typically use 4-7 trials per location in visual space and return about 20 possible sensitivities in 0.2 log unit steps. In linear units of sensitivity, the upper half of the range of possible sensitivities is therefore represented by only a few values, with most of the sensitivities compressed into the bottom 10% of the range. This makes it likely that, when sensitivity is scaled in linear units, the accuracy and precision of conventional perimetric algorithms will be lower in regions of high sensitivity than in regions of low sensitivity, and that test-time will show the opposite tendency. Sensitivity-dependence for accuracy, precision, and efficiency are potentially serious complicating factors for comparisons of perimetric and structural measures of glaucomatous damage.
Computer simulations have been extensively used to predict properties of perimetric strategies (e.g., Chauhan & Johnson, 1994; Johnson, Chauhan, & Shapiro, 1992; Spry, Johnson, McKendrick, & Turpin, 2003; Turpin, McKendrick, Johnson, & Vingys, 2003) . Analysis of simulations has certain advantages over the use of data from human subjects for this purpose: computers are not subject to the effects of fatigue or emotion, a large number of permutations can be modelled in a short amount of time and bias of sensitivity measurement can be computed since the 'true' sensitivity is known. Monte Carlo simulations, which involve generation of random numbers, are widely used to analyze situations where a large number of outcomes are possible, such as nuclear science, traffic flow systems, and cancer therapy, as well as perimetry (e.g., Anderson, 2003; Anderson & Johnson, 2003; Glass, Schaumberger, & Lachenmayr, 1995; Maloney, 1990) .
The purpose of the present study was to evaluate the sensitivity-dependence of accuracy, precision, and efficiency of traditional logarithmic staircases when the results are expressed as linear perimetric sensitivity, and to develop strategies for which bias and precision are less dependent on sensitivity. Monte Carlo simulations of perimetric strategies were used to assess accuracy, precision, and efficiency for both conventional logarithmic staircases and alternative linear staircases. The simulations were used to identify a linear strategy similar in overall efficiency to conventional logarithmic staircases. The predictions from the simulations were then evaluated by using both linear and logarithmic algorithms to measure perimetric sensitivity and variability in a group of patients with glaucoma and an age-similar control group. where dB represents sensitivity in conventional perimetric units (number of 0.1 log unit steps from the maximum stimulus) and L À1 represents sensitivity in linear units. The high end of the normal range is about 34 dB (Heijl, Lindgren, & Olsson, 1987) , which in linear sensitivity is 2512 L À1 , so we simulated responses for a sensitivity range of 0 to 2500 L
À1
. A sensitivity of 1.0 L À1 corresponded to a threshold equal to the maximum stimulus luminance and sensitivities lower than this were scored as '0.'
Description of Monte Carlo computer simulation
For each perimetric strategy evaluated, Monte Carlo methods were used to simulate perimetric observers performing large numbers of staircases, for both normal-seeing and damaged regions of the visual field, using summary statistics to estimate accuracy, precision and efficiency. For a given stimulus presentation, the simulation yielded a response of either 'seen,' or 'not seen.' When the response was 'seen,' the staircase proceeded to a stimulus of lower luminance, and when the response was 'not seen' the staircase proceeded to a stimulus of higher luminance. A reversal occurred when the change in stimulus luminance yielded a change in response from 'seen' to 'not seen' or vice versa. Until the first reversal, the step size in changing from one luminance to another was constant in either logarithmic units (conventional staircase) or in units of linear sensitivity (new staircases). After a reversal, the staircase either terminated (if the criterion number of reversals was met) or else the step size was reduced. When a staircase terminated, the simulated output sensitivity was set to the reciprocal of the last stimulus luminance with a response of 'seen.' If a response of 'seen' was not given even for the maximum stimulus, the simulated output sensitivity was set to zero.
For a given stimulus presentation, the response was generated by comparing a random number from the uniform distribution [0, 1] with the probability of responding function, R (x), where x is the luminance of the stimulus in Lamberts (since one Lambert is the maximum stimulus, values of x never exceeded 1.0). When the random number was greater than R (x), the response was 'seen,' otherwise the response was 'not seen.' The function R(x) was defined by four parameters: threshold, a (the luminance, in Lamberts, that is seen 50% of the time); slope of Weibull function, b (determining intrinsic variability); false negative rate, FN (the fraction of trials on which the stimulus was seen but not responded to); false positive rate, FP (the fraction of trials on which the stimulus was not seen yet a response was generated). The probability of seeing the stimulus, P (x), was defined as
and the probability of responding, R (x) was defined as
It is well-established that the variability of logarithmic perimetric sensitivity tends to increase as sensitivity decreases. The simulations used two different models for this increase: intrinsic noise and heterogeneous damage. Intrinsic noise reflects the noise within the signal used for psychophysical sensitivity, and was modelled by varying the slope parameter, b, using the equation of Henson, Chaudry, Artes, Faragher, and Ansons (2000) :
where SD is the standard deviation of noise in the perimetic signal in dB units and 1/a is the measured sensitivity. We the computed the slope parameter, b, from
Typical slopes from Eq. (4) were 5.0 for a sensitivity of 36 dB (3981 L À1 ) and 1.4 for a sensitivity of 20 dB (100 L À1 ). Heterogeneous damage was modelled by randomly removing ganglion cells from a mosaic and computing the effect on sensitivity of psychophysical spatial mechanisms which sample the responses of the degraded ganglion cell mosaics, using the model given by Pan, Swanson, and Dul (2006) . Shifts in eye position by 0.5-1.0°are not uncommon in perimetry (Henson, Evans, Chauhan, & Lane, 1996) and in damaged eyes such minor changes in stimulus location can cause dramatic changes in measured sensitivity (Fellman, Lynn, Starita, & Swanson, 1989) . For each of seven levels of ganglion cell loss between 0% and 99%, values of threshold (a) were obtained for stimuli at thirteen different locations within ±1°of putative stimulus centre. This array of 13 values for threshold represents potential effects of normal fixational eye movements, and on each stimulus presentation the value for sensitivity was drawn randomly from this array of 13 values. Values for threshold were computed using spatial filters with a peak spatial frequency of 1.0 cycle per degree (cpd) sampling a sparse mosaic of ganglion cells with large receptive fields, as these yielded values for standard deviation versus sensitivity which were consistent with the equation of Henson et al. (2000) for the slope parameter, and for which perimetric loss remained a linear function of ganglion cell loss.
FP and FN were fixed at either 0.0 or 0.2, to mimic the responses of a reliable subject versus responses of an unreliable subject.
Perimetric strategies
Three different perimetric strategies were simulated: the standard fullthreshold (FT) strategy and two strategies, termed 'Linear strategies,' which utilised linear sensitivity steps ( Table 1 ). The total number of reversals and the step size at each reversal defined each strategy. For all strategies, the sensitivity value was taken as reciprocal of the 'last seen' stimulus luminance, or as zero when the maximum stimulus was not seen.
2.1.3.1. Full-Threshold strategy. The Full-Threshold (FT) strategy of the Humphrey Field Analyzer was replicated. This strategy terminated after two reversals. The step size was 4 dB prior to the first reversal, then 2 dB until the second reversal (Allergan Humphrey, 1986) .
2.1.3.2. Linear strategies. The Linear strategies were designated Ln1 and Ln2; these were both two-reversal strategies. Fig. 1 illustrates sample staircases from these four perimetric strategies with black symbols for the FT staircase and the Ln2 staircase (which had overall efficiency most like that of the FT staircase). Results are shown for an observer with minimal intrinsic and extrinsic noise, using a starting luminance corresponding to 500 L À1 and input sensitivities of 1 and 2000 L À1 . For an input sensitivity of 2000 L À1 , (a = 1/2000 L) the FT staircase had the smallest number of trials, while for a sensitivity of 1 L À1 (a = 1 L) the FT staircase had the largest number of trials.
Data analysis
Bias was defined as the difference between the input sensitivity and the mean of the (thousand) output sensitivities obtained with simulated staircases. Bias was positive when mean staircase sensitivity was higher than input sensitivity and negative when mean (output) staircase sensitivity was lower than input sensitivity. Test-retest variability (TRV) was computed as the standard deviation of 1000 output sensitivities for a given condition.
The number of trials for each staircase to run to completion was recorded. For each input sensitivity value, perimetric efficiency was defined as the inverse of the mean number of trials for the 1000 staircase runs. Therefore efficiency was low if, on average, a large number of trials were needed for a staircase to terminate. Simulations were implemented using Matlab 5.2.1 (The Mathworks, Inc., Natick, MA).
Collection of clinical data
To verify the clinical validity of predictions from the simulations, pilot data were gathered by testing 41 subjects with the FT and Ln2 perimetric strategies on two separate occasions. Prior to these two sessions, all subjects underwent a 'learning visit' to familiarise themselves with the nature of the test and the stimulus. The Ln2 strategy was chosen because the simulations suggested this to be more efficient than Ln1. The order of tests (FT/Ln2) was randomised and the number of tests for each strategy was counterbalanced across subjects.
Subjects
Twenty-one patients with glaucoma and 20 age-similar control subjects were recruited for this study. All participants were aged between 50 and 80 years, had best-corrected visual acuity 20/40 or better, spherical refraction <7 D and cylinder 6 2D and did not have any other eye disease affecting the posterior segment. All the glaucoma patients were regular attendants at the Glaucoma Institute of SUNY State College of Optometry. They all had evidence of reproducible visual field defects on at least two previous Humphrey Visual Field tests (average Mean Deviation, MD À6.7 dB, range À0.31 to À22.7). If both eyes were eligible, the eye with the least field damage was tested. The normal subjects all had passed a comprehensive eye examination at the University Optometric Center of SUNY and were excluded if there was a positive history of glaucoma within a first-degree relative. The study was conducted under an approval by the Institutional Review Board at SUNY and followed the tenets of the Declaration of Helsinki. After the purpose and procedures were discussed with each subject, written informed consent was obtained prior to testing.
Perimetric conditions
The Goldmann size III stimulus is 0.43°in diameter and is a standard stimulus used in clinical perimetry (Anderson, 1987) . This stimulus was presented on a mean background luminance of 10 cd/m 2 . This background luminance allowed a large dynamic range of stimulus luminances. Stimuli were presented with a Gaussian temporal profile. The time constant of the Gaussian was 100 ms. Low temporal frequencies reduce the luminance required to reach the Weber region (Graham & Hood, 1992) . We used a fixed starting stimulus of 1000 L À1 (30 dB), at each location, to reduce test-time in normal-seeing regions of the visual field.
Apparatus
Stimuli were displayed on a 21 00 SONY Trinitron monitor driven by a VSG 2/5 system (Cambridge Research Systems, Rochester, Kent, UK). The resolution of this monitor was set to 800 · 600 pixels. The visible portion subtended 54°· 42°at a viewing distance of 40 cm. The frame rate was 150 Hz. The VSG system provided 14-bit resolution for each phosphor. The VSG OptiCAL photometer was used to measure photometric values for each phosphor, to calibrate display gamma functions and produce a linear lookup table. A luminance meter (Minolta LS-100, Konica Minolta, Mahwah, NJ, USA) was used to ensure that the mean background luminance of the monitor was 10 cd/m 2 .
Test reliability criteria
Blank trials were presented at pseudo-random intervals, to provide an estimate of the false positive rate. Fixation was monitored with a CCTV video camera and using the Heijl-Krakau method. Tests were excluded and subsequently repeated when false-positive rate was greater than 20% or when fixation was deemed unstable (>30% fixation losses). Patients Table 1 Perimetric strategies simulated
Strategy
Smallest increment Algorithm Number of reversals with deep defects and variable responses may not see the maximum available stimulus (15 dB on the VSG) all of the time (Bengtsson & Heijl, 2000) and so false negative rate was not used as an indicator of test reliability.
Test locations
Stimuli were presented at eight locations at eccentricities of 9.5°, 15.0°, and 21.2° (Fig. 2) . These locations were chosen to reflect the distribution of the retinal nerve fibre pattern. Locations were symmetrical across the horizontal midline. Since glaucomatous loss tends to be asymmetrical, this arrangement allowed sampling of retinal locations with damage ranging from mild to severe within the same eye.
Analysis of pilot data and comparison with simulation data
For each point the average sensitivity of two tests for each of the eight locations and each subject was computed as the means of the sensitivities measured by each of the two strategies, FT and Ln2.
Agreement of measured sensitivity values obtained by FT and Ln2 was evaluated using a Bland-Altman plot (Bland & Altman, 1986) and was compared to corresponding (output) sensitivity values yielded by the Monte Carlo simulation. For the purposes of comparing the pilot and simulation data, output sensitivity values (rather than input sensitivity) were used, since in the practical situation actual sensitivity at a given test point is unknown and only a measured value is obtained by running a perimetric staircase.
Test-retest difference was defined as the difference in sensitivity at each location between the two tests (t 2 À t 1 ) for each strategy. Test-retest variability was computed as the standard deviation of test-retest differences across all locations and all subjects for each of the two strategies. Tests where the maximum luminance stimulus was not seen on both occasions were excluded from variability analysis.
Standard deviation from the simulations (1000 output sensitivities for each condition) was multiplied by the square root of two for direct comparison with the measured test-retest variability obtained from the pilot data.
Results

Results of the Monte Carlo simulations
Results in dB units
Our goal was to evaluate the sensitivity-dependence of bias, variability, and efficiency of FT and alternative staircases, when sensitivities are expressed in linear units. To demonstrate that our choice of parameters was consistent with data in the literature which expressed sensitivities in dB units, the relationship between simulated variability and sensitivity in dB units was qualitatively compared (Fig. 3) . A starting point of 500 L À1 (27 dB) was used for all these simulations. The solid grey line in Fig. 3 shows results of the simulation for intrinsic variability modelled by varying the slope of the psychometric function according to Henson's equation. Henson's equation is not defined for sensitivities below 10 L À1 (10 dB). The variability of DLS measurement in dB is typically highest around 10 dB (Artes, Iwase, Ohno, Kitazawa, & Chauhan, 2002) , as measurement of variability for sensitivities below this value is limited by the maximum stimulus of the perimeter. Therefore, for these simulations in dB units and for input sensitivities below 10 L À1 , the psychometric function slope was fixed to 0.6 (this slope corresponded to an input sensitivity of 10 L À1 ). Psychometric slopes below 0.6 gave rise to an artificial increase and higher estimates of variability for sensitivities in the range 10-15 dB. With this slope of 0.6, input sensitivities of <1 L À1 (0 dB) sometimes yielded output sensitivities P10 dB. For a reliable estimate of dB variability for output sensitivities P10 L À1 (10 dB), input sensitivities in the range of 0.016-10 L À1 (À18 dB-10 dB) at 1 dB intervals were used. In accordance with the plot of Artes et al. (2002) , average variability was plotted for 5 dB sensitivity bins. The solid black line shows the variability resulting from heterogeneous ganglion cell damage interacting with minor changes in stimulus location. The two methods of simulating variability (slope of psychometric function and heterogeneous damage) exhibited similar qualitative trends: variability was less than 2 dB at high sensitivities (>30 dB) and became much higher in regions of low sensitivity. This is consistent with previous reports of high variability in damaged regions of the visual field (Artes et al., 2002; Chauhan, Tompkins, LeBlanc, & McCormick, 1993; Piltz & Starita, 1990) . For comparison with published data, variability values from Artes et al. (2002) are also shown (dotted black line). The variability predicted by the simulations using a variable psychometric function slope computed from Henson's equation was as much as 1 dB lower than the variability estimated by Artes et al., 2002 . Further simulations (not shown) demonstrated that this difference could be explained by starting point effects. Our simulations used a fixed starting luminance corresponding to 500 L À1 (27 dB). Artes' data were obtained using the Full Threshold strategy of the Humphrey Field Analyzer, which uses a variable initial stimulus, suprathreshold to an initial estimate of sensitivity at each location. Fig. 4 shows the effect of sensitivity on bias for each of the three strategies, for starting luminances of 500 L
Bias
À1
(left panels) and 2000 L À1 (right panels). In the absence of extraneous noise (FP = FN = 0) bias varied systematically with sensitivity, in the range À500 to +650 L À1 across strategies and sensitivities. The greatest underestimates were at higher sensitivities, dropping as low as À500 L À1 for the FT strategy, but not lower than À300 L À1 for the Linear strategies. The greatest overestimates were as high as +650 L À1 for the Ln1 strategy at a high starting stimulus, but for the FT and Ln2 staircases there were no overestimates exceeding +400 L À1 . For a given strategy, bias varied by no more than 800 L À1 across sensitivities.
As shown in the lower panels of Fig. 4 , much more extreme forms of bias were found in the presence of extraneous noise (FP = 0.2 or FN = 0.2). Generally, FP = 0.2 made bias more positive whilst FN = 0.2 made bias more negative. For a starting stimulus of 500 L À1 , with FP = 0.2 bias for FT increased from +100 L À1 at low sensitivities to +500 L À1 at high sensitivities, while bias for Ln1 and Ln2 showed much less variation with input sensitivity. For a starting luminance corresponding to 2000 L À1 , with FP = 0.2 all staircases yielded overestimates greater than 500 L À1 , and bias for linear staircases became highly dependent on input sensitivity, r = 0.99, slope = À0.54 for Ln1; r = 0.96; r = 0.98, slope = À0.37 for Ln2 (p values for slope < 0.0001 in both cases).
For FN = 0.20, bias for all three staircases became increasingly negative at high sensitivities, more rapidly for a starting stimulus of 2000 L À1 .
Test-retest variability
Qualitatively, results were similar for intrinsic noise and heterogeneous damage (Fig. 3) , and in Fig. 5 are shown for intrinsic noise. In general, variability was less dependent on sensitivity for the linear staircases than for the logarithmic (FT) staircases. When extraneous noise was eliminated (upper panels), variability for FT and linear staircases changed by 400 L À1 across sensitivities, with variability for linear staircases being highest at 1 L À1 . For sensitivities above 1500 L À1 (32 dB), variability was lower for linear strategies than for FT. The Linear strategy with the smallest final step size (Ln1) had the least variability over most of the sensitivity range. ). For the Linear staircases variability rarely exceeded 500 L À1 and never exceeded 800 L À1 . For Ln1 and Ln2, sensitivity-dependence with FP = 0.2 was greater for a starting point of 2000 L À1 (z = 7.8, p < 0.0001 for Ln1 and z = 16.5, p < 0.0001 for Ln2) while for FN = 0.2 sensitivity-dependence was greater for a starting point of 500 L À1 (z = 8.4, p < 0.0001 for Ln1 and z = 19.7, p < 0.0001 for Ln2).
Efficiency
Efficiency for FT and Linear strategies had opposite forms of sensitivity-dependence: FT tended to be more efficient at high sensitivities whilst the Linear strategies tended to be more efficient at low sensitivities (Fig. 6) . For a starting stimulus of 500 L À1 (27 dB), linear staircases had the highest efficiency for locations with sensitivity 0-20 dB, while the FT staircase had the greatest efficiency for locations with sensitivity 27-33 dB. Change to a starting stimulus of 2000 L À1 (33 dB) caused a decrease in efficiency of Linear strategies at sensitivities 0-30 dB.
To compare potential efficiencies of the staircases in patients with varying amounts of visual field loss, we selected 24-2 SITA Standard field test results from one control subject and three patients with glaucoma (Fig. 7) . For each field, dB sensitivities at all 54 locations were converted to L À1 and used as input sensitivities for the Monte Carlo simulation, with a starting stimulus of 500 L À1 , false positive and false negative rates of zero. Psychometric slopes were computed from Henson's equation were computed. Each simulation generated all 54 staircases and used the total number of trials as an estimate of test duration. This was repeated for a total of 100 simulations per visual field, and mean test durations were computed. For the fields with minimal or no loss (top two panels), FT had the shortest test duration. For the fields with moderate or advanced damage (lower two panels), test duration increased for FT and decreased for the Linear staircases, so Ln1 and Ln2 had lower test durations than FT. Of the Linear strategies, Ln2 had the shortest test duration.
Results from clinical data
Measured sensitivities
Measured mean sensitivities obtained with FT and Ln2 were similar for the 20 control subjects at each of the three eccentricities (Table 2) .
When data from both patient and control groups were combined, analysis of agreement (Fig. 8) found no significant mean difference between sensitivities obtained with the FT and Ln2 staircases (mean = 16 L À1 , 95% limits for agreement À435 to +467 L À1 ). There was a tendency for the difference between FT and Ln2 sensitivities to increase with average sensitivity (r 2 = 0.01, slope = 0.06, p = 0.03), with Ln2 giving a higher value than FT at higher average sensitivities.
Test-retest variability
Test-retest variability was calculated as the standard deviation of test-retest difference at each location separately for each subject. For the clinical data (solid symbols), sensitivity was grouped into eight bins and the standard deviation (SD) of test-retest difference for each bin was computed (Fig. 9) . The solid lines show the regression lines for these points. The dotted lines show the predicted standard deviations from the simulations. For both predicted and measured values of FT and Ln2, SD was well described by a linear fit in each case (r 2 = 0.79 FT and r 2 = 0.68 for Ln2). As expected, the sensitivity-dependence of the variability was greater for FT than for Ln2. For the clinical data, the slope of the regression line was steeper (z = 1.7, p = 0.04) for FT (slope 0.4, SE 0.085) than for Ln2 (slope 0.26, SE 0.072). In each case, the slopes of the regression lines for the predicted values and measured values were similar (z = 0.25, p = 0.4 for FT; z = 0.97, p = 0.17 for Ln2). Pointwise test-retest differences were divided into three discrete sensitivity groups (1-500, 501-999 and P1000 L À1 ), and comparisons of variability for FT and Ln2 was computed in L À1 (Fig. 10A ) This revealed significantly higher variability for FT in the group with high sensitivities (F = 2.1, p = 0.002) but not for the groups with intermediate or low sensitivity (F < 1.3, p > 0.35).
Although the primary purpose of the study was to assess the effect of the type of staircase step (log versus linear) on variability, for comparison, we also analysed pointwise test-retest differences in dB units (Fig. 10B) . As expected, this showed that for dB units, variability increased for FT and Ln2 as sensitivity decreased. Variability was still higher for FT compared to Ln2 at higher (P1000 L À1 ) sensitivities (F = 2.32, p = 0.001) but no different at intermediate sensitivities (501-999 L À1 ), F = 1.34, p = 0.18. At low sensitivities, variability (in dB) for FT was much lower than for Ln2 (F = 3.15, p < 0.001).
Efficiency
The mean sensitivities for the control group for the different test locations are given in Table 2 . At all locations tested the mean sensitivities were in the range 700-1300 L À1 , for which both FT and Ln2 staircases are predicted to have similar efficiency (upper left of Fig. 6 ). Across all subjects, the mean number of trials required for a staircase to terminate is shown in Fig. 11 for each sensitivity value. The mean number of trials was indeed quite similar for sensitivities of 700-1300 L À1 (t < 1.5, p > 0.15 for all average measured sensitivities P700 and <1300 L À1 ), and as predicted (dotted lines) the Linear stair- case was more efficient at low sensitivities. The total number of trials across all locations and all subjects was 4580 for FT and 4353 for Ln2, respectively.
Discussion
Summary of findings
Conventional perimetric algorithms return sensitivities in equal logarithmic steps, while structural and electro- Fig. 7 . FT, Ln1, and Ln2 estimated test times for a full 24-2 visual field test. Sensitivities were obtained from 24-2 SITA Standard Visual Field tests for one normal subject (A) and three glaucoma patients with varying amounts of field loss (B-D). The sensitivities obtained in dB units were converted to linear (L À1 ) units and used as input sensitivities for our Monte Carlo simulation to estimate the total test time (total number of trials) for each of the perimetric strategies for a 54-location test. The Ln2 and FT strategies (both black solid bars) were comparable in efficiency. physiological measures are typically returned in linear steps. The conversion of perimetric data to linear sensitivity could produce substantial statistical artefacts due to sensitivity-dependence for bias, variability and/or efficiency. We used Monte Carlo simulations to evaluate sensitivity-dependence of these three factors for conventional strategies, as well as for two strategies returning sensitivity in equal linear steps. The simulations identified a Linear staircase, Ln2, which was expected to have similar efficiency to the conventional logarithmic full-threshold (FT) strategy when averaged across locations with a range of degrees of loss (Fig. 7) , and to have weaker sensitivity-dependence than conventional staircases. These predictions were tested by making repeated measures of perimetric sensitivity of patients with glaucoma and control subjects, using both logarithmic and Linear staircases. As predicted, the Ln2 staircase reduced sensitivity-dependence for both efficiency and precision (Figs. 9 and 11). Sensitivity-dependence of bias cannot be directly determined, as the true sensitivity for a given location is unknown, but the data gathered with FT and Ln2 staircases do conform to the prediction that the difference between sensitivities measured with Ln2 and FT increases with sensitivity (Fig. 8) .
Units of DLS measurement
In conventional perimetry sensitivity is measured with dB steps, for which a 3 dB decrease in DLS is equivalent to a doubling of luminance. The use of logarithmic steps has some advantages: the variation of normal thresholds across eccentricity (Heijl et al., 1987 ) is smaller with logarithmic units, and use of dB units compresses the normal range of sensitivities while expanding the range of abnormal sensitivities, thereby facilitating the identification of abnormal levels of sensitivity. However, DLS in dB units may not be linearly related to the number of functioning ganglion cells, particularly in the early stages of glaucomatous disease (Harwerth, Carter-Dawson, Shen, Smith, & Crawford, 1999; Swanson et al., 2004) .
The complex relationship between DLS (in dB) and structural measures makes it difficult to accurately grade the severity of glaucoma, particularly in the early stages of disease. The impression of a 'functional reserve' may result from the logarithmic nature of the dB scale (Garway-Heath, Caprioli, Fitzke, & Hitchings, 2000; GarwayHeath et al., 2002) . Linear units of DLS may provide a more precise indication of underlying ganglion cell number. Both theoretical (Swanson et al., 2004) and clinical evidence (Garway-Heath et al., 2002; Reus & Lemij, 2004; Schlottmann, De Cilla, Greenfield, Caprioli, & GarwayHeath, 2004) suggests that a continuous (linear) structure-function relationship may be obtained if DLS is computed in a linear metric of sensitivity. Studies of electrophysiology have also provided support for the linear relationship between ganglion cell damage and a linear sensitivity. A linear relationship exists between DLS in linear units and Pattern ERG (PERG) amplitude (Garway-Heath et al., 2002) . PERG amplitude is thought to reflect the number of functioning ganglion cells. Hood et al. (2002) reported a linear relationship between the log ratio (right versus left eye) of multifocal visual evoked potential amplitude and log ratio visual field losses and postulated that both these parameters may be directly related to the local loss of ganglion cells.
The relationship between structural and functional measures can be linearised by plotting both parameters in logarithmic units (Harwerth et al., 2004; Harwerth et al., 2005) but there is currently no agreed method of measuring optic disc and retinal nerve fibre layer parameters in logarithmic metrics. Several investigators have converted dB values to linear sensitivity to aid structure/function comparisons (Garway-Heath et al., 2002; Harwerth et al., 2005; Schlottmann et al., 2004) . Inspection of data from these studies suggests that dB perimetric sensitivity, when scaled in linear units, exhibits large variability particularly at higher sensitivities. The aim of the present study was to evaluate the effects of measuring linear sensitivity with dB steps and test the hypothesis that measurement of linear sensitivity with linear steps would reduce the effect of sensitivity on variability. The results of our study, comparing log and linear steps, are specific for linear measures of DLS and the variability findings are intended to be interpreted in the context of the linear model of structure/function relationship. The interpretation of variability in dB units, outside the linear structure function model, may be misleading (Fig. 10) , as apparently large variability in dB units at low sensitivity may actually be low variability in terms of structural units.
Logarithmic versus linear steps for measuring linear DLS
By Fechner's law, equal steps in the change of the apparent brightness of a stimulus is related to the logarithm of the luminance increment and therefore the use of logarithmic steps may provide a representation of the corresponding changes in sensory magnitude.
Our results suggest that the precision, bias and efficiency of linear DLS measurement is, to some extent, determined by the size of the stimulus steps in relation to the underlying sensitivity. The precision of a sensitivity estimate is largely determined by the staircase step size in relation to the slope of the psychometric function. In general,the psychometric function slope is shallow at low sensitivities and steep at high sensitivities. In linear units, the number of possible sensitivity outcomes obtained with a dB-increment staircase is relatively high at low sensitivities and low at high sensitivities. In linear units, this results in lower precision at higher sensitivities and higher precision at lower sensitivities. Precision improves at higher sensitivities when sensitivity is measured with a linearincrement staircase (Fig. 9) . One might argue, therefore, that whilst a linear strategy may be suited to detecting loss at higher sensitivities (for the detection of glaucoma), a dB staircase may be more suitable for detecting progression of established disease. Therefore, the identification of which algorithm is 'best' depends on the question or task in question. We have selected a strategy that we believe is more appropriate for structure/function analyses, where the step size is selected in the context of a linear model of the structure/function relationship, for which there is growing evidence. The Ln2 algorithm results in greater precision at higher sensitivities and lesser precision at lower sensitivities, when compared with the dB algorithm. Assuming a linear structure/function relationship, a 2 dB loss from 0 to À2 dB represents a 37% loss in ganglion cells, yet a 2 dB loss from À10 dB to À12 dB is equivalent to only 3.7% loss (from 90% to 93.7% loss). In this scenario, when trying to quantify structural damage from a functional test, it makes little sense to have high precision at low sensitivity and low precision at high sensitivity. In alternative scenarios, such as the evaluation a subject's ability to manage in his/her visual environment, measuring small amounts of remaining visual function with greater precision may be more important. There is a reciprocal relationship between precision and efficiency, so that an increase in precision occurs at the cost of reduced efficiency.
Various algorithms are possible, depending on the purpose for field testing. These include a 'hybrid' log-linear scale, with linear increments for higher sensitivities, switching to log increments for lower sensitivities, an algorithm where the step size is a percentage of the previous luminance value (this would fall somewhere between the linear and logarithmic staircase), or an algorithm which matches the step size to the estimated threshold.
Validating the variability predictions of the Monte Carlo model
The usefulness of conventional perimetry for monitoring glaucoma has been limited by high test-retest variability in damaged regions of the visual field: more than seven visual fields may be required to accurately determine progression of disease (Johnson, 2001) . The simulations replicated this finding (Fig. 3) , in that the magnitude of test-retest variability in simulations of the standard FT strategy was similar to previous clinical studies. Heijl et al. (1987) reported a standard deviation for intertest variability of around 2 dB at sensitivities between 30 and 35 dB (in normal eyes). Piltz & Starita's data (1990) shows SDs of about 1 -2 dB at a mean sensitivity of 30 dB, and SDs ranging from 4 to 10 dB at a mean sensitivity of 15 dB. Artes et al. (2002) found a mean root-mean-square (RMS)-error of between 5 and 6 dB at a mean sensitivity of 15 dB, and a mean RMS error of less than 2 dB at sensitivities in the range 30-35 dB. These findings are consistent with values obtained from the simulations (SD near 6 dB for an input sensitivity of 15 dB, and near 1 dB for an input sensitivity of 30 dB, Fig. 3 ).
Importance of findings
The simulations and clinical data both found that the use of a conventional dB-increment staircase results in lower number of trials and higher linear-unit variability in areas of the visual field with higher sensitivities. The simulations demonstrated that, in the absence of extraneous noise, the FT staircase should have a tendency to underestimate sensitivity in regions of high sensitivity, and that this bias will vary with starting luminance for subjects with substantial extraneous noise. These forms of sensitivity-dependence for the FT staircase could produce artefacts when FT sensitivities are converted to linear units for comparisons with structural indices, and could potentially produce a curvilinear relation even when the underlying relation is linear. The increase in variability with sensitivity for FT staircases is likely to decrease the strength of correlations between structural and visual field measurements, especially if many locations tested have near-normal sensitivities. The use of Linear staircases to measure perimetric sensitivity could potentially reduce these sources of artefact in structure-function comparisons.
Greater accuracy and improved precision at normal sensitivities has important implications for the early detection of glaucoma, particularly for inexperienced perimetric subjects with a high false positive rate. The normal sensitivity for an average 50-year-old at a peripheral nasal location is 29 dB (800 L À1 ) (Heijl et al., 1987) . The simulations suggest that the SD of variability for a subject with a FP rate of 20% at this sensitivity is more than halved with the use of Ln2 rather than FT (Fig. 5) . Hence, it is expected that the ability to detect early defects at such locations would be greatly improved with the use of linear steps. This has important implications for glaucoma screening and diagnosis.
This study has shown that, when DLS is measured in linear units, the relation between variability and sensitivity is inverted from that found with dB units: variability of sensitivities derived from the FT staircase (dB staircase algorithm) is greater in areas with higher sensitivity (Figs.  5 and 10 ). The use of linear staircases made variability less dependent on sensitivity, so that sensitivity estimates would have nearly equal variability at all levels of sensitivity. It was also found that FT tends to be less efficient in regions with reduced sensitivity, which means that patients with more profound defects will tend to require a larger number of trials, increasing the likelihood that prolonged test time will produce fatigue effects.
Comments on study methodology
For this study, fixed levels of extraneous noise were employed. For a given individual, the lapse (FN) or guess (FP) rate may vary with factors such as the length of the test, the location being tested and the time of day. Some investigators have tried to overcome this problem by using computer simulations that are based on stimulus-response data from actual subjects (e.g., Chauhan & Johnson, 1994; Johnson et al., 1992) . The present simulations provided a method of introducing extraneous noise that did not require human subjects. With this approach, a large number of noise conditions could be modelled in a short time.
For the simulations, the relationship between sensitivity and the slope of the psychometric function, as given by Henson et al. (2000) has been utilised. In general, slopes are steep in normal sensitivity regions and shallow in defective regions of the visual field. However, some patients with glaucoma can have shallow slopes in normal sensitivity regions (Chauhan et al., 1993) . The simulations allowed the effects of slope and sensitivity to be considered separately. Although, for the purpose of the simulations reported here, a variable slope (dependent on the underlying sensitivity value) was employed, the simulation also allowed the use of fixed levels of slope at any sensitivity value. These simulations (not shown) found that intrinsic noise increased variability and that the sensitivity-dependence of variability increased as the slope (b) was reduced.
It should be noted that Henson's equation has not been validated for sensitivities below 10 dB (10 L À1 ) (Henson et al., 2000) , so simulated values of bias, variability and efficiency computed for an input sensitivity of 1 L À1 (Figs. 4-6 ) should be interpreted with caution.
Conclusion
Monte Carlo simulations and clinical pilot data support the hypothesis that the dependence of bias, variability and efficiency on sensitivity can be reduced with the use of linear DLS steps.
The use of perimetric strategies which utilise linear steps for perimetric sensitivity can reduce extremes of variability in normal regions of the visual field, giving rise to relatively uniform variability characteristics across the sensitivity range. It is likely that this would improve the precision of measurements in normal regions of the field, when DLS is recorded in linear units, potentially narrowing the normal range of linear sensitivity.
It remains to be ascertained clinically whether the use of algorithms which measure sensitivity with linear steps lead to better agreement between perimetric and structural mea-sures of ganglion cell damage in the initial stages of disease and earlier identification of glaucoma.
