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Abstract
The wake of a freely flying European starling (Sturnus vulgaris) was measured using high
speed, time-resolved, particle image velocimetry, simultaneously with high speed
cameras which imaged the bird. These measurements have been used to generate vector
maps in the near wake that can be associated with the bird’s location and wing
configuration. A kinematic analysis has been performed on select sequences of
measurements to characterize the motion of the bird, as well as provide a point of
comparison between the bird of the present study and other birds or flapping wings. Time
series of measurements have been expressed as composite wake plots which relate to
segments of the wing beat cycle for various spanwise locations in the wake. The wake
composites invoke Taylor’s Frozen Flow Hypothesis. The applicability of Taylor’s
Frozen Flow Hypothesis to the starling wake is discussed and evaluated. Measurements
of the wake indicate that downwash is not produced during the upstroke, suggesting that
the upstroke does not generate lift. Additional characteristics of the wake are discussed
which imply the presence of (secondary) streamwise vortical structures, in addition to the
wing tip vortices. The lack of downwash during the upstroke and the suggestion of
secondary streamwise vortical structures constitute a deviation from a wake model which
has been developed and supported by other bird species. Furthermore, these flow features
indicate similarities between the wakes of birds and bats. In light of recent studies
reported in the literature, the presence of secondary streamwise vortical structures may
not only be a feature shared by birds and bats, but a general feature of flapping wings.
Measurements also show spanwise vortical structures a short distance downstream of the
bird. Based on existence of these spanwise vortical structures at such a close proximity to
iii

the bird, it is speculated that the wings of a starling may undergo dynamic stall during
flight. This is also implied by the results of the kinematic analysis of the bird’s wing
motion and comparison to other flapping wing studies. Dynamic stall, thought to be
limited to hovering and slow flight, would enable high efficiency and high force
coefficient generation.

Keywords
Bird flight, European starling, flapping wing, particle image velocimetry (PIV), near
wake, vortex wake, aerodynamics
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Chapter 1

1

Introduction

Wakes can be interpreted as the signature a body leaves in the fluid through which it
passes. The characteristics of this signature depend on several factors, including the type
of body from which it is generated. For instance, the rigid wings of an airplane produce a
wake with several typical features, including downwash and vortices trailing from the
wing tips. An example of this is provided by a smoke flow visualization of the wake of a
NACA profile wing, seen from the side (Figure 1.1a). In this visualization, the air
velocity and incidence of the wing are constant, making the wing “steady” or “static.”
This style of wing is a common sight in a variety of aircraft, ranging from commercial jets
to hang gliders. Whereas static wings are the popular choice for lift generation in the
manufactured world, one notices an abundance of flapping wings in nature. As a means
of accomplishing flight, flapping wings are employed by birds, bats, and insects, across a
large range of scales. In a more general interpretation of the role of flapping wings as
propulsors, they are also employed by aquatic animals (fishes, dolphins, turtles, etc.).
The motion of flapping wings leads to distinct features which are not seen in the wakes of
static wings. Additional vortical structures appear in the wake, including, vortices aligned
with the span of the wing (Figure 1.1b). The processes by which these features form, and
how they relate to the wing’s geometry, motion, and structural properties, are the focus of
ongoing research.
A portion of the research focusing on flapping wings has been motivated by their high
performance capabilities, especially in low Reynolds number configurations where static
wing performance typically suffers (Lissaman 1983; Rozhdestvensky and Ryzhov 2003).
High performance has been interpreted from how many body lengths are traveled per unit
time, as well as from the coefficient of aerohydrodynamic perfection, K=PLo/mU∞, where
P is the power required for propulsion, Lo is the length of the body, m is the mass of the
body and U∞ is the speed of travel (Kozlov 1983).

1

Figure 1.1 – A comparison of smoke flow visualizations. The free stream passes
from left to right. The flow field around a static wing is seen from the side in (a)
from Babinsky 2003, with permission. The flow field of flapping wing at the end of
its downstroke is shown from the side in (b), reprinted by permission from
Macmillan Publishers Ltd: Nature, Taylor et al. (2003).

Low values of K are indicative of a better propulsor. A supersonic aircraft (SR-71
“Blackbird”) travels at 32 body lengths per second, whereas a European starling (Sturnus
vulgaris) can travel up to 120 body lengths per second (Shyy et al. 2008). A typical value
of K for a jet plane is 81 kWs/ton, whereas birds and insects in nature have values of
approximately 15.8 kWs/ton (Kozlov 1983).
The approach of studying flapping wings has taken the different forms. One form has
been the systematic investigation the parameters which influence the relationship between
2

flapping wings and their wake. Alternatively, the approach has focused on the flight or
propulsion of animals. This latter technique investigates a combination of parameters
which have been indirectly set by the choice of species for investigation. While the
earliest work on the flapping wings of animals consists of observations of bird flight by
Leonardo DaVinci (Anderson Jr. 1998), recent advances in technology have allowed for
quantitative measurement of the wake itself. Early wake studies include multiflash
photography of a chaffinch (Fringilla coelebs, Kokshaysky 1979) flying through wood
and paper dust, as well as stereo photogrammetry performed in the wakes of a pigeon
(Columba livia, Spedding et al. 1984), a jackdaw (Corvus monedula, Spedding 1986), and
a kestrel (Falco tinnunculus, Spedding et al. 1987). The work in the wake of the
chaffinch, pigeon, and jackdaw, suggested an elliptical vortex ring generated by the
downstroke, followed by an upstroke which did not produce any vortical structures
(Figure 1.2). The work in the wake of the kestrel, however, showed a qualitatively
different wake. Unlike the other birds, which flew at a “slow” speed, the kestrel flew at a
“medium” speed and was noted to produce wing tip vortices continuously throughout
both the downstroke and upstroke. This was the first observation of the “continuous
vortex” wake, and raised questions as to why the kestrel wake was different than that of
other previously studied birds. For a time, (1987-2003) these qualitatively different
wakes were interpreted as the result of the bird using distinct gaits, similar to the way
horses display canter, gallop, trot, etc. This notion was eventually proven false as
measurement techniques improved, and the scope of wake studies broadened.
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a)

b)

Figure 1.2 – Flow visualization and schematic representation of the wake of a
chaffinch. In (a), a chaffinch flies slowly through a cloud of wood and paper dust.
In (b), the motion of the dust has been interpreted as a vortex loop shed during the
downstroke. Reprinted by permission from Macmillan Publishers Ltd: Nature,
Kokshaysky (1979).
The study of the wake of a thrush nightingale (Luscinia luscinia L.) conducted by
Spedding et al. (2003) was the first study of a bird wake which employed particle image
velocimetry (PIV). By considering the wake of a single species over a range of typical
flight speeds, it was found that birds do not generate distinct wake structures based on
gait. Rather, it was shown that birds create a smoothly varying vortex structure over the
range of flight speeds, described by the Ellipse-Rectangle (E-R) vortex wake model
(Spedding et al. 2003). A schematic representation of the model is provided in Figure
1.3. Following the investigation of the thrush nightingale wake, other species were
investigated in similar experiments. Measurements in the wake of robins (Erithacus
rubecul, Hedenström et al. 2006) and house martins (Delichon urbica, Rosen et al. 2007)
showed a qualitative match to the wake of a thrush nightingale (Spedding et al. 2003),
seeming to suggest a general wake structure for birds of this type (small perching
songbirds).
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Figure 1.3 – From Hedenström and Spedding (2008) Figure 1 page 596, original
work by Spedding et al. (2003). A schematic representation of the wake of a thrush
nightingale flying in the middle of its natural range of flight speeds. Tubes indicate
vortical structures generated by a bird as it flies from right to left. The blue and red
tubes indicate structures shed from the downstroke and the upstroke, respectively.

The wakes of bats have also been investigated via PIV. While featuring some similarities
to bird wakes, bat wakes were initially thought to contain several unique features,
including the production of a vortex loop shed from each wing, rather than a single
elliptical vortex loop developing from both wings. This was evidenced by the presence of
1

secondary streamwise vortices, in addition to tip vortices, measured in the Trefftz plane ,
downstream of the wing root in the wake of a Pallas’ long-tongued bat (Glossophaga
soricina, Hedenström et al. 2007). A schematic of this wake topology is provided in
Figure 1.4. The presence of this feature was confirmed in subsequent studies of the same
species (Johansson et al. 2008) as well as the southern long-nosed bat (Leptonycteris
curasoa, Hedenström et al. 2009) and the lesser short-nosed fruit bat (Cynopterus
brachyotis, Hubel et al. 2009). In a comparison between the “near” and “far” wake of a
bat, Johansson et al. (2008) found that some details of the wake were lost with increasing

1

The Trefftz plane refers to a cross-stream plane aligned perpendicular to the flow direction. (Hedenström
et al. 2007)
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streamwise distance between the bat and the measurement location. This conclusion was
arrived at by the contrast of wake measurements from streamwise positions of 1.1c and
16c, where the average wing chord, c, is the wing planform area divided by the wingspan.
This result was mirrored in qualitative findings in the wake of a bat by Hubel et al. (2009)
in which root vortices were described, but noted only when the bat flew close to the
measurement plane. When this occurred, the ratio of root vortex circulation to tip vortex
circulation was 5%, whereas in the study by Johansson et al. (2008), this ratio was 50%.

Figure 1.4 – From Hedenström et al. (2007) reprinted with permission from AAAS,
a schematic of the wake generated by a Pallas’ long-tongued bat as it flies through
the air in the direction indicated by the blue arrows. The blue and red tubes
represent vortex structures originating from the downstroke and upstroke,
respectively. The structure is representative of the wake at medium and fast speeds
within the natural speed range of the bat.

Following the discovery of secondary streamwise vortices in the Trefftz plane of a bat
wake, Johansson and Hedenström (2009) investigated the wake of a blackcap (Sylvia
atricapilla L.) in the Trefftz plane to test the hypothesis that these vortices existed in the
wakes of birds as well. The presence of root vortices was confirmed. The direction of
rotation of these structures compared to the tip vortices, however, was observed to be
different than in the wakes of bats. Subsequently, Henningsson et al. (2011) found
additional streamwise vortical structures, the “tail” vortex, in the wake of a common swift
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(Apus apus L.) The reason for this tail vortex structure in the wake of a swift and not in
the wake of a blackcap or bat remains unclear. It was indicated, however, that the
presence of the root vortices and tail vortices suggest the wings are “aerodynamically
detached from one another” (Henningsson et al. 2011) which is similar to the wake of a
bat.

Figure 1.5 – From Hedenström and Spedding (2008) Figure 1 page 596, original
work by Henningsson et al. (2008). A schematic of the wake generated by a swift as
it flies through the air in the direction indicated by the blue arrow. Green tubes
indicate wing tip vortices. Red and blue tubes indicate the gradual shedding of
vorticity throughout the entire wing beat cycle.

Of the two bird species for which secondary streamwise vortices have been observed, the
swift is of particular interest. The swift represents the only bird for which both
streamwise and spanwise vorticity has been measured (Henningsson et al. 2008, 2011).
While the wake of a swift indicates the presence of secondary streamwise vortices, like a
bat, the wake bas been observed to not have spanwise vortical structures, as in other bird
wakes (Spedding et al. 2003, Hedenström et al. 2006, Rosén et al. 2007). Rather, the
wake consists of the gradual shedding of vorticity throughout the entire wing beat cycle
(Henningsson et al. 2008). This gradual shedding is shown schematically in Figure 1.5.
(Figure 1.5 does not indicate secondary streamwise vortices due to the fact that the
schematic was created before their discovery). There are several potential explanations as
to why the wake of the swift differs from that of other birds. For example, the wake
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could be the result of morphological and kinematic features which differentiate the swift
from other birds which have been studied (Henningsson et al. 2008). The swift, unlike
the other small perching songbirds, has long and relatively inflexible wings. As such, the
wake measurements of the swift may not be representative of most birds. Alternatively,
the measurement of gradually shed vorticity could be the result of the streamwise location
at which measurements were taken. To date, measurements of spanwise vorticity in the
wakes of birds have been taken at streamwise distances of 17.5c (thrush nightingale,
Spedding et al. 2003), 17c (robin, Hedenström et al. 2006), 22c (house-martin, Rosén et
al. 2007), and 10c (swift, Henningsson et al. 2008) where c is the average wing chord
length for each individual bird. Presently, of all spanwise-normal measurements in bird
wakes, measurements from the swift wake have been taken at the closest streamwise
position relative to the bird. This can be seen in Figure 1.6a, in which the streamwise and
spanwise positions of all PIV measurements in the wakes of cruising birds are
summarized. As seen by the contrast between the near and far wake of Pallas’ long
tongued bat (Johansson et al. 2008), the streamwise location at which measurements are
taken in the wake of a flapping animal affects the details which are measured.
Furthermore, the wakes of birds measured relatively further downstream may be the result
of the “rolling up” of the gradually shed vorticity. A similar phenomenon is described in
the conceptual model by Rayner (1979) as well as some numerical models of flapping
wings (Hall and Hall 2001).
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Figure 1.6 - A summary of wake measurement locations from PIV studies of
vertebrates in cruising flight. Measurement locations from the current study are
compared with measurement locations of (a)bird wakes and (b)bat wakes. Studies
include the work of 1. Spedding et al. (2003), 2. Hedenström et al. (2006), 3. Rosén et
al. (2007), 4. Henningsson et al. (2008), 5. Johansson and Hedenström (2009), 6.
Henningsson et al. 2011, 7. Hedenström et al. 2007, 8. Johansson et al. 2008, 9. Hubel
et al. (2009) and 10. Hedenström et al. 2009.The streamwise (∆x) and spanwise (∆z)
locations have been normalized by the mean wing chord ,c , and semispan, bsemi, of
the respective study. Solid lines indicate that measurements were taken in a
spanwise-normal plane. Dashed lines indicate that measurements were taken in a
streamwise-normal (Trefftz) plane. Dashed rectangles indicate the range from
which streamwise-normal measurements were taken. Abbreviations used in the
legend represent the lesser short-nosed fruit bat (LSNFB), Pallas’ long-tongued bat
(PLTB) and the southern long-nosed fruit bat (SLNB).
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Near wake measurements from a bat indicate both spanwise and streamwise vortical
structures, however, it is unknown whether the wake of a bird is similar when observed at
comparable streamwise locations in the spanwise-normal plane. While the literature
contains measurements from the near wake of a bat, spanwise-normal measurements in
the near wake of a bird are not yet available (Figure 1.6b). The objective of the present is
therefore to investigate similarity between the wakes of bats and the wakes of birds by
taking the first spanwise-normal measurements in the near wake of a bird.

Figure 1.7 - A European starling used in the present study

To accomplish the objective, the present study characterizes the near wake of a European
starling (Figure 1.7) in cruising flight. As can be seen in Figure 1.6, the measurements of
the present study are at the closest streamwise position relative to a bird to date.
Furthermore, it is noticed that the measurements are at a comparable streamwise position
to those taken in the study of bats. Measurements have been taken with relatively high
(32 vectors per chord) spatial resolution compared to all previous PIV studies in the
wakes of a cruising animals (10 to 15 vectors per chord). As seen by the contrast in
animal wake studies before and during the use of PIV, adequate spatial resolution of
vector field measurements is essential for the measurement of often diffuse distributions
of vorticity. To accomplish high spatial resolution wake measurements, a relatively
10

small field of view has been used. To obtain measurements describing the wake generated
throughout the same wing beat cycle, high temporal resolution was employed.

Figure 1.8 – A visual comparison of a (a) Pallas’ long-tongued bat (Fenton 2010) and
a (b) European starling

Common wake features shared by both birds and bats could indicate that, despite
differences between the two species (Figure 1.8), both flapping wing animals employ
their wings in a similar manner to achieve presumably high aerodynamic performance.
Performance, in this scenario, could be summarized briefly with concepts such as the
coefficient of aerohydrodynamic perfection (Kozlov 1983), however, there are potentially
more interpretations of performance in the context of flapping animals. The flapping
wings of an animal are used for more than propulsion. While acting as propulsors, the
wings contribute to flight stability and maneuverability in both open air and in relatively
confined spaces (in the presence of tree branches, or flocks). While the scope of the
present investigation covers “cruising” flight, the speed at which a bird would travel to
cover large distances, it should be kept in mind that the same pair of wings is capable of
many other aerodynamic accomplishments. These accomplishments would be useful
design features in micro aerodynamic vehicles and unmanned aerodynamic vehicles, such
as the SmarBird recently developed by Festo Inc. (Festo 2012).
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Chapter 2

2

Literature review

In the present study, the term “flapping wing” is defined as a lifting surface which does
not travel at a constant velocity or constant incidence to the oncoming airflow. The pitch
is defined as the angle between the mean direction of travel and the chord line of the
lifting surface, where the chord line is the line connecting the wing’s trailing edge and
leading edge. To make this definition as general as possible, the term “flapping wing”
will include both two dimensional (airfoil) and finite length (wing) lifting surfaces. The
classification of flapping wings covers a range of different scenarios, characterized by the
geometry of the wing and how either the free stream velocity, pitch, or both free stream
velocity and pitch vary with time. Several types of flapping wing motions are depicted
schematically in Figure 2.1. For example, the cross stream position of the wing may
change in a “heaving” motion without a change in its pitch (Figure 2.1a). It should be
noted that due to varying velocity in the heaving direction, the aerodynamic angle of
attack still changes, where the angle of attack is the angle between the airflow relative to
the wing and the chord line. If the pitch of the wing changes, absent of a heaving motion,
the wing is said to be pitching (Figure 2.1b). If both cross-stream position and pitch
change, the wing is said to be heaving and pitching (Figure 2.1c). Furthermore, the wing
may rotate, or “roll” about a hinge rather than simply heaving and or pitching (Figure
2.1d). The pitch or cross-stream position of the wing may be described by a sinusoidal
function, or, a different function entirely. For instance, the wing may be impulsively
started from rest to a constant speed, or, through different acceleration profiles.
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Figure 2.1 – A summary of flapping wing motion classes, including a) heaving, b)
pitching, c) combined heaving and pitching and d) rolling. A complete cycle of the
wing’s motion is shown as it travels from right to left. The trajectory of the wing is
indicated by the semitransparent blue surface.
The approaches used to study flapping wings can be loosely divided into two categories.
These categories can be thought of as the “traditional approach” and the “animal-based
approach.” Both approaches focus on flapping wings; however, there are general
differences which can be noted. The animal based approach is the investigation of a flow
field which has pre-defined boundary conditions associated with the animal under
observation. To the investigator’s detriment, this leaves limited choice as to how to
control the boundary conditions, except indirectly by the relationship between the
animal’s mean velocity and its wing kinematics. As such, this precludes the exploration
of how single factors, such as the Reynolds number, affect the aerodynamics of the
flapping wing. The fortunate aspect of this, however, is that the boundary condition
exhibited by the animal represents some form of optimization. As pointed out by Rayner
(1979), it would be naïve to believe that the flapping wings of an animal are optimized
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exclusively for one specific task, however, the particular combination of parameters
displayed by the animal has been shaped by its environment, and consequentially,
represents a “solution” to living under the associated selective pressures imposed by that
environment.
The traditional approach to studying flapping wings is to define the wing geometry and
motion before the experiment in such a way that is tractable, easily simulated, or easily
designed, for work carried out analytically, computationally, or experimentally. This
approach lends itself to ascertaining the fundamental physical principals of flapping wing
flight or propulsion. Due to the relative ease of manipulating boundary conditions, it is
possible to investigate the effect of various parameters individually such as the degree to
which the motion of the wing deviates from constant velocity and orientation, details of
the wing motion (kinematics), the effect of finite length, the effect of varying Reynolds
number, the effect of structural flexibility, etc.
The following section outlines topics of investigation which have been studied in the
literature, which generally fall into the “traditional” approach of studying flapping wings.
Where possible, a connection to flapping animal wings is made.

2.1

Flapping airfoils

To ascertain fundamental physical relationships, as well as for tractable problem
formulation, the most common type of flapping wing study has focused on airfoils in
combined sinusoidal heaving and pitching motions, in which the pitching is delayed from
the heaving by a phase lag. The motion is symmetric about the “forward” direction, and
as a result, generates an average thrust and no average lift. These studies typically
involve an airfoil with a well-defined geometry, such as a NACA profile or a flat plate.
The degree to which the motion deviates from a constant angle of attack and/or a constant
velocity configuration is described by two non-dimensional frequencies; the Strouhal
number and the reduced frequency. The Strouhal number, St, is defined as St = fH/U∞
14

(Anderson et al. 1998), where f is the flapping frequency, U∞ is the mean forward speed
of travel, and H is the peak-to-peak cross stream amplitude of the motion. The reduced
frequency k is defined as k = πfc/U∞ (Anderson et al. 1998), where c is the chord of the
airfoil. Conceptually, St and k are comparisons of two separate length scales to the
wavelength of the airfoil motion. In the case of St, this is the ratio of the cross stream
amplitude to the wavelength of motion. In the case of k, this is π times the ratio of the
chord to the wavelength of motion.
Generally speaking, the forces on the airfoil, the kinematics, and the qualitative and
quantitative behaviour of the wake, are all interrelated. As such, the goal of most studies
focusing on flapping wings is usually to clarify the relationships between these aspects.
As research following the “traditional” approach has shown, flapping airfoil motion can
lead to a variety of qualitatively distinct wakes, in addition to what has already been seen
in Figure 1.1c.
When an airfoil undergoes a flapping motion, the lift experienced by the airfoil
fluctuates. This fluctuating lift is associated with a change in bound circulation, which
according to Helmholtz’s law, is accompanied by equal and opposite changes of
circulation in the wake (McCroskey 1982). In early formulations of flapping wings as
thin flat plates in incompressible flows, this change in circulation was represented by a
trailing sheet of vorticity (for example, Theodorsen 1935). A sheet of vorticity
originating from the trailing edge of the airfoil is the physical representation of the Kutta
condition, an assumption often used in airfoil theory. This sheet of vorticity, when shed
from a flapping airfoil, has a strong tendency to arrange itself into vortices, such as the
heaving NACA 0012 airfoil investigated by Lai and Platzer (1999). At low values of St,
the wake was observed to form a von Kármán vortex street, which slowly transitioned to
a reverse von Kármán vortex street (indicative of thrust production) at St=0.03. In a
similar experiment, Lua et al. (2007) investigated a heaving elliptical airfoil, and found
that the wake characteristics depend not only on trailing-edge vortices, but how and when
vortices formed at the leading edge of the wing, known as leading edge vortices (LEVs),
interact with the trailing edge vortices (TEVs). In addition to a reverse von Kármán
vortex street, other wake structures were noticed including a “dissipation wake” in which
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no vortical patterns form in the wake, when k is lower than 0.1. Similar wake structures
have been observed in the survey of an NACA 0012 airfoil in combined heaving and
pitching motion by Anderson et al. (1998). At low St (St=0.1), vortices formed at a
constant cross-stream position and generated no net-thrust. At higher St, a reverse von
Kármán street was formed. At times, this street was the result of the LEV formation, but
this was not always the case. Furthermore, at very high values of St or peak angle of
attack, LEVs and TEVs shed in such a way that four vortices per cycle were shed into the
wake.
Several characteristic wake structures exist for flapping airfoils which depend on details
of their motion. Through the flow characteristics, the motion of the airfoil is linked to its
performance as a propulsor. For two dimensional, sinusoidal heaving and pitching
airfoils, it has been found that relatively high efficiency is possible in the St range of 0.2
to 0.4, corresponding to the formation of two LEVs per cycle (Anderson et al. 1998). In
this case, the efficiency is defined as η = TU∞/P, where P is the average thrust produced
and N is the power required to move the airfoil through the cycle of unsteady motion. The
zone of high efficiency (>85%) has been deemed “robust” since its presence is mainly
influenced by St, and less sensitive to other parameters including reduced frequency and
phase lag. It is interesting to note, given the present context of interest in bird flight, that
birds fly in this zone of high efficiency if the calculation of St is tailored to describe the
flapping wing of a bird. This differs from the usual St defined for an airfoil or wing in
two dimensional motions, since in the latter two cases, the amplitude is constant at any
spanwise position on the wing. Although it has been suggested that birds, like many
animals, fly in the region 0.2 < St < 0.4 in order to fly at a high efficiency (Taylor et al.
2003), bird wings have many features which are not represented by a two dimensional
heaving and pitching airfoils. These features include the fact that the wing is rolling
(Figure 2.1d) and possibly pitching during the roll motion as well. Furthermore, the
wings are finite in length as opposed to the airfoils in the studies referenced above. These
factors which separate bird wings from airfoils, as well as others, are discussed below.
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2.2

Flapping wings with non-sinusoidal kinematics

In addition to the typical sinusoidal heaving and pitching, other patterns of motion have
been considered in the literature. These patterns of motion, at times referred to as
velocity profiles, include non-cyclic motions such as impulsive starts, as well as nonsinusoidal cyclic motions such as a saw tooth or a square wave function. It has been
found through visualizations that impulsively started airfoils can show different flow
phenomena depending on the pitch at which they are accelerated from rest (Huang et al.
2001). Generally, the impulsively started airfoils exhibit dynamic stall (McCroskey
1982), in which there is flow separation from the leading edge or trailing edge. The
separation bubble exhibited in dynamic stall, a “vortex” seemingly attached to the wing
surface, does not remain indefinitely, and consequently leads to an unsteady flow of
vortex shedding into the wake. In studies of impulsively started finite span wings with
low acceleration, it has been shown that the velocity profile has an effect on the timing of
the peak in force coefficient, the strength (circulation) of the LEV and the time at which
the vortex leaves the wing (Kim and Gharib 2010). Furthermore, the location on the
wing, either leading or trailing edge, at which separation first occurs following the
impulsive start, is seen to be related to the angle of attack of the wing. Hover et al. (2004)
addressed the aerodynamic angle of attack directly, rather than an indirect consequence of
prescribed sinusoidal pitch and heave motion. They found that the angle of attack profiles
broadly affect both the thrust and efficiency of the wing. Additionally, it was found that
the time function of aerodynamic angle of attack, α(t), has a significant effect on the
wake, in that the number of instances of high rates of change of a(t) correlated well with
the number of vortices shed per cycle into the wake. Similarly to other studies, a regime
in which two vortices were shed per cycle, forming a “reverse von Kármán” street, was
found to correspond to higher efficiencies (Hover et al. 2004).
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2.3

The effect of finite span

The significant difference between wings of finite span and two dimensional airfoils is
that the presence of wing tips leads to “wing tip vortices,” regions of intense streamwise
vorticity trailing behind the wing tips. For static wings, the strength of the tip vortices is
related to the bound circulation on the wing. In a similar manner to fluctuating wake
circulation in the case of a flapping airfoil, required by Helmholtz’s law, the changing
bound circulation of the finite length flapping wing leads to fluctuations wake circulation.
The difference, however, is that the three dimensionality of a finite wing leads to a three
dimensional vorticity field (Dong et al. 2006). The fluctuating deposition of spanwise
vorticity into the wake, as described for airfoils above, is now accompanied by fluctuating
streamwise vorticity (for example, that found in tip vortices). This leads to complex
interactions. Furthermore, the finite tip length of a flapping wing allows for the motion to
be described in three dimensions, such as the rolling motion described in Figure 2.1c.
Interaction between the vortices of a flapping finite wing depends on their relative
strengths as well as their proximity to one another. The proximity of these flow structures
can be interpreted from the aspect ratio, AR, defined as the ratio of the span of the wing to
the mean wing chord. At the “high” aspect ratios investigated by Dong et al. (2006) (AR
= 5.09), tip vortices formed and remained separated from one another. Spanwise vorticity
was shed from the entire span of the wing, forming a connection between tip vortices at
certain instances during cycle of motion. The tip vortices and spanwise vortices induced
velocities on one another, which resulted in the compression of the spanwise vortices and
stretching of tip vortices. At lower aspect ratios (AR = 2.55), the wake consisted of a
series of complex vortex loops convecting at oblique angles to the direction of travel.
The formation of the loops was the result of initially streamwise tip vortices merging
together, as opposed to being connected by spanwise vorticity shed from the trailing edge.
At even lower AR of 1.27, the loops became more circular and convected at a greater
angle to the horizontal. Results of the simulation by Dong et al. (2006) suggest that the
thrust produced by a flapping wing increases monotonically with increasing St. While
there is a peak efficiency associated with a certain value of St, a decrease in aspect ratio
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causes the peak efficiency to decrease. Furthermore, the St value at which this peak
occurs increases with lower aspect ratios.
Insight into the effect of wing rotation, rather than pitching and heaving in two
dimensions, has been provided by the study by Kim and Gharib (2010), in which the flow
field and forces of an impulsively translated plate and an impulsively rotated plate were
compared. The results indicate that there is a spanwise flow present on the wing surface
in both the translating and rotating wing scenarios, however, the only rotational
component of wing motion leads to spanwise flow over the entire wing as well as the near
wake. In contrast, the spanwise flow in the wing translation case is limited to the LEV
attached to the wing. Furthermore, streamwise vortical structures have been recently
observed forming on a wing undergoing a rolling motion (Ozen and Rockwell 2010,
2011) as a result of spanwise flow along the wing surface.

2.4

Other factors affecting flapping wings

Other factors influencing flapping wing performance and their wakes have been explored.
These factors include the effect of the variation of Re as well as structural and geometric
characteristics of the wing. Re is defined as LoU∞/ν, where Lo is a length scale, U∞ is the
free stream speed or flight speed, and ν is the kinetic viscosity of the fluid. In the study of
flapping wings, Lo is typically the chord length of the airfoil of the mean chord length of
the wing. In the latter case, the mean chord is calculated as c = A/(2bsemi), where A is the
planform area of the wing and bsemi is the semi-span of the wing.
In the review by McCroskey (1982), Re effects are deemed to be of secondary
importance. It is suggested that kinematic parameters, such as pitch rate, play a more
dominant role. Conversely, in visualizations (Huang et al. 2001) of an airfoil impulsively
started to various values of Re (<2400), it has been found that Re is a predictor of the
vortex shedding frequency of the airfoil once it has gone into full stall. The visualizations
also show that the inception of separation from the trailing edge at low angles of attack is
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sensitive to Re. In the computational simulation of a heaving and pitching finite wing of
low aspect ratio conducted by Dong et al (2006), it was suggested that the flow loses Re
sensitivity as Re is increased above 103. The effect of Re has also been investigated by
Kim and Gharib (2010) in an experimental investigation of a small aspect ratio,
impulsively started rotating plate and translating plate. Re magnitudes, based on wing tip
speed, considered in the experiment included 60, 1100 and 8800. Qualitatively, it was
found that at lower Re, the vorticity has a greater tendency to diffuse in the area swept by
the wing. The authors used vortex moment theory (Wu 1981) to show that this has an
impact on the aerodynamic forces experienced by the wing. Jones and Babinsky (2010)
have also investigated the effect of varying the Re of an impulsively started rolling wing
in a relatively higher Re range. Measurements suggest that the fundamental unsteady
aerodynamic mechanisms (dynamic stall phenomena) are unchanged over the Re range
that was investigated (103 to 6 x 104), however, Re was related to the timing of the
separation of the LEV. This is somewhat in disagreement with the work of Dong et al.
2006, who suggested that the wake loses sensitivity to Re above 103. This could be
indicative that the behaviour of flapping wings is not monotonically affected by Re
variation, or, this could be a result of the differences in the kinematics of the studies.
The difference between the aerodynamics of a flapping wing in rotation, as opposed to
one in translation, leads to another topic of discussion in the literature; whether or not the
“stability” of vortices attached to the wing is sensitive to Re, or whether this stability is a
feature of wing rotation. In this context, stability refers to the prolonged attachment of a
vortex bound to the wing and the postponement of stall. This topic is of special interest in
the study of flapping wings, since the LEV is associated with not only high efficiency
(Anderson et al. 1998) but lift as great as 1.5 times the (predicted) quasi-steady value
(Jones and Babinsky 2011). Furthermore, full stall, which may occur after the LEV
detaches, is detrimental to performance.
Experiments conducted by Birch and Dickinson (2001), suggest that the spanwise flow
present in rotating wings does not play a role in LEV stability. This was demonstrated by
examining a rolling wing, at a Re of 160, with and without chordwise fences and baffles
to control spanwise flow. This was further explored by visualizations and force
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measurements on a robotic fly wing, operating at values of Re of 110, 1400 and 14,000
(Lentink and Dickinson 2009). Results suggest that the Coriolis and centripetal
accelerations are responsible for the stability of the LEV in this Re range.
In addition to considering the role of Re in the flow field around a flapping wing,
structural aspects of the wing have been considered. Early analytical work by Katz and
Weihs (1978) displayed the effects of chordwise flexibility. It was found that moderate
flexibility leads to increased efficiency and slightly lower thrust. Recent experiments by
Heathcote and Gursul (2007) have shown that flexibility can lead to higher efficiencies,
by up to 15%, than comparable rigid airfoils. Contrary to the early theoretical work of
Katz and Weihs (1978), Heathcote and Gursul demonstrated that higher thrust
coefficients are possible with a moderate flexibility at a given St, for the values of Re
tested (9,000 and 27,000).

2.5

Biomimetic flapping wings

Robotic representations and computational simulations inspired by animals (biomimetic)
have also been investigated. The goal of these studies is not only to investigate the
flapping wings of animals as a case study, but also investigate whether or not unsteady
effects are present in the k range and St range occupied by the animal. The term
“unsteady effects” in this context means wing aerodynamics which are not predicted by
the wing’s instantaneous angle of attack and relative airspeed. If the wing’s performance
was describable by these instantaneous conditions, quasi-steady modeling would
adequately describe the aerodynamics. In contrast, unsteady effects, such as the
occurrence of wing-wake interaction or dynamic stall as observed by Sane and Dickinson
(2002), would invalidate the quasi-steady approach. Using their load cell-equipped
robotic representation of a large waterfowl and PIV, Hubel and Tropea (2006) found that
even in the lower range of k at which bird wings operate (k>0.6), unsteady effects are
present and non-negligible. Hubel and Tropea (2010) have also used this model to
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investigate the behaviour of the LEV and stall over a range of reduced frequencies and
Re. Results indicate that the strength and occurrence of the LEV and stall phenomena on
the wings of their model are sensitive to both these parameters.
In addition to measurements of a bird-like model, the flapping wings of birds have been
explored through the computational simulations of Ruck and Oertel Jr. (2010). This
simulation depicted the instantaneous wake of a “bird inspired” model, complete with a
body between two partially flexible, sinusoidally rolling and pitching wings. The
simulation suggests that the flow field generated by the flapping wings includes
streamwise vortices not only at the wing tips, but at the wing-body connection (wing root)
as well. The presence of these streamwise vortices downstream of the root, named “wing
root vortex structures,” has only recently been measured in the wake of freely flying birds
(Johansson and Hedenström 2009). The presence of wing root vortices is a marked
qualitative difference between a finite span heaving and pitching wing and the pair of
rolling and pitching wings simulated by Ruck and Oertel Jr. (2010). In addition to wing
root vortices, the wake of the model showed the possibility of two distinct spanwise
vortices at stroke to stroke transition points, such as the transition from upstroke to
downstroke.

2.6

Animals with flapping wings

Continuing from the brief history of the wakes of animals with flapping wings in the
introduction, several recent studies conducted in the wake of a blackcap (Sylvia
atricapilla, Johansson et al. 2009) and a swift (Apus apus, Henningsson et al. 2011), as
well as a computational simulation (Ruck and Oertel 2010), suggest that secondary
streamwise vortices, in addition to tip vortices, may be a common feature of bird wakes.
The reason for these secondary vortical structures can be explained using a helicopter
blade as an analogy.
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Bird wings and helicopter blades share a common feature in that they are both lifting
surfaces which rotate about a point. This point is the shoulder joint and the hub for a bird
wing and a helicopter blade, respectively. The helicopter blade sheds a vortex sheet into
the wake, and this vortex sheet rolls into a pair of trailing vortices (Conlisk 1997, Gray
1956). One vortex of this pair trails from the blade tip, and the other originates close to
the hub. The reason for these two trailing vortices is the presence of circulation gradients
along the blade. Circulation of the vortex sheet shed by each blade is zero near the tip,
due to the finite length of the blade, increases along the blade and returns to zero near the
hub due to either a finite blade length or zero tangential velocity at the hub center.
Arguably, the same principle may apply to the wing of a bird, in a scenario where each
wing behaves as a propeller blade, shedding a tip vortex and a root vortex during the
stroke.
Two birds, the blackcap and the swift, have been shown to produce secondary vortex
structures in the wake. As suggested by Johansson and Hedenström (2009) in a
discussion of the blackcap wake, wing root vortices indicate gradients in circulation
across the body. During the first half of the downstroke, counter-rotating root and tip
vortices imply the wings function at least partially independently, similar to the wake of a
bat. During the latter portion of the downstroke, however, the root and tip vortices are
seen to have the same sense of rotation and suggest the body has more bound circulation
than the wings. A priori, there does not appear to be a reason why the body of a bird
would have more circulation than the wings. Unfortunately, details of the blackcap
kinematics are not available for consultation, and it is not possible to consider the reason
for high lift on the body. Henningsson et al. (2011) also found evidence that the wings
operate, to some extent, aerodynamically detached from one another. Henningsson et al.
(2011) further commented that the increasing number and diversity of species displaying
root vortices suggests that root vortices may originate from the constraint of the necessity
of incorporating a solid body into a smooth wing design. The conclusions arrived at by
Henningsson et al. (2011) in the study of the swift are encouraging of a near wake
structure, different than the E-R model originally proposed by Spedding et al. (2003),
with an indication that there are more similarities between the wakes of birds and bats
than previously thought (Hedenström et al. 2007).
23

The two bird wake studies which have shown similarity to the wakes of bats have two
notable traits in common. Both wake studies have been performed closer to the animal
than the studies which have developed and supported the E-R model (Spedding et al.
2003, Hedenström et al. 2006, Rosen 2007). In fact, the streamwise distances between
wake measurement location and the bird for these two studies are comparable to the
streamwise distances in the studies of bats (Figure 1.6). Additionally, both studies have
included measurements from the Trefftz plane, in which generally streamwise vortical
structures have a large component of the vorticity vector detectable by the PIV plane.
The study of the swift, unlike the study of the blackcap, is the only study in which
measurements have been taken in both the Trefftz plane and the spanwise-normal plane.
As such, the swift is the only species of bird for which both streamwise and spanwise
vorticity has been recorded. While the wake of the swift shows secondary streamwise
vortical structures, the spanwise-normal measurement plane indicates gradual shedding of
positive and negative spanwise vorticity into the wake from each wing beat cycle
(Henningsson et al. 2008), as opposed to the creation of discrete vortex loops as is
common in other flapping bird wings (Spedding et al. 2003, Hedenström et al. 2006,
Rosen 2007 ). This difference in wake structure has been attributed to several
distinguishing features of the swift.
With the exception of the swift, birds which have been studied to date via PIV are
exclusively of taxonomical order Passeriformes. The order Passriniformes refers to
many perching songbird species, of various sizes, with generally uniform basic anatomy
(Wake 1992). The swift is the only bird to date of taxonomic order Apodiform which has
had its wake studied. The term Apodiform means “without feet,” and the order includes
species which have long slender wings with very short humeri, such as swifts and
hummingbirds (Wake 1992). Furthermore, the swift has been noted to show “extreme”
aerodynamic performance unlike the other birds which have undergone wake studies. For
example, the swift spends almost its entire lifetime flying, landing only to breed (Lack,
1956) and occasionally to roost in trees (Holmgren, 2004). This lifestyle, coupled with
the “stiff” wings which do not flex during the upstroke, has been linked to unique wing
kinematics which produce a wake that is different than what has been observed in other
birds (Henningsson et al. 2008).
24

While a European starling may be expected to display evidence of secondary streamwise
vortices, like the blackcap and the swift, it is of order Passeriniformes, unlike the swift.
The starling flies with wing flexion during the upstroke, and may be therefore expected to
produce wake characteristics which are similar to other flapping animals. At present, the
only near-wake studies conducted in the spanwise-normal plane of animals with flapping,
flexing, wings focus on bats. Bats have been seen to produce both secondary streamwise
vortical structures, and, “starting” and “stopping” vortices associated with the start and
end of the downstroke, a feature previously noted in the far wake studies of
Passeriformes. Given the increasing similarity between bat and bird wakes, collectively
referred to as vertebrate wakes, it is hypothesized that, despite morphological and
kinematic differences between birds and bats; the near wake of a European starling will
show similarity to the wake of a bat.

2.7

Summary

Flapping wings have been studied in a wide range of configurations. These
configurations are described not only by geometry, but kinematic and structural
characteristics. While the influence of individual parameters, such as non-dimensional
frequency or wing stiffness, is often the focus of study, the flight of an animal represents
a combination of many parameters. The wings of a bird, after all, require more detailed
description than an airfoil profile and sinusoidal frequency and amplitude. In addition to
being finite in length, the bird wing is characterized by (feather) stiffness, wing trailing
edge characteristics, passive or active wing twist during the downstroke, complicated
wing motion (especially during the upstroke), etc. While the influences of many of these
parameters are available in the literature, their unique combination as applied in bird
flight necessitates observation of natural bird flight itself.
Given recent studies in the wake of animals which employ flapping wings, birds and bats,
it appears that there may be more similarity between the two than previously thought.
This similarity would have several implications. For example, the similarity could be the
result of insensitivity of the wake to parameters which distinguish the animals.
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Alternatively, similarity between the wakes of flapping animals could suggest
fundamental characteristics of the near wake of flapping wings, seen in both well
controlled experiments and nature.
Similarity between the wake of a bat and the wake of a starling will be investigated via a
discussion of near wake, high spatial resolution data. This discussion will follow several
chapters which outline the method by which the data of the present study were collected,
a kinematic analysis of starling flight with comparison to the kinematics of flapping
wings of other studies, and the post analysis handling of the data.

26

Chapter 3

3

Experimental setup and method

The experiments were designed to produce measurements with sufficient detail such that
comparisons with the wakes of other birds, bats, and other flying animals would be
possible. In a practical sense, this translates to experimental goals of measuring the
behaviour of a bird in a “natural” flight condition, as well as the wake which is produced
by this natural flight. The expression “natural” is interpreted to mean the style of flight
which a bird would produce flying outdoors, ideally on a long distance flight. The wake
generated by a bird is a complex, three dimensional, time varying flow field, and as such,
an unobtrusive measurement technique capable of resolving relevant spatial and temporal
scales was required. For the present study, a high-speed, long duration, particle image
velocimetry system (PIV) was developed (Taylor et al. 2010) to do so.
The data included in this thesis were collected from a series of two experiments, each
conducted on a different European starling. This is a result of the challenging nature of
taking PIV measurements in the near wake of a living, flying bird. To ensure natural
flight, the bird was allowed to fly around the wind tunnel test section without restriction.
The measurement location was stationary during the experiments; therefore, wake
measurements were only successfully made when the bird was directly upstream of the
measurement zone. The size of the measurement zone relative to the size of the wind
tunnel test section is relatively small. In addition, experiments could only be conducted
while the bird displayed comfort while flying. When the bird started to exhibit signs of
fatigue or stress, such as flying with legs down, gaping (open mouth) or resting on the
floor, experiments were stopped to allow the bird to rest. The results from the experiment
could not be processed until after the experiments were completed due to time
constraints, which not only included calculation of vector fields from PIV images, but
also, relating the vector fields to spatial locations with respect to the bird and phases of
the wing beat cycle. The combination of all of these factors led to the requirement of
performing a second experiment (Exp. 2) to supplement the data taken in the first
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experiment (Exp. 1). Generally, the two experiments are similar, with slight
improvements adopted in Exp. 2.
The following sections outline the technical details and procedure used to collect
the data. Where relevant, the differences between Exp. 1 and Exp. 2 are described. The
fact that two different birds of the same species were used to collect the data is not
omitted in any of the following sections, and special considerations arising from this are
mentioned where relevant.

3.1

Wind tunnel

The experiments were performed in the hypobaric wind tunnel at the Advanced Facility
for Avian Research (AFAR) at The University of Western Ontario. A schematic of the
wind tunnel is provided in Figure 3.1. A photograph of the wind tunnel test section is
shown in Figure 3.2, and a scaled diagram of the entire setup, inside and outside the wind
tunnel test section, is shown in Figure 3.3.
The octagonal test section, with a cross-sectional area of 1.2 m2, is preceded by a 2:1
contraction. The width, height and length of the test section are 1.5 m, 1 m, and 2 m,
respectively. An open jet exists between the downstream end of the test section and the
diffuser. This opening is used for introducing the bird into the wind tunnel during the
experiment. The contraction, test section, and open jet are located inside a plenum which
can be sealed, allowing for complete control of the test section pressure, humidity, and
temperature. A fine net was placed at the upstream end of the test section to prevent the
bird from entering the contraction. At the testing speed and location of this experiment,
hot-wire measurements in the empty wind tunnel indicate a maximum turbulence
intensity of 0.3%, and a uniformity of 0.5% outside the wall boundary layers. The net
was found to increase the turbulence intensity to 1.5%.
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Figure 3.1 – Schematic side view of the AFAR wind tunnel.

Figure 3.2 - Photograph of the empty test section of the AFAR wind tunnel.
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Figure 3.3 - A scaled drawing of the experimental set-up in the wind tunnel. Part a)
shows the setup from the downstream end of the test section. Part b) shows a crosssection of the setup, with the average flow passing from left to right. All dimensions
are given in millimeters.
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3.2

Long-duration time resolved PIV system

Wake measurements in this study were taken using the long-duration, time-resolved PIV
system developed by Taylor et al. (2010). Olive oil particles of a size of 1μm were
introduced into the wind tunnel using a Laskin nozzle at the downstream end of the test
section such that it would not cause a disturbance to the bird or the flow in the test
section. Before data acquisition, the wind tunnel and the surrounding room was allowed
to fill with the fog. Although the wind tunnel is of the open jet variety, the plenum
surrounding the test section can be sealed, making the wind tunnel and the plenum
effectively a closed system. As a result, high seeding density was possible and easily
maintained. Illumination of the flow field was provided by a light sheet formed from an
80W, double-head, diode-pumped, Q-switched, Nd:YLF laser at a wavelength of 527nm.
The laser was placed underneath the wind tunnel on an optical table to isolate the laser
from vibrations from the wind tunnel. The beam exited the laser, reflected off a 45o
mirror, passed through laser optics (-55 mm cylindrical lens, 500 mm spherical lens, 200
mm spherical lens) and entered the wind tunnel. Performing at the highest available
spatial resolution (1024 pixels by 1024 pixels), two cameras (Photron FASTCAM1024PCI CMOS) recorded images at a rate of 1000 Hz. At this spatial resolution, the
cameras are capable of acquiring images for about 20 minutes continuously. One camera
was used to record the position and wing beat cycle phase of the bird and the other was
used for PIV. The PIV camera field of view was placed as close to the upstream edge of
the light sheet, and therefore as close to the bird, as possible. A laser shield was placed
on the bottom surface of the wind tunnel (an aluminium plate) such that the light sheet
entering the tunnel had a vertical upstream edge. Due to the tendency of a light sheet to
fade near its edges, the 45o mirror was rotated about the entering beams axis, such that the
centre of the light sheet pointed slightly downstream. As such, the strongest portion of
the light sheet passed through the centre of the field of view, and only the weaker portion
was blocked by the laser shield.
The PIV camera’s field of view was set to be approximately 12 cm by 12 cm in size (2c
by 2c, where c is the mean wing chord). This resulted in a high spatial resolution,
relative to that in other animal wake studies, while maintaining a window larger than the
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flow’s length scales of interest. These length scales include the width of the wing’s wake
and the width of the body’s wake. In the wake of a flapping wing, it has been found that
the width of the wake is typically on the order of the wing chord in scenarios of deep
dynamic stall, and on the order of the wing thickness in scenarios of light stall
(McCroskey 1982). The width of the wake of the bird’s body is likely on the order of the
width of the body, approximately 2/3 of the average wing chord.

3.3

Trained European starlings

Wake measurements were taken from two European Starlings. The choice of the
European starling allows for a new species to be added to the relatively short list of
species for which PIV wake data is available. While diversifying the literature on animal
wakes, however, the starling is not as aerodynamically distinct as the swift. Furthermore,
European starlings have been examined in other fields of biology, such as the study of
kinematics (Tobalske 1995) and metabolism during flight (Torre-Bueno and LaRochelle
1978). The choice of a starling therefore takes advantage work accomplished in other
disciplines.
The data in this study come from two separate experiments performed on different
European Starlings with similar morphological parameters. It has been shown in the
literature that quantitative measurements of vorticity and circulation may be
indistinguishable between members of the same species under identical testing conditions
(Hedenström et al. 2006). Morphological parameters of the two starlings, as well as
parameters of the experiment, are summarized in Table 1. The planform outlines of the
two birds used in the study are presented in Figure 3.4. These were obtained from
spatially calibrated photographs of the birds, taken while they were gently held to a table
with their wings extended. The flight speed of the birds in the wind tunnel was chosen
based on the comfort of the individual bird and its ability to fly for prolonged periods of
time during the testing. In Exp. 1 and Exp. 2, this corresponds to wind tunnel speeds of
12 m/s and 13.5 m/s respectively. This speed is remarkably close to the “minimum power
speed” of 12 m/s for the European starlings examined by Tobalske (1995). In both
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experiments, the wind tunnel temperature was maintained at 15oC, and the relative
humidity was approximately 75%.
Both birds went through training sessions before data was recorded. The bird tested in
Exp. 1 had been trained in a previous study. In this study, birds were taught to fly from a
cage in the wind tunnel room, to a perch mounted on a wall just outside the opening
downstream of the test section, to a perch inside the test section. Wind tunnel speed was
increased gradually, and the birds began to fly. When birds landed anywhere other than
the perch in the wind tunnel, the trainer prompted them to take flight again. This way, the
birds learned to exclusively fly or land on the perch. Once the perch was removed after
several (3-5) training sessions, the birds would continuously fly in the wind tunnel. The
bird in Exp. 2 learned to fly in a wind tunnel for the purpose of the present study, and was
trained in a similar manner as the bird in Exp. 1. The training required relatively few
sessions however, as this bird quickly developed a comfort with the testing procedure.

Table 1 – Morphological and experimental parameters
Parameter

Unit

Exp. 1

Exp. 2

Average chord, c

m

0.06

0.066

Wing semi-span, bsemi

m

0.191

0.188

Mass, m

g

78

76

Flapping frequency, f

Hz

11.4

13.5

Wind tunnel speed, U∞

m/s

12

13.5

Mean chord based
Reynolds number, Re

-

49000

60600
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Figure 3.4 - A comparison of the planform outline of the bird from Exp. 1 and Exp.
2.
Due to the powerful laser operating within a few chord lengths of the bird’s tail, two
precautions were taken to ensure the bird’s safety and comfort. To prevent reflections of
the laser from reaching the bird’s eyes, a pair of customized laser goggles (Figure 3.5)
was developed by Wayne Bezner Kerr and Daniel Floryan for the bird Exp. 1. These
laser goggles have a mass of approximately 4g, or roughly 5% of the bird’s mass. Given
previous studies of bird flight in which a bird carried an additional 13% of its mass on its
back (in the form of an accelerometer, Hedrick et al. 2004), this relatively small addition
of mass may be considered negligible in terms of aerodynamic performance. An
alternative approach to protecting the bird’s vision was taken in Exp. 2, in that the bird
was not fitted with goggles, but rather, sheets of black, matte finish, vinyl were applied to
the inside walls of the wind tunnel. Only three small sections of the surrounding glass
surfaces in the wind tunnel were left uncovered to allow the light sheet to enter, and a
clear field of view for each camera. A strip of the optically dense material used for the
laser goggles was attached to ceiling of the wind tunnel to prevent the laser blistering the
vinyl.

34

Figure 3.5 – A photograph and schematic of custom made laser goggles used in Exp.
1, developed by Wayne Bezner Kerr and Daniel Floryan. The optically dense
material is cut into a shape with 3 “lobes.” The two upper lobes fold over the bird’s
head, and the lower lobe is folded under the head. Once behind the head, the lobes
are fastened together with medical tape and elastic bands.

To prevent direct contact between the bird and the light sheet in both experiments, a
collection of optoisolators, operated by six infrared transceivers (Balluff Inc.), were
integrated into the PIV system. The function of these optoisolators was to interrupt the
connection between the laser and its controller unless any of the infrared beams between
the transceivers were blocked by the bird. This ensured that, when the laser fired, the bird
was in a safe position. The beam was oriented vertically in the wind tunnel a few chord
lengths upstream of the PIV camera’s field of view, slightly offset in the spanwise
direction by approximately 2c. Ideally, the optoisolators would have controlled the PIV
and KIN cameras as well. In this way, a significant amount of storage space could have
been saved. Images of the bird taken before the recording of wake data were required,
however, due to the time lag between bird-air interaction and the resulting wake features
entering the PIV field of view. The cameras were therefore allowed to run continuously
throughout the experiment. Perhaps, in future versions of these experiments, an
additional set of optoisolators could be installed to trigger the cameras as the bird
approaches the laser-triggering optoisolators.
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3.4

Kinematics cameras

The motion and behaviour of the bird was measured in addition to the flow field that it
created. The activity of the bird was measured with two cameras, one situated at the side
of the wind tunnel pointing at the spanwise normal plane (z axis), and one situated in the
wind tunnel aligned in the vertical (x-y) plane. These cameras are henceforth referred to
as the KIN camera and the SPAN camera respectively. The positions and approximate
sizes of the KIN and SPAN camera fields of view, for both experiments, are shown
schematically in Figure 3.6.

Figure 3.6 – A schematic representation of the KIN camera and SPAN camera fields
of view relative to the PIV field of view in the wind tunnel. Approximate dimensions
are given in millimeters.

The KIN camera is identical to the camera mentioned in the above section describing the
PIV system. As part of the system, it was synchronized with the PIV measurements.
Illumination was provided by the laser. Due to the relatively small time increment
between laser pulses in every PIV pair compared to the frequency of the wing beat cycle,
the camera effectively gave images of the bird at a rate of 500 Hz. The lens on the
kinematics camera was focused on the same plane as the light sheet, and spatially
calibrated with a uniform grid of dots.
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Different cameras were used in each experiment for measurement of the bird’s spanwise
location. In Exp. 1, a 60 Hz GoPro Hero camera (Woodman Labs, Inc.) was attached to
the floor underneath the bird. The centre of the field of view of the camera was aligned
with the light sheet, which entered the tunnel slightly downstream. A spatial calibration
from this camera was obtained by using the bird’s body width as a length scale in each
image, similar to the approach used in the study of a thrush nightingale (Spedding et al.
2003). After the experiment, it was found that the reflections of the laser in the test
section made locating the bird occasionally difficult. As a result, a slightly different
approach was used in Exp. 2.
In Exp. 2, a 30 Hz Nikon Coolpix L16 camera (Nikon Corp.) was mounted downstream
of the test section pointing toward location where the bird would trigger the laser. A
spatial calibration was performed before the experiment, rather than using the animal as
the length scale. The spatial calibration consisted of photographing a grid of uniformly
spaced dots, as well as photographing the light sheet. The photograph of the grid
provided a relationship between pixels and spatial dimensions in the region where the bird
would be recorded. The photograph of the light sheet provided a reference for the
camera’s position and orientation.

3.5

PIV Data processing

Flow vector fields were generated from KIN camera images using 32 pixel by 32 pixel
interrogation windows with 50% overlap, resulting a spatial resolution of approximately
32 vectors per chord. This process was handled by the commercial package Insight 3G
(TSI). With the exception of the outermost rows or columns of the image, generally, few
(<5%) vectors were rejected as inaccurate. Rejection of vectors was based on a signal to
noise ratio of 1.5, which is the default setting of Insight 3G. The approximate value of
signal to noise in the data was typically above 3. Velocity gradients were calculated from
the pixel displacement data generated by Insight using a least squares numerical
differentiation approach (Raffel et al. 1998) in the Time Space Toolbox of MATLAB.
An uncertainty analysis of the PIV measurements is provided in Appendix A.
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3.6 Experimental results: simultaneous measurements of
the bird and the wake
The data collected in the experiments describe the bird as well the wake it generates. A
sample instantaneous realization from the experiments is shown in Figure 3.7. Two red
curves are included in the image, which represent streak lines of the bird’s wing root and
wing tip. These streak lines, henceforth referred to as the wing tip trace and wing root
trace, were generated after the experiment. The traces were created by plotting
coordinates of the wing tip and root, each with individual streamwise offsets, from earlier
instances. To give the streak line effect, the coordinates were plotted with offsets of
U∞∙∆t∙n in the streamwise direction, where ∆t is the time between images and n is the
number of images which have passed since the wing coordinates were recorded. The
result of generating the wing tip traces is that the measurements of the wake, seen in the
inset in the lower right hand corner of Figure 3.7, can be associated with a phase of the
wing beat cycle. In the case of Figure 3.7, it is seen that the wake is generated from a
downstroke to upstroke transition of the wing.
The inset of Figure 3.7 shows a vector map, which has been under-sampled by a factor of
two for the sake of clarity. (The under sampling does not qualitatively alter the
appearance of the flow field.) The vector map has had the free stream velocity subtracted
from the instantaneous measurement, such that the magnitude of the disturbance the bird
has generated is not over-shadowed by the magnitude of the wind tunnel velocity. This
representation the velocity field is consistently used throughout this document. The
vectors are superimposed over a contour map of spanwise vorticity, normalized by the
free stream speed, U∞, and mean wing chord, c. As a compliment to Figure 3.7, an
animation of the bird and the wake is provided as an “associated file” online
(grad.uwo.ca).
In the complete set of experiments, over 1,350,000 images, each 1 MB in size, were taken
with the PIV camera. An equal amount was taken with the KIN camera. Of these, the
bird triggered the laser in approximately 1% of the images. Of this 1%, the bird flew at
times either too high or too low, resulting in a wake which missed the PIV field of view.
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Data collected from the KIN camera, with and without wake measurements by the PIV
field of view, constitute the data used for the analysis of kinematics. A total of 824
images (19 wing beats) are used for establishment of average kinematic quantities
(Chapter 4 and Appendix A).
Excluding measurements in which the wake missed the PIV field of view, as well as
measurements in which only a partial section of the wake was measured, a total of 400
vector maps were deemed appropriate for wake characterization. In terms of phase of
wing beat cycle, the wake measurements have been subdivided into two groups. One
group includes measurement sequences associated with the end of the downstroke and
beginning of the upstroke, and the second group includes measurement sequences
associated with the end of the upstroke and beginning of the downstroke. These two
groups will be referred to as the wake generated by the downstroke to upstroke transition
(DSUS) and the upstroke to downstroke transition (USDS) respectively. The flow
features recorded in these sequences are the focus of the wake characterization.

Figure 3.7 - Simultaneous realization of the bird and the wake. Streak lines
originating from the wing root and wing tip have been added from a kinematic
analysis after the experiment.
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From the set of 400 instantaneous wake measurements, several repeating flow
characteristics were observed. These repeating flow characteristics are contained within
a subset of 127 vector maps. The spatial locations of these vector maps, in the
streamwise-spanwise (x-z) plane, are indicated as “Present study” in Figure 1.6. The
figure indicates the location of 6 DSUS sequences at spanwise positions of z/bsemi={0.6,
0.45, 0.2, 0.1, 0, 0} and 3 USDS sequences at spanwise positions of z/bsemi={0.5, 0.2, 0}.
The wake characteristics described by these sequences are presented in Chapter 6. An
additional 144 vector maps, corresponding to 15 sequences of wake measurements, are
presented in Appendix B as additional examples of the wake characteristics discussed in
Chapter 6.
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Chapter 4

4

Kinematics

Before the flow field is investigated, it is necessary to undertake an analysis of the bird
kinematics. In the past, kinematics have been studied where possible in conjunction with
the wake, for various reasons. These reasons range from a simple characterization as a
compliment to the flow field (Rosen et al. 2004), to a detailed description for quasi-steady
modeling purposes in the hopes of finding a relationship between kinematics, flight
speed, to wake characteristics (Hedrick et al. 2002). Generally, the approach to data
measurement for kinematic analysis involves recording “landmarks” from images of the
animal during flight. The landmarks can be easily defined points on the animal, or, visual
indicators added before the experiment, such as correction fluid. After measurement,
these landmarks are used to represent the wing motion in subsequent analysis.
Several approaches have previously been used to quantify the kinematics of birds. Early
descriptions to describe the motion of birds in relation to flight forces include the work by
Brown (1953) in which the author used a high speed camera to photograph a bird flying
over a range of speeds. Placement of the wings and bending of the feathers were
interpreted to indicate which portion of the wing (“arm wing” between the shoulder joint
and the wrist joint, or “hand wing” between the wrist joint and the wing tip) contributed
to aerodynamic forces; specifically lift and drag. More recently, high speed cameras and
more sophisticated wing representation techniques have been employed, such as the
approach used by Hedrick et al. (2002) in the study of a cockatiel (Nymphicus
hollandicus) and a ringed turtle-dove (Steptopelia risoria). In the study, the wings of the
two bird species were marked with small (5mm) dots of white correction fluid which
would represent the vertices of two triangles and thus the wing position. The motion and
orientation of these triangles were then related to circulation in a quasi-steady model, and
this circulation was used to interpret the variation of the wake structure over the range of
speeds. Kinematics were not combined with PIV wake measurements until the study of
thrush nightingale flight (Rosen et al. 2004). These measurements were taken from the
same bird that generated the wake reported in a previous study (Spedding et al. 2003), but
41

the kinematics and wake were not measured simultaneously. The kinematic analyses
presented by Rosen et al. (2004) were based on images taken from the downstream end of
a wind tunnel, focusing on the back of the bird. From these measurements, the wing tip
motion relative to the body was used to measure variation of frequency, relative duration
of downstroke to upstroke, as well as the ratio of wing span during the upstroke to the
wing span during the upstroke (span ratio).
The span ratio, generally a function of the speed of flight, is indicative of how much the
tip of a flapping wing is drawn to the body during the upstroke. The behaviour of the
span ratio with respect to speed has been seen to be species dependent. The swift, for
example, differs from most birds that have been studied via PIV in that their span ratio
tends to stay at a higher value (Wolf et al. 2010). The kinematics of a swift flying in the
wind tunnel have been investigated in a similar manner to that of the thrush nightingale,
with a rear view camera and analysis focusing on the wing tips motions relative to the
shoulder joints (Henningsson et al. 2008). Kinematics of bat flight have been investigated
as well, recently, the kinematics of a Pallas’ long-tongued bat (Wolf et al. 2010). In this
study, digits of the bat’s wing as well as the hind limb were used as landmarks to describe
the wing motion.
In the present study, the role of the kinematic analysis is to define the boundary
conditions of the flow. Through a qualitative description of the kinematics, the general
details of how the starling flies in the wind tunnel will be addressed. Subsequently, a
quantitative description of the kinematics will constitute a more rigorous description of
the boundary conditions. Furthermore, this will give a point of comparison between the
starling in the present study and other research on flapping wings.
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4.1

Qualitative description of kinematics

The benefit of the qualitative description is that the complexities and subtleties of wing
motion can be described, even if they are beyond the range of quantitative description.
Furthermore, a qualitative description of the kinematics gives insight into the appropriate
approach of modeling the wing motion quantitatively.
A sample wing beat cycle, in which typical characteristics will be highlighted, is shown in
Figure 4.1. Select images from one entire cycle are displayed with their relative position
in the cycle expressed by the inset to the right of each image. The wing beat cycle starts
(Figure 4.1a) and finishes (Figure 4.1f) when the wing tip is at its lowest elevation, at the
end of the downstroke. This phase of the wing beat cycle will be refered to as the
downstroke to upstroke transtion.
After the downstroke to upstroke transition (Figure 4.1a), the wing begins to fold for the
upstroke. It seems, based on the comparison of Figure 4.1a and Figure 4.1b, the wing
folding is accomplished mainly by the flexion of the “hand wing.” The “handwing,”
labeled in the figure, is the portion of the wing between the wrist joint and the wing tip.
By Figure 4.1b, the wing tips are the closest to the body that they will be during the
upstorke. From this point, the wings start to extend, and are almost fully extended by the
upstroke to downstroke transition in Figure 4.1c. Generally, the wings are very close to
full extension at this time, or shortly thereafter as seen in Figure 4.1d. The downstroke
progresses with the wings fully extended as the wing tips pass below and slightly ahead of
the shoulders (Figure 4.1e). During the downstroke, the feathers on the trailing edge of
the wing appear to form a type of “serrated edge.” This edge is not an example of feather
emargination, during which the feathers are separated, but rather, the result of the feather
tips being round. The primary feathers, particularly the ones close to and at the wing tip,
are bent slightly upward (dorsal direction). As the downstroke is completed, the fully
extended wings continue to pass downward and start to move downstream as well. Once
the wings have passed their lowest elevation, downstream motion of the wing tips,
combined with flexion at the elbow joint, causes the distance between the shoulder and
the wing tip to decrease. This decrease in length is continued into the upstroke and
constitutes the “wing flexion.” The cycle begins anew.
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Figure 4.1 – A series of images depicting an entire wing beat cycle. The first (top
left) and last (bottom right) images show the wings at the end of the downstroke.
The inset beside each image shows the relative phase of each image with respect to
the downstroke to upstroke (DSUS) and the upstroke to downstroke (USDS)
transition. The leading edge of the arm wing is indicated by a solid red line. The
leading edge of the hand wing is indicated by a dashed red line.
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4.2

Quantitative description of kinematics

The quantitative description of the kinematics in the present study consists of the position
of the bird, the velocity of the bird, and the position and velocity of the wing tip relative
to the shoulder joint. This was accomplished by tracking the location of the wing tip and
the wing root (shoulder joint) in images of the birds, calculating the physical coordinates
of the wing tip and root in the wind tunnel, expressing the wing tip coordinates in a
cylindrical coordinate system centered at wing root, and finally calculating the position
and velocity of the wing tip relative to the wing root. A detailed description of how this
was carried out, including an estimation of uncertainty, is included in Appendix A. A
brief description of the procedure is presented below.
The locations of the camera-facing wing tip and wing root were recorded from the KIN
camera, and the spanwise position of the bird relative to the light sheet was recorded from
the SPAN (pointing in the spanwise-normal plane) camera. In an effort to not encumber
the bird, visual indicators such as dots of white correction fluid were not applied before
the experiment. Wing root, wing tip, and spanwise coordinates of the bird were identified
visually after the experiment and digitized manually. Given the lens angle of the KIN
camera, it was possible to calculate the local spatial calibration (m/pix) at the spanwise
position of the bird based on the known spatial calibration at the light sheet plane (Figure
4.2). Based on this local spatial calibration, the physical position of the bird’s body and
wing root were determined from pixel coordinates in images from the KIN camera. With
a known physical position of the wing root, the physical position of the wing tip was
calculated assuming the wing was fully extended. During the downstroke, this
assumption is supported by the study of cockatiels and ringed turtle-doves (Hedrick et al.
2002) as well as the qualitative description of the starling’s wing beat cycle provided
above. During the upstroke, however, the wing span is reduced and not increased until
the start of the downstroke. This reduction in wing span, expressed by the span ratio, has
typical values of approximately 0.4 for thrush nightingales and house-martins. (Rosen et
al. 2007, Rosen et al. 2004). Assuming that similar wing flexion exists in starling flight,
this limits the present kinematic analysis to being valid during the downstroke only. In
future studies, the present approach could be improved by accounting for the wing flexion
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of the bird. This could either be done by assuming a simple function for the wing span
during the upstroke, such as a cosine function, or by actually measuring it during the
experiment. If this quantity were measured during the experiment, a SPAN camera with a
higher frame rate would be required.

Figure 4.2 – A view from upstream of the bird, light sheet, and camera viewing cone.
The path of the wing tip is indicated as a dashed line during the upstroke and a solid
line during the downstroke. Landmarks digitized for kinematic analysis are circled.
During the downstroke, the wing is treated as a rod of constant length, R, which
rotates about the shoulder joint.
With a time series of the physical position of the bird’s body, wing root, and wing tip, the
kinematics of the bird’s motion can be calculated. The motion of the bird is expressed by
the position (Figure 4.3) and velocity (Figure 4.4) of the wing root. The motion of the
wings relative to the body is presented as the angular position of the wing tip relative to
the horizontal, θ, the angular velocity of the wing tip, Vθ, and the longitudinal velocity of
the wing tip relative to the air Vx/U∞ (Figure 4.5 through Figure 4.7). The quantities θ,
Vθ/U∞, and Vx/U∞, have been calculated in a cylindrical coordinate system attached to the
root of the bird’s left (camera-facing) shoulder, with the longitudinal axis aligned in the
direction of flight and the positive angular direction counterclockwise about the upstream
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direction, or equivalently, positive as the camera-facing wing rises. In Figure 4.7, -Vx/U∞
is plotted rather than Vx/U∞ such that larger positive values on the plot represent a greater
streamwise wing tip speed, and the convention of the positive x direction being
downstream is maintained. In Figure 4.5 through Figure 4.7, the six downstrokes for
which the wake is characterized and discussed in Chapter 6 are highlighted. These
measurement sequences cover a range of spanwise distances between the bird’s plane of
symmetry and the light sheet. These distances, normalized by the semi-span of the bird’s
wings, are expressed in the legend by the value of z/bsemi. To provide a sense of the
stroke-to-stroke variability, as well as aid in the calculation of mean kinematics, an
additional 13 downstrokes are included in the figure, labeled as “other cycles.” An
estimate of the uncertainty associated with θ, Vθ, and Vx, is provided in Appendix A.

Figure 4.3 – The position of the bird, represented by the position of the wing root,
relative to the PIV field of view for various measurement sequences. Measurement
sequences in the legend are described by the phase of the wing beat cycle and the
spanwise offset of the bird from the PIV measurement plane.
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Figure 4.4 – The average velocity of the bird for various measurement sequences.
Measurement sequences are described by the phase of the wing beat cycle and the
spanwise offset of the bird from the PIV measurement plane.

Figure 4.5 – The angular position of the wing throughout the downstroke. The time
at which the wing finishes the downstroke and transitions to the upstroke is
indicated as tDSUS. The mean function of θ is indicated by a black line.
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Figure 4.6 – The angular velocity of the throughout the downstroke. The time at
which the wing finishes the downstroke and transitions to the upstroke is indicated
as tDSUS. The mean function of Vθ is indicated by a black line.

Figure 4.7 – The longitudinal velocity of the wing tip relative to the air throughout
the downstroke. Values greater than 1 indicate the wingtip is traveling upstream.
The time at which the wing finishes the downstroke and transitions to the upstroke
is indicated as tDSUS. The mean function of Vx is indicated by a black line.
Several results from the kinematics analysis above should be noted. Regarding the
position of the bird (Figure 4.3), based on the streamwise-vertical position of the wing
root, it is seen that the measurements are taken over a relatively small streamwise range (a
few chords). Generally, the bird does not appear to be accelerating or traveling at a
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velocity significantly different than the wind tunnel velocity. This is shown in Figure 4.4,
in which the average horizontal and vertical velocity of the bird, based on the velocity of
the wing root, is plotted. Deviations from the free stream velocity are seen to be less than
10% in the horizontal direction, and less than 5% in the vertical direction. Low Reynolds
number sensitivity in the range occupied by the starling (Dong et al 2006, Jones and
Babinsky 2011) and a relatively smooth power vs. flight speed curve estimated by
Pennycuick’s “Flight” program (Pennycuick, 2008), suggest the deviation in the
horizontal velocity to be negligible. The 5% deviation in the vertical direction is
somewhat more severe, since power is being used not only to increase velocity, but
increase the gravitational potential energy of the bird as well. The same spanwise
position and phase combination for this measurement sequence, however, is duplicated
for a separate series of measurements in which the vertical velocity of the bird is lower
(2.5%). The qualitative difference between these two measurement sequences is
negligible.
The wing of the starlings in the present study is seen to oscillate with peak-to-peak
amplitude of approximately 75o between angular positions of +19o and -55o (Figure 4.5).
This is consistent, within the limits of uncertainty (see Appendix A), with what has been
measured for other starlings, approximately 85o (Electronic Appendix provided by Nudds
et. al 2004). Based on this angular amplitude, the starlings from both Exp.1 and Exp. 2
have a Strouhal number, St, of 0.2. Furthermore, it is seen that the wing tip’s downward
velocity is at a peak as it passes, approximately, the level of the shoulder. Assuming the
wing has a constant twist throughout the downstroke, the wing’s maximum angle of
attack is reached slightly after the wings pass the shoulder level. A rough approximation
of the wing’s maximum angle of attack is provided by Figure 4.8. In the figure, the wing
points directly towards the camera, just after the tip has passed below the elevation of the
shoulder. From the image, it is possible to estimate the pitch of the wing surface at
roughly 2/3bsemi, where the chord length is greatest. This, combined with the
instantaneous velocity of the wing, allows for the calculation of an instantaneous angle of
attack of approximately 15o.
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Figure 4.8 – An estimation of the wing’s maximum angle of attack from its
instantaneous pitch and velocity relative to the air. In a), the left wing of the bird
points directly at the camera, and the pitch of the chord line at approximately 2/3
bsemi is represented by the blue line. In b), the pitch of the chord line and the velocity
of the wing section at 2/3 bsemi are used to estimate the angle of attack, α, as
approximately 13o.

Additionally, we notice that the wing tip has a significant streamwise velocity relative to
the shoulder at the beginning and end of the downstroke. This velocity is approximately
0.4 U∞ in the upstream direction at the beginning of the downstroke, and approximately
0.25U∞ in the downstream direction at the end of the downstroke. The streamwise
velocity component of the wing tip complicates the meaning of the reduced frequency, k,
and the Strouhal number, St. Ordinarily, k and St are calculated as k=πfc/U∞ and
St=Af/ U∞, respectively, and the free stream speed of the propulsor is assumed to be
constant. As such, the value of k for the starling is 0.2 for both Exp. 1 and Exp. 2 and the
value of St is 0.2. It should be kept in mind, however, that since the wing has a
streamwise component to the velocity of approximately 0.25U∞ near the end of the
downstroke, the value of k and St are effectively modified near the end of the downstroke
to k=πfc/(0.75U∞) = 0.27 and St = Afc/(0.75U∞)=0.27. To date, the effect of varying
streamwise motion of this type has not been explicitly dealt with in the literature,
however, one could speculate that the streamwise motion of the wing could cause
qualitatively different flow characteristics between the downstroke and on the upstroke.
For example, the downstream motion of the wing tip relative to the body at the end of the
downstroke, causing a higher “instantaneous” k or St, could promote dynamic stall
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phenomena associated with high non-dimensional frequencies. During the upstroke,
when the wing tip is moving upstream relative to the body, the wing would be operating
at a lower instantaneous non-dimensional frequencies, and possibly not undergo dynamic
stall.

4.3

Implications of observed kinematics

The flapping wings of the European starling can be compared with other flapping wings
based on the simplified kinematics model provided above. A set of similar flapping
wings studied in the literature include the studies conducted by Anderson et al. (1998) on
a two dimensional heaving and pitching NACA 0012 airfoil, the impulsively rotated plate
studied by Jones and Babinsky (2011), the flapped plate studied by Ozen and Rockwell
(2011), the mechanical bird model studied by Hubel and Tropea (2010) and
computational model studied by Ruck and Oertel Jr. (2010).
The study by Anderson et al. (1998) was a comprehensive overview of heaving and
pitching two-dimensional airfoils. While this study is a simplification of the present
boundary conditions, it can provide insight into the general phenomenon occurring on the
wing of the starling. Anderson et al. (1998) demonstrated that a flapping wing can
generate a variety of vortical structures depending on the peak angle of attack and St. In
Figure 4.9, a figure summarizing this has been reproduced from their study. Based on the
St at which the starling flies, and the approximated peak angle of attack (Figure 4.8), the
parametric region which the starling wing occupies has been indicated by a rectangle. As
can be seen, the starling wing operates in such a way that, according to Anderson et al.
(1998), leading edge vortices may form on the wing. The angle of attack and Strouhal
number of the bird wing, however, has been evaluated near the tip of the wing. As such,
the majority of the wing is closer to the body at a lower St and, neglecting camber twist,
at a lower angle of attack. Furthermore, the wing is seen to be a flexible surface, which
has been noted to have an effect on the LEV development and shedding phenomenon as
well. Generally, flexibility in the wing increases the non-dimensional frequencies at
which LEV vortex generation starts to occur (Rozhdestvensky and Ryzhov 2003).
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Conversely, the rearward motion of the wing tip near the end of the downstroke causes a
lower air velocity relative to the wing, which may provide a flow field associated with a
higher St, promoting the formation of a LEV. If cruising birds are found to produce
LEVs, the rearward motion of the wing tip could be interpreted as an adaptation to
accomplish this despite the tendency of feather flexibility to increase the St required for
dynamic stall.

representative of the
starling’s wings

Figure 4.9 – From Anderson et al. (1998) with permission, a schematic
representation of the wake patterns observed in their experiment on heaving and
pitching airfoils. In the experiments, St = πk. The red rectangle indicates the region
in which the present wing operates.
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Jones and Babinksy (2011) studied a flat plate undergoing a constant angular acceleration
to a constant velocity for a variety of Re between 10,000 and 60,000, which envelopes the
Re range of the starling. The stroke amplitude and aspect ratio of their plate were 85o and
4, respectively, which is comparable to that of the starling’s wings. The generation of
LEVs was noted to be a general feature of the accelerated plate. Furthermore, at higher
values of Re similar to the Re of the starling, the LEV was observed to form more slowly
and remain attached to the wing for a longer duration. This delayed loss of the LEV
maintains high lift to drag ratios and postpones the performance deterioration of stall.
The flapping flat plate studied by Ozen and Rockwell (2011) is also notable. The flat
plate operated at different non-dimensional settings compared to the starling; a higher
reduced frequency (0.5, rather than 0.2), lower angular amplitude of (30o rather than 75o),
lower Re (O(102) rather than . O(105) ) and a lower aspect ratio (2 rather than 3). The flat
plate in this study generated multiple streamwise vortical structures inboard of the wing
tip. Interestingly, these vortical structures formed as a result of spanwise flow on the
surface of the wing, rather than roll-up of a shear later trailing the wing.
The robotic bird model constructed by Hubel and Tropea (2010) tested a range of reduced
frequencies, between 0.05 and 0.3, which encapsulates the reduced frequency range of the
starling. The reduced frequency of the bird robot corresponded to a Re range of 28,000
through 133,000, which also encapsulates the Re range of the starling. The wings of the
robotic bird were observed to generate LEV at “low” reduced frequencies, as well as LEV
detachment and stall close to the wing tips. While the model mimicked the sweep of both
the arm and the hand portion of a real bird wing, the model did not mimic wing flexion.
The wings of the model were rigid and without twist. Neglecting induced flows at the
wing (e.g., downwash from tip vortices), the model’s wings were subjected to a linearly
increasing angle of attack, starting near zero at the wing root and progressing to
approximately 40o near the tips. Given that the starling in the present investigation has
flexible wings (Figure 4.8), it is difficult to relate the angle of attack near the starling
wing tip to the angle of attack near the robotic bird’s wing tip. Perhaps the best
interpretation of the wake of the robotic bird is that the formation of LEV’s at the reduced
frequency of bird wings, like the starling, is a possible flow feature.
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The fluid-structure interaction model implemented by Ruck and Oertel Jr. (2011) shares
kinematic similarities with the starling as well, particularly their “high speed” scenario.
The computational model featured a bird, with flexible membrane wings, with an aspect
ratio of 3.3, a reduced frequency of 0.22, and an angular peak-to-peak amplitude of 60o.
The computational simulation may not include wing flexion; however, it includes passive
deformation and parametric similarity to the starling. Ruck and Oertel Jr. recorded, in the
high speed scenario, a “continuous vortex gait,” in which the upstroke is more
aerodynamically active, with continuous shedding of small scale vortices into the wake.
The wake is seen to be dominated by streamwise vortices (tip vortices and root vortices.
Additionally, the vortex structure generated by the upstroke is almost non-existent.
These studies will be revisited once a characterization of the flow field has been
undertaken; however, based on the above mentioned studies, it would appear that the
formation of leading edge vortices, in the case of a European starling in cruising flight, is
likely.
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4.4
European starling in the context of other flying
animal wake studies
The kinematics of the European starling can now be compared with other flying animals
for which wake data have been collected via PIV. This includes comparison with birds in
Table 2, as well as with bats in Table 3, in which both kinematic and certain
morphological parameters are listed. Studies in which multiple animals were tested are
indicated, and where possible, the data corresponding to each animal is recorded,
separated by commas. Comparison between animals is based on the aspect ratio of the
wing, wing loading, reduced frequency, Strouhal number, angular amplitude of the wing,
and Reynolds number.
As can be seen, the aspect ratio of the starling is comparable to that of other birds listed in
the table. In terms of wing loading, the starling is noted to have the highest wing loading
of all studies listed in the table. The reduced frequency of the European starling is
comparable to that of several birds, including the house-martin (Rosen et al. 2007), robin
(Hedenström et al. 2006) and thrush nightingale (Spedding et al. 2003), all of which show
an E-R type wake. It is noted that the birds investigated in the Trefftz plane, namely the
swift and the blackcaps, fly at lower reduced frequencies. The Strouhal numbers from all
studies are roughly the same, as well as the Reynolds number. It is also worthwhile to
note that the swift, the only bird for which a continuous shedding of spanwise vorticity
into the wake has been observed (rather than “vortices”), operates at a distinctly lower
reduced frequency than the other birds. This will be revisited after a discussion of the
flow field.
When compared to bats in Table 3, the starling is noted to have several differences based
on kinematics. While the aspect ratios of starling wings and bat wings are similar, the
starling is noted to fly with higher wing loading (by a factor of at least two), a higher
Reynolds number, and a generally lower reduced frequency and Strouhal number.
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Table 2 – Morphology and kinematics of birds for which PIV wake data is available
Parameter

Starlings1 Swift2 Swift3

Blackcaps4 House- Robin6
martin5

Thrush
Nightingale7

Aspect
Ratio
2bsemi/c

6.4, 5.6

10.3

9.6

5.2, 5.1

7.8

4.7, 4.9

5.4

Wing
loading
[N/m2]

33, 30

29.4

25

14.4, 18.2

14.8

15.8,15.4 23.6

Reduced
0.18,
frequency, 0.21
k

N/A

0.110.13

0.0810.13,
0.086-0.13

0.110.31

0.260.52

0.19-0.53

Strouhal
number,
St

0.21,
0.22

N/A

0.250.29

N/A

0.260.09

0.230.38

0.12-0.21

Angular
amplitude

~75o,
~75o

N/A

~110o- N/A
115o

N/A

N/A

N/A

Re∙104

4.9, 6.1

N/A

2.2

1.0-2.5

1.3-3.0

1.3-3.5

1.8-3.0

1

Present study
Henningsson et al. 2011, one swift
3
Henningsson et al. 2008, one swift
4
Johansson and Hedenström 2009, two blackcaps
5
Rosen et al. 2007, one house-martin
6
Hedenström et al. 2006, two robins
7
Spedding et al. 2003, one thrush nightingale
2
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Table 3 – Morphology and kinematics of the European starling and bats for which
PIV data is available
Parameter

Starlings1

Pallas’ longtongued bat2

Southern
long-nosed
bat2

Lesser
shortnosed
fruit bat3

Pallas’
longtongued
bat4

Aspect Ratio
bsemi/c

6.4, 5.6

6.2, 6.2

7.1, 6.8

6.6, 6.4,
6.9

6.3, 6.3

Wing loading
[N/m2]

33, 30

11.3, 10.9

13.4, 15.1

13.2,
13.2, 13.0

11.8, 11.5

Reduced
frequency, k

0.18, 0.21

0.44

0.37

0.24,
0.28,
0.38, 0.38

N/A

Strouhal
number, St

0.21, 0.22

0.43

0.43

0.25,
0.28,
0.42, 0.41

0.27-0.81

Angular
amplitude

~75o, ~75o

N/A

N/A

Re∙104

4.9, 61

1.0

1.3

1

N/A
2.7, 2.0,
17.5, 16.7

4-18

Present study
Hedenström et al. 2009, two Pallas’ long-tongued bats and two southern long-nosed bats
3
Hubel et al. 2009, four lesser short-nosed fruit bats
4
Hedenström et al. 2007 and Johansson et al. 2008, two Pallas’ long-tongued bats
2
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Chapter 5

5

Wake composites
5.1

Taylor’s hypothesis applied to animal wakes

In Figure 3.7, a wake measurement has been related to a phase of the wing beat cycle. A
visualization or reconstruction of the wing beat cycle is yet to be established. This is
accomplished by generating a wake composite image from multiple PIV realizations.
The wake composite is formed by plotting sequential PIV realizations, simultaneously,
each offset to one-another in the streamwise direction. Similarly to the depiction of the
wing root and wing tip traces in Figure 3.7, the offset of the nth successive PIV images is
calculated as Uc∙∆t ∙n. The convection velocity, Uc, is the velocity at which the
characteristics of the wake collectively travel downstream. In the present study, wake
composites have been generated using the free-stream velocity (U∞) as a convection
velocity, however, a discussion of factors which may influence the validity of this
approach, as well as a quantification of the validity, are presented.
The generation of a wake composite provides a useful tool for interpreting a time-series
of measurements representing the wake of a wing beat cycle. What appears as
“downstream” in the wake composite happens earlier, while what appears “upstream” in
the composite happens later. In a sense, the generation of the wake composite invokes
Taylor’s hypothesis (Picquet, 2001). Taylor’s Hypothesis, at times referred to as the
“Frozen Flow” Hypothesis (FFH) is expressed by the following quote from the original
work by Taylor in 1938;
“If the velocity of the air stream which carries the eddies is very much
greater than the turbulent velocity, one may assume that the sequence of
changes in u [, the horizontal turbulent velocity component,] at the fixed
point are simply due to the passage of an unchanging pattern of turbulent
motion over the point, i.e., one may assume that u=φ(t)= φ(x/U), where x
is measured upstream at time t=0 from a fixed point where u is
measured.”
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The implication of the hypothesis is that there is no significant time dependence of a
spatial velocity distribution over the time-scale required for observation. Although the
FFH was developed in the context of isotropic, grid generated turbulence; it has been
applied as a visualization technique to other flows. In the field of animal wake studies,
the FFH has been used to generate “pseudo-3D” data from time-resolved measurement in
the Trefftz plane (lesser short-nosed fruit bat, Hubel et al. 2009; blackcaps, Johansson and
Hedenström 2009; swift, Henningsson et al 2010; Pallas’ long-tongued bat and southern
long-nosed bat, Hedenström et al. 2009). While all of these studies have employed the
FFH, only the recent study by Hedenström et al. (2009) gave comment to the validity of
this approach. This was assessed by qualitative comparison of spanwise-normal
measurements from the near and far wake of Pallas’ long-tongued bat. The qualitative
difference between the near and far wake measurements was deemed to be small enough
to accept the use of the Frozen Flow Hypothesis. It should be noted that the goal of these
studies was to characterize the spatially large scale flow features, such as the strength and
location of strong and spatially coherent regions of vorticity (“vortices”). This is
somewhat different that the usual application of the FFH to comparatively smaller scale
turbulent features (turbulent eddies, turbulent velocity fluctuations, etc.). Where Taylor’s
hypothesis has been applied for the study of turbulence, such as the study of a jet flow
(Fisher and Davies 1964), the hypothesis has been seen to lack accuracy. This lack of
accuracy stems from several factors which complicate the assumption that the flow is
“frozen” as it passes by a location of observation.
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5.2
Evaluation of Taylor’s Hypothesis in the starling
wake
Factors which affect the accuracy of Taylor’s hypothesis have been discussed by Lumley
(1965) in the context of a curved turbulent mixing layer. These factors include the
criteria of Lin (1953), which is that Taylor’s hypothesis may be applied to high
wavenumber (spatially small) structures of a turbulent shear flow given that the gradient
in convection velocity are small over the size of a turbulent eddy. Additionally, it is
noted by Lumley (1965) that the convection speed may be unsteady, since the small
eddies of a turbulent flow are embedded in progressively larger eddies.
In addition to the criteria discussed by Lumley, the application of the FFH is further
complicated by the moving boundary condition that is the bird. The bird naturally flies
about the wind tunnel test section, and generally does not maintain a constant velocity.
As a result, the distance to the PIV field of view is slightly different for each individual
recorded vector field. The ramifications, in terms of the application of Taylor’s
hypothesis, are twofold. Firstly, there is no longer a perfect linear relationship between
the time at which a measurement is taken and the spatial description of the velocity field.
Secondly, as the bird’s physical position with respect to the field of view changes, so does
the time the flow features have had to develop. Essentially, the flow features are of a
different “age” by the time they reach the field of view.
Based on the kinematic analysis in Chapter 3, it is seen that the acceleration of the bird as
a whole is generally small, especially compared with the acceleration of the wings
generating the flow. For this reason, the effect of acceleration of the bird on the
applicability of the FFH may be considered negligible. The changing position of the bird
with respect to the field of view gives different portions of the convected flow field
inconsistent times to age, however, the velocity of the bird with respect to the free stream
velocity is also small. The difference in aging time is therefore small as well, and
comparable to the time between successive measurements. As such, an assumption that
the flow is frozen over the measurement time interval should, to a first order, equally
apply to the small difference in aging time. The changing time to the measurement
location will, however, affect the wavelength of the wing beat’s wake in the direction of
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convection. It should be noted that the typical offset of U∞∙∆t∙n between images in the
current study is approximately 0.4c, and an instantaneous PIV measurement has a spatial
dimension of 1.8c. Therefore, at any location in the wake composites, there are several
“overlapping” vector fields which can be used to ascertain the instantaneous wake
characteristics over the streamwise distance of 1.8c to compare with the wake composite
at the same location. As such, for flow characteristics smaller than the 1.8c size,
consideration of the effects of this shift can be avoided by simply considering any one of
the overlapping vector maps.
In addition to the above mentioned considerations, the correct choice of the convection
velocity is not straightforward. The velocity gradient in the wake in which flow features
are embedded is an issue highlighted by Lumley (1965). The wake generated by the bird,
the focus of the measurements and analysis, does not necessarily all travel at the same
velocity, or even at a constant velocity. Additionally, the convection velocity of a given
eddy is not restricted to the plane of measurement due to the three dimensional nature of
the flow.
In place of using Lumley’s requirements to determine the appropriateness of applying the
frozen flow hypothesis, which would be difficult to apply in the present case, a different
approach of evaluation is considered. Unlike previous flapping animal wing studies in
the Trefftz plane which invoke the FFH, herein, the FFH is applied in the same plane as
the plane of measurement. Measurements have been taken at a high enough frequency
that, for a convection velocity approximately equal to the free stream velocity, the
convected flow field is measured several times. This allows for a comparison of the same
flow features at several instances in time as they move through the field of view. An
opportunity is, therefore, presented to evaluate the degree to which the flow is frozen, or
alternatively, the degree to which the convected flow features are changing as they move
through the field of view. To quantify this, a spatially-averaged time correlation is used.
The spatially-averaged time correlation coefficient, is defined as:

 w' ( x , y , t)   (t  T )IJw'((tx)(tX,Ty)  Y , t  T )   (t  T )
I ,J

C( X ,Y ,T ) 

i

j

i

i 1, j 1
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where C is the correlation coefficient between a velocity field at time t and the velocity
field at a later time (t+T), spatially offset to a different location by the distance X and Y.
The quantity w’(xi, yj, t) is a component of the velocity vector at the spatial location
(xi, yj). The indices i and j represent elements of the I by J grid of velocity vectors in
which w’(xi, yj, t) and w’(xi+X, yj+Y, t+T) overlap. The variables σ(t) and σ(t+T) are the
standard deviations of the velocity field at time t and time t+T respectively. Since the
two velocity field are recorded in the PIV field of view, a finite measurement area, any
spatial shift during the evaluation of C (due to variables X and Y) will result in an
different area in which all contributing terms of C can be evaluated. For this reason, the
average and standard deviation of each velocity field are evaluated, in the region where
w’(xi, yj, t) and w’(xi+X, yj+Y, t+T) overlap, for every spatial shift (X and Y) for a given
value of T. It should be noted that the formulation of C above is somewhat different than
what is usually seen in wake studies. Generally, a temporal average of a velocity signal is
used. In the present case, a long duration velocity signal at any given location in the wake
is not available, and as a result, precludes temporal averaging. The above formulation
based on spatial averaging, however, provides indication of how a spatial distribution of
velocity is maintained over time, which is a central concept in the creation of wake
composites.
The interpretation of C as it relates to the validity of the FFH is as follows. When T is 0,
the peak value of C is 1 when both X and Y are zero. This represents a perfect correlation
of the velocity field with itself, without any spatial (X or Y) or temporal (T) offset. As
time passes and the value of T is increased, the location of the peak in C changes since the
flow features at t have moved downstream. The magnitude of the peak reflects the
validity of the FFH hypothesis, and the rate of displacement of the peak with respect to T
can be interpreted as the convection velocity. If the FFH were to hold perfectly, the value
of C would remain 1. This is shown schematically in Figure 5.1.
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Figure 5.1 – A schematic representation of a flow feature moving through the field of
view. The two measurements of the flow feature are compared with a spatial offset
of X. In a) Taylor’s hypothesis holds perfectly, and the spatially-averaged time
correlation is 1. In b), Taylor’s hypothesis is not perfectly held and the value of C is
consequently less than 1.

In the evaluation of the spatially-averaged time correlation, consideration has been given
to which component of the velocity vector field to use. A wake, in a grossly simplified
scenario, is a predominantly streamwise region of flow with a (predominantly)
streamwise velocity deficit. In a scenario as such, flow characteristics described by the
vertical velocity component, v’, are more spatially discrete and more easily discernible.
This is the result of the streamwise flow associated with the wake not contributing to the
magnitude of C. Comparatively, flow characteristics described by u’ are embedded in a
velocity field in which a relatively large spatial region has a streamwise flow. As a result,
the evaluation of C would be dominated by the streamwise flow of the wake and not the
streamwise flow of, for example, an eddy in the wake. As a result, the use of u’ to
evaluate C would lead to the higher values of C being broadly distributed in X. This
broad distribution in X would give C the appearance of being less sensitive to the
convection velocity than is actually so. For the practical goal of estimating the
convection velocity, this makes the use of v’ more appropriate. It should be kept in mind,
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however, that the support of the FFH requires C to maintain a high value, regardless of
the velocity component chosen for its evaluation C has therefore been evaluated using
each component of velocity, and is considered in both forms below. Where C has been
evaluated using the streamwise component of velocity, the notation Cu will be used.
Where C has been evaluated using the vertical component of velocity, the notation Cv will
be used.
A sample evaluation of Cu and Cv using wake measurements is presented in Figure 5.2
and Figure 5.3, respectively. Contours of C are presented in the X-Y plane, for values of T
corresponding to one, two, and three measurement time intervals. This corresponds to
increments of 0.002 s, or roughly, 2.5% increments of the wing beat period. The contour
maps are presented alongside the two vector fields which were used for their evaluation –
the vector fields at times t and t+T. (Every third row and column in the vector field is
plotted for the sake of clarity.) The peak in the contour map, indicated by a black
triangle, progresses in the same direction as the flow. As can be seen, the evaluation of C
based on u’ leads to a region of high values broadly distributed in the X direction. In
contrast, the peak in Cv is narrower (Figure 5.3).
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Figure 5.2 – An evaluation of the spatially-averaged time correlation coefficient Cu
for several values of T. Each row shows a contour map of the spatially-averaged
time correlation, and the two instantaneous vector fields used for its calculation.
The temporal separation between vector fields (T) increases from the top row to the
bottom row. The peak value of the spatially-averaged time correlation, in the X-Y
plane, is indicated by a black triangle.
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Figure 5.3 - An evaluation of the spatially-averaged time correlation coefficient Cv
for several values of T. Each row shows a contour map of the spatially-averaged
time correlation, and the two instantaneous vector fields used for its calculation.
The temporal separation between vector fields (T) increases from the top row to the
bottom row. The peak value of the spatially-averaged time correlation, in the X-Y
plane, is indicated by a black triangle.
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In Figure 5.4, Figure 5.5, and Figure 5.6, the peak value of both Cu and Cv, for three
different spanwise locations in the flow field, are presented. The figures correspond to
the wake generated at spanwise positions close to the wing tip (Figure 5.4), close to the
body (Figure 5.5), and at the centreplane (Figure 5.6), all during the downstroke to
upstroke transition of the wing. The figures show peak values of the spatially-averaged
time correlation, in the X-Y plane, for values of T once again corresponding to 2.5%
increments of the wing beat period. For the flow field downstream of the wing tip (Figure
5.4), the peak values of Cu’ and Cv’ are seen to remain high for increasing values of T. In
contrast, the peak values of Cu’ and Cv’ are seen to drop relatively rapidly at the other
spanwise measurement locations (Figure 5.5 and Figure 5.6). The implication of the high
values of Cu’ and Cv’ downstream of the wing tip (Figure 5.4) as T increases, in contrast to
the lower values at other spanwise locations (Figure 5.5 and Figure 5.6), is that the FFH
does not hold equally well for all spanwise positions in the flow field. Specifically, the
flow features closer to the body undergo faster changes, or greater changes over the same
streamwise distance, than the flow features close to the wing tips.

Figure 5.4 – The value of the spatially-averaged time correlation coefficient for a
sequence of measurements at a spanwise location of approximately 0.6 bsemi. In a),
the coefficient was calculated using the streamwise component of velocity. In b), the
coefficient was calculated using the vertical component of velocity. During this
sequence, a vortex shed from the downstroke to upstroke transition passes through
the field of view.
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Figure 5.5 - The value of the spatially-averaged time correlation coefficient for a
sequence of measurements at a spanwise location of approximately 0.2 bsemi. In a),
the coefficient was calculated using the streamwise component of velocity. In b), the
coefficient was calculated using the vertical component of velocity.

Figure 5.6 - The value of the spatially-averaged time correlation coefficient for a
sequence of measurements at the centreplane of the wake. In a), the coefficient was
calculated using the streamwise component of velocity. In b), the coefficient was
calculated using the vertical component of velocity.
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Another perspective on the validity of using FFH can be drawn from Figure 5.7 and
Figure 5.8, in which X-Y locations of the peaks of Cu’ and Cv’ are shown for various
values of T. The figures display a form of histogram, in which the number of occurrences
of a peak, N, is indicated by the shade at a particular location. A darker shade indicates
that the peak in the spatially-averaged time correlation occurs more frequently at the
indicated location. All 200 wake measurements referred to in this document, which
represent all phases and spanwise locations of the wake, were used to generate these
plots. The location of the peak, in terms of X and Y, has been normalized by the quantity
U∞/f, where f is the frequency at which flow measurements were acquired (500 Hz). The
significance of this normalization is that the location of the peak is expressed in units of
free stream convection distance, or in other words, the distance a wake characteristic
travels from one measurement to the next assuming it travels at exactly the free stream
speed. This normalization factor is used since it allows for comparison of Exp. 1 data and
Exp. 2 data despite the small difference in free stream speed.
In Figure 5.7, several characteristics are noted. In Figure 5.7a, a tightly grouped cluster
of darkly shaded elements is indicated by a blue arrow. The tightly grouped region of
darkly shaded elements indicate that the peaks in the spatially-averaged time correlations,
after just one measurement interval (T=0.002 s) tend to be very close together. The peak
is situated at a value of Xf/U∞ less than 1, which indicates the flow field characteristics are
generally moving slower than the free stream speed. In Figure 5.7b, in which the value of
T is increased to two measurement intervals (T=0.004 s), the locations of the peaks (size
of the darkly shaded region) is no longer as tightly clustered. This broadening becomes
more pronounced as T is increased to 0.006 s (Figure 5.7c) and to 0.008 s. It should be
noted that there are two “columns” of shaded cells, between Xf/U∞ = 3.5 and Xf/U∞ = 4,
which become more noticeable as T increases. These arise for several reasons. In some
cases, the columns are the result of broad, in the X direction, regions of high spatiallyaveraged time correlation coefficients (see for example, the maximum value of T in
Figure 5.2). In other cases, as T increases, the overlapping region between u’(i,j,t) and
u’(i+X,j+Y,t+T) decreases, leading to reduced samples for calculation of C. Additionally,
there are times when few or no wake features are in the field of view, and as a result,
technical difficulties arise in the calculation of C and its peak. While the validity of peaks
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represented by these columns is questionable, especially at low values of T, they have
been left in Figure 5.7 to avoid subjective filtering of the data. Similar trends to what is
seen in Figure 5.7 are also seen in Figure 5.8, in which the X-Y location in the peak of Cv’
is displayed.

Figure 5.7 – A summary of the peak in the spatially-averaged time correlation for
temporal shifts, T, corresponding to a) 0.002 s, b) 0.004 s c) 0.006 s and d) 0.008 s.
These values of T are equivalent to roughly 2.5%, 5%, 7.5%, and 10% of the wing
beat cycle period. The number of occurrences of a peak, N, is indicated by the shade
at a given location. A dashed line indicates the value of Xf/U∞ corresponding to a
convection velocity equivalent to the free stream velocity. Local peaks of relevance
are indicated by blue arrows.
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Figure 5.8 - A summary of the peak in the spatially-averaged time correlation, based
on v’, for temporal shifts, T, corresponding to a) 0.002 s, b) 0.004 s c) 0.006 s and d)
0.008 s. These values of T are equivalent to roughly 2.5%, 5%, 7.5%, and 10% of
the wing beat cycle period. The number of occurrences of a peak, N, is indicated by
the shade at a given location. A dashed line indicates the value of Xf/ U∞
corresponding to a convection velocity equivalent to the free stream velocity. Local
peaks of relevance are indicated by blue arrows.
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5.3

Summary

From the peak values of the spatially-averaged time correlations above, it is seen that the
degree to which flow features are preserved in the wake, as they move downstream,
depends on spanwise location. Features near the wing tip are better described by the FFH
than features closer to the centreplane of the wake. Furthermore, judging by the location
of the peaks of the spatially-averaged time correlation, a mean convection velocity is
slightly less than U∞. The instantaneous convection velocity, however, is not constant, as
can be ascertained by of Figure 5.7 and Figure 5.8.
Regarding the creation of wake composites, the decrease in the peak values suggest that it
is perhaps not appropriate to represent entire wing beat cycles from measurements at the
location of the field of view, in the near wake. The appropriate choice of convection
velocity, in the most rigorous representation of the wake, would require a case-by-case
evaluation based on the spatially-averaged time correlation between successive
measurements. Alternatively, however, wake composite generation in the present data set
have several overlapping measurements at any given streamwise location. It is therefore
possible to use a constant convection velocity to display the general features of a wake,
and simultaneously use any of the several instantaneous measurements to rigorously
analyze flow characteristics smaller than the field of view (approximately 1.8c).
Based on the implications mentioned above, the use of the FFH hypothesis will only be
used to visualize/analyze the wake generated by segments of the wing beat cycle as
representative of “instantaneous” measurements, rather than the entire wavelength of the
wake. These segments of the wing beat cycles will be the wake generated by the
downstroke to upstroke transition, and the wake generated by the upstroke to downstroke
transition. These phases of the cycle have been chosen for framing the wake analysis
since they are easily defined as the lowest and highest elevation of the wing, respectively.
From these wake composites, with an understanding of their limitations, a
characterization of the flow field is provided below, accompanied by a discussion of the
flow features.
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Chapter 6

6

Wake characterization
6.1

Wake overview

Several wake composites have been plotted in Figure 6.1 to provide an overview of the
characteristics of the wake. The spanwise regions in which the data for the composites
have been measured are indicated by the green line on the planform outline of the bird’s
wing in insets to the figure. Traces of the wing tip and the wing root are plotted in the
composite where possible to give a sense of the relative position of wake features with
respect to landmarks of the wing beat cycle. The vertical offset between two different
composites measured at the same spanwise location has not been included in this figure.
This is due to the various length scales involved in the characterization of the wake of a
bird. The thickness of the wake itself is at most on the order of the average wing chord,
whereas the variation in the vertical position of the wake, especially near the wing tips, is
close to the wing beat amplitude.
The presentation and discussion of the wake requires that the flow field be subdivided
based on phase of the wing beat cycle and spanwise location. Additionally, due to the
decrease in the peak spatially-averaged time correlation values discussed previously, it is
more appropriate to consider the composites in segments rather than representations of
complete wing beat cycles. The observed wake characteristics are presented in two
sections. First, the wake associated with the downstroke to upstroke (DSUS) transition of
the will be presented with 6 wake composites, followed by the wake associated with the
upstroke to downstroke (USDS) transition presented with 3 wake composites. Together,
these composites consist of 127 instantaneous wake measurements. An additional 15
wake composites showing examples of the flow features highlighted in this chapter are
included in Appendix 2. These composites consist of an additional 144 instantaneous
wake measurements.
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In the following sections, features of the wake are addressed in order from nearest to the
wing tip (outboard) to closest to the body (inboard). Using Figure 6.1 as a guide, the
description of the wake will focus on the left side of the figure, starting near the top and
progressing downward. In the section focusing on the DSUS transition, data obtained
from Exp. 1 as well as Exp. 2 are used. All measurements relating to the USDS transition
are from Exp. 2 (as USDS measurements were not obtained in Exp. 1). The presentation
of data is ordered to provide a phenomenological description of observed flow fields first,
followed by a detailed discussion in Chapter 7.
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Figure 6.1 - An overview of the wake where the spanwise position at which the measurements were taken is
indicated by the green line plotted over the planform outline of the bird. The wing tip and wing root traces
are indicated by the dashed black lines.

6.2
Characteristics of the wake from the downstroke to
upstroke transition
The wake generated by the DSUS transition of the wing, at a spanwise location near the
wing tip (z/bsemi~0.5), is shown in Figure 6.2. Typical characteristics of this flow field
include an elongated region of disturbed flow downstream of the vortex near the center of
the figure. This disturbance is initially composed of vorticity of both signs, however, just
outside the vortex core, the elongated region is seen to be comprised of primarily negative
spanwise vorticity. This elongated region of vorticity follows a path similar to the path of
the wing, as indicated by the trace of the wing tip. At this relatively outboard position in
the wake, one might assume that the wing is the only source of vorticity, and therefore,
the streak of vorticity is from the passage of the wing in the flow.

Figure 6.2 - The wake created by the downstroke to upstroke transition, as indicated
by the wing tip trace (dashed black line). Measurements are taken at a spanwise
location of approximately 0.6bsemi.
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Figure 6.3 - The wake generated by the downstroke to upstroke transition from
Figure 6.2. Velocity vectors are superimposed above a contour map of swirling
strength
The local flow field surrounding the elongated region has downwash, a feature that
indicates that the wing is producing lift (Saffman 1992). Generally, the downwash is
angled in a downstream direction, and is therefore showing thrust production as well.
At the upstream end of the elongated region of vorticity there are higher vorticity levels
with a strong vortex pattern at the DSUS transition. Regions of strong spanwise vorticity
associated with the downstroke to upstroke (DSUS) transition have been seen in previous
studies of bird flight (Spedding et al. 2003, Hedenström et al. 2006, Rosén et al. 2007) as
well as general flapping wings (Rozhdestvensky and Ryzhov 2003). It is possible that,
similar to insects (Lentink and Dickinson 2009), slowly flying bats (Muijres et al. 2008),
hovering humming birds (Warrick and Toblaske 2005) and a slow-flying, virtually
hovering, pied flycatcher (Muijres et al. 2012), the bird wing flaps such that vortices
develop on the upper surface of the wing during the downstroke, which are shed into the
wake when the wing motion changes from the downstroke to upstroke. The wake at this
spanwise location can also be characterized by swirling strength, a quantity used for the
visualization of vortices (Adrian et al. 2000). This is demonstrated by Figure 6.3, which
has contours of swirling strength in the background instead of vorticity. One can see that
there are several local peaks in the swirling strength plot coinciding with the elongated
region of negative vorticity. This is indicative of small eddies in the region, which have
78

been labeled as Kelvin-Helmholtz vortices in studies of a flapping wing (Ozen and
Rockwell 2011). These local peaks are small in contrast to the much stronger peak which
coincides with the main vortex which occurs in close proximity to the DSUS transition of
the wing tip trace. Upstream of the vortex, during the upstroke, there is minimal
disturbance caused by the wing. The only notable feature in this region is the upward
induced flow caused by the vortex, or, in rarer cases not shown here, an elongated region
of upwash, largely absent of vorticity.

Figure 6.4 - The wake generated by the downstroke to upstroke transition at a
spanwise position slightly inboard of the wing tips, at approximately 0.45bsemi.
Contour levels are the same as in Figure 6.2.

Slightly closer to the body (z/bsemi~0.45), a distribution of predominantly negative
spanwise vorticity is observed (Figure 6.4). Similar to the flow at more outboard
locations, the flow field downstream of the DSUS vorticity includes downwash, while the
region upstream does not. Due to the close proximity in spanwise position and the
matched phase of the two measurement sequences, it is presumed that the distribution of
spanwise vorticity seen in Figure 6.4 is a continuation of the same vortex seen in Figure
6.2. It is possible to conceptualize the distribution of vorticity in this spanwise interval
(z/bsemi~0.5 to z/bsemi~0.45) as a vortex tube, defined by Wu et al. (2006), as “a tube-like
surface formed by all vorticity lines passing through a closed curve, which itself is not a
vorticity line and can shrink to a point inside the fluid.” In the present data, it is seen that
the DSUS vorticity at the z/bsemi~0.45 spanwise location is weaker than what was
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observed closer to the wing tip. Using the concept of the vortex tube, the “vortex lines”
from the outboard measurement location could be either more diffusely distributed at
z/bsemi~0.45, or, entering the plane at a smaller angle of incidence. In both cases,
assuming all vortex lines intersect both planes, the cross sectional area of vorticity
distribution would be larger and the spanwise vorticity would be weaker.
For the sake of comparison, a wake composite showing swirling strength is shown in
Figure 6.5, corresponding to the flow field depicted in Figure 6.4. Unlike the flow closer
to the wing tip, there are several peaks in the swirling strength contour map as opposed to
one dominant peak. The local velocity field does not appear to be dominated by any
particular region of vorticity.

Figure 6.5 - The wake generated by the downstroke to upstroke transition from
Figure 6.4. Velocity vectors are superimposed above a contour map of swirling
strength, with the levels the same as in Figure 6.3.

In the mid-wing region (z/bsemi~0.2), additional characteristics begin to emerge (Figure
6.6). The upstream end of the disturbance features a region of relatively strong spanwise
vorticity (DSUS vorticity). Similar to the previous spanwise locations closer to the wing
tip, downwash is noted in the wake downstream of the DSUS vorticity. This downwash is
contrasted with a generally irrotational region upstream, in which there is comparatively
little flow (Figure 6.6).
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Figure 6.6 - The wake generated by the wing at spanwise locations near the body at
approximately 0.2bsemi. Vorticity at the downstroke to upstroke transition is still
visible, but a greater disturbance is seen downstream of the vortex.

Figure 6.7 - The wake sampled at spanwise locations near the centre of the wake at
approximately 0.1bsemi. Characteristics of a “double branch structure” are observed.

Further towards the body (z/bsemi~0.1), Figure 6.7 shows that downwash is found in the
downstream end of the wake composite, coincident with a region of irrotational flow as
well as in a relatively broad region of mixed vorticity, where the term “mixed” indicates
that the spanwise component of vorticity is not predominantly of one sign of another, but
rather a mixture of both. Upstream of this broad region of vorticity, near the transition
from downstroke to upstroke, the familiar DSUS vortex is observed. The field typically
contains two distinct elongated regions of disturbance, henceforth referred to as the
“double branch” feature. In this case, the term “double branch” refers to elongated regions
in which there is measureable spanwise vorticity. It should be noted that that a “branch”
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at this spanwise locations has also been measured in the form of elongated regions of nonzero velocity in a generally constant direction. The elongated regions of non-zero
velocity are included in the “branch” since they are suggestive of regions of vorticity
perpendicular to the plane of measurement.
Near the centreplane (z/bsemi~0), evidence of the double branch feature ebbs away. As
seen in Figure 6.8, the dominant feature of the wake at this location is a large region of
mixed vorticity covering the entire streamwise extent of the wake composite. Values of
vorticity are generally high, and the flow is mainly directed in the upstream direction.
This region is expected to be the wake generated by the body of the bird. In a similar
fashion to other spanwise locations, downwash is limited to the portion of the flow field
downstream of the DSUS transition. An exception of this is seen in Figure 6.8b, in which
downwash is seen upstream of the DSUS transition, but limited to the region of
fluctuating spanwise vorticity. In Figure 6.8a, a region of spanwise negative vorticity is
seen fitting the characteristics of the DSUS vorticity. The DSUS vorticity has a
magnitude which is comparable to the values in the wake of the body above it. The value
of swirling strength in this region, as seen in Figure 6.9, is also comparable to the values
of swirling strength in the eddies of the body wake. Unlike the first flow fields discussed
in Figure 6.2, the DSUS vorticity is seen here to be a relatively weak characteristic in the
wake near the centreplane, and also weak compared to other instances of DSUS vorticity
at other spanwise locations in the flow.

82

Figure 6.8 - The wake generated by the downstroke to upstroke transition at
approximately the centreplane. In (a), DSUS vorticity is observed underneath the
wake of the body while in (b) the field of view is too high to show this feature.

Figure 6.9 - A wake composite of vectors superimposed over contours of swirling
strength. The “vortex” at the downstroke to upstroke transition is present, with its
swirling strength being similar in magnitude to the eddies above it.
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6.3
Characteristics of the wake from the upstroke to
downstroke transition
Examination of the wake associated with the USDS transition starts z/bsemi~0.5, the same
spanwise position at which the DSUS wake was first considered. The first observation of
the wake associated with the USDS transition is that the flow field is not dominated by a
distinct region of strong, positive vorticity. In Figure 6.10, a region of predominantly
positive vorticity is observed near the USDS transition of the wing tip trace. The vorticity
is weaker and not as concentrated (in space) as it is during the DSUS phase (Figure 6.2).
It should be noted that the measurements from Figure 6.2 are from Exp. 1, whereas the
measurements from Figure 6.10 are from Exp. 2. Upstream of this positive vorticity, there
is a broad region of downwash as well as an elongated region of mixed vorticity, where
the wing is fully extended and is generating lift.

Figure 6.10 - The wake generated by the upstroke to downstroke transition
relatively close to the wing tips, at approximately 0.5bsemi.

Similar to the wake behind the mid-wing during the DSUS transition, the wake closer to
the body (z/bsemi~0.2) begins once again to show “double branched” structures during the
USDS phase. An example of this is seen in
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Figure 6.11. The upper branch is composed of mixed signs of vorticity, and appears to
extend above the field of view before descending again. It should be noted that a region
of strong upwash can exist downstream of the USDS transition as seen in the figure, and
similar to other spanwise locations, this downwash is limited to the downstroke portion.

Figure 6.11 - The wake generated by the upstroke to downstroke transition at a
spanwise position of approximately 0.2bsemi. A double branch structure is observed.

Figure 6.12 shows samples of the wake close to the centreplane (z/bsemi~0). Generally,
the wake is seen as a continuous streamwise generation of mixed spanwise vorticity, with
a width of approximately half a chord, in which the flow is directed in the upstream
direction. This is similar to the wake that was observed at the centreplane during the
DSUS transition. Consistent with all spanwise measurement locations examined at the
upstroke to downstroke phase, broad regions of downwash consistently exist upstream of
the USDS transition.
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Figure 6.12 - The wake generated by the upstroke to downstroke transition at the
approximate centreplane of the wake.
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Chapter 7

7

Discussion of results
7.1

Downwash in the wake

In wake studies conducted on birds in the past, it has been found that the characteristics of
the wake vary gradually over the range of flight speeds (Spedding et al. 2003,
Hedenström et al. 2006, Rosén et al. 2007). One of these characteristics is the usefulness
of the downstroke in terms of generating lift. At lower speeds, the downstroke is the
principal source of lift and thrust, while at higher speeds, the upstroke and the downstroke
both contribute to the generation of lift forces. Based on high speed photography of a
bird in flight, it has been suggested that lift is produced by the inner wing during all
phases of the wing beat cycle (Brown 1953). This has also been supported by several
studies involving flow measurement via photography of helium filled soap bubbles
(Spedding 1987) as well as PIV measurements of the wake (Spedding et al. 2003,
Hedenström et al. 2006, Rosén et al. 2007).
Based on the wake measurements reported herein, the upstroke does not contribute to lift.
This is demonstrated by Figures 29 – 39, in which downwash is seen to be limited to the
downstroke only. Consequently, it is principally the role of the downstroke to keep the
bird aloft. This “downstroke only” lift generation is not expected for a bird traveling at a
“high” speed (13.5 m/s), or at least at cruising speed. A wake in which lift is only
produced during the downstroke is characterized by some models as a series of elliptical
vortex loops in the wake, wherein each loop is generated by a downstroke of the wing
(Rayner 1979). This wake vortex topology and qualitative behaviour is reflected in the
low speed form of the E-R model originally proposed by Spedding et al.(2003), and
verified in the wakes of two robins (Hedenström et al.2006) and a house martin (Rosén et
al. 2007). In the particular case of the house martin, the downwash generated at the
centerplane during the upstroke is reported to be almost negligible.
At face value, it would seem that the wake structure of the starling in the present study is
displaying the same extreme low-speed wake structure as seen in thrush nightingales and
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robins. In addition to downstroke only lift generation, it is a typical feature of the lowspeed wake of the E-R model to include strong and coherent “starting vortices” (USDS
vorticity) and comparatively weaker and more diffusely distributed “stopping vortices
(DSUS vorticity). The qualification of “diffuse” is important, since the low speed wake
model proposed for the thrush nightingale requires a detailed procedure for including
enough vorticity to calculate the necessary circulation for weight support (Spedding et al.
2003). This procedure requires vorticity from parts of the stroke to be included in the
vortex associated with the “starting vortex,” which is most prominently displayed at the
center plane of the wake. Alternatively, the most prominent vortex-like characteristic in
the present wake data is the DSUS vorticity displayed in Figure 6.2. This indicates two
departures from the low-speed wake model. First, the most coherent vortex-like feature
of the entire wake is not at the centreplane, but rather, closer to the wing tip at z/bsemi~0.5.
This characterization is based on the local dominance of the velocity field as well as the
contours of swirling strength. The second major difference is the strength of this vortex.
In previous studies of bird wakes (Spedding et al. 2003, Hedenström et al. 2006, Rosén et
al. 2007), the strength of the vortex has often been compared to a hypothetical circulation,
Γo. This hypothetical circulation is defined as the circulation that a 2bsemi portion of a two
dimensional wing would require to support the bird’s weight, W. Γo, normalized by U∞
and c, can be written as:

Based on the morphology of the starling in Exp. 1, Γo* is calculated to be 0.19. From the
wake data, the DSUS vorticity is seen to have an average circulation of 0.16 with a
standard deviation of 0.05. This value of average circulation is calculated by integrating
the vorticity in a closed contour indicated as “high swirling strength” in Figure 6.3. The
vorticity from five DSUS transitions, each measured multiple times during convection
through the camera’s field of view, provides 16 samples for the calculation of this
average. Excluding three outlier measurements from one of the DSUS transitions, the
average and standard deviation of Γo* is 0.18 and 0.05 respectively. This is strikingly
close to the hypothetical Γo, especially since the vorticity used for the integration is found
in the small region specified by high swirling strength.
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Given the high value of circulation in the DSUS vorticity and the close match to the
reference circulation, one would be tempted to conclude that the wake more closely
resembles the high speed wake in which (mainly) streamwise wing tip vortices are the
dominant feature, with limited “cross stream vortex structures” at the centreplane.
However, since there is no downwash during the upstroke, the present data does not
match the high speed wake model either. The wake measurements reported herein
indicate that the DSUS vorticity extends in the spanwise direction towards the body from
the wing root. The spanwise magnitude of this vorticity, however, is noted to become
weaker and more comparable to eddies in the nearby wake of the body. Once again,
conceptualizing the wake in terms of vortex tubes, this weakening of spanwise DSUS
vorticity, combined with the lack of downwash during the upstroke, implies that the
DSUS vorticity lines do not all extend through the centre of the wake, nor continue
upstream in the form of tip vortices, which would indicate maintained lift on the wing.
The alternative is that the vortex tube extends downstream, into the wake created by the
downstroke. This would be similar to the vortex wake model of a bat (Hedenström et al.
2007, Johansson et al. 2008), in that each wing is generating its own “vortex ring” rather
than one vortex ring being created during each downstroke. If this is the case, the wake
would include streamwise vortices in addition to those created by the wing tips. These
vortical structures would be relatively close to the body, oriented approximately in the
streamwise direction. A schematic of this is shown in Figure 7.1.
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Figure 7.1 – A schematic of the wake generated by the bird during the DSUS
transition of the wing. Vortex tubes (red) were generated by the DSUS transition
(semitransparent bird) and are measured when the bird has started the upstroke
(black bird). The tubes consist of a tip vortex (TV), DSUS vorticity (DSUS V),
streamwise vortical structures near the body (SVS) and a relatively weak connection
across the centreplane (C).

7.2

Streamwise vortices

Multiple elongated regions of activity in the wake, referred to as the double branch
feature, have been observed simultaneously in the mid-wing region during both the
upstroke and downstroke of the wing (Figure 6.7 and
Figure 6.11). It is assumed that the double branch feature may be the signature of
multiple streamwise vortices interacting with one another in the wake, similar to what has
been seen in the study by Chen et al. (1999). In that study, the wake of a wing with a flap
(sudden increase in chord length of the wing near the plane of symmetry) was examined.
The wing was found to have streamwise vortices originating from the tip (typical of finite
wings), as well as from the edges of the flap. The consequence of these two streamwise
vortices coexisting in the wake was that they would orbit around one another until an
eventual merger. During the orbiting process, one of the two streamwise vortices would
periodically be above or below the other, even though the source of the vortices was
approximately at the same elevation.
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There are two characteristics of the double branched features which suggest that they are
similar to the streamwise vortical structures described above. The first characteristic, as
previously discussed, is the fact that lift is not generated during the upstroke. The second
characteristic has to do with the initial definition of the “branch” feature described earlier.
In the near body region, a branch is often displayed as an elongated region of vorticity, or
alternatively, an elongated region of induced flow. This is consistent with a streamwise
vortex which has a small core, at times intersecting the plane of measurement, and at
times slightly out of the plane of measurement. When the core intersects the plane of
measurement, axial flow along core is observed, as seen in the upper branch of Figure 6.7.
This is similar to the axial flow in the wing tip vortex core in the wake of a kestrel flying
at “medium” speed (Spedding 1987). When the core is near the plane of measurement,
but does not intersect it, measurements would show an induced velocity from the nearby
vortical structure, as seen in the lower branch of Figure 6.7. In this case, no vorticity
would be observed since all vorticity is in the core.
One of the branches, now interpreted as a streamwise vortical structure, may be the
typical tip vortex associated with finite wings, while the other may be what has come to
be known as a “root vortex” in literature. The root vortex was first measured by
Johansson and Hedenström (2009) in a PIV study in the wake of a Blackcap with
measurements in a streamwise-normal, or “transverse” plane. The authors noted that
streamwise vortices, in addition to those formed by the tip, were present in the flow. The
two streamwise vortices in the wake of the blackcap, do not appear to be directly above
one another at any point in the cycle, although their minimum spanwise separation occurs
at the beginning of the downstroke and near the end of the downstroke. A similar
scenario is seen in the wake of the Swift as well, although swifts have a qualitatively
different style of flight than birds. Measurements in the streamwise normal plane of the
wake of a swift have shown the presence of multiple streamwise vortical structures
including tip vortices, root vortices, and tail vortices (Henningsson et al. 2011).
Additionally, multiple streamwise vortices have been observed in computational
simulations of an elastic model tested over a variety of reduced frequencies and flow
velocities (Ruck and Oertel Jr. 2010). It was found that the wake of the bird model at
lower reduced frequencies was dominated by elliptical vortex loops shed from each wing,
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connected at the transitions of the wings from stroke to stroke. At higher reduced
frequencies, the wake of the model was dominated by streamwise tip vortices as well as
root vortices.
Streamwise vortex structures, in addition to tip vortices, have been found in flapping wing
experiments which do not purposefully examine or emulate the aerodynamics of animal
flight. These streamwise vortices have been observed in the studies by Ozen and
Rockwell (2010, 2011), to form as a result of spanwise flow on the surface of a
rotationally flapping, rigid, rectangular wing. These secondary vortices, occurring in pairs
of negative and positive streamwise vorticity, were observed to have a circulation up to
half that of the tip vortex, which is interestingly, the ratio of tip vortex to root vortex
circulation observed in the near wake of a bat (Hedenström et al. 2007). Additionally,
secondary vortices were observed to form only if the plate had a smooth leading edge
(Ozen and Rockwell 2010). This indicates that the secondary vortices are not an
unavoidable flow feature of a rotationally flapping wing, but a feature that can be
passively prevented with a relatively simple morphological modification. Despite the
differences between the study by Ozen and Rockwell (2011) and the present study, it is
evident that multiple streamwise vortical structures may be an inherent feature of flapping
wings, given appropriate leading edge conditions, and not the result of the wing-body
connection or a secondary lifting surface (tail). In both simulation and experiments, the
presence of multiple streamwise vortices has been indicated, and can therefore be
considered a possible cause of the double branch feature in the wake near the center
plane.

7.3

Downstroke to upstroke vortex

During the downstroke to upstroke transition, the wake at a spanwise position of
approximately z/bsemi=0.6 has been noted to feature a vortex. This vortex has been
characterized by both a high value of negative spanwise vorticity and a high value of
swirling strength. A vortex associated with a stroke-to-stroke transition has been seen in
many studies of cruising animals, including bats as well as other passerines. Based on the
92

high value of the spatially-averaged time correlation at the spanwise location where
vortices are observed, it is likely that this flow characteristic is well preserved into the far
wake, and not the streamwise vortices which are at a spanwise location where the
spatially-averaged time correlation is seen to drop rapidly.
The measurements of vortices reported herein are from the wake of the bird, not the wing.
As such, a record of a vortex on the wing as evidence of dynamic stall cannot be
consulted as final proof. However, the presence of a vortex at such a close proximity to
the bird (a minimum of 3.4c behind the wing’s trailing edge) allows for some speculation.
There are two possible mechanisms by which the vortex may form in the wake of a bird.
Other than dynamic stall, this mechanism is the rolling-up of a shear layer generated by
the wing under its own mutual induced velocity. The formation of a vortex from this
shear layer (modeled as a vortex sheet) would require a certain streamwise distance from
the trailing edge of the wing. The principal concept under speculation is whether or not
the 3.4c is a short enough distance for this roll-up, or, if a vortex at this proximity to the
bird is the result of an LEV on the surface of the wing.
The rolling-up of a vortex sheet is the mechanism assumed by Rayner (1979) in the first
application of vortex modeling to animal flight. The shedding of a vortex sheet into the
wake has additionally been used to model the wakes of flapping wings where separation
from the leading edge (dynamic stall) is assumed not to occur due to sufficiently low
values of St or k. An example of such studies include the vortex lattice model of a
flapping wing and flapping foil by Hall and Hall (2001), and the unsteady panel model of
the sphingid moth by Smith et al. (1996). In the study by Hall and Hall (2001), the
elements of a two-dimensional heaving airfoil (St=0.3) is seen to only collect into
clusters, representative of vortices in the wake, at a streamwise distance greater than 5c
from the trailing edge. In the study by Smith et al. (1996), an accumulation of vortex
sheet elements is not seen in the first wavelength of the wake. In both of the above
mentioned studies, a vortex is not represented in the wake as close to the wing as in the
present study.
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The formation of a LEV has been recorded in experiments and simulations with similar
kinematic parameters as the starling of the present investigation. These studies,
highlighted in the Kinematics chapter, include the work by Anderson et al. (1998) on a
two dimensional heaving and pitching NACA 0012 airfoil, the impulsively rotated plate
studied by Jones and Babinsky (2011), the mechanical bird model studied by Hubel and
Tropea (2010) and computational model studied by Ruck and Oertel Jr. (2010). In all of
these studies, dynamic stall has been observed to occur on the wings of the model.
Given the streamwise distance required for a vortex to form in the wake of vortex-lattice
models, and the kinematic similarity between the starling and other models which display
the formation of an LEV, it is possible that the starling generates LEVs during its cruising
flight. At present, the only vertebrates which have displayed the production of an LEV
include slow flying bats (Muijres et al. 2008), hovering hummingbirds (Warrick et al.
2005), and very recently, the pied flycatcher (Muijres et al. 2012). The swift has been
attributed to have an LEV attached to its wing during gliding flight (Videler et al. 2004,
Lentink et al. 2007), however, the mechanisms of LEV formation and maintenance on the
swift wing is similar to that of a “delta-wing,” not a flapping wing To date, an LEV has
not been measured on the wing of a living, gliding, swift. What has been measured in the
wake of a swift, however, is the gradual shedding of positive and negative vorticity into
the wake over each wing beat cycle (Henningsson et al. 2008). Other than the present
study, the study of the swift by Henningsson et al. (2008) is the closest spanwise
measurements to a bird. If the starling is generating LEVs during flight, and the swift
clearly is not, there must be a fundamental characteristic which distinguish the two. As
mentioned previously, there are several aspects which make the swift unique form the
other passerines which have been studied via PIV. These differences are now considered
more closely.
The kinematics of the swift studied by Henningsson et al (2008) and the starlings studied
herein are summarized by Table 2. Many of the descriptors are similar between the two
birds, however, two differences are noted. First, the reduced frequency at which the
starling flies is higher than that of the swift. This higher reduced frequency may be the
cause for the formation of vortices in the near wake of a starling and the lack of vortices
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in the wake of the swift (Henningson et al. 2008). Furthermore, the wing loading of the
starling, approximately 30 N/m2, is noted to be greater than that of the swift (25 N/m2).
This greater wing loading is further highlighted since the starling has been shown to
generate lift forces during only during the downstroke, whereas a swift generates lift
throughout the entire wing beat cycle. Given that the amplitude of the wing motion is
somewhat similar for both animals, as well as both non-dimensional frequencies, it is
proposed that the difference in wing loading comes from a comparatively lower angle of
attack in swift flight than in starling flight. The difference in angle of attack, using the
work of Anderson et al. (1998) as a guide, would move the wing from the “C” category
into a regime in which the wake is seen to be an undulating disturbance (Figure 2.1),
consistent with what is shown for the swift.
Based on the comparison of the starling to other flapping wings and the swift, it would
appear that the close proximity of a vortex to the starling indicates dynamic stall
occurring on the wing. The undulating trail of positive and negative vorticity in the wake
of a swift, the second closest measurement location available to compare with, is the
shedding of a shear layer - the result of lower wing loading, at a lower reduced frequency,
leading to a different flow regime.

7.4

Comparison of peak vorticity values

One of the purposes of studying the wakes of animals is to calculate the forces generated
by the bird. Typically for birds, this accomplished through the development of a vortex
wake model (Rayner 1979), which expresses the velocity field as the result of induced
flows from vortex lines. The momentum in the velocity field, as predicted by the vortex
lines, is consequentially related to the lift and thrust developed by the wings. The kinetic
energy in the wake predicted by the vortex lines is related to the induced power required
for flight (Rayner 1979). Due to this modeling technique, the accurate measurement of
vortices in the study of animal wakes has become essential.
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In the present study, the strongest vortical feature is the DSUS vortex seen in Figure 6.2
and Figure 6.3. Five of these vortices have been recorded in the wake of the bird in Exp.
1, each measured several times as they convected through the PIV field of view, resulting
in 16 DSUS vortex measurements in a spanwise interval of z/bsemi = 0.5 to z/bsemi = 0.6. In
Exp. 2, distributions of positive vorticity were found in the wake, associated with the
USDS (Figure 6.10). Three measurement sequences of this phenomenon, each measured
several times, has resulted in 11 measurements in the spanwise interval of z/bsemi = 0.4 to
z/bsemi = 0.5. For each set of measurements of vorticity mentioned above, for both the
DSUS and USDS, the average of the peak value of vorticity has been calculated. This
value and how it compares to other studies in the wake of an animal, is discussed below.
The peak spanwise vorticity measured in the wakes of several flapping wing animals is
displayed in Figure 7.2. Spanwise vorticity is normalized by the mean chord and wind
speed of the respective study. Since peak vorticity measured in the wake of a cruising
animal varies gradually over the range of flight speeds (Spedding et al. 2003), peak values
of spanwise vorticity are included for both extremes of the natural speed range where
possible. This ranges corresponds to 4 m/s to 11 m/s for the thrush nightingale (Spedding
et al. 2003), 4 m/s to 9 m/s for the robins (Hedenström et al. 2006), 4 m/s to 10 m/s for the
house-martin (Rosén et al. 2007), 8 m/s to 9.2 m/s for the swift (Henningsson et al. 2008),
and 1.7 m/s to 7 m/s for the Pallas’ long-tongued bat (Hedenström et al. 2008). In Exp. 2,
the source of peak DSUS vorticity data for the present study, the starling flew at 12 m/s.
In Exp. 1, the source of peak USDS vorticity data, the starling flew at 13.5 m/s. In the
study of the swift (Henningsson et al. 2008) and Pallas’ long-tongued bat (Hedenström et
al 2008), values of peak vorticity are not explicitly stated or plotted, therefore, peak
values have been interpreted from contour plots of vorticity included in the publication.
(This was accomplished with the use of image processing software, by colour matching
the contours with shades on the colour bar). In the study of Pallas' long-tongued bat,
measurements from two spanwise locations, the inner and outer wing, are included.
Hedenström (2007) describes the inner wing region as the spanwise interval between
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z/bsemi = 0.1 and z/bsemi = 0.4, and the outer wing as the spanwise interval z/bsemi = 0.75
and z/bsemi = 1.0.

Figure 7.2 –A comparison of the peak spanwise vorticity measured in the wake of
flapping animals from several studies. Studies include the work of 1. Spedding et al.
2003), 2. Hedenström et al. (2006), 3. Rosén et al. (2007), 4. Hedenström et al. 2008,
and 5. Henningsson et al. 2008. Abbreviations used in the figure represent the
thrush nightingale (TN), house-martin (HM), and Pallas’ long-tongued bat (PLTB).
Measurements from the Pallas’ long-tongued bat come from the inner wing
(z/bsemi<0.4) and outer wing (z/bsemi>0.75).

From Figure 7.2, several comments may be made. The peak normalized vorticity from
the starling of the present study, -4.1, is larger than all values of peak vorticity from
animals in cruising or fast flight (red and purple bars). Peak values of vorticity from birds
and bats flying at the lower end of their natural speed range (blue and green bars) are
more comparable to what is displayed by the starling. This is interesting to note, as the
animals flying in the lower end of their speed range depend more on the downstroke than
the upstroke to generate lift and thrust (Spedding et al. 2003, Hedenström et al. 2007), as
is the case for the starling in the present study. Furthermore, one notices that of the three
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birds flying at low speed, the DSUS peak vorticity of the house-martin is closest to that of
the starling in the present study. The upstroke of the house-martin, as noted by Rosén et
al. (2007) does not contribute to weight support at all, whereas in the case of the thrush
nightingale (Spedding et al. 2003) and the robin (Hedenström et al. 2006), the upstroke
contributes to lift even at the slowest speeds.
From the studies Figure 7.2, it is also noted that the USDS peak vorticity is typically
much higher than that of the DSUS vorticity for birds flying at slow speeds. This is
especially evident at the lower end of the speed range (bars and columns to the left of the
present study). In the present study, this is not the case, and the peak non-dimensional
vorticity associated with the USDS transition, 3.4, is only somewhat lower in magnitude.
This similarity between peak values of vorticity is seen in all wakes of animals traveling
at cruising and fast speeds, and in this way, the starling wake is similar to other animals at
comparable speeds.

7.5

Uncertainty

Additional measurements of the flow characteristics discussed above are available in
Appendix B. The appendix outlines similarities and dissimilarities between wake
composites showing the same phenomena. The explanation of variation between wake
composites is challenging, and represents a source of uncertainty in the present study.
Several potential factors contribute to this uncertainty include kinematic variation from
cycle to cycle, uncertainty in the spanwise position of the bird relative to the plane in
which the wake was measured, and turbulence.
The analysis of kinematics, in addition to serving as a point of comparison between the
starling wings and other flapping wings, indicates that the motion of the wing varies from
cycle to cycle. This variation is larger than the uncertainty in the kinematics (Appendix
A). As such, one may expect the cycle to cycle variation in boundary condition to be
reflected in the flow field. It should be kept in mind that the kinematic analysis was
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limited to the motion of the wings only. Furthermore, the motion of the wings was
modeled as a rod of constant length and consequently only valid during the downstroke.
As a result, the kinematic analysis does not include subtle variation in, for example, the
wing span, the tail, or the orientation of the head. This subtle variation in boundary
conditions could have an effect on cycle to cycle variation.
The calculation of uncertainty in the analysis of kinematics considered the elemental
uncertainty of all variables contributing to the model, including the spanwise distance of
the bird from the light sheet, d. The uncertainty in this variable is fairly large, and a value
equivalent to the starling’s body width (4cm) was used. The uncertainty analysis
indicates a weak sensitivity of the calculated kinematics to this variable. This indicates a
robust kinematics model; however, it is likely that the wake measurements are far more
sensitive. In the spanwise region between the mid-wing wake and the body, dramatic
changes in the flow are observed. This is evident when contrasting Figure 6.6, Figure 6.7,
and Figure 6.8. Qualitative changes in the flow occur over a spanwise region comparable
with uncertainty in spanwise position of the bird, therefore, variation in wake
measurements could be the source of changing flow characteristics over this small
spanwise distance. Furthermore, the presence of turbulence in the wake, especially close
to the body, may contribute to cycle to cycle variation. The presence of turbulence is
suggested by the fluctuation of velocity and vorticity over small spatial scales (for
example, Figure 6.12). Additionally, turbulent eddies are seen in the contours of swirling
strength in Figure 6.9.
Characteristics which are repetitively measured are the foundation of the wake
interpretation and conclusions of the present study. While it is possible to identify
repeating wake characteristics, a rigorous explanation of the cycle to cycle variation is a
significant challenge, especially with the limited data set. Ideally, uncertainties
associated with the flow field, such as variation due to turbulence, could be addressed by
obtaining a considerably larger data set, with precise measurement of the spanwise
position of the bird relative to the PIV field of view. This, however, would require the
bird to repeat the wing beat cycle without deviation. Judging by the present study, this
does not seem to be typical behaviour of a bird and as such not in the control of the
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researcher. Consequentially, the solution is to generate a data set large enough to not only
account for variation inherent in the flow, but also, account for the cycle to cycle variation
as well.
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Chapter 8

8

Conclusions

Long-duration, time-resolved, particle image velocimetry measurements have been
performed in the near wake of a freely flying European starling at a cruising speed in a
wind tunnel. Several features of the wake have been identified, including (i) evidence
that the bird does not generate lift during the upstroke and (ii) the presence of double
branch vortical structures and (iii) a vortex in the wake which may indicate unsteady
aerodynamic phenomena on the wing (dynamic stall). This latter feature is supported by
a kinematic analysis.
While the lack of generation of lift during the upstroke does not conform to the
established model of the wake of a bird at cruising speed, there is some similarity of the
starling wake to the wake of a bat. It has been shown in the wake of a bat that downwash
exists during only the first half of the upstroke, followed by a vortex dipole near the
USDS transition (Hedenström et al. 2009). The dipole has been found to generate
negative lift. The absence of the dipole in the wake of a bird previously has been
attributed to the differences in bird and bat wing morphologies (Hedenström et al. 2007).
The results of the present study suggest another similarity to the wake of bats, namely, the
apparent shedding of a “vortex loop” into the wake from each wing. The separation or
distinctiveness of the loops, however, is not complete since there is a weak region of
negative vorticity at the centerline of the wake in the European starling, relative to the
analogous structure near the wing tips.
The features seen in the wake of a European starling, in combination with the streamwise
vortices described in the wakes of blackcaps (Johansson and Hedenström 2009) and
swifts (Henningsson et al. 2011) indicate that the wake of birds, as well as the wake of
bats, feature streamwise vortical structures in addition to the wing tip vortices. In
addition, the presence of streamwise vortices has been confirmed in computational
models of birds (Ruck and Oertel Jr. 2010) as well as experiments on rotationally flapping
flat plates (Ozen and Rockwell 2011). In contrast, this feature was consistently absent in
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measurements on thrush nightingales, robins, and house martins. It is yet to be proven
whether this was a result of these three species being somehow different from blackcaps,
swifts, and European starlings, or, a result of the streamwise measurement location.
Based on the contrast of the spatially-averaged time correlation coefficient near the wing
tips and near the body, it is suggested that near-body phenomena such as the measurement
of secondary vortex structures in the spanwise-normal plane, is a near wake phenomenon.
A near and far wake comparison is yet to be conducted in the wake of birds, and could
prove to be quite interesting. Given the high speed PIV systems available today, it would
be possible to track the development of vortices from a single wing beat cycle. For
example, in the present experiments the capture rate of the system was high enough that a
vortex shed from a stroke to stroke transition appeared in the field of view three to five
times over a streamwise distance of roughly 2c. In the present data, variation between
each vortex which passed through the field of view masked any pattern
Based on the growing body of works, it seems that streamwise vortices, in addition to tip
vortices, are a general feature of rotationally flapping wing flight. This sort of general
similarity has been previously suggested, based on the observation that a vast majority of
flying and swimming animals cruise in a narrow Strouhal number range (Triantafullou et
al. 1991, Taylor et al. 2003). The implication of this is that many animals exploit the
same aerodynamic mechanisms, and as a result, similar phenomena should be observed
across a large range of species and scales. Given the growing numbers of observations of
streamwise vortical structures and the formation of vortex loops by each wing, this seems
to be the case. It is unclear and remains to be determined, however, if these are exploited
aerodynamic mechanisms, specialization by the animal, or, inherent properties of flapping
wings.
Some speculation has been provided as to the origin of the “vortex” recorded at a
spanwise position of z/bsemi~0.6, x/c~3.4. If this vortex is the result of dynamic stall
occurring on the wing, it implies that a cruising vertebrate, as large as the European
starling, employs unsteady aerodynamics in cruising flight. In terms of performance, this
would indicate a highly efficient use of flapping wings (Anderson et al. 1998) capable of
very high lift coefficients (Jones and Baninsky 2011). This is a phenomenon generally
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thought to occur only in the flight of smaller animals such as insects or larger animals in
hovering (hummingbird) or slow flight (various bat species, slow flying pied flycatcher).
If the wings of the European starling undergo dynamic stall, it would be likely that the
wings of bats, at speeds more typical of cruising, undergo dynamic stall as well due to the
fact that they generally fly at higher non-dimensional frequencies. The likelihood of this
is also supported by the kinematics of the starling wings, and comparison with other
studies on flapping wings.
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Chapter 9

9

Future work

The results of the near wake investigation of the European starling indicate that the bird
does not generate lift during the upstroke, that there may be secondary vortical structures
in the near wake, and that the starling wings may enter dynamic stall during cruising
flight. Based on these findings, several new research objectives present themselves as
future work. These objective includes (i) to determine the use, if any, of the upstroke, (ii)
to generate a wake model for the starling from which forces and power may be calculated
and (iii) confirm or refute the occurrence of dynamic stall on the wing of a cruising
starling.
It has been predicted by Rayner (2001) via theoretical vortex wake models that flapping
animals at low speeds tend to exclusively use the downstroke for lift generation, due to
the associated high induced power requirement of generating lift on the upstroke as well.
Given the speed at which the starling flew in the present study, one would expect lift
generation on the upstroke, however, this is not the case. It would seem, therefore, that
lift is not generated on the upstroke for a reason not related to flight energetics.
Johansson et al. (2008) suggested that the upstroke of a Pallas’ long-tongued bat may be
responsible for control manoeuvers, given the generation of negative lift by the hand wing
at the end of the upstroke, where the hand wing is the portion of the wing distal to the
wrist joint. The Pallas’ long-tongued bat does not have a tail, which may have otherwise
stabilized flight (Gardiner et al. 2011), hence, it is quite possible its upstroke is charged
with an additional role of maintaining stability. While there is no indication of lift,
positive or negative, from the starling wing during the upstroke, it is possible that the
upstroke is reserved for small corrections in flight direction. Broadly speaking, the
present focus of research in flapping wing flight of birds has been reserved for wake
model generation and the calculation of forces and power. Whereas flight stability has
been given attention in scenarios of insect flight (see for Wu and Sun 2012, Ristroph et al.
2010), the subject has remained virtually uninvestigated for bird flight-like
configurations. In a future investigation of the usefulness of the upstroke, one could also
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consider a highly detailed kinematic analysis in conjunction with a wake study. In
previous studies (Hedrick et al. 2004), detailed accounts of kinematics and whole body
accelerations were used to estimate instantaneous forces on a cockatiel. Whereas flight
stability has been given attention in scenarios of insect flight (see for Wu and Sun 2012,
Ristroph et al. 2010), the subject has remained virtually uninvestigated for bird flight-like
configurations. In a future investigation of the usefulness of the upstroke, one could also
consider a highly detailed kinematic analysis in conjunction with a wake study. In
previous studies (Hedrick et al. 2004), detailed accounts of kinematics and whole body
accelerations were used to estimate instantaneous forces on a cockatiel. Unlike the
starling of the present study, Hedrick et al. (2004) observed force production during both
the upstroke and downstroke of a cockatiel at high speed In the present study, one would
expect the center of gravity of the bird to accelerate downward during the upstroke.
Confirmation of this acceleration would support the wake-based findings herein.

In addition to the lack of downwash during the upstroke, the present study suggests that
secondary vortical structures near the body are a typical feature of flapping flight. Both
of these features are not described by the E-R wake model. Presently, there are five
studies of flapping wing vertebrate wakes in which secondary vortical structures have
been observed (Pallas’ long tongued bat, Hedenström et al. 2007, Johansson et al. 2009;
blackcap, Johansson et al. 2009, lesser short-nosed fruit bat, Hubel et al. 2009,
Henningsson et al. 2010). Of these five studies, wake models have been developed for
only the swift using spanwise-normal plane data (Henningsson et al. 2008) and the Pallas’
long-tongued bat. Furthermore, only the blackcap wake data has been used successfully
to calculate the momentum required to balance the weight of a bird using Trefftz plane
data. When the data in the Trefftz plane of the swift wake was used, only 50% to 60% of
the momentum required for weight balance was calculated. Presently, the swift is the
only bird for which both spanwise-normal and Trefftz plane data are available to describe
the wake. As noted previously, swifts have unique features which distinguish them from
the other flapping wing vertebrates, therefore, the ability to deduce wake characteristics
of other birds from data collected in the wake of a swift is limited.
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A future study in which Trefftz plane data is collected in the starling wake will give more
insight into the secondary vortex structures suggested by the present data. Measurement
of all three components of the vorticity vector would also allow the creation of a wake
model, and consequentially, a wake based approach to calculating forces and power.
Should Trefftz plane measurements be undertaken, it would also be beneficial to analyze
the secondary vortical structures as a function of streamwise distance from the bird. The
spatially-averaged time correlations performed in this study suggest they are a near-wake
feature, however, measurement in the Trefftz plane over a range of streamwise distances
would provide certainty. This study could also highlight whether development
mechanisms associated with the secondary streamwise vortical structures can be
responsible for the loss of circulation, as suggested by Hubel et. al (2009) in their study of
the wake of a bat. Hubel et al. (2009) list several reasons for measuring roughly half of
the expected circulation in the tip vortex, including the possibility of diffusion of the
shear layer before merger into tip vortices. Hubel et al. (2009) additionally note a weak
secondary streamwise vortex near the root, and only when the bat is exceptionally close to
the measurement plane. It is unknown why Hubel et al. (2009) recorded a much weaker
root vortex than in other bats (Hedenström et al. 2007), however, a near wake
investigation in the Trefftz plane of a flapping animal could clarify the issue. It is
possible that, instead of diffusion of the vortex sheet, the secondary vortex structures are
rolled in the tip vortex leading to the lower than anticipated tip vortex circulation.
In addition to a future study of the wake in the Trefftz plane, it would be beneficial to
examine the flow on the wing itself to verify the occurrence of the dynamic stall
phenomenon. This would be an exceptionally difficult study. In the present work,
measurements of the wake formed a small subset of all measurements taken during the
experiment. While dynamic stall could be occurring during a substantial portion of the
downstroke, the successful measurement of the phenomenon via PIV would require the
camera’s axis to be aligned with the span of the wing. This narrows the window of
opportunity to a fraction of the wing beat cycle. Furthermore, the output of the laser
would need to be reduced to avoid harming the bird. This could be accomplished by
either a lower pulse rate, or, lower energy per pulse. Since the energy per pulse has a
lower limit, based on the exposure requirements of the camera, a lower frame rate is
106

recommended. This lower frame rate does not affect the probability of capturing the
dynamic stall phenomenon, however, it does increase the amount of time to generate a set
of measurements in which the phenomenon has likely been captured.
If a study of the flow on the wing were to take place, the following modifications to the
setup outlined in Chapter 3 are recommended. The light sheet should be introduced from
above, such that dynamic stall on the upper surface of the wing during the downstroke is
measured. Furthermore, it would be beneficial to rotate the entire camera/light sheet
about the negative streamwise direction such that the camera points upward, with the lens
axis aligned with the wing tip and shoulder joint. In this configuration, the wing would
point at the camera at a stage when an LEV has developed and is approaching the stage
where it separates from the wing.
For any of the above future studies, the amount of data required for analysis is a critical
factor which should be considered in the experiment design stage. As seen in the present
study, the ratio of successful wake measurements to the total number of measurements in
the wind tunnel is considerably low. The experimental setup of the present study should
be modified such that either more measurements can be taken, or, only measurements
which show the wake are taken. Taking more measurements would require substantial
memory during the data acquisition stage. The latter option, ensuring the measurements
show the wake more often, has its own challenges. The behaviour of the bird should be
influenced as little as possible, which leaves the laser and cameras as the only setup
components which can be modified. Perhaps both the cameras and the laser can be
triggered by the bird’s presence, rather than just the laser.
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Appendix A
Error estimate of PIV measurements
The following paragraphs outline an estimation the uncertainty in PIV measurements of
the present study. The procedure outlined by Siddiqui (2002) is followed, using the
results of Cowen and Monismith (1997) and Prasad et al. (1992).
Following Siddiqui (2002), the largest velocity gradients in the flow are considered first.
In the present flow, the greatest velocity gradients were found to be ∂v/∂x = -0.0271
pix/pix and ∂u/∂y = 0.0231pix/pix. These velocity gradients occur in the vortex shed
form the downstroke to upstroke transition. Using Figure 5e from Cowen and Monismith
(1997), these velocity gradients lead to uncertainties in the vertical and streamwise pixel
displacements of 0.08 pix and 0.07 pix, respectively. Figure 5e, however, is based on a
particle diameter of 1 pixel, which is not the case in the present study. Using Figure 13
from Parsad et al. (1992), it is estimated that the relatively smaller particle diameter
increases the uncertainty by 40%. The resulting uncertainty for the vertical pixel
displacement, wv, and streamwise pixel displacement, wu, are
wv, = 0.11 pix
wu = 0.10 pix
The out-of-plane motion of the particles may be considered to be, at most, comparable to
the in plane motion. In the present study, the largest pixel displacement was 6.9 pix, due
to the increase in downstream flow near the core of the vortex shed from the downstroke
to upstroke transition. The thickness of the light sheet was approximately 2mm, or 17
pix, therefore, the out-of-plane error may be neglected.
Using Figure 5f from Cowen and Monismith (1997), the error resulting from AGW
interpolation, wAGW, is estimated to be approximately 0.08 pixels. As a result, the total
error in the components of the velocity vector are
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wv,tot = 0.11 pix + 0.08 pix = 0.19 pix
wu,tot = 0.10 pix + 0.08 pix = 0.18 pix
The total uncertainty in the velocity vector, wtot, is therefore calculated as
√
In Exp. 1, this uncertainty in pixel displacement is equivalent to 0.57 m/s, or 4.7% of the
free stream speed (12 m/s). In Exp. 2, this uncertainty in the pixel displacement is
equivalent to 0.59 m/s, or 4.4% of the free stream speed (13.5 m/s).
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Appendix B
Details of kinematic analysis

B.1 Calculation of kinematics from images
Using Figure A. 1 as a reference, the following steps were taken to calculate the wing
tip’s angular position, θ, and velocity. The procedure is, essentially, determining the
physical coordinates of the wing tip from images of the bird taken from the side (KIN
camera) and from below or behind (SPAN camera), and expressing the motion of this
point in cylindrical coordinates.

Figure A. 1 - A schematic of the bird, looking downstream. Dimensions relevant to
the kinematic analysis are indicated.

The location of the wing tip in the image is expressed by yroot,im and xroot,im. In physical
coordinates relative to the lens axis, the position of the root and tip in the x-y plane (xroot,
yroot) can be determined based on the spatial calibration, So, and the distance between the
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camera and the root and tip. This is expressed in the expressions below. Note that half
the field of view, l, has been subtracted from the image coordinates of the root and tip in
order to express their position relative to the lens axis.
yroot   yroot,im  512 S ( z root )

A1

ytip  ytip,im  512 S ( ztip )

A2

xroot  xroot,im  512 S ( z root )

A3

xtip  xtip,im  512 S ( ztip )

A4

The function S(z) is a property of the lens used for kinematics, and can be
expressed as

 z

S ( z )  So 1  tan( lens ) 
 l


A5

where Co is the spatial calibration at the light sheet, l is half the dimension of the field of
view, and α is the lens angle. The lens angle is the angle formed by the vertices at the
extents of the field of view. (In the present study, αlens=33.8o).
From the SPAN camera, the values of zroot and ztip, can be determined. From images in
the SPAN camera, the center of the bird’s body can be measured, and the offset between
the bird’s body and the light sheet can be established. From the spanwise position of the
body’s plane of symmetry, the spanwise position of zroot can be calculated, since it is a
distance d closer to the camera (where d is the distance between the plane of symmetry
and the shoulder joint). The spanwise position of the wing tip, however, is not as easily
determined. Unlike the wing root, which is a constant distance from the bird’s plane of
symmetry, the wing tip travels a relatively complex trajectory.
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To model the wing kinematics, the approximation of a fully extended wing during
the downstroke was employed. This is expressed formally in the following equation:

y

 yroot   xtip  xroot   ztip  z root   R 2
2

tip

2

2

A7

where R is the distance between the wing root and the wing tip (R=bsemi-d). Physically,
this equation represents a sphere centered on the shoulder joint of the bird, and equations
A2 and A4 represent lines exiting the camera’s lens which are a constant fraction of the
camera’s field of view away from the lens axis. The intersection of these lines and the
sphere represented by equation A6 is the position of the wing tip. Substituting equations
A1 through A6 into A7 and expanding, one obtains the quadratic:
2
2


 

2 
z tip   tan     tan    1
 l

 l




 2 2

2y root
2xroot
2
 z tip  
tan   2
tan   2 z root 
tan  
tan  
l
l
l
l


 2y root  2xroot  y root  xroot  z root   2   2  r 2
2

2

2

0

A7

where

  ytip,im  l  S o
  xtip,im  l  S o

The roots of the equation represent the spanwise position of the wing tip, from which the
root which is closer to the camera may be selected as the correct
With ztip known, all physical coordinates are available, in Cartesian coordinates.
With these coordinates known, it is straightforward to express the position of the wing tip
relative to the wing root in a cylindrical coordinate system, described by unit vectors θ, r,
and h. The unit vectors r and θ are displayed in Figure A. 1. The “longitudinal” unit
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vector h, not seen in the figure, points towards the reader. This upstream orientation of
the unit vector was chosen such that the “positive” direction in the kinematic analysis is
the direction of travel of the bird relative to the air, which is what one would intuitively
assume. Furthermore, it leads to a positive angular position θ to represent a wing tip
which is above the shoulder, which is also what one would assume.

B.2 Estimation of uncertainty
The uncertainties in the wing tip’s angular position and velocity are estimated based on an
approach outlined by Wheeler and Ganji (1996), expressed by the following equation:
[∑

(

) ]

A8

Where wQ is the uncertainty in a quantity, Q, that is calculated from several variables, xi,
each with their own uncertainty, wxi..
In the kinematic analysis, the quantities of interest (Q) are the angular position and
velocity of the wing tip. The sources of uncertainty affecting these quantities consist of
the semi-span of the wing, bsemi, the distance from the bird’s plane of symmetry to the
shoulder joint, d, the spanwise offset fo the bird from the light sheet, zbird, the position of
the root in the image, [xroot,im yroot,im], and the position of wing tip in the image, [xtip,im
ytip,im].
In order to evaluate equation A8, the partial derivative ∂Q/∂xi for each quantity of
interest was evaluated numerically by carrying out a kinematic analysis (outlined above)
with a small variation in each input variable associated with uncertainty (xi). With these
partial derivatives available, the overall uncertainty in Q was calculated.
The elemental uncertainties in the input variables are outlined in Table B. 1. The
resulting estimate of uncertainty in the wing tip’s angular position, tangential velocity and
longitudinal velocity are presented graphically in Figure A. 1, Figure B. 2, Figure B. 3,
and Figure B. 4. The figures show the wing motion over several complete and
118

consecutive wing beat cycles comprised of 167 measurements. It should be noted that the
analysis is only valid when the wing is in the downstroke portion of the cycle. The
uncertainty in the angular position of the wing near the stroke to stroke transitions, at
which point the largest uncertainty in the cycle occurs, is typically ±15o. The uncertainty
in the tangential velocity of the wing tip is typically less than ±2 m/s (15% of the free
stream speed) and the uncertainty in the longitudinal velocity is typically less than ±0.5
m/s (4% of the free stream speed).

Table B. 1 – Uncertainty in variables used in the kinematics analysis.

Variable

Uncertainty

bsemi [mm]

20

d [mm]

10

zbird [mm]

40

xroot,im [pix]

10

yroot,im[pix]

10

xtip,im[pix]

10

xtip,im[pix]

10
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Figure B. 2 – The angular position of the wing over several wing beat cycles.
Uncertainty bars are plotted for each data point.

Figure B. 3 - The angular velocity of the wing tip over several wing beat cycles.
Uncertainty bars are plotted for each data point. The free stream speed for this
sequence is indicated by lines at 13.5 m/s and -13.5 m/s.
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Figure B. 4 - The longitudinal velocity of the wing tip, relative to the air velocity,
over several wing beat cycles. The free stream velocity is indicated by a line at 13.5
m/s. Values above 13.5 m/s indicate the wing tip is moving upstream. Uncertainty
bars are plotted for each data point.
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Appendix C
Additional examples of wake features
In Chapter 6, samples of the wake from both the downstroke to upstroke transition and
the upstroke to downstroke transition were presented. Certain features of the wake were
highlighted for discussion of results in Chapter 7. In this appendix, an additional 16
examples of these key features are presented.
The wake generated by the downstroke to upstroke transition close to the wing tips is
presented in Figure 6.2. Three additional examples of this flow field are presented in
Figure C. 1. Repeated features include an elongated region of negative vorticity, and a
region of comparatively strong negative spanwise vorticity. The wake composites seen in
Figure C. 1 show several subtle differences with the wake composite of Figure 6.2. In
Figure C. 1a, the strong negative spanwise vorticity (labeled DSUS vorticity) is seen to
have two peaks rather than one. The reason for these two peaks is unknown, and this is
the only record of such a vorticity distribution at this spanwise location. In addition to this
double peak, the flow upstream of the DSUS vorticity features an elongated region of
upwash. This elongated region could be the induced flow from a nearby vortical
structure.
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Figure C. 1 – The wake generated by the downstroke to upstroke transition near the
wing tips. Flow features seen above are similar to the wake displayed in Figure 6.2.

Two wake composites slightly inboard of the wing tips are presented in Figure C. 2,
which are similar to the wake depicted in Figure 6.4. Both wake composites show
striking similarity to what is discussed in Chapter 6 regarding Figure 6.4.

123

Figure C. 2 – The wake generated by the downstroke to upstroke transition slightly
inboard of the wing tips. Flow features seen above are similar to the wake displayed
in Figure 6.4.

Figure C. 3 shows examples of the wake in the mid-wing region, supplementing the wake
composite in Figure 6.6. Generally, the wake characteristics appear to be the same. Each
composite features strong spanwise vorticity, upstream of a region of broadly distributed
weaker vorticity. In Figure 6.6, this region consists of both positive and negative
vorticity. This is the case again in Figure C. 3b, however, the broad vorticity distribution
is predominantly negative in Figure C. 3a. Similar to the wake composite in Figure 6.6,
both wake composites in Figure C. 3 show downwash downstream of the strong spanwise
vorticity, and upwash upstream of the strong spanwise vorticity.
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Figure C. 3 – The wake generated by the downstroke to upstroke transition in the
mid-wing region. Characteristics are similar to the wake displayed in Figure 6.6.

Figure C. 4 provides evidence of the double branch feature in the wake at a spanwise
position close to the body. Figure C. 4a shows a striking similarity to what is presented in
Figure 6.7. Figure C. 4b and Figure C. 4c, however, show some differences. In both
Figure C. 4b and c, the branches near the streamwise center of the wake composites (x/c
= -1) are only faintly noted by upwash. Interpreting the double branch feature as
evidence of streamwise vortical structures, the elongated region of upwash could be the
result of core of the vortical structures existing close to, but not intersecting, the
measurement plane.
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Figure C. 4 – The wake generated by the downstroke to upstroke transition, at a
spanwise position close to the centreplane. In a), the double branch feature bears a
striking resemblance to the wake displayed in Figure 6.7. In b) and c), however, the
double branch feature is not as apparent.
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Figure C. 5 provides additional examples of the wake generated by the upstroke to
downstroke transition at a spanwise location close to the wing tips. These wake
composites are a supplement to the wake composite in Figure 6.10. In Figure C. 5a, the
bird flew at lower elevation relative to the PIV field of view than usual. As a result, only
the positive vorticity associated with the upstroke to downstroke transition was recorded.
Qualitatively, this is consistent with what is seen in Figure 6.10. In Figure C. 5b, the
wake composite covers a larger streamwise extent. As can be seen, there is a striking
resemblance to Figure 6.10.
The wake generated by the upstroke to downstroke transition, at a spanwise position close
to the body, is seen in Figure C. 6. The figure gives three examples of a double branch
feature; similar to what is seen in
Figure 6.11. While the presence of the double branch is seen in all three composites,
slight variation exists. This variation includes the signature of the branch feature, as well
as the positioning of the branch. In Figure C. 6a, the lower branch consists of an
elongated region of upwash, whereas in Figure C. 6c, the lower branch is a relatively
larger elongated region of mixed vorticity with an upstream flow. Based on qualitative
resemblance to the wake of the body (Figure 6.8 and Figure 6.12), as well as the close
proximity of the double branch features to the centreplane of the wake, the lower branch
of Figure C. 6c could be the edge of the wake from the body. In Figure C. 6a, the upper
branch may originate from the wing whereas the wake from the body is out of plane such
that the associated vorticity is not measured, only the induced flow.
The positioning of the branch in Figure C. 6a is of interest. Unlike the other branches, its
vertical (y/c) position oscillates over the streamwise extent for which it is displayed. The
wing of course did not follow a similar path, therefore, it is speculated that the oscillations
are the result of some mechanism in the wake. The identification of this mechanism,
however, requires many more examples with precisely the same boundary conditions. At
present, this data is unavailable.
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Figure C. 5 – Additional examples of the flow generated near the wing tips by the
upstroke to downstroke transition. Characteristics are similar to the wake displayed
in Figure 6.10, especially those of wake composite b) above.
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Figure C. 6 – Additional examples of the double branch feature generated during
the upstroke to downstroke transition, at a spanwise location close to the body.
Characteristics are similar to the wake displayed by
Figure 6.11, especially those of wake composite d) above.
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Appendix D
Permissions for reuse of copyrighted images
Several images in this document have been reproduced from journal articles or online
videos. For context, these images are herein labeled as Figure 1.1a, Figure 1.1b, Figure
1.2, Figure 1.3, Figure 1.4, Figure 1.5 and Figure 4.9.
Permissions for use of these images, arranged by order of appearance in this document,
are included in this appendix.
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