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Abstract. Optimization problems subject to unsteady partial differential equations (PDEs)
comprise one of the most challenging areas of applied mathematics. Gradient-based optimization
schemes are typically employed, where an time-averaged quantity is reduced by iterative updates
of design parameters. The adjoint approach provides a powerful tool for gradient evaluation. Yet
significant computational complexities arise from repeatedly solving the unsteady dynamics and
the adjoint equation in each step of conventional optimization methods. The problem becomes
even more challenging when chaotic systems are considered, as adjoint-based gradients often
involve the solution of a space-time boundary value problem.
In order to reduce the overall runtime of conventional optimization methods, this work focuses
on integrating existing unsteady PDE solvers into a simultaneous optimization framework. In
particular, the simultaneous One-shot approach is pursued. The One-shot optimization algorithm
incorporates adjoint-based design updates towards optimality into the process of simulating the
underlying PDEs. Since common unsteady simulation codes resolve the unsteady dynamics in
a forward time-marching manner, solving nonlinear equations iteratively at each time step, the
transition from simulation to One-shot optimization is non-trivial. Three novel approaches to
achieve this are presented in this thesis.
The first approach embeds design updates into a sequence of time-marching schemes that adopt
approximate solutions at each time step. In each iteration of an outer optimization cycle, the
reduced time-marching scheme is enhanced by approximate adjoint and design update steps,
such that feasibility and optimality are reached simultaneously. An application of the method is
demonstrated for an optimal active flow control problem using an unsteady Reynolds-averaged
Navier-Stokes solver. A speedup factor of three is obtained in comparison to a conventional
optimization method.
The second approach is concerned with the parallel-in-time One-shot optimization method. This
scheme utilizes an iterative, non-intrusive multigrid algorithm applied to the time domain of
unsteady time-marching schemes. Adjoint and design updates are then incorporated after each
multigrid iteration. The parallel-in-time One-shot method draws its efficiency from distributing
computational workload to multiple processors along the time domain. The potential of the
method is demonstrated for an advection-dominated model problem. Here, a significantly higher
speedup factor of 24 is achieved in comparison to a conventional time-serial method.
The third approach addresses optimization with chaotic PDEs. A reformulation of the unsteady
time-marching scheme is devised that enables forward- and backward-in-time information
propagation. The new formulation is able to compensate changes in the design by adjusting the
initial conditions. The resulting boundary value problem is solved iteratively in space-time, such
that adjoint-based design updates can be integrated naturally.
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Chapter 1.
Introduction
Various physical processes can be mathematically described using unsteady partial differential
equations (PDEs). Unsteady PDEs relate the rate of changes of spatialy distributed physical
quantities interacting with one another and predict their evolution over time. Yet the complexity
of PDEs arising from physical phenomena often precludes an analytic solution and thus nu-
merical approximations need to be employed. Along with the rapid increase in computational
capacity, many solution methods for unsteady PDEs have been developed based upon space-time
discretization. The discretization then reduces the PDEs to an algebraic system which can be
numerically solved by a computer. The resulting numerical simulation of dynamic systems is of
crucial interest for a wide range of industrial and scientific applications as they provide insight
into the underlying physical mechanisms. Furthermore, they offer the possibility to relate a given
set of input data (e.g. geometry, boundary conditions, material coefficients etc.) to a set of output
quantities that are of particular interest. This provides a necessary step towards the control and
optimization of the dynamics under consideration. In particular, the optimization process aims
at modifying certain input parameters, the so-called design variables, in such a way that the
state variables of the unsteady PDEs (e.g. velocity, density, temperature, etc.) exhibit a desired
behavior, which is measured by an objective function.
Optimization problems subject to unsteady PDEs arise in all fields of engineering and science,
including fluid dynamics, acoustics and structural mechanics. In aerodynamics, for instance,
optimization with unsteady PDEs considers inverse design problems for parameter estimation
or validation purposes, and optimal airfoil shape design for minimizing its time-averaged drag
coefficient or optimal active flow control (see, e.g., [96, 94, 99, 31, 110]).
However, even in the era of high performance computing, high fidelity computational fluid
dynamics (CFD) simulations still remain demanding. Consequently an additional numerical
optimization on top of the conventional CFD is often impractical and far from being daily routine.
The high computational cost of available optimization algorithms motivated this thesis. Its main
focus is the speedup of the process of numerical optimization with unsteady PDEs.
A major challenge for practical optimization with unsteady PDEs lies in computing the sensitivi-
ties that determine the influence of design changes on the objective function. Since numerical
optimization methods often employ gradient-based updates of the design, efficient gradient
evaluation becomes crucial. Although gradients can, in principle, be approximated using finite
differences [100], these approximations require the solution of the unsteady dynamics for each
canonical direction of the design space. Consequently the computational cost grows linearly
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with the design space dimensions. The adjoint-based approach is an alternative that significantly
reduces the costs associated with the gradient evaluation. It has gained a considerable amount
of attention in PDE-constrained optimization (see, e.g.,[105, 76, 48, 46, 95, 72]). In the adjoint
approach, an adjoint equation is derived from the linearized PDEs and the objective function. Its
solution is then adopted in order to evaluate the gradient, resulting in computational costs that do
not scale with the number of design parameters.
Once the adjoint approach is applied to unsteady PDEs, it involves a reverse time integration loop
that propagates sensitivities backwards through the time domain (see, e.g., [93, 99, 31]). Hence,
evaluating the gradient requires a forward loop in time to approximate the PDE solution followed
by a backwards-in-time loop for the adjoint. As a result, the scheme becomes computationally
demanding if long-time behavior is of interest. Moreover, if the underlying dynamics exhibit
chaotic behavior, the adjoint sensitivity analysis may break down for long-time averaged objective
functions [127, 86]. This leads to a major limitation for applications that involve turbulent and
highly separated flows. While recent publications provide promising approaches to deal with the
sensitivity computations of chaotic dynamics [129, 17], the computational complexity associated
with the proposed methods remains significant.
Even if algorithms for solving the unsteady PDE itself as well as the corresponding adjoint
equation for gradient evaluation are available, still the choice of a suitable optimization method
is not obvious because it often requires a careful trade-off between the computational efficiency
against the intrusiveness with respect to the underlying PDE solver (compare, e.g., [79, 23, 63,
12, 94]). So-called reduced-space optimization methods employ iterative gradient-based updates
to the design, while the PDE solution is recovered after each design update [72, 6]. Thus the
PDE-constraint is treated implicitly and the approach requires only minimal interactions of the
optimizer and the PDE solver. However, the resulting computational costs for optimization with
unsteady PDEs become enormous due to the repeated forward and backward time integrations
for the PDE and the adjoint, respectively.
On the other hand, so called full-space methods integrate the simulation directly into the op-
timization process. Thus they aim at solving the optimization problem for the PDE solution,
the adjoint and the design variables simultaneously (see, e.g., [135, 13, 4, 118, 121]). These
methods often employ Newton-like iterative schemes in order to solve the necessary conditions
for optimality, as for example in a SQP framework [100]. The down side of the full-space
methods is the requirement of additional Jacobians and Hessians which may not be part of the
PDE solver. Therefore enhancing an existing PDE solver for full-space optimization may require
major modifications. Nevertheless, it has been demonstrated numerically – for steady-state PDEs
at least – that full-space methods could outperform reduced-space methods by one order of
magnitude, measured in runtime (see, e.g., [6, 68, 44, 102]). This computational gain makes
them a promising candidate for speeding up the optimization process also with unsteady PDEs.
This thesis is concerned with the One-shot optimization method that integrates the benefits
of reduced-space methods into a full-space optimization framework: The One-shot approach,
as proposed in [45, 25, 64], aims at integrating design updates into the simulation process. It
solves the optimization problem simultaneously for the state, the adjoint and the design variable,
while treating the underlying PDE solver in a black box fashion. The One-shot method has
been originally developed for steady-state PDEs that are solved using an iterative scheme [118].
These primal iterations are enriched by an adjoint and a gradient-based design update, such that
4
feasibility and optimality are reached simultaneously. The cost of the One-shot optimization
method is found to be only a small multiple of a pure simulation for steady-state PDEs [102]. It
is therefore of high interest to explore the prospects of the One-shot method for optimization
with unsteady PDEs.
The key concern here is to preserve the non-intrusive property of the One-shot method subject to
unsteady PDE solvers. Common unsteady PDE solvers operate forward in time; i.e., starting
from an initial condition, each time step is computed after another (see, e.g., [124, 14]). Iterative
schemes are employed to solve the resulting nonlinear equations at each time step. Because the
One-shot optimization integrates the design updates in the primal flow computations, coupling a
typical time-marching scheme with a One-shot optimization loop becomes non-trivial.
In order to develop the unsteady One-shot optimization applied to time-marching schemes, three
novel approaches are presented in this thesis:
1. One-shot optimization with reduced time-marching schemes: The idea of the first approach
is to compromise the accuracy of the iterative solver at each time step such that a rough
approximation of the dynamics over the entire time domain is obtained at relatively
low computational cost. This reduced time-marching scheme is augmented with adjoint
updates that provide approximate sensitivity information. An outer One-shot optimization
loop then adopts the approximate gradient in order to slightly modify the design variable.
The new design variable is then employed in the next reduced time-marching loop to
improve the previous approximation. In Chapter 5, this unsteady One-shot approach
is devised and its performance is assessed for an optimal active flow control problem,
solving the unsteady Reynolds-averaged Navier-Stokes (URANS) equations. The reduced
time-marching scheme is further improved using adaptive time scales, where numerical
results are presented for a model problem.
2. Parallel-in-time One-shot optimization: The second approach focuses on accelerating
the forward- and backward-in-time primal and adjoint information propagation. This
is achieved by introducing coarse time-grid corrections in a multigrid framework and
distributing the workload onto multiple processors along the time domain. Since current
computer architectures target greater concurrency by scaling the amount of cores (compare,
e.g., [3]), the repeated serial-in-time integration loops of reduced-space optimization
methods are the major bottleneck for parallel scaling and thus speedup. Assigning the
time domain to multiple processors and applying iterative multigrid updates allows for a
parallel-in-time One-shot optimization framework where speedup can be expected from
greater concurrency. Chapter 6 deals with the parallel-in-time One-shot optimization
method that utilizes the software library XBraid [2] for parallelizing in time. Techniques
from Automatic Differentiation (AD) [55, 97] are adopted to develop a consistent adjoint
solver that runs backwards through the primal XBraid actions and accumulates gradient
information parallel-in-time. The gradient is then used to update the design after each
primal and adjoint multigrid iteration. Both the primal and the adjoint XBraid solvers are
highly non-intrusive. Therefore existing forward and backward time-marching algorithms
for the unsteady PDE solution and its adjoint can be easily integrated through a general
user interface. The parallel-in-time One-shot optimization framework is applied to an
advection-dominated flow with periodic upstream boundary conditions and speedup over a
conventional reduced-space optimization is demonstrated.
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3. One-shot optimization with chaotic PDEs: While the two approaches above retain the
forward-in-time information propagation of conventional time-marching methods, a differ-
ent path is followed here. The main idea is to reformulate the unsteady PDE-constraint
such that it allows for both forward- and backward-in-time information propagation. The
new formulation relaxes the initial condition of the unsteady PDE and instead solves a
least squares space-time problem for the discretized PDE. This formulation is especially
beneficial in the presence of chaotic dynamics: If the initial condition were fixed, small
perturbations to the design could lead to large deviations in the unsteady chaotic dynamics,
a phenomenon known as the butterfly effect. Consequently, simultaneous optimization
methods for chaotic PDEs often scale poorly with the time domain size. In contrast, solving
the least squares problem in the new formulation can compensate for design changes by
alternating the initial condition. An iterative scheme for solving the unsteady least squares
problem is developed in Chapter 7 which enables integration into a simultaneous One-shot
optimization loop. It is validated and tested on an advection-dominated flow with chaotic
upstream boundary condition.
Throughout this thesis it is assumed that an unsteady PDE solver of time-marching type is
provided. Following the “first discretize, then optimize” approach [72], the PDE-constrained
optimization problem is therefore treated as a standard nonlinear optimization problem (NLP)
in finite dimensions. Accordingly the state and design variables with finite dimensions are
connected through a nonlinear equality constraint, i.e. the discretized PDE.
This thesis is structured as follows: After introducing basic definitions and concepts related to
sensitivities and their numerical computation with AD, Chapter 2 summarizes the theory and
numerical methods corresponding to NLPs with equality constraints. Details on PDE-constrained
optimization problems in general and their theoretical analysis can be found, e.g., in [120, 72].
Chapter 3 then introduces the One-shot method for optimization problems that are solved by
fixed-point iterations. The optimization problem with unsteady PDEs is subject of Chapter 4
where an overview of common unsteady primal and adjoint PDE solvers is provided. Moreover,
the necessary optimality conditions for unsteady PDE-constrained optimization problems are
established. The main contributions of this thesis are presented in Chapters 5, 6 and 7. They are
devoted to the three approaches for unsteady One-shot optimization, as briefly discussed above.
Finally, concluding remarks and the outlook for future studies are discussed in Chapter 8.
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Chapter 2.
Preliminaries
This chapter provides some preliminaries and notations that are used throughout this thesis.
First, the mathematical definition of derivatives will be recalled in Section 2.1, followed by
an introduction to Automatic Differentiation (AD) in Section 2.2 for computing derivatives
numerically. Section 2.3 is concerned with general equality constrained optimization problems
with separable variables and establishes conditions for optimality.
2.1. Derivatives, Gradients and Hessians
This section recalls the definition of derivatives in Banach spaces and clarifies the notations that
are used for (partial) derivatives, gradients and Hessian matrices.
Definition 2.1 ((Fréchet-) Differentiability). Let X,Z be Banach spaces and U ⊆ X be an open
subset of X. The function f : U → Z is called (Fréchet-) differentiable at a ∈ U, if the directional
derivative
d f (a)
da
(h) B lim
t→0+
1
t
( f (a + th) − f (a)) (2.1)
exists for all directions h ∈ X and the mapping d f (a)da : X → Z, h 7→ d f (a)da (h) is a bounded linear
operator that satisfies
‖ f (a + h) − f (a) − d f (a)
da
(h)‖Z = o(‖h‖X) for ‖h‖X → 0. (2.2)
d f (a)
da is called (Fréchet-) derivative or sensitivity of f with respect to a.
The derivative is unique which implies that it corresponds to the usual derivative (partial deriva-
tive, Jacobian matrix, Hessian matrix) if X and Z are finite-dimensional as it will be assumed
throughout this thesis. Furthermore, the usual rules for derivatives (product rule, chain rule, etc.)
can be derived for Fréchet derivatives (see for example [10], Chapter 14.2).
If a = (x1, x2) ∈ X = (X1, X2) for Banach spaces X1, X2 then f (·, x2) : X1 → Z and f (x1, ·) : X2 →
Z are differentiable at x1 and x2, respectively, if f is differentiable at a. The derivatives are called
partial derivatives while the notation ∂x1 f (x1, x2) and ∂x2 f (x1, x2) (also
∂ f (x1,x2)
∂x1
and ∂ f (x1,x2)∂x2 ) is
used and
d f (x1, x2)
da
(hx1, hx2) = ∂x1 f (x1, x2)(hx1) + ∂x1 f (x1, x2)(hx2) (2.3)
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holds for all directions (hx1 , hx2) ∈ (X1, X2).
Definition 2.2 (Gradient). Let X be a Hilbert space with inner product (·, ·). For a real-valued
function f : X → R that is differentiable at a ∈ X with derivative d f (a)da the gradient of f at a is
defined to be the unique vector ∇ f (a) ∈ X that satisfies
d f (a)
da
(h) = (∇ f (a), h) ∀h ∈ X. (2.4)
Obviously, the gradient depends on the inner product in X. Thus, if (·, ·) is the euclidean scalar
product, the gradient can be written as
∇ f (a) =
(
d f (a)
da
)T
. (2.5)
The existence and uniqueness of ∇ f (a) is ensured by the Riesz representation theorem (see e.g.
[131], Theorem V.3.13) which states that each element from the dual space l ∈ X∗ = {T : X →
R linear and bounded} can be represented by a unique element g ∈ X, such that l(x) = (g, x) for
all elements x ∈ X.
Derivatives of higher order are defined analogously: If f : X → Z is Fréchet-differentiable in
a neighborhood of a ∈ X and the mapping d fda : X → {T : X → Z bounded and linear} is also
Fréchet-differentiable at a, then f is called twice (Fréchet-) differentiable at a and the notation
d2 f (a)
da2 is used.
Definition 2.3 (Hessian). If f : X → R is twice differentiable at a, the Hessian operator (Hessian
matrix) ∇2 f (a) is defined through
(∇2 f (a)v,w) = d
2 f (a)
da2
(v)(w) ∀v,w ∈ X. (2.6)
2.2. Computing sensitivities: Algorithmic Differentiation
Algorithmic (or Automatic) Differentiation (AD) is a technique for computing derivatives of
functions that are given by computer programs. It modifies the semantics of the program in such
a way that not only the function value is computed but also its derivative with respect to input
variables. This section gives a short introduction to AD and provides the reader with the basic
concepts. It is mainly based on [97, 55, 111, 122] which are recommended for further reading.
AD is based on the observation that any computer program can at runtime be regarded as a
sequence of elemental arithmetic operations or intrinsic functions (e.g. add, multiply, sine, etc.).
Evaluating a numerical function z = J(x) with J : Rn → Rm is therefore merely a concatenation
z = J(x) = (hL ◦ hL−1 ◦ . . . ◦ h0) (x) (2.7)
with elemental functions hl : Rnl → Rnl+1 . If the elemental functions hl are continuously dif-
ferentiable, the derivative of the program outputs z with respect to the input variables x can be
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expressed using the chain rule of differential calculus as
DJ(x) B
(
∂J(x)i
∂x j
)
i, j
∈ Rn×m (2.8)
=
(
∂hL(vL)
∂vL
)
·
(
∂hL−1(vL−1)
∂vL−1
)
· · ·
(
∂h0(v0)
∂v0
)
(2.9)
where the notation vl B (hl ◦ hl−1 ◦ · · · ◦ h0) (v0) is used to hold values after executing the first
l elemental functions with input v0 = x. AD provides techniques for augmenting the original
program, which evaluates z = J(x), by the ability of computing the sensitivity DJ(x). This is
achieved by computing and concatenating local sensitivities of the elemental functions with
respect to their local arguments according to (2.9). Two fundamental modes are distinguished to
construct the desired sensitivities: the forward mode and the reverse mode, which are introduced
below.
2.2.1. The forward mode of AD
The forward (or tangent-linear) mode of AD computes directional derivatives of the outputs by
evaluating the chain rule locally from the input to the output. For any directional vector x˙ ∈ Rn,
the forward mode of AD computes the matrix-vector product
z˙ = DJ(x)x˙ (2.10)
by evaluating
vl+1 = hl(vl) and v˙l+1 =
∂hl(vl)
∂vl
v˙l (2.11)
in a forward loop for l = 0, . . . , L − 1 with inputs v0 = x and v˙0 = x˙. The loop simultaneously
computes the function evaluation z = vL as well as the directional derivative z˙ = v˙L. It is important
to note that the matrix-vector products are computed matrix-free along-side the evaluation of
the function J by evaluating and accumulating the local directional derivatives of the elemental
functions in a forward loop. The entries of the Jacobian matrix DJ(x) itself can be set up by
repeatedly evaluating DJ(x)x˙ for each canonical direction x˙ = ei ∈ Rn, i = 1, . . . , n.
2.2.2. The reverse mode of AD
In contrast to the forward mode, the reverse (or adjoint) mode of AD computes gradients by
applying the chain rule from the left to the right propagating sensitivities from the outputs back to
the input variables. For any given vector z¯ ∈ Rm, the reverse mode of AD returns the transposed
matrix-vector product
x¯ = DJ(x)T z¯ (2.12)
by first evaluating
vl+1 = hl(vl) in a forward loop l = 0, . . . , L − 1 (2.13)
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followed by evaluating
v¯l =
(
∂hl(vl)
∂vl
)T
v¯l+1 in a reverse loop l = L − 1, . . . , 0. (2.14)
using the input v0 = x and v¯L = z¯. Hence, the reverse mode first evaluates the function z = vL in
the forward loop and then propagates the local transposed sensitivities backwards to compute
the derivative x¯ = v¯0. Again, the transposed matrices are not computed explicitly, rather the
matrix-vector products of the local derivatives are evaluated during the reverse loop. In order to
compute the entries of the Jacobian DJ(x)T , the reverse loop needs to be evaluated repeatedly
for each canonical vector z¯ = e j ∈ Rm for j = 1, . . . ,m.
It follows, that the reverse mode of AD is preferable over the forward mode, if the dimension
of the output variable z is smaller than the dimension of the independent input variable x, i.e.
if m < n. In particular, if m = 1 and hence J : Rn → R is real-valued, the reverse mode of AD
requires only one evaluation of the forward and the backward loop in (2.13) and (2.14) in order
to compute the full gradient ∇J(x)z¯ scaled by an input z¯ ∈ R. In contrast, the forward mode of
AD would need to evaluate the concurrent forward loop (2.11) n times for each canonical vector
in Rn to construct the gradient.
Implementation details
The main difficulty of the reverse mode of AD is that intermediate variables vl are required
in reverse order during the reverse loop (2.14). If the original program overwrites some the
intermediate vl in the forward loop, which is almost always the case, their original values must be
restored before evaluating ∂vlh(vl)
T v¯l+1. This is typically accomplished by storing intermediate
values on a stack-like “last in, first out” data structure, called tape.
However, it is often not necessary to store the entire state space vl. Since each entry hil(vl) usually
operates only on some elements v jl of the intermediate vector vl, the Jacobian of hl is rather
sparse. In fact, the partial derivative
(
∂hil/∂v
j
l
)
is non-zero only if vil+1 = h
i
l is a direct successor of
v jl , meaning that v
i
l+1 explicitly depends on v
j
l . Therefore, each line of the matrix vector-product
in (2.14) reduces to
v¯ jl =
∑
i j
∂hil
∂v jl
T v¯il+1 (2.15)
where the sum iterates over all successors of v jl , denoted by the relation i  j. Therefore, only
the values of those successors need to be stored on the tape during the forward sweep. However,
in order to find all successors of v jl in each step of the reverse sweep, global information on the
computational graph is required. Many AD tools therefore rather implement a slightly different
approach by rearranging the order of execution. Instead of directly computing the value of v¯ jl by
summing over successors, a loop over all predecessors of each element vil+1 is performed:
∀ j ≺ i : v¯ jl +=
∂hil
∂v jl
T v¯il+1. (2.16)
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Here, the notation “+=” is used to denote the increment of each predecessor of vil+1 with the
corresponding partial derivative. This approach is beneficial, because it only requires local
information on the current elemental hil during the reverse loop.
2.2.3. Additional remarks
Most computer programs contain some kind of control of the program flow, for example through
for - and while - loops or if - else - statements, which are essentially discrete and therefore
non-differentiable. However, only one instantiation of the program flow (one sequence of
elemental operations) is realized at runtime. This sequence is assumed to be stable with respect
to small perturbations so that small changes in the input variables do not change the program flow.
The piecewise differentiability that arises if this assumption is loosened is subject of ongoing
research [55, 52] and is assumed to happen rarely enough such that it can be neglected here.
Further, the elemental functions hl need to be chosen such that they are continuously differentiable
on an open subdomain of their local input variables. They are usually identified with elemental
arithmetic operations or intrinsic functions, as for example +,−, ∗, pow, sin, . . . , such that their
local derivatives are known and can easily be implemented as source code for the AD tool.
However, they can also be more complex blocks of code, as for example solving a system of
linear equations, or even belong to an external library for which the source code is not available.
In that case, the user needs to provide a numerical implementation for the corresponding
sensitivities.
AD has grown to a very active field of research. In recent years, many AD tools for various
programming languages have been developed and applied to large scale and complex numerical
codes. An overview of different AD tools as well as a collection of recent industrial and scientific
applications including an up-to-date publication list can be found on [34].
2.3. Optimization with equality constraints
This thesis is dealing with optimization problems where the optimization variables can be
naturally split into a set of state variables y ∈ Y and design variables u ∈ U. These relate through
a set of (typically nonlinear) equations c(y, u) = 0 with c : Y ×U → Y . The optimization problem
seeks to find a combination of state and design variables that minimize some objective function
J(y, u), with J : Y × U → R, while satisfying this equality constraint:
min
y,u
J(y, u) s.t. c(y, u) = 0 (2.17)
where J and c are assumed to be at least twice continuously differentiable. The equality constraint
c(y, u) = 0 will typically stem from the discretization of a system of partial differential equations
(PDEs). In this discretized PDE setting, it is reasonable to assume that Y and U are finite
dimensional Hilbert spaces, with dim Y = m and dim U = n, such that their elements can be
associated with the corresponding coordinate vectors in Rm and Rn, respectively. The euclidean
scalar product will therefore be used as inner products and elements from the dual space will be
denoted with transposed (·)T throughout the thesis.
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It is a general regularity assumption, that any design uniquely defines a state through the constraint
c(y, u) = 0. It is therefore reasonable to make the following assumption:
Assumption 2.1. The Jacobian ∂c(y,u)∂y is regular for all points of interest.
2.3.1. Necessary and sufficient optimality conditions
Numerical algorithms for solving the optimization problem (2.17) are often derived from the
necessary and sufficient optimality conditions, which are summarized here. To this end, the
so-called Lagrange function is defined by
L(y, y¯, u) B J(y, u) + y¯T c(y, u) (2.18)
where y¯ ∈ Y is called the Lagrange multiplier.
Theorem 2.1 (First order necessary optimality conditions). Let (y, u) ∈ Y ×U be a local solution
of (2.17). Then there exists a unique Lagrange multiplier y¯ ∈ Y such that
∂y¯L(y, y¯, u) = 0 (2.19a)
∂yL(y, y¯, u) = 0 (2.19b)
∂uL(y, y¯, u) = 0 (2.19c)
holds.
Proof. A proof can be found in [100], Chapter 12.4., using a split of variables x = (y, u). The
LICQ condition mentioned there, which ensures that x is a regular point, is satisfied from
Assumption 2.1. 
The conditions (2.19) are also knows as the Karush-Kuhn-Tucker (KKT) conditions.
Theorem 2.2 (Second order necessary optimality conditions). If (y, y¯, u) satisfies the KKT
conditions and (y, u) is a local solution of (2.17) then
uT T (y, u)T H(y, u)T (y, u)u ≥ 0 ∀ u ∈ U (2.20)
where
T (y, u) B
− (∂yc(y, u))−1 cu(y, u)I
 (2.21)
spans the tangent space of the constraint c(y, u) = 0, H(y, u) is the Hessian matrix of the
Lagrange function
H(y, u) B
∂
2L(y,y¯,u)
∂y∂y
∂2L(y,y¯,u)
∂y∂u
∂2L(y,y¯,u)
∂u∂y
∂2L(y,y¯,u)
∂u∂u
 (2.22)
and I denotes the identity matrix.
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Proof. A proof is given in [100], Theorem 12.5. Note, that the tangent space of the constraints is
spanned by T . Hence, the Hessian matrix of the Lagrange function is positive semi-definite on
the tangential space of the constraint if and only if (2.20) holds. 
Theorem 2.3 (Sufficient optimality condition). Let (y, y¯, u) satisfy the KKT conditions from
Theorem 2.1 and let T and H be defined as in Theorem 2.2. If T T HT is positive definite on U,
i.e., if
uT T (y, u)T H(y, u)T (y, u)u > 0 ∀ u ∈ U \ {0}, (2.23)
then (y, u) is a strict local minimum of the optimization problem (2.17).
Numerical methods for solving the optimization problem (2.17) often search for a point (y, y¯, u)
that satisfies the KKT conditions from the necessary optimality conditions. It is then assumed,
that this point also satisfies the sufficient conditions for optimality. This assumption ensures,
that the KKT point can be computed uniquely from the KKT conditions. Moreover, the solution
is stable with respect to small perturbations which is crucial for designing stable and reliable
optimization algorithms.
2.3.2. Sensitivities and the adjoint approach
An alternative derivation of the necessary optimality conditions focuses on reducing the con-
straints from the optimization problem. It’s derivation is useful to understand and interpret the
optimality conditions.
Using Assumption 2.1, the implicit function theorem [108] ensures that any u ∈ U uniquely
defines a state y through the constraint. The state is then rather a function y : U → Y such that
c(y(u), u) = 0 holds for all u ∈ U. The constrained optimization problem (2.17) can therefore be
reduced to an unconstrained one:
min
u
J˜(u) B J(y(u), u) (2.24)
where the equality constraint is treated implicitly.
The necessary optimality conditions for unconstrained optimization problems state, that the
gradient of the objective function vanishes at an optimal point (see, e.g., [100]). It is therefore
necessary to compute the sensitivity of the reduced objective function J˜ : U → Y with respect to
design changes. Using the chain rule, this sensitivity can be computed from
dJ˜(u)
du
=
∂J(y(u), u)
∂y
∂y(u)
∂u
+
∂J(y(u), u)
∂u
. (2.25)
The term ∂y(u)∂u quantifies the sensitivity of the solution of the nonlinear equation c with respect to
design changes. Since c(y(u), u) = 0 holds for all u ∈ U, this sensitivity can be computed from
∂c(y(u), u)
∂y
∂y(u)
∂u
+
∂c(y(u), u)
∂u
= 0 (2.26)
⇔ ∂y(u)
∂u
= −
(
∂c(y(u), u)
∂y
)−1
∂c(y(u), u)
∂u
. (2.27)
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Solving this equation to get ∂y(u)∂u and then using it to compute the sensitivity of J˜ from (2.25) is
referred to as the forward sensitivity approach. However, solving (2.27) corresponds to solving a
linear system where the right hand side is a matrix with as many columns as the dimension of the
design space U. The computational effort therefore scales with the number of design parameters.
Hence, if the dimension of U is rather large, as it is often the case in typical CFD applications,
the forward approach is rather impractical.
An alternative is the so-called adjoint sensitivity approach [89, 105, 47, 48]. Instead of solving
(2.27) to get the sensitivities of the state with respect to design changes, the adjoint approach
defines an adjoint variable y¯ ∈ Y to be the solution of the so-called adjoint equation:(
∂c(y(u), u)
∂y
)T
y¯ = −
(
∂J(y(u), u)
∂y
)T
(2.28)
Using (2.25), (2.27) and (2.28), the adjoint variable y¯ can be adopted to compute the gradient of
J˜ from
∇J˜(u) B
(
dJ˜(u)
du
)T
(2.29)
= ∇uJ(y(u), u) −
(
∂c(y(u), u)
∂u
)T (
∂c(y(u), u)
∂y
)−T
∇yJ(y(u), u)︸                              ︷︷                              ︸
=−y¯
(2.30)
= ∇uJ(y(u), u) +
(
∂c(y(u)(u))
∂u
)T
y¯ (2.31)
where ∇yJ,∇uJ denote the partial gradients of J which are the transposed of the partial derivatives
with respect to y and u, respectively, i.e. ∇yJ =
(
∂J
∂y
)T
and ∇uJ =
(
∂J
∂u
)T
.
The derivative∇J˜ is called the reduced gradient of the objective function J(y, u) since it represents
the sensitivity of the “reduced” objective function J˜(u). This sensitivity is zero at an optimal point
u ∈ U of the unconstrained optimization problem (2.24). The necessary optimality conditions
for (2.24) therefore result in the following three equations:
c(y, u) = 0 (2.32a)
∇yJ(y, u) + ∂yc(y, u)T y¯ = 0 (2.32b)
∇uJ(y, u) + ∂uc(y, u)T y¯ = 0. (2.32c)
The first equation corresponds to the assumption, that u uniquely defines a state variable y through
the equality constraint. It is therefore referred to as the state equation. The second equation is
the adjoint equation. It determines the adjoint variable that is needed to compute the reduced
gradient. The reduced gradient is set to zero in the third equation in order to satisfy the necessary
optimality condition. This equation is referred to as the design equation as it is used to modify
the design variables u in gradient-based optimization algorithms.
It is important to note that this set of equations is equivalent to the necessary optimality conditions
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(the KKT-conditions) derived in Theorem 2.1 since
∂y¯L(y, y¯, u) = c(y, u) (2.33a)
∂yL(y, y¯, u) = ∂yJ(y, u) + (y¯)T ∂yc(y, u) (2.33b)
∂uL(y, y¯, u) = ∂uJ(y, u) + (y¯)T ∂uc(y, u). (2.33c)
Hence, the Lagrange multiplier y¯ is identified with the adjoint variable from the above derivation.
A sufficient condition for optimality of the reduced unconstrained optimization problem is, that
the second derivative of J˜(u) with respect to u is positive definite for all u ∈ U. Similar to the
above derivation, using the implicit function theorem and the chain rule, it can be shown that the
second derivative is given by
∇2 J˜(u) = T (y, u)T H(y, u)T (y, u) (2.34)
where
T (y, u) B
− (∂yc(y, u))−1 cu(y, u)I
 (2.35)
H(y, u) B
∂
2(J(y,u)+c(y,u)T y¯)
∂y∂y
∂2(J(y,u)+c(y,u)T y¯)
∂y∂u
∂2(J(y,u)+c(y,u)T y¯)
∂u∂y
∂2(J(y,u)+c(y,u)T y¯)
∂u∂u
 , (2.36)
if y and y¯ satisfy the state and the adjoint equation, respectively [112]. T T HT is therefore often
referred to as reduced Hessian. Note that this condition again coincides with the sufficient
optimality conditions as derived in Theorem 2.3.
2.3.3. Gradient-based optimization methods
The necessary conditions for optimality form a set of coupled nonlinear equation that are typically
solved iteratively. Two categories of computational algorithms can essentially be distinguished:
While the reduced-space methods focus on the unconstrained problem as introduced in Section
2.3.2 where the optimization variables are reduced to the design space by treating the equality
constraint implicitly, full-space methods aim at solving the optimization problem simultaneously
in the full-space for the state, the adjoint and the design variables based on the derivation in
Section 2.3.1. Both categories are shortly presented below with a focus on methods that will
be referred to throughout this thesis. A more elaborate introduction into numerical methods
for constrained and unconstrained optimization problems can be found in [100]. An overview
on computational methods for PDE-constrained optimization in particular can also be found
in [13, 23, 79], while interesting comparisons of reduced- and full-space methods are given in
[68, 6].
Reduced-space optimization methods
Reduced-space optimization methods are derived from the optimality conditions for the uncon-
strained optimization problem (2.24) where the constraint is treated implicitly by recovering a
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feasible state y from c(y, u) = 0 for any the design u. They are therefore often referred to as nested
optimization methods (Nested Analysis And Design, NAND) as the forward problem for solving
the constraint is hidden from the optimization problem. Among the variety of methods that exist
in this class, the simplest and most intuitive approach is the steepest descent method. This method
updates the design variable u iteratively, by taking a step into the direction of steepest descent,
i.e., the negative reduced gradient −∇J˜(u). Since evaluating the reduced gradient necessitates a
feasible state y as well as the adjoint variable y¯, each optimization iteration involves solving the
state equation c(y, u) = 0 for y first, followed by the adjoint equation ∇yJ(y, u) + ∂yc(y, u)T y¯ = 0
for y¯ before the reduced gradient ∇J˜(u) = ∇uJ(y, u) +∂uc(y, u)T y¯ can be evaluated and the update
on the design can be performed.
The steepest descent method can be accelerated by including information on second order
derivatives, i.e. reduced Hessian information, which leads to the Quasi-Newton methods. In
these methods, the design is updated with
uk+1 = uk + σk∆uk (2.37)
using a step size σk ∈ (0, 1] and a direction ∆uk that is computed from
Bk∆uk = −∇J˜(uk) (2.38)
where Bk ≈ ∇2 J˜(uk) approximates the second derivative of the reduced objective function.
Choosing Bk = I recovers the steepest descent method while Bk = ∇2 J˜(uk) corresponds to a
Newton step for solving ∇J˜(u) = 0. Hence, Bk acts as a preconditioner for the steepest descent
direction such that superlinear convergence rates can be expected locally if the approximation
is sufficiently close to the reduced Hessian. A well-known approach for constructing a suitable
Hessian approximation is to update it in each optimization iteration with low-rank updates based
on the reduced gradient. A famous update scheme is given by the Broyden-Fletcher-Goldfarb-
Shannon (BFGS) approach (see f.e. [100]) where a symmetric positive definite matrix Bk+1 is
constructed from a positive definite Bk using
Bk+1 = Bk −
BksksTk Bk
sTk Bksk
+
rkrTk
rTk sk
. (2.39)
Here,
sk B uk+1 − uk and rk B ∇J˜(uk+1) − ∇J˜(uk) (2.40)
are used to account for the curvature measured in the most recent update step. In that approach,
the new approximation Bk+1 is chosen such that it satisfies the so-called secant equation
Bk+1sk = yk (2.41)
while being closest to the approximation from the previous step Bk. To that end, sk and yk need
to satisfy the curvature condition sTk yk > 0 which can be guaranteed by choosing restrictions
on the step size σk (see e.g. [100] for more details). It should also be noted that rather than
constructing Bk itself and inverting it to compute ∆uk = −B−1k ∇J˜(uk), a similar update scheme
for computing the inverse B−1k directly can be found in [100].
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Full-space optimization methods
Reduced-space optimization methods suffer from the necessity to solve the state and the adjoint
equation in each optimization iteration due to the implicit treatment of the constraint. On the
contrary, full-space methods rather focus on the constrained optimization problem as in Section
2.3.1 and solve the KKT conditions in the full-space for the state, the adjoint and the design
variables. Methods of that kind are also known under the name Simultaneous Analysis And
Design (SAND) as they treat the state variable as an additional optimization variable and solve
for feasibility of the state and optimality of the design simultaneously. A representative is the
Sequential Quadratic Programming (SQP) algorithms which applies Newton’s method to the
system of nonlinear equations given by the KKT conditions. In each iteration, the update of the
state, adjoint and design variables are computed from
∇2yyL ∇2yuL ∂ycT
∇2uyL ∇2uuL ∂ucT
∂yc ∂uc 0

∆y∆u
∆y¯
 =
−∇yL−∇uL−c
 . (2.42)
This corresponds to solving a quadratic minimization problem with linear constraints in each
iteration of the SQP method which gave the method its name. Substituting the upper left 2-by-2
blox of the KKT matrix by its Schur complement yields the reduced SQP method (rSQP) which
computes the updates from solving o 0 ∂yc
T
0 T T HT ∂ucT
∂yc ∂uc 0

∆y∆u
∆y¯
 =
−∇yL−∇uL−c
 , (2.43)
where T T HT is the reduced Hessian matrix. This formulation is beneficial due to the triangular
structure of the resulting linear system such that the updates can be computed successively. As
discussed above, low-rank update schemes as for example BFGS updates can be applied to
approximate the reduced Hessian.
Instead of solving the nonlinear state equation c(y, u) = 0 in each iteration of the optimization
method as in the reduced-space approach, only the linearized state equation needs to be solved in
each step of the full-space (r)SQP methods. However, the linearized state equation may very
often be impractical to solve for. In fact, it is rather often the case that a solver for computing y
from c(y, u) = 0 is available which does not necessarily contain the desired Jacobians ∂yc and
∂uc but rather some approximations. For that scenario, the simultaneous One-shot method that
will be presented in Chapter 3 provides a full-space optimization algorithm which does not form
or factor these Jacobians but rather treats existing iterative solvers for the constraint in a black
box fashion.
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Simultaneous One-shot Optimization
The simultaneous One-shot optimization method is specially tailored for optimization problems
where the constraints are solved by fixed-point iterations. These iterations are augmented by
updates for the adjoint and the design variables, thus solving the necessary optimality conditions
simultaneously. The One-shot approach has first been proposed by Ta’asan [118] in a multigrid
framework and has since then been further developed and applied to various optimization tasks
especially in the field of steady-state aerodynamics (see, e.g., [49, 65, 45, 25, 44]). A key
feature of the One-shot method is its non-intrusive property with respect to the underlying
fixed-point solver: Iterations for solving the constraint are treated in a black box fashion such
that modifications to existing simulation codes are minimal.
Section 3.1 introduces the augmented iteration for the state, the adjoint and the design variable.
Convergence of the method is ensured through the choice of a special preconditioner for the
design update. An overview on existing theory will be subject of Section 3.2. If the source code
of the fixed-point iterations for the state is available, the use of AD can greatly facilitate the
implementation of the One-shot method for existing fixed-point solvers. Section 3.3 explains
its application for generating the adjoint iteration and evaluating the gradient. Section 3.4 will
shortly survey variants of the presented method before Section 3.5 discusses recent applications
for optimization with steady-state PDEs.
3.1. The One-shot iteration
The simultaneous One-shot method aims at solving optimizations problems of the form
min
y,u
J(y, u) s.t. c(y, u) = 0 (3.1)
where a combination of the state y ∈ Y and design u ∈ U need to be found that minimize
an objective function J : Y × U → R while satisfying the equality constraint c(y, u) = 0 with
c : Y × U → Y . It is assumed, that any design uniquely defines a state through the constraint and
that this state can be computed numerically by applying fixed-point iterations of the form
yk+1 = H(yk, u) with H : Y × U → Y. (3.2)
The fixed-point iterations are assumed to converge to a feasible state y ∈ Y where
y = H(y, u) ⇔ c(y, u) = 0 (3.3)
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holds. This is ensured by the following contractivity assumption on the fixed-point solver H.
Assumption 3.1. The iterator H : Y × U → Y, which is defined through (3.2), is at least twice
continuously differentiable and satisfies
‖∂yH(y, u)‖ =
∥∥∥∥(∂yH(y, u))T ∥∥∥∥ ≤ ρ < 1 (3.4)
for all points of interest.
Here, ‖ · ‖ denotes the operator norm induced by the vector norm in Y . Banach’s fixed-point
theorem (see, e.g., [10]) then ensures convergence of (3.2) to a fixed point of H, i.e. y = H(y, u).
Iteration (3.2) is often referred to as the primal iteration that solves the primal (or state) equation
to distinguish it from the adjoint and the design iteration that will be introduced later in this
section.
The One-shot method aims at integrating existing software codes into an optimization cycle by
treating the primal iterator H in a black box fashion. It therefore reformulates the optimization
problem in a discrete way utilizing the fixed-point formulation for the constraint:
min
y,u
J(y, u) s.t. y = H(y, u). (3.5)
According to Section 2.3, the Lagrange function that corresponds to (3.5) is defined by
L(y, y¯, u) B J(y, u) + y¯T (H(y, u) − y) (3.6)
with Lagrange multiplier y¯ ∈ Y . Consequently, any optimal point (y, y¯, u) needs to satisfy the
following KKT conditions:
y = H(y, u) state equation (3.7a)
y¯ = ∇yJ(y, u) +
(
∂yH(y, u)
)T
y¯ adjoint equation (3.7b)
0 = ∇uJ(y, u) + (∂uH(y, u))T y¯ design equation. (3.7c)
A reduced-space optimization method would solve this set of equations consecutively starting
from an initial guess for the design u0: First, a corresponding feasible state y is computed by
solving the state equation (3.7a). Using y, the adjoint equation (3.7b) is solved next, in order to
get the adjoint variable y¯ to set up the reduced gradient on the right hand side of (3.7c). This
gradient is then used to update the design by a (preconditioned) step into the negative gradient
direction, i.e. the direction of the steepest descent.
However, the main idea of the One-shot method is to solve this system of equations simultane-
ously in a coupled iteration for the state, the adjoint and the design variable:
yk+1 = H(yk, uk) (3.8a)
y¯k+1 = ∇yJ(yk, uk) +
(
∂yH(yk, uk)
)T
y¯k (3.8b)
uk+1 = uk − B−1k
(
∇uJ(yk, uk) + (∂uH(yk, uk))T y¯k
)
. (3.8c)
In contrast to a reduced-space optimization method, the updates of the state, the adjoint and the
design variables in the One-shot iteration (3.8) are based on the current approximation (yk, y¯k, uk)
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such that feasibility of the state and optimality of the design are targeted simultaneously. A
symmetric, positive definite matrix Bk acts as a preconditioner for updating the design variable
with the current approximation to the reduced gradient in (3.8c). The preconditioner needs to
be chosen such that convergence of the coupled iteration is ensured as explained in Section 3.2.
Convergence of the state and adjoint variable with (3.8a), (3.8b) only – using a fixed design
u ∈ U – is ensured without any preconditioning according to the following subsection.
3.1.1. Piggyback iteration for the state and adjoint
Iterating only in the state and the adjoint variables with (3.8a) and (3.8b) using a fixed design
variable u ∈ U is referred to as the piggyback iteration [50]. Since (3.8b) is a linear iteration
in the adjoint iterate y¯k with iteration matrix (∂yH)T , convergence of the coupled piggyback
iteration is ensured from the contractivity of H according to Assumption 3.1 such that
lim
k→∞
 H(yk, u)∇yJ(yk, u) + (∂yH(yk, u))T y¯k
 = [y∗y¯∗
]
(3.9)
where
y∗ = H(y∗, u) and y¯∗ = ∇yJ(y∗, u) +
(
∂yH(y∗, u)
)T
y¯∗ (3.10)
satisfy the state and the adjoint equation. Although both, the state and the adjoint variables,
converge with the same asymptotic rate ρ, it is expected that the adjoint variable lags behind the
convergence of the state since the adjoint equation depends on the converged state variable. This
so-called time-lag effect has been analyzed in [53].
3.2. Convergence analysis
In order to ensure convergence of the coupled One-shot iteration (3.8), a preconditioning matrix
Bk that enables integration of design updates into the piggyback iteration (3.9) has to be chosen.
Sufficient conditions on a suitable preconditioner that ensure convergence of the One-shot method
have been derived in [51, 64, 45] and are based on searching for descent of a doubly augmented
Lagrange function defined by
La(y, y¯, u) B α
2
‖H(y, u) − y‖2 + β
2
∥∥∥∥∇yJ(y, u) + (∂yH(y, u))T y¯ − y¯∥∥∥∥2 +L(y, y¯, u) (3.11)
where weighted norms of the primal and the adjoint equations have been added to the Lagrange
function with α, β > 0. Under certain conditions on α and β, it can be proven that La is an exact
penalty function which implies that the optimal points of the optimization problem (3.5) coincide
with minima of La. Further, a One-shot update step as in (3.8) yields descent on La if
Bk ≈ ∂2uuLak (3.12)
holds in the vicinity of an optimal point. Consequently, a suitable preconditioner that ensures
convergence of the One-shot method can be approximated numerically using low-rank update
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schemes (e.g. BFGS updates as in (2.39)) that are based on the gradient of the augmented
Lagrange with respect to the design. This gradient is given by
∇uLa = α (∂uH)T ∆y + β
(
∂2yuL
)T
∆y¯ + ∇uL (3.13)
where ∆y B H(y, u) − y and ∆y¯ B ∇yJ(y, u) +
(
∂yH(y, u)
)T
y¯ − y¯ are the primal and adjoint
residuals. A particular choice for the weights that satisfies the above mentioned conditions is
given by
α =
2θ
(1 − ρ)2 and β =
2
θ
(3.14)
where θ B ‖∂2yyL‖ quantifies the sensitivity of the adjoint equation with respect to state changes
and is often approximated by θ ≈ 1.
A recent analysis of the One-shot method presented in [15] proposes a more practical approach
for computing a preconditioner. It focusses on a simplified augmented Lagrange by disregarding
the adjoint residual in (3.11), i.e., setting β = 0. This approach relies on the fact that the adjoint
fixed-point iteration converges at the same asymptotic rate as the primal iteration. Quantifying
the adjoint time-lag by ‖y¯k+1− y¯k‖ ≤ L ‖yk+1−yk‖ with L > 0, it is shown that the adjoint residuals
can be removed from the definition of the augmented Lagrange La if the weight on the primal
residual is increased with
α >
2L
1 − ρ. (3.15)
This simplified augmented Lagrange formulation is beneficial since the second order derivative
terms in the gradient (3.13) vanish. This greatly speeds up the computation for approximating
the preconditioner Bk with update schemes such as BFGS.
3.3. Derivative computation using Automatic Differentiation
According to (3.9), differentiating the primal fixed-point iteration function H and the objective
function J with respect to the state yields a fixed-point iteration for solving the adjoint equation.
The reduced gradient that is used to update the design variables in the One-shot iteration (3.8)
utilizes the partial derivative of those functions with respect to the design u. If both functions
are available as a numerical computer program, computing these derivatives can be automated
efficiently using AD, as introduced in Section 2.2. Applying AD in reverse mode to the block
of code that computes an update of the state and an evaluation of the objective function, i.e.,[
H(yk, uk), J(yk, uk)
]
, yields the differentiated code that computes the transposed matrix-vector
product of its Jacobian with a given input
[
y¯in, J¯in
]
:[
y¯
u¯
]
=
[
∂yH(yk, uk)T ∂yJ(yk, uk)T
∂uH(yk, uk)T ∂uJ(yk, uk)T
] [
y¯in
J¯in
]
. (3.16)
This can be used to compute the desired update for the adjoint variable y¯k+1 and evaluate the
approximate reduced gradient stored in u¯ by choosing the input y¯in = y¯k and J¯in = 1 which yields[
y¯k+1
u¯
]
=
[
∂yH(yk, uk)T y¯k + ∂yJ(yk, uk)T
∂uH(yk, uk)T y¯k + ∂uJ(yk, uk)T
]
. (3.17)
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If second order derivative terms are needed, e.g., the matrix-vector product β
(
∂2yuL
)T
∆y¯ in
(3.13), AD can be applied repeatedly: First, the forward mode of AD can be used to construct
the directional derivatives with respect to y multiplied with the direction β∆y¯. Then, this can
be differentiated with respect to u using the reverse mode of AD which provides the desired
matrix-vector product.
3.4. Single-step and multi-step One-shot methods
In the One-shot approach (3.8), the update of the state, the adjoint and the design variables
are based on the current approximation (yk, y¯k, uk). The coupled update can schematically be
visualized by
· · · −→ (state, adjoint, design) −→ · · ·
where all three variables are modified simultaneously. This allows for a parallel evaluation of
the right hand side of (3.8) and is beneficial if AD is used for the adjoint iteration and gradient
evaluation as shown in the previous section. Alternatively, one may consider to use the most
recent variables as soon as they are available. This results in the update scheme
· · · −→ state −→ adjoint −→ design −→ · · ·
where the adjoint and the design updates are based on most recent approximations (yk+1, y¯k, uk)
and (yk+1, y¯k+1, uk), respectively. In a linear equation setting, this rather corresponds to a Seidel-
type iteration which utilizes new variables as soon as possible whereas the coupled iteration (3.8)
is rather related to a Jacobi-like update. The Seidel-type approach can be further modified such
that it allows for more than one primal and adjoint iteration, before an update of the design is
performed. This leads to the multi-step One-shot variant which can be visualized by
· · · −→ states −→ adjoints −→ design −→ · · · , s ∈ N
where s determines the number of primal and adjoint iteration steps that are performed before
updating the design. The bigger s, the more similar to a conventional reduced-space optimization
method the scheme will become. It is therefore desirable to keep s as small as possible. A
convergence analysis for the Seidel-type method with s = 1 can be found in [75] which is closely
related to an inexact rSQP method. Increasing s however often stabilizes the One-shot method.
Theoretical analysis on the choice of s can be found in [26].
Implementation-wise, the main difference of the Jacobi- and Seidel-type method is the com-
putation of the preconditioner Bk: While the Jacobi-type methods base the approximation of
the preconditioner on the Hessian of an augmented Lagrange as shown in the Section 3.2, the
preconditioner for the Seidel-type methods should instead approximate the reduced Hessian
T T HT as in the SQP-framework. Elaborate analysis and numerical results on the One-shot
variants can also be found in [25].
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3.5. Application to optimization with steady PDEs
The One-shot optimization method has originally been developed for simultaneous optimization
with steady-state PDEs. Steady-state PDEs are commonly solved applying a so-called pseudo-
time-stepping method, where the PDE is interpreted as a steady state of a dynamical system
and solved numerically by an explicit (pseudo-) time-stepping method [87, 84]. In that case,
the fixed-point iterator H is identified to being one (pseudo-) time step of that simulation tool
treating all computations inside that time step as a black box. The One-shot optimization loop
then augments these (pseudo-) time iterations by updates for the adjoint and design variables to
reach optimality and feasibility simultaneously.
The One-shot method has been applied to various optimization tasks with steady-state PDEs
especially in the aerodynamic context (see, e.g., [44, 24, 65, 45]). In these applications, it has
been observed numerically that the cost for a simultaneous One-shot optimization is only a small
multiple of the cost of a pure simulation of the underlying PDE measured in iteration counts – a
property which is called bounded retardation [49]. The factor typically varies between 2 an 8.
Direct comparisons have shown, that the One-shot method can reduced the overall runtime of a
conventional reduced-space optimization approach by about one order of magnitude [102, 24].
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Chapter 4.
Optimization with Unsteady PDEs
This thesis aims at solving optimization problems where the state and the design variables are
connected via unsteady PDEs. In that scenario, the state variable is a function y : [0,T )→ Y that
maps each time point of the interval [0,T ) ⊂ R onto a state space Y . For a given design variable
u ∈ U, the state y is the solution of an initial value problem
∂y(t)
∂t
= g(y(t), u) ∀ t ∈ (0,T ) (4.1)
y(0) = y0 (4.2)
with initial condition y0 ∈ Y and right hand side g : Y × U → Y . While this formulation
suggests an ODE setting, the above initial value problem can represent a system of PDEs in
both time and space determined by the choice of the state space Y and corresponding right hand
side g. In the PDE setting, g represents the spatial derivative operators acting on y(t) and Y
is a subspace of L2(Ω) that incorporates appropriate boundary conditions for a spatial domain
Ω ⊂ Rp, p ∈ {1, 2, 3}.
In a fluid mechanics setting, the state variable can be, e.g., the velocity, pressure, density or
temperature of the described fluid flow. The design variable represents some problem data that
determines the state of the system such as a temperature distribution along the boundary or
parameters that determine the boundary shape. The objective function that is to be minimizes is
typically given by a time-average
1
T
∫ T
0
f (y(t), u) dt (4.3)
where f : Y × U → R is some instantaneous quantity of the dynamics, e.g., the drag or lift
coefficient.
In many applications a validated and robust unsteady PDE solver is already available. Instead of
dealing with the continuous formulation of the initial value problem and the objective function
as above, this thesis therefore focusses on a discretized formulation that enables integration of
existing simulation codes into an optimization framework. In Section 4.1, common schemes for
solving unsteady PDEs are reviewed. These schemes then serve as constraints of an optimization
problem, which will introduced is Section 4.2. Section 4.3 establishes necessary conditions for
optimality. The chapter ends with a literature survey on numerical methods for solving unsteady
PDE-constrained optimization problems.
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4.1. Time-marching schemes for unsteady PDEs
It is state-of-the-art in many existing simulation tools to discretize the space and time dimensions
separately with the so-called method of lines [124, 14]. In that approach, a discretization method
for the space dimensions is employed first by choosing a spatial grid for constructing control
volumes and evaluating flux integrals as in a finite volume setting or approximating the spatial
derivative terms in a finite element or finite difference method. This results in a system of semi-
discrete time-dependent ODEs, whose right hand sides correspond to the spatial discretization.
These ODEs are then discretized in time using standard integration methods developed for
solving ODEs which advance a solution forward in time in a step-by-step or “time-marching”
manner. In the following, common time-marching schemes will be introduced briefly and a rather
general formulation for existing simulation schemes will be given. This serves as a starting point
for the following chapters. More elaborate introduction as well as detailed analysis of numerical
methods for ODEs and PDEs can be found in the textbooks [83, 30, 56, 57], among many others.
Computational methods specifically for CFD applications, including the above mentioned spatial
discretization methods, can be found in [41, 63, 14, 42, 124].
Time-marching schemes for solving initial value problems discretize the time domain into a finite
number of time steps 0 = t0 < . . . < tN = T and compute approximations to the solution yi ≈ y(ti)
successively moving forward in time. Starting from the initial condition y0, an approximation
to the solution at t1 is computed first. It can then serve as additional initial condition for the
next time t2 and so on until the last time step tN has been reached. Many methods have been
derived over the years which can in general be divided into two categories: Explicit and implicit
time-marching methods. Explicit methods base their computation of an approximation yi solely
on known quantities at previous time steps (e.g. yi−1, yi−2, . . . ) such that an explicit formula for
yi can be given. Implicit methods, however, involve the approximation at the current time step
yi itself such that nonlinear equations need to be solved for yi. The majority of state-of-the-art
simulation codes rather employ implicit (or hybrid implicit-explicit) schemes due to better
stability properties of implicit methods which allows for more flexibility in the choice of the time
step size [85, 124, 83]. Time-marching methods that involve only one previous time step yi−1 are
referred to as single-step methods. Whereas so-called multi-step methods attempt to improve
accuracy by using information from multiple previous time steps (yi−1, yi−2, . . . ). Typically, no
more than 3-4 time levels are implemented for industrial CFD applications.
Implicit time-marching methods result in systems of nonlinear equations that need to be solved
for yi at each time step. When the right hand side of the ODE originates from discretizing a
space-time PDE, the nonlinear system tends to be rather large (at the order of the size of the
spatial grid) and efficient methods for solving them iteratively are required. Instead of using a
Newton-like solver, the so-called dual time-stepping method is very often employed (see e.g.
[77, 28, 78, 107]) where the nonlinear equations at each time step are regarded as steady-state
problems and solved by techniques that have proven to be successful for steady-state PDEs.
More precisely, another “pseudo” time-marching scheme is applied at each time step to compute
a steady state by marching forward in a (dual) time until the (pseudo) steady state at that time
step is reached. Convergence of these inner subiterations at each time step are often accelerated
using multigrid methods and Krylov subspace techniques to solve the linear equations at each
pseudo-time step [14, 41].
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In this thesis, it is assumed that a simulation code of that type is available. In particular, it is
assumed that the simulation tool propagates a state variable yi ∈ Y forward in time, applying an
iterative solver at each time step, denoted by G:
For i = 1, . . . ,N :
Iterate k = 0, 1, . . . : yik+1 = G(y
i
k, y
i−1, . . . , u)
(4.4)
starting from the initial condition y0. Here, the index i is used to refer to time and k denotes inner
iterations at each time step. The iterative solver G : Y × Y × · · · ×U → Y is written in fixed-point
form in order to cover a variety of different nonlinear solvers as described above. It takes as an
input the current approximation yik at time step t
i as well as approximations to the state at one or
more previous time steps yi−1, yi−2, . . . , depending on the number of steps used in the single- or
multi-step time-marching scheme, and returns an improved approximation yik+1. The iterations at
one time step start with some initial guess yi0 where typically y
i
0 = y
i−1 is chosen and stops if a
fixed point at that time step has been reached where
yi = G(yi, yi−1, . . . , u) (4.5)
holds, at least up to some numerical accuracy. In order to ensure convergence of the inner
iterations at each time point, it is reasonable to assume contractivity of G.
Assumption 4.1 (Contractivity of G). The iterative fixed-point solver G from (4.4) satisfies∥∥∥∥∥∥∂G(yi, yi−1, . . . , u)∂yi
∥∥∥∥∥∥ ≤ ρ < 1 (4.6)
for all points of interest.
Two examples of famous time-marching schemes and inner solvers are given below to illustrate
the methodology.
Example 4.1. A basic but still famous implicit time-marching scheme is the Backward Euler
method. It is derived from approximating the time derivative of the initial value problem with
backwards finite differences and computes an approximation yi ≈ y(ti) at a time step ti from
solving
F(yi) B yi − yi−1 − ∆tg(yi, u) != 0. (4.7)
with time step size ∆t B ti − ti−1. It is proven to be first order accurate which means that the
error at the end of time domain is of the order O(∆t). Applying a Newton-like method so solve
the nonlinear equation at each time step yields the inner iterations
yik+1 = y
i
k − B−1k F(yik) where Bk ≈
∂F(yik)
∂yi
. (4.8)
Hence, the full time-marching algorithms is given by
For i = 1, . . . ,N :
Iterate k = 0, 1, . . . : yik+1 = y
i
k − B−1k
(
yik − yi−1 − ∆tig(yik, u)
)︸                                    ︷︷                                    ︸
=:G(yik ,y
i−1,u)
(4.9)
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Example 4.2. Another well-known and frequently implemented approach is the Backward
Differentiation Formula (BDF) which, in the two-step variant (BDF-2), computes yi from
F(yi) B yi − 4
3
yi−1 +
1
3
yi−2 − 2
3
∆tg(yi, u) != 0. (4.10)
It is of second order accuracy in time such that the error relates to O(∆t2). The BDF-2 scheme is
often applied within a dual time-stepping framework where a steady-state problem is solved at
each physical time step. In that setting, the state yi is treated as the steady state of the dynamical
system
∂yi(τ)
∂τ
= −F(yi(τ)) ∀τ > 0 (4.11)
in (dual or pseudo) time τ and solved for by marching forward with some time-marching scheme
of choice until a steady state yi∞ is reached where 0 = F(yi∞) holds. For example, applying an
explicit Euler scheme to (4.11) yields the inner iterations
Iterate k = 0, 1, . . . : yik+1 = y
i
k − ∆τF(yik)︸          ︷︷          ︸
=:G(yik ,y
i−1,u)
(4.12)
using a pseudo time step size ∆τ and an initial condition yi0 = y
i−1.
Many unsteady PDE solvers in industrial and academic CFD applications have been developed
and refined over years and have nowadays matured to sophisticated and highly reliable simulation
tools. It is important to note, however, that the main software development is contained inside
the iterator G that solves the nonlinear equations at each time step iteratively. It has very often
been tuned to the specific application type at hand and to the users needs. It is therefore highly
desirable for the optimization framework to be as non-intrusive as possible to G. In an ideal case,
to treat it in a black box manner throughout the optimization process.
4.2. Optimization problem using time-marching scheme
The optimization problem that is considered in this thesis integrates existing simulation tools
into an optimization framework by utilizing the discrete time-marching scheme rather than
the continuous unsteady PDE. The state variable is therefore considered as an element y B
(y1, . . . , yN) ∈ YN from the product space YN B Y × · · · × Y . The time-marching scheme is
assumed to successively compute the state variables yi that approximate y(ti) only if they are
fixed-points of the contractive iterator G. The constrained optimization problem can therefore be
formulated using these fixed-point equations:
min
y,u
J(y, u)
s.t. yi = G(yi,yi−1, . . . , u) ∀ i = 1, . . . ,N
(4.13)
with initial condition y0 ∈ Y . The objective function J : YN ×U → R is a discrete approximation
to time-averaged objective function in (4.3):
J(y, u) ≈ 1
T
∫ T
0
f (y(t), u) dt (4.14)
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using some quadrature rules based on y.
For notational reasons, the dependency of G on previous states other than yi−1 will often be
neglected throughout the thesis. Application of the methods to other multi-step time-marching
schemes is straightforward. Furthermore, G generally depends on the time step size ∆t. This
dependency will be important in some of the following chapters and will be elaborated then.
4.3. Necessary optimality conditions
Optimality conditions for the unsteady constrained optimization problem (4.13) can be de-
rived from Section 2.3 on optimization with equality constraints using a state variable y B
(y1, . . . , yN) ∈ YN and c : Y ×U → Y, c(y, u) B
(
y1 −G(y1, y0, u), . . . , yN −G(yN , yN−1, u)
)
. The
corresponding Lagrange function is given by
L(y, u) B J(y, u) +
N∑
i=1
(
y¯i
)T (
yi −G(yi, yi−1, u)
)
(4.15)
where the Lagrange multipliers y¯ B (y¯1, . . . , y¯N) ∈ YN are the associated adjoint variables.
Assuming differentiability of J and G, the following conditions are necessary for optimality
(compare KKT conditions in Section 2.3):
yi = G(yi, yi−1, u) ∀i = 1, . . . ,N (4.16a)
y¯i = ∇yi J +
(
∂yiG
i
)T
y¯i +
(
∂yiG
i+1
)T
y¯i+1 ∀i = 1, . . . ,N (4.16b)
0 = ∇uJ +
N∑
i=1
(
∂uGi
)T
y¯i (4.16c)
where y¯N+1 = 0 and Gi := G(yi, yi−1, u). The first set of equations are the discrete fixed-point
equations which ensure that y ∈ YN is an approximation of the unsteady PDE. For a given design
u ∈ U, they can be solved with the time-marching scheme (4.4) moving forward in time starting
from the initial condition y0. The second set of equations (4.16b) are the corresponding adjoint
equations. The terminal condition y¯N+1 = 0 indicates, that this set of equations can be solved by
moving backwards in time, solving for y¯N , y¯N−1, . . . , y¯1 successively for given design u ∈ U and
state y ∈ YN . The last equation (4.16c) is the design equation. Its right hand side contains the
reduced gradient which reflects the sensitivity of the objective function with respect to design
changes. It must vanish at an optimal point according to the necessary optimality conditions.
4.4. Adjoint time-marching scheme
Many existing unsteady simulation codes have been enhanced with the ability of computing
sensitivities (see, e.g., [96, 36, 109, 93, 99]). Since the dimension of the design space can be
rather large, the adjoint approach, as introduced in Section 2.3.2, is usually preferred. The adjoint
equations for time-marching schemes are given in (4.16b). In each time step, the equation
y¯i = ∇yi J(y, u) +
(
∂yiG(y
i, yi−1, u)
)T
y¯i +
(
∂yiG(y
i+1, yi, u)
)T
y¯i+1 (4.17)
29
4. Optimization with Unsteady PDEs
needs to be solved for y¯i while y¯N+1 = 0 serves as a terminal condition. For given design u ∈ U
and state y ∈ YN , the set of equations can be solved successively moving backwards in time
from tN to t1. Since G is assumed to be contractive (Assumption 4.1) each adjoint variable y¯i at a
current time step i can be computed with the linear iteration
y¯ik+1 = ∇yi J(y, u) +
(
∂yiG(y
i, yi−1, u)
)T
y¯ik +
(
∂yiG(y
i+1, yi, u)
)T
y¯i+1 (4.18)
starting from the converged adjoint variable y¯i0 = y¯
i+1 which converges to the adjoint y¯i satisfying
(4.17). The unsteady adjoint backwards time-marching scheme then reads:
For i = N, . . . , 1 :
Iterate k = 1, 2, . . . : y¯ik+1 = ∇yi J +
(
∂yiG
i
)T
y¯ik +
(
∂yiG
i+1
)T
y¯i+1. (4.19)
The unsteady adjoint time-marching scheme runs backwards in time starting from the terminal
condition y¯N+1 = 0 and therefore accesses the intermediate state variables yi in reverse order
when evaluating the partial derivatives of G. This can for example be achieved by storing all
intermediate states in memory during the forward time loop. However, this drastically increases
the memory requirements of the simulation code. Instead of storing all intermediate states, they
can also be recomputed whenever they are needed by applying a forward time-marching loop
starting from the initial condition y0 up to the desired state. While this approach requires much
less memory, its computational complexity grows quadratically with the number of time steps.
The checkpointing approach [130, 54, 73] is a hybrid of both methods: It stores only some
of the state variables (at so-called checkpoints) during the forward time loop and recomputes
the others once they are needed by applying a forward time-marching loop restarting from the
closest checkpoint. Several strategies exist for placing the checkpoints: They can be distributed
uniformly along the time domain choosing every l-th state as a checkpoint, alternatively one
might distribute the checkpoints non-uniformly by successively halving the time intervals or
choosing a binomial schedule. It often requires a careful trade-off between available memory
and computational runtime to decide between these approaches and needs to be adapted to the
application at hand.
The adjoint iteration at each time step can greatly benefit from the use of reverse-mode AD.
When applied to the primal routines that evaluate G and J, it automatically generates an update
scheme for the adjoint variables, similar to the explanation in Section 3.3 (implementation details
can be found in [32, 33] on the reverse accumulation approach using reverse-mode AD). Using
AD to generate the iterations at each time step has the additional advantage that the unsteady
adjoint time-marching scheme is fully consistent to the primal one.
In practical simulation codes, it might occur that the contractivity assumption on G is slightly
violated at some of the evaluation points such that eigenvalues close to or outside the unit sphere
are present. This leads to instabilities of the linear adjoint iteration at certain time steps, even if
the primal iterations converge up to the prescribed numerical tolerance. However, if the number
of those unstable modes is small, the recursive projection method (RPM) [113, 7] can help to
stabilize the adjoint iteration by applying a more stable iteration on an approximation to the
unstable subspace (e.g. one step of Newton’s method) and using the linear adjoint iteration only
for the stable modes.
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4.5. Literature survey on optimization methods with unsteady
PDEs
Optimization applications that involve high-fidelity CFD simulations often prefer reduced-space
optimization methods due to their non-intrusive property with respect to the underlying simulation
tool and their straightforward implementation. As described in Section 2.3.3, reduced-space
optimization methods recover a feasible state variable whenever the design has changed. Starting
from a given initial design u0, they first solve the unsteady dynamics applying the time-marching
simulation algorithm. Utilizing the unsteady state, sensitivity information is then collected by
computing the adjoint variables with a backwards time-marching scheme. The update of the
design variable then utilizes the (preconditioned) reduced gradient before the next optimization
iteration starts again by recomputing the unsteady dynamics. Recent applications in optimal
active flow control, optimal shape design, inverse design and noise reduction can be found, e.g.,
in [96, 36, 110, 98, 134, 5].
Due to the high dimensionality of the resulting KKT system, full-space optimization methods
are so far mostly applied to model problems. For example, [69, 71] apply variants of the
(r)SQP method to optimal control of creeping flows. Similarly, the KKT conditions of optimal
control problems involving Stokes flow is solved for all time steps at once in [117], applying
iterative preconditioned Krylov-subspace iterations. Time-periodic parabolic PDEs are concerned
in [106, 4, 116]. A generalized SQP method that allows for user-provided PDE solvers is
applied to semilinear parabolic problems in [125], where it is combined with time-domain
decomposition methods for the state and the adjoint (“parareal” algorithm [92]). Other time-
domain decomposition applications (e.g. multiple shooting) are applied to linear quadratic
optimal control problems in [66, 67, 9]. Space-time multigrid methods for solving time-dependent
optimal control problems are surveyed in [22] with applications to creeping flows in [21, 70].
Research reports and current open questions on PDE-constrained optimization can also be found
in [12, 11].
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Chapter 5.
Unsteady One-shot Optimization with
Time-Marching Schemes
This chapter presents a first approach to integrate existing time-marching simulation code for
solving unsteady PDEs into a simultaneous One-shot optimization framework. A suitable fixed-
point iterator is derived in Section 5.1 by reducing the number of inner iterations at each time
step of the time-marching scheme. In Section 5.2, the resulting One-shot iteration is applied to an
optimal control problem with unsteady incompressible Navier-Stokes equations that are solved by
an industry relevant simulation code. The reduced time-marching scheme is further investigated
numerically in Section 5.3 where an adaptive time scaling approach improves efficiency by
re-parametrizing the time scale after each fixed-point iteration.1
5.1. The unsteady One-shot iteration
The unsteady optimization problem using a discrete time-marching scheme as introduced in
Chapter 4 is considered:
min
y,u
J(y, u)
s.t. yi = G(yi, yi−1, u) ∀ i = 1, . . . ,N
(5.1)
where J : YN × U → R denotes an approximation to the time-averaged objective function for the
state y = (y1, . . . , yN) ∈ YN and the design u ∈ U, and G : Y ×Y ×U → Y denotes the contractive
fixed-point iterator that solves the nonlinear equations at each time step. The necessary optimality
conditions as derived in Section 4.3 are given by
yi = G(yi, yi−1, u) ∀i = 1, . . . ,N (5.2a)
y¯i = ∇yiJ +
(
∂yiG
i
)T
y¯i +
(
∂yiG
i+1
)T
y¯i+1 ∀i = 1, . . . ,N (5.2b)
0 = ∇uJ +
N∑
i=1
(
∂uGi
)T
y¯i (5.2c)
where y¯ = (y¯1, . . . , y¯N) ∈ YN is the adjoint variable, y0 is the initial condition of the unsteady
dynamics and y¯N+1 = 0 is the terminal condition of the adjoint equation.
1Parts of this chapter have been published in [24, 60, 61].
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For a given design u, the first set of equations (5.2a) can be solved with the time-marching
simulation tool that is assumed to be available:
For i = 1, . . . ,N :
Iterate k = 0, 1, . . . : yik+1 = G(y
i
k, y
i−1, u)
(5.3)
as introduced in Section 4.1. The adjoint equation (5.2b) can then be solved backwards in time
from tN to t1 with terminal condition y¯N+1 = 0. Adopting the adjoint variables y¯N , . . . , y¯1, the
reduced gradient in the right hand side of (5.2c) can be evaluated, which can then be used for
preconditioned design updates.
However, instead of performing these step successively in a reduced-space optimization frame-
work, the simultaneous One-shot optimization method incorporates design updates already
during the primal flow computation. Hence, for integration into the One-shot algorithm, the
time-marching scheme is modified in such a way that the nonlinear equations at each time step
are solved only inexactly. Instead, an outer loop is performed that updates the state at all time
steps based on the current approximation of the previous state:
Iterate k = 0, 1, . . . :
For i = 1, . . . ,N : yik+1 = G(y
i
k, y
i−1
k+1, u)
(5.4)
with initial values y0k B y
0 ∀k ∈ N. In contrast to (5.3), where iterations are performed at each
time step to reach the converged states yi one after another, a complete trajectory of the unsteady
approximation y = (y1, . . . , yN) is updated within one k-iteration in the One-shot framework
(5.4). The update can be formulated defining the mapping H : YN × U → YN
H(y, u) :=

G(y1, y0, u)
G(y2,G(y1, y0, u), u)
...
G(yN ,G(yN−1,G(yN−2, . . . ,G(y1, y0, u), u) . . . , u), u)
 (5.5)
which is a space-time fixed-point solver for the unsteady PDEs.
Proposition 5.1 (Contractivity of H). For a fixed design u ∈ U, the iteration
yk+1 = H(yk, u) (5.6)
where H : YN × U → YN is defined in (5.5), converges locally to the fixed point y = H(y, u).
Further, H is contractive in a neighborhood of y with∥∥∥∂yH(y, u)∥∥∥H ≤ ρ < 1 (5.7)
in a suitable norm ‖ · ‖H .
Proof. If yi = G(yi, yi−1, u) are the fixed points of G computed by (5.3), then y = (y1, . . . , yN) ∈
YN is a fixed point of H by construction. The partial derivatives of H are given by(
∂H(y, u)
∂y
)
i, j
=

0 : j > i
∂yiGi : j = i
∂2Gi · ∂2Gi−1 · · · ∂2G j+1 · ∂1G j : j < i
(5.8)
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where Gi := G(yi, yi−1, u) and ∂m denotes partial derivatives with respect to the m-th argument
with m ∈ {1, 2}. Thus, diagonal blocks of the Jacobian matrix of H(y, u) coincide with the
derivatives of G with respect to its first argument:
∂H(y, u)
∂y
=

∂1G(y1, y0, u) 0 0
∗ . . . 0
∗ ∗ ∂1G(yN , yN−1, u)
 . (5.9)
Using Assumption 4.1 on the contractivity of G, the spectral radius of the Jacobian is bounded by
spr
(
∂H(y, u)
∂y
)
= max
i∈{1,...,N}
spr
(
∂1G(yi, yi−1, u)
)
≤ ρ < 1. (5.10)
It follows from Ostrowski’s theorem, that the iteration yk+1 = H(yk, u) converges locally to the
fixed point y = H(y, u) [101]. Furthermore, since for all  > 0 there exists a norm ‖ · ‖ such that
spr
(
∂yH(y, u)
)
≤ ‖∂yH(y, u)‖ ≤ spr
(
∂yH(y, u)
)
+ , it follows that∥∥∥∥∥∂H(y, u)∂y
∥∥∥∥∥

≤ ρ +  < 1 (5.11)
for  small enough. Thus, H is contractive in a neighborhood of y with respect to a suitable
norm. 
Utilizing H, the constraint of optimization problem (5.1) can be rewritten in terms of the fixed
point equation as
min
y,u
J(y, u) s.t. y = H(y, u). (5.12)
This has the same structure as the optimization problem that is solved by the One-shot method in
Chapter 3. Hence, by considering the state variable as an element from the product space YN
and reducing the time-marching scheme into a fixed-point solver for that state, the requirements
of the One-shot method are matched. Defining the associated Lagrange function L(y, y¯, u) B
J(y, u) + y¯T (H(y, u) − y) with adjoint variable y¯ =
(
y¯1, . . . , y¯N
)
∈ YN , the unsteady One-shot
iteration is given by
yk+1 = H(yk, uk) (5.13a)
y¯k+1 = ∇yJ(yk, uk) + ∂yH(yk, uk)T y¯k (5.13b)
uk+1 = uk − B−1k
(
∇uJ(yk, uk) + ∂uH(yk, uk)T y¯k
)
. (5.13c)
Since H is contractive, the theory for converging the state and adjoint variables in a piggyback
iteration as well as finding a preconditioner Bk, which ensures convergence of the One-shot
method, also applies for the unsteady One-shot iteration (5.13). The primal update (5.13a) now
involves a loop over the entire time domain, updating each state variable yik by performing one
iteration of the fixed-point solver G. Consequently, the resulting adjoint updates (5.13b) also
involve a time loop running now backwards from tN to t1 updating the adjoint variables with
For i = N, . . . , 1 : y¯ik+1 = ∇yJ(yk, uk) +
(
∂yiG
i
k
)
y¯ik +
(
∂yiG
i+1
k
)T
y¯i+1k+1 (5.14)
35
5. Unsteady One-shot Optimization with Time-Marching Schemes
performing on update at each time step. Similar to the primal reduced time-marching scheme, the
adjoint updates can be obtained by reducing the number of inner iterations of an existing adjoint
time-marching scheme. If an adjoint time-marching scheme is not already provided, the reverse
mode of AD can be applied to one primal iteration and evaluating the objective function, in order
to generate the adjoint updates (compare Section 2.2). AD then also provides an evaluation of
the reduced gradient for the update in (5.13c).
The above presentation corresponds to the single-step One-shot method, where only one step
of the primal iteration is employed in each outer optimization cycle. Similar to Section 3.4, a
multi-step variant can be set up by performing s > 1 primal and adjoint iterations before each
design update. In practical applications, it can be beneficial to use a higher s at the beginning of
the One-shot iteration for the sake of stability and decrease it as optimality is approached and
design changes become smaller.
5.2. Numerical results: unsteady One-shot optimization with
URANS equations
This section demonstrates the implementation of the above methodology using a highly developed,
industry-relevant CFD solver. The flow solver is enhanced by adjoint and design updates and the
resulting unsteady One-shot method is applied to an optimal active flow control problem for flow
around a circular cylinder.
5.2.1. Problem setup
The test case considers unsteady flow around a two-dimensional cylinder where pulsed actuation
is applied in order to reduce vorticity in the wake of the cylinder. This setup serves as a prototype
for active flow control of separated flow behind bluff bodies, as for example flow over the flap of
an airfoil in take-off or landing conditions.
The unsteady dynamics around the cylinder are governed by the incompressible unsteady
Reynolds-averaged Navier-Stokes equations (URANS) (see, e.g., [124, 114]) using a Reynolds-
number of Re = 100. For Reynolds-numbers in the range of 50–160, the un-actuated flow forms
a repeating pattern of vortices that shed from alternating sides of the cylinder, known as the
Kármán vortex street (compare [132]). A snapshot of the un-actuated flow is visualizes in Figure
5.3.
In order to reduce vorticity, 15 actuation slits are equally distributed along 75% of the cylinder
surface. At each slit, pulsed blowing or suction is applied according to
al(t) = ul
(
cos(90◦ − θ)
sin(90◦ − θ)
)
sin (2pi f t) − ul for l = 1, . . . , 15 (5.15)
where θ denotes the slit angle so that the actuation is applied orthogonal to the cylinder surface
and f = 0.1 1s is the frequency of the periodic actuation. The optimization objective is to find
optimal actuation amplitudes u = (u1, . . . , u15) that reduce the time-averaged drag coefficient
of the cylinder. The drag coefficient, denoted by Cd, is a dimensionless integral quantity of
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the pressure distribution along the cylinder surface (see, e.g., [41, 8]). In discrete form, the
time-averaging objective function for the time interval [0,T ] is given by
J(y, u) =
1
N
N∑
i=1
Cd(yi, u) (5.16)
where yi denotes the discrete state vector that describes the fluid motion (velocity, pressure,
etc.) in the two-dimensional domain. The objective function covers N = 500 time steps with
N = T/∆t and ∆t = 0.04s, which was observed to be long enough to reflect the long-time
averaged dynamics.
5.2.2. Primal flow computation with the flow solver ELAN
The governing URANS equations are solved with the flow solver ELAN [133], which has
been developed at TU Berlin and has matured to a sophisticated multi-purpose CFD simulation
code (see, e.g., [31, 58, 74]). ELAN is a block-structured finite volume solver which employs
the implicit BDF-2 scheme for discretizing the transient term of the URANS equations. It is
fully implicit and of second order accuracy in space and time. The nonlinear equations at each
time step are solved using a SIMPLE scheme variant (see, e.g., [41]), which is a widely used
numerical method for solving pressure-linked equations. In that scheme, pressure correction steps
to the velocities are performed iteratively until a pseudo steady state at that time step is reached.
The main computational effort of the flow solver is contained inside these pressure-correction
iterations while an outer time loop shifts the computed pseudo steady states forward in time. The
time-marching scheme for solving the URANS equations with ELAN can therefore be written as
For i = 1, . . . ,N : (5.17)
Iterate k = 1, 2, · · · : yik+1 = G(yik, yi−1, yi−2, u) (5.18)
where fixed-point iterator G is identified with one step of the SIMPLE iteration and yi−1, yi−2 are
the converged states at two previous time-steps.
5.2.3. Implementation of the unsteady One-shot iteration
In order to prepare for One-shot optimization, the maximum number of iterations at each time
step is reduced to one. Instead of converging to full accuracy as in (5.18), the space-time iterator
H performs a loop over the entire time domain performing one SIMPLE update at each time
step:
For i = 1, . . . ,N : yik+1 = G(y
i
k, y
i−1
k+1, y
i−2
k+1, u). (5.19)
The corresponding adjoint iteration moves backwards over time domain, collecting sensitivity
information from each time step:
For i = 1, . . . ,N : y¯ik+1 =
1
N
∇yiCid,k +
(
∂yiG
i
k
)T
y¯ik +
(
∂yiG
i+1
k
)T
y¯i+1k+1 +
(
∂yiG
i+2
)T
y¯i+2k+1 (5.20)
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Figure 5.1.: Optimization history of One-shot iterations solving URANS equations (Re =
100,N = 500,∆t = 0.04)
with y¯N+1k = y¯
N+2
k = 0∀k. The partial derivative of the drag coefficient as well as the matrix-
vector products of partial derivatives of G with the adjoint variables are generated with the AD
tool Tapenade [122]. Applying the reverse mode of Tapenade to one primal SIMPLE iteration
as well as evaluating the drag coefficient yields the desired partial derivatives and provides the
evaluation of the reduced gradient.
The unsteady One-shot iteration can then readily be set up by employing an outer k-iteration
which combines primal updates from (5.19) with adjoint updates from (5.20) and design updates
that utilize the reduced gradient. In the current implementation, the multi-step One-shot variant
using s = 6 primal and adjoint steps in each iteration is employed since this was observed
to stabilize the resulting One-shot iteration. The design space preconditioner Bk is therefore
approximated using BFGS updates based on the reduced gradient.
5.2.4. Optimization results
Figure 5.1 visualizes the optimization history of the One-shot method. The discrete L2-norm
of the primal and adjoint residuals, which are computed from ‖yk+1 − yk‖2 and ‖y¯k+1 − y¯k‖2, are
reduced simultaneously with the L2-norm of the reduced gradient indicating that the unsteady
One-shot method has been applied successfully. The optimization iterations stop when the norm
of the reduced gradient as well as the primal and adjoint residuals drop below 10−4. At that point,
the objective function has already leveled out at about 0.83.
The instantaneous drag coefficient of the cylinder using the optimized actuation parameters as
well as the un-actuated case is plotted in Figure 5.2. While the optimized drag coefficient exhibits
more fluctuation over time, its time-average yields a reduction of about 30% when compared to
the un-actuated average drag. The fluctuations can be explained from the resulting optimized
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Figure 5.2.: Drag coefficient over time using optimized actuation and without actuation.
dynamics as shown in the snapshot of Figure 5.3. While the typical Kármán vortex street
with periodic, asymmetric vortex shedding is clearly visible in the un-actuated case (top), the
optimized actuation synchronizes the dynamics behind the cylinder such that two counterrotating,
symmetric vortices periodically shed into the far wake. A snapshot of the optimized actuation
at the cylinder boundary is visualized in Figure 5.4. Negative amplitudes result in sinusoidal
suction on the top and bottom of the cylinder. The positive amplitudes on the back of the cylinder
correspond to pulsed blowing such that the vortices are pushed downstream.
5.2.5. Comparison with unsteady reduced-space optimization
In order to quantify the efficiency of the unsteady One-shot optimization in this test case, a
reduced-space optimization method has been implemented for comparison. The reduced-space
method fully resolves the unsteady primal and adjoint dynamics in each optimization cycle by
performing a forward time-marching sweep with the original ELAN solver and a corresponding
backward-in-time loop for solving the adjoint equation. To this end, the SIMPLE iterations at
each time step of the ELAN solver converge up to a residual drop of 5 orders of magnitude
which takes on average 23 iterations at each time step. The adjoint time-marching solver has
been generated with the reverse mode of Tapenade [122] while the inner SIMPLE iterations are
differentiated using the two-phase reverse-accumulation approach as in [33]. The design space
preconditioner of the reduced-space optimization is computed from BFGS updates based on the
reduced gradient. The reduced-space optimization algorithm stops when the norm of the reduced
gradient drops below 10−4 such that the same accuracy can be achieved as with the One-shot
optimization. Table 5.1 compares the runtime of the One-shot and the reduced-space optimization
method running on a 2.6GHz Intel machine. It is observed that the One-shot optimization method
is almost 3 times faster than the reduced-space optimization.
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Figure 5.3.: Snapshots of the pressure distribution around the cylinder without actuation (top)
and using optimized actuation parameters (bottom).
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Figure 5.4.: Snapshot of the optimized actuation.
Table 5.1.: Runtime and speedup for the unsteady One-shot method compared to reduced-space
optimization.
Optimization Iterations
iterations per time step Runtime Speedup
reduced-space optim. 88 23 501min 25s 1.0
One-shot optim. 115 6 175min 3s 2.86
5.3. Improving primal convergence with adaptive time scales
The bounded retardation property of the One-shot method suggests that the number of iterations
needed for optimization is only a small factor of the number of iterations that are needed for a
pure simulation with the underlying fixed-point solver. It is therefore crucial to further investigate
into the performance of the fixed-point solver H.
The fixed-point iterator, which is defined in (5.4), performs one step of the inner update function
G at each time step. Due to the inexact approximation of states at previous time steps yi−1k , the
update for a certain time yik+1 is contaminated by this error. This is also reflected in the lower
triangular structure of the Jacobian of H. The errors are propagated through the entire time
domain and accumulate until the last time step is reached.
5.3.1. Time dilation of intermediate trajectories
To investigate the error propagation numerically, a simpler model problem is considered, namely
the Van-der-Pol oscillator. The Van-der-Pol system is a nonlinear oscillator where a damping
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Figure 5.5.: Solution of the Van-der-Pol oscillator in phase-space for u = 2.
factor u > 0 controls the magnitude of the nonlinear term. It can be written as a system of two
first order ODEs (
∂tz(t)
∂tw(t)
)
=
 w(t)−z(t) + u (1 − z(t)2) w(t)
 ∀t ∈ (0,T ) (5.21)
where z and w denote the position and the velocity of the oscillator, respectively, with initial
condition z(0) = w(0) = 1. Figure 5.5 shows the solution of the Van-der-Pol oscillator in
phase-space for u = 2.
To resemble the situation where the user is provided with an implicit time-marching simulation
code, the Van-der-Pol system is discretized with the implicit Backward-Euler method while the
resulting nonlinear equations at each time step are solved iteratively with a damped Newton
method. According to Section 5.1, the fixed-point iterator H is then set up to converge the state
variables yi B (zi,wi) ∈ R2 simultaneously for all time steps t1, . . . , tN performing one step of
the damped Newton solver at each time step. A fixed final time tN = 50 is chosen while the
number of time steps N and the time step size ∆t vary in order to test various problem sizes with
N = 1000, 2000, 4000 and ∆t = 0.05, 0.025, 0.0125 respectively.
Solving the Van-der-Pol equation with the reduced time-marching scheme H, the discrete L2-
norm of the primal residuals ‖H(yk, u) − yk‖2 are plotted in Figure 5.6 for each k. It is visible
that the primal variables converge at the expected linear convergence rate only after a certain
initial phase of stagnating residual magnitudes. This phase enlarges (it roughly doubles) when
increasing the problem size by a factor of 2. This suggests, that the number of iterations that
are needed to converge to a certain tolerance scales with the time domain resolution. The
w-component of the Van-der-Pol oscillator is plotted in Figure 5.7 for 5 intermediate primal
iterations and for the solution. While the magnitudes of all trajectories follow a similar trajectory,
it can be seen from the spanning bandwidth that the first few trajectories exhibit an artificial
time dilation compared to the final solution. The corresponding residuals at each time step
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Figure 5.6.: Norm of primal residual while solving Van-der-Pol oscillator with the fixed-point
iterator H for varying problem sizes with fixed tN = 50.
‖G(yik, yi−1k+1, u) − yik‖2, are plotted in Figure 5.8. While the residuals decreases rapidly for time
steps that are close to zero, the magnitude of the residuals at increasing times stays almost
unchanged during the first iterations.
5.3.2. Efficiency bound for long time domains
The diagonal structure of the residuals over time as observed in Figure 5.8 suggests that an
increase in the time domain length, i.e. keeping ∆t fixed while increasing N, results in an increase
in the number K of iterations that are needed for convergence. Even if this is somewhat naturally
expected from the additional physics that need to be accounted for, it poses a major burden for
the efficiency of the proposed One-shot method since each application of H involves a loop
over the entire time domain applying one step of the fixed-point solver G at each time step.
A proportional correlation of N and K therefore implies that the total number of applications
of G until primal convergence has been reached scales with O(N2). The proposed One-shot
optimization using the iterator H will hence lack efficiency if the time domain is long, such that
a conventional optimization method, which scales with O(N), will eventually outperform the
simultaneous One-shot optimization method.
5.3.3. Adaptive time scaling
The spanning bandwidth of intermediate trajectories in Figure 5.7 indicates, that the dominant
error contribution occurs in the direction of time while the error in the amplitudes are rather
marginal. To reduce this numerical time dilation, an adaptive time scaling approach is applied to
improve the primal convergence. After each primal update, a trajectory yk is assigned to a scaled
time t˜ such that the new trajectory is in phase with the final solution. More precisely, the new
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Figure 5.7.: Intermediate trajectories of the Van-der-Pol oscillator at 5 different iterations with
the fixed-point solver H and final solution (N = 1000).
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Figure 5.8.: Primal residuals at each time step for 6 different iterations solving Van-der-Pol
oscillator with the fixed-point solver H (N = 1000).
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trajectory y˜k is defined to be an approximation of the solution at a scaled time:
y˜ik B y(t˜i) ∀1, . . . ,N (5.22)
where the scaled time t˜i minimizes the discrete residual equation:
t˜i B arg min
t˜i
∥∥∥∥∥∥∥y
i
k − yi−1k
t˜i − ti−1 − fh(y
i
k, u)
∥∥∥∥∥∥∥
2
∀i = 1, . . . ,N. (5.23)
Here, fh denotes the discrete right hand side of the ODE system. The global minimizer of (5.23)
is given by
t˜i = ti−1 +
(
yik − yi−1k
)T
fh(yik, u)∥∥∥ fh(yik, u)∥∥∥22 . (5.24)
In this adaptive time scaling approach, the time parametrization is rescaled after each state update
in such a way, that the new trajectory is in phase with the physical solution. Since the error
component that points in the direction of time is minimized, the time dilation effect vanishes.
This corresponds to an orthogonal projection of the discrete residual equation onto the tangential
space of the trajectory. The convergence of the primal iteration including adaptive time scales is
guaranteed by ∥∥∥y˜k − y∗∥∥∥ ≤ ∥∥∥yk − y∗∥∥∥ (5.25)
=
∥∥∥H(yk−1, u) − y∗∥∥∥ k→∞−→ 0 (5.26)
for any design u ∈ U and fixed point y∗ = H(y∗, u).
Since this approach minimizes the error in tangential directions, error contributions in the
amplitudes are not affected. It is therefore expected, that the time scaling approach will rather
be effective for time-periodic applications. The following two applications will confirm this
assumption.
Adaptive time scaling for the Van-der-Pol oscillator
The effect of the adaptive time scaling approach applied to the model problem is visualized in
Figure 5.9 which again shows the w-component of the Van-der-Pol oscillator for 5 intermediate
iterations. In contrast to Figure 5.7, where the spanning bandwidth of intermediate trajectories
indicate the numerical time dilation, the time-scaled trajectories now are all in phase with the
physical solution. The corresponding residuals of the state variable for each time step are plotted
in Figure 5.10. The residuals drop constantly over the entire time domain which indicates that the
dependency of the number of iterations for convergence on N, as observed from the diagonal lines
in Figure 5.8, has vanished. This is also reflected in Figure 5.11 which plots the discrete L2-norm
of the primal residuals during H-iterations including adaptive time scales for various problem
sizes. The initial phase of slow convergence has vanished completely and a fast convergence
independent of N is achieved. Adapting the time scale after each iteration dramatically improves
the performance of the primal fixed-point iteration in this test case.
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Figure 5.9.: Intermediate trajectories of the Van-der-Pol oscillator at 5 different iterations includ-
ing time scaling approach and final solution (N = 1000).
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Figure 5.10.: Primal residuals at each time step for 6 different iterations solving Van-der-Pol
oscillator with H including time scaling approach (N = 1000).
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Figure 5.11.: Norm of primal residual solving Van-der-Pol oscillator with the fixed-point solver
H including adaptive time scaling approach for varying problem sizes with fixed tN = 50.
Adaptive time scaling for advection-diffusion equation
In order to take a step closer to the Navier-Stokes equations, a one-dimensional advection-
dominanted flow with periodic boundary conditions is considered as a second test case
∂tv(t, x) + a∂xv(t, x) − µ∂xxv(t, x) = 0 ∀ x ∈ (0, 1), t ∈ (0,T )
v(t, 0) = v(t, 1) ∀ t ∈ (0,T )
v(0, x) = h(x) ∀ x ∈ [0, 1]
(5.27)
using an advection parameter of a = 1 and a small diffusion term with µ = 10−5. The initial
condition is fixed being h(x) = sin(2pix). Again, to resemble the scenario of an implicit time-
marching simulation code, the Backward-Euler method is chosen for discretizing in the time
dimension and a Quasi-Newton iteration is applied at each time step to solve the implicit
equations while central finite differences approximate the spacial derivative terms. The iteration
function H then loops over the time domain performing one update of the Quasi-Newton solver
at each time step.
Similar to the previous test case, Figure 5.12 shows 5 intermediate trajectories evaluated at
x = 0.5 while solving the advection-diffusion equation with the fixed-point iterator H for
N = 2500 time steps using ∆t = 0.01. The numerical time dilation is obvious (top) and enlarges
with time, as observed in the previous test case. Applying the time scaling approach (bottom)
removes the time dilation such that all intermediate trajectories are in phase with the physical
solution. However, the dependence on the number of time steps is still visible from Figure 5.13
which shows the corresponding primal residuals at each time step. Even if the adaptive time
scaling approach speeds up the convergence by reducing the residual by two orders of magnitude
for all time steps after the first iteration, the diagonal structure of the following residuals remains
visible. Taking a closer look into the tip of the oscillation in Figure 5.14 shows that even if the
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intermediate trajectories are in phase with the physical solution, the difference in the amplitude
is still visible and needs further improvement. Thus, more iterations are needed to further reduce
the error in the amplitude.
In this test case, applying the time scaling approach still yields an improvement for the primal
iteration, but the independence of the number of iterations needed for convergence from the
number of time steps, as it was observed in the previous test case, has not been recovered for the
advection-driven test case.
5.4. Discussion
Numerical results from the previous section indicate, that an unsteady One-shot optimization
with reduced time-marching schemes is feasible only if the time domain is rather small. However,
a general rule on the maximum number of time steps for which the proposed One-shot method
yields speedup over a classical reduced-space method can not be given as it depends on the
particular application at hand (e.g. the choice of G and its contractivity rate, the number of steps
in a multi-step One-shot method, the preconditioner Bk and the number of iterations needed for
reduced-space optimization).
Nevertheless, application of the unsteady One-shot method to an optimal flow control problem
with the industry standard flow solver ELAN in Section 5.2 indicates that speedup over conven-
tional reduced-space optimization can indeed be achieved with relatively little modifications to
the code.
Enhancing a standard simulation code for One-shot optimization involves only minor changes to
existing time-marching schemes. First, the number of inner iterations at each time step needs
to be controlled. This is typically attained through a change in the user’s configuration options.
Second, and much more substantial: The current intermediate trajectory yk needs to be stored
such that it can be improved upon in the next One-shot iteration. This increases the memory
demand of the primal simulation code significantly and might be a burden for long time domain.
Nevertheless, the same data is needed for the adjoint backwards time-marching scheme in any
adjoint-based optimization method. The overall memory requirements for One-shot optimization
is therefore similar to that of a reduced-space optimization cycle. Checkpointing strategies for
storing only some of the intermediate time steps as introduced in Section 4.4 can be a remedy if
memory resources are exceeded.
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Figure 5.12.: State of the advection-diffusion equation at x = 0.5 for 6 intermediate iterations
without (top) and with (bottom) time scaling approach.
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Figure 5.13.: Primal residuals over time for 6 intermediate iterations while solving the advection-
diffusion equation without (top) and with time scaling approach (bottom).
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Figure 5.14.: Zoom into the state of the advection-diffusion equation at x = 0.5 for 6 intermediate
iterations with time scaling approach.
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Chapter 6.
Parallel-in-Time One-shot
Optimization
This chapter presents an approach to parallelize the simultaneous One-shot optimization method
for unsteady PDEs by distributing computational workload onto multiple processors along the
time domain. Enhancing the multigrid-in-time software library XBraid [2] by an adjoint and a
design update enables fast and scalable simultaneous optimization on multiple processors.
Section 6.1 introduces the iterative XBraid algorithm which provides a non-intrusive time-
parallelization for existing (time-serial) time-marching schemes. Adopting techniques from
Automatic Differentiation (AD), a consistent and non-intrusive adjoint solver for computing
sensitivities is developed in Section 6.2, which runs backwards through the primal XBraid
actions and accumulates gradient information parallel-in-time. Its integration into a simultaneous
parallel-in-time One-shot algorithm is subject of Section 6.3. Numerical results in Section 6.4
show enormous potential for speeding up the computational time for unsteady PDE-constrained
optimization.1
6.1. Parallel multigrid in time with non-intrusive XBraid
XBraid is a open source software library that provides a non-intrusive approach for simulating
unsteady dynamics on multiple processors while parallelizing not only in space but also in the
time domain. It applies an iterative multigrid reduction in time method (MGRIT) to existing time-
marching simulation codes and computes the unsteady solution parallel-in-time. A linear MGRIT
implementation has been first presented in [40] while the extension to nonlinear systems in [38]
is based on the full approximation scheme (FAS). More recent developments and improvements
on the MGRIT scheme are described in [39]. [37] presents a good overview and classification to
other space-time multigrid methods. In particular, in its two-level variant, MGRIT is equivalent
to the “parareal” algorithm [43]. The multilevel distinction, however, is important because it
allows for optimal parallel communication behavior as opposed to a two-level scheme where the
size of the coarse level limits concurrency.
The nonlinear FAS scheme is introduced in Section 6.1.1 for general nonlinear systems of
equations before its application to existing time-marching schemes solving unsteady PDEs is
1Parts of this chapter have been published in [59]
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explained in detail in Section 6.1.2. The user interface for XBraid is then presented in Section
6.1.3.
6.1.1. Nonlinear multigrid using Full Approximation Scheme (FAS)
Similar to linear multigrid methods, the nonlinear Full Approximation Scheme (FAS) performs
coarse-grid error corrections to fine-grid approximations of the solution. The idea is based on the
fact that low frequencies of the error are smoothed out much faster on coarser grids. A general
introduction to linear and nonlinear multigrid methods can be found in [29].
Let A(y) = g be a general nonlinear system of equations that needs to be solved for y ∈ RM
where A : RM → RM and g ∈ RM . Multigrid methods first compute an approximation v ∈ RM on
the given fine grid, for example by applying a few iterations of a Newton-type solver. This step
is often referred to as “relaxation” since it is supposed to smooth out high-frequency components
of the error. The residual r ∈ RM is then given by
r B g − A(v) = A(y) − A(v) (6.1)
= A(v + e) − A(v) (6.2)
where y = v + e with e ∈ RM being the current error. If A was linear, the above residual equation
would reduce to Ae = r and could be solved for the error e directly. However in the nonlinear
case, the equation
A(x) = A(v) + r (6.3)
is to be solved for x before the error can be extracted from e = x − v. In a multigrid setting,
this residual equation is solved on a coarser grid such that a coarse-grid error approximation is
available at low computational costs. This error approximation is then used to correct the current
approximation v on the fine grid and thereby speed up the overall error reduction.
In order to set up the coarse-grid residual equation, the residual r as well as the current approx-
imation v are restricted to a coarser grid, for example by choosing every m − th entry which
results in rc, vc ∈ RMc where Mc = Mm . The subscript “c” refers to “coarse” indicating variables
in RMc . The coarse-grid residual equation for xc ∈ RMc reads
Ac(xc) = Ac(vc) + rc (6.4)
from which the coarse-grid error approximation is extracted with ec = xc − vc. Here, Ac : RMc →
RMc denotes an operator that approximates A on the coarse grid. Choosing an interpolation
operator P : RMc → RM that moves variables from the coarse to the fine grid, the fine-grid
approximation v ∈ RM is corrected with v = v + Pec. While this describes the two-level variant
of the FAS scheme, multi-level algorithms can be derived by recursively applying FAS to solve
the coarse-grid residual equation (6.4).
Obviously, choices need to be made for the restriction and interpolation operators that move
variables between the fine and the coarse grid levels as well as for the relaxation method on
each grid level. Further, the coarse-grid operator Ac needs to be specified to uniquely define
the nonlinear multigrid scheme. The following subsection will define those for the MGRIT
algorithm which applies the FAS multigrid framework to the time domain of existing unsteady
simulation tools.
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6.1.2. Multigrid reduction in time for time-marching schemes
MGRIT applies the nonlinear multigrid FAS as described above to the time domain of unsteady
PDE solvers. It is non-intrusive to existing time-marching schemes by treating the time stepping
operation, which moves a state variable from one time step to the next, in a black box fashion.
To describe MGRIT, let this time-stepping operation be denoted by
yi = Φ(yi−1, u) (6.5)
where the time stepper Φ : Y × U → Y is assumed to compute the state yi at time ti from the
state yi−1 at the previous time step ti−1 and the design variable u. Since taking one time step
involves computing a fixed-point solution iteratively as described in Section 4.2, Φ performs
these iterations as defined in (4.4) until a good approximation yi is available, such that
yi = G(yi, yi−1, u) ⇔ yi = Φ(yi−1, u). (6.6)
Application to multi-step time-marching schemes which involve more than one previous time
step can be found in [37] which is based on a reformulation into a block one-step scheme.
MGRIT applies the iterative multigrid FAS to the nonlinear system of unsteady PDEs written in
terms of the time-stepper:
A(y, u) B

y1 − Φ(y0, u)
...
yN − Φ(yN−1, u)
 =

0
0
...
0
 (6.7)
with y =
(
y1, . . . , yN
)
∈ YN , using the initial condition y0.
For the given time discretization 0 = t0 < · · · < tN = T with spacing ∆t = T/N, a hierarchy of
time-grid levels is defined by choosing a coarsening factor m > 1 and assigning every m − th
time point to the next coarser time-grid with tic = i∆tc using ∆tc B m∆t for i = 0, . . . ,Nc and
Nc = N/m. An example for two grid levels with m = 3 with visualized in Figure 6.1.
∆t
∆tc = m∆t
t0 t1 t2 t3 . . . tN
t0c t
1
c . . . t
Nc
c
fine grid
coarse grid
Figure 6.1.: Fine and coarse time-grids with coarsening factor m = 3.
To transfer variables from the fine to the coarse time-grid, every m-th component of a fine time-
grid state y =
(
y1, . . . , yN
)
∈ YN is assigned to the coarse grid giving yc =
(
ym, . . . , yNcm
)
∈ YNc .
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Consequently, the corresponding coarse-grid operator Ac : YNc × U → YNc is defined as
Ac(yc, u) B

y1c − Φc(y0c , u)
...
yNcc − Φc(yNc−1c , u)
 (6.8)
where the coarse-grid time-stepper Φc : Y × U → Y propagates a state vector forward on the
coarse time-grid. An obvious choice for Φc is to apply the same step function Φ as on the fine
time-grid but use a bigger time step ∆tc = m∆t as visualized in Figure 6.2.
Φc Φc Φc Φc
t0c t
1
c . . . t
Nc
c
Figure 6.2.: Coarse grid time-stepper for m = 3.
To transfer a coarse time-grid variable yc back to the fine grid, “ideal” interpolation is performed
and denoted by P : YNc → YN . This injects the coarse-grid state variables at every m-th point
of the fine grid and then propagates the new values through the corresponding fine-grid time
intervals (tim, t(i+1)m) using the fine-grid time-stepper Φ.
The relaxation method that MGRIT proposes is called “FCF”-relaxation which refers to succes-
sive three steps: F-relaxation, followed by C-relaxation, followed again by F-relaxation. Here,
F-relaxation updates points on the fine grid by propagating the coarse-grid value yic at t
i
c through
the corresponding time interval (tic, t
i+1
c ), excluding t
i+1
c . C-relaxation refers to an update of the
coarse time points by applying Φ to the closest neighboring fine point, i.e. yic = Φ(y
im−1, u).
Figure 6.3 visualizes F- and C-relaxation.
F-relaxation
Φ Φ Φ Φ Φ Φ Φ Φ
C-relaxation
Φ Φ Φ Φ
Figure 6.3.: F-relaxation and C-relaxation for m = 3.
Algorithm 6.1 describes one iteration of the MGRIT implementation in XBraid using “FCF”-
relaxation together ideal interpolation for two time-grid levels. A multi-level version can be
achieved by recursively applying FAS for solving the coarse-grid residual equation in Step 3 of
the algorithm. Standard multigrid cycling strategies, e.g., V-cycles and F-cycles (see [123]), can
then be applied.
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Algorithm 6.1 One MGRIT iteration
Input: y ∈ YN , u
Output: y ∈ YN
1: Relax A(y, u) = 0 on the fine grid using FCF-relaxation
2: Restrict the residual r and the current approximation y to the coarse grid:
ric = Φ(y
mi−1, u) − ymi, yic = ymi for i = 1, . . . ,Nc and y0c = y0
3: Solve the coarse grid residual equation:
Ac(xc, u) = Ac(yc, u) + rc
4: Compute the coarse grid error approximation:
ec = xc − yc
5: Correct the current approximation on the fine grid:
y = y + Pec
On the coarsest time-grid, the residual equation is solved exactly. It corresponds to sequentially
propagating the initial value over the coarse time-grid by applying Φc:
x1c = Φc(x
0
c , u) + y
1
c − Φc(y0c , u) + r1c (6.9)
...
xNcc = Φc(x
Nc−1
c , u) + y
Nc
c − Φc(yNc−1c , u) + rNcc (6.10)
with initial value x0c = y
0. Other operations (as the computationally most expensive F- and
C-relaxation sweeps) are highly parallelizable since each interval is updated independently.
Hence, each time interval (tic, t
i+1
c ) can be owned by a different processor. Concurrency is limited
by the size of the coarse-grid problem, which needs to be solved sequentially. The famous
parallel-in-time algorithm “parareal” [90, 92] can be interpreted as a two-level MGRIT algorithm
using F-relaxation in the first step of Algorithm 6.1 [43]. However, since parareal is restricted to
the two-level approach, it solves a huge coarse grid problem sequentially which limits parallel
efficiency. Choosing FCF-relaxation and recursively by applying the MGRIT algorithm to the
coarse-grid problem enables highly parallel multilevel efficiency.
In each multigrid iteration, “FCF”-relaxation propagates the initial condition y0 forward over
two time intervals. Hence, XBraid terminates with the sequential solution after at latest N/(2m)
iterations. However, in practice the method has proven to converge to some error tolerance in
O(1) iterations, independently of the problem size [40, 39], such that speedup over sequential
time stepping can be achieved from greater concurrency. Since the parallel multigrid cycle adds
an extra amount of computational work (more applications of Φ), this creates a crossover point
for the number of processors that are used for time-parallelization only after which speedup over
sequential time-stepping can be achieved.
Numerical results for linear parabolic problems have shown speedup of MGRIT over sequential
time-stepping of up to a factor of 10, where the crossover point is at about 256 processors in time
[40]. Test cases for a similar nonlinear problem have reached speedup factors of up to 21 when
compared to classical (only spatially parallel) time-marching. [38] presents an application of
MGRIT to the compressible Reynolds-averaged Navier-Stokes equations for laminar unsteady
flow around a cylinder at a Reynoldsnumber of 100. For that test case, MGRIT was able to
achieve a speedup of around 8 when compared to the original time-sequential simulation code
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while the crossover point where MGRIT begins to offer speedup is at around 100 processors for
time-parallelization.
Parallel-in-time fixed-point solver
MGRIT provides a fixed-point iteration for y of the form
for k = 0, 1, . . . : yk+1 = HMGRIT(yk, u) (6.11)
where HMGRIT : YN ×U → YN denotes one iteration of MGRIT as in Algorithm 6.1. It converges
to the same solution as the serial time-stepping scheme such that
y = HMGRIT(y, u) ⇔ yi = Φ(yi−1, u) ∀ i = 1, . . . ,N (6.12)
⇔ yi = G(yi, yi−1, u) ∀ i = 1, . . . ,N (6.13)
holds up to some error tolerance. In [35], bounds on the asymptotic convergence rates are
investigated theoretically for the two-level MGRIT algorithm under mild conditions and are
numerically shown to be sharp when applied to linear parabolic problems. However, convergence
is observed numerically for much more general cases such that nonlinear generalization of the
theory is expected to follow.
6.1.3. The XBraid User Interface
XBraid provides an implementation of the MGRIT algorithm that offers a general user interface
for integrating existing time-marching schemes. Only a small amount of new wrapper code
needs to be generated which then yields the parallel-in-time capability. XBraid is written in C,
but also offers an object oriented C++ as well as a Fortran90 interface. The core user routines
are presented in the following, see [2] and the associated User’s Manual for more details.
To use XBraid, the user needs to provide two data structures: The App structure holds time-
independent information that is needed for performing the simulation such as time-grid definition,
information on the spatial mesh, MPI communicators as well as the design variable u and the
current time-averaged objective function J. On the contrary, the vector structure holds time-
dependent information such as the state yi at one time step. For handling the vector structure,
XBraid needs to be provided with the following wrapper routines:
• my_Step: This function performs a time step as in (6.5). It takes as an input a state vector
at time step i − 1 and advances it to the next time step i. It wraps the user’s existing time
stepping routine and defines Φ, i.e.
yi = Φ(yi−1, u). (6.14)
This function is called on coarse and fine time-grids for large and small time step sizes.
• my_Access: This function is called after each MGRIT iteration to access the state at each
time step and pass information on the instantaneous quantity of interest to the user App:
J +=
1
N
f (yi, u). (6.15)
This function is called individually for each time step on the finest time-grid.
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• my_Sum performs a vector sum of two state vectors:
vi = αyi + βvi (6.16)
for weights α, β ∈ R.
• my_Clone returns a copy of a vector yi, i.e. it returns a new vector vi with
vi = yi. (6.17)
• my_SpatialNorm returns the spatial norm of a vector: ‖yi‖.
• my_BufPack and my_BufUnpack are used for MPI communication. They correspond to
sending and receiving state vectors between different processors.
• my_Init allocates memory and initializes a state vector yi at a given time step i with
default values, e.g. yi = y0.
• my_Free deletes the state vector yi at specified time step i.
6.2. Adjoint XBraid solver
For a given design u ∈ U, the primal XBraid solver determines a global space-time solution
from solving y = HMGRIT(y, u) iteratively and evaluates the objective function J(y, u). In order
to transition from simulation to optimization, the primal XBraid solver needs to be enhanced
with sensitivity computations that quantify the rate of change of the objective function due to
design perturbations. According to Section 2.3.2, this sensitivity is given by the reduced gradient
∇uJ(y, u) + (∂uHMGRIT(y, u))T y¯, (6.18)
where the adjoint variable y¯ ∈ YN is the solution of the adjoint equation
y¯ = ∇yJ(y, u) +
(
∂yHMGRIT(y, u)
)T
y¯. (6.19)
If the primal XBraid solver is contractive, the adjoint equation can be solved in a piggyback
fashion along with the primal iteration (compare Section 3.1.1):
for k = 0, 1, . . . :
yk+1 = HMGRIT(yk, u) (6.20)
y¯k+1 = ∇yJ(yk, u) +
(
∂yHMGRIT(yk, u)
)T
y¯k. (6.21)
In this section, an adjoint XBraid solver is developed, which updates the adjoint variable as in
(6.21) and evaluates the reduced gradient. For current primal and adjoint input variables yk, y¯k, it
returns [
y¯k+1
u¯
]
=
∇yJ(yk, u) + (∂yHMGRIT(yk, u))T y¯k∇uJ(yk, u) + (∂uHMGRIT(yk, u))T y¯k
 (6.22)
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where y¯k+1 is the new adjoint iterate and u¯ holds the current approximation of the reduced
gradient, i.e., the sensitivity of J with respect to u.
Since HMGRIT and J correspond to numerical algorithms, their partial derivatives are interpreted
in the context of algorithmic differentiability with AD (compare Section 2.2): Even if their
algorithmic representations involve non-differentiable statements (such as if-else-statements),
only one sequence of differentiable elemental operations is realized at runtime, which is assumed
to be stable with respect to small input variations.
6.2.1. Action taping and reverse adjoint run
The adjoint XBraid solver is developed by adopting techniques from the reverse mode of AD. As
explained in Section 2.2, the reverse mode of AD computes transposed matrix-vector products of
the output sensitivities with respect to input variables. The matrix-vector products are constructed
by concatenating local sensitivities of elemental operations in a reversed loop.
This methodology is applied to one MGRIT iteration, which computes the output (y, J) =
(H(y, u), J(y, u)) from the input (y, u). One differentiated iteration therefore computes the matrix-
vector product (
y¯
u¯
)
=
∂H∂y ∂H∂u∂J
∂y
∂J
∂u
T ( y¯J¯
)
(6.23)
by concantenating local sensitivities of elemental operations. When choosing the reverse input
(y¯, J¯) = (y¯k, 1), this produces the desired sensitivities as in (6.22) where y¯ holds the adjoint
update and u¯ stores the reduced gradient.
Since one MGRIT iteration computes the output (y, J) solely by calling the user-defined interface
routines, these routines are identified with the elemental operations, denoted by hl. MGRIT
manages the control flow of these actions, i.e., MGRIT dictates the order of calls to hl and
manages the correct input variables. The desired sensitivities can therefore be constructed
by marching backwards through the same control flow in a reverse loop calling differentiated
routines h¯l that evaluate the local sensitivities. Figure 6.4 visualizes one primal and adjoint
MGRIT iteration schematically.
primal MGRIT y, u - hl1 - hl2 - . . . - hlL - y, J
adjoint MGRIT y¯, u¯ ﬀ h¯l1 ﬀ h¯l2 ﬀ . . . ﬀ h¯lL ﬀ y¯, J¯
Figure 6.4.: Schematic presentation of the primal and adjoint MGRIT iteration using the user
defined routines hl and corresponding differentiated routines h¯l.
To accomplish this, the control flow of the user routines hl needs to be memorized during the
execution of one primal MGRIT iteration such that an internal representation of the computational
graph is available. This is achieved using a “last in, first out” data structure, called action tape
which stores information about the performed actions hl. It uses three sub-tapes: one for
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identifying the action itself, one for storing values of the primal input variables that are involved
in the actions and one for identifying the corresponding intermediate adjoint variables that hold
local sensitivities. The latter is achieved by augmenting each primal vector from XBraid’s user
interface with a pointer to a corresponding adjoint variable y¯i, which is of the same type as yi. The
primal actions hl are overloaded in such a way, that they still calculate their primal output but as
a side effect, they record themselves, their arguments and a pointer to the corresponding adjoints
on the action tape. After the execution of a primal MGRIT iteration, the adjoint MGRIT iteration
pops the elements from the action tape and calls the corresponding differentiated action h¯l. The
differentiated actions update the corresponding intermediate adjoint variables and the reduced
gradient with the correct local sensitivity information. Since h¯l are evaluated at intermediate
primal vectors, the memory requirement of the adjoint solver grows linearly with the performed
actions. However, since derivatives of linear actions are constant, only the nonlinear actions need
to store their primal arguments.
6.2.2. Differentiated routines and the adjoint user interface
According to the reverse mode of AD, the differentiated actions h¯l compute transposed matrix-
vector products of the sensitivities of hl multiplied with the intermediate adjoint vectors that
are associated with the arguments of hl. Table 6.1 lists the original interface routines and their
differentiated versions. The differentiated routines perform increments on the intermediate
variables using the “a += b” notation for assigning “a← a + b”, as explained in Section 2.2.2.
Since my_Init and my_Free are only used for primal memory de-/allocation and initialization,
their derivatives are zero and no differentiated versions are required. Instead, memory man-
agement of the intermediate adjoint variables is automated by the use of shared pointers with
reference counting. The current implementation uses the smart pointer class std :: shared_ptr
defined in the C++11 standard library [80]. It counts the number of pointer copies to a specific
object and destroys it automatically as soon as the last reference is removed.
Table 6.1.: Original and differentiated XBraid actions.
Action Original hl Differentiated h¯l
my_Step yi = Φ(yi−1, u) y¯i−1 += (∂yi−1Φ(yi−1, u))T y¯i
u¯ += (∂uΦ(yi−1, u))T y¯i
my_Access f (yi, u) y¯i += (∂yi f (yi, u))T
u¯ += (∂u f (yi, u))T
my_Clone vi = yi y¯i += v¯i
v¯i = 0
my_Sum vi = αyi + βvi y¯i += αv¯i
v¯i = βv¯i
my_BufPack MPI_Send(yi) MPI_Recv(y¯i)
my_BufUnPack MPI_Recv(yi) MPI_Send(y¯i)
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Only two of the user-defined routines hl are nonlinear, namely my_Step and My_Access. They
are the only two routines with non-constant derivatives that contain problem specific functions.
Since all other differentiated actions can be constructed using the primal actions, only the
differentiated versions of these two nonlinear actions need to be provided by the user. The
general adjoint user interface therefore only consists of two additional routines:
• my_Step_adjoint: This function corresponds to taking one adjoint time step backwards
in time. Given a design u, a state vector yi−1 at time step i−1, and an intermediate adjoint
input vector y¯i at time step i, it updates the adjoint variable y¯i−1 at time step i − 1 and the
reduced gradient u¯ according to
y¯i−1 = y¯i−1 +
(
∂yi−1Φ(y
i−1, u)
)T
y¯i (6.24a)
u¯ = u¯ +
(
∂uΦ(yi−1, u)
)T
y¯i. (6.24b)
• my_Access_adjoint updates the intermediate adjoint vector y¯i at time step i and the
reduced gradient u¯ according to the partial derivatives of the instantaneous quantity f
evaluated at a current state vector yi at time step i and design u:
y¯i = y¯i + ∇yi f (yi, u) (6.25a)
u¯ = u¯ + ∇u f (yi, u). (6.25b)
The above adjoint user routines provide a general interface for existing adjoint time-stepping
codes because these propagate the same sensitivities of the time-stepper Φ and f backwards
through the time domain in a time-marching manner (compare Section 4.4). Even though the
adjoint XBraid solver has been derived utilizing techniques from AD, the adjoint user interface
is not restricted to the use of AD for generating the desired derivatives of Φ and f . The adjoint
interface rather enables integration of any standard unsteady adjoint solver into a parallel-in-time
framework.
6.3. Parallel-in-time One-Shot optimization
In the previous two sections, a primal and an adjoint iterative fixed-point solver have been
presented that solve the unsteady PDE and as well as the adjoint equation in parallel along the
time domain. In this section, these iterations are enhance by design updates according to the idea
of simultaneous One-shot optimization.
To this end, the unsteady optimization problem is formulated using the fixed-point equation of
the iterative MGRIT solver:
min
y,u
J(y, u) s.t. y = HMGRIT(y, u). (6.26)
According to Section 3.1, the simultaneous One-shot iteration for solving (6.26) is given by
for k = 0, 1, . . . :
yk+1 = HMGRIT(yk, uk) (6.27a)
y¯k+1 = ∇yJ(yk, uk) +
(
∂yHMGRIT(yk, uk)
)T
y¯k (6.27b)
uk+1 = uk − B−1k
(
∇uJ(yk, uk) +
(
∂uHMGRIT(yk, uk)
)T y¯k) . (6.27c)
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The first two lines (6.27a) and (6.27b) correspond to the piggyback iteration with one primal
and one adjoint MGRIT iteration as presented in the previous section for fixed design u. One
adjoint MGRIT iteration also provides an evaluation of the reduced gradient, stored in u¯, which
is used in (6.27c) to update the current design uk in each optimization iteration. Since HMGRIT is
assumed to be contractive, the theory for choosing a preconditioner Bk that ensures convergence
of the simultaneous One-shot iteration applies here without modifications.
The primal and the adjoint MGRIT updates can be computed in parallel distributing workload
to multiple processors along the time domain. Nevertheless, the three steps of the One-shot
iteration need to be performed consecutively since the objective function, the reduced gradient
and the new design need to be available on all processors after a primal, adjoint and design
update, respectively.
6.4. Numerical results
In this section, the parallel-in-time One-shot optimization is applied to an inverse design problem
with advection-dominated flow. The model problem mimics flow dynamics past cylindrical bluff
bodies. Such flows typically contain two most dynamically important regions, the near wake,
and the far wake [132]. The near wake contains a recirculation region behind the bluff body,
whose shear layers generate a repeating pattern of vortices. These vortices shed into the far wake,
where they advect downstream and slowly dissipate. In the model problem, the near wake is
mimicked by a nonlinear ODE exhibiting self-excited oscillations; the far wake is mimicked
by an advection-diffusion equation, whose upstream boundary condition is determined by the
ODE mimicking the near wake. At relatively low Reynolds numbers between 50 and 160, the
nonlinear dynamics of the near wake are dominated by regular, periodic vortices, which can be
explained by nonlinear limit cycles [88]. In the following, the Van-der-Pol oscillator, a nonlinear
limit cycle ODE, is used to model these near wake oscillations [82]. When the Reynolds number
exceeds a few hundred, the vortices in the near wake become irregular and aperiodic such that
the flow becomes turbulent. The treatment of turbulent flows will be subject of the following
chapter which shows results on a similar advection-dominated flow using a chaotic upstream
boundary term.
6.4.1. Inverse design problem with advection-dominated flow
The modeling equations read
∂tv(t, x) + a∂xv(t, x) − µ∂xxv(t, x) = 0 ∀x ∈ (0, 1), t ∈ (0,T ) (6.28a)
v(t, 0) − µ∂xv(t, 0) = z(t) ∀t ∈ (0,T ) (6.28b)
∂xxv(t, 1) = 0 ∀t ∈ (0,T ) (6.28c)
v(0, x) = 1 ∀x ∈ [0, 1] (6.28d)
where the advection term dominates with a = 1 and a small diffusion term with µ = 10−5 has
been added. The Van-der-Pol oscillator determines the upstream boundary z(t) through(
∂tz(t)
∂tw(t)
)
=
 w(t)−z(t) + u (1 − z(t)2) w(t)
 ∀t ∈ (0,T ) (6.29)
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using the initial condition z(0) = w(0) = 1. The parameter u > 0 influences the nonlinear term in
the Van-der-Pol oscillator and serves as a design variable for the following test cases. A tracking
type objective function is considered in order to minimizes the discrepancy of the space-time
averaged state y(t, x) B (z(t),w(t), v(t, x))T to a prescribed value atarget:
J =
1
2
(
1
T
∫ T
0
‖y(t, ·)‖2 dt − atarget
)2
− γ
2
‖u‖2 (6.30)
where a regularization term has been added with γ > 0. The target value atarget is computed in
advance using a parameter utarget = 3.
6.4.2. Discretization
The time domain is discretized into N time steps with ti = i∆t for i = 1, . . . ,N. A fixed final
time tN = 30 is chosen, using varying N and ∆t in order to set up different problems sizes with
N = 60000, 120000, 240000 and corresponding ∆t = 0.0005, 0.00025, 0.000125, respectively.
The implicit Crank-Nicolson time-marching scheme (see, e.g., [83]) is chosen to approximate the
transient term while the spatial derivatives are approximated with a second order linear upwind
scheme for the advection and central finite differences for the diffusive term (see, e.g., [57]). The
spatial grid is chosen as xl = l∆x, l = 1, . . . , L with ∆x = 0.001, L = 1000.
To solve the resulting nonlinear equations at each time step ti, functional iterations are applied
for yi B (zi,wi, vi1, . . . , v
1
L) ∈ R2+L: z
i
wi
vi

k+1
=
 z
i
wi
vi

k
−
 γzR
i
z
γwRiw
γvRiv

k
(6.31)
where Riz,w,v denote the residuals of the discretized PDE equations and γz = γw = 0.9, γv = 0.5 are
damping coefficients that act as under-relaxation factors to stabilize the iteration. The residuals
Riz,w,v depend on the current approximation at time step t
i, the converged solution at the previous
time step ti−1, the time step size ∆t and the system parameters as follows:(
Riz
Riw
)
k
B
(
zi
wi
)
k
−
(
zi−1
wi−1
)
− ∆t
2
(
f ik + f
i−1) (6.32)
Riv,k B v
i
k − vi−1 −
∆t
2∆x
(
Fvik − zikb + Fvi−1 − zi−1b
)
(6.33)
where f i denotes the right hand side of the Van-der-Pol system evaluated at time step ti and F, b
represent the spatial discretization of the advective and the diffusive term including boundary
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conditions, i.e.
f i B
 wi−zi + u (1 − (zi)2) wi
 (6.34)
F B a

−1
2 −32
−12 2 − 32
. . .
. . .
. . .
− 12 2 − 32

+
µ
∆x

−2 1
1 −2 1
. . .
. . .
. . .
1 −2 1
0 0

(6.35)
b B

a + µ
∆x− a2
0
...
0

. (6.36)
The functional iterations as in (6.31) are wrapped into XBraid’s core user routine my_Step,
which moves a state yi−1 to the next time step yi. The user routine my_Access evaluates the
instantaneous quantity ‖yi‖2 at time step ti. The sensitivities (∂yi−1,ρΦ(yi−1, u))T y¯i and ∇yi,ρ f (yi, u)
that are needed in the adjoint interface routines my_Step_adjoint and my_Access_adjoint
are generated using the AD-Software CoDiPack [1] for differentiating through their correspond-
ing primal routines in reverse mode. The time-grid hierarchy of XBraid uses a coarsening factor
of m = 4. A maximum of three time-grid levels is chosen because adding more levels generates
coarse-grid time step sizes incompatible with the nonlinear time step solver. However, even
with three levels, a reasonable speedup can be achieved which demonstrates the potential of the
proposed method.
6.4.3. Piggyback iteration for the primal and adjoint XBraid solvers
As a first step towards One-shot optimization, the piggyback iteration (6.20) – (6.21) is imple-
mented for a fixed design u = 2. Figure 6.5 shows the relative drop of the primal and adjoint
residuals ‖yk+1 − yk‖2, ‖y¯k+1 − y¯k‖2. As expected, both residuals drop simultaneously while the
adjoint iterates exhibit a certain time lag. After convergence, the resulting reduced gradient
is validated in Table 6.2. It shows good agreement with the gradient computed from finite
differences with a relative error below one percent.
Table 6.2.: Validation of the reduced gradient computed from the adjoint XBraid solver with
finite differences.
N u finite differences adjoint sensitivity rel. error
60000 2 −0.490012383 −0.493351530756 0.68%
120000 2 −0.489994756 −0.492686357735 0.55%
240000 2 −0.489994756 −0.492330504713 0.47%
A weak scaling study for the primal and the adjoint XBraid solver is presented in Table 6.3.
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Figure 6.5.: Relative drop of primal and adjoint residuals during piggyback iteration using the
primal and adjoint XBraid solvers (N = 60000).
When increasing the problem size, the number of iterations needed for convergence remains
constant which demonstrates the typical multigrid convergence. The reported speedups are
computed by dividing the runtime of the primal and adjoint XBraid solver by that of a classical
time-serial primal forward and adjoint backward time-marching scheme, respectively.
Strong scaling results for primal as well as the adjoint runtime are visualized in Figure 6.6.
Even though the adjoint runtimes show an overhead factor of 10 when compared to the primal
ones, the slope of reduction for the adjoint runtimes closely follows that of the primal slope.
This confirms that the adjoint XBraid solver indeed inherits the scaling behavior of the primal
solver which is expected from its AD-based derivation. Since the primal XBraid solver is under
active development (compare [2]), this property is particularly beneficial as improvements on
primal scalability will automatically carry over to the adjoint code. The same data is used
in Figure 6.7 to plot speedup over the time-serial primal and adjoint time-marching schemes.
The parallel-in-time primal and adjoint XBraid solvers are able to achieve speedups of about 6
(primal) and 5 (adjoint) running on 256 processors.
6.4.4. Parallel-in-time One-shot optimization
The parallel-in-time One-shot iteration (6.27) is implemented by integrating design updates into
the piggyback iteration of the previous section. The One-shot optimization algorithm solves
the inverse design problem for minimizing the tracking-type objective function (6.30) where a
target value has been precomputed with utarget = 3. The reduced gradient, which is available after
each adjoint XBraid iteration, is preconditioned with a constant matrix Bk = θI with θ = 0.9 for
updating the design in each One-shot iteration.
Figure 6.8 shows the optimization history for the smallest test case (N = 60000). The reduced
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Figure 6.6.: Scaling of primal (solid lines) and adjoint (dashed lines) XBraid solvers.
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Figure 6.7.: Speedup of primal and adjoint XBraid solver over time-serial forward and backward
time-marching.
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Table 6.3.: Weak scaling study for the primal and adjoint XBraid solver.
Primal
Number of Number of Iterations Runtime Runtime Speedup
time steps Cores XBraid XBraid Serial
60000 64 5 0.49 sec 1.13 sec 2.84
120000 128 4 0.50 sec 2.97 sec 5.97
240000 256 4 0.76 sec 4.81 sec 6.31
Adjoint
Number of Number of Iterations Runtime Runtime Speedup
time steps Cores XBraid XBraid Serial
60000 64 6 6.54 sec 14.49 sec 2.22
120000 128 4 6.12 sec 26.27 sec 4.23
240000 256 4 9.44 sec 49.18 sec 5.21
gradient drops simultaneously with the relative primal and adjoint residuals. A total number of
29 iterations is needed before the stopping criterion on the norm of the reduced gradient of 10−7
is reached. At that point, the primal and adjoint residuals have been reduced sufficiently and the
objective function has leveled out at the order of the relaxation term. As a pure simulation with
XBraid requires 6 primal iterations to reach the same order of accuracy, the number of iterations
for One-shot optimization is only about 5 times higher. This resembles the typical bounded
retardation property for One-shot optimization.
A strong scaling study for the parallel-in-time One-shot optimization is presented in Figure 6.9.
As expected, the scaling behavior of the One-shot optimization closely follows that of the primal
XBraid code, which has been added to this figure for comparison.
In order to investigate the benefits of a parallel-in-time One-shot method, two reduced-space
optimization methods are implemented. The first one is a conventional time-serial reduced-space
optimization algorithm. It employs the time-serial forward and backward time-marching scheme
for the primal and adjoint variables in each iteration of an outer optimization loop. The second
test case replaces the forward and backward time-marching with the time-parallel primal and
adjoint XBraid solvers. However, in contrast to the time-parallel One-shot method, it fully
recovers a primal and adjoint solution after each design update. Both reduced-space approaches
utilize the same matrix Bk = θI, θ = 0.9 for design space preconditioning. The iterations stop
when the reduced gradient is below 10−7.
Table 6.4 compares the runtimes of all the three optimization approaches. The conventional time-
serial optimization serves as a baseline for computing the reported speedups of the time-parallel
methods. It is limited to one processor which creates a situation analogous to the one where a
spatially parallel code has reached its strong scaling limit. Both parallel-in-time optimization
algorithms utilize 256 processors for parallelizing in the time domain. The time-parallel reduced-
space optimization achieves reasonable speedup over the conventional method, which follows
directly from the primal and adjoint speedup. Beyond that, integrating design updates into the
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Figure 6.8.: Optimization history of the parallel-in-time One-shot iteration (N = 60000).
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Figure 6.9.: Strong scaling results for the parallel-in-time One-shot optimization (N = 60000).
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Table 6.4.: Runtime and speedup for the time-parallel One-shot optimization method compared
to time-serial and time-parallel reduced-space optimization methods.
Iterations Cores Runtime Speedup
time-serial reduced-space optim. 22 1 312ec 1.0
parallel-in-time reduced-space optim. 22 256 38sec 8.2
parallel-in-time One-shot optim. 29 256 12sec 24.8
simulation process in a time-parallel One-shot framework yields an additional speedup factor
of 3 over the time-parallel reduced-space method. Compared to the conventional time-serial
optimization, a total speedup of 24.8 is achieved from the parallel-in-time One-shot method. Even
though more iterations are needed for the One-shot method, the runtime is reduced significantly
because each iteration is computationally less expensive.
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Chapter 7.
One-shot Optimization with Chaotic
PDEs
Many optimization problems in aerodynamics involve unsteady dynamics with chaotic behavior.
Important applications are for example the design of flight vehicles in high-lift configurations,
helicopter and turbomachinery components. In these applications, massive flow separation often
generates large scale unsteady turbulent flows. To capture these chaotic physical phenomena,
high-fidelity simulations that resolve both large and small scales are nowadays available, such as
direct numerical simulations (DNS), large-eddy simulations (LES) or detached-eddy simulations
(DES) (see, e.g., [81, 27, 119]). The objective function that is to be minimized is typically
a statistical output of the chaotic dynamics, such as the mean of aerodynamic lift or drag
coefficients.
This chapter provides a framework for integrating simulation codes that solve chaotic dynamics
into a simultaneous One-shot optimization method. Section 7.1 introduces the challenges that
arise when the dynamics exhibit chaotic behavior. A regularization that transforms the chaotic
constraints into a well-posed problem is then the subject of Section 7.2. In Section 7.3, an
iterative solver is presented that solves the new constraints and allows for integration into the
One-shot optimization framework in Section 7.4. Numerical results will be presented in Section
7.5.1
7.1. Challenges for One-shot optimization with chaotic dynamics
Unsteady chaotic dynamics describe phenomena that are very sensitive to parameter perturbations.
Small changes to the design or the initial conditions can result in large changes in the dynamics
at later times. In particular, these changes grow exponentially in time - a phenomenon commonly
known as the “butterfly effect” [91]. An example is given in Figure 7.1, which shows two
trajectories satisfying the chaotic Lorenz system [115] with slightly perturbed parameters using
the same initial condition. While both trajectories are close to each other initially, they eventually
grow apart as time evolves.
As a consequence, the initial value problem that describes the chaotic dynamics is ill-conditioned.
1Parts of this chapter have been published in [62].
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Figure 7.1.: Chaotic dynamics satisfying the Lorenz system for two slightly perturbed parameters.
The condition number can be estimated as
exp
T
τ
(7.1)
where τ is the smallest time scale of the chaotic behavior [16]. This ill-conditioning is a major
burden for efficient integration into a simultaneous One-shot optimization. As simultaneous
optimization methods incorporate design updates already during the primal flow computation,
the optimization method needs to account for the resulting, exponentially growing changes in the
dynamics. It is therefore expected that a simultaneous optimization method scales poorly with
the time domain length.
Another difficulty concerns numerical sensitivity computations for long-time averaged objective
functions that approximate the statistical output quantities. While statistical outputs of chaotic dy-
namics typically respond smoothly to parameter perturbations, numerical methods for computing
these sensitivities often fail. In particular, the unbounded growth of perturbations in the dynamics
can lead to exponential growth of long-time averaged sensitivities, leading to a breakdown of
numerical sensitivity methods, including the adjoint approach (see, e.g., [86, 127, 128, 16]). The
breakdown results from the fact that the derivative and the long-time average do not commute
in the sense that the long-time average of the instantaneous sensitivities does not converge to
the sensitivity of the long-time averaged quantity. An elaborate analysis of the breakdown of
conventional sensitivity methods can also be found in the aforementioned literature and in [18].
In order to overcome these difficulties, the next section introduces a regularization of the chaotic
initial value problem that allows for a reliable sensitivity evaluation and integration into a scalable
One-shot optimization method.
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7.2. Regularization of the initial value problem
In the context of sensitivity analysis, the so-called least square shadowing (LSS) approach is
introduced in [126, 129, 19]. In this approach the chaotic initial value problem is regularized by
relaxing the initial condition. Instead of solving the ill-conditioned initial value problem, the
authors suggest focusing on the governing equations only - regardless of where the trajectories
start. Among all solutions that satisfy the governing equations, a least squares minimization
problem (the LSS problem) filters out one particular solution that is closest to a prescribed
reference, according to some specific distance measure. Adjustments to the initial condition can
therefore compensate for changes in the design parameter.
The original LSS problem is set up on the continuous level in [126, 129, 19]. However, in
order to exploit existing simulation software of time-marching type as introduced in Section 4.1,
this thesis rather pursues a discrete version of the LSS problem using the discrete fixed-point
equations of the time-marching scheme. The discrete LSS problem with fixed-point constraints
reads
min
yi,i=0,...,N
∆ti,i=1,...,N
1
N + 1
N∑
i=0
1
2
∥∥∥yi − yir∥∥∥2 + γN
N∑
i=1
1
2
(
1 − ∆t
i
∆tir
)2
(7.2a)
s.t. yi = G(yi, yi−1, u) for i = 1, . . . ,N. (7.2b)
Here, y0r , . . . , y
N
r ∈ Y denote the discrete state variables of a reference trajectory evaluated at
reference time steps tir B t
i−1
r + ∆t
i
r for i = 1, . . . ,N with reference time step sizes ∆t
i
r > 0
and t0r = 0. The reference is assumed to be an approximation of the discrete PDE solution that
is computed in advance. In the context of sensitivity analysis and optimization, the reference
trajectory typically satisfies the governing PDEs to a slightly perturbed design parameter. The
constraints of the LSS problem (7.2b) consist of the discrete fixed-point equations of the unsteady
time-marching scheme. However, no initial condition is imposed such that the constraints allow
for a manifold of possible solutions. From all trajectories satisfying the discrete PDE-constraints,
the objective function (7.2a) filters one that is closest to the reference, measured in the given
distance. The first term in the objective matches the discrete states yi to that of the reference
yir. However, as the LSS problem allows for varying the time t
i = ti−1 + ∆ti associated with the
discrete states yi, the second term regularizes the problem by minimizing tangential movement
along the trajectories, using a regularization parameter γ > 0. A solution of the LSS problem
then consists of the state variable y = (y0, . . . , yN), including an initial condition y0, and an
associated time parametrization ti = ti−1 + ∆ti, i = 1, . . . ,N that satisfy the discrete fixed-point
formulation of the governing PDEs to the design parameter u and are closest to the reference.
In contrast to the initial value problem, the LSS problem is well-conditioned because it inherits
the stability property given by the shadowing lemma [104]. The lemma states that any trajectory
(i.e. the reference) is followed by a “shadowing” trajectory which satisfies slightly perturbed
governing equations but remains in the proximity of the original reference trajectory (in phase-
space) at all times. Instead of solving a new initial value problem for the perturbed design,
the LSS problem aims at finding this shadowing trajectory. The lemma assumes a property
called uniform hyperbolicity. Even if turbulent flow is often non-hyperbolic, it has been shown
numerically that many high-dimensional chaotic systems behave as if they were hyperbolic,
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making the lemma applicable to a slightly weaker assumption (compare [18] for an overview
and analysis on dynamical systems, hyperbolicity and the shadowing lemma).
7.3. Solving the LSS problem
The LSS problem (7.2) is an equality constrained optimization problem. The corresponding
Lagrange function can be defined as
L(y0, . . . , yN ,w1, . . . ,wN , u) B 1
N + 1
N∑
i=0
1
2
∥∥∥yi − yir∥∥∥2 + γN
N∑
i=1
1
2
(
1 − ∆t
i
∆tir
)2
+
N∑
i=1
(
wi
)T (
G(yi, yi−1, u) − yi
)
(7.3)
where w1, . . . ,wN ∈ Y denote the Lagrange multipliers. The necessary optimality conditions are
given by equating the derivative of the Lagrange function to zero, which leads to the following
set of KKT conditions:
∇yiL = 1N + 1
(
yi − yir
)
+
(
∂yiG
i − I
)T
wi +
(
∂yiG
i+1
)T
wi+1 = 0 ∀i = 0, . . . ,N (7.4a)
∇∆tiL = − γN∆tir
(
1 − ∆t
i
∆tir
)
+
(
∂∆tiG
i
)T
wi = 0 ∀i = 1, . . . ,N (7.4b)
∇wiL = Gi(yi, yi−1, u) − yi = 0 ∀i = 1, . . . ,N (7.4c)
using boundary values w0 = wN+1 = 0 for the Lagrange multipliers. This suggests that, instead
of solving an initial value problem, which propagates information forward in time, the LSS
problem leads to a boundary value problem in time for (w0, . . . ,wN+1). This allows for forward-
and backward-in-time information propagation.
In the context of sensitivity analysis, only tangential solutions are of interest, solving the
linearized LSS problem. Applications involve sensitivity analysis for small scale problems, such
as the Lorenz system [126, 126], but recent publications also present larger problems, such as
turbulent flow around a two-dimensional airfoil [18, 20]. In these applications, the linear KKT
system is solved iteratively due to its high dimensionality by applying preconditioned Krylov
subspace methods. [17] examines various multigrid methods to accelerate convergence.
As this chapter aims at integrating the LSS problem into a One-shot optimization framework, the
full nonlinear KKT system is solved for the state y = (y0, . . . , yN),∆t = (∆t1, . . . ,∆tN) and the
Lagrange multiplier w = (w1, . . . ,wN). Therefore, a sequence of linear systems is embedded into
a Quasi-Newton framework:  yk+1∆tk+1wk+1
 =
 yk∆tkwk
 +
 δyδ∆t
δw
 (7.5)
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where the updates (δy, δ∆t, δw)T are computed from the linearized KKT system:
∇2y,yL ∇2∆t,yL ∇2w,yL
∇2y,∆tL ∇2∆t,∆tL ∇2w,∆tL
∇2y,wL ∇2∆t,wL ∇2w,wL

 δyδ∆t
δw
 = −
∇yL∇∆tL∇wL
 (7.6)
⇔
 Hy,y Hy,∆t C
T
H∆t,y H∆t,∆t DT
C D 0

 δyδ∆t
δw
 = −
∇yL∇∆tL∇wL
 . (7.7)
Here, C ∈ YN×(N+1) and D ∈ YN×N contain first order derivatives of the fixed-point iterator
Gi = G(yi, yi−1, u) with respect to the current and the previous time steps as well as with respect
to changes in the time step size ∆ti:
C B

∂y0G1 ∂y1G1 − I
∂y1G2 ∂y2G2 − I
. . .
. . .
∂yN−1GN ∂yN GN − I
 and D B

∂∆t1G1
. . .
∂∆tN GN
 .
(7.8)
The matricees Hy,y,Hy,∆t ,H∆t,y,H∆t,∆t contain second derivatives of G. Using the notation
Dix,z B ∂x(∂zG(yi, yi−1, u))T wi), they are given by
Hy,y B
1
N + 1
I +

D0
y0,y0
+D1
y1,y1
D1
y1,y0
0
D1
y0,y1
. . .
. . .
. . .
. . . DN
yN ,yN−1
0 DN
yN−1,yN DNyN ,yN +DN+1yN−1,yN−1

∈ Y (N+1)×(N+1)
(7.9)
Hy,∆t B

D1
y0,∆t1
D1
y1,∆t1
0
D2
y1,∆t2
D2
y2,∆t2
. . .
. . .
0 DN
yN−1,∆tN DNyN ,∆tN
 ∈ Y
N×(N+1) (7.10)
H∆t,y B HTy,∆t (7.11)
and finally
H∆t,∆t B
γ
N

1
(∆t1r )2
0
. . .
0 1
(∆tNr )2
 +
D1∆t1,∆t1 0 . . .0 DN
∆tN ,∆tN
 ∈ YN×N . (7.12)
Neglecting second order derivatives yields
Hy,y ≈ I1 B 1N + 1 I (7.13)
Hy,∆t ≈ 0 (7.14)
H∆t,∆t ≈ I2 B
(
γ
N(∆tir)2
)
i
I (7.15)
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such that the linear system that is to be solved in each iteration is given by
1
N+1
. . .
1
N+1
CT
γ
N(∆t1r )2
. . .
γ
N(∆tNr )2
DT
C D 0


δy0
...
δyN
δ∆t1
...
δ∆tN
δw1
...
δwN

= −

∇y0L
...
∇yNL
∇∆t1L
...
∇∆tNL
∇w1L
...
∇wNL

(7.16)
Since I1 and I2 are diagonal, the block structure can be exploited using the Schur complement
with respect to the upper left blocks. This yields a linear equation for δw of the form(
CI−11 C
T + DI−12 D
T
)
δw = ∇wL −CI−11 ∇yL − DI−12 ∇∆tL, (7.17)
which needs to be solved in each iteration. This system is of very large scale. However, it has
tridiagonal block structure such that its sparsity can be exploited. Only the right-hand side of
the system differs from the linear systems that are concerned in the afore mentioned literature
on sensitivity analysy. Hence, the same techniques for solving this system can be applied
here. Matrix-free methods are preferred, since these require only matrix-vector products of the
derivatives of G, which can be computed with AD.
As soon as the update for δw is available, the state update is given by
δy = −I−11
(
∇yL −CTδw
)
(7.18)
δ∆t = −I−12
(
∇∆tL − DTδw
)
(7.19)
In summary: the nonlinear KKT conditions of the LSS problem are solved iteratively performing
Quasi-Newton updates:  yk+1∆tk+1wk+1
 =
 yk∆tkwk
 +
 δyδ∆t
δw
 =: HLSS

 yk∆tkwk
 , u
 . (7.20)
In order to compute the update, the linear equation (7.17) has to be solved iteratively for δw.
Then δy and δ∆t can be computed from (7.18) and (7.19).
7.4. One-shot optimization with LSS constraints
Instead of solving an unsteady optimization problem that is constrained by the ill-conditioned
initial value problem, the constraints are now replaced by the necessary optimality conditions of
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the well-conditioned LSS problem. Utilizing the fixed-point solver HLSS as defined in (7.20), the
reformulated optimization problem then reads
min
y,∆t,w,u
J (y,∆t, u)
s.t.
 y∆tw
 = HLSS

 y∆tw
 , u
 . (7.21)
Changing the constraints of the optimization problem to the LSS formulation is only valid, if
the objective function yields the same results for either of the constraints. For optimization with
chaotic PDEs, the objective function is often a long-time averaged function that approximates
statistical outputs. It is therefore reasonable to assume that it does not depend on a certain
initial condition. Even if changing the initial condition leads to a different realization of the
flow trajectory, statistical quantities will remain the same if the time domain is long enough.
Considering numerical simulation tools in CFD, output quantities are indeed expected to depend
only on the governing PDEs rather than a certain initial flow field. Because the solution of the
LSS problem satisfies these discrete governing equations, it can be used to approximate the
long-term average objective function. Further, the LSS solution will generally depend on the
prescribed reference solution (yr,∆t r). However using the same argument, the objective J is
independent of the reference if the time domain is long enough.
The reformulation of the ill-conditioned constraints into the fixed-point equation for solving
the LSS problem is well-suited for One-shot optimization. Let (y¯, ∆¯t, w¯) denote the Lagrange
multipliers that are associated with the constraints of the optimization problem (7.21). According
to Chapter 3, the One-shot iteration is then given by yk+1∆tk+1wk+1
 = H

 yk∆tkwk
 , uk
 (7.22a) y¯k+1∆¯tk+1w¯k+1
 = ∇(y,∆t,w)Jk +
(
∂Hk
∂(y,∆t,w)
)T  y¯k∆¯tkw¯k
 (7.22b)
uk+1 = uk − B−1k
∇uJk +
(
∂Hk
∂u
)T  y¯k∆¯tkw¯k

 . (7.22c)
The primal update (7.22a) involves the solution of a sparse linear system according to (7.17).
Hence, the adjoint updates (7.22b) will also solve a similar linear system of that type, using the
transposed system matrix. However, since the Schur complement matrix is symmetric, only the
right hand side of the adjoint linear equation differs which can be exploited when computing the
updates with AD (see, e.g., [111, 55] for differentiating linear system with AD).
7.5. Numerical results
Similar to the test case in Section 6.4, the One-shot optimization with chaotic dynamics is
validated on an inverse design problem for advection-dominated flow that models the dynamics
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behind bluff bodies. However, instead of imposing a periodic upstream boundary conditions,
the test case in this chapter imposes a chaotic upstream boundary which models irregular and
aperiodic oscillations that occur in the near wake of the body at high Reynolds numbers.
7.5.1. Inverse design problem with advection-dominated chaotic flow
The far wake is modeled by an advection-diffusion equation
∂tv(t, x) + a∂xv(t, x) − µ∂xxv(t, x) = 0 ∀x ∈ (0, 1), t ∈ (0,T ) (7.23a)
v(t, 0) − µ∂xv(t, 0) = z(t) ∀t ∈ (0,T ) (7.23b)
∂xxv(t, 1) = 0 ∀t ∈ (0,T ) (7.23c)
v(0, x) = 0 ∀x ∈ [0, 1] (7.23d)
with advection velocity a = 1.0 and a small diffusion parameter µ = 10−5. The upstream
boundary condition given by z(t) is determined from the Lorenz attractor
∂t x(t) = σ(r(t) − x(t)) (7.24a)
∂tr(t) = x(t)(u − z(t)) − r(t) (7.24b)
∂tz(t) = x(t)r(t) − θz(t) (7.24c)
where σ = 10 and θ = 83 are fixed and u > 0 is the design variable. Restricting u ∈ (24.06, 31),
the Lorenz system is known to exhibit chaotic behavior for this set of parameters [115, 129].
Similar to Section 6.4, the objective function is of tracking type:
J =
1
2
(
1
T
∫ T
0
‖y(t, ·)‖2 dt − atarget
)2
− γ
2
‖u‖2 (7.25)
for y(t, x) = (x(t), r(t), z(t), v(t, x))T using a regularization parameter γ > 0 and a prescribed
target value atarget that has been computed in advance using utarget = 29.
7.5.2. Discretization
An initial temporal mesh is chosen with ti = t0 + i∆tr for i = 1, . . . ,N with ∆tr = 0.005,
N = 4000, starting from time t0 = 30. The spatial grid is given by xl = l∆x, l = 1, . . . , L, with
∆x = 0.001, L = 1000. On these meshes, the governing equations are discretized as in Section
6.4, i.e. using the Crank-Nicolson scheme in time and a linear upwind scheme and central finite
differences for the first- and second-order derivatives in space, respectively.
The resulting nonlinear equations at each time step are solved by applying functional iterations
for the state vector yi B (xi, ri, zi, vi) ∈ R3+M:
xi
ri
zi
vi

k+1
=

xi
ri
zi
vi

k
−

γxRix
γrRir
γzRiz
γvRiv

k
=: G(yik, y
i−1, u) (7.26)
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Figure 7.2.: Reference solution of the Lorenz system in phase space (left) and reference chaotic
boundary for the advection-diffusion equation (right) using u = 28.
where the discretized residuals of the Lorenz system Rix,r,z are given byR
i
x
Rir
Riz
 B
x
i
ri
zi
 −
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and the residual of the advection-diffusion equation Riv is given in (6.33). Convergence of the
fixed-point iterations at each time step is ensured if ‖∂yiGi‖ < 1. Hence, γx, γr, γz, γv > 0 are
under-relaxation parameters that stabilize the convergence of the functional iterations and are
chosen as γx = γr = γz = 0.9, γv = 0.5 in the current implementation.
7.5.3. Solving the LSS problem
To solve the necessary optimality conditions for the LSS problem, a reference solution is com-
puted in advance using the parameter u = 28. Starting from an initial condition (x0, y0, z0, v0) =
(−3.05,−3.28, 20, 0), the reference is computed by marching forward in time with the constant
time step size ∆tir, applying the fixed-point iterations at each time step. Figure 7.2 shows the
corresponding reference solution for the Lorenz system in phase-space as well as the upstream
chaotic boundary zr over time.
Utilizing this reference trajectory (yir,∆t
i
r), the iterator HLSS for solving the KKT system is set up
as described in Section 7.3 (equations (7.5), (7.17) and (7.18) - (7.19)). The linear system (7.17)
that is to be solved in each iteration involves first order derivatives of G, which are computed
using the open-source AD tool CoDiPack [1]. In the current implementation, a direct solver was
chosen to solve the linear system. However, iterative methods are preferable if the system size
gets larger.
The necessary optimality conditions of the LSS problem are solved for the perturbed parameter
u = 28.5. Figure 7.3 compares the chaotic upstream boundary of the LSS solution with that of an
initial value problem that solves the PDEs with the same fixed initial values as the reference. Due
to the chaotic nature of the Lorenz system, the solution of the initial value problem for u = 28.5
diverges from the reference shortly after t0. Hence, changing the parameter from u = 28.0 to
u = 28.5 results in large changes to the trajectory if the initial value is fixed. In contrast, relaxing
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the initial value and solving the LSS problem instead yields a trajectory that closely follows the
reference over the entire time domain. The LSS solution utilizes a transformed time, which is
scaled on the top axis of the figure, and satisfies a different initial condition. The change in the
initial condition is visible in Figure 7.4.
The intermediate residuals
∥∥∥(Rix,Rir,Riz,Riv)k∥∥∥2 for each time step are plotted in Figure 7.5 during
the solution of the LSS problem. The residuals are reduced uniformly over the entire time
domain. This indicates that the convergence is independent of the number of time steps and
enables efficient integration into a simultaneous One-shot optimization that does not depend on
the time domain length. This is also visible in Figure 7.6, which plots the number of iterations that
are needed to converge to an LSS solution for increasing numbers of time steps, i.e. increasing
time domain lengths.
7.5.4. One-shot with LSS constraints
The iterative LSS solver from the previous section is now integrated in a One-shot optimization
loop. Again, the reference trajectory is precomputed with u = 28.0. This parameter serves as
design variable in order to minimize the tracking type objective function as defined in (7.25). The
adjoint updates as well as the reduced gradient are computed with AD. The preconditioner for
the design update is approximated with σI where a fixed step size of σ = 0.5 has been chosen.
In Figure 7.7, the One-shot optimization history is plotted. The primal and adjoint residuals,
which are computed from ‖(y,∆t,w)k−(y,∆t,w)k−1‖ and ‖(y¯, ∆¯t, w¯)k−(y¯, ∆¯t, w¯)k−1‖, are reduced
simultaneously with the norm of the reduced gradient, which indicates that the One-shot method
has been applied successfully. Comparing the number of iterations needed for convergence of the
One-shot optimization method from Figure 7.7 with that of the pure LSS simulation in Figure
7.6 for number of time steps N = 4000, one can see that the cost for a One-shot optimization
is about 5 times the cost for a pure LSS simulation, respectively, measured in iteration counts.
This resembles the bounded retardation property of the simultaneous One-shot method. It should
be noted, that a comparison with a conventional reduced-space optimization with forward- and
backward-in-time time-marching schemes is not possible here because sensitivity computation is
only enabled through the regularized LSS problem.
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Figure 7.3.: Image sections of the chaotic boundary solving the LSS problem for u = 28.5
utilizing a precomputed reference that solves the initial value problem (IVP) for u = 28.0. For
comparison, a solution of the initial value problem for the perturbed parameter u = 28.5 has been
added, which uses the same initial condition as the reference.
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Chapter 8.
Conclusions and Outlook
This thesis laid out some novel prospect of the One-shot method for unsteady PDE-constrained
optimization problems. It has been shown that the One-shot method could drastically reduce the
overall runtime for numerical optimization with steady-state PDEs, especially when compared to
conventional reduced-space optimization methods [102, 24]. Motivated by the computational
gain provided by the One-shot method, it was anticipated that the computational benefits could
be carried over to unsteady PDEs as well – a presumption which was very much associated with
the goal of this thesis. Therefore the extension of the One-shot method for optimization with
unsteady PDEs was the central focus of this work.
One of the key benefits of the One-shot method is its non-intrusiveness with respect to the
underlying PDE solver. As steady-state PDEs are typically solved via fixed-point iterations, these
iterations can be treated in a black box fashion during optimization. They are enhanced with
updates for the adjoint and the design variables such that optimality and feasibility are reached
simultaneously. This thesis followed the same philosophy: It was assumed that a numerical
algorithm for solving the unsteady dynamics is already available, and should be modified as
little as possible. Given the fact that most common simulation codes solve the unsteady PDEs
propagating information forward in time, solving nonlinear equations iteratively at each time
step, certain adjustments are required for the One-shot framework. In particular, the unsteady
simulation tool needs to be reformulated into a fixed-point solver, where the entire space-time
solution is updated iteratively. Three novel approaches to accomplish that have been devised in
this thesis.
The first approach is straightforward: A fixed-point solver for the space-time state variable has
been obtained by reducing the accuracy of the nonlinear solver at each time step. Further, an outer
iteration loop that also includes the adjoint and design updates is performed. The speedup over
conventional reduced-space optimization methods is gained from fast gradient evaluations based
on approximate state and adjoint variables in each outer iteration. Finally, in the application
of the unsteady One-shot method using an industrial relevant URANS solver, the runtime of a
classical optimization method was reduced by a factor of three.
The second approach employs an iterative multigrid reduction approach, applied to the time
domain of the unsteady simulation tool. Here, speedup is obtained by distributing the computa-
tions to multiple processors along the time domain. The time-parallelization is provided by the
software library XBraid which offers a general non-intrusive interface for existing time-marching
schemes. Adopting techniques from reverse-mode AD, a non-intrusive adjoint solver has been
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developed. The adjoint solver propagates sensitivities backwards through the primal iterations in
order to gather gradient information, after each multigrid iteration. For an advection-dominated
model problem, the parallel-in-time One-shot optimization was able to achieve a speedup of 24
in runtime with respect to a conventional reduced-space method, using 256 processors distributed
along the time domain.
The third approach was developed in order to cope with chaotic dynamics, relevant for highly
separated and turbulent flows. The sensitivity computation subject to chaotic PDEs often requires
a regularization that allows for variation of the initial condition and thus compensates the design
perturbations. This leads to a boundary value problem in space-time which can be integrated
naturally into a One-shot optimization framework. Considering a model problem with chaotic
behavior, it was shown that the convergence of the devised method is independent of the time
domain length - a result that cannot be recovered with a conventional reduced-space optimization
due to diverging adjoint sensitivities.
Along with the above-mentioned methodic developments, the main findings of this thesis are
summarized as following:
1. First and foremost, this work considered the question if and how a classical reduced-space
optimization with unsteady PDEs could gain from changing to the simultaneous One-
shot optimization framework. Firstly, if the time domain is relatively short, an easy to
implement setup is available: The One-shot approach using reduced accuracy at each time
step of the time-marching scheme can be readily employed. This thesis showed that this
approach can indeed be beneficial for industrial applications. Secondly, if computational
resources are available, a parallel-in-time One-shot optimization has to be considered since
it can provide significant speedups through greater concurrency. By utilizing the non-
intrusive user interface of the primal and adjoint XBraid library, only minor modifications
to existing reduced-space optimization algorithms are necessary.
2. Furthermore, this thesis demonstrated that the benefits from parallel-in-time One-shot
optimization can be even more significant than the parallel speedup of a pure simulation
alone. The combination of simultaneous One-shot optimization with parallel-in-time
simulation schemes, which might not be necessarily XBraid, could be of particular interest
for the parallel-in-time community.
3. Lastly, if the PDE exhibits chaotic behavior, diverging adjoint sensitivities might preclude
a conventional optimization in general. For the first time (to the best of the author’s
knowledge), this thesis provides a simultaneous optimization approach using regularized
constraints applicable for chaotic dynamics.
Outlook
Since this thesis initiated the concepts and methodologies for One-shot optimization with
unsteady PDE solvers, mostly model problems were employed for assessments. It is, however,
of great interest to apply the developed approaches to more complex optimization problems,
such as the optimal active flow control case discussed in Chapter 5. In particular, it is planned
to enhance the open-source CFD suite SU2 [103] with the primal and adjoint XBraid interface.
Therefore a variety of test cases can be studied using the new implementation.
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Moreover, the adjoint XBraid solver shall be integrated into the XBraid software package, such
that it becomes freely available as an additional feature of the XBraid code. XBraid users would
greatly benefit from the ability to compute sensitivities as it enhances its application domain
from pure simulations to optimizations.
Finally, since significant research capacity is currently being spent on the promising regularization
approach for chaotic sensitivity analysis, it is of great importance to combine the presented
One-shot method with other solution strategies for the resulting boundary value problem.
87

Appendix A.
Previous Publications with Coauthors
Parts of this thesis rely on publications, which have been published with coauthors. In the
following, the author’s contribution to these publications is described as required by the doctorate
regulations of the RWTH Aachen university.
Parts of Chapter 3 have been published in [25] together with T. Bosse, N.R. Gauger, A. Griewank
and V. Schulz. The author of this thesis contributed the numerical implementation for comparing
One-shot variants of Jacobi- and (multi-step) Seidel-type.
Chapter 5 relies on [60, 61], which have been published together with N.R. Gauger and Q. Wang,
as well as the survey paper [24] together with T. Bosse, N.R. Gauger, A. Griewank, L. Kaland,
C. Kratzenstein, L. Lehmann, A. Nemili, E. Özkaya and T. Slawig. The idea of reducing a
time-marching scheme for One-shot optimization as well as the set up of the numerical test
cases have been developed in close cooperation with N.R. Gauger. The initial idea of improving
the scheme by employing adaptive time-scales was provided by Q. Wang. The author of this
thesis has worked out the details of the unsteady One-shot method using reduced time-marching
schemes as presented in Section 5.1, as well as the adaptive time-scaling approach in Section 5.3
and has implemented the numerical test cases in Section 5.2 and 5.3.
Chapter 6 has partly been published in [59] together with N.R. Gauger and Jacob B. Schroder.
In particular, [59] is concerned with the adjoint parallel-in-time solver as in Section 6.2 and
presents scaling results of the primal and adjoint solver as in Section 6.4.3. While the idea
of combining parallel-in-time integration methods with a simultaneous optimization method
has been developed together with the coauthors during conference meetings in Jülich and Salt
Lake City, the author of this thesis was responsible for the realization of the idea and the
implementation details.
Chapter 7 mainly relies on the publication [62], which has been published together with N.R.
Gauger and Q. Wang. The set up of the discrete LSS problem as in Section 7.2 has been
developed together with both coauthors during research stays at the Massachusetts Institute of
Technology (MIT). The author of this thesis worked out the details of solving the nonlinear
problem as presented in Section 7.3 and the integration into a One-shot optimization framework
in Section 7.4. Further, the numerical test case presented in Section 7.5 have been implemented
by the author of this thesis.
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