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Abstract
The possibility of statistical evaluation of the market completeness and incompleteness is
investigated for continuous time diffusion stock market models. It is known that the market
completeness is not a robust property: small random deviations of the coefficients convert a
complete market model into a incomplete one. The paper shows that market incompleteness
is also non-robust: small deviations can convert an incomplete model into a complete one.
More precisely, it is shown that, for any incomplete market from a wide class of models,
there exists a complete market model with arbitrarily close paths of the stock prices and the
market parameters. This leads to a counterintuitive conclusion that the incomplete markets
are indistinguishable from the complete markets in the terms of the market statistics.
Key words: stochastic market, diffusion market, completeness, incompleteness, forecasting,
price statistics.
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1 Introduction
The paper studies continuous stock market models and their statistical analysis. The possibility
of statistical evaluation is investigated for the market completeness or incompleteness. These
concepts are crucial for the modern mathematical finance. The classical Black-Scholes market
model with a non-random volatility is complete, meaning that an arbitrarily claim can be repli-
cated with some self-financing strategies and some initial wealth. For incomplete market models,
the option replication is not always possible. A market model with the coefficients that depend
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on some random factor being independent from the driving Brownian motion is usually incom-
plete (see, e.g, [20]). Typically, the incomplete market models are used to match the statistical
properties of the historical or implied volatility. Currently, there are many well developed models
for the volatility (see, e.g., [1]-[2], [4]-[9], [15]-[19], [25]-[28]). It is well known that the market
completeness is not a robust property: small random deviations can ruin the completeness and
convert a complete model into a incomplete one.
In the present paper, we address these problems again. We consider a class of diffusion market
models in the setting where the admissible portfolio strategies can use historical observations
collected during some time period before the launching time of the replicating strategy. We
found that the market incompleteness is non-robust similarly to the market completeness: small
deviations can convert an incomplete market model into a complete one. More precisely, it is
shown that, for any incomplete market model from a wide class of models, there exists a complete
market model with an arbitrarily close paths of the stock prices and the market parameters
(Theorems 1-2). This leads to a conclusion that the incomplete markets are indistinguishable
from the complete markets in the terms of the market statistics (Corollary 1).
Let us explain why the non-robustness of the incompleteness established in Theorem 1-2) leads
to a conclusion that the incomplete markets are indistinguishable from the complete markets in
the terms of the market statistics (Corollary 1). In theory, for continuous time models, the
volatility can be estimated without error from the historical prices. However, this would require
to know the exact continuous time path of the past prices. This is not feasible because the
historical prices are given as time series with rational values. Theorems 1-2 imply that arbitrarily
small rounding and time discretization errors may lead to different market models with respect
to the completeness and incompleteness. This result is counterintuitive: there is a common
perception that the case of random volatility leading to the incompleteness can be spotted from
the statistics.
This result does not undermine the importance of the incomplete market models. These
models reflect the immanent non-predictability of the real world, in particular, unpredictability
of the stock price volatility.
Theorems 1-2 have rather theoretical than practical value since they establish some limits for
analysis of market structures based solely on econometrics. These results can be considered as
one more illustration of possibility of co-existence of different acceptable models based on the
same sets of observations, in the framework of the concept from [23]-[24].
It can be noted that our par follows the general approach to non-robustness of certain market
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properties introduced by Guasoniy and Ra´sonyi in [18], where non-robustness of arbitrage oppor-
tunities was established. We study the incompleteness which is a different market property: the
incompleteness caused by non-hedgeable randomness of coefficients. The properties considered
in this paper and in [18] neither exclude nor imply each other. Furthermore, the arbitrage pos-
sibility or completeness are some extreme and rare features. The arbitrage possibility is usually
caused by abnormally vanishing volatility or fast growing appreciation rate; the completeness is
caused by the predictability and the absence of the noise for the volatility. On the other hand, the
incompleteness is rather a typical feature. Since it is easier to believe that a noise contamination
of a model removes some rare property, the result of the present paper is more counterintuitive
then the result in [18].
2 The market model
We consider the so-called diffusion market model, where the market dynamic is described by
stochastic differential equations (see, e.g., [20]). In these equations, the randomness is presented
in two ways: as the white noise being an external input and as the randomness/uncetainty of the
coefficients (market parameters) that represents the following features: (i) correlations with the
past; (ii) non-Markov properties, and (iii) unpredictability of the future price distributions.
Assume that we are given a probability space (Ω,F ,P), where Ω is a set of elementary events,
F is a complete σ-algebra of events and P is a probability measure.
Let δ > 0 and T ∈ (0,+∞) be given. Let w(t) be a Brownian motion defined on t ∈ [−δ, T ]
such that w(−δ) = 0.
Consider continuous time diffusion model of a securities market consisting of a risk free bond
or bank account with the price B(t), and a risky stock with price S(t), t ∈ [−δ, T ]. The prices of
the stocks evolve as
dS(t) = S(t) (a(t)dt+ σ(t)dw(t)) , (1)
where a(t) is an appreciation rate process, σ(t) is a volatility process. The price of the bond
evolves as
dB(t) = rB(t)dt,
where r > 0 is a short rate that is assumed to be constant.
LetM be the class of random processes µ(t) = (a(t), σ(t)), t ∈ [−δ, T ], such that the following
holds:
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(i) The processes a(t), σ(t), and σ(t)−1 are bounded on [−δ, T ] ×Ω.
(ii) µ(t) is independent from w(t2)− w(t1) for all t, t1, t2 such that t2 > t1 ≥ t ≥ −δ.
In this paper, we consider market models with µ = (a, σ) ∈ M.
Let Ft be the filtration generated by the process (w(t), µ(t)), t ≥ −δ.
We assume that S(−δ) and B(−δ) are given non-random variables. In this case, equation (1)
has an unique solution S(t) that is adapted to Ft, t ∈ [−δ, T ].
By Girsanov Theorem, for any µ = (a, σ) ∈ M, there exists a set Pµ = {Pµ} of probability
measures Pµ such that the process S˜(t) = e
−rtS(t) is a martingale in t ∈ [0, T ] under Pµ.
Strategies for bond-stock-options market
We describe below the rules for the operations of the agents on the market that define the class
of admissible strategies that can be used for replication of contingent claims.
Let X(0) > 0 be the initial wealth at time t = 0, and let X(t) be the wealth at time t ∈ [0, T ].
We assume that the wealth X(t) at time t ∈ [0, T ] is
X(t) = β(t)B(t) + γ(t)S(t). (2)
Here β(t) is the quantity of the bond portfolio, γ(t) is the quantity of the stock portfolio. The
pair of processes (β(t), γ(t)) describes the state of the bond-stocks securities portfolio at time
t ∈ [0, T ]. Each of these pairs is called a strategy.
The process X˜(t)
∆
= e−rtX(t) is called the discounted wealth, and the process S˜(t)
∆
= e−rtS(t)
is called the discounted stock price, t > 0.
A pair (β(·), γ(·)) is said to be an admissible self-financing strategy if the following holds.
(i) The processes β(t) and γ(t) are progressively measurable with respect to the filtration Ft,
t ∈ [0, T ].
(ii) There exists Pµ ∈ Pµ such that
Eµ
∫ T
0
S˜(t)2γ(t)2dt < +∞,
where Eµ is the expectation with respect to the probability measure Pµ.
(iii) The strategy is self-financing, meaning that
dX(t) = β(t)dB(t) + γ(t)dS(t).
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For this model, the agents applying admissible self-financing strategies are not supposed to know
the future; the strategies have to be adapted to the flow of current market information described
by Ft for t ∈ [0, T ].
The property of self-financing is equivalent to
dX˜(t) = γ(t)dS˜(t). (3)
(See, e.g., [20],[10]). It follows that the process γ(t) alone defines the strategy.
Market completeness
Definition 2.1 We say that a market model is complete if, for any p > 0, any random variable
ξ ∈ L2+p(Ω,FT ,P) can be replicated. This means that there exists an F0-measurable initial wealth
X(0) and an admissible self-financing strategy (β(t), γ(t)), t ∈ [0, T ], such that the corresponding
total terminal wealth X(t) is such that X(T ) = ξ a.s.
To avoid technical difficulties, we consider the case where p > 0 only.
It is well known that the model is complete if the process σ(t) is deterministic. It is also
known that a market model is incomplete if σ(·)|[0,T ] is random and independent from w(·)|[0,T ].
In addition, a model is incomplete if there is an additional Wiener process ŵ(·) that is independent
from w(·) and such that the process σ(·)|[0,T ] is not independent from ŵ(·)|[0,T ].
3 The main result
Let M⊥ be the set of all µ ∈ M that are independent from w(·).
Theorem 1 For any µ ∈ M⊥, for any q ≥ 1, and for any ε > 0, there exists µε ∈ M
⊥ such
that the corresponding market model is complete and
E
∫ T
−δ
|µε(t)− µ(t)|
qdt+E sup
t∈[−δ,T ]
|Sε(t)− S(t)|
q < ε. (4)
Here Sε(t) is the stock price for the model defined by µε, with Sε(−δ) = S(−δ).
We denote by |µε(t)− µ(t)| the Euclidian norm of the vector.
Corollary 1 The incomplete markets are indistinguishable from the complete markets in the
terms of the market statistics.
5
Proof of Theorem 1. It suffices to consider a market model with µ ∈ M such that the market
is incomplete.
Without a loss of generality, we assume that a(t) and σ(t) are defined for all t ∈ R, and that
there exists δ0 > 0 such that
a(t) = 0, t /∈ [−δ, T + δ],
σ(t) = 0, t /∈ [−δ − δ0, T + δ0], σ(t) = 1, t ∈ [−δ − δ0,−δ0) ∪ (T, T + δ0].
Clearly, a(·, ω) ∈ L2(R) and σ(·, ω) ∈ L2(R) for all ω ∈ Ω.
Let κε(t) be defined as κε(t) = ε
−1κ1(t/ε), where κ1(t) is the density for the standard normal
distribution N(0, 1). Let σε(t) = σε(t, ω) and aε(t) = aε(t, ω) be the convolutions
aε(t, ω) =
∫ ∞
−∞
a(s, ω)κε(t− s)ds, σε(t, ω) =
∫ ∞
−∞
σ(s, ω)κε(t− s)ds.
One may say that µε(t) = (aε(t), σε(t)) is the output of a time invariant smoothing Gaussian
filter representing averaging with respect to time. It follows that supt,ω(|aε(t, ω)| + |σε(t, ω)| +
|σε(t, ω)
−1|) is bounded in ε > 0. Hence µε ∈ M
⊥. Note that this filter is not a causal filter since
the output is calculated using the future values of the process.
For x ∈ L2(R)∪L1(R), we denote by X = ̥x the function X : R→ C defined as the Fourier
transform of x;
X(ν) = (̥x)(ν) =
∫ ∞
−∞
e−iνtx(t)dt, ν ∈ R.
If x ∈ L2(R), then X is defined as an element of L2(R).
Let
κ̂ε = ̥κε, â = ̥a, σ̂ = ̥σ, âε = ̥aε, σ̂ε = ̥σε.
By the property of convolution,
âε(ν) = κ̂ε(ν)â(ν), σ̂ε(ν) = κ̂ε(ν)σ̂(ν), ν ∈ R.
By the properties of the Fourier transform of κε, for all ν ∈ R, κ̂ε(ν)→ 1 as ε→ 0 a.s. Since µ(t)
has a finite support on R, we have that â ∈ L2(R) ∩ L∞(R) and σ̂ ∈ L2(R) ∩ L∞(R) a.s., and
the corresponding norms are bounded in ω. By Lebesgue’s Dominated Convergence Theorem,
‖âε(·, ω) − â(·, ω)‖L2(R) → 0, ‖σ̂ε(·, ω)− σ̂(·, ω)‖L2(R) → 0 as ε→ 0 a.s.
It follows that
‖aε(·, ω) − a(·, ω)‖L2(R) → 0, ‖σε(·, ω)− σ(·, ω)‖L2(R) → 0 as ε→ 0 a.s.
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It follows that there exists a subsequence ε = εi → 0 such that µε(t, ω)→ µ(t, ω) for a.e. t, ω as
ε→ 0. By Lebesgue’s Dominated Convergence Theorem, for any q ≥ 1,
E
∫ T
−δ
|µε(t)− µ(t)|
qdt→ 0 as ε→ 0.
By Theorem II.8.1 from [21], it follows that (4) holds for some εi = εi(q, µ).
To complete the proof, it suffices to show that a market model defined by µε(t) = (aε(t), σε(t))
with this ε = εi is complete in the sense of Definition 2.1.
Let Aεt be the filtration generated by the process µε(t), t ≥ −δ. By Proposition 3 from [11],
the process µε(t, ω) is weakly predictable for any ω ∈ Ω meaning that, for any f ∈ L∞(0, T ), the
integrals
∫ T
0 aε(t, ω)f(t)dt and
∫ T
0 σε(t, ω)f(t)dt can be found with an arbitrarily small error using
the values {µε(τ, ω)}τ≤0. Moreover, by Proposition 1 [11], the processes aε(t, ω) and σε(t, ω) are
analytic functions in t for all ω ∈ Ω. It follows that µε(t) is a A
ε
0-measurable random vector for
any t ∈ [0, T ].
Let Fεt be the filtration generated by the process (w(t), µε(t)), t ≥ −δ. In other words, this
filtration is generated by the observations {w(s), µε(s), −δ < s < t}. We have established
that the analytic properties of µε(t) imply that the same filtration is generated by the process
(w(t), µε(t∧0)), t ≥ −δ, i.e., this filtration is generated by the observations {w(s), µε(s∧0), s ≤
t}.
Let θε(t) = σε(t)
−1(aε(t) − r) and let wε(t) =
∫ t
0 θε(s)ds + w(t) − w(0). Let a probability
measure Pε be defined such that
dPε
dP
= exp
(
−
1
2
∫ T
0
θε(t)
2dt−
∫ T
0
θε(t)dw(t)
)
.
Let Eε be the corresponding expectation. By Girsanov Theorem applied on the conditional
probability space given Fε0 , the process wε(t) is a Wiener process conditionally given F
ε
0 under
the conditional probability measure Pε( · |F
ε
0 ).
By the assumptions on ξ, Eξ2+p < +∞ for some p > 0. Hence
Eεξ
2 < +∞, Eε{ξ
2|Fε0} < +∞ a.s..
By the Martingale Representation Theorem applied on the conditional probability space given
Fε0 , there exists a process gε = gε(t, ω) such that gε(t) is adapted to F
ε
t and
Eε
∫ T
0
gε(t)
2dt < +∞, Eε
{∫ T
0
gε(t)
2dt
∣∣∣Fε0
}
< +∞ a.s.,
and
e−rT ξ = e−rTEε{ξ|F
ε
0}+
∫ T
0
gε(t)dwε(t).
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(See, e.g., Theorem 4.2.4 in [22], p.67). It follows that
e−rT ξ = e−rTEε{ξ|F
ε
0}+
∫ T
0
γε(t)dSε(t),
where γε(t) = gε(t)σε(t)
−1S˜ε(t)
−1, where S˜ε(t) = e
−rtSε(t). By (3), it follows that the self-
financing strategy with the initial wealth Xε(0) = e
−rTEε{ξ|F
ε
0} and with the quantity of shares
γε(t) is such that the terminal discounted wealth X˜ε(T ) is e
−rT ξ. Hence the terminal wealth for
this strategy is Xε(T ) = ξ. This completes the proof. 
Remark 1 In our setting, it is essential that the initial wealth Xε(0) for the replicating strategy
is Fε0 -measurable, where F
ε
t is the filtration describing the information flow for t ≥ −δ, and that
Fε0 is a non-trivial. The information about the history before t = 0 is used for the predicting
µε(t) for t ∈ [0, T ]. This is what makes the approximating market model complete.
4 An economic interpretation
Theorem 1 implies that the selection of a incomplete model cannot be based solely on the market
statistics. This does not undermine a practical use of incomplete market models. Selecting these
models, we admit the immanent non-predictability of the real world. For instance, we would
rather accept a model with the possibility of the unpredictable jumps for the volatility than a
model where these jumps can be predicted, even if the statistical data supports both models
equally.
Let us discuss the consequences of co-existing of statistically indistinguishable complete and
incomplete markets models.
In the proof of Theorem 1, the process µ(t) is approximated by an analytic function µε(t) that
is used to set a new alterative model. For the new model, the future values µε(t) are uniquely
defined by their values on the time interval [δ, 0]. However, since the new and the old models
produce arbitrarily close sets of prices, an observer cannot tell apart these models with certainty,
i.e., she cannot tell which model generates the observed data. Effectively, the process µε(t) in the
new model is not observable for an observer from the old model.
It can be further illustrated as the following. Assume that an option trader has collected the
marked data t ∈ [−δ, 0] with the purpose to test the following hypotheses H0 and HA about the
stock price evolution:
• H0: the values µ(t)|t∈[0,T ] are not F0-measurable for t ∈ [0, T ] (i.e., the market is incom-
plete).
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• HA: the values µ(t)|t∈[0,T ] are F0-measurable for t ∈ [0, T ] (i.e., the market is complete).
It can be noted that we can replace the hypothesis H0 by a hypothesis assuming a particular
stochastic volatility model, such as a Markov chain model, Heston model, etc.
The trader has to calculate at time t = 0 the price of an option expiring at time T ; differ-
ent hypothesis lead to different prices. According to Theorem 1, it is impossible to reject HA
hypothesis based solely on market statistics collected during the time period [−δ, 0].
Due to rounding errors, the statistical indistinguishability leading to this conclusion cannot
be fixed via the sample increasing since the statistics for the incomplete market models can be
arbitrarily close to the statistics of the alternative complete models.
It can also noted that, unfortunately, the predictability of µε cannot be used for option pricing
under the ”natural” hypothesis H0. The stock prices and market parameters under these two
hypotheses are pathwise close; however, their properties are quite different with respect to the
predicability. The process µε(t) is an output of a non-causal smoothing filters, and its calculation
would require the future values of µ(t) that are unavailable in practice.
5 A more general setting
In the previous section, we considered µ ∈ M⊥, i.e., µ was assumed to be independent from
the driving Wiener process. In fact, this assumption was rather technical; analogs of Theorem 1
can be obtained for more general models where µ(·) can depend on w(·) or S(·). Let us give an
example.
Let y(t) = y(t, ω) be a bounded random process with the values at RN , t ∈ [−δ, T ], such that
y is independent from w.
Let R(t) = log S(t). Let δ0 > 0 be given, and let M˜ be the class of all µ ∈ M allowing a
closed-loop representation
µ(t) = (a(t), σ(t))⊤ =M(y(t), R(t), w¯(·), t). (5)
In (5), M is a measurable bounded function M : RN ×R × C(−δ − δ0, T + δ0) → R
2, w¯(t) =
w((−δ ∨ t) ∧ t). We assume that M is such that the following holds:
(i) M(y, ρ, ξ, t) is continuous in y ∈ RN uniformly in (ρ, ξ, t) ∈ R×C(−δ− δ0, T + δ0)× [−δ−
δ0, T + δ0].
(ii) M(y, ρ, ξ, t) is Lipschitz in ρ ∈ R uniformly in (y, ξ, t) ∈ RN × C(−δ − δ0, T + δ0)× [−δ −
δ0, T + δ0].
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The choice of y and M defines µ ∈ M.
Consider equation for the process R(t) = log S(t)
dR(t) = a(t)dt−
σ(t)2
2
dt+ σ(t)dw(t), R(0) = log S(0). (6)
For any µ ∈ M˜, the assumptions on M ensure existence of an unique solution of equation (6).
This implies solvability of (1) with S(t) = eR(t).
We introduce the market model, admissible strategies, and the definition of completeness such
as defined above but with the filtration Ft redefined as the filtration generated by the process
(w(t), y(t)).
Theorem 2 For any µ ∈ M˜, for any q ≥ 1, and for any ε > 0, there exists µε ∈ M˜ such that
the corresponding market model is complete and
E
∫ T
−δ
|µε(t)− µ(t)|
qdt+E sup
t∈[−δ,T ]
| log Sε(t)− log S(t)|
q < ε.
Here Sε(t) is the stock price for the model defined by µε such that Sε(0) = S(0).
Note that Theorem 2 is a generalization of Theorem 1 sinceM⊥ ∈ M˜; the models in Theorem
1 belong to the class M˜ with N = 2 and with y(t) = µ(t) = (a(t), σ(t))⊤.
Proof of Theorem 2. Without a loss of generality, we assume that y(t, ω) = 0 for t /∈ [−δ −
δ0, T + δ0] for all ω. We use approximating models with µε(t) =M(yε(t), Rε(t), w(·), t), where
yε(t) =
∫ ∞
−∞
y(s)κε(t− s)ds
is the output of the Gaussian smoothing filter, and where Rε(t) = log Sε(t) is the solution of the
corresponding equation (6) such that Rε(−δ) = log S(−δ). By the definitions, µε ∈ M˜. The
market model for µ ∈ M˜ is arbitrage free and complete if y(t) is a bounded deterministic process
for t ∈ [0, T ]. The rest of the proof follows the proof of Theorem 1. The assumption (iii) on M
ensures applicability of Theorem II.8.1 from [21] to equations (6) with µ = µε. 
6 Concluding remarks on forecasting and future development
We outline below some possible modifications and future developments.
(i) Theorems 1-2 allow other modifications. For instance, the statement of Theorem 1 holds
with M⊥ replaced by a class Mˆ of all µ ∈ M˜ such that (5) holds with M such that
sM(y, log s, ξ, t) is Lipschitz in s ∈ (0,+∞) uniformly in (y, ξ, t) ∈ RN ×C(−δ− δ0, T δ0)×
[−δ − δ0, T + d0].
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(ii) The predictability used in the proof of Theorem 1 can be ensured by many different non-
causal time invariant smoothing filters. Instead of a Gaussian filter, we can use an ideal
low pass filter or a filter with the exponential rate of energy on higher frequencies e−|ν|T .
The output of a process transferred with these smoothing filters is a process that, at time
t = 0, can be predicted on time interval [0, T ] (see [11]).
(iii) Currently, it is unknown if a Gaussian filter can be approximated by causal smoothing
filters. It is known that the approximation by causal smoothing filters is impossible for
the ideal low pass filters; the distance of the set of the ideal low-pass filters from the set
of all causal filters is positive [3]. On the other hand, it is known that a filter with the
exponential energy decay allows arbitrarily close approximation by causal filters [12]. This
could lead to application of filters with the exponential energy decay on higher frequencies
for forecasting of market parameters and approximation of µε. It could be interesting to
explore this opportunity.
(iv) It could be interesting to extend the approach of this paper on discrete market models. For
this, discrete time predictability criterions from [13]-[14] could be used.
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