Abstract. The global sensitivity analysis of time-dependent processes requires history-aware approaches. We develop for that purpose a variance-based method that leverages the correlation structure of the problems under study and employs surrogate models to accelerate the computations. The errors resulting from fixing unimportant uncertain parameters to their nominal values are analyzed through a priori estimates. We illustrate our approach on a harmonic oscillator example and on a nonlinear dynamic cholera model.
1. Introduction. The ability to make reliable predictions from time-dependent mathematical models of the form
where ξ ∈ R Np is a vector of uncertain model parameters, relies crucially on understanding and quantifying the impact of ξ on f . One approach, pioneered by Sobol', consists of apportioning to each element (or groups of elements) of ξ its contribution to the variance of f [23, 26, 28, 29] . Such a global sensitivity analysis enables focusing computational resources on quantifying the uncertainties in the elements of ξ that are most influential on the variability of f .
Most of the literature on global sensitivity analysis considers scalar outputs as opposed to the functional framework corresponding to (1) . In our framework, this amounts, for instance, to analyzing the sensitivity of f (t 0 , ξ) for a fixed t 0 or to the study of integrated quantities such as y(ξ) = T 0 f (t, ξ) dt. While it is possible to apply Sobol's approach pointwise in time [2, 22] , for instance at the nodes of a grid, (2) 0 = t 0 < t 1 < · · · < t n−1 < t n = T, this approach presents two shortcomings. First, treating {f (t k , ξ)} n k=1 independently of one another ignores the temporal correlation structure of the process. Second, the variance of the process itself varies in time therefore skewing relative importance measurements across time. More precisely, a "yardstick" is needed at each time to determine the influential parameters at that time; for the standard Sobol's indices, this yardstick is the variance at f at the corresponding time. When the yardstick changes with time, confusion ensues: how to compare carrying a small portion of a large variance with a large portion of a small one? These delicate scaling issues are also present in derivative-based sensitivity analysis. The approach presented here not only fixes the yardstick issue, it also exploits the correlation structure of the process for efficient computation of sensitivity analysis measures.
As an illustrative example, consider an underdamped mechanical oscillator whose motion is governed by the initial value problem (3) y + 2αy + (α 2 + β 2 )y = 0, y(0) = , y (0) = 0. * Department of Mathematics, North Carolina State University, Raleigh, NC 27695-8205 (alexanderian@ncsu.edu, gremaud@ncsu.edu, rsmith@ncsu.edu). 1 The solution is (4) y(t; α, β, ) = e −αt (cos βt + α β sin βt), and the corresponding process is given by f (t, ξ) = y(t; ξ), where ξ is a random vector that parameterizes the uncertainty in the parameters (α, β, ). to interpret as the balance of sensitivities change multiple times. Moreover, this standard approach is entirely unaware of the history of the process and, specifically here, of the asymptotically diminishing variance. For instance, the reported increasing influence of α is largely an artifact of the method. We will revisit this example throughout the article as a means for illustrating the concepts we introduce. In Section 5, we implement our approach on a more involved nonlinear dynamical system modeling spread of epidemic cholera.
The recent work [9] has motivated the present article; there, the Sobol' indices are extended to vectorial or functional outputs. These generalized indices take into account the history of the process. Our contributions to the global sensitivity analysis in the time-dependent case are as follows. (i) We develop an efficient computational framework for computing the generalized indices (see Section 4) . To this end, we derive suitable representations for the generalized indices that facilitate development of computationally efficient algorithms; our methods use surrogate models and Karhunen-Loève (KL) decomposition of random processes. (ii) We present comprehensive numerical results that examine various aspects of our methods and show their effectiveness. (iii) We derive a result that quantifies the impact of fixing inessential variables determined by computing generalized Sobol' indices (see Section 3) .
Surrogate models such as polynomial chaos (PC) expansions [19, 33, 36] , multivariate adaptive regression splines (MARS) [8] , and Gaussian processes have become increasingly popular tools in uncertainty quantification literature; the references [3, 4, 6, 11, 15, 18, 31] provide a non-exhaustive sample of the literature on their use for variance-based sensitivity analysis. These approaches replace repeated solutions of computationally expensive models by inexpensive evaluations of a surrogate model. They can provide orders of magnitude speedups.
We propose two general approaches for computing generalized sensitivity indices. One approach (see Section 4.1) constructs a surrogate modelf (t k , ξ) ≈ f (t k , ξ) for every t k in the grid (2) . This enables computation of the generalized sensitivity indices at negligible computational cost. However, the power of many of the state-of-the-arts surrogate model construction methods can be fully realized if one optimizes them for each specific time t k . This is computationally expensive and may in fact be intractable in practice, especialy when the number of time steps n is large. Motivated by this, we propose a second approach based on a KL expansion
of the process f , where f 0 is the mean of the process, the f i (ξ)'s are expansion coefficients (see Section 4.2) with variance V {f i } = λ i and where λ i is an eigenvalue of the covariance operator of f with corresponding eigenvector e i . In this case,
encode the uncertainty in f and the dynamics of the process is quantified by the superposition of the dominant eigenvectors {e i } N kl i=1 . Owing to the fast decay of the eigenvalues λ i -observed in many applications-one can focus the quantification of uncertainties to modes {f i (ξ)} N kl i=1 , where N kl is small. In Section 4.2, we derive a result that guides an efficient approach for computing the generalized Sobol' indices. This is followed by a detailed numerical algorithm that relies on computing surrogate models
We implement the ideas presented in this article using generalized polynomial chaos surrogates. However, the approaches discussed herein can be adapted to other types of surrogate models.
2.
Variance-based sensitivity indices for the time-dependent processes. For simplicity, we assume the uncertain parameters ξ 1 , . . . , ξ Np to be independent U(−1, 1) random variables. Hence, we work in a measure space (Ω, B(Ω), µ), where
Np , B(Ω) is the Borel sigma-algebra on Ω, and the probability measure µ is the normalized N p -dimensional Lebesgue measure on Ω: µ(dξ) = 2 −Np dξ. It is straightforward to extend our definitions and results to the case of any random vector ξ with independent elements, in which case we work in measure space (Ω, B(Ω), µ) where Ω ⊆ R Np is the sample space and µ the distribution law of ξ. We consider a random process f : [0, T ] × Ω → R, and assume f ∈ L 2 ([0, T ] × Ω). Moreover, we assume f to be mean-square continuous:
It follows that the mean f 0 (t) = Ω f (t, ξ) µ(dξ) and the covariance function In practice, the covariance function can be approximated through sampling
Without loss of generality, it is possible to consider only centered processes, i.e., f 0 ≡ 0; we do so below.
Remark 2.1. We point out an important implication of the mean-square continuity assumption. Assuming f is mean-square continuous, we can conclude the existence of a modification 1 g of f such that g is jointly measurable on the product space (Ω, B(Ω)) ⊗ ([0, T ], B([0, T ])); see Proposition 3.2 in [7] . Note also,
Therefore, as a consequence of Fubini's Theorem [25] 
. Thus, as a consequence of the mean-square continuity assumption, replacing f with a suitable modification, the requirement that
At each time t, we write f according to its second-order ANOVA-like decomposition
where
The total variance D(f ; t) of f can correspondingly be decomposed into
The standard pointwise first and total Sobol' indices for ξ U are then defined by apportioning to the ξ U parameters their relative contribution to the variance of f [28, 29] 
2.2. Generalized Sobol' indices for time-dependent problems. Pointwise in time indices such as (9) ignore all time correlations. To characterize these correlations, we consider the covariance operator C :
where the covariance function c is defined in (6); C is a trace-class positive selfadjoint operator with eigenvalues
and a complete set of orthonormal eigenvectors
. By Mercer's theorem [17, 21] , we have
λ j e j (s)e j (t), 1 We say f and g are modifications of one another if for all
where the convergence of the infinite sum is uniform and absolute
Let c U and C U be respectively the covariance function and covariance operator corresponding to f U from (8) . Following [9] , the generalized first order sensitivity index for ξ U can be defined as
The next result shows the generalized indices to be nothing but the ratio of the time integrals of the numerator and denominator of the standard indices.
Proposition 1. Let the random process f be as above. Then,
Proof. Considering the denominator in (13), we obtain
where the second equality follows from (11), the interchange of integral and summation is justified by the Monotone Convergence Theorem, and the third equality uses the fact that eigenvectors are orthonormal. The numerator can be treated similarly.
The integrals in (13) 
The special case of equal weights and uniform time steps in (14) corresponds to the approach suggested in [9] for sensitivity analysis for time-dependent processes. Similarly to (13), we define generalized total Sobol' indices as
One should note that
Note that computing these generalized indices via direct Monte Carlo sampling is in general a computationally expensive task, due to the need for a large number of function evaluations. To illustrate the above concepts, we return to the mechanical oscillator example (3) and compute its generalized total Sobol' indices; see Figure 2 (left). Figure 2 (right) illustrates the evolution of the generalized Sobol' indices over successively larger intervals. These results provide a clear analysis of the relative importance of the input parameters along with a "history aware" description of the evolution of these relative importance measurements. While the pointwise in time Sobol' indices show a significant growing influence of α over time, see again Figure 1 (right)), the generalized indices stabilize quickly and provide an importance assessment of the variables that is consistent over time. 
A priori estimates with fixed unimportant variables. Suppose we have identified a subset
In other words, the parameters ξ U c are unimportant and it should thus be possible to fix them at some nominal valueξ U c and consider the "reduced"
as a reasonable approximation of f . The next result formalizes this line of thought by establishing a direct link between S ξ U c tot (f ; T ) and a measure of the relative error attached to the approximation f ≈f ; this result generalizes to time dependent problems the work of [30] on stationary problems.
provides a measurement of the relative error linked to the approximation f ≈f and furthermore
where dim(ξ U c ) denotes the dimension of ξ U c , and let µ 2 be the normalized Lebesgue measure on Ω 2 . We have
where the interchange of integrals follows from Tonelli's theorem. Further, by the theorem proved in [30] ,
tot (f ; t) for each t ∈ [0, T ], and thus
This proves the result since D(f ; t) is deterministic.
A more explicit probabilistic interpretation of Proposition 3.1 can be established by considering the quantity ρ = E /S ξ U c tot (f ; T ) and noting that E{ρ} = 1. As ρ ≥ 0, the following result is a direct consequence of Markov's inequality.
4. Efficient computation of the sensitivity indices.
Using surrogate models constructed pointwise in time.
To alleviate the cost of computing the generalized Sobol' indices, we can approximate f (t, ξ) with a cheap-to-evaluate surrogate modelf (t, ξ), leading to the approximation
which can be computed at negligible cost. We outline the corresponding procedure in Algorithm 1. The main computational cost there is the evaluations of the process f , at sampling points {ξ
. Once a surrogate modelf is available, the generalized Sobol' indexS U tot (f ; T ) can be computed for any U ⊂ {1, . . . , N p } usingf . 
Evaluate the approximate generalized Sobol' index,
We restrict our attention to polynomial chaos (PC) surrogates which we now briefly discuss. PC expansions are series expansion of square integrable random variables in multivariate orthogonal polynomial bases [10, 19, 36] . For example, the (truncated) PC representation of f (t, ξ) is of the form
is a set of orthogonal polynomials and {c k } Np k=0 are expansion coefficients. As ξ is assumed to be a N p -dimensional uniform random vector, we choose N p -variate Legendre polynomials for {Ψ k } NPC k=0 ; see [19] . Also, we use total order truncation [19] (17)
where N ord is the maximum total polynomial degree. The following are two common approaches for computing PC coefficients via sampling; i.e., in a non-intrusive way • Non-intrusive spectral projection (NISP),
• Regression based methods with sparsity control.
The NISP approach is based on the approximation of Galerkin projections
Here ξ (j) ∈ Ω and ν j ≥ 0, j ∈ {1, . . . , N nisp quad }, are quadrature nodes and weights. Alternatively, PC coefficients can be computed through regression-based approaches. Borrowing ideas from compressive sensing (CS), sparsity is enforced by controlling the 1 norm of the vector of PC coefficients. We refer to this as the CS-based approach. Specifically, we form a sample of points {ξ (j) } N j=1 in the sample space Ω and let
T be the vector that contains the function evaluations. The vector of PC coefficients is then determined by solving (19) min
In our computations, we use the solver SPGL1 [32] for the optimization problem (19) . The parameter τ that controls the sparsity of c is found either by trial and error or, more systematically, through a cross validation procedure.
Here K i is an index set that picks all the terms in the PC expansion that include ξ i . The definition of this index set is facilitated by the (partial) tensor product construction of PC basis functions, see e.g. [2, 19, 31] . The integrals in (20) are computed numerically using a quadrature formula on [0, T ] with nodes and weights {t m , w m } N quad m=1 . This requires computing PC coefficients at every t m , m ∈ {1, . . . , N quad }. The NISP and CS-based approaches for computing PC representation of f (t, ξ) share a common feature: a set of function evaluations f (t m , ξ (j) ), j ∈ {1, . . . , N }, m ∈ {1, . . . , N quad } is needed. This is the main computational bottleneck for both methods.
With NISP, the sampling points are chosen according to a quadrature rule. The CS-based approach, on the other hand, offers more flexibility and allows for Monte Carlo or quasi Monte Carlo sampling. The computational cost of the NISP numerical quadratures can be very high, especially with full tensorization of one-dimensional quadrature rules and/or when the parameter dimension is large. The computational cost can be reduced by carrying out the integration in (18) through Smolyak sparse quadrature [13, 27] . A common restriction of both the NISP and CS-based approaches is the need to access the same set of sampling points for each t ∈ {t 1 , . . . , t N quad }. While changing the sampling points for each time could lead to better approximations, especially if adaptive quadrature-based approaches are used [34, 35] , the number of required function evaluations would be prohibitive. 
Compute the vector of PC coefficients at each time step:
3: Compute approximations to the generalized total sensitivity indices according to (20) :
To summarize, NISP is a convenient-to-implement approach for computing the time-dependent PC coefficients and consequently the generalized Sobol' indices, and can be very effective for certain classes of problems. We outline the required steps in Algorithm 2. Compared to NISP, CS-based methods present, in the above context, two additional challenges: (i) an optimization problem of the form (19) has to be solved at every t m , m ∈ {1, . . . , N quad }, which can be prohibitive when N quad is large and (ii) the sparsity control parameter τ may need to be calibrated for each t m .
A spectral approach.
Under the notation and assumptions of Section 2, we can represent the process f using a Karhunen-Loève (KL) expansion
In practical computations, the above expansion is truncated
with the truncation level N kl being informed by the decay of the eigenvalues of C. More precisely, as the variance of the truncated KL expansion is given by V f
) it is possible to adjust the truncation level N kl by considering the fraction r N kl of the variance quantified by a given truncation level: (22) r
A similar criterion is used in the computational fluid dynamics community when truncating proper orthogonal decompositions (POD) for reduced order modeling [16] . The rate at which the eigenvalues of the covariance operator C decay is problemdependent. There are, however, many applications of interest, where the process f corresponds to a dynamical system with uncertain parameters, for which a small number of KL modes suffice. We call such processes low-rank. Figure 3 (left) ; the rapid decay observed there indicates that a few KL modes should provide a suitable representation for the process. For further insight, we show the evolution of the pointwise variance of f (N kl ) (t, ξ) for various values of N kl (Figure 3 , middle) and the behavior of the ratio (22) for an increasing number of KL modes (Figure 3 right) . The process corresponding to the oscillator problem is an example of a low-rank process. These results are obtained by approximating the covariance function according to (7) with a Monte Carlo sample of size 10,000.
Spectral representations can be leveraged to yield efficient algorithms for the computation of the generalized Sobol' indices. We present the following result that makes a direct link between the KL expansion of f and the generalized Sobol indices.
Theorem 2. Let f be a centered process satisfying the assumptions of Section 2 together with its KL expansion from (21). Then, for U ⊂ {1, . . . , N p },
where λ i are eigenvalues of the covariance operator C corresponding to the process f .
Proof. See the appendix.
Theorem 2 yields an efficient approach for numerically approximating the generalized Sobol' indices in problems where the eigenvalues of the covariance operator exhibit rapid spectral decay; i.e., for low-rank processes. In such problems, we can obtain accurate approximations to the generalized sensitivity indices using only a few modes in the KL expansion. Then, focusing on the expression for S U (f ; T ), we consider building surrogate models for the individual modes f i (ξ), using which the variances V {E {f i (ξ)|ξ U }} can be approximated efficiently.
Using the approximate covariance function c N (s, t) from (7), we construct the following approximation of the covariance operator (10):
This operator is then discretized using a quadrature formula in the interval [0, T ] with nodes and weights t m , w m , m ∈ {1, . . . , N quad }. To compute the spectral decomposition of C N numerically, we have to solve the discretized (generalized) eigenvalue problem
Letting e l i = e i (t l ), K lm = c N (s l , t m ), l, m ∈ {1, . . . , N quad }, and defining the matrix W = diag(w 1 , w 2 , . . . , w n ), the discretized eigenvalue problem is given by
This can be rewritten in symmetric form
with u i = W 1/2 e i . Solving this reformulated eigenvalue problem yields eigenvalues λ i and eigenvectors e i = W −1/2 u i that satisfy
Forming the KL expansion requires computing the f i in (21) . We do so via quadrature
We can now form the ensemble {f (t m , ξ k )} N k=1 for m ∈ {1, . . . , N quad } and use it to compute a surrogate model for each mode f i :
This enables efficient approximation of the generalized sensitivity indices via
The accuracy of the approximation (26) depends on (i) the truncation level in the KL expansion, (ii) the accuracy of the temporal quadrature in [0, T ], (iii) the quality of the sampling in parameter space and (iv) the error in surrogate model construction. The various steps of the presented numerical approach for approximating the generalized sensitivity indices are summarized in Algorithm 3.
Algorithm 3 Spectral-KL approach for computing the generalized total Sobol' indices

Input: (i) A quadrature formula on [0, T ] with nodes and weights {t
2: Form covariance matrix (discretized covariance function)
3: Let W = diag(w 1 , w 2 , . . . , w N quad ) and solve the eigenvalue problem
Choose a truncation level N kl , and compute the discretized KL modes,
6: Compute a surrogate model for each f i , using function evaluations
Remarks on the numerical algorithm.
Approximation of the covariance function and the eigenvalue problem. How sensitive is the discretized eigenvalue problem (24) to the number of samples N used to construct the sampled covariance function c N ? We explore this issue numerically. As an initial test, Figure 4 (left) displays the first 20 (normalized) eigenvalues of the sampled covariance operator corresponding to the oscillator example (3) as the number of Monte Carlo sample is varied. We see that even a small Monte Carlo sample (in the order of hundreds) is sufficient to capture the dominant eigenvalues of C for this problem. This is akin to the experiences from the computation of active subspaces, where the dominant eigenvalues of a covariance-like operator is considered; see e.g., [5] .
Approximation of the covariance function via quadratures. It is in principle possible to approximate the covariance function via quadrature, instead of Monte Carlo, in the uncertain parameter space. Performing quadrature is generally challenging for problems with high-dimensional uncertain parameters; for such problems, full-tensor or (non-adaptive) sparse grid constructions can be computationally prohibitive due to the curse of dimensionality. However, for problems where the use of a suitable quadrature formula is feasible, this approach is preferable as it yields accurate results. In a quadrature based approach, the sample average approximations in steps 1 and 2 of Algorithm 3 are replaced by appropriate quadrature formulas. We compare the results of computing the eigenvalues of the covariance operator using a large Monte Carlo sample against a quadrature formula in Figure 4 (right). Polynomial surrogates for the KL modes (25). Conditional expectations E f i (ξ)|ξ U can easily be computed from the PC representation for f i (ξ)
using the tensor product construction of the PC basis, see e.g., [31] . Consequently, the approximate generalized total Sobol' indices take the form
where K j as in (20) . The computation of the PC expansion coefficients for f i themselves can be done through a CS-based approach or NISP as outlined above. The above expression corresponds toS U (f ; T ) with U = {j}, j ∈ {1, . . . , N p }. The expression is straightforward to generalize for arbitrary U ⊂ {1, . . . , N p }.
In Figure 5 , we compare the performance of several options within Algorithm 3. We present results using a quadrature based approach, where we approximate the covariance function via quadrature, and compute PC representations for f i via NISP; specifically, we consider a full-tensor quadrature formula and a Smolyak sparse quadrature formula (see the Figure caption for more details). We also use Algorithm 3 with a small Monte Carlo sample in the uncertain parameter space, where we compute the covariance function via sample averaging, and compute the PC representations of f i using the CS-based approach. Moreover, we report the generalized sensitivity indices computed using direct Monte Carlo sampling with 10 5 samples. Results from all approaches agree remarkably well. The approximate KL expansion as a global surrogate model. The computations performed in Algorithm 3 lead to an approximate KL representation of f ,
where e m i is as in Algorithm 3, andf 0 (t m ) is the sample mean, at t = t m , computed in Algorithm 3. This provides a cheap-to-evaluate surrogate model, which can be used for an alternative approach of approximating generalized Sobol' indices via 14 samplingf (t m , ξ). The utility of this surrogate model, however, extends beyond sensitivity analysis:f (t, ξ) can be used to accelerate various uncertainty quantification tasks, where repeated evaluations of f (t, ξ) are required. We point out that a related approach was used in [20] for representation of spatially distributed processes.
5. Probabilistic modeling and sensitivity analysis for a cholera model. We illustrate attributes of the generalized sensitivity indices in the context of a cholera model proposed in [12] .
Model description.
A population of N pop subjects is split into S(t) susceptible individuals, I(t) infectious individuals, and R(t) recovered individuals; the model assumes the total population N pop to stay constant while S, I and R vary during an epidemic with N pop = S(t) + I(t) + R(t). Also considered are concentrations B H (t) and B L (t) of highly-and lowly-infectious cholera bacteria, Vibrio cholerae. The units for these five state variables are compiled in Table 1 . We illustrate the associated compartment model in Figure 6 . The cholera model in [12] is based on the following assumptions: (i) The birth and death rates are identical and denoted by b. (ii) Susceptible individuals become infected by drinking bacteria-infested water. The rate at which this happens is proportional to S(t), the concentrations B H and B L of highly and lowly-infectious bacteria, and the drinking rates β H and β L at which these bacteria are ingested. The rates also satisfy the saturation relations that when B H = κ H and B L = κ L , where κ H and κ L denote cholera carrying capacities, the probability of ingestion resulting in disease is 0.5. Susceptibles recover at a rate γ. (iii) Infected individuals spread highly-infectious bacteria B H to the water at a rate ζ. (iv) Highly-infectious bacteria B H become lowly infectious B L at a rate χ. (v) Lowly-infectious bacteria B L die at a rate δ.
These assumptions yield the system of ordinary differential equations (ODEs) Rate of recovery from cholera γ 1 week 7 5 Table 2 : Cholera model parameters from [12] . ( * ) The value β H = 7.5 is consistent with [12] where it is assumed that β H > β L ; no corresponding nominal value for β H was, however, provided there.
The parameter units and nominal values from [12] are compiled in Table 2 . We note that dS dt + dI dt + dR dt = 0 so that S(t) + I(t) + R(t) = N pop and the population size indeed remains constant. The system dynamics are illustrated in Figure 7 .
Our simulations correspond to a total population of N pop = 10,000 with initial states given by S 0 = N pop − 1, I 0 = 1, R 0 = 0, and B H0 = B L0 = 0. We solve the problem up to time T = 250. The ODE system is integrated using the solver ode45 provided in Matlab ODE toolbox. We use absolute and relative tolerances of 10 Table 2 . The distribution of these uncertain parameters is taken as uniform, with 10% perturbation 16 around the respective nominal values: (29) x
In [12] , the nominal value of κ H is taken as κ L /700. Hence, we set κ H = x 3 /700, where x 3 is as in (29) . Our quantity of interest is the infected population I as a function of time. Since the vector x of the uncertain model parameters is defined by the random vector ξ in (29), we can consider the infected population as a process I(t, ξ).
5.3.
Global sensitivity analysis. The traditional total Sobol' indices, computed pointwise in time, are displayed in Figure 8 (left). The Sobol' indices show great variation over time, making inferences about the relative importance of the uncertain parameters difficult. See also Figure 9 , where we report the pointwise variance over time. When computing the generalized Sobol' indices via Algorithm 2, we use a thirdorder PC expansion of I(t, ξ), for each t in the time grid. The PC coefficients are computed via NISP with sparse quadrature of varying resolutions. The results in Figure 10 indicate that with approximately six hundred model evaluations, it is possible to construct a PC surrogate model that is suitable for accurate estimation of the generalized Sobol' indices.
For Algorithm 3, we use Monte Carlo sampling to approximate the covariance function and rely on the CS-based approach from Section 4.1 to approximate the fourth-order PC coefficients of the KL modes f i of the random process. The approach only requires a small number of model evaluations to accurately estimate the Sobol' indices for this problem.
A key component of Algorithm 3 is the spectral decomposition of the covariance operator of the process. Figure 11 (left) displays the normalized eigenvalues of the covariance operator as the Monte Carlo sample size increases. We note both a rapid spectral decay and the fact that a small number of Monte Carlo samples is sufficient to accurately estimate the dominant eigenvalues. As shown in Figure 11 (middle), the evolution of the pointwise covariance, computed using a truncated KL expansion, can be quantified accurately with a small number of KL modes. Indeed, N kl = 15 modes is sufficient; in fact, only two KL modes can be used in the interval [0, 1]; i.e., during the transient regime.
The computation in Figure 11 (middle) uses a fixed Monte Carlo sample of size N = 10 4 . From the results in Figure 11 (left), we know that a much smaller Monte Carlo sample is sufficient for approximating the dominant eigenvalues. However, the computation of the pointwise variance depends also on approximation of the eigenvectors of the covariance operator. Instead of performing convergence studies for the dominant eigenvectors, we consider the following question: how does the approximation of the pointwise variance change for N kl = 15 if we use smaller Monte Carlo samples? This is investigated in Figure 11 (right) which confirms that a small Monte Carlo sample enables accurate estimation of the pointwise variance, as computed by an approximate truncated KL expansion. fixing the remaining variables at their nominal values. We provide next a numerical study of the approximation errors which result from fixing inessential variables. To illustrate the potential pitfalls of fixing parameters based on pointwise in time classical Sobol' indices, we also consider fixing parameters according to the classical Sobol' indices at t = 250, which indicate b and γ as the important parameters.
When fixing inessential variables, we consider the reduced model
where U c = {1, . . . , N p } \ U . To provide a thorough study, we examine the impact of fixing parameters on pointwise variance and the distribution of the process. (28) . Left: effect on the variance; middle: effect on the quantity of interest when using generalized indices; right: effect on the quantity of interest when using pointwise indices at the final time. Figure 12 (left) illustrates the impact of fixing inessential variables on the variance of the process over time. The effect on the distribution of the process itself is studied in Figures 12 (middle) and (right), where important variables are chosen based on generalized Sobol' indices and based on pointwise Sobol' indices at the final time, respectively. The thick black lines indicate the 2nd and 98th percentiles obtained by sampling I(t, ξ) (with no variables fixed) 10,000 times. The shaded regions enclose the respective percentiles forĨ(t, ξ), which is also obtained by sampling the reduced models 10,000 times.
We note that fixing variables according to generalized indices results in a reduced model that captures the distribution of I over the simulation time window well. On the other hand, and as expected, fixing variables according to pointwise Sobol' indices at the final time is effective at capturing the distribution of I only as the system approaches equilibrium. In Figure 13 , we study the impact of fixing variables on the probability density function (PDF) of the infected population over time. These PDFs were generated by sampling the reduced models 10 4 times. 6. Conclusions. The global sensitivity analysis of time-dependent processes such as (1) requires history-aware approaches. Not surprisingly, identifying inessential parameters based on a pointwise in time analysis, such as the one corresponding to the standard Sobol' indices, is only valid close to the time at which the analysis is performed. For applications where the evolution of the process under study is of interest, sensitivity analysis must be performed globally in time.
We show how to efficiently compute generalized Sobol' indices. The various tests of the impact of fixing inessential parameters provide a consistent picture: using generalized total Sobol' indices, we can reliably select the variables with dominant impact on variability of the quantity of interest. Further formalization of these results in the form of, for instance, theoretical error analysis is to our knowledge not available but is desirable. Likewise, the global sensitivity analysis of time-dependent processes with correlated parameters is beyond this work and deserves further investigation.
