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We investigate the transport and single particle relaxation times of silicene in the presence of
neutral and charged impurities. The static charge conductivity is studied using the semiclassical
Boltzmann formalism when the spin-orbit interaction is taken into account. The screening is modeled
within Thomas-Fermi and random phase approximations. We show that the transport relaxation
time is always longer than the single particle one. Easy electrical controllability of both carrier
density and band gap in this buckled two-dimensional structure makes it a suitable candidate for
several electronic and optoelectronic applications. In particular, we observe that the dc charge
conductivity could be easily controlled through an external electric field, a very promising feature
for applications as electrical switches and transistors. Our findings would be qualitatively valid for
other buckled honeycomb lattices of the same family, such as germanine and stanine.
PACS numbers: 68.65.Pq, 72.10.-d, 71.10.Ca, 72.80.Vp
I. INTRODUCTION
Silicene, a single layer of silicon atoms arranged in a
honeycomb structure was foreseen theoretically [1]. Al-
though silicene was predicted to be stable in its free-
standing fashion, so far its existence has been evidenced
only on supporting templates on metallic substrates both
as a sheet [2, 3] and as ribbons [4, 5] and also on semi-
conductor substrates [6]. Silicon atoms in silicene tend
to adopt the tetrahedral sp3 hybridization over the sp2
hybridization of carbon atoms in graphene. This re-
sults in a slightly buckled structure of silicene [1, 7, 8]
where atoms in sublattices A and B are displaced from
each other in the out-of-plane direction with a distance
d = 0.46A˚ (see, Fig. 1). The buckled nature of silicene
that originates from the sp2/sp3 mixed hybridization [9],
together with its large atomic volume, leads to a rela-
tively large spin-orbit coupling (SOC) which is roughly
1000 times larger than graphene [10, 11], and it is ex-
pected to open a visible band gap to be measured at
room temperature. This large SOC is the origin of the
envisioned quantum spin-Hall insulator (QSHI) phase, a
state with dissipationless spin currents along the edges
of the sample, in silicene [12]. Moreover, a Rashba spin-
orbit coupling term also naturally appears in the effective
models for silicene, however, this term has a negligible ef-
fect on its energy dispersion and could be neglected for
most purposes [13, 14].
The magnitude of the energy gap in silicene is con-
trollable in different ways, such as photo-irradiation [15],
anti-ferromagnetic exchange interactions [16], and by
surface adsorption [17]. Also, as the structure of sil-
icene is buckled, application of a perpendicular electric
field breaks its sublattice symmetry, and, as a result, a
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FIG. 1. (Color online) Top view (top) and side view (bot-
tom) of the buckled honeycomb structure of silicene, with two
sublattices A and B.
controllable band gap is induced in its energy disper-
sion [18, 19]. This perpendicular electric field makes it
possible to control the mass term in the Dirac equation
independently in valleys K and K ′. The possibility of
controlling the gap term in different valleys, in addition
to the strong SOC in silicene, makes valleytronics and
spin-valleytronics [14, 16, 20] applications feasible in this
material. The external perpendicular electric field could
also spin-polarize the states of each valley. This could be
useful in silicene based spin-filtering [21]. Remarkably,
a transition from a two-dimensional topological insula-
tor state to a band insulator is also predicated through
increasing the strength of the electric field [19]. The
large spin-orbit coupling in silicene in comparison with
graphene, together with the tunability of its band disper-
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2sion in particular, makes it a very good candidate to be
used in the field of spintronics.
In this paper, we use the semiclassical Boltzmann
formalism, within the relaxation time approximation
(RTA), to study the charge conductivity of a silicene
sheet, subjected to a perpendicular electric field. The
effects of both short-range and charged scatterers on the
conductivity are investigated. The Rashba spin-orbit
coupling in intrinsic silicene and germane is very tiny and
therefore, it is usually neglected in literature. However,
one can think of enhancing this term by adding heavy
adatoms [22–24], or by placing the layer on special sub-
strates such as Ni(111) [25–27]. For this purpose, we keep
the Rashba SOC throughout our calculations. Charged
impurities are naturally screened by the medium and we
take care of this within two different schemes, namely, the
Thomas-Fermi approximation (TF) and random phase
approximation (RPA). We calculate the static density-
density response function [28] in the presence of the SOC
term numerically and illustrate how Rashba SOC affects
it. We also explore two different momentum relaxation
times, namely, the transport relaxation time and the sin-
gle particle relaxation time. The former determines the
charge conductivity and other transport properties, while
the latter shows the quantum-level broadening [29]. The
effects of both short-range and screened charged impu-
rities are investigated. Finally, we use the semiclassical
Boltzmann formalism to find the charge conductivity of
silicene from the transport relaxation time.
The organization of our paper is as follows. In Sec. II,
we briefly describe our model Hamiltonian, together with
its band dispersion and eigenfunctions in the presence
of Rashba spin-orbit coupling. Then, we describe the
density-density response function both at zero and finite
Rashba spin-orbit coupling limit. This will be the basis
to derive the many-body screening of charged impurities.
Also in this section, we describe the single particle as well
as transport relaxation times, and charge conductivity
within the Boltzmann formalism. Section III is devoted
to our analytic and numerical results for relaxation times
and conductivity of silicene, in the presence of charged
long-range as well as neutral short-range scatterers. We
summarize and conclude our main findings in Sec. IV.
II. MODEL HAMILTONIAN AND FORMALISM
The effective low-energy Hamiltonian of the buckled
honeycomb lattice of two-dimensional silicene, in the
presence of a perpendicular electric field, can be written
as [14, 30, 31]
Hη =~vF(kxτˆx − ηky τˆy)− η∆SOτˆzσˆz
+ ηa0λRτˆz(kxσˆy − kyσˆx) + ∆z τˆz , (1)
where vF is the Fermi velocity and a0 is the equilibrium
lattice constant of silicene. kx and ky are ,respectively,
the x and y components of the momentum, τˆi and σˆi
(with i = x, y, z), are the Pauli matrices in the sublat-
tice and spin spaces, respectively, and η = ±1 refers to
two different valleys K and K ′. ∆SO and λR in Eq. (1)
are the intrinsic and Rashba spin-orbit couplings, respec-
tively. Owing to the buckled structure of the system,
atoms of two sublattices A and B are located in two
different planes, separated by d. Therefore, application
of a perpendicular electric field Ez to the sample plane,
breaks the sublattice symmetry and splits their on-site
energies by ∆z = ±Ezd/2. This leads to the splitting of
the band dispersion into four subbands in each valley.
The parameters of the Hamiltonian (1) are a0 = 3.86
A˚, d = 0.46 A˚, vF = 5.5 × 105 m/s, ∆SO = 3.9 meV
and λR = 0.7 meV. Note that the Hamiltonian (1) could
be used to model other buckled honeycomb structures
such as germanine and stanene, with larger energy gaps
of ∆SO = 23.9 and 300 meV, respectively. Material spe-
cific parameters of model Hamiltonian (1) are listed in
Ref. [12].
The eigenvalues of Hamiltonian (1) in valley η are
εηβ,s(k) = β
√
(~vFk)2 +
(√
∆2SO + (a0λRk)
2 + sη∆z
)2
,
(2)
where β = ±1 refers to the conduction and valence bands,
and s = ±1 distinguishes between the light and heavy
spin subbands of the conduction and valence bands. At
zero electric field, two subbands are degenerate and a
small direct energy gap equal to 2∆SO opens up between
the valence and conduction bands at k = 0. Applying
a finite gate voltage, splits the two bands into four sub-
bands with the energy gaps of 2|∆SO±∆z|. At a critical
value of the electric field Ecrz = 2∆SO/d, the smaller gap
vanishes, and the light subbands become massless with
graphene-like linear dispersions ±~vFk at small wave-
vectors. Increasing the gate field further, the smaller
gap opens up once again and increases with Ez. Note
that Hamiltonian (1) describes a two-dimensional topo-
logical insulator for Ez < E
cr
z , and a band insulator for
Ez > E
cr
z . [30]
In typical intrinsic buckled honeycomb lattices such as
silicene, germanine, and stanene, the strength of Rashba
spin-orbit coupling λR is much smaller than the intrin-
sic one, ∆SO, and therefore the effects of the Rashba
term on the energy dispersion are negligible, even at
k ∼ 1/a0, which is much beyond the low-energy (i.e.,
small k) validity region of Hamiltonian (1). Although
one can safely discard the Rashba term for most prac-
tical purposes and work with much simpler dispersions
of ±
√
(~vFk)2 + (∆SO + sη∆z)2, as it is possible to en-
hance the strength of this term by adding heavy adatoms
or using special substrates [32], unless otherwise stated,
we will retain the Rashba SOC term across our calcula-
tions.
The low-energy dispersions (2) of silicene are presented
in Fig. 2. Here the effects of Rashba SOC are exagger-
ated, enhancing λR, 1000 times. Note that band disper-
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FIG. 2. (Color online) Electronic band dispersion of sil-
icene in the K-valley in units of meV, with (dashed lines) and
without (solid lines) Rashba spin-orbit coupling. Here the
perpendicular electric field ∆z = 2∆SO, and the strength of
the Rashba term λR has been multiplied by 1000 to magnify
its effects on the band dispersion.
sions with the intrinsic value of λR would be essentially
indistinguishable from the zero Rashba ones.
The eigenvectors of Hamiltonian (1), in the ψ =
(ψA↑, ψB↑, ψA↓, ψB↓)T basis, could be written in a very
compact form as
ψβ,s(k, r) =
eik·r√
2A

β ζβ(θs)ζs(γ)
e−iηφkζ−β(θs)ζs(γ)
i s β eiηφkζβ(θs)ζ−s(γ)
i s ζ−β(θs)ζ−s(γ)
 , (3)
where A is the sample area, φk = arctan(ky/kx), and ζ
+
and ζ− are short-hand notes for the trigonometric func-
tions sine and cosine, respectively. Moreover, we have
introduced new angles
γ =
1
2
arctan
(
a0λRk
∆SO
)
, (4)
and
θ± =
1
2
arctan
(
~vFk
δ±k
)
, (5)
with δ±k = ∆z ±
√
∆2SO + (a0λRk)
2.
A. Density-density response function and dielectric
function
In order to obtain the relaxation times and the elec-
trical conductivity in a system with charged impurities,
one needs to know how these impurities are screened in
the medium. In this section, we discuss the noninteract-
ing density-density response function of silicene, which
will be used to account for the screening of the electron-
charged impurity scattering within the RPA. The nonin-
teracting density-density response function could be ob-
tained from [28]
χ0(q, ω) =
2
A
∑
j,j′,k
n[εj(k)]− n[εj′(k′)]
~ω + εj(k)− εj′(k′) + i0+Fj,j
′(k,k′) ,
(6)
where k′ = k + q, n(ε) is the Fermi-Dirac distribu-
tion function, the prefactor 2 comes from the valley
degeneracy, and we use collective indexes: j = (β, s)
and j′ = (β′, s′) for bands and spin subbands. The
form-factor Fj,j′(k,k′) is the overlap between two wave-
functions
Fj,j′(k,k′) = | < ψj(k)|ψj′(k′) > |2
=
1
4
(1 + ββ′Gj,j′) (1 + ss′Hj,j′) ,
(7)
where
Gβ,s;β′,s′(k,k′) ≡ ~
2v2Fk · k′ + δskδs
′
k′
|εβ,s(k)εβ′,s′(k′)| , (8)
and
Hβ,s;β′,s′(k,k′) ≡ ∆
2
SO + a
2
0λ
2
Rk · k′
|εβ,s(k)εβ′,s′(k′)| . (9)
Using Eqs. (7)-(9) in Eq. (6), one can numerically calcu-
late the polarizability of silicene with the Rashba spin-
orbit coupling, and in the presence of a perpendicular
electric field.
Density-density response function at the zero Rashba
limit. As we have already pointed out, the intrinsic
Rashba spin-orbit coupling is very small, and it is often
reasonable to neglect it for simplicity [33, 34]. Taking
λR = 0, the Hamiltonian (1) becomes diagonal in the
spin space,
Hη,s(k) = ~vF(kxτˆx − ηky τˆy) + (∆z + sη∆SO) τˆz , (10)
which is identical to the Hamiltonian of a gapped
graphene with spin dependent gap values ∆± = |∆SO ±
∆z| for each spin component [35]. In other words, the
z-component of the spin is conserved, and the external
electric field simply splits two spin sub-bands. Note that
as the time reversal symmetry is still preserved, the di-
rection of spin splitting should be reversed between two
valleys.
The noninteracting density-density response of this
simplified model becomes χ0(q, ω) = χ
g
0(q, ω,∆+) +
χg0(q, ω,∆−), where χ
g
0(q, ω,∆) is the noninteracting re-
sponse function of a gapped graphene with gap ∆. This
quantity is analytically known, both along the real [35]
and imaginary [36] frequency axes, and in the static (i.e.,
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FIG. 3. (Color online) Static density-density response func-
tion of silicene [in units of 4µ/(pi~2v2F)] as a function of wave-
vector q [in units of µ/(~vF)], in the presence (dashed lines)
and absence (solid lines) of Rashba spin-orbit coupling, and
for two different values of the external electric field ∆z. Here
again we have multiplied the Rashba term λR by 1000 to
magnify its effects on the polarizability.
ω = 0) limit reads
χg0(q,∆) = −νg(µ)
[
1−Θ(q − 2kF)
(√
q2 − 4k2F
2q
− (~vFq)
2 − 4∆2
4~vFqµ
arctan(
√
(~vFq)2 − 4(~vFkF)2
2µ
)
)]
,
(11)
for µ > ∆, and
χg0(q,∆) = −
1
pi~2v2F
[
∆ +
(~vF q)2 − 4∆2
2~vFq
arctan
(
~vFq
2∆
)]
,
(12)
for µ < ∆. In Eqs. (11) and (12), µ is the chemical
potential, kF =
√
µ2 −∆2/(~vF), and νg(ε) = 2εΘ(ε −
∆)/(pi~2v2F) is the density of states (per unit area) of
the gapped graphene, where Θ(x) is the Heaviside step
function. Note that the spin degeneracy of graphene is
absent here.
The noninteracting density-density response function
of silicene is presented in Fig. 3. The analytic expres-
sions of Eqs. (11) and (12) are compared with the full
numerical evaluation of Eq. (6) at non-zero Rashba SOC
and for two different values of the external electric field.
Similar to Fig. 2, we enhance the value of λR, 1000 times
to illustrate its effect on the polarizability. In both cases,
χ0(q) is constant and equal to −ν(µ) at low wave-vectors,
where ν(µ) is the density of states (per unit area) of sil-
icene at its Fermi level. At larger values of the wave-
vector, on the other hand, the absolute value of the re-
sponse function increases linearly with q.
Once the noninteracting density-density response func-
tion is known, one can obtain the screened interac-
tion between electrons and charged impurities V sce−i(q) =
Ve−i(q)/(q), where (q) is the dielectric function, and
within the RPA reads RPA(q) = 1 − vqχ0(q), where
vq = e
2/(20q) is the Fourier transform of the electron-
electron interaction e2/(4pi0r) in two dimensions (2D),
with 0 being the vacuum permittivity, and  the dielec-
tric constant of the environment, which we take to be
equal to 1 throughout this work. Replacing χ0(q) in the
RPA dielectric function with its long-wavelength limit re-
sults in the well-known Thomas-Fermi approximation for
screening TF(q) = 1 + ν(µ)vq.
B. Relaxation times and conductivity
Within the relaxation time approximation, the trans-
port scattering time of an electron in the j-th band and
with wave-vector k, could be written as [37]
1
τ jtr(k)
=
1
A
∑
j′,k′
Wj,j′(k,k
′)
[
1− vj′(k
′)
vj(k)
cos(θk,k′)
]
,
(13)
where the summation is over all possible final states with
band j′ and wave-vector k′, vj(k) is the group velocity
of band j, and Wj,j′(k,k
′) is the transition probability
between states (j,k) and (j′,k′), which , by using the
Fermi’s golden rule for elastic scatterings, could be writ-
ten as
Wj,j′(k,k
′) =
2pi
~
|Tj,j′(k,k′)|2 δ(εj′,k′ − εj,k) . (14)
Here Tj,j′(k,k
′) is the T -matrix [38], and within the first
Born approximation for dilute and randomly distributed
impurities becomes proportional to the matrix elements
of the scattering potential [39]
|Tj,j′(k,k′)|2 ≈ nimpFj,j′(k,k′)V 2e−imp(k− k′) , (15)
where nimp is the density of impurities and Ve−imp(q)
is the Fourier transformation of the interaction poten-
tial between an electron and a single impurity, and de-
pends on the nature of impurities. In the case of short-
ranged non-magnetic impurities (e.g., defects or neutral
adatoms) it is quite safe to approximate it with a zero-
range hard-core potential Ve−imp(q) = V0. On the other
hand, scattering from charged impurities will be long-
ranged Coulombic, Ve−imp(q) ∼ 1/q. This potential is
screened by other electrons of the system. The screen-
ing could be treated within the e.g., Thomas-Fermi or
random-phase approximations. [28]
Energy conservation in an elastic scattering prevents
any transition between valence and conduction bands.
In the zero Rashba limit, σz commutes with Hamilto-
nian (1), and spin is a good quantum number. There-
fore, with spin-independent scatterers such as the ones
we consider in this work, the transition between two spin
subbands of the same (valance or conduction) band will
5be prohibited too. The diagonal components of the form-
factors in this case will read
Fβ,s;β,s(k,k′) = 1
2
(
1 +
~2v2Fk · k′ + ∆2s
εk,sεk′,s
)
, (16)
where ∆s = |∆SO + s∆z| denotes the gap between s-spin
subbands, and εk,s =
√
(~vFk)2 + ∆2s is the dispersion of
massive Dirac fermions with a mass term of ∆s. But the
situation is different in the presence of a finite Rashba
term. As the z-component of the spin of an electron
is no longer conserved, inter-subband transitions would
be allowed even in the absence of magnetic impurities.
However, as we will show below, the rate of this spin-flip
transition would be much smaller than the intra-subband
transitions, for the intrinsic values of λR.
In addition to the transport relaxation times, one can
define single particle relaxation times, which are related
to the imaginary part of the single particle self-energies,
and define the broadening of the single particle levels
owing to the impurity scatterings[29, 38]:
1
τ jsp(k)
=
1
A
∑
j′,k′
Wj,j′(k,k
′) . (17)
Having calculated the transport relaxation times, the
charge conductivity of the system could be obtained us-
ing the semi-classical Boltzmann formalism [38, 40]
σ =
e2~2v2F
2
∑
j
∫
dε νj(ε)τ
j
tr(ε)
(
−∂n(ε)
∂ε
)
, (18)
where νj(ε) is the density of states of the j-th band. At
zero temperature, n(ε) is a step function, and we arrive
at the renowned expression
σ =
e2v2F
2
∑
s
νs(µ)τ
s
tr(kF,s) . (19)
Naturally, only the bands which cross the Fermi energy
contribute to the conductivity at low temperatures. Note
that this semiclassical theory is valid only in the regime
of dilute impurity concentration i.e., when the density
of impurities is much smaller than the density of charge
carriers.
III. RESULTS AND DISCUSSIONS
In this section, we turn to the presentation of our ana-
lytical and numerical results for single particle and trans-
port relaxation times as well as the charge conductivity
of silicene in the presence of short-range and long-range
charged scatterers.
A. Relaxation times
Relaxation times are generally functions of the incom-
ing electrons’ wave-vector, and at low temperatures only
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FIG. 4. (Color online) Inverse of the transport relaxation
times of lower (top) and upper (bottom) spin subbands of the
conduction band in units of (ps)−1 at the Fermi energy, versus
chemical potential for different values of the perpendicular
electric field ∆z. V0 = 3 keVA˚
2 is the strength of short-range
potential, and the concentration of both long-range (left) and
short-range (right) impurities assumed to be nimp = 10
9cm−2,
and the long-range potential is screened within RPA. Filled
areas indicate the energy gap region of the upper subband for
∆z = 0.5∆SO.
states around the Fermi level will contribute to trans-
port and single particle properties. In the following we
will concentrate only on the behavior of relaxation times
at the Fermi energy. The transport and single particle re-
laxation times could be conveniently obtained using Eqs.
(13) and (17), respectively. In the case of short-range
neutral impurities, assuming vanishing Rashba SOC, the
corresponding summations over final states could be per-
formed analytically and the final results read
1
τstr(εF )
=
nimpV
2
0
4~3v2Fµ
(
µ2 + 3∆2s
)
Θ(µ−∆s) , (20)
and
1
τssp(εF )
=
nimpV
2
0
2~3v2Fµ
(
µ2 + ∆2s
)
Θ(µ−∆s) . (21)
For charged impurities, as we already discussed in the
previous section, the inclusion of many-body screening is
essential. Within the Thomas-Fermi approximation the
screened potential can be written as
V TFe−imp(q) =
Ve−imp(q)
TF(q)
=
e2
20(q + qTF)
, (22)
where Ve−imp(q) = −e2/(20q) is the bare Coulomb in-
teraction of an electron with an impurity of charge +e,
and qTF = ν(µ)/(20) is the TF wave-vector. At the
zero Rashba SOC limit, again the relaxation times could
be obtained analytically. The final expressions for single
particle and transport relaxation times are quite lengthy
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FIG. 5. (Color online) Inverse of the transport relaxation
times of lower (top) and upper (bottom) spin subbands of
the conduction band in units of (ps)−1 at the Fermi energy,
versus perpendicular electric field ∆z, for different values of
the chemical potential. We use V0 = 3 keVA˚
2 for the strength
of short-range potential, and an impurity density of nimp =
109 cm−2 for both long-range (left) and short-range (right)
impurities, and have screened the long-range potential within
the RPA. Filled areas indicate the energy gap region of the
upper subband for µ = 2.5∆SO.
and we have presented them in the appendix. A more
accurate screening of the charged impurities would be
achieved within the RPA. In this case we present our re-
sults for the relaxation times numerically, retaining the
intrinsic value of the Rashba spin-orbit coupling in our
calculations. In the following we will use nimp = 10
9cm−2
for the impurity concentration of both short range and
long range scatterers. This guarantees that the dilute-
ness criteria will be satisfied for a wide range of chemical
potentials µ, and perpendicular electric fields ∆z in the
following results for relaxation times and charge conduc-
tivities. Note that in an intrinsic silicene, and in the
absence of any perpendicular electric field, even a chem-
ical potential of µ ≈ 2∆SO, roughly corresponds to the
carrier density of 1010cm−2, which is already much larger
than nimp.
Our results for the transport relaxation times of both
conduction spin subbands at the Fermi levels, and in
the presence of short-range (SR) and long-range (LR)
charged impurities, are presented as functions of the
chemical potential and the perpendicular electric field in
Figs. 4 and 5, respectively. In the case of charged impuri-
ties, the electron-impurity interaction is screened within
the RPA. Note that the relaxation time of a band at the
Fermi energy is not defined when the Fermi energy does
not intersect that band. In the case of charged impurities
a cusp like feature in the relaxation time of the lower (−)
band as a function of the chemical potential or perpen-
dicular electric field appears when the chemical potential
reaches the bottom of the upper (+) band. The origin
of this behavior lies in the transition between metallic
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FIG. 6. (Color online) Inverse of the transport relaxation
time of lower (top) and upper (bottom) conduction bands in
units of (ps)−1 as a function of the chemical potential µ, in the
presence of charged impurities, and for different values of the
perpendicular electric field ∆z. Solid lines refer to analytic
results obtained using TF approximation for the screening of
the long-range interaction, while symbols refer to numerical
results with RPA screening. The concentration of impurity
is nimp = 10
9 cm−2 and the filled area shows the energy gap
region of the upper subband for ∆z = 0.5∆SO.
and insulating contributions of the upper bands to the
screening of the electron impurity interaction. As the
short range interaction is not screened, such a behavior
is absent there.
As we already discussed, within the TF approximation
for screening, one simply replaces the full wave-vector
dependent polarizability χ0(q), with its q → 0 limit. In
2D systems χ0(q) is constant at long wavelengths (see,
Fig. 3) therefore one would expect a good agreement be-
tween RPA and TF. In Fig. 6, we compare our results
obtained for the transport relaxation times within these
two different screening approximations of the long-range
potential. The only region where there is a visible dif-
ference between two different schemes, is the relaxation
time of the lower subband at small chemical potentials.
This is precisely the regime where only the lower conduc-
tion band is occupied. The RPA would take into account
the contribution of the upper band in screening, using
Eq. (12) for its density-density response function, while
the TF approximation will simply ignore it, as this re-
sponse function vanishes at q = 0.
Now, we turn to the presentation of our results for
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FIG. 7. (Color online) The ratio between transport and single
particle relaxation times at the Fermi level as a function of the
chemical potential and for different values of the perpendicu-
lar electric field ∆z. Top panels are the ratios for the lower
conduction bands and bottom panels for the upper conduction
bands. The concentration of both long-range (left) and short-
range (right) impurities assumed to be nimp = 10
9 cm−2,
V0 = 3 keVA˚
2 is used for the strength of the short-range po-
tential, and the long range potential is screened within the
RPA. The Filled area is the energy gap region of the upper
subband for ∆z = 0.5∆SO.
single particle relaxation times, as introduced in Eq. (17).
Figure 7 shows the ratio between transport and single
particle relaxation times, as a function of the chemical
potential. The transport relaxation time is always larger
than the single particle one. For the upper conduction
band, the ratio increases with chemical potential, while
for the lower one this ratio quickly saturates to 2. In the
case of long-range impurities, abrupt changes in the ratio
between transport and single particle relaxation times for
lower band again originates from the transition between
insulating and metallic screenings of the upper band.
In the last figure of this section, we assume a finite
value for Rashba spin-orbit coupling λR = 0.7 meV. This
off-diagonal term in the spin space permits interband
transitions between two conduction spin subbands. As
the intrinsic value of the Rashba spin-orbit coupling is
very small in silicene, it still makes sense to label two
conduction subbands as up and down spin subbands. In
this sense, the interband transition could be interpreted
as spin relaxation or spin-flip. In Fig. 8 we present the
inverse of the interband or spin-flip single particle relax-
ation time,
1
τ+−sp (k)
=
∑
k′
W+,+;+,−(k,k′) , (23)
for the intrinsic value of the Rashba spin-orbit coupling
of silicene [12]. This interband relaxation time is much
(almost 106 times) longer than the intraband relaxation
times, presented in our previous figures.
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FIG. 8. (Color online) Inverse of the interband single par-
ticle relaxation time between two conduction spin subbands
in units of (µs)−1 as a function of chemical potential and
for different values of the perpendicular electric field ∆z, for
charged (top) and neutral (bottom) impurities. We use an
impurity density of nimp = 10
9 cm−2 in both cases, V0 = 3
keVA˚2 for the short-range interaction strength, and screen
the long-range potential within the RPA.
B. Charge conductivity
Now, having calculated the transport relaxation times,
we can calculate the charge conductivity using Eq. (19).
Figure 9 illustrates our results for the charge conduc-
tivity of silicene in the presence of long-range and short-
range scatterers as a function of the chemical potential
for two different values of the perpendicular electric field,
i.e., ∆z = 0.5∆SO, for which both bands are gapped, and
for ∆z = ∆SO which makes the lower band gapless. In
the case of long-range impurities, the comparison is made
between RPA and TF screenings of the electron-impurity
interaction, too. The conductivity is an increasing func-
tion of µ, and therefore of the carrier density. In the
case of short-range impurities, one can see that at large
chemical potentials it saturates to a constant value deter-
mined by the scattering strength and impurity concentra-
tion [see also Eq. (A.2)]. As one would expect from the
behavior of relaxation times, conductivity jumps when
the chemical potential reaches the bottom of the upper
band. This makes silicene suitable for making charge
switches. Note that, the conductivity becomes zero when
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FIG. 9. (Color online) Boltzmann conductivity of silicene (in
units of e2/h) as a function of chemical potential µ for two
different values of the perpendicular electric field, and in the
presence of long-range (top) and short-range (bottom) impu-
rities. In the case of long-range impurities, results of both
RPA (symbols) and TF (solid lines) screenings are presented.
Similar to previous figures, V0 = 3 keVA˚
2 and nimp = 10
9
cm−2 are used.
the chemical potential lies inside the gap of both bands.
Interestingly, in the case of short-range scatterers, and
for ∆z = ∆SO where the lower band is massless, the con-
ductivity remains constant, as long as µ has not reached
the upper band. This is in agreement with what has been
observed in graphene [40].
Finally, in Fig. 10 the dependence of charge conduc-
tivity on the perpendicular electric field is illustrated for
long-range and short-range scatterings. A similar behav-
ior to previous figure is also observed here. Increasing the
perpendicular electric field, a sudden drop in the conduc-
tivity appears in the transition from the double band to
the single band regime. Increasing ∆z further, conduc-
tivity drops to zero, when the lower band is also pushed
above the chemical potential.
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FIG. 10. (Color online) Boltzmann conductivity of silicene
(in units of e2/h) as a function of perpendicular electric field
∆z for two different values of the chemical potential, and in
the presence of long-range (top) and short-range (bottom) im-
purities. In the case of long-range impurities, results of both
RPA (symbols) and TF (solid lines) screenings are presented.
We have also used V0 = 3 keVA˚
2 and nimp = 10
9cm−2.
IV. SUMMARY AND CONCLUSIONS
In summary, we have investigated the transport prop-
erties of a silicene sheet in the presence of both intrinsic
and Rashba spin-orbit couplings. Although the intrinsic
value of the Rashba spin-orbit coupling is small, it can
be enhanced using heavy adatoms or appropriate sub-
strates. Also, we have considered a perpendicular electric
field applied to silicene sheet which can be used to mod-
ify the band gap and therefore the transport properties
of silicene.
Electron-impurity scatterings in two dimensional sys-
tems can originate from charged impurities, that mainly
come from the substrate or from the local defects. In the
latter case, the scattering potential is short range, while
in the former it is long-ranged coulombic. Using an ef-
fective low-energy Hamiltonian for silicene in the pres-
ence of a perpendicular electric field, we have calculated
the transport relaxation time for both types of scatterers.
For charged impurities, we have employed Thomas-Fermi
and random phase approximations for screening.
9We have also compared the single particles relaxation
time, which measures the quantum level broadening of
the system, with the transport relaxation time. We have
found that the transport relaxation time is always larger
than the single particle one. Moreover, we have shown
that the interband relaxation time is much longer than
the interband relaxation time. Having calculated the
transport relaxation times, and using the Boltzmann ap-
proach for conductivity, we calculated the charge con-
ductivity in the presence of short-range and long-range
impurities. As silicene is a material with a tunable band
dispersion we have observed that the conductivity can
possess abrupt changes with respect to the perpendicular
electric field. This makes silicene a good candidate for
electronic device applications where the switching pro-
cess is a need.
Appendix: Analytical results for relaxation times
and conductivities
In the limit of vanishing Rashba SOC, i.e. λR = 0, it
is possible to obtain analytical expressions for relaxation
times and conductivities in the presence of short-range
impurities and in the presence of long-range impurities
when the TF approximation is used for screening.
Short-range impurities- In the case of short-range im-
purities, the summation over k′ in Eq. (13) could be
performed analytically,
1
τstr(εF )
=
nimpV
2
0
4piµ~3v2F
Θ(µ−∆s)
×
∫ 2pi
0
dθ (1− cos θ) [µ2 + ∆2s + (µ2 −∆2s) cos θ]
=
nimpV
2
0
4~3v2Fµ
(
µ2 + 3∆2s
)
Θ(µ−∆s) ,
(A.1)
where ∆± = |∆SO ± ∆z|. Using the above expression
in Eq (19), one can find the charge conductivity at zero
temperature, which in the units of e2/h reads
σ
[
e2
h
]
=
4~2v2Fµ2
nimpV 20
∑
s
Θ(µ−∆s)
µ2 + 3∆2s
. (A.2)
Long-range impurities with TF screening- The sim-
plest approximation to include the static screening of
charged impurities is the Thomas-Fermi approximation,
in which one uses expression (22) for the screened
electron-impurity interaction. Using Eq. (22) in Eq. (13),
we can obtain an analytic expression for the transport re-
laxation time
1
τstr(εF)
=
nimpe
4
32piε20~k2Fsµ2
Θ(µ−∆s)
{{
16k4Fspibs − 40k3FsqTF + piq2TF(3q2TF − 2µ2)(bs − 1) + 4qTFkFs(3q2TF − 2µ2)
+2∆
[
4pik2Fs(2bs − 1)− piq2TF(bs − 1)− 4qTFkFs
]
+ 2pik2Fs
[
3q2TF(2− 3bs) + 2µ2(2bs − 1)
]}
− 2bs
[
16k4Fs + q
2
TF(3q
2
TF − 2µ2) + 2k2Fs(8µ2 − 9q2TF) + 2∆2(8k2Fs − q2TF)
]
arctan(
2kFs
as
)
}
,
(A.3)
where as =
√
q2TF − 4k2Fs and bs = qTF/as, with kFs
being the Fermi wave-vector of the s subband. Finally,
the analytic form of the conductivity could be obtained
from
σ [
e2
h
] =
µ
~
∑
s
τstr(kFs)Θ(µ−∆s) . (A.4)
[1] K. Takeda and K. Shiraishi, Phys. Rev. B 50, 14916
(1994).
[2] B. Lalmi, H. Oughaddou, H. Enriquez, A. Kara, S.
Vizzini, B. Ealet, and B. Aufray, Appl. Phys. Lett. 97,
223109 (2010).
[3] P. Vogt, P. De Padova, C. Quaresima, J. Avila, E.
Frantzeskakis, M. C. Asensio, A. Resta, B. Ealet, and
G. Le Lay, Phys. Rev. Lett. 108, 155501 (2012).
[4] P. De Padova, C. Quaresima, C. Ottaviani, P. M.
Sheverdyaeva, P. Moras, C. Carbone, D. Topwal, B.
Olivieri, A. Kara, H. Oughaddou, B. Aufray, and G. Le
Lay, Appl. Phys. Lett. 96, 261905 (2010).
[5] B. Aufray, A. Kara, S. Vizzini, H. Oughaddou, C.
Le´andri, B. Ealet, and G. Le Lay, Appl. Phys. Lett. 96,
183102 (2010).
[6] A. Fleurence, R. Friedlein, T. Ozaki, H. Kawai, Y. Wang,
10
and Y. Yamada-Takamura, Phys. Rev. Lett. 108, 245501
(2012).
[7] E. Durgun, S. Tongay, and S. Ciraci, Phys. Rev. B 72,
075420 (2005).
[8] S. Cahangirov, M. Topsakal, E. Aktu¨rk, H. Sahin, and S.
Ciraci, Phys. Rev. Lett. 102, 236804 (2009).
[9] L. Chen, H. Li, B. Feng, Z. Ding, J. Qiu, P. Cheng, K.
Wu, and S. Meng, Phys. Rev. Lett. 110, 085504 (2013).
[10] H. Min, J. E. Hill, N. A. Sinitsyn, B. R. Sahu, L. Klein-
man, and A. H. MacDonald, Phys. Rev. B 74, 165310
(2006).
[11] Y. Yao, F. Ye, X.-L. Qi, S.-C. Zhang, and Z. Fang, Phys.
Rev. B 75, 041401(R) (2007).
[12] C.-C. Liu, H. Jiang, and Y. Yao, Phys. Rev. B 84, 195430
(2011).
[13] T. Yokoyama, Phys. Rev. B 87, 241409(R) (2013).
[14] M. Ezawa, Phys. Rev. Lett. 109, 055502 (2012).
[15] M. Ezawa, Phys. Rev. Lett. 110, 026603 (2013).
[16] M. Ezawa, Phys. Rev. B 87, 155415 (2013).
[17] R. Quhe, R. Fei, Q. Liu, J. Zheng, H. Li, C. Xu, Z. Ni, Y.
Wang, D. Yu, Z. Gao, and J. Lu, Sci. Rep 2, 853, (2012).
[18] N. D. Drummond, V. Zo´lyomi, and V. I. Fal’ko, Phys.
Rev. B 85, 075423 (2012).
[19] A. Yamakage, M. Ezawa, Y. Tanaka, and N. Nagaosa,
Phys. Rev. B 88, 085322 (2013).
[20] M. Tahir and U. Schwingenschlo¨gl, Sci. Rep 3, 1075
(2013).
[21] W. F. Tsai, C. Y. Huang, T. R. Chang, H. Lin, H. T.
Jeng, and A. Bansil, Nat. Commun. 4, 1500, (2013).
[22] C. Weeks, J. Hu, J. Alicea, M. Franz, and R. Wu, Phys.
Rev. X 1, 021001 (2011).
[23] A. H. Castro Neto and F. Guinea, Phys. Rev. Lett. 103,
026804 (2009).
[24] D. Ma, Z. Li, and Z. Yang, Carbon 50, 297 (2012).
[25] A. Varykhalov, J. Sanchez-Barriga, A. M. Shikin, C.
Biswas, E. Vescovo, A. Rybkin, D. Marchenko, and O.
Rader, Phys. Rev. Lett. 101, 157601 (2008).
[26] Y. S. Dedkov, M. Fonin, U. Rudiger, and C. Laubschat,
Phys. Rev. Lett. 100, 107602 (2008).
[27] K. H. Jin and S. H. Jhi, Phys. Rev. B 87, 075442 (2013).
[28] G. F. Giuliani and G. Vignale, Quantum Theory of
the Electron Liquid (Cambridge University Press, Cam-
bridge, U.K., 2005).
[29] E. H. Hwang and S. Das Sarma, Phys. Rev. B 77, 195412
(2008).
[30] M. Ezawa, New J. Phys. 14, 033003 (2012).
[31] M. Ezawa, Phys. Rev. B 86, 161407 (2012).
[32] A. Scholz, T. Stauber, and J. Schliemann, Phys. Rev. B
86, 195424 (2012).
[33] H.-R. Chang, J. Zhou, H. Zhang, and Y. Yao, Phys. Rev.
B 89, 201411(R) (2014).
[34] C. J. Tabert and E. J. Nicol, Phys. Rev. B 89, 195410
(2014).
[35] P. K. Pyatkovskiy, J. Phys.: Condens. Matter 21, 025506
(2009).
[36] A. Qaiumzadeh and R. Asgari, Phys. Rev. B 79, 075414
(2009).
[37] J. Singh, Electronic and Optoelectronic Properties of
Semiconductor Structures (Cambridge University Press,
Cambridge, U.K., 2003).
[38] G. D. Mahan, Condensed Matter in a Nutshell (Princeton
University Press, Princeton, NJ, 2011).
[39] W. Kohn and J. M. Luttinger, Phys. Rev. 108, 590
(1957).
[40] S. Das Sarma, S. Adam, E. H. Hwang, and E. Rossi, Rev.
Mod. Phys. 83, 407 (2011).
