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Abstract Quantum correlations in the state of four-level atom are investi-
gated by using generic unitary transforms of the classical (diagonal) density
matrix. Partial cases of pure state, X-state, Werner state are studied in de-
tails. The geometrical meaning of unitary Hilbert reference-frame rotations
generating entanglement in the initially separable state is discussed. Charac-
teristics of the entanglement in terms of concurrence, entropy and negativity
are obtained as functions of the unitary matrix rotating the reference frame.
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1 Introduction
Notions of entanglement and separability are central in quantum information
processing and computation [1,2]. The entanglement exists due to quantum
correlations between physical systems and it cannot be explained in terms
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of correlations between local classical properties inherent in subsystems. The
existence of such correlations were stated in 1935 by Einstein, Podolsky and
Rosen (EPR) in their famous paper [3] and the term ”entanglement” itself was
proposed by Schro¨dinger as a reaction to the EPR contribution [4]. It is often
said, that the entangled composite system state is nonseparable. The strict
definition is that the state of the composite system is called separable if it can
be written as a decomposition in terms of product states. The separable state
has no quantum entanglement and the nonseparable state is entangled.
The notion of the entanglement is not only theoretical. In the end of the last
century it was realized that the quantum entanglement can be used in prac-
tice. Algorithms based on laws of the quantum mechanics were used to solve
hard tasks faster then any known classical computer. Famous examples are
the Deutsch’s algorithm [5], the factorization of the prime numbers by Shor’s
algorithm [6] and the search Grover’s algorithm [7]. Moreover, the quantum
systems have potential in other various kinds of applications and the entan-
glement plays a key role [8]. Also the entanglement notion is central in many
applications of the quantum information like quantum teleportation or quan-
tum error correction [9,1,6,10]. It is widely used in quantum key distribution
[11,12,13]. The entangled states of more then two subsystems were gener-
ated in several set ups in the laboratories [14,15]. Recently, the entanglement
was used for deep-space communications and cryptography, e.g., NASA’s Lu-
nar Atmosphere Dust and Environment Explorer decided to use the quantum
entanglement for uploading and downloading information between the space-
craft and a ground-based receiver [16]. Furthermore, several works appeared
where the entanglement is considered as a crucial phenomenon in biological
and chemical systems, e.g., see [17]. That is why their is no doubts that find-
ing the states entanglement detection method is a crucial task in the quantum
information.
1.1 Contributions of this paper
It is known, that the entanglement does not directly depend on spectrum of
the state. In other words, solving the entanglement problem is not the solving
the density-operator spectral problem. Different states may have the same
spectrum, but one can be entangled, and the second one can be separable.
In literature, there are several methods for detecting the entanglement [18,
19]. One of them is the Positive Partial Transpose (PPT) introduced by Peres
[20] and Horodecki [21] as a necessary condition for the joint density matrix
of two quantum systems to be separable. Firstly, the PPT was proposed as a
necessary condition for every separable state by Peres in 1996. Hence, every
separable state must satisfy this condition, but some entangled states can
satisfy it, too. After that, Horodecki proved that the PPT is a necessary and
a sufficient condition for separable states of 2 × 2 and 2 × 3 dimensions. The
PPT of the composite density matrix is given by transposing only one of the
subsystems of the quantum system. However, there are several other methods
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of the entanglement detection like negativity and concurrence [22,23]. The idea
of the negativity is that the entanglement of the quantum system depends on
the sum of modulus eigenvalues of the PPT density matrix of the state. The
concurrence is based on the square roots of the eigenvalues of the special
Hermitian matrix formed from the density matrix of the state.
Recently, it was observed in [24,25,26,27] that the quantum properties of
the systems without subsystems (a single qudit) can be formulated by using
an invertible map of integers 1, 2, 3 . . . onto the pairs (triples, etc.) of integers
(i, k), i, k = 1, 2, . . . (or semiintegers). In other words, the single qudit state
j = 0, 1/2, 1, 3/2, 2, . . . can be mapped onto the density operator of the system
containing the subsystems like the state of two qubits. Using this mapping, the
notion of the separability and the entanglement was extended in [28] to the
case of the single qudit X-state with j = 3/2. Also, the concurrence and the
negativity were introduced for such system. Later, the analog of the correlation
function for the single qudit and the notion of a quantum steering for the
system without subsystems was obtained in [29]. Thus, it is necessary to detect
the presence of the entanglement both in the systems with the subsystems and
without them.
The aim of the paper is to study the dependence of quantum correlations
associated with the entanglement phenomenon in composite and indivisible
systems on the eigenvectors of the system state density matrices. It is known,
that the entanglement is not related directly to eigenvalues of the density
matrix [30]. Also the entanglement properties depend on the reference frame
determined by the eigenvectors of observables (Hermitian matrices). We use
the fact that the same density operator (the same numerical density matrix)
with some spectrum can be interpreted either as the density matrix of the
separable state or the entangled state. The density matrix is transformed by
the unitary matrix if one changes the reference frame using two different sys-
tems of basis vectors. This unitary matrix can be constructed as the set of the
normalized eigenvectors of the density matrix organized as a set of the unitary
matrix columns. Starting from the diagonal density matrix which determines
the separable state and applying all the unitary matrices associated with all
the possible eigenvectors to obtain all the density matrices with the same spec-
trum, we investigate all the possible transformations of the separable states in
the entangled states and vise versa.
The paper is organized as follows. In Sec. 2 we briefly remind the no-
tion of the entanglement and the separability for the quantum systems. The
Peres-Horodecki criterion, the negativity and the concurrence are discussed in
details. In the next section the unitary transformation is applied to the pure
state to find such transformations that bring the state to the separable one. In
Sec. 4 the general state case is considered. Several examples of special unitary
rotation matrices are obtained. The domains of the rotation matrix elements
corresponding to the transformations to the separable states are deduced. Fi-
nally, in Sec. 5 all the results are illustrated on the examples. The mixed state
is firstly transformed to the Werner state with the known entanglement do-
main. Then, with the second unitary transformation, the Werner state with
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the parameter domain corresponding to the entangled state is transformed to
the state, where this domain corresponds to the separable state.
2 Entanglement
The entanglement is an important phenomenon of the quantum system. Thus,
it is crucial to understand the nature of the entanglement and methods of
its detection. By definition, the pure state |Ψ〉 is called separable if it can be
written as a single tensor product of states in subsystems A and B
|Ψ〉 = |ΨA〉 ⊗ |ΨB〉
otherwise it is called entangled and has the following form
|Ψ〉 =
∑
ij
cij |ΨAi 〉 ⊗ |ΨBj 〉,
where cij are some complex coefficients. The well known example of the pure
and separable state is | ↑↑〉 = | ↑〉⊗| ↑〉 = |00〉. As the example of the pure and
the entangled states the Bell states can be given, e.g. singlet 1√
2
(| ↑↓〉 − | ↓↑〉.
A mixed state ρ is called separable if it can be written as
ρ =
∑
i
pi|Ai〉〈Ai| ⊗ |Bi〉〈Bi| =
∑
i
piρ
A
i ⊗ ρBi , pi ∈ [0, 1],
∑
i
pi = 1,
where |Ai〉 and |Bi〉 are the state-vectors corresponding to the subsystems A
and B, defined on the Hilbert spaces HA and HB, respectively. The ρA and
ρB are density matrices of subsystems and the p are probabilities. If the mixed
state cannot be represented in the latter form it is entangled. In contrast to the
pure state, the form of the entangled mixed state cannot be explicitly formu-
lated. Thus, it is a challenging problem to decide if a given state is separable
or entangled.
In modern science, the entanglement is mostly studied for the bipartite sys-
tems. The reduced density matrix ρA for the subsystem A is
ρA = TrB(ρ
AB),
where ρAB is the density matrix of the bipartite system. Similarly, ρB =
TrA(ρ
AB) represents the partial trace over the second subsystem B. It is
known, that the state is entangled if the reduced density matrix represents
the mixed state and is separable if the reduced density matrix remains the
pure state. Unfortunately we can use the partial trace entanglement criteria
only for the pure states.
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2.1 The Peres-Horodecki criterion
There are various ways in which entanglement can be detected. One of them is
the Peres-Horodecki criterion. Unlike the partial trace method, this criterion
can be used for both pure and mixed states. The idea of the method in the
following. If we have the general state that acts on the Hilbert space H =
HA ⊗HB
ρ =
∑
ijkl
pijkl|i〉〈j| ⊗ |k〉〈l|,
then its partial transpose with respect to the second party is the following
ρppt
B
=
∑
ijkl
pijkl|i〉〈j| ⊗ (|k〉〈l|)T =
∑
ijkl
pijkl|i〉〈j| ⊗ |l〉〈k| =
∑
ijkl
pijlk|i〉〈j| ⊗ |k〉〈l|.
If there is no entanglement, then the eigenvalues λppt of the transposed matrix
ρppt are positive [21].
Let the quantum state in the four-dimensional Hilber space H be described
by the density matrix
ρ =

ρ11 ρ12 ρ13 ρ14
ρ21 ρ22 ρ23 ρ24
ρ31 ρ32 ρ33 ρ34
ρ41 ρ42 ρ43 ρ44
 (1)
such that ρ = ρ†, Trρ = 1 and its eigenvalues λi, i = 1, 2, 3, 4 are nonnegative.
For the system of two qubits and qubit-qutrit system the PPT criterion is both
necessary and sufficient condition for separability. In higher dimensions the
latter method is sufficient but not necessary condition for the entanglement. If
the original quantum system is entangled, then the eigenvalues of the density
matrix ρppt can be negative. For example, if the two-qubit system is described
by the X - matrix
ρX =

ρ11 0 0 ρ14
0 ρ22 ρ23 0
0 ρ32 ρ33 0
ρ41 0 0 ρ44
 =

ρ11 0 0 ρ14
0 ρ22 ρ23 0
0 ρ∗23 ρ33 0
ρ∗14 0 0 ρ44
 , (2)
then the PPT matrix has the form
ρXppt =

ρ11 0 0 ρ23
0 ρ22 ρ14 0
0 ρ∗14 ρ33 0
ρ∗23 0 0 ρ44
 , (3)
where ρ11, ρ22, ρ33, ρ44 are positive reals and ρ23, ρ14 are complex quantities.
The eigenvalues of the latter matrix are the following
l1 = e1 − e3, l2 = e1 + e3, l3 = e2 − e4, l4 = e2 + e4, (4)
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where we introduced the notations
e1 =
ρ11 + ρ44
2
, e2 =
ρ22 + ρ33
2
, (5)
e3 =
√
(ρ11 − ρ44)2 + 4|ρ23|2
2
, e4 =
√
(ρ22 − ρ33)2 + 4|ρ14|2
2
.
The latter matrix has the unit trace and it is nonnegative if ρ22ρ33 ≥ |ρ23|2,
ρ11ρ44 ≥ |ρ14|2 hold. Then, from the Peres-Horodecki criterion we can conclude
that
ρ11 + ρ44
2
≥
√
(ρ11 − ρ44)2 + 4|ρ23|2
2
,
ρ22 + ρ33
2
≥
√
(ρ22 − ρ33)2 + 4|ρ14|2
2
.(6)
Note, that we did not specify what kind of the system describes the density
matrix (1). Diagonal elements of (1) can be considered as components of the
probability vector −→p = (p11, p22, p33, p44),
∑
i
pii = 1, 0 ≤ pii ≤ 1. Let us use
the invertible mapping of indices 1↔ 1/2 1/2; 2↔ 1/2 − 1/2; 3↔ −1/2 1/2;
4 ↔ −1/2 − 1/2. For example, we formally recall the element ρ11 as ρ 1
2
, 1
2
.
In the new notation (1) can describe the two-qubit state. On the other hand,
applying the invertible map of indices 1↔ 3/2, 2↔ 1/2, 3↔ −1/2, 4↔ −3/2,
the latter density matrix can be rewritten as
ρ 3
2
=

ρ 3
2
, 3
2
ρ 3
2
, 1
2
ρ 3
2
,− 1
2
ρ 3
2
,− 3
2
ρ 1
2
, 3
2
ρ 1
2
, 1
2
ρ 1
2
,− 1
2
ρ 1
2
,− 3
2
ρ− 1
2
, 3
2
ρ− 1
2
, 1
2
ρ− 1
2
,− 1
2
ρ− 1
2
,− 3
2
ρ− 3
2
, 3
2
ρ− 3
2
, 1
2
ρ− 3
2
,− 1
2
ρ− 3
2
,− 3
2
 (7)
and can describe the noncomposite system of the single qudit with the spin
j = 3/2 [28]. The matrix keeps the standard properties of the density matrix,
e.g., ρ3/2 = ρ
†
3/2, Trρ3/2 = 1 and its eigenvalues are nonnegative. It means
that all equalities and inequalities known for (1) (the two-qubit system) are
valid for (7) (the single qudit system). In future, we will not indicate what
system the density matrix (1) describes: the two-qubit or the single qudit one,
but all the results obtained are valid for both quantum systems.
2.2 Unitary matrix rotation
Let us call ρd the diagonal matrix with elements equal to the eigenvalues of
(1). Next, we introduce the transformation ρW =WρdW
†, where the unitary
transform W have the following matrix
W =

u11 u12 u13 u14
u21 u22 u23 u24
u31 u32 u33 u34
u41 u42 u43 u44
 . (8)
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Since the matrix is unitary, the special conditions on its entries∑
i
|uij |2 = 1,
∑
j
|uij |2 = 1, (9)∏
i
u∗i1uij = 0, j = 2, 3, 4,
∏
i
u∗i2uik = 0, k = 3, 4
∏
i
u∗i3ui4 = 0,∏
i
u∗1iuji = 0, j = 2, 3, 4,
∏
i
u∗2iuki = 0, k = 3, 4
∏
i
u∗3iu4i = 0,
nonumber (10)
hold. For the matrix ρW the partial density matrices can be defined as
ρW (1) =
(
ρW11 + ρ
W
22 ρ
W
13 + ρ
W
24
ρW31 + ρ
W
42 ρ
W
33 + ρ
W
44
)
, ρW (2) =
(
ρW11 + ρ
W
33 ρ
W
12 + ρ
W
34
ρW21 + ρ
W
43 ρ
W
22 + ρ
W
44
)
and we can write purity parameters for the latter subsystems as
µ1 = 1− TrρW (1)2, µ2 = 1− TrρW (2)2.
It is known, that for the pure state µ1 = µ2.
Conditions (9) are quite complicated, especially with the increasing of the
dimensionality of the density matrix. Hence, sometimes it is convenient to use
the parametrization of the unitary matrices introduced in [31] that takes into
account all the latter conditions, e.g., for the 4×4 unitary matrix the following
parametrization for the elements of the first column of the rotation unitary
matrix
u11 = a exp(iϕ11), (11)
u21 = d
√
1− a2 exp(iϕ21),
u31 = f
√
(1− a2)(1− d2) exp(iϕ31),
u41 =
√
(1− a2)(1 − d2)(1 − f2) exp(iϕ41)
hold. The other matrix elements are given in Appendix. The latter parametriza-
tion can be introduced for the matrix of any dimension. That can be very
useful for the unitary transformation of the high-order density matrices. The
matrix W can transform the matrix ρd to any matrix we like depending on
the matrix entries. This unitary matrix can be constructed as the set of the
normalized eigenvectors of the density matrix organized as a set of the unitary
matrix columns. We will start from the diagonal matrix ρd constructed from
the eigenvalues of the density matrix which determines the separable state.
Then, applying all the unitary matrices associated with all the possible eigen-
vectors we will obtain all the density matrices with the same spectrum. It is
interesting to find such domains of the parameters uij of the rotation matrix
(or the domains of the parameters (11)), where the Peres-Horodecki criterion
breaks and the transformed state becomes entangled.
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2.3 Negativity and concurrence
There exist other methods of the entanglement detection in the system called
the concurrence and the negativity. Both of these methods are in some way
connected with the eigenvalues of the density matrix of the state. Obviously,
the eigenvalues of (2) are
λppt1 = e1 + e3, λ
ppt
2 = e1 − e3, λppt3 = e2 + e4, λppt4 = e2 − e4,
where we use notations (5). In case where the following inequality
|λppt1 |+ |λppt2 |+ |λppt3 |+ |λppt4 | − 1 > 0 (12)
holds, the sum in the left hand side of this inequality is called the negativity
parameter characterizing the quantum state with the density matrix ρ. The
state with the density matrix satisfying the latter inequality is entangled. It is
known, that the X-state of two qubits is entangled if either ρ22ρ33 < |ρ14|2 or
ρ11ρ44 < |ρ23|2 hold. Both conditions cannot be fulfilled simultaneously [32].
For the single qudit state with the spin j = 3/2 the similar conditions are
introduced in [28].
The concurrence is defined as
C(ρ) = max{0,
√
λ1 −
√
λ2 −
√
λ3 −
√
λ4}, (13)
where λi, i = 1, 2, 3, 4 are the square-roots of the eigenvalues of matrix ρ
X ρ˜X
in decreasing order. If C(ρ) > 0, then the system displays the pairwise en-
tanglement. The matrix ρ˜X is obtained by spin flip operation on the density
matrix (2)
ρ˜X3/2 = (σy ⊗ σy)ρX∗(σy ⊗ σy), (14)
where σy is a Pauli matrix and
(σy ⊗ σy) =

0 0 0 −1
0 0 1 0
0 1 0 0
−1 0 0 0
 .
Hence, (14) is
ρ˜X3/2 =

ρ44 0 0 ρ14
0 ρ33 ρ23 0
0 ρ∗23 ρ22 0
ρ∗14 0 0 ρ11
 . (15)
Multiplying matrices (2) and (15) we get the matrix
ρX3/2ρ˜
X
3/2 =

|ρ14|2 + ρ11ρ44 0 0 2ρ11ρ14
0 |ρ23|2 + ρ22ρ33 2ρ22ρ23 0
0 2ρ33ρ
∗
23 |ρ23|2 + ρ22ρ33 0
2ρ44ρ
∗
14 0 0 |ρ14|2 + ρ11ρ44
 ,
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which has the following eigenvalues
λC1 = |ρ14|2 + ρ11ρ44 − 2
√
ρ11ρ44|ρ14|2 = (|ρ14| − √ρ11ρ44)2,
λC2 = |ρ14|2 + ρ11ρ44 + 2
√
ρ11ρ44|ρ14|2 = (|ρ14|+√ρ11ρ44)2,
λC3 = |ρ23|2 + ρ22ρ33 − 2
√
ρ22ρ33|ρ23|2 = (|ρ23| − √ρ22ρ33)2,
λC4 = |ρ23|2 + ρ22ρ33 + 2
√
ρ22ρ33|ρ23|2 = (|ρ23|+√ρ22ρ33)2.
Hence, it can be deduced that the concurrence (13) is determined by
C(ρ) = max{0, 2|ρ23| − 2√ρ11ρ44, 2|ρ14| − 2√ρ22ρ33},
see for example [33]. Note that the concurrence works only for 2×2 dimensional
systems, while the negativity being based on the PPT criterion is not able to
capture all entanglement for systems of dimension greater than 2 × 3. The
negativity and the concurrence can be written for ρW and provide different
conditions on the rotation matrix W .
3 The pure state case
First, we investigate the case when ρd is the diagonal matrix with ρ11 = 1 and
other matrix elements are zero, namely, the pure state. Using (8) we can write
the transformed matrix as
ρW = WρdW
† =

|u11|2 u21u∗11 u11u∗31 u21u∗31
u11u
∗
21 |u21|2 u11u∗41 u21u∗41
u31u
∗
11 u41u
∗
11 |u31|2 u41u∗31
u31u
∗
21 u41u
∗
21 u31u
∗
41 |u41|2
,
 (16)
depending only on the first column of the rotation matrix. Next, after the PPT
of the latter matrix, we can find its eigenvalues, namely,
λpptW1,2 = ±u∗11u∗41 ∓ u∗21u∗31
√
u11u41 − u21u31, (17)
λpptW3,4 =
1
2
∓ 1
2
√
1− 4 (u11u41 − u21u31) (u∗11u∗41 − u∗21u∗31).
The latter eigenvalues are nonnegative if
u∗11u
∗
41 = u
∗
21u
∗
31
√
u11u41 − u21u31, (18)
1 ≥
√
1− 4 (u11u41 − u21u31) (u∗11u∗41 − u∗21u∗31)
hold. Using the parametrization (11) of the unitary matrix, we can find the
domain of parameters of the unitary transformation matrix, where it does the
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transition to the separable state. Substituting (11) into (18), we can deduce
that
√
(1 − d2)(1 − a2)
(
ae−i(ϕ11+ϕ41)
√
1− f2 − df(1− a2)
√
1− d2e−i(ϕ21+ϕ31)
×
√
−df
√
1− a2ei(ϕ21+ϕ31) + a
√
(1− f2)ei(ϕ11+ϕ41)
)
= 0. (19)
Finally, from the latter condition we can conclude that
1 ≥
(
1− 4(1− d2)(1 − a2)(a2(1− f2) + d2f2(1− a2) (20)
− 2adf
√
(1− f2)(1− a2) cos(ϕ11 − ϕ21 − ϕ31 + ϕ41)
)1/2
.
The latter inequality holds if
a = 1, ∀d, f, ϕij ; d = 1, ∀a, f, ϕij ; (21)
a = 0, d = 0 or f = 0, ∀ϕij ;
a = 0, d =
a
√
1− f2ei(ϕ11+ϕ41)
f
√
1− a2ei(ϕ21+ϕ31) , ∀ϕij ;
f = 1, d = 0, ∀a, ϕij .
For all the other parameters the rotation matrix W transfers the state to the
entangled one.
4 General state case
Let ρd be the diagonal matrix with the elements ρii = li, i = 1, 2, 3, 4, where
li are the eigenvalues of the density matrix (1). After the W transformation
and the PPT, the matrix is the following
ρpptW =

ρ11 ρ12 ρ13 ρ14
ρ∗12 ρ22 ρ23 ρ24
ρ∗13 ρ
∗
23 ρ33 ρ34
ρ∗14 ρ
∗
24 ρ
∗
34 ρ44
 , (22)
where ρij are given in Appendix. The latter matrix is Hermitian and the
equation on the eigenvalues of the PPT matrix ρpptW is
λ4 + a1λ
3 + a2λ
2 + a3λ+ a4 = 0, (23)
Title Suppressed Due to Excessive Length 11
where the coefficients ai depend on (44). Since the eigenvalues of the latter
matrix are rather big we shall illustrate our idea on examples.
Let us select the matrix (8) of the following type
W =

u11 0 u13 0
0 u22 0 u24
u31 0 u33 0
0 u42 0 u44
 , WW † = I. (24)
Hence, from the unitary conditions we can write
|u11|2 + |u13|2 = 1, |u31|2 + |u33|2 = 1, |u13|2 + |u33|2 = 1 (25)
|u22|2 + |u24|2 = 1, |u42|2 + |u44|2 = 1, |u24|2 + |u44|2 = 1
|u11|2 + |u31|2 = 1, |u22|2 + |u42|2 = 1, u22u∗42 + u24u∗44 = 0
u11u
∗
13 + u31u
∗
33 = 0, u11u
∗
31 + u13u
∗
33 = 0, u22u
∗
24 + u42u
∗
44 = 0.
Thus, it is easy to verify that
|u13|2 = |u31|2, |u24|2 = |u42|2, |u22|2 = |u44|2, |u11|2 = |u33|2. (26)
The latter matrix transforms ρd into the following one
ρW = WρdW
† =

ρ11 0 ρ13 0
0 ρ22 0 ρ24
ρ31 0 ρ33 0
0 ρ42 0 ρ44
 , (27)
where ρij are given in Appendix. If the latter matrix is the density matrix,
then it always corresponds to the separable state. From the definition of the
density matrix one can deduce the following constrains on its elements∑
i
ρii = 1, ρ13 = ρ
∗
31, ρ24 = ρ
∗
42,
ρ11 + ρ33
2
±
√
(ρ11 − ρ33)2 + 4|ρ13|2
2
≥ 0,
ρ22 + ρ44
2
±
√
(ρ22 − ρ44)2 + 4|ρ24|2
2
≥ 0.
Hence, we can write the following conditions
l1(|u11|2 + |u13|2) + l2(|u22|2 + |u24|2) + l3(|u13|2 + |u33|2) + l4(|u44|2 + |u24|2) = 1
and
l1(|u11|2 + |u31|2) + l3(|u13|2 + |u33|2)
2
±
±
√
(l1(|u11|2 − |u31|2) + l3(|u13|2 − |u33|2))2 + 4|l1u11u∗31 + l3u13u∗33|2
2
≥ 0,
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l4(|u24|2 + |u44|2) + l2(|u22|2 + |u42|2)
2
±
±
√
(l4(|u24|2 − |u44|2) + l2(|u22|2 − |u42|2))2 + 4|l2u22u∗42 + l4u24u∗44|2
2
≥ 0.
Let us sum up the two latter inequalities and, taking into account the condition
(25), we can write the following extra condition to conditions (25) on the
elements of the unitary matrix W defined by (28)√
l21 + l
2
3 + 2l1l3 (−(2|u11|2 − 1)2 + 4u11u33(1− |u33|2))
+
√
l22 + l
2
4 + 2l2l4 (−(2|u22|2 − 1)2 + 4u22u44(1− |u44|2)) ≤ 1.
The next example is the unitary matrix W in the block form
W =

u11 u12 0 0
u21 u22 0 0
0 0 u33 u34
0 0 u43 u44
 , WW † = I. (28)
From the unitary condition
|u11|2 + |u21|2 = 1, |u22|2 + |u21|2 = 1, |u34|2 + |u33|2 = 1, |u43|2 + |u44|2 = 1,
|u11|2 + |u12|2 = 1, |u22|2 + |u12|2 = 1, |u43|2 + |u33|2 = 1, |u34|2 + |u44|2 = 1
hold. Hence, we can deduce the following constrains on the elements of the
unitary matrix W
|u21|2 = |u12|2, |u34|2 = |u43|2, |u11|2 = |u22|2, |u33|2 = |u44|2. (29)
The following matrix can be written
ρW = WρdW
† =

ρ11 ρ12 0 0
ρ21 ρ22 0 0
0 0 ρ33 ρ34
0 0 ρ43 ρ44
 , (30)
where ρij are given in Appendix. Similar to the previous case, we can conclude
the following condition on the matrix elements of the unitary rotation matrix
W √
((2|u11|2 − 1)(l1 − l2))2 + 4(1− |u11|2)|l1u11 + l2u22|2
+
√
((2|u33|2 − 1)(l3 − l4))2 + 4(1− |u33|2)|l3u33 + l4u44|2 ≤ 1.
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Obviously, there exists the unitary matrix W such that
ρX = WρdW
†.
Let us select the matrix (8) of the following X-type
W =

u11 0 0 u14
0 u22 u23 0
0 u32 u33 0
u41 0 0 u44
.
 , WW † = I. (31)
Since the matrix is unitary, we can conclude that
|u11|2 + |u41|2 = 1, |u22|2 + |u32|2 = 1, |u23|2 + |u33|2 = 1, (32)
|u14|2 + |u44|2 = 1, |u11|2 + |u14|2 = 1, |u22|2 + |u23|2 = 1,
|u32|2 + |u33|2 = 1, |u41|2 + |u44|2 = 1,
u11u
∗
14 + u41u
∗
44 = 0, u11u
∗
41 + u14u
∗
44 = 0, (33)
u22u
∗
32 + u23u
∗
33 = 0, u22u
∗
23 + u32u
∗
33 = 0.
and we can conclude the following constrains
|u23|2 = |u32|2, |u14|2 = |u41|2, |u11|2 = |u44|2, |u22|2 = |u33|2. (34)
The latter matrix transforms ρd into the X-matrix
ρXW = WρdW
† =

ρ11 0 0 ρ14
0 ρ22 ρ23 0
0 ρ32 ρ33 0
ρ41 0 0 ρ44
 (35)
where ρij are given in Appendix. Similarly to the previous examples, we can
write the following inequality√
((2|u11|2 − 1)(l1 − l4))2 + 4(1− |u22|2)(l2u22 + l3u33)2 (36)
+
√
((2|u22|2 − 1)(l2 − l3))2 + 4(1− |u11|2)(l1u11 + l4u44)2 ≤ 1.
From the Peres-Horodecki criterium the latter state is separable if (6) holds,
e.g.,
l1 + l4
2
≥
√
((l1 − l4)(2|u11|2 − 1))2 + 4|l2u22u∗32 + l3u23u∗33|2
2
, (37)
l3 + l2
2
≥
√
((l2 − l3)(2|u22|2 − 1))2 + 4|l1u11u∗41 + l4u14u∗44|2
2
.
The latter inequalities provide an extra condition to (33) on the rotation uni-
tary matrix W defined by (28) under which it transforms the matrix ρd to the
separable X-state.
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5 Examples
In this section we illustrate the results obtained by several examples. First, we
select the pure state described in Sec. 3 by the matrix ρd with the diagonal
elements {1, 0, 0, 0}. The rotation matrix (35) of the special view
W =

u11 0 0 u14
0 1 0 0
0 0 1 0
u41 0 0 u44
 , WW † = I
transforms ρd into the following matrix
ρW =

|u11|2 0 0 u11u∗41
0 1 0 0
0 0 1 0
u41u
∗
11 0 0 |u41|2
 .
After the PPT of the latter matrix it has four eigenvalues
λ1 = |u11|2, λ2 = |u41|2, λ3 = |u41||u11|, λ4 = −|u41||u11|. (38)
From the positivity condition the state is separable if u11 = 0 or u41 = 0
holds. For the other matrix elements of W the pure state is transformed into
the entangled state. In the special case, when the rotation matrix depends
only on one parameter ϕ, e.g.,
W (ϕ) =

cosϕ 0 0 sinϕ
0 1 0 0
0 0 1 0
− sinϕ 0 0 cosϕ
 (39)
the eigenvalues (38) can be written explicitly as
λ1 = cosϕ
2, λ2 = sinϕ
2, λ3 = sinϕ cosϕ, λ4 = − sinϕ cosϕ.
Hence, the state is separable if ϕ = pi, pi/2, i.e.
ρW (0) =

1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
 , ρW (pi4 ) = 12

1 0 0 −1
0 0 0 0
0 0 0 0
−1 0 0 1
 , ρW (pi) =

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1
 .
It is visible that the first and the third matrix correspond to the separable
states, but the second matrix not. The negativity parameter (12) depending
on the rotation angle ϕ is shown in Fig. 1. It is visible, that the negativity
is positive for all angles except of ϕ = 0, pi, pi/2. That means that the matrix
(39) transforms the pure state ρd in the separable state for only two angles
ϕ = pi, pi/2. All the other rotations transfer the state in the entangled ones.
More generally, for (16) the negativity against a ∈ [0, 1] is shown in Fig. 2 for
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Fig. 1 The negativity for the matrix (39) against ϕ ∈ [0, pi].
Fig. 2 The negativity for the matrix (16) against a ∈ [0, 1].
different values of parameters (d, f) = {(0.6, 0.1); (0.9, 0.1); (0.1, 0.5)} in the
case when ϕi1 = 0, i = 1, 2, 3, 4. As it is shown in (21), in this case the matrix
W transforms the pure state ρd in the separable one only for a = 0 and a = 1.
Now, let us turn to the mixed state ρd described in Sec. 4 with the diagonal
elements li, i = 1, 2, 3, 4. As the rotation matrix we select the X-type (31) with
u11 =
p±
√
p2 + 8l1(p+ 1)
2(p+ 1)
, u22 = ± 2
√
l2√
1− p , (40)
u33 = ± 2
√
l3√
1− p , u44 =
−p±
√
p2 + 8l4(p+ 1)
2(p+ 1)
,
u41 = −u11, u14 = u44.
The other matrix elements are equal to zero. The latter matrix elements have
to satisfy (34) and (36). Hence, the elements are l1 = l4 = (p + 1 ±
√
2p)/4,
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Fig. 3 The first (dotted line) and the second (black line) eigenvalues (42) against ϕ.
l2 = l3 = (1− p)/4 and the rotation matrix with elements (40) transforms the
mixed state ρd to the following one
ρWer =

1+p
4 0 0
p
2
0 1−p4 0 0
0 0 1−p4 0
p
2 0 0
1+p
4
 . (41)
The latter matrix describes the Werner state [34] and the parameter p satisfies
the inequality − 13 ≤ p ≤ 1. It is known, that the parameter domain 13 < p ≤ 1
corresponds to the entangled state. Hence, we have shown that the rotation
matrix with (40) can transform the mixed state ρd to the state that can be
either entangled one or the separable one depending on the parameter domain.
Next, let us take the rotation matrix (39). After the transformation of the
Werner state (41) the PPT matrix is
ρppt =
1
2

p+ 1 + p cos 2ϕ 0 0 0
0 1− p p cos 2ϕ 0
0 p cos 2ϕ 1− p 0
0 0 0 p+ 1− p cos 2ϕ
 .
Its eigenvalues are the following
λ1,2(p, ϕ) =
1
2
(1− p± p cos 2ϕ) , (42)
λ3(p, ϕ) =
1
2
(1 + p± p sin 2ϕ) .
From there positivity condition the following condition on the rotation matrix
elements
pi
2
− 1
2
arccos
(
p− 1
p
)
< ϕ <
1
2
arccos
(
p− 1
p
)
(43)
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hold. Hence, the eigenvalues are nonnegative in the parameter domain (43).
Since the argument of arccos(x) must be −1 ≤ x ≤ 1 it can be deduced that
p ∈ [1/2, 1]. The first and the second eigenvalues (42) against ϕ for p = 0.6
are shown in Fig. 3. We select p = 0.6 from the parameter domain, where the
Werner state is entangled. The matrix W can translate this entangled state
into the separable one. In Fig. 3 this domain is 0.421 < ϕ < 1.15.
Thereby, taking a mixed state ρd, we first transfer it to the Werner state, where
the parameter domains corresponding to the entanglement and the separability
are known. Next, using the second unitary transformation, we transfer the
entangled Werner state in the new separable state.
6 Conclusion
Let us summarize the results obtained. The results of the paper demonstrate
the connection of the quantum correlations associated with the entanglement
phenomenon in the composite and the indivisible systems with the eigenvectors
of the system state density matrices. Using the known fact, that the entangle-
ment properties depend on the reference frame determined by the eigenvectors
of observables, we introduced the unitary matrix constructed as the set of the
normalized eigenvectors of the density matrix organized as a set of the unitary
matrix columns. Using the special parametrization of the unitary matrices in-
troduced in [31] we find the domain of parameters of the transformation matrix
that transforms the pure states density matrix into the separable state. For the
general case of the mixed states the latter domains were found for the special
types of the rotation matrices like the cellular-matrix, the block-matrix and
theX-matrix. All the results are illustrated on the examples of the special pure
and mixed states and the rotation matrices of the different types. It would be
interesting to extend the presented results to continuous variable (Gaussian)
systems [35] and going far afield to hybrid systems (continuous variable and
discrete systems) [36].
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7 Appendix
7.1 Appendix 1
The parametrization of the unitary matrices (8) introduced in [31]
u12 = b
√
1− a2 exp(iϕ22),
u13 = c
√
(1− a2)(1− b2) exp(iϕ13), u14 =
√
(1 − a2)(1− b2)(1 − c2) exp(iϕ14),
u22 = −abd exp(i(ϕ12 + ϕ21 − ϕ11)) + αβ
√
(1− b2)(1 − d2)
·
(√
cfh exp(iϕ22) + cd(1 − f2)(1 − h2) exp(iϕ32)
+ b
√
1− c2 exp(iϕ23)(f
√
1− h2 − dh
√
1− f2 exp(i(ϕ32 − ϕ22)))
)
,
u23 = −acd
√
1− b2 exp(i(ϕ21 + ϕ13 − ϕ11))
− αβ
√
1− d2 exp(i(ϕ13 − ϕ12))(b(fh exp(iϕ22)
+ d
√
(1− f2)(1− h2) exp(iϕ32))− c(1− b2)
√
1− c2 exp(iϕ23)
· (f
√
1− h2 − dh
√
1− f2 exp(i(ϕ32 − ϕ22)))),
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u24 = −ad
√
(1 − b2)(1 − c2) exp(i(ϕ21 + ϕ41 − ϕ11))
− α
β
√
(1− d2) exp(i(ϕ14 + ϕ23 − ϕ12))
· (f
√
1− h2 − dh(1− f2) exp(i(ϕ32 − ϕ22))),
u32 = −abf
√
1− d2 exp(i(ϕ12 + ϕ31 − ϕ11))
+ αβ
√
1− b2 exp(−iϕ21)(c(−dh exp(i(ϕ22 + ϕ31))
+ f(1− d2)
√
(1− f2)(1 − h2) exp(i(ϕ31 + ϕ32)))
− b
√
1− c2 exp(i(ϕ23 + ϕ31))(d
√
1− h2 + hf(1− d2)
·
√
1− f2 exp(i(ϕ32 − ϕ22)))),
u33 = −acf
√
(1− b2)(1− d2) exp(i(ϕ13 + ϕ31 − ϕ11))
− αβ exp(i(ϕ13 − ϕ12 − ϕ21))(−bdh exp(i(ϕ31 + ϕ22))
+ bf(1− d2)
√
(1− f2)(1 − h2) exp(i(ϕ31 + ϕ32))
+ c
√
(1− b2)(1− c2) exp(i(ϕ23 + ϕ31))(d
√
1− h2
+ hf(1− d2)
√
1− f2 exp(i(ϕ32 − ϕ22)))),
u34 = −af
√
(1 − b2)(1− c2)(1 − d2) exp(i(ϕ31 + ϕ14 − ϕ11))
+
β
α
exp(i(ϕ14 + ϕ31 + ϕ23 − ϕ12 − ϕ21))
· (d
√
1− h2 + hf(1− d2)
√
1− f2 exp(i(ϕ32 − ϕ22))),
,
u42 = −ab
√
(1 − d2)(1 − f2) exp(i(ϕ12 + ϕ41 − ϕ11))
− α
β
√
(1− b2) exp(i(ϕ32 + ϕ41 − ϕ21))(c
√
(1− h2)
− bh
√
(1− c2) exp(i(ϕ23 − ϕ22)))
u43 = −ac
√
(1 − b2)(1− d2)(1− f2) exp(i(ϕ13 + ϕ41 − ϕ11))
+
α
β
exp(i(ϕ32 + ϕ13 + ϕ41 − ϕ12 − ϕ21))
· (b
√
1− h2 + ch(1 − b2)
√
1− c2 exp(i(ϕ23 − ϕ22))),
u44 = −a
√
(1− b2)(1− c2)(1 − d2)(1 − f2) exp(i(ϕ14 + ϕ41 − ϕ11))
− αβh exp(i(ϕ14 + ϕ41 + ϕ23 + ϕ32 − ϕ12 − ϕ21 − ϕ22)),
where the parameters are the following
α = (f2 + d2 − f2d2)−1/2, β = (b2 + c2 − b2c2)−1/2, a, b, c, d, f, g ∈ [0, 1].
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7.2 Appendix 2
The elements of the matrix (22) are the following
ρ12 = l1u21u
∗
11 + l2u22u
∗
12 + l3u23u
∗
13 + l4u24u14, (44)
ρ13 = l1u11u
∗
31 + l2u12u
∗
32 + l3u13u
∗
33 + l4u14u34,
ρ14 = l1u21u
∗
31 + l2u22u
∗
32 + l3u23u
∗
33 + l4u24u34,
ρ23 = l1u11u
∗
41 + l2u12u
∗
42 + l3u13u
∗
43 + l4u14u44,
ρ24 = l1u21u
∗
41 + l2u22u
∗
42 + l3u23u
∗
43 + l4u24u44,
ρ34 = l1u41u
∗
31 + l2u42u
∗
32 + l3u43u
∗
33 + l4u44u34,
ρ11 = l1|u11|2 + l2|u12|2 + l3|u13|2 + l4|u14|2,
ρ22 = l1|u21|2 + l2|u22|2 + l3|u23|2 + l4|u24|2,
ρ33 = l1|u31|2 + l2|u32|2 + l3|u33|2 + l4|u34|2,
ρ44 = l1|u41|2 + l2|u42|2 + l3|u43|2 + l4|u44|2.
The elements of the matrix (27) are the following
ρ11 = l1|u11|2 + l3|u13|2, ρ13 = l1u11u∗31 + l3u13u∗33,
ρ22 = l4|u24|2 + l2|u22|2, ρ24 = l2u22u∗42 + l4u24u∗44,
ρ31 = l1u
∗
11u31 + l3u
∗
13u33, ρ33 = l3|u33|2 + l1|u31|2,
ρ42 = l2u
∗
22u42 + l4u
∗
24u44, ρ44 = l2|u42|2 + l4|u44|2.
The elements of the matrix (30) are the following
ρ11 = l1|u11|2 + l2|u12|2, ρ12 = l1u11u∗21 + l2u12u∗22,
ρ21 = l1u21u
∗
11 + l2u22u
∗
12, ρ22 = l1|u21|2 + l2|u22|2,
ρ33 = l3|u33|2 + l4|u34|2, ρ34 = l3u33u∗43 + l4u34u∗44,
ρ43 = l4u44u
∗
34 + l3u
∗
33u43, ρ44 = l3|u43|2 + l4|u44|2.
The elements of the matrix (35) are the following
ρ11 = l1|u11|2 + l4|u14|2, ρ14 = l1u11u∗41 + l4u14u∗44,
ρ22 = l3|u23|2 + l2|u22|2, ρ23 = l2u22u∗32 + l3u23u∗33,
ρ32 = l2u
∗
22u32 + l3u
∗
23u33, ρ33 = l3|u33|2 + l2|u32|2,
ρ41 = l1u
∗
11u41 + l4u
∗
14u44, ρ44 = l1|u41|2 + l4|u44|2.
