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Mp _v(t) +Dp(t)v(t) = HpKrwum(t) (2.1.1)
Mp = (H
T) 1MH 1 +HpRJ1RHTp ; Dp(t) = Dp1 _(t) +Dp2
Dp1 = (H











































v(t) = [vp(t); _(t)]


























と参照点 Pの横距離 aが正の場合は重心点 C.G.が参照点 Pの右側であり，aが負の場合
は重心点C.G.が参照点 Pの左側であることを意味する．重心点C.G.と参照点 Pの縦距離





A2: 参照点 Pから車輪までの距離 l1，l2は既知である．
A3: 進行方向速度 vp(t)は計測できない．しかしながら，車輪型移動ロボットの位置信号




表 2.1: Notation of Robot
C:G: center of gravity of WMR
P reference point
m; ic WMR mass and moment of inertia around C.G
l1; l2 distances from P to right wheel and left wheel
r1; r2 radius of right wheel and left wheel
a; d distance between P and C.G.
vp longitudinal speed of WMR
_ angular velocity of WMR
um1; um2 input voltage of right motor and left motor
ja1; ja2 moment of inertia on the part of actuator
jm1; jm2 moment of inertia on the part of motor
(1); (2) gear ratio
da1; da2 viscosity resistance on the part of actuator
dm1; dm2 viscosity resistance on the part of motor
ke1; ke2 back EMF constant
kt1; kt2 torque constant
Rregist1; Rregist2 armature resistance
A4: 初期速度ベクトル v(0)は有界である．
A5: 参照速度 vd(t)及び参照ヨーレート _d(t)の一階微分 _vd(t)，d(t)も利用可能である．
A6: 車輪型移動ロボットの初期状態 q(0) = [x(0); y(0); (0)]T並びに目標位置信号の初期
状態 qd(0) = [xd(0); yd(0); d(0)]Tは有界である．
A7: 重心点 C:G:と参照点 Pの横距離 aは l1 > a >  l2を満足する．ロボットパラメー
























め，次式のような新たな位置誤差信号 !(t)，z(t) = [z1(t); z2(t)]T並びに速度の補助信号







 e(t) cos (t) + 2 sin (t)  e(t) sin (t)  2 cos (t) 0
0 0 1




































!(t)及び z(t)を安定化できれば車輪型移動ロボットの位置信号 q(t)と目標位置信号 qd(t)
の誤差 eq(t)も安定化することができる．しかしながら，z(t)を直接安定化することは困
難である．文献 [21]と [22]では，目標位置との相対位置信号 z(t)及び !(t)を安定化する
ため，速度補助信号u(t)は入力として扱われ，次式で与えられる．
u(t) = ua(t)  k2z(t) (2.2.7)
12
ua(t) = (t)Jzd(t) + 
1(t)zd(t)













 1t + "1; kzd(0)k2 = d(0)2
9>>>>>>>>>>>>>>=>>>>>>>>>>>>>>;
(2.2.8)
ここで，ki(i = 1; 2)，j(j = 0; 1)，"1は正の設計パラメータである．ただし，"1はロボッ
トの位置誤差信号の許容誤差を表している．



























Tzd(t) = kzd(t)k2 = d(t)2 (2.2.11)
zd(t)と d(t)の関係式 (2.2.11)から，kzd(t)kが許容誤差 "1に収束することがわかる．
Remark 2: キネマティックコントローラ入力u(t)を用いることにより，次の関係式が満足
される．
_!(t) =  k1!(t) + ua(t)TJez(t)
_ez(t) =  k2ez(t) + !(t)Jua(t)ez(t) = z(t)  zd(t)
9>>>=>>>; (2.2.12)









_Vk(t) = !(t)[ k1!(t) + ua(t)TJez(t)] + ez(t)T[ k2ez(t) + !(t)Jua(t)] (2.2.13)
そして，式 JT =  J を用いれば，次の関係式を得る．
_Vk(t) =  k1!(t)2   k2ez(t)Tez(t)
  2min(k1; k2)Vk(t) (2.2.14)
min(p; q)は p，qの小さい方の値を取得する．微分式 (2.2.14)から，Vk(t)は次の上界が存
在する．
Vk(t)  e 2min(k1;k2)tVk(!(0); ez(0)) (2.2.15)
追従誤差 !(t)，ez(t)が次の上界式を満足する．
k 1(!(t); ez(t))k  e min(k1;k2)tk 1(!(0); ez(0))k　 (2.2.16)
ただし， 1(!(t); ez(t)) = [!(t); ez(t)T]T 2 R3である．
式 (2.2.16)より，追従誤差信号 !(t)，ez(t)は有界信号であり，そして，設計パラメー
タ k1，k2を用いて追従誤差性能を改善できることがわかる．補助信号 kzd(t)kの関係式
kzd(t)k = 0e 1t + "1と式 (2.2.16)より，位置誤差信号 z(t)は次の上界式を満足する．
kz(t)k  kez(t)k+ kzd(t)k  e min(k1;k2)tk 1(!(0); ez(0))k+ 0e 1t + "1　 (2.2.17)
位置誤差信号 !(t)と z(t)の関係式 (2.2.16)，(2.2.17)と関係式 (2.2.2)を用いると，位置誤
差信号 eq(t)は次の関係式を満足する．





















































こで，誤差信号 eu(t) = u(t) ud(t)を定義する．追従誤差システムは図 2.4に示す．文献
[87]と同様の解析を行えば，次式を得る．
eu(t) = T (t) 1v(t)  fu(t)  ud(t) (2.2.19)
_!(t) = g!(t) + z(t)
TJeu(t)













































図 2.3: Block Diagram of Control System With Dynamic System
g!(t) = ua(t)
TJTez(t)  k1!(t)
gez(t) =  k2ez(t)  !(t)Jua(t)
9=; (2.2.21)
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図 2.4: Block Diagram of Mobile Robot With Kinematic Controller
_!(t) = g!(t) + z(t)
TJT (t) 1M 1p HpKrw((t) (t))









 1 (HpKrw) 1Dp1 (HpKrw) 1Dp2  (M 1p HpKrw) 1T (0) _ez(0) i









(0) + T (0)gez(0) + T (0)gu(0)
































; 24(t) = e
 t
(t) = [x(t) cos (t) + y(t) sin (t) ; (t)]T ; gu(t) =  fu(t)  ud(t)
f (t) =  [( x(t) sin (t) + y(t) cos (t)) _(t) ; 0]T
9>>>>>>>>>=>>>>>>>>>;
(2.2.25)
定理 2.1の証明：式 (2.2.3)と (2.2.20)を用いれば ez(t)は次の微分式を満足する．
_ez(t) = gez(t) + T (t) 1v(t) + gu(t) ; gu(t) =  fu(t)  ud(t) (2.2.26)




T (t) _ez(t)  T (t)gez(t) =   M 1p Dp(t)v(t) +M 1p HpKrwum(t)+ v(t)
+ (p+ ) (T (t)gu(t))
p  d
dt (2.2.27)


















e (t )um()d ; (0) = [0; 0]T
(2.2.28)
式 (2.2.28)の右側に関係式
_(t) = v(t)  f (t)
(t) = [x(t) cos (t) + y(t) sin (t) ; (t)]T




左辺 =T (t) _ez(t)  T (t)gez(t)  e t hT (0) _ez(0)  T (0)gez(0)i　 (2.2.30)





















f ()  T ()gu()

d +M 1p HpKrw(t) (2.2.31)
式 (2.2.30)，(2.2.31)より次式を得る．

















p HpKrw(t) + gz0e
 t;
=T (t)gez(t) +M 1p HpKrw

(t)  (HpKrw) 1Dp(t)(t) + (M 1p HpKrw) 1(t)
























_ez(0)  (0)  T (0)gez(0) + T (0)(fu(0) + ud(0))













p HpKrw) = det(M
 1
p )det(Hp)det(Krw)


























det(Mp) > 0; det(Krw) > 0; det(Hp) =  l1   l2 < 0
9>>>>>>>>>>>>>>>=>>>>>>>>>>>>>>>;
(2.2.33)
仮定A7より，重心位置 aが変化しても関係式mp3 mp2l1 > 0である．そして行列Mpが
正定行列であることより，主座小行列式が1 > 0であることがわかる．行列Mp，Krwと
行列Hpの行列式の正負より，主座小行列式は2 < 0である．式 (2.2.33)より，駆動行列
M 1p HpKrwの主座小行列式i，i = 1; 2の符号が sgn(1) = 1，sgn(2) =  1となるこ
とを確かめることができる．このとき，駆動行列M 1p HpKrwは次式で表現できる [69]; [70].



















; q1 = a
TM 1p HpKrwa; q2 = a
TM 1p HpKrwb
q3 = b
TM 1p HpKrwa; q4 = b
TM 1p HpKrwb








eu(t) = T (t) 1Q((t) + 
(t)  ( + 
)(t))
= T (t) 1Q((t) + [m 0]
T bT(t)  ( + 
)(t)) (2.2.37)
式 (2.2.37)を更に整理すると次式を得る．
eu(t) = T (t) 1Q((t) zz(t)) (2.2.38)
z = [( + 





T bT(t)]T = z1(t) + z2(t)
z1(t) = [1(t)
T 0]T; z2(t) = [2(t)
T bT(t)]T
9>>>=>>>; (2.2.39)
式 (2.2.38)で表した eu(t)を (2.2.23)に代入すると，次の式を得る．
_!(t) = g!(t) + z(t)
TJT (t) 1Q((t) zz(t))
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図 2.5: Equivalent Transformation of Tracking Error System
2.2.3 適応軌道追従コントローラの設計
もし eu(t)を零とすることができれば，式 (2.2.20)，(2.2.38)の誤差信号 !(t)と ez(t)が次
式となる．
_!(t) =  k1!(t) + ua(t)TJTez(t)
_ez(t) =  k2ez(t)  !(t)Jua(t)
9=; (2.2.41)
式 (2.2.41)より，簡単に !(t)と ez(t)が漸近安定になることがわかる．もしロボットパラ
メータを含んだ行列 z が既知であれば，式 (2.2.38)中の誤差信号 eu(t)において，信号
(t)が次式で生成されれば，eu(t)が零となる．











誤差信号e(t) = (t)  bz(t)z(t)を定義する．この誤差信号 e(t)を用いて式 (2.2.38)
22
を表現すれば次式を得る．
eu(t) = T (t) 1Q(e(t)  ez(t)z(t)) (2.2.43)
同様に，式 (2.2.40)から，誤差信号 !(t)，ez(t)を次式のように書き換える．
_!(t) = g!(t) + z(t)
TJT (t) 1Q(e(t)  ez(t)z(t))
_ez(t) = gez(t) + T (t) 1Q(e(t)  ez(t)z(t))
9=; (2.2.44)
このとき，誤差信号 e(t)は次の微分方程式を満足する．
_e(t) =  e(t) + um(t)  ge(t) bz(t)G12(t)eu(t) (2.2.45)
ge(t) =  _bz(t)z(t) + bz(t)g11(t) + bz(t) _z2(t) + bz(t)z(t)
G12(t) = 11(t)T (t) + 1216(t)
11(t) =
h




I2 0 I2 0 I2 0 b 0 b
iT































誤差信号 (2.2.44)と (2.2.45)に対し !(t)，ez(t)，e(t)を安定化するための入力 um(t)を
次式のように設計した．
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図 2.6: Block Diagram of Control System With Adaptive Controller
はzの，bQ(t)はQの推定信号をそれぞれ表している．推定信号 bz(t)，bQ(t)はそれぞれ
次式のように設計した．
_bz(t) = (T (t) 1)T G12(t)Tbz(t)Te(t)  !(t)JTz(t)  ez(t) z(t)T m
_bQ(t) =  (T (t) 1)T !(t)JTz(t) + ez(t) G12(t)Tbz(t)Te(t) e(t)T
9>=>; (2.2.48)




に定める．ただし， eQ(t) = Q  bQ(t)である．
V (t) = !(t)2 + ez(t)Tez(t) + e(t)Te(t)
+ tr[ez(t)TQez(t)  1m ] + tr[ eQ(t)T  1 eQ(t)] (2.2.49)
24
式 (2.2.21)，(2.2.44)と (2.2.45)を用いてリアプノフ関数の候補 V (t)を微分すれば次式を
得る．
_V (t) =  2k1!(t)2   2k2ez(t)Tez(t)  2e(t)Te(t)
+ 2

!(t)z(t)TJT (t) 1 + ez(t)TT (t) 1   e(t)Tbz(t)G12(t)T (t) 1Qe(t)
+ 2
e(t)Tbz(t)G12(t)T (t) 1   !(t)z(t)TJT (t) 1   ez(t)TT (t) 1Qez(t)z(t)
  2tr[ez(t)TQT _bz(t)  1m ]  2tr[ eQ(t)T  1 _bQ(t)] + 2e(t)T(um(t)  ge(t))
=  2k1!(t)2   2k2ez(t)Tez(t)  2e(t)Te(t)
+ 2

!(t)z(t)TJT (t) 1 + ez(t)TT (t) 1   e(t)Tbz(t)G12(t)T (t) 1 bQ(t)e(t)
+ 2tr[ eQ(t)T(T (t) 1)T !(t)JTz(t) + ez(t) G12(t)Tbz(t)Te(t)e(t)T]
+ 2tr[ez(t)TQT(T (t) 1)T G12(t)Tbz(t)Te(t)  !JTz(t)  ez(t) z(t)T]
  2tr[ez(t)TQT _bz(t)  1m ]  2tr[ eQ(t)T  1 _bQ(t)] + 2e(t)T(um(t)  ge(t))
(2.2.50)
式 (2.2.50)に式 (2.2.47)，(2.2.48)を代入すれば次式を得る．
_V (t) =  2k1!(t)2   2k2ez(t)Tez(t)  2e(t)Te(t)  2e(t)Te(t)  0 (2.2.51)
式 (2.2.51)より，正定値関数V (t)に含まれたすべての信号が有界であることを確認できる．
さらに，Lasalle-Yoshizawaの定理 [114]より，誤差信号 !(t)，ez(t)，e(t)が零へ収束するこ
ともわかる．正定値関数 V (t)に含まれる信号の有界性より，信号 kz(t)k, k(t)k，kb(t)k
と k bQ(t)kも有界である．信号の有界性により，入力信号 um(t)も有界である．したがっ
て，提案したコントローラを用いた制御システムが安定であることがわかる．
Remark 3: 関係式 (2.2.51)より，
_V (t)   2min(k1; k2; ; )(!(t)2 + ez(t)Tez(t) + e(t)Te(t) + e(t)Te(t))
  2min(k1; k2; ; ; 1)V (t) + tr[ez(t)TQez(t)  1m ] + tr[ eQ(t)T  1 eQ(t)]
  2min(k1; k2; ; ; 1)V (t) + max[  1m ]max[Q]kez(t)k2 + max[  1]k eQ(t)k2
(2.2.52)
正定値関数 V (t)に含まれる信号の有界性より，
_V (t)   2min(k1; k2; ; ; 1)V (t) + max((kezk2); (k eQk2)) (2.2.53)
25
ただし，(kezk2)，(k eQk2)はそれぞれkez(t)k2，k eQ(t)k2の正の上界値である．max(p; q)
は p，qの大きい方の値を取得する．式 (2.2.53)より，






2min(k1; k2; ; ; 1)
: (2.2.54)
ロボットのダイナミクスを考慮した追従誤差 !(t)，ez(t)，e(t)は次の不等式を満足する．











ただし， 2(!(t); ez(t); e(t)) = [!(t); ez(t)T; e(t)T]T 2 R5である．
理想信号 kzd(t)kの関係式 kzd(t)k = 0e 1t + "1と式 (2.2.55)を用いれば，位置誤差信
号 z(t)は次の不等式を満足する．













位置誤差信号 !(t)と z(t)の関係式 (2.2.55)，(2.2.56)と関係式 (2.2.2)を用いると，位置誤
差信号 eq(t)は次の関係式を満足する．
















l1; l2 [m] 0.2 , 0.2
r1; r2 [m] 0.1 , 0.1
a; d [m] 0.1 , 0.1
ja1; ja2 [kgm2] 5:0 10 3 ; 5:0 10 3
jm1; jm2 [kgm2] 2:1 10 3 ; 2:1 10 3
(1); (2) [-] 160 , 160
da1; da2 [Nmrad/s] 2:0 10 3 ; 2:0 10 3
dm1; dm2 [Nmrad/s] 3:6 10 5 ; 3:6 10 5
ke1; ke2 [Vs/rad] 0:126 ; 0:126
kt1; kt2 [Nm/A] 0:126 ; 0:126
Rregist1; Rregist2 [
] 4:42 ; 4:42
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l1; l2 [m] 0.2 , 0.2
r1; r2 [m] 0.11:3 ; 0:1 0:7
a; d [m] 0.1 , 0.1
ja1; ja2 [kgm2] 5:0 10 3  1:5 ; 5:0 10 3  0:5
jm1; jm2 [kgm2] 2:1 10 3  1:5 ; 2:1 10 3  0:5
(1); (2) [-] 160 , 160
da1; da2 [Nmrad/s] 2:0 10 3  1:5 ; 2:0 10 3  0:5
dm1; dm2 [Nmrad/s] 3:6 10 5  1:5 ; 3:6 10 5  0:5
ke1; ke2 [Vs/rad] 0:126 1:5 ; 0:126 0:5
kt1; kt2 [Nm/A] 0:126 1:5 ; 0:126 0:5
Rregist1; Rregist2 [
] 4:42 1:5 ; 4:42 0:5
設計パラメータは次のように設定した．k1 = 1，k2 = 1， = 1， = 10， m = I8，
  = 10I2，0 = 0，1 = 0，ただし，Iiは i次の単位行列である．キネマティックコントロー
ラに用いる誤差 "1を "1 = 0:1と設定し，初期状態 q(0)，qd(0)を q(0) = [ 0:10; 0; 0]T，
qd(0) = [0; 0; 0]
Tとした．初期理想信号 zd(0)は zd(0) = z(0)とした．図 2.7にロボット
が追従すべき理想軌道，理想位置，理想ヨー角，理想車速，理想ヨーレートを示す．
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図 2.8: Performances of Error Signals !(t), ez(t) = [ez1(t); ez2(t)]T, e(t) = [e1(t); e1(t)]T
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図 2.10: Performances of Velocity Error Signals
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図 2.11: Performances of Position Errors and Yaw Angle Error
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図 2.12: Trajectory of Wheeled Mobile Robot
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図 3.1: Two-Wheeled Vehicle Model
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表 3.1: Notation of Vehicle
C:G: center of gravity of vehicle
P;Pc reference point and center of curvature
yr relative lateral distance between P and target lane
"d yaw angle of target lane
" yaw angle of vehicle
"r relative yaw angle between vehicle and target lane
 curvature of target lane
m; ic vehicle mass and moment of inertia around C.G.
vx longitudinal velocity of vehicle
vp; vc lateral velocity of vehicle at P and C.G.
lf ; lr distance from P to front wheel and rear wheel
kf ; kr front and rear wheel cornering stiffness
h distance from P to C.G.






道路で車両が走行する場合，車両と車線相対ヨー角"r(t) = "(t)  "d(t)ならびに前後輪の





xx(t) + qp(t)  bxvx(t)(t); qp(t) = J 1qc(t) (3.1.1)
_qc(t) =  vx(t)cxbTxqc(t) +Bc(u(t)  vx(t) 1HTpjqc(t)) (3.1.2)
x(t) = [yr(t); "r(t)]
T; u(t) = [uf (t); ur(t)]
T
qc(t) = [vc(t); _"(t)]














M = diag[m; ic]; K = diag[kf ; kr]; cx = [1; 0]






である．操舵入力u(t)は車両前輪舵角 uf (t)と車両後輪舵角 ur(t)である．




A1: 車両重量m，慣性モーメント ic，コーナリング剛性 kf，kr，ならびに参考点から重
心点までの相対距離 hは未知パラメータである．ただし，m > 0，ic > 0，kf > 0
と kr > 0である．
A2: 参照点Pから前後車軸までの距離 lfと lrは既知である．車両速度vx(t)，加速度 _vx(t)，
ヨーレート _"(t)，ならびに，車両と車線との相対距離 yr(t)，相対ヨー角 "r(t)は計
測可能である．




A4: 車両速度に関し，vx  vx(t)  vx > 0の関係を満足する下限値 vxと既知な上限値
vxが存在する．また， _v  j _vx(t)jの関係を満足する上限値  _vが存在する．
A5: 目標車線の曲率 (t)は未知であるが有界である．
A6: 初期値 x(0)と qp(0)は有界である．
一般に，車両の車線追従コントローラは，ダイナミクス方程式 (3.1.1)と (3.1.2)に基づ
き参照点Pにおける速度状態 qp(t) = [vp(t); _"(t)]Tを用いて開発される．車両ダイナミク
ス方程式 (3.1.2)の駆動行列Bcは一般な未知行列である．もし，駆動行列Bcが正定行列
と正定対角行列の積として表現できれば，安定な適応コントローラを設計できる．この問









_z(t) =  vx(t) 1Az(t)z(t) +QKu(t) (3.1.6)
Az(t) = vx(t)
















(p+ qz)B(p)[z(t)] = (p+ qz)[vx(t)QKu(t)] + dzQKu(t)  F (t)z(t)
B(p) = vx(t)pI2 + Az(t) + dzI2
F (t) =  R(t)Az(t)  dzqzI2; R(t) =  vx(t) 1dz
9>>>=>>>; (3.1.8)
式 (3.1.8)において，pは微分演算子 p  d
dt
，qzは正の設計パラメータ，dzは状態z(t)の安
定性を保証するため導入した正の設計パラメータである．また，Iiは Ii = diag[1; :::; 1] 2
Ri × i である．
補題 3.1: ダイナミクス表現式 (3.1.6)を次式で表現することができる．
_z(t) =  vx(t) 1(Az(t) + dzI2)z(t) +QK(u(t) (t)z(t)  !z(t)) (3.1.9)
(t) = [e qzt; (QK) 1] 2 R23
 =  v 1x (QK) 1[dzz(0) + F (0)gx(0)]
(3.1.10)



































  u() + vx() 1g"x()






補題 3.1の証明: 式 (3.1.6)より，[vx(t)pI2 + Az(t)]z(t) = vx(t)QKu(t)の関係を満足する
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ことをわかる．この関係と式 (3.1.6)を用いて，式 (3.1.8)を導出することができる．
そして，式 (3.1.1)より，関係式cTx (HTp ) 1z(t) = cTx _x(t) vx(t)bTxx(t)とbTx (HTp ) 1z(t) =
_"(t)を得る．この関係式を用いれば，次の式を得る．







 1z(t) = _gx(t) + g"x(t) (3.1.12)
式 (3.1.12)を利用して式 (3.1.8)の右側に代入すると，次の式を得る．
(p+ qz)B(p)[z(t)] = (p+ qz)[vx(t)QKu(t)] + dzQKu(t)  F (t)( _gx(t) + g"x(t)):
(3.1.13)













e qz(t )F ()( _gx() + g"x())d (3.1.14)
式 (3.1.14)に次の式を代入し，整理すると，式 (3.1.9)を得る．Z t
0
e qz(t )(p+ qz)B(p)[z()]d
= B(p)[z(t)]  (vx(0)QKu(0) + dzz(0))e qztZ t
0
e qz(t )(p+ qz)[vx()QKu()]d
= vx(t)QKu(t)  vx(0)QKu(0)e qztZ t
0
e qz(t )F () _gx()d

























R1: 行列Az1はAz1 = HTp cxbTx (H 1p )Tと変更できるので，行列Az1は既知な行列である．
そして，仮定 A2と A4に基づいて，リグレッサーベクトル z(t)とベクトル !z(t)
が利用可能な信号であることを簡単に確かめられる．そして，リグレッサーベクト
ル z(t)の一回微分式 _zi(t); i = 1; 2も有用な信号である．横方向速度信号を用いな
い適応コントローラの開発において，リグレッサーベクトル z(t)の特性は非常に
重要である．






クトル z(t)に含まれる積分器の数はそれぞれ 6と 2である．文献 [109]，[110]で，
提案されたダイナミクス表現式の未知行列の要素の数とグレッサーベクトルに含ま




















s2 + 2!ns+ !2n





ここで，!nと は正の設計パラメータである．設計された曲率推定 b(t)と実際の曲率 (t)
の関係を表すため，式 (3.2.1)を式 (3.2.3)に代入すれば，
L[b(t)] = !2n









値 になり，車速 vx(t)も一定値 vになる．この場合，式 (3.2.2)と (3.2.4)により，推定
信号 bv(t)が真値 v となる．したがって，推定値 bv(t)は真値 v に収束し，推定誤差ev(t) = vx(t)(t)  bv(t)は零に収束する．
図 3.2に設計パラメータ!nを変化させた場合の曲率の推定値の応答を示す．なお，曲率
の推定値 b(t)が振動的にならないように設計パラメータ は  = 1と設定した．図 3.2(a)
は推定値 b(t)の応答である．図 3.2(b)は推定誤差 (t)  b(t)の応答である．図 3.2(a)に示












































図 3.2: Performance of Estimating Curvature































( ) ( )xv t tρ









z(t) = HTp [bxbv(t) + zx(t)] (3.2.5)
zx(t) =  D1x(t) D2zx(t) D3 _zx(t)
zx(0) = _zx(0) = [0; 0; 0]
T
Di = diag[gi1; gi2; gi3]; i = 1; 2; 3
9>>>=>>>; (3.2.6)
ここで，Di; i = 1; 2; 3は対角設計行列である．行列Di; i = 1; 2; 3を用いれば，相対位
置状態信号 x(t)の収束性能を設計することができる．新しい追従信号 (t)T = [x(t)T;
zx(t)
T; _zx(t)
T]を用いれば，式 (3.2.5)と (3.2.6)に示す入力 z(t)を用いた制御システムは，
式 (3.1.5)より，次式で与えられる．
_(t) = A(t)(t)  Cbxev(t) (3.2.7)







x I2 0 I2
0 I2 0 I2 I2
 D1  D2  D3
3775 2 R66
C = [I2; 0 I2; 0 I2]T 2 R62
9>>>>>>>>=>>>>>>>>;
(3.2.8)
ここで，ev(t) = v   bv(t)は車速を含んだ車線曲率の推定誤差である．前節で述べたよ
うに， lim
t!1
bv(t) = v となり，曲率推定誤差 ev(t) = 0となる．このとき，式 (3.2.7)は次
式となる．






























3775 ; i = 1; 2




式 (3.2.11)より，行列Ai，i = 1，2が漸近安定となるように設計パラメータ dji，j = 1，
2，3，i = 1，2を設定すれば，式 (3.2.7)のシステムは漸近安定となり，状態(t)が零へ収
束する．したがって，設計パラメータ dji，j = 1，2，3，i = 1，2を用いて，相対位置状
態 x(t)を含んだ状態 (t)の零への収束性能を設定することができる．ここでは，参考文
献 [109]で示されているDi，i = 1，2，3の設計方法を用い，Diを設計する．式 (3.2.11)
のシステム行列Ai，i = 1，2の特性多項式が (s+0:1')3と (s+0:4')3となるように，設
計パラメータ dji，j = 1，2，3，i = 1，2
d11 = (0:1')
3; d21 = 3(0:1')
2; d31 = 3(0:1')
d12 = (0:4')
3; d22 = 3(0:4')





図 3.4に 'を変化させた場合の相対横変位 yr(t)の応答を示す．一般に，高速道路での
車線追従制御は，コーナリング中ではなく，直線車線において開始されるものと考えられ
る．そして，このとき，相対ヨー角 "r(t)はほぼ零である．このことを考慮し，図 3.4の
シミュレーションでは，相対横変位 yr(t)の初期値を yr(0) = 1mと設定した．相対ヨー角
"r(t)の初期値は "r(0) = 0である．図 3.4に示すように，設計パラメータ 'を大きくする
ことによって，相対横変位 yr(t)の零への収束性能が改善されることがわかる．また，図
























図 3.4: Response of Virtual Control System (' = 20; 30; 50)
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を理想速度状態 zd(t)と考え，追従誤差 ze(t) = z(t) zd(t)が零となる入力u(t)を開発す
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図 3.7: Block Diagram of Lane Keeping System With Velocity Measurement
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_ze(t) =  vx(t) 1dzze(t)  vx(t) 1QKze(t)
  vx(t)Az1ze(t) +QK(u(t) (t)z3(t)  !z2(t)) (3.2.13)




u1(t) = _zd(t) + vx(t)
 1dzzd(t) + vx(t)Az1zd(t)




_ze(t) =  vx(t) 1dzze(t) +QK(u(t) (t)(t)  !z(t)) (3.2.15)
ze(t)，dz，vx(t)，QKとu(t)は本研究で定義された信号と同じ定義であり，(t) 2 R27
は未知行列であり，(t) 2 R7，!z(t)は既知なベクトルである．追従誤差方程式 (3.2.15)
の右辺最終項が零になれば，追従誤差は漸近安定になる．しかし，本研究の追従誤差方程





_ze(t) =  vx(t) 1dzze(t)  (1  (; t))vx(t) 1QKze(t)  (; t)vx(t) 1QKeze(t)
  vx(t)Az1eze(t) +QK(u(t) (t)u(t)  !e(t)) (3.2.16)
eze(t) = ze(t)  bze(t)
_eze(t) =  eze(t)  vx(t) 1dzeze(t)  (; t)vx(t) 1QKeze(t)
  (1  (; t))vx(t) 1QKze(t) +QK(u(t) (t)u(t)  !e(t))
9>>>=>>>; (3.2.17)




u2(t) = u1(t) + vx(t)Az1bze(t)
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u(t) = b(t)u(t) + !e(t) (3.2.20)
b(t) = ba(t)  ((; t) + )gx(t)(t)T 
_ba(t) = _(; t)gx(t)(t)T  H(t) 
H(t) =  ((; t) + )gx(t)( _z1(t) + [0; _u2(t)T]T + 0:5 _z2(t)cTxx(t))T
+ [(; t)g"xz(t) + (g"x(t)  zd(t))]u(t)T
(t) = z1(t) + [0; u2(t)
T]T + 0:5z2(t)c
T
xx(t)ba(0) = ( + (; 0))gx(0)(0)T ; g"xz(t) = g"x(t)  zd(t)  bze(t)
9>>>>>>>>>>>>=>>>>>>>>>>>>;
(3.2.21)
bze(t) = bza(t) + gx(t); _bza(t) =  vx(t) 1dzbze(t) + hz(t)
hz(t) = (I2   vx(t)Az1)g"xz(t); bza(0) =  gx(0) +HTp [0; _"(0)]T
9=; (3.2.22)
50
ただし，b(t)は未知行列 (t)の推定器であり，  2 R33 である．式 (3.2.20)-(3.2.22)
より信号 _u2(t)を除きすべての信号が利用可能であることを簡単に確認できる．また，
Az1 _gx(t) = 0が成立ち，信号 _u2(t)も利用可能であることも確認できる．したがって，提
案するコントローラは利用可能な信号から生成できる．
ここで，
gx(t) _(t)  gx(t)( _1(t) + 0:5 _2(t)cTxx(t))
= 0:5gx(t)2(t)c
T





_b(t) =  ((; t)eze(t) + ze(t))u(t)T  (3.2.24)
_bze(t) =  vx(t) 1dzbze(t) + eze(t)  vx(t)Az1eze(t) ; bze(0) = HTp [0; _"(0)]T (3.2.25)
推定誤差式 _eze(t) = _ze(t)   _bze(t)に微分式 (3.2.25)と (3.2.16)を代入すれば，推定誤差式
(3.2.17)を得る．式 (3.2.24)，(3.2.25)には，実際に利用できない車両の横方向速度が含ま
れている．そこで，車両の横方向速度計測を用いずに式 (3.2.24)， (3.2.25)と等価なシステ
ムを式 (3.2.21)， (3.2.22)で構成している．設計パラメータ が大きい値に設定される場
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図 3.9: Block Diagram of Lanekeeping System Without Velocity Measurement
3.2.4 車線追従システムの安定解析
開発された適応車線追従コントローラ (3.2.20), (3.2.24), (3.2.25)を用いた閉ループシス
テムにおいて，次の定理が成り立つ．










V (t) = Vz(t) + 2cq1Vq(t) (3.2.27)
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Vz(t) = ze(t)
TQ 1ze(t) + (; t)eze(t)TQ 1eze(t) + tr[K e(t)  1e(t)T]
Vq(t) = cq2e
 qzt; cq1 = (Vq(0) + v) +
q
(Vq(0) + v)







_ze(t) =  vx(t) 1dzze(t)  (1  (; t))vx(t) 1QKze(t)  (; t)vx(t) 1QKeze(t)
  vx(t)Az1eze(t) QK e(t)u(t)　 (3.2.29)
_eze(t) =  eze(t) Q(K e(t)u(t) + vx(t) 1(dzQ 1 + (; t)K)eze(t)
+ (1  (; t))vx(t) 1Kze(t)) (3.2.30)
追従誤差式 (3.2.29)と式 (3.2.30)を正定値関数 V (t)の微分式に代入すれば次式を得る．
_V (t) =  2dzvx(t) 1ze(t)TQ 1ze(t)  2vx(t)ze(t)TQ 1Az1eze(t)
  (2dz(; t)vx(t) 1 + (; t))eze(t)TQ 1eze(t)
  2(1  (; t))ze(t)TKze(t)  2(; t)(; t)eze(t)TKeze(t)  4(; t)eze(t)TKze(t)
  2tr[K e(t)  1 _b(t)T] + 2tr[K e(t)  1 _(t)T]  2qzcq1Vq(t) (3.2.31)
正定値関数V (t)の時間微分を調べるため，次の関係式を利用する．設計パラメータ(; t)
は 0 < (; t) < 1を満足するので，行列
W (; t) 
"
2(1  (; t))I2 2(; t)I2

























以下の関係 e(t) = " e1(t)Te2(t)T
#
; ei(t) 2 R3 (3.2.34)
を用いれば，次の関係式を得る．





e1(t)T e1(t) + k2re2(t)T e2(t)k   12k2q2zkk2e 2qzt
 4Ve(t)q2zc2q2e 2qzt  4V (t)q2zc2q2e 2qzt (3.2.35)
式 (3.2.24)，(3.2.25)と (3.2.32)-(3.2.35)より，次式の関係を導出することができる．
_V (t)   vx(t) 1dzze(t)TQ 1ze(t)  2(t)vx(t) 1dzeze(t)TQ 1eze(t)




eze(t) + 2Vq(t) 12 qzcq2e qzt
  2cq1cq2qze qzt
  vx(t) 1dzze(t)TQ 1ze(t)  2(t)vx(t) 1dzeze(t)TQ 1eze(t)
  2cq2qze qzt(cq1   Vq(t) 12 ) (3.2.36)
cq1を含んだ項に関して，次のことを考える．cq1が変量と考える場合，方程式
y = c2q1   V (0) = c2q1   2cq2Vq(0)  Vz(0) (3.2.37)




c2q1   V (0) > 0 (3.2.38)
式 (3.2.36)，(3.2.38)から，V (t)  V (0)を証明できれば，次の関係式を得る．
_V (t)   dzvx(t) 1ze(t)TQ 1ze(t)  2dz(; t)vx(t) 1eze(t)TQ 1eze(t)  0 (3.2.39)
次に，背理法を用いて V (t)  V (0)であることを示す．V (t)が V (0)より大きくなると
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仮定する．このとき，次の関係式を満足する時刻 t1，t2が存在する．
V (t1) = V (0)
v + V (0)  V (t) > V (0) for t2  t > t1
9=; (3.2.40)
ここで，式 (3.2.28)の関係式 c2q1 > v + V (0)  V (t) > V (0)を用いれば，関係式 cq1  
V (t)
1
2  0が満足される．したがって，式 (3.2.36)より，次の関係式を得る．
V (t)  V (t1) < 0 for t2  t > t1 (3.2.41)
この結果は仮定と矛盾する．したがって，次の関係式が成立つ．
V (t)  V (0) for t  0 (3.2.42)
式 (3.2.39)より，正定値関数 V (t)に含まれたすべての信号が有界であることも確認でき
る．さらに，Lasalle-Yoshizawaの定理 [114]より，追従誤差ze(t)ならびに推定誤差 eze(t)が，
零へ収束することもわかる．正定値関数 V (t)に含まれる信号の有界性と仮定A3-A7，式
(3.2.3)と設計したDi; i = 1; 2; 3より，信号 kx(t)k，kzx(t)k，k _zx(t)k，kz(t)k，kzd(t)k









































系 3.2: 次の関係式を満足する定数 を定義する．
　










の式を満足する と無関係な定数 z1，ei; i = 1; 2; 3が存在する．
keze(t)k2  z1e t + z1 1:5 (3.3.2)
ke(t)u(t)k2  e1 for 0  t < t1




系 3.2の証明:　関係式 (3.3.3)を証明するため，各状態ノルムの上限が設計パラメータ 
に無関係な定数となることを示す．
正定値関数 V (t)の初期値 V (0)は設計パラメータに無関係な有界の値である．このこ










keze(t)k2  z2 1:5; for t  t1 (3.3.5)
k(t)k2  1e (t t1) + 2 0:5; for t  t1 (3.3.6)
ただし，(t) = _eze(t)，z2 と i，i = 1; 2は と無関係な正の定数である．また，式
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(3.3.5)と (3.3.6)の導出に，e t  e t1 =  2e 22 for t  t1を利用している．式 (3.3.5)
は式 (3.3.2)から導出できる．式 (3.3.6)の導出は付録Cに示す．推定誤差 e(t)u(t)の収束
性能を調べるため，正定値関数 V(t) = u(t)Te(t)TQ 1e(t)u(t)を考える．式 (3.2.17)，
(3.2.20)から，次の関係を得る．
eze(t) =   1( _eze(t) +QK e(t)u(t) +Qf z1(t) +Qf z2(t)) (3.3.7)
f z1(t) = vx(t)
 1(dzQ 1 + (; t)K)eze(t); f z2(t) = (1  (; t))vx(t) 1Kze(t) (3.3.8)
式 (3.3.7)を用いれば，正定値関数 V(t)の時間微分が次式を満足することがわかる．




 1e(t) _u(t) +Q 1 _(t)u(t) + Q 1ze(t)u(t)T u(t) (3.3.10)
さらに，次の不等式を利用して式 (3.3.9)を解析する．式 (3.3.1)，(3.3.5)，(3.3.6)，関係式
0:5   1(; t)  0:5=(1 + 1:5e 2) for t  t1と u(t)T u(t)  min[ ]を用いれば，次
の不等式を得る．
  2 1(; t)u(t)Te(t)TQ 1(t)   1(; t)4 VK(t) + 10:5e (t t1) + 2; for t  t1
(3.3.11)
  2 1(; t)u(t)Te(t)Tf zi(t)   1(; t)4 VK(t) + 2+i 1; i = 1; 2 for t  t1
(3.3.12)
   1(; t)VK(t)u(t)T u(t)   0:5V(t)   ()0:5V(t); for t  t1 (3.3.13)
2u(t)
Te(t)TfV 3(t)   1(; t)4 VK(t) + 5 0:5; for t  t1 (3.3.14)
ただし，VK(t) = u(t)Te(t)TK e(t)u(t)，i，i = 1; :::; 5は設計パラメータ と無関係
な正の有界定数．式 (3.3.11)-(3.3.14)を式 (3.3.9)に用いれば，次の関係を得る．
_V(t)   ()0:5V(t) + 10:5e (t t1) + 6 (3.3.15)
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ただし，6は と無関係な正の有界定数である．式 (3.3.15)から，次の不等式を得る．













P1 : 設計パラメータ を大きくしたとき，時刻 t1は単調減少し，式 (3.3.2)と式 (3.3.3)
より，設計パラメータ を用いて推定誤差 keze(t)kと ke(t)Tu(t)kの収束性能が改
善される．
P2 : 推定誤差 eze(t)と e(t)u(t)を用いれば，式 (3.2.20)の入力舵角はu(t) = (t)u(t)+
!ed(t) (; t)vx(t) 1eze(t) e(t)u(t)，!ed(t) = !z(t)+vx(t) 1zd(t)+(; t)vx(t) 1ze(t)
と表現できる．設計パラメータ を大きくしたとき，入力舵角は真値を用いた理想
入力舵角ud(t) = (t)u(t) +!ed(t)に近づく．このことより，設計パラメータ を
大きくすることによって，未知パラメータを推定することに起因する高周波振動は
発生しにくくなる．
P3 : 設計パラメータ を大きくしたとき，式 (3.2.20)と (3.2.25)より，追従誤差 ze(t)の






ションを以下に示す．車両パラメータはm = 1740[kg]，ic = 3214[kgm2]，lf = 1:4[m]，
lr = 1:414[m]，h = 0:342[m]，kf = 60000[N=rad]，kr = 122000[N=rad]である．初期時刻
t = 0において参照点 Pと目標車線との相対横変位を yr(0) = 1[m]とする．相対位置状態
x(t)の初期値は x(0) = [1; 0]T，速度状態 z(t)は z(0) = [0; 0]Tである．
曲率推定と理想連結角推定の設計パラメータは!n = 30， = 1と設定した．コントロー
ラの設計パラメータは qz = 1，dz = 1，  = I3， = 500 23，vx = 120  1000=602とした．
理想過渡状態の設計パラメータは式 (3.2.12)で設計する．以下のシミュレーションにおい
て用いた目標車線と車速 vx(t)を図 3.10に示す．
図 3.11と図 3.12に,設計パラメータ を変化させた場合の前輪入力舵角 uf (t)応答と追
従誤差 ze(t)の推定誤差 eze(t)応答を示す．なお，車両の後輪舵角応答も図 3.11と同様の
応答となる．また，図中の ufdは，式 (3.2.20)において推定値 b(t)と bze(t)ではなく，真
値を用いた理想入力舵角 ud(t) = [ufd(t); urd(t)]T = (t)u(t) + !ed(t)を用いたときの前
輪舵角である．
図 3.11に示すように設計パラメータを大きく設定することにより，入力舵角の高周波




で示したシミュレーション結果より，設計パラメータ を  = 500 23 と設定する．






















図 3.10: Target Lane and Longitudinal Velocity of Vehicle
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図 3.11: Steeling Performances of Front Wheel of Vehicle When  = 1; 10 23 ; 500 23
61






























[ ]m/s [ ]m/s
( ) ( )
1
a   1
e
z α = ( ) ( )
2
b   1
e
z α =
( ) ( )2/32d   10ez α =( ) ( )2/31c   10ez α =
[ ]m
[ ]m[ ]m
( ) ( )2/3
2
f   500
e
z α =( ) ( )2/3
1




[ ]m/s [ ]m/s
図 3.12: Performances of Estimation Error eze(t) when  = 1; 10 23 ; 500 23
図 3.13に，設計パラメータ dzを変化させた場合の追従誤差 ze(t)応答を示す．図 3.13
に示すように設計パラメータ dzを大きく設定することにより，追従誤差 ze(t)の零への収
束性能は改善されるが，追従誤差 ze(t)の過渡応答の最大値は大きくなることがわかる．
一方，dz = 1の時，追従誤差 ze(t)の零への収束が遅くなるが，収束誤差が小さい．この
ため，設計パラメータ dzを dz = 1と設定する．
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図 3.13: Performances of Tracking Error ze(t) When dz = 1; 10; 30




い．この特徴を用いて，試行錯誤的に設計パラメータ !nの値を !n = 15と設定する．
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Case 2: 車両のパラメータを次に示すように設定した場合. m = 1740  1:2[kg]，ic =
3214 1:2[kgm2]
Case 3: 車両のパラメータを次に示すように設定した場合. m = 1740  1:2[kg]，ic =
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図 3.15: Performances of Relative Lateral Distance and Control Input When ' = 20; 30; 50
3214 1:2[kgm2]，kf = 60000 0:5[N=rad]，kr = 122000 0:5[N=rad]
図 3.16(a)，(b)に，車両パラメータが変化した場合の相対横変位 yr(t)と相対ヨー角 "r(t)
の応答を示す．また，図 3.16(c)と (d)に，入力舵角応答を示す．図 3.16に示すように，車
速変化と車両パラメータの未知変動が生じても，相対横変位 yr(t)と相対ヨー角 "r(t)に
まったく変化が生じず，車両が目標車線に追従していることがわかる．さらに，図 3.16(a)
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e(t) = (t)  bz(t)z(t) (A.1)
両辺を時間微分し， 1 = と _(t) =  (t) + um(t)を用いれば次のようになる．
_e(t) = _(t)  _bz(t)z(t) bz(t) _z(t)
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+ 13(t) (A.3)
gu(t) =  fu(t)  ud(t)
11(t) =
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まず (A.3)の第一項の _(t)を求める．eu(t) = T (t) 1v(t) + gu(t)の関係を用れば _(t)は次
式で表現できる．
_(t) = v(t)  f (t) = T (t)eu(t)  T (t)gu(t)  f (t) (A.5)
次に (A.3)の第二項に関する解析を行う．まず， _T (t)を求める．(2.2.43)，(2.2.44)及び
_z(t) = u(t) = eu(t) + ud(t)より _!(t) ; _z(t)は次式となる．
_!(t) = g!(t) + z(t)
TJT (t) 1Q(e(t)  ez(t)z(t))
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1(t) _zd(t) + (t)J _zd(t) (A.9)
式 (A.9)を次式ように示す．
_ua(t) = Gua1(t)eu(t) +Gua2(t)zd(t) + (























  2(k1!(t) + f(t))
_d(t)
d(t)3












gf1(t) =2(d(t)z2(t)  _vd(t)sin(z1(t))) + gf2(t)Tud(t)




(A.6)，(A.10)で得られた _z(t) ; _ua(t)を (A.8)に代入すれば _ud(t)は次式となる．
_ud(t) = _ua(t)  k2T (t) 1Q(e(t)  ez(t)z(t))  k2ud(t)
=Gua1(t)eu(t) +Gua2(t)zd(t) + (
1(t) + (t)J) _zd(t)
  k2T (t) 1Q(e(t)  ez(t)z(t))  k2ud(t) (A.13)
(A.7)-(A.13)を用いれば  _T (t)gu(t)  T (t) _gu(t)は次式で表現できる．
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e(t) + um(t)  bz(t)z(t)  _bz(t)z(t) bz(t) _z1(t) bz(t) _z2(t)
=  e(t) + um(t)  bz(t)z(t)  _bz(t)z(t)
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(A.18)
ge(t) = _bz(t)z(t) + bz(t)g11(t) + bz(t) _z2(t) + bz(t)z(t) (A.19)
B 付録B
推定器 (3.2.21)と (3.2.22)の導出
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式 (B.1)を整理すれば，速度信号を用いない推定器 (3.2.21)を導出することができる．式
(B.1)の導出に，次の関係式が用いられる．
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_eze(t) =  eze(t) Q(K e(t)u(t) + f z1(t) + f z2(t)) (C.1)
f z1(t) = vx(t)
 1(dzQ 1 + (; t)K)eze(t)
f z2(t) = (1  (; t))vx(t) 1Kze(t)
したがって，状態量 (t)に関する微分方程式は以下のようになる.
_(t) =  (( + dzvx(t) 1)I2 + vx(t) 1(; t)QK)(t)  g(t)
  (; t)QKeze(t)u(t)T u(t)  _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; t)vx(t) 1QKbze(t) (C.2)
g(t) =QK(ze(t)u(t)
T u(t) + e(t) _u(t) + _(t)u(t))  vx(t) 2 _vx(t)(dzI2
+ 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; t)QK)eze(t) + (1  (; t))vx(t) 1QK( _ze(t)  vx(t) 1 _vx(t)ze(t)) (C.3)
定理 3.1に示した正定値関数V (t)に含まれた信号，u(t)と _u(t)が有界であるから，g(t)
が有界となり，そして kg(t)k  gを満たす． g は と無関係な正の定数である．













  2(; t)(t)TKeze(t)u(t)T u(t)  13V(t) + 50:5
(C.4)
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(; t)vx(t) 1QKbze(t)
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t + 60:5 (C.5)
ただし，6は と無関係な正の定数である．式 (C.5)両辺を積分すると，次の式を得る．








 2e t7 + 6 0:5 (C.6)
ただし，7は と無関係な正の定数である．式 (C.6)から，式 (3.3.6)を得る.
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