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Abstract We consider a class of nonlinear fractional equations having the Caputo fractional derivative of the
time variable t, the fractional order of the self-adjoint positive definite unbounded operator in a Hilbert space and
a singular nonlinear source. These equations are generalizations of some well–known fractional equation such
as the fractional Cahn–Allen equation, the fractional Burger equation, the fractional Cahn–Hilliard equation, the
fractional Kuramoto–Sivashinsky equation, etc. We study both the initial value and the final value problem. Under
some suitable assumptions, we investigate the existence, uniqueness of maximal solution, and stability of solution
of the problems with respect to perturbed fractional orders. For t = 0, we show that the final value problem is
instable and deduce that the problem is ill-posed. A regularization method is proposed to recover the initial data
from the inexact fractional orders and the final data. By some regularity assumptions of the exact solutions of the
problems, we obtain an error estimate of Ho¨lder type.
Keywords Caputo derivative · initial value problem · final value problem · existence and uniqueness
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1 Introduction
1.1 Statement of the problem
LetH be a Hilbert space, A :D(A)⊂H→H be a self-adjoint positive definite unbounded operator and f : [0,+∞)×
B→ L2((0,∞),H)withB⊂H. For α ∈ (0,1], β > 0, we consider the problem of finding a function u : [0,T ]→H
satisfying
Dαt u+A
βu= f (t,u(t)), t > 0, (1)
where Dαt is the Caputo fractional derivative
Dαt u(t) =
{
1
Γ (1−α)
∫ t
0(t− s)−αu′(s) ds, if α ∈ (0,1),
u′(t), if α = 1,
and the power of the operator Aβ will be defined later. The equation (1) is a general form of a lot of well-known
equations as the Ginzburg–Landau equation (α = 1,A = −∆ , f (t,u) = au− bu3), Burger equation (α = 1,A =
−∆ , f (t,u) = uux), Kuramoto–Sivashinsky equation (α = 1,A= ∆2, f (t,u) = ∇2u+(1/2)‖∇u‖2)). In the present
paper, we will investigate the stability of solution of the initial value and the final value problems of (1). As known,
the equation (1) subjects to the initial data
u(0) = ζ (2)
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is called the fractional initial value (or the Cauchy, the forward) problem (FIVP) and the problem (1) subject to the
final data
u(T ) = ϕ (3)
is called the fractional final value (or backward) problem (FFVP).
1.2 History and motivation
The abstract parabolic equations ut +Au = f was considered for thirty years with a lot of papers, readers can see
the classical book by Cazenave and Haraux [4] and references therein. The FIVP were also studied in a lot of
papers. Xing et al [30] discussed the existence, uniqueness, analyticity and the long-time asymptotic behavior of
solutions of space-time fractional reaction–diffusion equations in Rn
Dαt u+(−∆)βu= p(x)u,
subject to the initial condition u(x,0)= a(x). Existence and uniqueness of the maximal solutions of some linear and
nonlinear fractional problems were investigated in [5, 9, 11]. The blow–up and global solution of time–fractional
nonlinear diffusion–reaction equations were studied recently with some kind of nonlinear sources as f (t,u) =
au+ up (see Cao et al [3]), f (t,u) = |u|p (Zhang [33]), Asogwa et al. [2] studied finite time blow up results for a
variation of equation (1). In many practical situation, the source is often assumed to satisfy
|| f (t,u)− f (t,v)|| ≤ K(t,M)‖u− v‖ for ‖u‖,‖v‖ ≤M,
where K : (0,T )× (0,∞) → R. Generally, the source f is assumed to be locally Lipschitz with respect to the
variable u, i.e., supt∈(0,T ) |K(t,M)| < ∞. However, a singular source satisfying supt∈(0,T ) |K(t,M)| = ∞ is rarely
studied. Another kind of the source was studied in [26, 27], but only for the backward problem. In the present
paper, we consider the singular source with K(t,M) = t−νκ(M), ν > 0. The source is similar to the one considered
in a paper of Nagumo (see, e.g., [12], Chap. 7). As known (see, e.g., [10]), the function h : (0,∞)→ (0,∞) satisfies
the Nagumo condition if
∫ ∞
0
s
h(s)ds= ∞. Hence, the function K is a Nagumo function and we call the source f (t,u)
is a Nagumo-type source. The existence and uniqueness of maximal solution of the initial value problem with
respect to the singular source is still not studied. This is the first motivation of our paper.
In the papers mentioned above, the parameters α,β are assumed to be perfectly known. But in the real word of
applications, the fractional orders can only be approximated from the mathematical model or statistical methods.
In [1, 6], the Caputo derivatives can be identified approximately from observation data u(x0, t) with t > 0, or
u(x,T ) with x ∈ Ω ⊂ Rn. Besides, Kateregga [15] used statistical methods as the quantiles, logarithmic moments
method, maximum likelihood, and the empirical characteristic function method to identify the parameters of the
Le´vy process. In these examples, the fractional orders are obtained only as approximate values. Hence, a natural
question is that whether the solutions of fractional equations is continuous with respect to the perturbed orders. The
papers devoted to these questions are still rare. We can list here some papers. Li and Yamamoto [16] investigated
the solution uγ,D of the problem
D
γ
t u=
∂
∂x
(
D(x)
∂u
∂x
)
,(x, t) ∈ (0,1)× (0,T),
subject to the Neumann condition ux(0, t) = ux(1, t) = 0 and the initial condition u(x,0) = f (x). They proved
‖uγ1,D1 − uγ2,D2‖L2(0,T ) ≤C(|γ1− γ2|+ ‖D1−D2‖C[0,1]).
Trong et al [23] studied the continuity of solutions of some linear fractional PDEs with perturbed orders. In [8, 24,
28], we investigated stability of solution of some class of nonlinear space–fractional diffusion problems taking into
account the disturbance of parameters. In our knowledge, until now, we do not find another paper which considers
the stability of the nonlinear FIVP with respect to the parameters α,β . This is the second motivation of our paper.
Besides the FIVP, we also consider the FFVP. For the classical problem with α = 1, it is well-known that this
problem is ill-posed in the sense of Hadamard. The proposed methods to regularize these kind of problems are
very abundant such as: quasi–reversibility [14], quasi–boundary value [7, 21], Tikhonov [34], truncated [18, 22],
Landweber iteration and iterative Lavrentiev [17], etc.
Recently, the FFVP with α ∈ (0,1) was investigated. Different from the case α = 1, the linear FFVP is stable
for 0< t < T and instable at t = 0 (see [25, 29]). Hence, only regularization of solution at t = 0 is needed. For the
linear case, Ting Wei et al [20] used the Tikhonov method to regularizing the homogeneous problem. Tuan et al
[25] also used the Tikhonov method to regularize the nonhomogeneous time–fractional problem
Dαt u= Lu+ f (x, t), u(x,T ) = uT (x), (4)
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where Lu = ∑di=1
∂
∂xi
(
Ai j
∂u
∂x j
)
+C(x)u. Yang et al [32] also regularize the problem (4) by the quasi-reversibility
method. For the nonlinear case, the problem is completely different since the integral form of the problem is a
nonlinear Fredholm Integral equation. Unlike the fractional linear case and the classical nonlinear final value heat
equation, the nonlinear FFVP is nonlocal and can not be transformed into a Volterra-type equation. Some pioneer-
ing results on existence and uniqueness solutions of some FFVP were studied in [26, 27]. The papers considered
the operator A having positive discrete eigenvalues and gives uniqueness and existence results of solution of FFVP
for T small.
From the overview above, we discuss the motivation of the paper for the FFVP. The stability of the solution
of nonlinear FFVP with respect to unknown fractional orders α,β is still not investigated in the mentioned paper.
Therefore, in the current paper, we study the stability of the nonlinear FFVP on the special space Cs,T (defined in
Section 2).
We note that the norm of the space cannot give any information of its functions at t = 0. Hence, we have to
consider separately the case t = 0. As mentioned, the problem is instability at t = 0 and we cannot find any paper
that dealt with the instability and regularization for the nonlinear case with perturbed fractional orders has to be
established. This is the third motivation of the paper.
1.3 Outline of the paper
Summarizing the discussion of the FIVP and the FFVP, in the present papers, we will
• Investigate the existence and uniqueness of the maximal solution of the nonlinear FIVP with respect to a
singular nonlinear source. To solve the problem, we have to establish an appropriate Gronwall-type inequality
which also has a specific merit in investigating other fractional problems.
• Study the stability of the nonlinear FIVP with respect to the perturbed orders. For α → 1−, we will prove that
the solution of the nonlinear FIVP tends to that of classical nonlinear initial value parabolic problem.
• Consider the existence and uniqueness solution of the FFVP for t > 0. In the case the problem has a unique
solution, some stability results will be given.
• Analyze the ill-posedness of the FFVP with respect to the unknown fractional parameters α,β at t = 0, and
establish a method to regularize the solution of the FFVP.
The rest of the papers is divided into four sections. The second section is devoted to some notations, definitions,
and properties of the Mittag-Leffler function. In the third section, we consider the existence, uniqueness, and
stability of solutions of the nonlinear FIVP with respect to the perturbed orders. In the fourth section, we investigate
the existence, uniqueness, and stability of solution of the FFVP for t > 0 and propose a method to regularize the
FFVP at t = 0. In Sections 3-4 we only present the proofs of main theorems. Proofs of Lemmas will be given in
the fifth section.
2 Preliminary results
To state precisely our problem, we will give some definitions. We denote the inner product in Hilbert space H by
〈., .〉 and the associated norm by ‖.‖. For ρ ,T > 0, we define
C
ρ(T ) =
{
ψ ∈C ((0,T ]) :
∫ T
0
(T − τ)ρ−1|ψ(τ)|2 dτ < ∞
}
.
Let us denote by {Sλ} the spectral resolution of the identity associated to operator A. We follow [31, page 29]
to define the power of the self-adjoint positive definite unbounded operator as
Aβu=
∫ +∞
θ
λ β dSλu, β ∈R,
where θ is the lower bound of the spectrum of the operator A.
Generally, for a continuous function h : R→ R, we denote the domain of h(A) to be
D(h(A)) :=
{
w ∈H :
∫ +∞
θ
|h(λ )|2 d||Sλw||2 <+∞
}
. (5)
If w ∈ D(h(A)), we define the linear operator
h(A)w=
∫ +∞
θ
h(λ ) dSλw.
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In particularly, if h(A)=As for some s≥ 0, we have the Hilbert spaceD(As)with the norm ||w||s=
(∫+∞
θ λ
2s d||Sλw||2
)1/2
.
Let 0≤ s∗ ≤ s∗ and s1,s2 ∈ [s∗,s∗], s2 ≤ s1. It is easy to see that
D(As1)⊂D(As2)⊂ D(A0) = H and ||w||s2 ≤ θ s2−s1 ||w||s1 .
For M ,s > 0, we denote the closed ball of radius M > 0 centered at origin in the Banach spaces D(As) and
C([0,T ];D(As)) by
Bs(M ) = {v ∈ D(As) : ‖v‖s ≤M },
Bs,T (M ) = {v ∈C([0,T ];D(As)) : |v|s,T ≤M } ,
respectively, where |v|s,T = sup0≤t≤T ‖v(t)‖s.
For T ,ρ ,s> 0, we denote
Cs,ρ (T ) = {w ∈C((0,T ],D(As)) : |||w|||s,ρ < ∞}
where |||w|||s,ρ = supt∈(0,T ] tρ ||w(t)||s.
Given the notations defined above, we can state precisely the assumption for the singular source. In fact, we
consider the source function of the problem satisfying the following assumption.
Assumption F1. Let β > 0, s ∈ [0,β/2], ν ≤ α/2 and f : (0,T ]×D(As)→ L2(0,T ;H). For every M > 0, we
assume that
L(s,M ) := sup
0<t≤T
sup
(w1,w2)∈Ds(M )
tν || f (t,w1)− f (t,w2)||
||w1−w2||s
< ∞. (6)
where Ds(M ) = {(w1,w2) : w1,w2 ∈D(As),‖w1‖s,‖w2‖s ≤M ,w1 6= w2}.
Put Ω = (0,1), H = L2(Ω), we can directly check that some common sources of the following equations
satisfy Assumption F1 : the Ginzburg Landau equation for ν = 0,s= 0, the Burger equation for ν = 0,s= 1, the
Cahn–Hilliard and Kuramoto–Sivashinsky equations for ν = 0,s= 2.
To investigate the stability of the solution of the two problems (FIVP, FFVP), we will restrict the value (α,β )
in the bounded domain ∆ . More precisely, for 0 < α∗ < α∗ < 2, α∗ < 2α∗, and 0 < β∗ < β ∗, the domain ∆ is
defined as
∆ = {(α,β ) : α∗ ≤ α ≤ α∗,β∗ ≤ β ≤ β ∗} . (7)
In this section, we also introduce the Mittag–Leffler function and its properties which play important roles in
the proof of main results of current paper. We recall that the Gamma and Beta functions are
Γ (z) =
∫ ∞
0
tz−1e−tdt, B(p,r) =
∫ 1
0
t p−1(1− t)r−1dt for Re(z), p,r > 0.
The Mittag–Leffler function with two parameters is defined as
Ep,r(z) =
+∞
∑
k=0
zk
Γ (kp+ r)
,Ep(z) := Ep,1(z), z ∈ C for p,r > 0.
Lemma 1 (see [19]) Letting λ > 0, p> 0 and k ∈ N, we have
dk
dtk
Ep(−λ t p) =−λ t p−kEp,p−k+1(−λ t p), t ≥ 0.
Lemma 2 Let 0 < p∗ < p∗ < 2 such that p∗ < 2p∗, and r∗ > 0. Then for any p, p0 ∈ [p∗, p∗], and r,r0 ≥ r∗, and
λ ≥ 0, we have
(a). There exists a constant C =C(p∗, p∗,r∗)> 0 such that∣∣Ep,r(−λ )∣∣+ ∣∣∣∣∂Ep,r∂ p (−λ )
∣∣∣∣+ ∣∣∣∣∂Ep,r∂ r (−λ )
∣∣∣∣≤C.
Moreover, we have
0≤ Eα(−z)≤ 1, 0≤ Eα ,α(−z)≤ 1
Γ (α)
for z≥ 0. (8)
(b). Let 0< p∗ < p∗ < 1. There exist two constants C1,C2 which depend only on p∗, p∗ such that
1
Γ (1− p)
C1
1+λ
≤ Ep(−λ )≤ 1
Γ (1− p)
C2
1+λ
.
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(c). There exists a constant C =C(p∗, p∗) such that∣∣Ep(−λ rt p)−Ep0(−λ r0t p0)∣∣≤Cλ r∗(1+ lnλ )(|p− p0|+ |r− r0|) , ∀λ ≥ 1,
(d). We denote
Ea,b(λ , t,τ) = (t− τ)a−1Ea,a(−λ b(t− τ)a).
Then, there exists a constant C =C(p∗, p∗,r∗) such that∫ t
0
∣∣Ep,r(λ , t,τ)−Ep0,r0(λ , t,τ)∣∣ dτ ≤C ((1+λ r)|p− p0|+ |λ r−λ r0|) .
Proof We only prove (8). Readers can see the proof of other cases in [23]. From the complete monotonicity of the
Mittag-Leffler function Eα(−z) for z ≥ 0 (see [13], Chap. 3) we have (−1)n dndznEα(−z) ≥ 0 for z ≥ 0. Hence we
have Eα(−z),Eα ,α(−z) is decreasing which give 0≤ Eα(−z)≤ 1, 0≤ Eα ,α(−z)≤ 1Γ (α) for z≥ 0.
In this paper, we also need the useful inequality
Lemma 3 Let α,q ∈ R, 0< α ≤ 1, q< α , and let v,g ∈C[0,T ]. Then the equation
u(t) = v(t)+ g(t)
∫ t
0
(t− τ)α−1τ−qu(τ) dτ
has a unique solution u ∈C[0,T ] which satisfies
|u(t)| ≤ Γ (1− q)‖v‖C[0,t]Eα−q,1−q
(‖g‖C[0,t]Γ (α)tα−q) . (9)
for t ∈ [0,T ]. As a consequence, if w ∈C[0,T ] satisfies
0≤ w(t)≤ v(t)+ g(t)
∫ t
0
(t− τ)α−1τ−qw(τ)dτ for t ∈ [0,T ],
and if g(t)≥ 0 for t ∈ [0,T ], then
w(t)≤ Γ (1− q)‖v‖C[0,t]Eα−q,1−q
(‖g‖C[0,t]Γ (α)tα−q) for t ∈ [0,T ].
Proof See Appendix 5.1.
We also need the following results
Lemma 4 Let T,θ > 0,α ∈ (0,1],β > 0, s ∈ [0,β/2], r ≥ 0, t1, t2 ∈ (0,T ], t1 < t2, w ∈C([0,T ];D(Ar)).
(i) For ζ ∈D(As+r), we have Eα(−tαAβ )ζ ∈ D(As+r) and ‖Eα(−tαAβ )ζ‖s+r ≤ ‖ζ‖s+r.
(ii) Put
Qα ,β ,A(w)(t1, t2) =
∫ t2
t1
Eα ,β (A, t2,τ)w(τ) dτ, (10)
where
Eα ,β (λ , t,τ) = (t− τ)α−1Eα ,α(−λ β (t− τ)α) =
1
λ β
d
dτ
Eα(−λ β (t− τ)α).
If w 6≡ 0 on [t1, t2] then∣∣∣∣Qα ,β ,A(w)(t1, t2)∣∣∣∣2s+r < 1Γ (α) supλ≥θ λ 2s−βH0(λ , t1, t2)
∫ t2
t1
(t− τ)α−1||w(τ)||2r dτ. (11)
where
H0(λ , t1, t2) :=
(
1−Eα
(−λ β (t2− t1)α)) .
(iii) Put
Rα ,β ,A(w)(t1, t2) =
∫ t1
0
|Eα ,β (A, t1,τ)−Eα ,β (A, t2,τ)|w(τ) dτ.
Then ∣∣∣∣Rα ,β ,A(w)(t1, t2)∣∣∣∣2s+r ≤ 1Γ (α) supλ≥θ λ 2s−βH(λ , t1, t2)
∫ t1
0
(t1− τ)α−1||w(τ)||2r dτ. (12)
where
H(λ , t1, t2) = 1−Eα(−λ β (t2− t1)α)+Eα(−λ β tα2 )−Eα(−λ β tα1 ).
Proof See appendix 5.2.
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3 The FIVP
The continuity of solution of the homogeneous FIVP studied in [23], but not studied for the nonlinear case. Hence
in this section, we study the well-posedness of solution of the FIVP with nonlinear source. In fact, we will prove
existence results for the mild solutions of the problem. In the case the problem has a unique mild solution, we
prove that this solution depends continuously on the fractional orders α,β and the initial data ζ .
By the definition of the spectral resolution of the operator A and the Laplace transform, we can rewrite the
FIVP as the following integral equation
u(t) = Eα
(− tαAβ)ζ + ∫ t
0
Eα ,β (A, t,τ) f (τ,u(τ)) dτ, (13)
where Eα ,β (z, t,τ) = (t− τ)α−1Eα ,α(−zβ (t− τ)α ). A function u that satisfies Eq. (13) is called a mild solution of
the FIVP. We prove that the FIVP has a unique mild solution that depends continuously on the input data: fractional
order and the initial value data.
Firstly, we have the following existence result.
Theorem 1 Let 0 < α ≤ 1, β > 0, ν ≤ α/2, 0 ≤ s ≤ β/2 and ζ ∈ D(As). Let f ∈C ((0,T )×D(As);H) and let
h : [0,T ]→R be Lebesgue measurable. Suppose that there exists a increasing function ψ : [0,+∞)→ [0,+∞) such
that
|| f (t,w)|| ≤ κt−νψ(||w||s)+ h(t). (14)
If
mT := sup
0≤t≤T
∫ t
0
(t− τ)α−1|h(τ)|2 dτ < ∞
and there exists m> 0 such that
m> ‖ζ‖s+
(
2
Γ (α)
)1/2
θ s−β/2
(
mT +B(α,1− 2ν)κ2Tα−2ν(ψ(m))2
)1/2
, (15)
then the problem (13) has at least one solution u ∈C([0,T ];D(As)).
Remark 1 Let n ∈ N, ak ≥ 0 and pk ∈ [0,1) for k = 1,2, ..,n. The condition (15) holds if ψ(z) = ∑nk=1 akzpk for
z≥ 0.
Proof Let us denote
F (w)(t) = Eα
(− tαAβ)ζ + ∫ t
0
Eα ,β (A, t,τ) f (τ,w(τ)) dτ.
for w ∈C([0,T ],D(As)), and put
Ω = {w ∈C([0,T ],D(As)) : |w|s,T < m} .
We show that F is completely continuous. Indeed, since f is a continuous function, we can easily show that
F is continuous. Using Lemma 4 with r = 0, t1 = 0, t2 = t, we also have
||F (w)(t)||s ≤ ||ζ ||s+
(
1
Γ (α)
)1/2
θ s−β/2
(∫ t
0
(t− τ)α−1|| f (τ,w(τ))||2 dτ.
)1/2
≤ ||ζ ||s+
(
2
Γ (α)
)1/2
θ s−β/2
(∫ t
0
(t− τ)α−1
(
κ2τ−2ν (ψ(||w(τ)||s))2+ |h(τ)|2
)
dτ
)1/2
≤ ‖ζ‖s+
(
2
Γ (α)
)1/2
θ s−β/2
(
mT +B(α,1− 2ν)κ2Tα−2ν(ψ(m))2
)1/2
(16)
for any u ∈ Ω . Hence F (Ω) is bounded. Moreover, for t1, t2 ∈ [0,T ], t1 < t2 and w ∈ Ω , we have
||F (w)(t1)−F (w)(t2)||s ≤
∣∣∣∣∣∣(Eα(− tα1 Aβ)−Eα(− tα2 Aβ ))ζ ∣∣∣∣∣∣
s
+
∣∣∣∣Rα ,β ,A( f (.,w))(t1, t2)∣∣∣∣s+ ∣∣∣∣Qα ,β ,A( f (.,w))(t1, t2)∣∣∣∣s
where Qα ,β ,A( f (.,w))(t1 , t2),Rα ,β ,A( f (.,w))(t1, t2) are defined in Lemma 4. For 2s ≤ β , r = 0, the quantities
supλ≥θ H(λ , t1, t2),supλ≥θ H0(λ , t1, t2) in Lemma 4 satisfy
lim
δ→0
sup
|t1−t2|≤δ
sup
λ≥θ
H0(λ , t1, t2) = lim
δ→0
sup
|t1−t2|≤δ
sup
λ≥θ
H(λ , t1, t2) = 0.
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Hence, we can use Lemma 4 to verify directly the set F (Ω) is equicontinuous.
This shows that F : Ω →C([0,T ],D(As)) is completely continuous. We suppose that there exists u ∈ ∂Ω and
µ ∈ (0,1) such that u= µFu.We can use (16) to get the estimate
||u(t)||s = µ ||F (u)(t)||s
≤ ‖ζ‖s+
(
2
Γ (α)
)1/2
θ s−β/2
(
mT +B(α,1− 2ν)κ2Tα−2ν(ψ(m))2
)1/2
or
m≤ ‖ζ‖s+
(
2
Γ (α)
)1/2
θ s−β/2
(
mT +B(α,1− 2ν)κ2Tα−2ν(ψ(m))2
)1/2
.
This contradicts with (15). Hence, the nonlinear Leray-Schauder alternatives fixed point theorem (see [35, p.4])
implies that F has a fixed point u ∈ Ω or the problem (13) has a solution in Ω . This completes the proof of the
Theorem.
Theorem 2 Let α ∈ (0,1),β > 0, s ∈ [0,β/2], and let f : (0,T )×D(As)→ L2(0,T ;H). Assume that the condition
(6) holds and
κ = sup
M>0
L(s,M ) < ∞.
For ν < α/2, the equation (13) has a unique solution u ∈ C([0,T ];D(As)). Moreover, if g ∈ C ([0,T ],D(As))
with
g(t) = Eα
(− tαAβ)ζ + ∫ t
0
Eα ,β (A, t,τ) f (τ,0) dτ, (17)
then
‖u(t)‖2s ≤ 2Γ (1− 2ν)‖g‖2s,tEα−2ν,1−2ν
(
2θ 2s−β κ2tα−2ν
)
(18)
for any t ∈ [0,T ].
For ν = α/2, κ < θ β/2−s (Γ (1−α))−1/2, the equation (13) has a unique solution u ∈C([0,T ];D(As)).
For ν = α/2, κ = θ β/2−s (Γ (1−α))−1/2, 0 ≤ s < β/2, if we have in addition that the assumptions (14) and
(15) hold then the equation (13) has a unique solution u ∈C([0,T ];D(As)).
Proof For w ∈C([0,T ],D(As)), we put
F (w)(t) = Eα
(− tαAβ)ζ + ∫ t
0
Eα ,β (A, t,τ) f (τ,w(τ)) dτ.
Choosing t1 = 0, t2 = t,r = 0 in Lemma 4 gives supλ≥θ λ 2s−βH0(λ , t1, t2) ≤ θ 2s−β . Hence, we obtain in view of
Lemma 4
||F (w1)(t)−F (w2)(t)||2s ≤
1
Γ (α)
θ 2s−β
∫ t
0
(t− τ)α−1|| f (τ,w1(τ))− f (τ,w2(τ)||2 dτ
≤ 1
Γ (α)
θ 2s−β κ2
∫ t
0
(t− τ)α−1τ−2ν ||w1(τ)−w2(τ)||2s dτ. (19)
So we have
||F (w1)(t)−F (w2)(t)||2s ≤
1
Γ (α)
θ 2s−β κ2|w1−w2|2s,T
∫ t
0
(t− τ)α−1τ−2νdτ
=
1
Γ (α)
B(α,1− 2ν)θ 2s−β κ2|w1−w2|2s,T tα−2ν
=
Γ (1− 2ν)
Γ (α + 1− 2ν)θ
2s−β κ2|w1−w2|2s,T tα−2ν .
We consider the case ν < α/2. For w1,w2 ∈C([0,T ],D(As)), using the similar technique as in [23], we can prove
by induction that
∣∣∣∣∣∣F k(w1)(t)−F k(w2)(t)∣∣∣∣∣∣2
s
≤ Γ (1− 2ν)
(
θ 2s−β κ2
)k
tk(α−2ν)
Γ (k(α − 2ν)− 2ν + 1) |w1−w2|
2
s,T .
We note that
lim
k→∞
Γ (1− 2ν)(θ 2s−β κ2)kT k(α−2ν)
Γ (k(α − 2ν)− 2ν+ 1) = 0.
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Hence there is a k0 ∈ N such that
Γ (1− 2ν)(θ 2s−β κ2)k0 T k0(α−2ν)
Γ (k0(α − 2ν)− 2ν + 1) ≤
1
2
which gives
|F k0(w1)−F k0(w2)|2s,T ≤
Γ (1− 2ν)(θ 2s−β κ2)k0 T k0(α−2ν)
Γ (k0(α − 2ν)− 2ν+ 1) |w1−w2|
2
s,T ≤
1
2
|w1−w2|2s,T ,
i.e., F k0 is a contraction in C([0,T ],D(As)). Hence, the exists a unique fixed point u ∈C([0,T ],D(As)) satisfying
u= F k0 (u). We deduce that Fu = F k0(Fu), i.e., Fu is also a fixed point of the operator F k0 . Hence u= Fu.
We give the estimate of u. In fact, from (19) we obtain
‖u(t)− g‖2s = ||Fu(t)−F (0)(t)||2s ≤
1
Γ (α)
θ 2s−β κ2
∫ t
0
(t− τ)α−1τ−2ν ||u(τ)− 0||2s dτ.
Hence
‖u(t)‖2s ≤ 2‖g(t)‖2s + 2‖u(t)− g‖2s ≤ 2‖g(t)‖2s +
2
Γ (α)
θ 2s−β κ2
∫ t
0
(t− τ)α−1τ−2ν ||u(τ)||2s dτ.
Using (9) of Lemma 3, we obtain the inequality of the Theorem.
Finally, we consider the case ν = α/2. We can find a ξ ∈ (0,T ] such that ||F (w1)(ξ )−F (w2)(ξ )||2s =
sup0≤t≤T ||F (w1)(t)−F (w2)(t)||2s . Lemma 4 gives
||F (w1)(ξ )−F (w2)(ξ )||2s <
1
Γ (α)
θ 2s−β
∫ ξ
0
(ξ − τ)α−1|| f (τ,w1(τ))− f (τ,w2(τ)||2 dτ
≤ 1
Γ (α)
θ 2s−β κ2
∫ ξ
0
(ξ − τ)α−1τ−α ||w1(τ)−w2(τ)||2s dτ
≤ 1
Γ (α)
B(α,1−α)θ 2s−β κ2|w1−w2|2s,T
= Γ (1−α)θ 2s−β κ2|w1−w2|2s,T .
It follows
|F (w1)−F (w2)|s,T < |w1−w2|s,T . (20)
If κ < θ β/2−s (Γ (1−α))−1/2 then F is a contraction in C([0,T ],D(As)). Consequently, the problem (13) has a
unique solution inC([0,T ],D(As)).
Finally, we consider the case κ = θ β/2−s (Γ (1−α))−1/2. From Theorem 1, the problem (13) has a solution u ∈
C([0,T ],D(As)). From the inequality (20) we deduce that the solution is unique.
Remark 2 We can use the Edelstein fixed point theorem (see, e.g., [12], Chap. 7) to obtain the desired result for the
case ν = α/2,κ = θ β/2−s (Γ (1−α))−1/2. We note that if we put un+1 = F (un) then the sequence (un) converges
to the solution u inC([0,T ],D(As)).
Now, we investigate the existence and uniqueness of the solution of the problem with local source defined in
(6). In addition, we study the dependence of the solution with respect to the fractional order α,β and the initial
data ζ . To emphasize the dependence of the solution u on these given data, let us write it by uζ ,α ,β . We have the
following theorem.
Theorem 3 Let α ∈ (0,1), β ∈ (0,+∞), s ∈ [0,β/2], ν < α/2, and let ζ be the initial data defined in (2) such
that ζ ∈ D(Aβ/2). Let the source function f satisfy Assumption F1 and g ∈ C ([0,T ],D(As)) with g defined in
(17). Then, for any M > 2||ζ ||β/2, we have
(i). (Local existence) There exists a TM > 0 such that the FIVP has a unique mild solution uζ ,α ,β which belongs
to C([0,TM ];D(A
s)).
(ii). (Uniqueness) If V,W ∈C([0,T ];D(As)) are solutions of (13) on [0,T ] then V =W.
The nonlinear fractional diffusion equations with Nagumo-type sources and perturbed orders 9
(iii). (Maximal existence) Let
Tζ ,α ,β = sup{T > 0 : (13) has a unique solution on [0,T ]}.
Then the equation (13) has a unique solution uζ ,α ,β ∈C([0,Tζ ,α ,β );D(As)). Moreover, we have either Tζ ,α ,β =+∞
or Tζ ,α ,β <+∞ and ‖uζ ,α ,β (t)‖s → ∞ as t → T−ζ ,α ,β . Besides, if uζ ,α ,β ∈ Bs,T (M ) then
‖u(t)‖2s ≤ 2Γ (1− 2ν)‖g‖2s,tEα−2ν,1−2ν
(
2θ 2s−βL2(M )tα−2ν
)
,
for any t ∈ [0,T ].
Proof Before proving the theorem, we set up some notations. We will use Theorem 2 to prove Part (i). ForM > 0,
we put
fM(t,v) = f
(
t,
Mv
max{M,‖v‖s}
)
for v ∈D(As).
Verifying directly, we can prove that the function fM is global Lipschitz with respect to the variable v, i.e.,
|| fM(t,w1)− fM(t,w2)|| ≤ κ0(M)t−ν ||w1−w2||s for all w1,w2 ∈ D(As).
We consider the problem of findingU ∈C([0,T ],D(As)) satisfying
U(t) = Eα
(− tαAβ)ζ + ∫ t
0
Eα ,β (A, t,τ) fM(τ,U(τ)) dτ. (21)
From Theorem 2, for any T > 0, the equation (21) has a unique solutionUM,T ∈C([0,T ],D(As)).
(i). For any m> 0, we put M = 2‖ζ‖+m. Since UT (0) = ζ , we can use the continuity of UT to find a constant
TM ∈ (0,T ] such that sup0≤t≤TM ‖UM ,T (t)‖s ≤M . In this case fM (t,UM ,T (t)) = f (t,UM ,T (t)) for all t ∈ [0,TM ]
andUM ,T (t) satisfies (13) for t ∈ [0,TM ].
(ii). If V,W ∈C([0,T ];D(As)) are solutions of (13), we denote
µ =max{ sup
0≤t≤T
‖V (t)‖s, sup
0≤t≤T
‖W (t)‖s}
and consider the equation
U(t) = Eα
(− tαAβ)ζ + ∫ t
0
Eα ,β (A, t,τ) fµ(τ,U(τ)) dτ. (22)
From Theorem 2, the equation (22) has a unique solutionUµ,T ∈C([0,T ];D(As)). Since ‖V (t)‖s,‖W (t)‖s ≤ µ for
t ∈ [0,T ], we have f (t,V (t)) = fµ(t,V (t)), f )t,W (t)) = fµ(t,W (t)). Hence, V,W satisfies (22). By Theorem 2,
we have V =Uµ,T =W .
(iii). For every T ∈ (0,Tζ ,α ,β ), the equation (13) has a unique solution UT ∈ C([0,T ];D(As). From Part (ii), for
T1,T2 ∈ (0,Tζ ,α ,β ), T1 < T2, we have UT1(t) =UT2(t) for t ∈ [0,T1]. Hence, we can put uζ ,α ,β (t) =UT (t) for all
t ∈ [0,T ],T ∈ (0,Tζ ,α ,β ). The function uζ ,α ,β is the unique solution of (13) on (0,Tζ ,α ,β ).
We prove the second result of Part (iii). Assume by contradiction that Tζ ,α ,β < ∞ and ‖uζ ,α ,β (t)‖s ≤ M for
every t ∈ [0,Tζ ,α ,β ). We consider the equation
U(t) = Eα
(− tαAβ)ζ + ∫ t
0
Eα ,β (A, t,τ) fM(τ,U(τ)) dτ. (23)
FromTheorem 2, the equation (23) has a unique solutionUM,δ+Tζ ,α,β . From Part (ii) we have uζ ,α ,β (t)=UM,δ+Tζ ,α,β (t)
for every t ∈ [0,Tζ ,α ,β ). SinceUM,δ+Tζ ,α,β ∈C([0,δ +Tζ ,α ,β ];D(As)), we can find a constant δ ′ ∈ (0,δ ) such that
‖UM,δ+Tζ ,α,β (t)‖s ≤M for t ∈ [0,δ ′+Tζ ,α ,β ]. Hence the equation (13) has a unique solution on [0,Tζ ,α ,β + δ ′]. It
follows that Tζ ,α ,β + δ
′ ≤ Tζ ,α ,β , which is a contradiction.
Finally, the proof of the last inequality of the theorem is similar to the inequality (18). Hence we omit it. This
completes the proof of the theorem.
In the next theorem, we state some stability of solution of the initial problem with respect to the fractional
orders and the initial data. We have the following result.
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Theorem 4 Let 0 < α∗ < α∗ < 2, α∗ < 2α∗, 0 < β∗ < β ∗, and ∆ as in (7). Let (α,β ),(αk,βk) ∈ ∆ such that
(αk,βk)→ (α,β ), and let ζ , ζk ∈ D(Aβ ∗/2) such that ζk → ζ in D(Aβ ∗/2) as k → ∞. Let the source function f
satisfy the Assumption F1 for every s ∈ [β∗/2,β ∗/2] such that
L(M ) = sup
s∈[β∗/2,β ∗/2]
L(s,M ) < ∞ for every M > 0.
Suppose that f (.,0) ∈C α(T ) for any α ∈ [α∗,α∗] and for everyT ∈ (0,+∞), then, for T ∈ (0,Tζ ,α ,β ], there exist
a numberMT > 0 and a number kT large enough such that T ≤ Tζk,αk,βk and uζ ,α ,β , uζk,αk,βk ∈Bmin{β/2,βk/2},T (MT )
for any k ≥ kT . In addition, the following results hold.
(i).If p ∈ [β∗/2,β/2), then
lim
k→∞
|uζk,αk,βk − uζ ,α ,β |p,T = 0. (24)
(ii).If βk → β− as k→ ∞, then
lim
k→∞
|uζk,αk,βk − uζ ,α ,β |βk/2,T = 0. (25)
(iii).If we suppose further that ζk,ζ ∈ D
(
Aβ
∗/2+r1
)
such that ζk → ζ in D
(
Aβ
∗/2+r1
)
for some r1 > 0. We also
suppose that f (t,ϑ) ∈C([0,T ],D(Ar2)) for some r2 > 0 and for any ϑ ∈ Bs,T (MT ). Then, there exists a constant
A independent of ζ ,ζk such that∣∣uζk,αk,βk − uζ ,α ,β ∣∣s,T ≤ A‖ζ − ζk‖+B(|α−αk|+ |β −βk|) γ22(γ1+γ2+2) , (26)
where B= B(α∗,α∗,β∗,β ∗,T ), γ1 =max{β ∗+ 2(s− r1),2(s− r2),0}, and γ2 =min{β ∗+ 2(r1− s),2r2}.
Remark 3 Theorem 4 showed that if α → 1−,β → 1 then the solution of the fractional equation (1)–(2) tend to the
solution of classical equation
ut = Au+ f (t,u).
Proof To highlight the core of the proof, we will state three complementary results. Readers can find the proofs of
these results in the Appendices 5.3, 5.4, and 5.5, respectively. In these results, let us put
Fζ ,α ,β ,A(v)(t) = Eα
(− tαAβ)ζ + ∫ t
0
Eα ,β (A, t,τ) f (τ,v(τ)) dτ,
where Ea,b(., t,τ) defined in Lemma 4, and denote uζ ,α ,β ,uξ ,α˜,β˜ and uζ ,α˜ ,β˜ the solutions of the problemsFζ ,α ,β ,A(u)=
u,F
ξ ,α˜ ,β˜ ,A
(w) = w and F
ξ ,α˜ ,β˜ ,A
(v) = v, respectively.
Lemma 5 Let ζ ,ξ ∈ D(As) be two initial data with s ∈ [β∗/2,β ∗/2], and let α, α˜ ∈ [α∗,α∗], β , β˜ ∈ [β∗, β ∗].
Assume that u
ξ ,α˜,β˜
,u
ζ ,α˜ ,β˜
∈ Bs,T (M ) for any T ∈
(
0,min
{
T
ζ ,α˜ ,β˜
,T
ξ ,α˜ ,β˜
}]
. Then, there exists P1 independent of
ζ − ξ such that ∣∣∣∣∣∣u
ξ ,α˜ ,β˜
(t)− u
ζ ,α˜,β˜
(t)
∣∣∣∣∣∣
s
≤ P1||ζ − ξ ||s
for every t ∈ [0,T ].
Lemma 6 Let α, α˜ ∈ [α∗,α∗] , β , β˜ ∈ [β∗, β ∗] and T ∈
(
0,min{Tζ ,α ,β ,Tζ ,α˜ ,β˜}
]
. Assume that ζ ∈D(Aβ ∗/2) and
u
ζ ,α˜,β˜
,uζ ,α ,β ∈ Bs,T (M ) with s ∈ [β∗/2,min{β/2, β˜/2}]. Then, for any ε > 0, there exist two constants P, Pε > 0
which are independent of α − α˜, β − β˜ and t such that∣∣∣∣∣∣u
ζ ,α˜,β˜
(t)− uζ ,α ,β(t)
∣∣∣∣∣∣
s
≤ P
(
ε +Pε
(
|α − α˜|+ |β − β˜ |
))1/2
,
for every t ∈ [0,T ].
Lemma 7 Let α, α˜ ∈ [α∗,α∗], β , β˜ ∈ [β∗, β ∗] and T ∈
(
0,min{Tζ ,α ,β ,Tζ ,α˜ ,β˜}
]
. Assume that u
ζ ,α˜,β˜
,uζ ,α ,β ∈
Bs,T (M ) with s ∈ [β∗/2,min{β/2, β˜/2}] and ζ ∈D
(
Aβ
∗/2+r1
)
for some r1 > 0. We suppose further that f (t,w) ∈
C([0,T ],D(Ar2)) for any w ∈ Bs,T (M ), then, there exists a constant Q0 > 0 which is independent of α − α˜, β −
β˜ , N and t such that ∣∣∣∣∣∣u
ζ ,α˜,β˜
(t)− uζ ,α ,β(t)
∣∣∣∣∣∣
s
≤ Q0
(
2γ1+2+ 1
)(|α − α˜|+ |β − β˜ |) γ22(γ1+γ2+2) ,
for every t ∈ [0,T ]. Herein γ1 =max{β ∗+ 2(s− r1),2(s− r2),0}, and γ2 =min{β ∗+ 2(r1− s),2r2}.
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Using Lemmas 5–7, we will prove the results of the Theorem. To this aim, let us fix T ∈ (0,Tζ ,α ,β ]. We
also set L =
∣∣uζ ,α ,β ∣∣β/2,T , τk = sup{τ ∈ [0,Tζk ,αk,βk ] : ∣∣uζk,αk,βk ∣∣min{β/2,βk/2},τ ≤ (max{1,θ β∗−β ∗}+ 1)L } and
Tk =min{τk, T} for k ∈N.
Using the triangle inequality and Lemmas 5–6, we obtain∣∣∣∣uζk,αk,βk(t)− uζ ,α ,β(t)∣∣∣∣min{βk/2,β/2}
≤
∣∣∣∣uζk,αk,βk(t)− uζ ,αk,βk(t)∣∣∣∣min{βk/2,β/2}+ ∣∣∣∣uζ ,αk,βk(t)− uζ ,α ,β (t)∣∣∣∣min{βk/2,β/2}
≤ P1||ζ − ζk||β ∗/2+P(ε +Pε(|α −αk|+ |β −βk|))1/2 ,
for any t ∈ [0,Tk]. In addition, we note that
||w||p ≤ θ p−q||w||q for any 0≤ p ≤ q. (27)
Consequently,∣∣∣∣uζk,αk,βk(t)∣∣∣∣min{βk/2,β/2}
≤
∣∣∣∣uζ ,α ,β (t)∣∣∣∣min{βk/2,β/2}+(P1||ζ − ζk||β ∗/2+P(ε +Pε(|α −αk|+ |β −βk|))1/2)
< max
{
1,θ β∗/2−β
∗/2
}
L +L =
(
max
{
1,θ β∗/2−β
∗/2
}
+ 1
)
L ,
for any t ∈ [0,Tk] and k large enough. So far, from the definition of Tk, we deduce Tk =min{τk,T}< τk or Tj = T
for k≥ kT with some kT large enough.We can chooseMT =
(
max
{
1,θ β∗/2−β
∗/2}+ 1)L , then uζ ,α ,β , uζk,αk,βk ∈
Bmin{β/2,βk/2},T (MT ).
From the latter result, we can verify directly the main results (24), (25), (26) of the theorem. In fact, if p ∈
[β∗/2,β/2) then with k large enough, we have βk/2 ≥ p. Hence, we can combine Lemma 5, Lemma 6 with (27)
to obtain (24). We also use Lemma 5 and Lemma 6 to deduce (25). Finally, combining Lemma 5 with Lemma 7,
we obtain (26). This completes the core of the proof.
4 The FFVP
This section is devoted to the study of existence, and uniqueness of the solution of the FFVP for t > 0. In the case
the solution is unique, we investigate the stability of solution of the problem with respect to perturbed fractional
orders and the final data. For t = 0, we will analyze the ill-posedness of the problem, after that, we propose a
method to regularize this problem.
Firstly, for brevity, from now on, we use the notation Qα ,β ,A(u))(t) to denote the quantity Qα ,β ,A( f (.,u))(0, t)
defined in Lemma 4. For convenience, we write again the formula of the quantity
Qα ,β ,A(u)(t) =
∫ t
0
Eα ,β (A, t,τ) f (τ,u(τ)) dτ.
Using the Fourier series and the Laplace transform, we can rewrite problem (1) and (3) into the following integral
equation
u(t) = Pα ,β (A, t)Gϕ,α ,β ,A(u)+Qα ,β ,A(u)(t), (28)
where
Gϕ,α ,β ,A(u) = ϕ −Qα ,β ,A(u)(T ), Pα ,β (A, t) = Eα
(−Aβ tα)E−1α (−AβTα).
Before stating the main results of this part, we provide some properties of the functionsQα ,β ,A and Gϕ,α ,β ,A in the
following lemma.
Lemma 8 Let β > 0, s ∈ [0,β/2], ρ ≥ α , and let ν < 1/2−ρ and ν ≤ α/2. Let f satisfy the Assumption F1
such that
κ = sup
M>0
L(s,M ) < ∞.
Let w1,w2 ∈Cs,ρ(T ), and ϕ , ϕ˜ ∈ D(As). We assume that
Θα(t) =
∫ t
0
(t− τ)α−1|| f (τ,0)||2 dτ <+∞
and put
E0 =
1
Γ (α)
B(α,1− 2ρ− 2ν) = Γ (1− 2ρ− 2ν)
Γ (1+α− 2ρ− 2ν) .
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Then we have
(1). ‖Qα ,β ,A(w1)(t)−Qα ,β ,A(w2)(t)‖s ≤ κθ s−θ/2E1/20 |||w1−w2)|||s,ρ tα/2−ρ−ν .
(2).
∣∣∣∣Gϕ,α ,β ,A(w1)−Gϕ˜,α ,β ,A(w2)∣∣∣∣s ≤ ‖ϕ − ϕ˜‖s+κθ s−θ/2E1/20 Tα/2−ρ−ν |||w1−w2)|||s,ρ .
(3).
∣∣∣∣Qα ,β ,A(w1)(t)∣∣∣∣2s ≤ 2θ 2s−β (Θα(t)Γ (α) +κ2E0|||w1|||2s,ρtα−2ρ−2ν
)
.
(4).
∣∣∣∣Gϕ,α ,β ,A(w1)∣∣∣∣s ≤ ||ϕ ||s+√2θ s−β/2
[(
Θα(T )
Γ (α)
)1/2
+κE
1/2
0 |||w1|||s,ρTα−2ρ−2ν
]
.
(5). If we suppose further that f (t,w1(t)) ∈C (0,T ],D(Ar)) and ϕ ∈D(As+r), then
Gϕ,α ,β ,A(w1) ∈ D(As+r).
Proof See appendix 5.6.
4.1 Existence, uniqueness results for t > 0
In this part, we use the Krasnoselskii fixed point theorem and the contraction principle to give the existence, and
uniqueness of solution of the FFVP. In fact, we have the following results.
Theorem 5 Let β > 0, s ∈ [0,β/2], ρ ≥ α , and let ν < 1/2−ρ and ν ≤ α/2. Let f satisfy the Assumption F1,
and ϕ ∈ D(As). We put
κ = sup
M>0
L(s,M ).
(i). If we suppose further that there exists a non-negative integrable function h : [0,T ] → R and a positive
number M such that
|| f (t,w(t))|| ≤Mt−ρ + h(t)
for any w ∈D(As), for some ρ ≤ α/2+ρ and ρ < 1/2 and
P0 = sup
0≤t≤T
t2ρ
∫ t
0
(t− τ)α−1h(τ) dτ <+∞.
Then there exist K0 = K0(α,β )> 0 such that for κ < K0 the FFVP has at least one solution in Cs,ρ(T ).
(ii). If
ΘT (α) = sup
t∈(0,T ]
t2ρΘα(t)<+∞. (29)
Then there exists E = E(α,β ) > 0 such that for all κ < K0/(1+ 1/E) with K0 defined in part (i) the FFVP has a
unique solution in Cs,ρ(T ), say u. In addition, if κ < K0/
(√
2(1+ 1/E)
)
then we have the upper bound estimate
|||u|||s,ρ ≤ (1−L)−1
(
ETρ ||ϕ ||s+
√
2(1+E)θ s−β/2
(
ΘT (α)
Γ (α)
)1/2)
, (30)
where L= 1−√2κ(1+ 1/E)/K0.
Proof (i). Firstly, according to Lemma 2, there exists a constant E = E(α,β ) such that
Pα ,β (λ , t)≤ E(T/t)α (31)
for any λ ≥ θ . Let us define
Λ0 =
2θ 2s−β
Γ (α)
(
M2B(α,1− 2ρ)Tα+2ρ−2ρ +P0
)
,
and
Ω1 =
{
w ∈Cs,ρ(T ) : |||w|||s,ρ ≤ ETρ ||ϕ ||s+(1+E)Λ1/20
}
.
The proof is divided in three steps.
Step 1. The operator Qα ,β ,A is completely continuous.
Step 2. The operator B(u)(t) = Pα ,β (A, t)Gϕ,α ,β ,A(u) is a contraction in Cs,ρ(T ).
Step 3. B(u)+Qα ,β ,A(v) ∈ Ω1 for all u,v ∈ Ω1.
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Proof of Step 1.We will us the same method of the proof of Theorem 1. Indeed, using Lemma 8, part (1), we have
Qα ,β ,A continuous in Cs,ρ(T ). Applying Lemma 4 with notice that supλ≥θ λ 2s−βH0(λ ,0, t)≤ θ 2s−β , we have∣∣∣∣Qα ,β ,A(u)(t)∣∣∣∣2s ≤ θ 2s−βΓ (α)
∫ t
0
(t− τ)α−1|| f (τ,u)||2 dτ
≤ 2θ
2s−β
Γ (α)
(
M2
∫ t
0
(t− τ)α−1τ−2ρ dτ +
∫ t
0
(t− τ)α−1h(τ) dτ
)
=
2θ 2s−β
Γ (α)
(
M2B(α,1− 2ρ)tα−2ρ +
∫ t
0
(t− τ)α−1h(τ) dτ
)
for any u ∈ D(As). This gives
∣∣∣∣∣∣Qα ,β ,A(u)∣∣∣∣∣∣2s,ρ ≤ 2θ 2s−βΓ (α) (M2B(α,1− 2ρ)Tα+2ρ−2ρ +P0)
:= Λ0 (32)
So Qα ,β ,A(Cs,ρ(T )) is bounded. For t1 < t2, we have∣∣∣∣Qα ,β ,A(w)(t1)−Qα ,β ,A(w)(t2)∣∣∣∣s ≤ ∣∣∣∣Rα ,β ,A( f (.,w))(t1, t2)∣∣∣∣s+ ∣∣∣∣Qα ,β ,A( f (.,w))(t1, t2)∣∣∣∣s,
where Rα ,β ,A( f (.,w)),Qα ,β ,A( f (.,w))(t1 , t2) defined in Lemma 4. Hence, by similar method in Theorem 1, we can
directly verify that Qα ,β ,A(Ω1) is equicontinuous.
Proof of Step 2. Using (31), Lemma 8 (part (2)) and by direct computation, we have
||B(w1)(t)−B(w2)(t)||s ≤ E(T/t)α
∣∣∣∣Gϕ,α ,β ,A(w1)−Gϕ,α ,β ,A(w2)∣∣∣∣s
≤ κθ s−β/2E1/20 ET 3α/2−ρ−ν |||w1−w2)|||s,ρ t−α ,
where E0 defined as in Lemma 8. This gives
|||B(w1)−B(w2|||s,ρ ≤ κθ s−β/2E1/20 ETα/2−ν |||w1−w2)|||s,ρ . (33)
If we put
K0 =
(
θ s−β/2E1/20 ET
α/2−ν
)−1
(34)
then B is a contraction inCs,ρ(T ) for any 0≤ κ < K0.
Proof of Step 3. By (32), we have
|||B(u)|||s,ρ ≤ sup
0<t≤T
tρ
∣∣∣∣Pα ,β (A, t)ϕ∣∣∣∣s+ sup
0<t≤T
tρ
∣∣∣∣Pα ,β (A, t)Qα ,β ,A(u)(T )∣∣∣∣s
≤ ETρ ||ϕ ||s+ETρ
∣∣∣∣Qα ,β ,A(u)(T )∣∣∣∣s
≤ ETρ ||ϕ ||s+E
∣∣∣∣Qα ,β ,A(u)∣∣∣∣s,ρ
≤ ETρ ||ϕ ||s+EΛ1/20 .
By (32), we can verify that∣∣∣∣∣∣B(u)+Qα ,β ,A(v)∣∣∣∣∣∣s,ρ ≤ |||B(u)|||s,ρ + ∣∣∣∣∣∣Qα ,β ,A(v)∣∣∣∣∣∣s,ρ ≤ ETρ ||ϕ ||s+(1+E)Λ1/20 .
The last inequality shows that B(u)+Qα ,β ,A(v) ∈ Ω1 for all u,v ∈ Ω1. This completes the proof of Step 3. Now,
we can use the Krasnoselskii fixed point theorem (see [36, p.31]) to obtain the desired result in part (i).
(ii). We define
Qϕ,α ,β ,A(u)(t) = Pα ,β (A, t)Gϕ,α ,β ,A(u)+Qα ,β ,A(u)(t) = B(u)(t)+Qα ,β ,A(u)(t),
where B(u)(t) = Pα ,β (A, t)Gϕ,α ,β ,A(u). We can use Lemma 8 to verify that Q(u) ∈ Cs,ρ(T ) for any u ∈ Cs,ρ(T ).
On the other hand, applying Lemma 8 and (33), we have∣∣∣∣∣∣Qϕ,α ,β ,A(w1)−Qϕ,α ,β ,A(w2)∣∣∣∣∣∣s,ρ ≤ |||B(w1)−B(w2)|||s,ρ + ∣∣∣∣∣∣Qα ,β ,A(w1)−Qα ,β ,A(w2)∣∣∣∣∣∣s,ρ
≤ κθ s−β/2(E+ 1)E1/20 Tα/2−ν |||w1−w2)|||s,ρ
= κ (1+ 1/E)/K0|||w1−w2)|||s,ρ , (35)
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where K0 is defined in (34). If
κ < K0/(1+ 1/E)
then Qϕ,α ,β ,A is a contraction in Cs,ρ(T ). Hence the problem has a unique solution. Finally, we prove the upper
bounded estimate. Using inequality a2+ b2 ≤ (a+ b)2,(a,b≥ 0), by Lemma 8 (part (3)), one has∣∣∣∣∣∣Qϕ,α ,β ,A(u)∣∣∣∣∣∣s,ρ ≤ |||B(u)|||s,ρ + ∣∣∣∣∣∣Qα ,β ,A(u)∣∣∣∣∣∣s,ρ
≤ ETρ
∣∣∣∣Gϕ,α ,β ,A(u)∣∣∣∣s+ ∣∣∣∣∣∣Qα ,β ,A(u)∣∣∣∣∣∣s,ρ
≤ ETρ ||ϕ ||s+(1+E)
∣∣∣∣∣∣Qα ,β ,A(u)∣∣∣∣∣∣s,ρ
≤ ETρ ||ϕ ||s+
√
2(1+E)θ s−β/2
[(
ΘT (α)
Γ (α)
)1/2
+κE
1/2
0 T
α/2−ν |||u|||s,ρ
]
≤ ETρ ||ϕ ||s+
√
2(1+E)θ s−β/2
(
ΘT (α)
Γ (α)
)1/2
+L|||u|||s,ρ , (36)
where K0, E defined in (34), (31) respectively, ΘT (α) defined in (29), and L =
√
2κ(1+ 1/E)/K0. If L < 1 or
κ < K0/
(√
2(1+ 1/E)
)
then the FFVP has a unique solution u inCs,ρ(T ), and Q(u) = u. Therefore, (36) gives
|||u|||s,ρ ≤ (1−L)−1
(
ETρ ||ϕ ||s+
√
2(1+E)θ s−β/2
(
ΘT (α)
Γ (α)
)1/2)
.
This completes the proof of part (ii) and the proof of Theorem.
4.2 Stability results
In this part, we investigate the stability of solution of the FFVP with respect to the fractional orders and the final
data. To emphasize the dependence of solution of the FFVP on the given data α,β and ϕ , we denote it by uϕ,α ,β .
Using the notation, we have the following results.
Theorem 6 Let α∗,α∗, β∗,β ∗ and ∆ as in (7). Let (α,β ) ∈ ∆ , ρ ≥ α∗, and ν < 1/2−ρ . Let ϕ ∈ D
(
Aβ
∗/2), the
source function f satisfies the Assumption F1 for any s ∈ [β∗/2,β ∗/2]. We suppose that
sup
α∗≤α≤α∗
ΘT (α)< ∞,
where ΘT (α) defined in (29), and
κ = sup
M>0
L(s,M ) < Km := min
α∗≤α≤α∗,β∗≤β≤β ∗
K0(α,β )/
(√
2(1+ 1/E(α,β ))
)
∀s ∈ [β∗/2,β ∗/2], (37)
where K0, E defined in Theorem 5. Then we have
(i).For α˜ ∈ [α∗,α∗], β˜ ∈ [β∗,β ∗], and ϕ , ϕ˜ ∈D
(
Aβ
∗/2), then, we have∣∣∣∣∣∣∣∣∣u
ϕ˜,α˜,β˜
− uϕ,α ,β
∣∣∣∣∣∣∣∣∣
min{β/2,β˜/2},ρ
→ 0 as (ϕ˜ , α˜ , β˜ )→ (ϕ ,α,β ).
(ii).For α˜ ∈ [α∗,α∗], β˜ ∈ [β∗,β ∗] and ϕ , ϕ˜ ∈ D
(
Aβ
∗/2+r) for some r > 0. If we suppose further that f (t,w) ∈
C ([0,T ],D(Ar)) for any w ∈Cβ/2,ρ(T ), then∣∣∣∣∣∣∣∣∣u
ϕ˜,α˜ ,β˜
− uϕ,α ,β
∣∣∣∣∣∣∣∣∣
min{β/2,β˜/2},ρ
≤C‖ϕ − ϕ˜‖β ∗/2+r+D
(
|α − α˜|+ |β − β˜ |
) r
2(r+2β∗+1)
,
where C,D independent of α,β , α˜ , β˜ ,N and ϕ , ϕ˜ .
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Proof In the proof of this theorem, we use the following notation
Qϕ,α ,β ,A(u)(t) = Pα ,β (A, t)Gϕ,α ,β ,A(u)+Qα ,β ,A(u)(t).
Base on the assumption (37) and according to part (ii) of Theorem 5, we known that the FFVP has a unique solution
uϕ,α ,β in Cs,ρ which is the (unique) fixed point of the mapping Qϕ,α ,β ,A(u) and has an upper bound estimate (see
(36))
|||u|||s,ρ ≤ (1−L)−1
(
ET ρ ||ϕ ||s+
√
2(1+E)θ s−β/2
(
ΘT (α)
Γ (α)
)1/2)
≤ (1−κ/Km)−1
(
ETρ ||ϕ ||β ∗/2+r+
√
2(1+E)θ β∗−β
∗/2
(
ΘT (α)
Γ (α)
)1/2)
(38)
since L=
√
2κ(1+ 1/E)/K0≤ κ/Km. We emphasize that the upper bound above is independent of s.
For the convenience in writing, we denote uϕ,α ,β ,uϕ,α˜ ,β˜ and uϕ˜,α˜,β˜ the solution of the nonlinear FFVP the
problems Qϕ,α ,β ,A(u) = u,Qϕ,α˜ ,β˜ ,A(v) = v and Qϕ˜,α˜ ,β˜ ,A(w) = w, respectively. In order to obtain the result of this
part, we need the following three essential Lemmas. Readers can find the proofs of these Lemmas in the appendices
5.7, 5.8, and 5.9.
Lemma 9 Let
(
α˜, β˜
)
∈ ∆ , and ϕ , ϕ˜ ∈ Hβ ∗/2+r for some r ≥ 0. Then,∣∣∣∣∣∣∣∣∣u
ϕ˜,α˜ ,β˜
− u
ϕ,α˜,β˜
∣∣∣∣∣∣∣∣∣
γ,ρ
≤ (1−κ/Km)−1ET ρ max
{
1, θ γ−r−β
∗/2
}
‖ϕ˜ −ϕ‖β ∗/2+r,
where γ =min{β/2, β˜/2}.
Lemma 10 Suppose thatα ∈ [α∗,α∗], and β , β˜ ∈ [β∗,β ∗]. Then, there exists a constant D independent ofα, β , α˜, β˜ , N
such that ∣∣∣∣∣∣∣∣∣u
ϕ,α˜,β˜
− uϕ,α ,β
∣∣∣∣∣∣∣∣∣
γ,ρ
≤ (1−κ/Km)−1
(
ε +DN2β
∗
lnN
(
|α − α˜|+ |β − β˜ |
)1/2)
,
where κ and Km as in (37), γ =min{β/2, β˜/2}.
Lemma 11 Suppose that f (t,w) ∈ C([0,T ],Hr) for any w ∈ Cβ/2,ρ(T ) and for some r > 0, then, for N large
enough, we have ∣∣∣∣∣∣∣∣∣u
ϕ,α˜,β˜
− uϕ,α ,β
∣∣∣∣∣∣∣∣∣
γ,ρ
≤ E1N−r+E2N2β ∗ lnN
(
|α − α˜|+ |β − β˜ |
)1/2
,
where γ =min{β/2, β˜/2}, and E1, E2 independent of α, β , α˜, β˜ , N.
Now, we use the above Lemmas to prove the results of the Theorem. Combining Lemmas 9 with 10, we obtain
the result of part (i).
For part (ii), we can use triangle inequality, Lemma 9, and Lemma 11 to get that∣∣∣∣∣∣∣∣∣uϕ,α ,β − uϕ˜,α˜ ,β˜ ∣∣∣∣∣∣∣∣∣min{β/2,β˜/2},ρ
≤ C||ϕ − ϕ˜||β ∗/2+r+E1N−r+E2N2β
∗
lnN
(
|α − α˜|+ |β − β˜ |
)1/2
. (39)
For |α− α˜|, |β − β˜ | small enough, let us choose N =
[(
|α − α˜|+ |β − β˜ |
)− 1
2(r+2β∗+1)
]
+1. We note that lnN ≤ N
and
(
|α − α˜|+ |β − β˜ |
)− 1
2(r+2β∗+1)
< N ≤ 2
(
|α − α˜|+ |β − β˜ |
)− 1
2(r+2β∗+1)
. Hence, by (39), we infer
∣∣∣∣∣∣∣∣∣uϕ,α ,β − uϕ˜,α˜ ,β˜ ∣∣∣∣∣∣∣∣∣min{β/2,β˜/2},ρ ≤C||ϕ − ϕ˜||β ∗/2+r+D(|α − α˜|+ |β − β˜ |)
r
2(r+2β∗+1)
,
where D= E1+ 2
2β ∗+1E2. This completes the proof of Part (ii) and the proof of the Theorem.
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4.3 Regularization result for t = 0
In this part, we study the ill-posedness of the FFVP at t = 0, after that, we introduce a regularizationmethod for this
problem. Now, let us analyze the ill-posedness of the FFVP at t = 0. Indeed, when the fractional orders are fixed,
solution of the FFVP is instable. Readers can see in [32]. Hence, we only analyze the instability of solution of
the FFVP with respect to fractional parameters. To simply, we consider the FFVP in the case of the homogeneous
problem and that the operator A has the system (λk,φk) of eigenvalues {λk} and eigenfunctions {φk}, respectively,
with
0< λ1 < λ2 < .. < λk < .., lim
k→∞
λk = ∞.
and the functions {φk} being an orthonormal basis of the space H.
For λn > 1, we put
Φn =
φn
λ
β
n lnλn
.
It is easy to see that ‖Φn‖ → 0 as n→ ∞. We denote the solution of the homogeneous FFVP corresponding to the
final data u(T ) = Φn and the fractional orders α,β by uΦn,α ,β . If the fractional orders α,β are fixed, using Lemma
2, we have ∣∣∣∣uΦn,α ,β ∣∣∣∣2 =
∣∣∣∣∣ 1λ βn lnλn 1Eα(−λ βn Tα)
∣∣∣∣∣
2
≤ C
ln2 λn
→ 0 (n→ ∞).
Now, we perturb the fractional orders by βn = β + εn with εn =
2 ln lnλn
lnλn
, then we have βn−β → 0 as n→ ∞.
∣∣∣∣uΦn,α ,βn∣∣∣∣2 = 1
λ
2β
n ln
2 λn
∣∣∣∣∣ 1Eα(−λ β+εnn Tα)
∣∣∣∣∣
2
.
Since λ εnn = ln
2 λn, using Lemma 2, there exist two constantsC1,C2 dependent only on α such that
‖uΦn,α ,βn‖ ≥
1
λ
β
n lnλn
∣∣∣∣∣ 1Eα(−λ β+εnn Tα)
∣∣∣∣∣≥ C1λ εnnlnλn → ∞
as n→ ∞. Hence, the solution of the FFVP is instable. This example also shows that the difference from the case
of the fractional orders are fixed. So a method to regularize solution of the FFVP in case of the fractional orders
are perturbed is in order.
From our discussion above, we only give a method to regularize the FFVP at t = 0.
Let T ∗ be the number defined in Theorem 6 and T ∈ (0,T ∗). The final value u(T ) = ϕ is given. Let ε ∈ (0,1)
and 0 < α∗ < α∗ < 1, 0 < β∗ < β ∗. Assume that the measurement data αε ∈ [α∗,α∗], βε ∈ [max{σ ,β∗},β ∗] and
ϕε ∈ Hβ ∗/2+r for some r > 0 which satisfy the following conditions
|α −αε | ≤ ε, |β −βε | ≤ ε, ‖ϕ −ϕε‖β ∗/2+r ≤ ε. (40)
Before stating the regularized result, we define
C
ρ
γ (T ) =
{
w ∈ (C[0,T ];H) : ||u(t)− u(0)||γ ≤ Etρ for all t ∈ [0,T ]
}
, (41)
where E independent of t and γ . Let us give an example on a class of functions as defined in (41).
Example: Put Ω = (0,1), H = L2(Ω), n ∈ N, we consider a class of functions u ∈C([0,T ];L2(Ω)) such that
∂ k+1
∂xk∂ t
u(x, t) ∈ L2 (0,T ;L2(Ω)) for k = 0,n.
Then, we have
∂ k
∂ kx
(u(x, t)− u(x,0)) =
∫ t
0
∂ k+1
∂xk∂ s
u(x,s) ds
for any k= 0,n. Consequently,
||u(., t)− u(.,0)||2n =
n
∑
k=0
∫ 1
0
∣∣∣∣∫ t
0
∂ k+1
∂xk∂ s
u(x,s) ds
∣∣∣∣2 dx
≤ t
m0
∑
k=0
∫ 1
0
∫ t
0
∣∣∣∣ ∂ k+1∂xk∂ su(x,s)
∣∣∣∣2 dx ds≤D20t.
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This implies ∣∣∣∣uϕ,α ,β (., t)− uϕ,α ,β (.,0)∣∣∣∣n ≤ D0t1/2,
where D0 =
(
∑nk=0
∣∣∣∣∣∣∣∣ ∂ k+1uϕ,α,β∂xk∂ t
∣∣∣∣∣∣∣∣2
L2(0,T ;L2(Ω))
)1/2
. Thus, u ∈C1/2n (T ). This shows the reasonableness of the defini-
tion in (41).
Base on the above notations, we have the following theorem.
Theorem 7 Let f , α, β , γ as in Lemma 8. Let ϕ be the final data which is belong to Hβ
∗/2+r for some r > 0,
and let αε ,βε ,ϕε be measurement which satisfy (40). We assume that uϕ,α ,β ∈ Cρσ (T ) for some ρ > 0, and the
assumptions of part (c) of the Theorem 6 holds. Then, we approximate the initial data uϕ,α ,β (0) by uϕε ,αε ,βε (tε )
with tε = ε
r
2(α∗+ρ)(r+2β∗+1) . More specifically, we have the following estimate
‖uϕε ,αε ,βε (tε )− uϕ,α ,β(0)‖σ ≤ Pε
rρ
2(α∗+ρ)(r+2β∗+1) ,
where P independent of ε .
Proof We put tε = ε
r
2(α∗+ρ)(r+2β∗+1) . Using Part (c) of Theorem 6 and (40), we get that
∣∣∣∣uϕε ,αε ,βε (tε)− uϕ,α ,β (tε )∣∣∣∣σ ≤ D1t−α∗ε ε r2(r+2β∗+1) ≤ D1ε rρ2(α∗+ρ)(r+2β∗+1) , (42)
where D1 =C+D with C,D defined in Part (c) of the Theorem 6. On the other hand, since uϕ,α ,β ∈Cρσ (T ), this
gives ∣∣∣∣uϕ,α ,β (tε )− uϕ,α ,β (0)∣∣∣∣σ ≤ Eε rρ2(α∗+ρ)(r+2β∗+1)
Combining the latter inequality with (42), we obtain
∣∣∣∣uϕε ,αε ,βε (tε)− u(0)∣∣∣∣σ ≤ Pε rρ2(α∗+ρ)(r+2β∗+1) ,
where P= D1+E . This completed the proof of the theorem.
5 Proofs
5.1 The proof of Lemma 3.
Put
Su(t) = v(t)+ g(t)
∫ t
0
(t− τ)α−1τ−qu(τ) dτ.
Using the similar technique as in Theorem 2, we can prove that there exists k0 ∈ N such that Sk0 is contract in
C[0,T ]. Consequently, there exists a unique u ∈C[0,T ] such that u= Su.
We put u0= 0,un+1= Sun. The function can be represented by the series u=∑
∞
n=1(un+1−un) . TheWeierstrass
theorem shows that the series converges inC[0,T ] and
|u(t)| ≤ ‖u1− u0‖C[0,t]
∞
∑
k=0
Γ (1− q)(‖g‖C[0,t]Γ (α))ktk(α−q)
Γ (k(α − q)− q+ 1)
= Γ (1− q)‖v‖C[0,t]Eα−q,1−q
(‖g‖C[0,t]Γ (α)tα−q) .
Now, we prove the final inequality. Put w0 = S(w), wn+1 = S(wn). Since g(t)≥ 0 for t ∈ [0,T ], we have S(w1)(t)≤
S(w2)(t) for w1(t) ≤ w2(t), t ∈ [0,T ]. We note that w ≤ w0, hence, by induction we obtain wn ≤ wn+1. Using
the contraction principle we obtain limn→∞ ‖wn− u‖C[0,T ] = 0. Since wn ≤ wn+1 for every n = 0,1, . . ., we obtain
w(t)≤ w0(t)≤ u(t) for t ∈ [0,T ]. From (9) we obtain the desired inequality.
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5.2 The proof of Lemma 4.
We first prove (i). We have ∣∣∣∣∣∣Eα(−tαAβ )ζ ∣∣∣∣∣∣2
s+r
=
∫ ∞
θ
λ 2(s+r)Eα(−tαλ β ) d||Sλ ζ ||2
≤
∫ ∞
θ
λ 2(s+r) d||Sλ ζ ||2 = ‖ζ‖2s+r
Now, we consider Part (ii). We have Eα ,α(z) ≥ 0 (see [13], Chap. 3). Hence, Lemma 1 yields∫ t2
t1
|Eα ,β (λ , t2,τ)| dτ =
∫ t2
t1
Eα ,β (λ , t2,τ) dτ =
1
λ β
H0(λ , t1, t2) (43)
Hence, by the Holder inequality, Lemma 2 and (5), we obtain for t ∈ (0,T ]∣∣∣∣Qα ,β ,A(w)(t1, t2)∣∣∣∣2s+r =
∣∣∣∣∣∣∣∣∫ t2
t1
|Eα ,β (A, t2,τ)|w(τ) dτ
∣∣∣∣∣∣∣∣2
s+r
≤
∫ +∞
θ
λ 2(s+r)
∫ t2
t1
|Eα ,β (λ , t2,τ)| dτ ×
∫ t2
t1
|Eα ,β (λ , t2,τ)| d||Sλw(τ)||2 dτ
≤
∫ t2
t1
∫ +∞
θ
λ 2s
λ β
H0(λ , t1, t2)|Eα ,β (λ , t2,τ)|λ 2r d||Sλw(τ)||2 dτ
<
1
Γ (α)
sup
λ≥θ
λ 2s−βH0(λ , t1, t2)
∫ t2
t1
(t2− τ)α−1||w(τ)||2r dτ.
For 0< t1 < t2, we have∣∣∣∣Rα ,β ,A(w)(t1, t2)∣∣∣∣2s+r =
∣∣∣∣∣∣∣∣∫ t1
0
|Eα ,β (A, t1,τ)−Eα ,β (A, t2,τ)|w(τ) dτ
∣∣∣∣∣∣∣∣2
s+r
≤
∫ +∞
θ
λ 2(s+r)
∫ t1
0
|Eα ,β (λ , t1,τ)−Eα ,β (λ , t2,τ)| dτ
×
∫ t1
0
|Eα ,β (λ , t1,τ)−Eα ,β (λ , t2,τ)| d||Sλw(τ)||2 dτ
From the complete monotonicity of the Mittag-Leffler function Eα(−z) for z ≥ 0 (see [13], Chap. 3) we have
Eα ,α(−z)≥ 0 is decreasing and 0≤ Eα(−z)≤ 1 for z≥ 0. Hence, we obtain
|Eα ,β (λ , t1,τ)−Eα ,β (λ , t2,τ)| = −Eα ,β (λ , t1,τ)+Eα ,β (λ , t2,τ)
=
1
λ β
d
dτ
(Eα(−λ β (t1− τ)α)−Eα(−λ β (t2− τ)α)).
It follows that ∫ t1
0
|Eα ,β (λ , t1,τ)−Eα ,β (λ , t2,τ)| dτ =
1
λ β
H(λ , t1, t2)
Hence ∣∣∣∣Rα ,β ,A(w)(t1, t2)∣∣∣∣2s+r ≤ ∫ t1
0
∫ +∞
θ
λ 2s
λ β
|Eα ,β (λ , t1,τ)−Eα ,β (λ , t2,τ)|λ 2r d||Sλw(τ)||2 dτ
≤ 1
Γ (α)
sup
λ≥θ
λ 2s−βH(λ , t1, t2)
∫ t1
0
(t1− τ)α−1||w(τ)||2r dτ.
5.3 The proof of Lemma 5.
We can use (11) and by direct computations yield∣∣∣∣∣∣F
ξ ,α˜ ,β˜ ,A
(w)(t)−F
ζ ,α˜ ,β˜ ,A
(v)(t)
∣∣∣∣∣∣2
s
≤ 2
∣∣∣∣∣∣Eα˜(−Aβ˜ t α˜)(ξ − ζ )∣∣∣∣∣∣2
s
+ 2
∣∣∣∣∣∣Q
α˜ ,β˜ ,A
(w)(0, t)−Q
α˜,β˜ ,A
(v)(0, t)
∣∣∣∣∣∣2
s
≤ 2||ζ − ξ ||2s +
2
Γ (α˜)
θ 2s−β˜
∫ t
0
(t− τ)α˜−1|| f (τ,w)− f (τ,v)||2 dτ
≤ 2||ζ − ξ ||2s +
2
Γ (α˜)
θ 2s−β˜L2(M )
∫ t
0
(t− τ)α˜−1τ−2ν ||w(τ)− v(τ)||2s dτ.
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Since u
ξ ,α˜ ,β˜
and u
ζ ,α˜,β˜
are solution of equations F
ξ ,α˜ ,β˜ ,A
(w) = w and F
ξ ,α˜ ,β˜ ,A
(v) = v, respectively, by Lemma 3,
we conclude that∣∣∣∣∣∣u
ξ ,α˜,β˜
(t)− u
ζ ,α˜,β˜
(t)
∣∣∣∣∣∣2
s
≤ 2Γ (1− 2ν)Eα˜−2ν,1−2ν
(
2θ 2s−β˜L2(M )t α˜−2ν
)
||ζ − ξ ||2s .
This leads to the result of Lemma 5.
5.4 The proof of Lemma 6.
By direct computation, we have∣∣∣∣∣∣F
ζ ,α˜ ,β˜ ,A
(v)(t)−Fζ ,α ,β ,A(u)(t)
∣∣∣∣∣∣2
s
≤ 2
∣∣∣∣∣∣(Eα˜(−Aβ˜ t α˜)−Eα(−Aβ tα))ζ ∣∣∣∣∣∣2
s
+2
∣∣∣∣∣∣Q
α˜,β˜ ,A
(v)(0, t)−Qα ,β ,A(u)(0, t)
∣∣∣∣∣∣2
s
≤ 2I1+ 4(I2+ I3), (44)
where
I1 =
∣∣∣∣∣∣(Eα˜(−Aβ˜ t α˜)−Eα(−Aβ tα))ζ ∣∣∣∣∣∣2
s
,
I2 =
∣∣∣∣∣∣Q
α˜ ,β˜ ,A
(v)(0, t)−Q
α˜,β˜ ,A
(u)(0, t)
∣∣∣∣∣∣2
s
,
I3 =
∣∣∣∣∣∣Q
α˜ ,β˜ ,A
(u)(0, t)−Qα ,β ,A(u)(0, t)
∣∣∣∣∣∣2
s
,
and function Q defined in (10). We will estimate Ik(k = 1,2,3) one by one.
Estimate for I1. To give an estimation for I1, we separate the sum I1 into two sum as follows
I1 = I11(N)+ I12(N), (45)
where
I11(N) =
∫ N
θ
λ 2s
∣∣∣Eα˜(−λ β˜ t α˜)−Eα(−λ β tα)∣∣∣2 d||Sλ ζ ||2,
I12(N) =
∫
λ>N
λ 2s
∣∣∣Eα˜(−λ β˜ t α˜)−Eα(−λ β tα)∣∣∣2 d||Sλ ζ ||2.
For convenience in estimating for I11(N), I12(N), let us assume N >max{e,θ}.
Estimate for I11(N).By Lemma 2, there exist two constantsC=C(α∗,α∗,β∗,β ∗,T )> 0 ,C0=C0(α∗,α∗,β∗,β ∗,θ ,T )>
0 such that
I11(N) ≤ C
(
|α − α˜|+ |β − β˜ |
)2(∫ N
θ
λ 2(β
∗+s)(1+ | lnλ |)2 d||Sλ ζ ||2
)
≤ C0
(
|α − α˜|+ |β − β˜ |
)2
N2β
∗
ln2N
∫ N
θ
λ 2s d||Sλ ζ ||2
≤ CN
(
|α − α˜|+ |β − β˜ |
)2
, (46)
whereCN =C0||ζ ||2sN2β
∗
ln2N.
Estimate for I12(N).We note that 0≤ Eα(−x)≤ 1 for x> 0. This gives
I12(N)≤
∫
λ>N
λ 2s d||Sλ ζ ||2. (47)
Substituting (46) and (47) into (45), we obtain
I1 ≤CN(|α − α˜|+ |β − β˜ |)2+
∫
λ>N
λ 2s d||Sλ ζ ||2, (48)
whereCN defined in (46).
Estimate for I2. Similarly to the proof of Lemma 5, we get
I2 ≤ 1
Γ (α˜)
θ 2s−β˜L2(M )
∫ t
0
(t− τ)α˜−1τ−2ν ||v(τ)− u(τ)||2s dτ. (49)
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Estimate for I3. Recall the definition Q which defined in (10) as follows
Qα ,β ,A(u)(0, t) =
∫ t
0
Eα ,β (A, t,τ) f (τ,u) dτ.
By the Holder inequality and direct computation, we have
I3 ≤
∫ +∞
θ
λ 2s
∫ t
0
∣∣∣Eα ,β (λ , t,τ)−Eα˜,β˜ (λ , t,τ)∣∣∣ dτ ×
×
∫ t
0
∣∣∣Eα ,β (λ , t,τ)−Eα˜,β˜ (λ , t,τ)∣∣∣ d||Sλ f (τ,u(τ))||2 dτ
= I31(N)+ I32(N), (50)
where
I31(N) =
∫ N
θ
λ 2s
∫ t
0
∣∣∣Eα ,β (λ , t,τ)−Eα˜,β˜ (λ , t,τ)∣∣∣ dτ ×
×
∫ t
0
∣∣∣Eα ,β (λ , t,τ)−Eα˜,β˜ (λ , t,τ)∣∣∣ d||Sλ f (τ,u(τ))||2 dτ,
I32(N) =
∫
λ>N
λ 2s
∫ t
0
∣∣∣Eα ,β (λ , t,τ)−Eα˜,β˜ (λ , t,τ)∣∣∣ dτ ×
×
∫ t
0
∣∣∣Eα ,β (λ , t,τ)−Eα˜,β˜ (λ , t,τ)∣∣∣ d||Sλ f (τ,u(τ))||2 dτ. (51)
We will estimate for I31(N) and I32(N) one by one.
Estimate for I31(N). By Lemma 2, we have∫ t
0
∣∣∣Eα ,β (λ , t,τ)−Eα˜,β˜ (λ , t,τ)∣∣∣ dτ ≤C1((1+λ β)|α − α˜|+ |λ β −λ β˜ |) .
By the mean value theorem, for λ ≤ N with N large enough, we obtain∫ t
0
∣∣∣Eα ,β (λ , t,τ)−Eα˜,β˜ (λ , t,τ)∣∣∣ dτ ≤ C2λ β ∗ | lnλ |(|α − α˜|+ |β − β˜ |) . (52)
On the other hand, there exists C3 =C3(α∗,α∗,β∗) such that∣∣∣Eα ,β (λk, t,τ)−Eα˜,β˜ (λk, t,τ)∣∣∣ ≤ C3((t− τ)α−1+(t− τ)α˜−1)
≤ 2C3
(
(t− τ)α∗−1+(t− τ)α∗−1
)
. (53)
Plugging (52) and (53) into (51), we get that
I31(N) ≤ C4Nβ ∗+2s lnN
(
|α − α˜|+ |β − β˜ |
)
×
∫ N
θ
∫ t
0
(
(t− τ)α∗−1+(t− τ)α∗−1
)
d||Sλ f (τ,u(τ))||2 dτ (54)
for N large enough andC4 = 2C2C3. Furthermore, thank to the condition (6), we get that∫ N
θ
∫ t
0
(
(t− τ)α∗−1+(t− τ)α∗−1
)
d||Sλ f (τ,u(τ))||2 dτ
≤
∫ +∞
θ
∫ t
0
(
(t− τ)α∗−1+(t− τ)α∗−1
)
d||Sλ f (τ,u(τ))||2 dτ
≤
∫ t
0
(
(t− τ)α∗−1+(t− τ)α∗−1
)(
|| f (τ,0)||2+L2(M )M 2t−2ν
)
dτ
:= C5, (55)
whereC5 =C5(α∗,α∗,β∗,M ). Combining the inequality (54) with (55), we obtain
I31(N)≤ DN
(
|α − α˜|+ |β − β˜ |
)
, (56)
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where DN =C4C5N
β ∗+2s lnN.
Estimate for I32(N). Thanks to (43), one has∫ t
0
∣∣∣Eα ,β (λ , t,τ)−Eα˜,β˜ (λ , t,τ)∣∣∣ dτ ≤ ∫ t
0
Eα ,β (λ , t,τ) dτ +
∫ t
0
E
α˜,β˜
(λ , t,τ) dτ
≤ 1/λ β + 1/λ β˜ .
Consequently,
λ s
∫ t
0
∣∣∣Eα ,β (λ , t,τ)−Eα˜,β˜ (λ , t,τ)∣∣∣ ≤C6,
whereC6 =C6(β∗,β ∗,θ ), and that
I32(N)≤C6
∫
λ>N
∫ t
0
∣∣∣Eα ,β (λ , t,τ)−Eα˜,β˜ (λ , t,τ)∣∣∣ d||Sλ f (τ,u(τ))||2 dτ (57)
From (48), (50), (56) and (57), for |α − α˜|+ |β − β˜ | ≤ 1, we obtain
I1+ I3 ≤ EN
(
|α − α˜|+ |β − β˜ |
)
+ 2
∫
λ>N
λ 2s d||Sλ ζ ||2
+ 4C6
∫
λ>N
∫ t
0
∣∣∣Eα ,β (λ , t,τ)−Eα˜,β˜ (λ , t,τ)∣∣∣ d||Sλ f (τ,u(τ))||2 dτ, (58)
where EN = 2CN + 6DN with CN defined in (46) and DN defined in (56).
Let us mention (55) that∫ +∞
θ
∫ t
0
(
(t− τ)α∗−1+(t− τ)α∗−1
)
d||Sλ f (τ,u(τ))||2 dτ ≤C5
and ζ ∈ D(As). This leads to the fact that there exists N = N(ε) independent of α, α˜ and β , β˜ such that
2
∫
λ>N
λ 2s d||Sλ ζ ||2+ 4C6
∫
λ>N
∫ t
0
∣∣∣Eα ,β (λ , t,τ)−Eα˜,β˜ (λ , t,τ)∣∣∣ d||Sλ f (τ,u(τ))||2 dτ < ε.
By (58), we obtain the following estimate
I1+ I3 ≤ ε +Pε(|α − α˜|+ |β − β˜ |). (59)
Substituting (49) and (59) into (44), we obtain∣∣∣∣∣∣F
ζ ,α˜ ,β˜ ,A
(v)(t)−Fζ ,α ,β ,A(u)(t)
∣∣∣∣∣∣2
s
≤ 4
(
ε +Pε(|α − α˜|+ |β − β˜ |)
)
+
4
Γ (α˜)
θ 2s−β˜L2(M )
∫ t
0
(t− τ)α˜−1τ−2ν ||v(τ)− u(τ)||2s dτ.
Since u
ζ ,α˜,β˜
and uζ ,α ,β are the solution of the equations Fζ ,α˜ ,β˜ ,A(v) = v and Fζ ,α ,β ,A(u) = u, respectively. By
Lemma 3, we conclude that∣∣∣∣∣∣u
ζ ,α˜ ,β˜
(t)− uζ ,α ,β (t)
∣∣∣∣∣∣2
s
≤ P0
(
ε +Pε(|α − α˜|+ |β − β˜ |)
)
Eα˜−2ν,1−2ν
(
4L2(M )θ 2s−β˜ t α˜−2ν
)
,
where P0 = 4Γ (1− 2ν). This completes the proof of Lemma 6.
5.5 The proof of Lemma 7.
Analogously, the proof of Lemma 6, we can use Lemma 3 to prove that∣∣∣∣∣∣u
ζ ,α˜,β˜
(t)− uζ ,α ,β(t)
∣∣∣∣∣∣
s
≤ Q0
(
N−γ2 +Nγ1 ln2N
(
|α − α˜|+ |β − β˜ |
))1/2
,
where Q0 is independent of N, α, α˜, β , β˜ .
Since lnN < N, we obtain∣∣∣∣∣∣u
ζ ,α˜,β˜
(t)− uζ ,α ,β(t)
∣∣∣∣∣∣
s
≤Q0
(
N−γ2 +Nγ1+2
(
|α − α˜|+ |β − β˜ |
))1/2
, (60)
Let us suppose that |α − α˜ |+ |β − β˜ | ≤ 1, and we can choose N =
[
(|α − α˜|+ |β − β˜ |)−1/(2(γ1+γ2+1))
]
+ 1. It
is easy to see that (|α − α˜|+ |β − β˜ |)−1/(γ1+γ2++2) < N ≤ 2(|α − α˜|+ |β − β˜ |)−1/(γ1+γ2+2). Hence, by (60), we
obtain ∣∣∣∣∣∣u
ζ ,α˜ ,β˜
(t)− uζ ,α ,β (t)
∣∣∣∣∣∣
s
≤ Q0
(
2γ1+2+ 1
)(|α − α˜|+ |β − β˜ |)γ2/(2(γ1+γ2+2)) .
This completed the proof of Lemma 7.
22 Nguyen Minh Dien et al.
5.6 The proof of Lemma 8.
Proof of part (1). By Lemma 4, we have
Qα ,β ,A(w1)(t)−Qα ,β ,A(w2)(t) =
∫ t
0
Eα ,β (A, t,τ)( f (τ,w1)− f (τ,w2)) dτ.
Using (11), one has
‖Qα ,β ,A(w1)(t)−Qα ,β ,A(w2)(t)‖2s ≤
θ 2s−β
Γ (α)
∫ t
0
(t− τ)α−1τ−2ν‖w1(τ)−w2(τ)‖2 dτ.
≤ κ2 θ
2s−β
Γ (α)
B(α,1− 2ρ− 2ν)|||w1−w2)|||2s,ρtα−2ρ−2ν
= κ2θ 2s−βE0|||w1−w2)|||2s,ρ tα−2ρ−2ν , (61)
where E0 = B(α,1− 2ρ− 2ν)/Γ (α). The latter inequality deduces the result of part (1).
Proof of part (2). By triangle inequality, we have∣∣∣∣Gϕ,α ,β ,A(w1)−Gϕ˜,α ,β ,A(w2)∣∣∣∣s ≤ ||ϕ − ϕ˜||s+ ∣∣∣∣Qα ,β ,A(w1)(T )−Qα ,β ,A(w2)(T )∣∣∣∣s.
Hence, thank to (61), we obtain the result of part (2).
Proof of part (3). Let us mention the Lemma 4 that
∣∣∣∣Qα ,β ,A(w1)(t)∣∣∣∣2s ≤ θ 2s−βΓ (α)
∫ t
0
(t− τ)α−1‖ f (τ,w1)‖2 dτ,
By Assumption F1, we have
|| f (t,w1)|| ≤ κt−ν ||w1(t)||s+ || f (t,0)||.
Thus,
‖Qα ,β ,A(w1)(t)‖2s ≤
2θ 2s−β
Γ (α)
∫ t
0
(t− τ)α−1
(
τ−2νκ2||w1(τ)||2s + || f (τ,0)||2
)
dτ
≤ 2θ 2s−β
(
Θα(t)
Γ (α)
+κ2E0|||w1|||2s,ρ tα−2ρ−2ν
)
,
whereΘα(t) =
∫ t
0(t− τ)α−1|| f (τ,0)||2 dτ . This completes the proof of part (3).
Proof of part (4).We have ∣∣∣∣Gϕ,α ,β ,A(w1)∣∣∣∣2s ≤ 2(‖ϕ‖2s + ∣∣∣∣Qα ,β ,A(w1)(T )∣∣∣∣2s) .
Hence, using the result of part (3), we obtain the desired result of part (4).
Proof of part (5). Since ∣∣∣∣Gϕ,α ,β ,A(w1)∣∣∣∣2s+r ≤ 2(‖ϕ‖2s+r+ ∣∣∣∣Qα ,β ,A(w1)(T )∣∣∣∣2s+r) .
Then by Lemma 4 and the assumption ϕ ∈ D(As+r) we obtain the results of part (5). This completes the proof of
the Lemma 8.
5.7 The proof of Lemma 9.
Put γ =min{β/2, β˜/2}. We observe that
Q
ϕ˜ ,α˜ ,β˜ ,A
(w)(t)−Q
ϕ,α˜,β˜ ,A
(v)(t) =
[
Q
ϕ˜ ,α˜,β˜ ,A
(w)(t)−Q
ϕ˜,α˜ ,β˜ ,A
(v)(t)
]
+Pα ,β (A, t)(ϕ˜ −ϕ) .
Similarly (35), we have∣∣∣∣∣∣∣∣∣Q
ϕ˜,α˜ ,β˜ ,A
(w)−Q
ϕ,α˜,β˜ ,A
(v)
∣∣∣∣∣∣∣∣∣
γ,ρ
≤ κ/Km|||w− v|||γ,ρ +
∣∣∣∣∣∣Pα ,β (A, t)(ϕ˜ −ϕ)∣∣∣∣∣∣γ,ρ . (62)
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By (31), we can estimate for second term in the right–hand side as follow
∣∣∣∣∣∣Pα ,β (A, t)(ϕ˜ −ϕ)∣∣∣∣∣∣2γ,ρ ≤ E2T 2ρ ∫ +∞
θ
λ 2γ d||Sλ (ϕ˜ −ϕ)||2
≤ E2T 2ρ max
{
1, θ 2γ−2r−β
∗}∫ +∞
θ
λ β
∗+2r d||Sλ (ϕ˜ −ϕ)||2
= E2T 2ρ max
{
1, θ 2γ−2r−β
∗}‖ϕ˜ −ϕ‖2β ∗/2+r.
Since u
ϕ˜,α˜ ,β˜
,u
ϕ,α˜ ,β˜
are solutions of the equations Q
ϕ˜,α˜ ,β˜ ,A
(w) = w, Q
ϕ,α˜ ,β˜ ,A
(v) = v, respectively. Substituting the
last inequality into (62), we obtain∣∣∣∣∣∣∣∣∣u
ϕ˜,α˜ ,β˜
− u
ϕ,α˜,β˜
∣∣∣∣∣∣∣∣∣
γ,ρ
≤ (1−κ/Km)−1ET ρ max
{
1, θ γ−r−β
∗/2
}
‖ϕ˜ −ϕ‖β ∗/2+r.
This completed the proof of Lemma 9.
5.8 The proof of Lemma 10.
Put γ =min{β/2, β˜/2}. By direct computation, we have∣∣∣∣∣∣∣∣∣Q
ϕ,α˜ ,β˜ ,A
(v)−Qϕ,α ,β ,A(u)
∣∣∣∣∣∣∣∣∣
γ,ρ
≤
∣∣∣∣∣∣∣∣∣Q
ϕ,α˜ ,β˜ ,A
(v)−Q
ϕ,α˜,β˜ ,A
(u)
∣∣∣∣∣∣∣∣∣
γ,ρ
+
∣∣∣∣∣∣∣∣∣Q
ϕ,α˜ ,β˜ ,A
(u)−Qϕ,α ,β ,A(u)
∣∣∣∣∣∣∣∣∣
γ,ρ
≤ κ/Km|||v− u|||γ,ρ +
∣∣∣∣∣∣∣∣∣Q
ϕ,α˜ ,β˜ ,A
(u)−Qϕ,α ,β ,A(u)
∣∣∣∣∣∣∣∣∣
γ,ρ
. (63)
To get the desired result, we find an estimation for the second term in the last line. By the triangle inequality and
direct computation, we have ∣∣∣∣∣∣∣∣∣Q
ϕ,α˜ ,β˜ ,A
(u)−Qϕ,α ,β ,A(u)
∣∣∣∣∣∣∣∣∣
γ,ρ
≤ J1+ J2+ J3, (64)
where
J1 =
∣∣∣∣∣∣∣∣∣[P
α˜,β˜
(A, t)−Pα ,β(A, t)
]
Gϕ,α ,β ,A(u)
∣∣∣∣∣∣∣∣∣
γ,ρ
,
J2 =
∣∣∣∣∣∣∣∣∣Pα ,β (A, t)[Qα˜ ,β˜ ,A(u)(T )−Qα ,β ,A(u)(T )]∣∣∣∣∣∣∣∣∣γ,ρ
J3 =
∣∣∣∣∣∣∣∣∣[Q
α˜ ,β˜ ,A
(u)(t)−Qα ,β ,A(u)(t)
]∣∣∣∣∣∣∣∣∣
γ,ρ
,
and function Q defined in (28).
Now we find estimates for Jk(k = 1,2).
Estimate for J1. For N > θ , it is easy to see that
J21 ≤ J11(N)+ J12(N), (65)
where
J11(N) = sup
t∈(0,T ]
t2ρ
∫ N
θ
λ 2γ
∣∣∣P
α˜,β˜
(λ , t)−Pα ,β(λ , t)
∣∣∣2 d∣∣∣∣SλGϕ,α ,β ,A(u)∣∣∣∣2,
J12(N) = sup
t∈(0,T ]
t2ρ
∫
λ>N
λ 2γ
∣∣∣P
α˜,β˜
(λ , t)−Pα ,β(λ , t)
∣∣∣2 d∣∣∣∣SλGϕ,α ,β ,A(u)∣∣∣∣2.
By part (b) of Lemma 2, we can findC1,C2 dependent only on α∗,α∗ such that
C11
λ
≤ Ea(−λ )≤ C12
λ
,
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for any a ∈ [α∗,α∗] and for every λ > 0. Hence, by part (c) of Lemma 2 and (31), we have
∣∣∣P
α˜,β˜
(λ , t)−Pα ,β (λ , t)
∣∣∣ = Eα
(−λ β tα)∣∣∣Eα˜(−λ β˜T α˜)−Eα(−λ βTα)∣∣∣
Eα
(−λ βTα)Eα˜(−λ β˜T α˜)
+
∣∣∣Eα˜(−λ β˜ t α˜)−Eα(−λ β tα)∣∣∣
Eα˜
(−λ β˜T α˜)
≤ M (Tα/tα + 1)λ 2β ∗(lnλ + 1)
(
|α − α˜|+ |β − β˜ |
)
≤ 4M (Tα/tα)N2β ∗ lnN
(
|α − α˜|+ |β − β˜ |
)
for any λ ≤ N and for N large enough, whereM =M(α∗,α∗,β∗,β ∗). Since u ∈Cγ,ρ (T ) and has an upper bound,
we can use part (4) of Lemma 8 and (38) to get the following estimate
J11(N) ≤ 16M2T 2ρN4β ∗ ln2 λN
(
|α − α˜|+ |β − β˜ |
)2 ∣∣∣∣Gϕ,α ,β ,A(u)∣∣∣∣2γ
≤ M21N4β
∗
ln2N
(
|α − α˜|+ |β − β˜ |
)2
, (66)
whereM0, M1 only depend on T , α∗,α∗, β∗,β ∗, θ . On the other hand, we have∣∣∣P
α˜,β˜
(λ , t)−Pα ,β (λ , t)
∣∣∣≤ ∣∣∣P
α˜,β˜
(λ , t)
∣∣∣+ ∣∣Pα ,β (λ , t)∣∣≤M(Tα/tα +T α˜/t α˜)≤ 2MTα∗/tα∗ .
Consequently, for N large enough, we have
J12(N) ≤ 4M2T 2ρ
∫
λ>N
λ 2γ d
∣∣∣∣SλGϕ,α ,β ,A(u)∣∣∣∣2. (67)
Since Gϕ,α ,β ,A(u) ∈ D(Aγ), and by part (4) of Lemma 8 and (38), there exists N1 > 0 independent of γ such that
J12(N)≤ ε2/4 (68)
for any N ≥ N1. Substituting (66) and (68) into (65), we obtain
J1 ≤M1N2β ∗ lnN
(
|α − α˜|+ |β − β˜ |
)
+ ε/2. (69)
Estimate for J2. Applying (31), we have Pα ,β (λ , t)≤ ETα/tα ≤ ET ρ/tρ . This implies
J22 =
∣∣∣∣∣∣∣∣∣Pα ,β (A, t)[Qα˜ ,β˜ ,A(u)(T )−Qα ,β ,A(u)(T )]∣∣∣∣∣∣∣∣∣2γ,ρ
≤ E2T 2ρ
∣∣∣∣∣∣Q
α˜ ,β˜ ,A
(u)(T )−Qα ,β ,A(u)(T )
∣∣∣∣∣∣2
γ
≤ E2J23 .
The latter inequality lead to
J2+ J3 ≤ (E+ 1)J3.
Therefore, we have to find the estimation for J3. By the same method that used to estimate for I3 in the proof of
Lemma 5.4, we can easy to prove that, there exists N2 = N2(ε) such that for N ≥ N2 such that
J3 ≤ D1Nβ ∗ lnN
(
|α − α˜|+ |β − β˜ |
)1/2
+ ε/(2(E+ 1)),
where D1 is independent of α, α˜, β , β˜ . From last two inequalities, we obtain
J2+ J3 ≤ D2Nβ ∗ lnN
(
|α − α˜|+ |β − β˜ |
)
+ ε/2
for any N ≥ N2. Here D2 is independent of α, α˜, β , β˜ ε . We substitute the last inequality and (69) into (64), to
obtain ∣∣∣∣∣∣∣∣∣Q
ϕ,α˜ ,β˜ ,A
(u)−Qϕ,α ,β ,A(u)
∣∣∣∣∣∣∣∣∣
γ,ρ
≤ ε +DN2β ∗ lnN
(
|α − α˜|+ |β − β˜ |
)1/2
.
for any N ≥max{N1,N2}. Combining the latter inequality with (63), we get the desired result of Lemma 10.
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5.9 The proof of Lemma 11.
Since f (t,w) ∈D(Ar), we can use part (5) of Lemma 8 to find an estimation for (67) as follow
J12(N) ≤ 4M2T 2ρ
∫
λ>N
λ 2γ d
∣∣∣∣SλGϕ,α ,β ,A(u)∣∣∣∣2
≤ 4M2T 2ρN−2r
∫
λ>N
λ 2(γ+r) d
∣∣∣∣SλGϕ,α ,β ,A(u)∣∣∣∣2
≤ E21N−2r, (70)
where E1 = 2MT
ρ
∣∣∣∣Gϕ,α ,β ,A(u)∣∣∣∣γ+r. We can repeat the proof of Lemma (10) and use the estimation (70) to obtain
the result desired.
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