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Silicon (Si) is one of the most extensively studied materials owing to its significance to semi-
conductor science and technology. While efforts to find a new three-dimensional (3D) Si crystal
with unusual properties have made some progress, its two-dimensional (2D) phases have not yet
been explored as much. Here, based on a newly developed systematic ab initio materials searching
strategy, we report a series of novel 2D Si crystals with unprecedented structural and electronic prop-
erties. The new structures exhibit perfectly planar outermost surface layers of a distorted hexagonal
network with their thicknesses varying with the atomic arrangement inside. Dramatic changes in
electronic properties ranging from semimetal to semiconducting with indirect energy gaps and even
to one with direct energy gaps are realized by varying thickness as well as by surface oxidation. Our
predicted 2D Si crystals with flat surfaces and tunable electronic properties will shed light on the
development of silicon-based 2D electronics technology.
I. INTRODUCTION
Recently, various 2D materials with weak van der
Waals (vdW) interlayer interaction have been extensively
studied due to their unusual properties1–3. Examples of
these include graphene, hexagonal boron nitride, black
phosphorous, and transition metal dichalcogenides. Not
only that they have shown superior physical and chemi-
cal properties, some of the models in theoretical physics
such as massless Dirac fermions have also been realized
in experiments, which otherwise have not been observed
in conventional materials1. Nevertheless, many practi-
cal issues about large-scale synthesis, processing for de-
fects, and contaminant control still need to be resolved1,4,
which are critical for them to be realized as next gener-
ation electronic devices and energy applications.
Silicon, on the other hand, has served as a mainstay
of semiconductor technologies, and a vast amount of ad-
vanced processing techniques have been accumulated for
decades. It is mainly due to its abundance on the Earth
surface as well as the existence of a single oxide form
(SiO2) which is advantageous to the mass production of
a single-element device that is free from phase separa-
tions. These make undoubtedly Si be unique in current
semiconductor technologies. Therefore, despite very ac-
tive researches on the aforementioned 2D materials as
a next generation platform for various applications, the
best candidate may still be Si itself. This leads us to
believe that discovering a novel 2D phase of Si materials
with desirable physical properties would be important.
Compared with the number of efforts for new bulk phase
of Si5–19, however, searching for a new 2D Si crystalline
phase has not been remarkably succeeded yet, and only
a few theoretical predictions20–27 and experimental re-
ports28–33 exist in the literature.
Silicene34–39, a monolayer form of the 2D Si crystals
which is analogous to graphene, cannot form a stable
layered structure by itself since surface of the silicene is
chemically reactive, so that the adjacent silicene layers
form strong covalent bonds1,37. This is due to the strong
preference of Si for the sp3 hybridization over the sp2
in contrast to carbon with the same number of valence
electrons. Thus, silicene may not be a good candidate
for a scalable 2D phase of Si1. In addition, due to the
strong covalent bonding character of Si, as-cleaved sur-
faces inevitably have unpaired electrons localized at dan-
gling bonds on the surface, which makes an energetically
unfavorable situation. This is evidenced by prevalent se-
vere surface reconstruction to reduce the number of un-
paired electrons as can be seen in most of the previously
reported 2D Si crystals21–27,33. In all the cases, however,
some of the surface atoms still remain under-coordinated
even after the reconstruction, implying that those atoms
prone to form strong covalent bonding with one another
as pointed out in the case of silicene1,37.
In this work, we theoretically predict a series of novel
2D allotrope of Si crystals constructed by a concrete ab
initio materials search strategy. The predicted 2D crys-
tals show characteristic structural features as follows.
The crystal is composed of two parts: (1) the atomically
flat surface layers and (2) the inner layer connecting them
through sp3-like covalent bonds as seen in FIG. 1. The
surface layer features perfectly planar stable hexagonal
framework unlike other 2D Si crystals that have hitherto
been studied21–33, in which buckled surfaces are predom-
inant. Moreover, the crystal is completely free from coor-
dination number (CN) defects. The structures composed
of two parts are revealed stable against serious perturba-
tions as will be discussed later.
II. COMPUTATIONAL DETAILS
We concisely describe a novel 2D crystal structure pre-
diction method: namely, Search by Ab initio Novel De-
sign via Wyckoff position Iterations in the Conforma-
tional Hypersurface (abbreviated as SANDWICH), which
explores the conformational hyperspace to find various
local minima systematically. The method is especially
suited for predicting 2D phases of covalent materials by
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2designing the 2D crystals free of CN defects. This can be
achieved by building surface and inner parts with differ-
ent symmetries from each other, and by joining the two
parts in such a way that under-coordinated atoms at the
interface are compensated by one another. By doing so,
the crystal becomes stabilized by eliminating dangling
bonds.
Specifically, we chose surface layers to have a space
group of P6/mmm (No. 191), while the bulk maintains
a sp3 bonding character. Among special positions in the
given space group, we find that Wyckoff sites of e (0, 0,
±z) with a point group of 6mm and i [(1/2, 0, ±z), (0,
1/2, ±z) and (1/2, 1/2, ±z)] with the group of 2mm are
suitable for building the CN defect-free crystals. Also,
we considered two relative positions of the surface layers
in this study, represented by displacement vectors of ~d=0
and ~d = 0.5 ~a1 + 0.5 ~a2, where ~a1 and ~a2 are lattice vec-
tors. With all the settings described so far, we generated
structures by varying the number of atoms in the inner
layer (n) consecutively from 0 up to 9. Our method ex-
hausts all the possible combinations for atomic positions
of 2D crystals with given constraints: surface symmetry,
choice of Wyckoff positions and thickness as schemati-
cally shown in FIG. S1. We note that the method is un-
doubtedly advantageous since it explores almost all the
structures from a highly probable subset of the entire
search space for given conditions. More detailed descrip-
tions of our SANDWICH method can be found in the sup-
plementary material.
We performed a series of first-principles calculations
to obtain optimized structures by using Vienna ab ini-
tio simulation package (VASP) code40,41. Conjugate gra-
dient method was used to find the equilibrium struc-
tures with a force criterion of 1 meV/A˚. For Kohn-Sham
orbital, core part was treated by using projector aug-
mented wave method42, while the valence part was ap-
proximated by linear expansion of a plane wave basis set
with the kinetic energy cutoff of 450 eV. Self-consistent
field of DFT was iterated until the differences of the to-
tal energy and eigenvalues are less than 10−7 eV. Nu-
merical integration in the first Brillouin zone (BZ) was
done on the Γ-centered 12×12×1 grid meshes generated
by a Monkhorst-Pack scheme. The exchange-correlation
functional of Perdew-Burke-Ernzerhof was used to build
the Hamiltonian of an electron-ion system43. For a bet-
ter description of electronic structures with a band gap,
a hybrid functional of Heyd-Scuseria-Ernzerhof44 as im-
plemented in the VASP code was used. Dynamical sta-
bility was also checked on each of the relaxed structures.
Phonon dispersion spectra were generated by using a di-
rect method45 as implemented in phonopy package46. To
obtain force constants, we used 4×4×1 and 5×5×1 su-
percells to generate displaced configurations. In this case,
the k-point sampling in the BZ was done on the 24×24×1
and 25×25×1 Monkhorst-Pack grids.
III. RESULTS AND DISCUSSION
The 2D Si crystals constructed by the SANDWICH
method demonstrate unique structural features. As we
intentionally put together two symmetrically distinct
parts (surface and inner layers) so that CN defects on
both components are fully compensated by each other,
all the atoms in the crystal have a CN of 4 without
any dangling bonds as shown in FIG. 1(a). This con-
dition is particularly favored for Si atoms which show
strong preference for sp3 bonding. We find that the four-
coordinated networks are maintained in the fully relaxed
equilibrium structures. Moreover, the crystals exhibit
atomically flat surface structures without buckling or re-
construction, which is uncommon for 2D Si crystals ex-
cept for silicene bilayers21,27. Note that those bilayers
group 1, n=2, d=(0.5, 0.5, 0.0)
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FIG. 1. Atomic configuration of the 2D Si crystals. (a) A
ball-stick model of the ground state geometry of a 2D Si crys-
tal. Si atoms in top and bottom surface layers are shown in
brown and blue balls, respectively, while those in the inner
layer, sandwiched by the surface layers, are shown in gray
balls. The displacement vector (~d) refers to the relative in-
plane displacement of the two surface layers. (b) Schematic
diagram of general 2D Si crystals. The unitcell is drawn in red
with lattice parameters ~a1 and ~a2 marked. The inner layer
is represented as a distorted tetrahedron, in which filled and
dashed wedges by a Cram representation indicate bonds going
out of and into the paper, respectively. Top and perspective
views of the tetrahedrons in the inner layer are attached on
aside, where the atoms in different layers are shaded differ-
ently using a gray gradient.
3with planar surfaces are nothing but the cases in our
model with (~d=0, n=0)21 and (~d = 0.5 ~a1 + 0.5 ~a2,
n=0)27.
Looking into the structures in detail, we find that the
surface and inner layers have different bonding charac-
teristics as expected from the fact that they initially had
different symmetries. The surface layers show distorted
hexagonal lattices with additional bonds toward the in-
ner layer, while the atoms in the inner layer (hereafter
called as bridge atoms as denoted in FIG. 1(b)) form dis-
torted tetrahedral bonding with its two opposite edges
parallel to the plane of the surface (FIG. 1). The atomic
arrangement of the inner layer is similar to that of the
{100} surfaces of the cubic diamond phase (dSi) distorted
by an in-plane shear strain. We note that the key role
of the outermost bridge atom located on the bond cen-
ter of the surface atoms for stabilizing the characteristic
planar surface structure of the crystals, which would not
have been realized otherwise. Due to the discrepancy of
the preferred local environments for the two parts in the
common unitcell, some of the local structures must be
(a)
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FIG. 2. Classification of the 2D Si crystals. (a) Type of dis-
tortions in a tetrahedron building block. On the undistorted
regular tetrahedron, skew lines along in-plane directions are
marked as thick dashed lines. Bond stretch, bending, and
twist are shown aside. The undistorted configurations are
drawn in dotted lines for comparison, and restoration forces
due to the distortion are shown in blue arrows. (b) Classifi-
cation of the crystals due to various lattice distortions. Local
and global stresses are shown in blue and black arrows, re-
spectively. Group 1: local distortions in the surface layers
mainly due to bond bending lead to the global stresses of
positive (negative) normal stress along x (y) axis. Group 2:
the unitcell is deformed by twist-like distortions in the inner
layer, resulting in negative (positive) normal stress along x (y)
axis. Group 3: dihedral angle distortions from different inner
layers yield nonzero shear stress, so that the deformation of
the unitcell becomes asymmetric (|~a1| 6= |~a2|).
distorted for compatibility. For instance, the angle be-
tween those bridge atoms and surface atoms is largely de-
viated from the ideal value of ∼109.5 degrees (◦) to ∼60◦.
Also, the angles between the two skew lines (marked as
thick dashed lines in FIG. 2(a)) are deviated from the
right angle (90◦) for some of the tetrahedrons made by
bridge atoms, which creates torsional restoration forces
as explained in FIG. 2(a). Among the unique structural
features shared by the crystals in this study (namely, flat
surfaces without CN defects), we find that a set of 2D
crystals constructed with the same ~d and n display a
variety of microstructures depending on the atomic ar-
rangement in the inner layer. This comes from the var-
ious relative orientations of the distorted sp3 bonds as
explained above.
The global stress of the crystals is also affected criti-
cally by the ~d, n and the atomic arrangement in the inner
layer, making the unitcells distorted in various ways (Ta-
ble S1). Thus, for the sake of discussion, we classify the
crystals into three distinct groups. (1) The crystals in the
first group (group 1) are characterized by the same mag-
nitudes of the lattice vectors (|~a1|=|~a2|) and reduced cell
angle (γ < 60◦). In this case, the unitcell is distorted by
the normal components (σx and σy) only, as the shear
component (τxy) is vanished due to symmetry as illus-
trated in FIG. 2(b). All the crystals in this group have
~d = 0.5 ~a1 + 0.5 ~a2. Those crystals fall into the C222
space group, except for the case of n=2 which is in the
Cmme group as in the Table S1. The magnitude of the
global stress seems to be decreasing for thicker crystals
(or with the increased n), indicated by the γ approaching
to 60◦. (2) The crystals in the second group (group 2)
feature the symmetric lattice vectors (|~a1| = |~a2|) with
γ >60◦. As in the case of group 1, only the σx and σy
distort the unitcell without shear strain because of the
symmetry; the crystals also fall into the space group of
C222. Crystals in group 1 and 2 differ by the signs of the
normal stresses as indicated in FIG. 2(b). The crystals
in group 2 have two subgroups of ~d = 0 and ~d = 0.5
~a1 + 0.5 ~a2. They behave differently in terms of the γ
with respect to the n as can be seen in the Table S1. In
the former case, symmetry of the surface layers overtakes
that of the inner layer, and the γ approaches to 60◦ as
the n increases. On the other hand, the crystals with
the ~d = 0.5 ~a1 + 0.5 ~a2 subgroup are dominated by the
symmetry of the inner layer, making the γ approach to
90◦ as the n increases. (3) Lastly, group 3 crystals are
constructed with nonzero τxy, resulting in the asymmet-
ric lattice vectors (|~a1| 6= |~a2|) as well as the space group
of P2 with lower symmetry. In this case, the principal
stresses (σ1 and σ2) do not agree with the σx and σy due
to the τxy.
Stability of the crystals is confirmed as shown in
FIG. 3. Cohesive energies (Ecoh) for each crystal are
plotted with respect to the number density, defined as the
number of Si atoms in the unitcell divided by the unitcell
area (|~a1 × ~a2|). In all the proposed cases, well-defined
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FIG. 3. Stability of the crystals. (a) Cohesive energy (Ecoh) of
the 2D crystals with respect to the number density. (b) Har-
monic phonon dispersion spectra for a representative struc-
ture in each group.
energy minima are shown as in FIG. 3(a). When com-
pared with other Si structures, the crystals in this study
show slightly higher Ecoh. For example, with a number
density of ∼0.4 Si/A˚2, the crystal with a thickness of 0.5
nm shows a higher Ecoh by 0.02 eV/atom than that of
2×1-dSi (100) with a thickness of 0.6 nm. We ascribe
this to the significant distortion in bond angle especially
near the surface as mentioned above. We note, however,
that the 2D crystals in this study may stay more stable
than other crystals in a chemical environment because
the dangling bonds on the surface were eliminated. This
chemical stability undoubtedly becomes a critical factor
for device realization1,4. Moreover, a recently synthesized
allotrope of the 3D Si crystals, namely Si24, also shows
distorted bond angles ranging from 93.73◦ to 123.17◦,
and extended bond distances with a higher total energy
than that of the ground state dSi by 0.09 eV/Si11. Thus,
for realization of stable Si crystals, it could be more criti-
cal for the individual Si atoms to satisfy the ground state
CN than to maintain the exact bond angles and distances
of the ideal sp3 bonding found in dSi. We also provide
harmonic phonon dispersion spectra in FIG. 3(b) for the
2D crystals in the three groups. In all the cases, we con-
firm that the crystals are dynamically stable.
Furthermore, we find that the new 2D Si crystals
are quite stable against strong perturbations beyond
a usual harmonic interatomic force regime. To check
such a structural stability, we generated computation-
ally “shaken” structures that have been proved useful
to check the stabilities of other crystal structures47 (see
supplementary material). Starting from the fully relaxed
crystal in group 1 with n=2, we displaced every Si atom
in a random direction with a fixed amount of 0.5 A˚ in the
2×2 supercell. Note that we used the significantly large
displacement when compared with that of 0.01 A˚ used to
obtain harmonic interatomic force constants (FIG. 3(b)).
Then, each of the perturbed structures was relaxed to the
corresponding energy minimum configurations by using
the conjugate gradient method. By comparing ∼5,500
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FIG. 4. Electronic structures of the 2D crystals. (a) Bandgap
(∆) as a function of thickness (n) is shown for the 2D crystals
in each group. In group 2 and 3, empty and filled symbols
indicate the displacement vectors ~d = 0 and ~d = 0.5 ~a1 + 0.5
~a2. Electronic band dispersion of (b) group 1 with n=2, (c)
group 2 with n=3 and (d) group 3 with n=4. A schematic
diagram of the 1st BZ with high symmetry points is shown
above (d).
randomly generated configurations, we found that our
proposed structure was retained in the ∼3,500 sam-
ples after relaxation, proving that the structure is ro-
bust against severe thermal fluctuations as shown in the
FIG. S2.
The fundamental electronic structures of the crystals
are closely related to their thickness (n) and the crys-
tal classification defined above, displaying a wide variety
of electronic properties ranging from metallic to semi-
conducting. For instance, all the crystals categorized as
group 1 are semiconductors, showing a finite bandgap
(∆ > 0) with their sizes decreasing with an increasing n
as shown in FIG. 4(a). The maximum size of the energy
gap is ∼0.5 eV for the thinnest crystal (n=1). On the
other hand, most of the crystals in group 2 and group
3 are metallic. Note that the ∆ in this case is a mea-
sure of the overlap between the conduction and valence
energy bands. For group 2, the ∆ behaves differently
with respect to the n depending on the subgroup (~d) as
discussed above.
To reveal the origin of various electronic phases in the
crystal families, we provide electronic band dispersions
for each group in FIG. 4(b)-(d). Edges of the valence
and the conduction bands are located at different mo-
menta (~k), indicating that the crystals are either indirect
semiconductors or semimetals. For the crystals with a
space group of C222 (group 1 and 2), we note that the
relative energetic positions of the bands at ~k = 0.5 ~b1
(M1) and
~k = 0.5 ~b1 + 0.5 ~b2 (M2) are directly respon-
5sible for the electronic phase transition. Here, ~b1 and ~b2
indicate the reciprocal lattice vectors in the BZ as shown
in FIG. 4. That is to say, when the conduction band min-
imum (CBM) is located at M1, the crystals represent fi-
nite energy gaps (∆ > 0), while semimetallic phases with
∆ < 0 are realized for crystals with the CBM located at
M2 as seen in FIG. 4(b) and (c). Note that the crystals in
group 1 and 2 belong to the former and the latter cases,
respectively. Because crystals are classified by the lattice
parameters of the unitcell (FIG. 2), we ascribe the elec-
tronic phase transition to the changes in the local atomic
structures due to the lattice parameters, especially to the
γ. We firstly confirm that the electronic wave functions
for the CBM are highly localized near the surface layers
(FIG. S3), indicating that the surface geometry is mainly
responsible for the electronic phase transition. We fur-
ther verify this by pure shear deformation of the unitcell
only to change the γ without changing |~a1| and |~a2|, and
see that the crossover between M1 and M2 indeed occurs
as shown in FIG. S4. Based on those facts, we can con-
struct a concise but essential model for the whole crystal
explaining the characteristic variation of electronic struc-
tures from semiconductor to semimetal as functions of
thickness and group classification (see FIG. S5). In ad-
dition, these crystals provide good transport properties
when compared to the dSi. We note that the transverse
effective masses for electrons near the CBM are reduced
by half when compared with the dSi, while similar values
of other components are shown as in the Table S2. The
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FIG. 5. Oxidation of the 2D Si crystal. (a) Potential energy
surface of the 2D crystal by an O probe atom with a height
of 2 A˚. Atoms are superimposed on the map: large blue and
small white balls indicate surface silicon atoms and under-
neath bridge silicon atoms, respectively. The minimum en-
ergy for adsorption site at b1 is set to be zero in the color bar
shown below. (b) Electronic band dispersion and (c) atomic
structure of the fully oxidized crystal in ground state. Ad-
sorbed oxygen atoms are denoted by small red balls.
structures with lower crystal symmetry (group 3) always
show semimetallic electronic structures (FIG. 4(d)).
Interestingly, we find that the surface oxidation can
extremely widen the applicability of the new crystals.
With the oxygen (O) adsorption on the surface, the crys-
tal in group 1 with n=2 is significantly stabilized by 1.98
eV/O2, and with the subsequent dissociation of the ad-
sorbed O2 molecule on the surface, the system becomes
even more stabilized by 5.89 eV/O2 (See supplementary
material for details). We confirm that adsorption and
dissociation of O2 molecules do not affect much on the
characteristic planar structure of the surface in a wide
range of O coverage from an isolated limit (FIG. S8) to
the full coverage (FIG. 5(c)). We find that the ground
state occurs when the adsorbed O atom is located on
the middle of the surface Si-Si bond just on top of the
underneath bridge Si atom marked as b1 in FIG. 5(a).
Moreover, electronic properties vary notably via surface
oxidation from the indirect energy gap of ∼0.2 eV (FIG.
4(a)) to the direct bandgap of ∼1.2 eV (FIG. 5(b)), which
significantly widens the versatility of the 2D Si crystals
in this study. Furthermore, we confirm that the oxidized
2D crystals can form stable layered structure by itself,
suggesting this Si material as a feasible candidate for a
component in vdW heterojunction1.
IV. CONCLUSIONS
In this work, using a newly developed ab initio compu-
tational method, we propose a series of two-dimensional
silicon crystals with versatile electronic properties. The
surface layer of the new 2D Si crystals exhibits atom-
ically flat distorted hexagonal structure without buck-
ling, and the inner layer silicon atoms fill up the space
between the flat surface layers. We classified 2D Si struc-
tures into three groups and each of the groups possesses
distinct electronic properties originated from structural
variations such as semiconductor as well as semimetals.
Moreover, their oxidized forms are shown to be a direct
bandgap semiconductor. Therefore, we believe that our
new 2D Si crystals satisfy highly desirable characteris-
tics of next generation electronic technology platforms
only with a single atomic element and their oxides, very
similar with the current 3D Si electronic devices.
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SI. A NEW STRUCTURE SEARCH METHOD FOR 2D CRYSTAL PREDICTION
Here, we describe in detail the structure searching method used to predict the 2D Si crystals in this study, named
SANDWICH (Search by Ab initio Novel Design via Wyckoff positions Iteration in Conformational Hypersurface). The
main idea of the method is to put together two symmetrically distinctive parts to compensate unpaired electrons
at the interface. Thus, the method is particularly suitable for predicting 2D crystals which might favor electronic
compensation over local distortion. By doing so, we believe that a new series of 2D crystals can be efficiently searched
in a highly confined conformational space near the local minimum structures. The number of distinct sets of crystals
that can be constructed by this method can be as many as the possible combinations of surfaces and inner parts,
which varies depending on the molecular geometries of the ground state structure (i.e., tetrahedral building block for
Si). General procedures of the SANDWICH method are summarized as a flowchart in FIG. S1, and structural parameters
of 2D crystals in this study are listed in the Table S1.
To be more specific, the first step in the SANDWICH method begins with the choice of geometry of surface layers,
which determines the space group of the 2D crystals. Note that the two surface layers can be displaced relative to
each other by a fractional lattice translation vector ~d, and only specific ~d vectors are allowed only when the set of
Wyckoff positions in the given space group remain invariant after a translation operation by ~d. For instance, the two
~d vectors of 0 and 0.5 ~a1 + 0.5 ~a2 were considered in this study because a set of Wyckoff positions of e (0, 0, ±z)
and i [(1/2, 0, ±z), (0, 1/2, ±z) and (1/2, 1/2, ±z), respectively] under the space group of P6/mmm (No. 191) are
Understand equilibrium
molecular geometry
1. Choose surface layer structure
and relative displacement (~d)
→ space group is determined
2. Select Wyckoff positions
for given space group
3. Construct initial structures
4. Geometry & cell optimization
Dynamically stable?
Characterization
yes
no
FIG. S1. A flowchart of the SANDWICH method.
8TABLE S1. Structural parameters of 2D crystals in various groups.
index ~d n ~a1 ~a2 γ (
◦) t (A˚) space group (No.)
group 1 (0.5, 0.5)
1 4.165 4.165 57.94 4.93 C222 (21)
2 4.157 4.157 56.72 5.34 Cmme (67)
4 4.086 4.086 58.04 7.89 C222 (21)
5 4.085 4.085 57.90 9.35 C222 (21)
7 4.041 4.041 58.77 12.03 C222 (21)
8 4.035 4.035 58.79 13.42 C222 (21)
group 2
(0.0, 0.0)
3 3.974 3.974 64.80 6.70 C222 (21)
6 3.968 3.968 63.11 10.72 C222 (21)
9 3.967 3.967 61.95 14.78 C222 (21)
(0.5, 0.5)
5 3.885 3.885 69.74 9.57 C222 (21)
9 3.793 3.793 80.28 15.24 C222 (21)
group 3
(0.0, 0.0)
5 4.503 3.859 53.88 9.69 P2 (3)
6 3.976 4.126 58.75 10.70 P2 (3)
(0.5, 0.5)
2 3.850 4.275 59.86 5.50 P2 (3)
3 3.910 3.893 67.65 6.88 P2 (3)
4 3.880 4.360 57.41 8.13 P2/c (13)
5 3.876 4.027 64.52 9.37 P2 (3)
6 3.879 4.561 53.18 11.00 P2/c (13)
invariant with respect to both of the ~d vectors. For the same surface layers, if Wyckoff positions of e and h [(1/3, 1/3,
±z) and (2/3, 2/3, ±z)] are chosen to construct the initial structures, there must be three ~d vectors of 0 and ±1/3 ~a1
+ ±1/3 ~a2. The next step is to select some of the Wyckoff positions for inner layer construction from the list given
for the space group. Here, a rule of thumb is that all the atoms in the constructed crystals have to be free of CN
defects. At this point, for a given number of atomic layers in the inner layer n (or thickness), a set of crystals can be
constructed. Then, starting with those initial guess structures, the corresponding ground states are sought, followed
by dynamic stability tests.
We note that some of the 2D Si crystals already reported elsewhere can also be found by the method proposed
here. For instance, the crystals, so called a bilayer siliceneS1,S2, in AA (ontop) and orthorhombic (displaced along the
zigzag chain direction) stacking of the two silicene monolayers are nothing but the ones with (~d=0, n=0) and (~d=0.5
~a1 + 0.5 ~a2, n=0), respectively. Similarly, it is theoretically shown that other group IV elements such as germanium
(Ge) and tin (Sn) with the same valence electron configuration as Si can form similar bilayer structures as wellS3,S4.
SII. STRUCTURAL STABILITY TEST
In addition to calculating harmonic phonon dispersion to check the dynamic stability, we also tested the stability
beyond a harmonic regime. We started from one of our proposed 2D silicon crystals (group 1, n=2), and then
randomly moved each atomic position from the equilibrium within a pre-determined spherical space with a fixed
radius. This method was used to predict a low energy models of SiNFS5, and it is one important operation in ab initio
random structure searchingS6 strategy, which have been successfully applied to many compounds under pressure. We
moved every Si atom in a (2×2) supercell by 0.5 A˚, and then allowed a full relaxation. Note that the magnitude of
the displacement is significantly larger than that used in harmonic limit of 0.01 A˚. This indicates that the crystals
were tested on a very harsh condition or very high temperature. We examined ∼5,500 structures and the results
are shown in FIG. S2. We find that majority of relaxed structures after random distortion are recovered back to
the original structure, which reaches ∼68 % out of the total samples, and possess the lowest total energy. Rest of
the distorted structures were relaxed to local minimum structures with buckled surfaces with higher total energy as
shown in FIG. S2.
9FIG. S2. Histogram of total energies of the relaxed structures from stochastic displacements referenced to the lowest energy.
SIII. ORIGIN OF A VARIETY OF ELECTRONIC PROPERTIES
We demonstrate that the versatile electronic properties (FIG. 4) are primarily attributed to the surface layer
structure. Simple shear deformation, together with the fact that electronic wave functions near the Fermi energy are
localized on the surface layers (FIG. S3), shows that the variation of electronic properties is solely due to the surface
geometry, and rules out the role of inner layer (FIG. S4). Specifically, shift of the band at M2 (~kM2 = 0.5
~b1 + 0.5
~b2) with respect to the shear strain (or the cell angle γ) is clearly shown, altering the electronic structures ranging
from semimetallic to indirect semiconducting.
To reveal the mechanism of the band shift at M2, we consider a minimal surface model. The model is composed of
essential parts: a hexagonal framework of Si with a bridge Si atom with hydrogen passivation as shown in FIG. S5(a).
Based on the fact that the band shift is primarily due to the surface layer structure, we varied the γ from 50◦ to 70◦.
FIG. S3. Charge densities for a 2D crystal in group 2 with n=9 at valence band maximum (VBM) and conduction band
minimum (CBM) rendered in red and yellow, respectively. An isovalue of 0.005 electron per A˚3 was used. Unitcell is drawn as
black dashed line. Charge density projected along the normal direction to the crystal is plotted for CBM and VBM.
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FIG. S4. Electronic band dispersion of a 2D Si crystal in group 1 with n=2 as a function of γ: (a) 54.45◦, (b) 56.72◦ and (c)
58.99◦.
The length of the surface bond with the bridge atom (denoted as b in FIG. S5(a)) does not vary monotonously with
respect to the γ, but becomes diminished as the unitcell is distorted as seen in FIG. S5(b). Instead, the bond angle
at the surface (θ) decreases monotonously with an increasing γ, so does the relative band shift between M1 and M2
(M2 − M1) as seen in FIG. S5(c). So, the θ appears mainly responsible for the band shift.
For more rigorous discussion, we show the electronic band structures projected on atomic orbitals of the minimal
model in FIG. S5(d). The band near the valence band maximum seems to be composed mainly of the s, px and pz
states of the surface atoms. On the other hand, orbital characters of the band at M1 and M2 vary significantly. The
band at M1 contains a significant portion of atomic orbital perpendicular to the surface layer such as pz, dxz and dyz.
On the other hand, the band at M2 is mainly composed of orbital lying on the surface layer such as s, px and dxy.
We note that dxy orbital contributes 22 % to the band at M2. Thus, we find out that the sensitive band shift at M2
is partly due to the enhanced (diminished) contribution of dxy orbital with the decreased (increased) γ as shown in
FIG. S5(c). The bands at M1 and M3 do not vary as much as M2 because the bridge bond varies less sensitively to
the γ, compared to the surface bonds. Therefore, the ∆ remains almost constant even with the γ smaller than 60◦.
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FIG. S5. (a) Atomic configuration of the model. (b) Bond length and bond angle marked in (a) with respect to γ. (c) ∆ and
energy level difference at M1 and M2 due to γ are shown. The dxy orbital overlaid on the surface layer with a corresponding
angle is shown below. (d) Dispersion of the electronic band structure with atomic orbital projection. Orbitals for surface and
bridge atoms are denoted as s and b, respectively, on the superscript. Size of the symbols represents the amount of contribution.
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SIV. EFFECTIVE MASSES
Effective masses for electron and hole are calculated by interpolating energy band dispersion to a parabolic band
around the band extrema for selected 2D Si crystals. In general, the 2D crystals in this study have elliptical Fermi
surfaces, indicating anisotropic effective masses as seen in FIG. S6. The calculated effective masses are summarized
in the Table S2. Compared to cubic diamond phase (dSi) with longitudinal (m∗e,L) and transverse (m
∗
e,T ) electronic
effective masses of 0.92 m0 and 0.19 m0 (m0: mass of a free electron), respectively
S7, our predicted crystals in group
1 and 2 show 50 % lighter m∗e,L. For hole effective masses, our results are comparable to the dSi: 0.49 m0 and 0.16
m0 for heavy and light holes, respectively. We note that the crystal in group 1 with n=2 can be a good n-type
semiconductor with high mobility due to reduced effective mass.
(a) (b) (c)
(d) (e) (f)
FIG. S6. Eigenvalue maps in the reciprocal space. Top and bottom panes indicate conduction and valence bands, respectively,
for (a, d) group 1, n=2, (b, e) group 2, n=3, and (c, f) group 3, n=4. Band extrema are marked as x, and the first BZ is
drawn as black lines. Effective masses around the band extrema were calculated along longitudinal and transverse direction as
marked by dissecting yellow lines.
TABLE S2. Electron (e) and hole (h) effective masses (m∗) of the 2D Si crystals with varying group and n. Longitudinal (L)
and transverse (T) directions for each case are shown in FIG. S6.
group, n m∗e,L m
∗
e,T m
∗
h,L m
∗
h,T
1, 2 0.45 m0 0.16 m0 0.19 m0 0.51 m0
2, 3 0.52 m0 0.18 m0 0.43 m0 0.22 m0
3, 4 1.13 m0 0.16 m0 0.23 m0 0.20 m0
SV. OXYGEN ADSORPTION
In general, Si surface is vulnerable to an oxygen (O) ambient environment due to strong interaction between Si
and O, forming a stable oxide film. In addition to their mechanical and dynamical stability as confirmed in FIG. 3,
our crystals are expected to show a better chemical stability when compared with other Si crystals, because all the
surface Si atoms are fully compensated. To validate this, we attached an isolated O2 molecule on a (3×2) supercell of
an orthogonal unitcell as seen in FIG. S7. As a diatomic molecule, three orientations for O2 alignment along x, y and
z were considered for adsorption on the following sites: ontop (o), bridge 1 (b1) and bridge 2 (b2) (FIG. S7). Note
that b1 and b2 are distinguished whether the bridge bond possesses a bridge Si atom on the opposite side or not.
We observe negative adsorption energies (Eads) as
Eads = E(Si + O2)− E(Si)− E(O2), (1)
indicating that the O2 adsorption is a thermodynamically spontaneous process. Moreover, we observe that internal
energy of the system is further reduced in a great deal by dissociation of the adsorbed O2 molecule. Interestingly, the
characteristic flat surface of the crystals is retained in most cases throughout adsorption and subsequent dissociation
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FIG. S7. A xy-projection of (3×2) supercell (red) of the conventional Bravais unit cell shown in magenta lines. Only top
surface layer (blue balls) and the subsurface bridge atoms (white) are represented. Three possible adsorption sites of ontop (o),
bridge 1 (b1) and bridge 2 (b2) are marked on the corresponding sites.
initial relaxed
!
(a) O2 along x on bridge 2
!
(b) O2 along z on bridge 2
!
(c) O2 along x on ontop
-7.87 eV/O2
-6.52 eV/O2
-6.39 eV/O2
FIG. S8. Initial and relaxed structures of the three low-energy configurations of O2 (red balls) adsorption.
processes (FIG. S8). This indicates that an oxidation process would make the crystals even more stable without
disturbing the original framework, and prevent the structure from being degraded by further oxidation.
In some cases, we observe a significant deformation of the crystal when an O2 molecule is adsorbed on the o site as
shown in FIG. S8(b). We found that the one of the dissociated O atoms is bound to the Si atom, of which the bond
orientation is perpendicular to the surface. This changes the local bonding character of the Si to sp3 similar to the
dSi (111) surface, so that the flat surface is not preserved anymore. Also, the bridge Si atom, which was originally
bound to that Si atom is significantly relaxed, making a new bond with another bridge Si atom. Consequently, the
surface Si atom on the other side becomes protruded as seen in FIG. S8(b). This process seems irreversible because of
the strong Si-O bonding, and the protruded Si atom on the other side is likely to be chemically reactive since one of
the valence electrons is not fully compensated anymore. However, this process is energetically less favorable by 1.35
eV per a O2 molecule (Table S3), and O atoms will sit on the most stable b1 site without disturbing the framework
in a quasi-static oxidation condition.
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TABLE S3. Adsorption energy (Eads) of an isolated O2 molecule on various adsorption sites.
adsorption initial O2 Eads O2 dissociation
site orientation (eV/O2)
ontop
x -6.39 yes
y -4.92 yes
z -2.67 no
bridge 1
x -4.62 yes
y -2.67 no
z -1.37 no
bridge 2
x -7.87 yes
y -7.87 yes
z -6.52 yes
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