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ABSTRACT 
Matrices with extremal (p, q)-Schur multiplier norms are characterized. 
The Schur product of two m x n complex matrices A = (aij) and B = 
(bij) is defined by A. B = (aijb,j). E ver matrix A induces a linear map y 
B + A. B from the space of m x n matrices into itself. Let 1 5 p, q 2 co, 
(n) and consider the norm of a matrix A as an operator from &, into elm), 
Mm = sup W4 : II4 L 11, 
and the Schur multiplier norm associated with that operator norm, 
llAll(p,4) = sup {IV. %4. : IiBllsw 5 1). 
G. Bennett [l] has established the inequality 
lMl(p,4) 5 II4w 
which is an extension of a classical result of Schur [5], namely, the case 
when p = q = 2. This note deals with the characterization of the extremal 
m x n matrices A for which the above inequality turns into an equality. 
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S. C. Ong [3] has proven in the euclidean case p = q = 2 that by 
permuting the rows and the columns, such a matrix can be reduced to the 
form 
x* O 
[ 1 0 C’ 
where X is a scalar > 0, U is a k x k unitary, 1 5 k < m, n, and C is an 
(m - k) x (n - k) contraction. The purpose of this note is to 
following modification of their result. 
THEOREM 1. Let A be an m x n complex matrix, and let 1 




IIA . AIL = IIAll;,p> and 
there exist a scalar X 2 0, two permutation matrices P 
sizes m x m and n x n, respectively, k complex numbers 
with IelI = ... = lelcl = 1, 1 L k 5 m, n, and an (m - k) 
(p, p)-contraction C such that 
prove the 
and Q of 
PA& = x 
A factorization theorem of B. Maurey in combination with Theorem 1 
yields the following result for matrices with nonnegative entries in the case 
P > cl. 
THEOREMS. Let A be an m x n matrix with nonnegative entries, and 
let 1 5 q < p 5 co, l/r = l/q-l/p. The following conditions are equivalent: 
(4 
i”l C 
lM(P,d = II4IP,w 
IIA ~lLq = Il4l&7 and 
there exist a scalar X >_ 0, two permutation matrices P and Q of 
sizes m x m and n x n, respectively, k complex numbers zl, . . . , zk 
with Cf, Jzjl’ = 1, 1 < k 5 m,n, and an (m - k) x (n - k) (p,q)- 
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contraction C such that 
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. 
Notice that there is a singularity at p = q, and Theorem 1 becomes a 
degenerate case of Theorem 2 as p -+ q+. 
A few preliminary facts are needed to prove Theorem 1. The first result 
is a version of Holder’s inequality for (p, q)-multipliers. 
PROPOSITION 3. Let 1 < p, q, r, r* < 03 with l/r + l/r* = 1. Then for 
any m x n complex matrices A and B, 
where IA)’ denotes the m x n matrix whose (i,j)th entry equals JaijJ’. 
Proof of Proposition 3. Let z = (21,. . . , z,) satisfy lIx\lp 5 1. Then 
and the desired inequality follows by taking qth roots on both sides. ??
The next result is a variation on Clarkson’s inequalities. It can be found 
in Royden [4] in the context of function spaces, and the same proof is easily 
seen to work also for sequence spaces. 
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LEMMAS. Let 2 < p < co, and let f, g E &. Then 
Ilf + sllP + llf - SIP 2 2(llfll” + lldl”>> 
and equality holds if and only if f (i)g(i) = 0 for all i. 
The following is a sufficient condition for a matrix to be an isometry 
of Q’. 
LEMMA 5. Let 1 < p < CO, p # 2; let p* be its conjugate exponent, that 
is, l/p+ l/p* = 1; and let A be an m x n matrix with IIAllp,p 5 1. Suppose 
that 
(a) Cz”=, IaijlP = 1 for all 1 5 j < n, and 
(b) cj”=, Jaij(P* = 1 for all 1 < i 5 m. 
Then m = n, and after permutations of rows and columns, A can be 
reduced to the form 
[ 
El 0 . 
0 1. &I 
where ~1, . , E, are complex numbers with 1~~ ) = . . = 1~~1 = 1. 
Proof of Lemma 5. There is no loss of generality in assuming p > 2, 
since the case p < 2 follows quickly by duality. Let {er, . . . , e,} denote the 
standard unit vector basis of !p’, and let fj = Aej denote the jth column 
vector of A. Then Lemma 4 gives for all j # k 
2(llejllP + Ilekllp) = 2(llfjll” + Ilfkll”) 5 Ilfj + fkll” + llfj - fkll’ 
I llej + ekllP + llej - ekllP = 2(llejllP + Ilekll”) 
so all the inequalities reduce to equality and, again thanks to Lemma 4, the 
column vectors Ael, . . . , Ae, of A are disjointly supported. Therefore each 
row of A contains at most one nonzero entry. But the e,.-norm of each row 
vector is by assumption equal to 1, so the ith row of A contains exactly 
one nonzero entry, pi, say, with IE~[ = 1. Now it is clear that m = n and 
that after permutation of rows and columns the matrix A can be reduced 
to the desired form. w 
Proof of Theorem 1. (a) -+ (b): Let B b e an m x n matrix such that 
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IIBIIP,P < 1. Then by Proposition 3 and Bennett’s inequality 
It follows that IIAllp,p = \lAll(p,p, 5 \[A XII;!,“. The reverse inequality is 
immediate due to Bennett’s inequality and the relation IIZIIp,p = IIA&,+. 
(b) -+ (c): By homogeneity, there is no loss of generality in assuming 
llA.~jlp,p = 1 = l\All&. Then there exists an x = (xi,. . . , z,) with x:j 2 0 
for all 1 5 j < n such that ll(A. 7i)xllp = 1 = ~~x~~~. Since a permutation 
of rows (or columns) in A results in the same permutation of rows (or 
columns) in IAlP, we may assume that for some 1 5 k 5 m, 1 < 1 5 n, 
(i) xl,...,xi>Oandx~+i=...=xCn=O, 
. n 
(ii) Cj=i bijl xj 0 P p > for 1 5 i < k, and 
(iii) Cy=“=, IaijlpxjP = 0 for k + 1 < i 5 m. 
Now we have 
Thus all inequalities reduce to equality, and we may conclude that 
(1) CL1 la+jlP = 1 for 15 j 5 1, 
(2) ET=1 Ia& = 1 for 15 i 5 k, and 
(3) for each 1 5 i 5 n, the vectors (Jai, lP* , . . . , lainlP*) and (laiilp x7, 
. , lainJPx~) are linearly dependent. 
For 1 5 i 5 k, since Cy=i Jaijl P* = 1, there is a Xi # 0 such that Jaij IP’ 
=X,la,jlPx~foralllIjIn. Sincexj=OforI+l<j<n,wehave 
ICQ[ = 0 for 1 5 i I k andI+l<jln. Alsolaijl=Ofork+l<i<m 
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and 1 5 j 5 1, because cj”=, ]a#$’ = 0 for k+ 1 5 i 2 m, and xj > 0 for 
1 5 j 5 1. This shows that after permuting rows and columns the matrix 
A can be written as 
B 0 
[ I 0 C’ 
where C is a (p,p)-contraction and the upper left corner B is a k x 1 
matrix under the conditions of Lemma 5. Hence k = 1, and after further 
permutations of the first k rows and the first k columns the matrix A can 
be reduced to the desired form. 
(c) -+ (a): This is trivial. ??
The proof of Theorem 2 uses the following result of Maurey [2]. 
LEMMA 6. Let 0 < q < p 5 W, p > 1, and define r by l/r = l/q- l/p. 
If A is a matrix with nonnegative entries, then the following conditions are 
equivalent: 
(i) A maps & into e4, 
(ii) A admits a factorization 
4 5 4 
B\ /’ Y = diag(y) 
% 
where B maps ep into itself and y E e,. Moreover, 
I141p,q = inf Il~ll~ll%,~~ 
where the infimum is taken over all possible factorizations. 
Proof of Theorem 2. 
(a) + (b): The same argument as in the case p = q applies here. 
(b) + (c): By homogeneity, there is no loss of generality in assuming 
llA4lP,~ = 1 = IIAll;,q. It follows from Lemma 6 that A admits a fac- 
torization A = YB, where B is an m x n matrix with IIBllp,p = 1, and 
Y = diag(y) is an m x m diagonal matrix with ]]y]lr = 1. We claim that B 
must be an extremal (p,p)-multiplier. Thanks to Theorem 1, it suffices to 
show that IIB . Ellp,p 2 1. But 
1 = IIA +%,, = IIV . y)(B . B)ll,,, 
I IIY . ~II~IIB . %w I IIYII~IIB .%,p 
I IIB . %w 
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Now it follows from Theorem 1 that there exist two permutation matrices 
P and Q of sizes m x m and n x n, respectively, k complex numbers 
El,..., &k with l&r/ = ... = IE~[, 1 I: k 2 m,n, and an (m - Ic) x (n - k) 
(p, p)-contraction D such that 
El 0 





Now PAQ = (PYP-‘)(PBQ) = Y(PBQ), where ? = diag(g and @ is 
just a permutation of y. Therefore PAQ has the desired form if we set 
zJ = &jgj for 1 5 j 5 k and C = diag(yk+r , . . . , Gm)D. 
(c) --f (a): This is again trivial. ??
I would like to thank Grahame Bennett for discussing this topic with me 
on St. Patrick’s day 1999, during the Informal Analysis Seminar at Kent 
State University. He suggested I look at the extreme cases p = q = 1 and 
p = q = 00, and then try to “interpolate.” He also pointed out to me the 
reference for Maurey’s factorization theorem. 
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