Introduction
An understanding of global and regional ocean heat content (OHC) change is essential to understand both past and future climate change. It has been shown that more than 90% of the earth's energy imbalance (EEI) in the climate system is sequestered in the ocean (increasing the OHC), the rest goes into warming the land and atmosphere and melting ice von Schuckmann et al. 2016) . Therefore, OHC is the most robust indicator of climate change. During the past 30 years, many independent groups worked to estimate historical OHC changes, however large uncertainty has been found among the published global OHC time series (Rhein et al. 2013) . The uncertainty is sourced from instrument biases (specially for eXpendable BathyThermograph bias), mapping methods, and definitions of a baseline climatology (Abraham et al. 2013; Cheng et al. 2015b; Boyer et al. 2016 ). Most of these previous studies focused on global OHC changes (Lyman et al. 2006 (Lyman et al. , 2010 Levitus et al. 2009 Levitus et al. , 2012 Balmaseda et al. 2013; Lyman and Johnson 2014; Cheng et al. 2015b;  Abstract Inconsistent global/basin ocean heat content (OHC) changes were found in different ocean subsurface temperature analyses, especially in recent studies related to the slowdown in global surface temperature rise. This finding challenges the reliability of the ocean subsurface temperature analyses and motivates a more comprehensive inter-comparison between the analyses. Here we compare the OHC changes in three ocean analyses (Ishii, EN4 and IAP) to investigate the uncertainty in OHC in four major ocean basins from decadal to multi-decadal scales. First, all products show an increase of OHC since 1970 in each ocean basin revealing a robust warming, although the warming rates are not identical. The geographical patterns, the key modes and the vertical structure of OHC changes are consistent among the three datasets, implying that the main OHC variabilities can be robustly represented. However, large discrepancies are found in the percentage of basinal ocean heating related to the global ocean, with the largest differences in the Pacific and Southern Ocean. Meanwhile, we find a large discrepancy of ocean heat storage in different layers, especially within 300-700 m in the Pacific and Southern Oceans. Furthermore, the near surface analysis of Ishii and IAP are consistent with sea surface Roemmich et al. 2015) , while the uncertainty of basin-scale OHC remains unknown.
Regional OHC changes are crucial to understand the energy flows between the ocean basins. For example, during the current surge of research on the so-called "hiatus", some of the essential questions were, "Where is the heat redistributed in the ocean?" and "Which ocean basin is the key driver of the recent slowdown of global surface temperature increase?" (Trenberth and Fasullo 2013; Clement and DiNezio 2014; Trenberth 2015; von Schuckmann et al. 2016) . Independent studies have given different observational OHC changes and then proposed different mechanisms to explain the ocean heat redistribution (Meehl et al. 2011; Kosaka and Xie 2013; England et al. 2014; Balmaseda et al. 2013; Chen and Tung 2014; Drijfhout et al. 2014; Nieves et al. 2015; Lee et al. 2015; Liu et al. 2016) . For instance, Chen and Tung (2014) found that ocean warming below 300 m depth in the Atlantic and Southern Ocean dominated the ocean heat uptake during 1998-2012 period based on both ocean reanalysis dataOcean Reanalysis System 4 (ORAS4) and ocean objective analysis-Ishii data (Ishii et al. 2003) . They hence argued that the multidecadal variability of Atlantic Meridional Overturning Current (AMOC) contributed to the movement of heat to deeper layers. Lee et al. (2015) presented an abrupt increase of OHC in the Indian Ocean due to the enhancement of Indonesian Through Flow (ITF), which accounts for ~70% of global upper 0-700 m ocean heat increase since 2003. Nieves et al. (2015) indicated that the cooling in the top 100-m layer of the Pacific Ocean was mainly compensated by the warming within the 100-to-300-m layer of the Indian and Pacific Oceans since 2003. Cheng et al. (2015a) gave a distinctive pattern of global OHC change in the interior ocean: cooling in the upper 100-m depth and 300-to-700-m layers, warming in the 100-to-300-m and 700-to-1500-m layers and contributed the opposite warming trend in upper 300-m to the changes in frequency of ENSO warm and cool events.
Apparent discrepancies occur among the literature discussed above. Therefore, it is an urgent scientific issue to revisit the global and basin scale OHC changes revealed by different data products in order to examine what level of consensus can be achieved when using ocean analyses. What's more, detecting the uncertainty between different datasets will provide a basis for the further improvements of ocean subsurface temperature analyses. In this study, we investigate the basin-scale OHC changes on decadal scales by using three different ocean analyses, providing both the consensus and the discrepancies among the three datasets. It is vital to understand why the discrepancies occur for the different ocean analyses. We use two independent datasets-sea surface temperature (SST), and net radiative flux at the top of atmosphere (TOA) from satellite observations to validate the ocean analyses.
This manuscript is constructed as follows: an introduction of the datasets and methods is presented in Sect. 2. An inter-comparison of the OHC and the related subsurface thermal structure changes from the three products is made in Sect. 3. In this study, we will compare the global and basin-scale OHC changes by using three different objectively analyzed ocean datasets (Ishii et al. 2003; Good et al. 2013; Cheng and Zhu 2016) . The first two datasets are widely used in climate and oceanography studies, and the last one is a new ocean analysis that was a result of a careful evaluation of the impact of insufficient sampling on the temperature reconstruction (Cheng and Zhu 2016; Cheng et al. 2017) . Two periods (1998-2012 and 1983-1998 ) are used to examine the decadal OHC variation. A summary of this study and an outlook for the future improvement of the ocean analysis are provided in Sect. 4.
Datasets and methodology

Gridded temperature datasets
Three independent gridded temperature analyses are used in this study, which are briefly introduced below.
Ishii and Kimoto (2009) (hereafter Ishii data) uses a 3-dimensional variational method to fill the data gaps. Biases in expendable bathythermograph (XBT) and mechanical bathythermograph (MBT) data were corrected by their proposed method (hereafter IK09). The result is a monthly mean gridded map for the period of 1945-2012 with 1° by 1° horizontal revolution and 24 vertical levels from 0 to 1500-m.
The EN4 analysis uses an optimal interpolation method for the reconstruction at each ocean layer, with 1° by 1° horizontal revolution and 42 vertical levels from ~5.0-m down to about 5500-m layer (Good et al. 2013) . The XBT bias is respectively corrected by using the Levitus et al. (2009) method (L09 for the EN4-L09 analysis) and Gouretski and Reseghetti (2010) method (GR10, in the EN-GR10 analysis).
The IAP analysis is based on the Cheng and Zhu (2016) study from the Institute of Atmospheric Physics (so labeled as IAP). It is then further improved in Cheng et al. (2017) . The XBT profiles are corrected by using CH14 scheme proposed in . The mapping method is an ensemble optimum interpolation (En-OI) with CMIP5 model simulations providing error covariance and a firstguess. IAP analysis releases the data from 1940 to 2015, however more reliable reconstruction is possible since the late 1950s (Cheng et al. 2017) . The horizontal resolution is 1° by 1° and there are 41 vertical levels from 1-to 2000-m depths.
The major data source of all the three analyses is WOD (World Ocean Datasets) (Boyer et al. 2013 ), so they essentially use the same raw data. The differences among the three analyses reveal the uncertainty in the quality-control processes, mapping methods and XBT/MBT correction schemes. IK09 scheme assumes that XBT biases arise from depth error, and then they provide corrections for the XBT depths which are variable with time and probe type. L09 scheme corrects XBT temperatures by examining the temperature difference between XBT and CTD data, and their correction is time variable. GR10 scheme corrects both pure thermal bias and depth error, similar to CH14. And CH14 scheme explicitly accounts for many influencing factors of XBT bias, for instance: probe type, time and ocean temperature. Now the XBT community recommends the CH14 scheme be used because it currently provides the most appropriate bias correction strategy . The mapping methods are the major error source according to a new comprehensive analysis , and the XBT bias provides a secondary source of uncertainty.
Sea surface temperature datasets
The NOAA Extended Reconstruction Sea Surface Temperature (ERSST) provides global, monthly SST data with 1° by 1° horizontal resolution starting from 1854. Compared to the previous version, Version 4 uses the more extensive ICOADS Release 2.5 data and improved quality control, bias adjustment, and infilling procedures. Therefore, ERSST-v4 is used in this study.
NOAA's Optimum Interpolation Sea Surface Temperature (OISST, also known as Reynolds' SST) is a series of global analysis products, including the weekly OISST on a 1° grid to the more recent daily on a 1/4° grid. This analysis merges both satellite and in situ platforms (i.e., ships and buoys) by using an optimum interpolation method. Here we use the OISST data with 1° by 1° resolution which derived by a linear interpolation of the weekly optimum interpolation (OI) version 2 fields to daily fields then averaging the daily values over a month.
Heat flux datasets
TOA radiation flux (R T ) data are provided by CERES satellite (https://ceres.larc.nasa.gov). The monthly radiative flux dataset-EBAF, is used in this study, with a horizontal resolution of 1° ranging from 2000 March to 2016 August.
The monthly mean vertical integrated divergence of total energy and tendency of the total energy's vertical integral, which are associated with the atmospheric energy budget, are provided by the ERA-interim datasets with a horizontal resolution of 0.75° and can be downloaded from http:// www.cgd.ucar.edu/cas/catalog/reanalysis/ecmwf/erai/ index.html. So the surface net heat flux (Fs) is diagnosed from the atmospheric budget equation (Fasullo and Trenberth 2008) .
Only the seasonal cycle of Fs the over global ocean is examined and compared with OHC since it is much more stable compared with inter-annual changes. Surface net heat flux is converted to ocean heat storage (O E ) following the description in McKinnon and Huybers (2016) .
Method
OHC is calculated by integrating the temperature anomalies within a certain layer as shown in Eq. 1:
where , C p , T ′ are the density of sea water, thermal capacity and temperature anomaly respectively. Parameter h 1 and h 2 definite the lower and upper limits of the layer depth. In this study, the maximum value for h 1 is set as 1500-m, which is the maximum depth of Ishii analysis. The values of and C p are calculated from monthly temperature and salinity fields in Ishii and EN4 data, and we use the climatological salinity from WOA13 in the IAP analysis. The linear trend in OHC is calculated by a least square regression and the error is two times standard error. A 12-month climatology is constructed by averaging data from 2008 to 2012. Then it is subtracted from the temperature field to remove the seasonal cycle (Cheng and Zhu 2015) . A 12-month running mean is further applied to filter high-frequency signals from the monthly OHC time series since a recent study indicates that the monthly variation of OHC changes in ocean analyses are mostly nonphysical . In this study, the global ocean is divided into the Southern, Pacific, Atlantic, and the Indian Oceans as in Lee et al. (2015) , except that the Southern Ocean is connected with other basins at 35°S.
Results
In this section, global and regional OHC changes based on the three products are shown (Sect. 3.1). To examine the decadal variations, we focus on two periods: 1983-1998 and 1998-2012 , the latter is typically referred as the slowdown period in the literature. Geographical patterns of OHC changes are discussed in Sect. 3.2. In Sect. 3.3,
temperature changes for different ocean layers are shown and will be used to provide an indication for the vertical heat distribution. Further comparisons with two kinds of independent datasets are provided in Sect. 3.4.
Time evolution of OHC
Global OHC time series for the upper 1500-m since 1970 are presented in Fig. 1 , accompanied with OHC changes in the four major ocean basins: the Atlantic, Southern, Pacific, and Indian Oceans. It appears that OHC varies on different time scales ranging from interannual, decadal to multi-decadal scales. On a multi-decadal scale, there is a pronounced increase in OHC since 1970, which is robust globally and in all four major basins. This indicates a robust fingerprint of global warming due to the persistent positive radiative imbalance (Loeb et al. 2012; Allan et al. 2014 ) since the global ocean stores the majority of the heat of Earth's energy imbalance (Trenberth et al. 2014a, b) . However, the long-term trend of global OHC from 1970 to 2012 reveals (Fig. 1) because the Argo network greatly increases the ocean subsurface observations and increases the reliability of OHC estimates (Johnson et al. 2015; Wijffels et al. 2016; Riser et al. 2016) .
Regarding decadal OHC changes, quantification of OHC in each ocean basin in the two successive periods gives implications about ocean heat redistribution on decadal scales. For the 1983-1998 period, the global OHC linear trend (Fig. 2) 23 J/ decade), indicating that the major uncertainty in global OHC changes comes from the Pacific Ocean and Southern Ocean. It is possible that larger uncertainty in these two ocean basins arise from their area or the sparse observations especially for the Southern Ocean and we will give a detailed analysis in the following Sect. 3.4.3.
During the 1998-2012 period, trends of global OHC are much more consistent, varying from 0.81 to 1.0 × 10 23 J/ decade (Fig. 2) . It is still a question which ocean basin has sequestered more heat during the recent hiatus period than prior to that time? In the Atlantic and Indian Ocean, all datasets show a robust acceleration of OHC increase during the recent decade compared with 1983-1998. The Pacific Ocean shows a slowdown of OHC increase during the 1998-2012 period for the IAP and Ishii data (not for EN4-GR10). And the Southern Ocean experiences a slight slowdown of OHC increase in the IAP data but significant increase for EN4-GR10 and Ishii analysis. This finding indicates that, although heat accumulation is evident in the global ocean, the basinal OHC change is still uncertain among different datasets.
The relative contribution of each ocean basin to global ocean heat uptake is shown in Fig. 3 . During 1983 During -1998 , the Pacific Ocean dominates the global ocean heat uptake in the Ishii and IAP analyses, but EN4-GR10 data shows a dominance of the Southern and the Indian Oceans. By contrast, during 1998-2012, Ishii and EN4-GR10 data show that the Atlantic and Southern Oceans account for the majority of global ocean heat uptake while IAP data indicates a more uniform contribution from each ocean basin. Shifting the start and end points by 2 years does not alter the conclusions.
These results suggest there is no consensus quantification of the difference of OHC changes in the recent decade compared with the previous decade on a basinal scale, because of the large uncertainty in OHC estimates in the early period such as 1983-1998 and also in the Pacific and Southern Ocean in the recent decade.
On inter-annual scales, both ENSO and the eruption of volcanoes are dominant mechanisms responsible for the OHC changes Trenberth et al. 2014a) . El Niño events contribute to heat loss from the ocean to the atmosphere, while La Niña events give the reverse (Fasullo and Nerem 2016) . Volcanic eruptions increase aerosols in the atmosphere which reduce the absorption of short wave solar energy, leading to a net heat loss in the Earth system (Church et al. 2005) . Figure 1 marks the El Niño and La Niña events since 1970, typically the OHC decreases (increases) during El Niño (La Niña) events. All products show an OHC decrease after the El Chichón volcano eruption in March 1982. However, when Mt. Pinatubo erupted in July 1991, EN4-GR10 and IAP data show a weak decrease in global OHC, which is absent in Ishii data.
Although the radiative forcing changes arising from Mt. Pinatubo is significantly greater than that of El Chichón, the OHC decrease after El Chichón is much larger, which is evident for all datasets. It has been shown in Cheng et al. (2017) that the OHC variability on inter-annual scale is comparable with error due to insufficient ocean sampling (signal/noise ratio less than 2). Therefore, it is possible that the weaker OHC signal after Mt. Pinatubo is linked to sampling error. Moreover, it is possible that XBT also contributes because the XBT bias for each year is calculated by combining several years' data together (i.e. 5-years in CH14), where the year-to-year variation of XBT bias is underestimated. In addition, these two volcanic eruptions were coincident with 1982/83 and 1991/92 El Niño events respectively. The stronger magnitude of the 1982/82 El Niño event may account for the larger OHC changes in the Pacific and global ocean. The associated OHC changes arise from both ocean internal variability and external forcing and separating the impact of the two phenomena is complicated and beyond the scope of this study.
What's more, we compare the global and basin-integrated OHC changes estimated from EN4-L09 and EN4-GR10 (Fig. 1) . The difference between the two datasets is only due to XBT bias, since the data source, quality control process, mapping method, and the climatology are the same. In global and each ocean basin, there is a significant difference between the two XBT correction methods from 1980 to 2000: the maximum OHC difference is ~0.5 × 10 23 J around 1995. However, the total OHC change since 1970 is ~2 × 10 23 J. This highlights the importance of XBT bias corrections in OHC calculation, and indicates the XBT bias is still the major error source in ocean subsurface temperature analysis. Boyer et al. (2016) comprehensively examined the uncertainty in OHC estimates due to XBT biases correction schemes, mapping methods and the definitions of climatology. They found that mapping method was the largest source of uncertainty. We also used L09 correction in IAP dataset, showing a very similar OHC time series as current IAP OHC (figure not shown), which shows much stronger long-term trend than EN4-L09, confirming that the mapping method is another major source of error. Differences in OHC time series provided in this study most likely arise from a combined effect of many factors and deserves further in-depth study.
Geographical pattern of long-term OHC changes
As there are some discrepancies for the inter-annual and decadal scale OHC changes in different ocean basins, it remains to be seen whether a robust geographical pattern of OHC changes can be obtained. Figure 4 shows the linear trends of OHC changes in each 1° by 1° grid box for 1983-1998 (left) and 1998-2012 (right) 1983-1998 and 1998-2012 periods separately. Generally, all three products show a consistent pattern of OHC changes in each decade. Although globally integrated ocean has gained heat continually during the past several decades, the heating magnitude varies regionally and parts of the ocean even lose heat. During the 1983-1998 period, ocean warming is evident in the Southern Pacific, Southern Ocean and middle latitudes in the Atlantic and North Pacific Ocean. The Indian Ocean is cooling except in Arabian Sea.
Ishii data show much weaker trends in the Southern Ocean than the other two products, and the variability is also much weaker than the other regions, which are likely nonphysical; The Southern Ocean is characterized by the shape fronts near the Antarctic Circumpolar Current (ACC) regions where many eddies occur. In addition, data is sparse in the Southern Ocean, and the gap-filling method of Ishii data is weak at reconstructing the variability in such regions. In the recent decade, due to more data in this region, Ishii data show comparable spatial variability in the Southern Ocean with the other datasets.
During the 1998-2012 period, more consistency in OHC change can be found among the three datasets. Now we are able to give a more detailed picture about the heat redistribution during the past several decades. There are positive OHC increases in the Indian, western tropical Pacific, subtropical Pacific, and tropical Atlantic Oceans (Fig. 4) . Therefore, it appears that there is no single ocean basin that is solely responsible for the ocean heat uptake. Instead, the heat is redistributed in the different ocean basins. The As empirical orthogonal function (EOF) analysis is widely used to detect the key modes of variability (Deser et al. 2010) , this tool will be employed to determine whether the three products show consistent dominant modes of OHC variation. Here we calculate the first three modes of the OHC changes through EOF analysis. In order to filter out high-frequency noise in OHC analyses, we calculated a 12-months running mean before the EOF analysis. Generally, the three datasets show a consistent geographical pattern of the first three EOF modes (Fig. 5) , although there are some differences in the smoothness of the patterns especially in the Southern Ocean. The first two modes all show an ENSO-like pattern in the Pacific Ocean, mimicking the Pacific Decadal Oscillation (PDO) or Inter-decadal Pacific Oscillation (IPO) patterns in the pan-Pacific. And the third modes show a strong band-like pattern in the Pacific: negative anomalies in the tropics and mid-latitudes, positive anomalies in the subtropical North Pacific and Southeast Pacific. Smaller scale phenomena appear in Ishii and EN4-GR10 compared to the IAP analysis, probably due to different correlation length scales used in the mapping methods.
The time series of the associated principle components (PCs) are shown in Fig. 6 . We compare the PC time series with the indexes of the two main climate internal decadal variabilities: IPO indicated by IPO index (Henley et al. 2015) and Atlantic Multi-decadal Oscillation (AMO) indicated by AMO index (Enfield et al. 2010) . Both PC1s and PC2s correlate with both IPO and AMO indices with the correlation coefficients varying from 0.41 to 0.68. The correlation between PCs and IPO/AMO indices (Table 1) indicates that IPO and AMO may play an important role in the global OHC changes (Trenberth and Fasullo 2013; Chen and Tung 2014; Drijfhout et al. 2014) , although the mechanisms of OHC changes related to AMO/IPO are still unclear and require further examination. In summary, three datasets show consistent key modes of historical OHC variability since 1970 (PC-1, PC-2 and PC-3), suggesting a possibility to examine the driver of OHC changes in the future by either dataset.
OHC changes in different ocean layers
OHC is an integration of ocean temperature changes, so it is valuable to examine its change at different depths to identify the source of uncertainty. Here we calculate the OHC trends for each depth during both the 1983-1998 (Fig. 7) and 1998-2012 periods (Fig. 8) . Four vertical layers are examined here: the upper 100-, 100-300-, 300-700-m and below 700-m, similar to Cheng et al. (2015a) . During the 1983-1998 period, three datasets show very large differences, for instance: for the upper 100-m, IAP and Ishii show a strong warming for the global ocean (up to 1.6 × 10 19 J/year), but EN4-GR10 shows a near-zero trend. This difference is sourced from Pacific and Indian Ocean (Fig. 7d, e) . Weaker trends near the surface in EN4-GR10 data than the other datasets will be discussed in Sect. 3.4 compared with SST datasets. Within the 300-700-m layer, Ishii and EN4-GR10 show near-zero trend while IAP presents a strong warming which is largely due to the Southern Ocean and the Pacific Ocean (Fig. 7c, d ). Below 700-m, Ishii and IAP show ocean warming while EN4-GR10 lacks warming. This behavior is also attributed to the differences in the Southern Ocean and Pacific Ocean (Fig. 7c, d) .
The Indian Ocean and Atlantic Ocean are the regions with less uncertainty than the Southern Ocean and Pacific Ocean, consistent with our findings in the previous sections (i.e. Fig. 1 in Sect. 3.1). It is interesting that the largest differences among the three datasets occur in 300-700-m in the Southern and Pacific Oceans, which contains the sparsest data coverage. This suggests that mapping is still a major error source in ocean subsurface temperature reconstructions, and a comprehensive examination for the current existing mapping methods is required.
In the most recent decade, within 1998-2012, there is much better consistency among the three products than the 1983-1998 period. The upper 100-m experienced a weak warming (IAP and Ishii) or cooling (EN4-GR10), coincident with the global surface temperature slowdown discussed in recent literature (Xie 2016) . This 0-100-m warming slowdown is accompanied with a large subsurface warming within 100-300-m, which is consistent among these three datasets. The global structure in the upper 300 m is dominated by the temperature changes in the Pacific Ocean (Fig. 7d) , suggesting that the Pacific Ocean may play a dominant role in controlling the global ocean changes in the upper 300-m as found in . Below 300-m, both Atlantic and Southern Oceans experience a robust warming down to 2000-m, while the Pacific Ocean (Indian Ocean) shows near-zero warming below 300-m (700-m). The three datasets show the largest difference in the Southern Ocean than the other basins, partly because the Argo network is still sparse in ice-covered regions and also might be due to the uncertainty during 1998-2005 period due to the transfer in ocean observation systems . In summary, prior to 1998, the temperature changes in Global, Pacific, Southern Oceans show large discrepancies among products, hindering a robust detection of both regional and global OHC changes. Since 1998, all datasets show consistent variation of temperature change in the upper 1500-m, although the magnitude of the changes is different, especially in the Southern Ocean. Now the Argo community is working to improve the Argo coverage in the ice-covered regions which will potentially increase the data coverage in the Southern Ocean and then improve the OHC assessment.
Comparison with independent datasets
We compared the OHC changes among the three products in the previous section. Inter-comparison with independent datasets might give a helpful insight into the data quality. State-of-art SST datasets are used to assess the surface reconstruction of the three datasets. And also we compared the seasonal cycle of the radiative imbalance at the top of the atmosphere with that of OHC analyses, since OHC is the major contribution of the radiative imbalance in the Earth system. Figure 9 shows the time series of the temperature change at the first level in EN4-GR10, Ishii and IAP data, compared with three SST time series from different international groups. Large interannual variability linked to ENSO is embedded with the long-term warming, as revealed by all products. When calculating a linear trend since 1998, all datasets show a slowdown of SST increase compared with the 1983-1998 period. However, EN4-GR10 shows much smaller trends than the other datasets for both 1983-1998 and 1998-2012 periods. The EN4-GR10, as an outliner, is likely biased in their mapping method, however the reason is still unknown. Again, differences in mapping methods might be mainly responsible for this difference.
Near surface sea temperatures
Seasonal cycle of OHC
The net air-sea heat exchange directly links the ocean and atmosphere and helps determine the changes of global OHC. The surface net heat flux, derived from the atmospheric energy budget equation, can be used to evaluate seasonal cycles of the global OHC. The seasonal cycle is calculated by retaining the annual and semi-annual harmonics of the monthly time series through least-square fitting. Here it is assumed that there is a stable seasonal cycle for net air-sea heat flux.
A consistent seasonal cycle is displayed in Fig. 10 : ocean releases heat from boreal spring to autumn, and traps heat from boreal autumn to spring. The peak of the seasonal cycle of OHC occurs in April due to the asymmetric distribution of ocean and land in Northern and Southern Hemisphere. A short-period climatology (constructed by data during 2008 , Clim2008-2012 ) and a long-period climatology (using data within 1970 (using data within -2012 (using data within , Clim1970-2012 analysis shows similar amplitude and phase in both periods. Although the seasonal cycles during a long-period climatology is less affected by ENSO events, it will be affected more by the error due to less data coverage before the Argo period especially for Ishii and EN4-GR10 analyses. In other words, IAP analysis provides more robust estimate for seasonal OHC variations.
The discrepancies mainly exist during boreal Autumn both in amplitude and phase. Several possible reasons account for the uncertainty: (1) insufficient data in high-latitude oceans and marginal seas, as investigated in (McKinnon and Huybers 2016); (2) uncertainty in the ERA-interim reanalysis datasets and TOA radiative flux; and (3) the OHC changes below 1500 m might play a role.
The probability density distribution of OHC in Southern Ocean
In Fig. 3 , a much smaller and smoother variability is found in the Southern Ocean OHC for the Ishii data. We argue that it is probably due to the sparse distribution of in-situ data and the mapping method which is not able to reconstruct the real ocean variability. The Ishii mapping method used zero anomalies as a first-guess, assuming no change in the data-sparse regions. So the reconstruction in the data gaps might be strongly affected by the first-guess and create a "no data, no signal" error. The probability density function (PDF) distribution of the OHC anomalies provides useful insights (Fig. 11 upper panel) . If the analyses field drifts to the first guess (zero), there may be larger peak of the OHC anomalies near zero. Ishii data (in dark blue) show consistently larger peaks near zero than the other two datasets, and the differences between Ishii and the other two datasets get smaller in the more recent decades. This behavior is more obvious in the Southern Ocean as is shown in the bottom panel of Fig. 11 , since the Southern Ocean has the sparsest distribution of in-situ data.
Geographical pattern of uncertainty and its possible link with data count
It is clear that OHC estimates from individual dataset differ from each other and large uncertainty exists especially in the pre-Argo period. But why are the uncertainties in the Pacific and Southern Oceans larger than that in the other basins before 2005 ( Fig. 1) ? Here, we define the ensemble
(f) (g) (h) (i) (j) Fig. 11 Probability density functions of OHC anomalies during the past five decades from left to right revealed by three datasets, Ishii (dark blue), EN4-GR10 (red) and IAP (sky blue), the upper panels a-e are for the Global Ocean and the bottom panels f-j are the results in the Southern Ocean mean (EM) and ensemble spread (ES) of OHC estimates in Eqs. 2 and 3, similar to Xue et al. (2017) .
where X k (x, y, t) denotes the OHC estimate from an individual analysis and N is the total number of the datasets. The ES, as described by Eq. 3, provides a measure of difference among objective analyses in a way similar to the ensemble spread used in ensemble forecasting. The geographical pattern of ensemble spread is shown in Fig. 12 and the numbers in the figure indicate the areaaveraged ES of each ocean basin in two successive periods , the pre-Argo era; 2005-2012, the Argo era). The area-averaged ES values decrease in each ocean basin during the last decade, indicating that Argo project helps to dramatically increase the accuracy of ocean subsurface analysis. The ES in the west boundary currents (Kuroshio Current, the Gulf Current etc.) and the Antarctic Circumpolar Current (ACC) regions are larger than the other locations, because these regions contain rich meso-scale eddies. Even the Argo network is insufficient in representing the ocean variabilities at these regions. In the Southern Hemisphere (south of 20°S), the three datasets always show large discrepancies pre 2004. This is linked to both
rich meso-scale variabilities in ACC regions and poor data coverage in the Southern Hemisphere before Argo. Therefore, our results encourage an enhanced observing system with better capability of monitoring the regions with large gradient in the future.
Discussions and summary
This study compares the OHC changes in the three gridded subsurface temperature datasets for four major ocean basins. The findings confirm that each ocean basin has experienced a robust warming in the past three decades. And the basin integral of OHC estimates in the Atlantic and the Indian Oceans show smaller uncertainty since the 1970s compared to the Pacific and Southern Oceans due to the disproportionate area. A robust geographical distribution of OHC changes can be detected for all products, although the interpretation for the geographical pattern requires further analysis (Xie et al. 2015) . Apparent discrepancies were also found among the products, especially in the Pacific and Southern Oceans. It is helpful to compare the OHC changes in each ocean basin in the recent decade (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) to review the key findings in the current hiatus-related literatures. Figure 13 shows OHC changes based on the three datasets, including the upper 700-m OHC change in the Indian Ocean (as calculated in Lee et al. 2015) , OHC between 100-to-300-m depth in the Indo-Pacific basin (as calculated in Nieves et al. 2015) , OHC below 300-m in the Atlantic and Southern Ocean (as calculated in Balmaseda et al. 2013; Chen Drijfhout et al. 2014) and OHC between 100-to-300-m depth in the Pacific Ocean (as calculated in Meehl et al. 2011) . It is apparent that all of these regions are ocean heat sinks in the current decade, but there is no clear indication of which ocean basin dominates the global OHC change.
Substantial uncertainty in the decadal OHC redistribution globally among the three datasets prevents reaching a conclusion about the relative contribution of each basin to the global OHC changes. To understand the relation between OHC changes and the global warming slowdown/ hiatus, we need quantify the storage of heat not only during the hiatus period but also during the decades before the hiatus. So we recommend a comprehensive evaluation in the future to quantify the impact of insufficient ocean sampling on historical OHC calculations, i.e. the performance of different mapping methods. A recent study (Cheng et al. 2017) used data during Argo period as "truth", and then subsampled the "truth" according to the historical sampling. By comparing the reconstructed field with the "truth", the accuracy of the reconstruction can be assessed. This study showed a reliable reconstruction for IAP mapping for decadal and multi-decadal OHC variations in the major ocean basins. Similar tests are highly recommended in the future.
Current observation system, covering mostly region of global ocean, increases the accuracy of OHC estimates and reduces the disagreement between different datasets compared with the pre-Argo era. But OHC estimates among oceans with more energetic oceanic phenomena such as ocean fronts and meso-scale eddies, still have large uncertainty in the Argo era. The current observation system should be maintained and extended in the future to be achieve a more complete ocean sampling.
Since one can never re-observe the ocean in the past, some synthetic data should be used, for instance high-resolution model outputs, sea level data, etc. Furthermore, data during the Argo period are still insufficient to observe the meso-scale eddies and OHC changes related to weather phenomena. Therefore, high-resolution models and sea level data will be helpful for the further evaluation of the current OHC analyses. Such a practice will significantly improve the understanding of the uncertainty in OHC estimates and facilitate more accurate reconstruction of historical OHC changes. 
