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１．格＝uT
Pesetsky（２００４a, b）によれば以下の（１）の英語の現象は，経済性原理，
及び，「格＝uT」分析（格を解釈不能なTense素性（uninterpretable tense
feature；［uT］）と仮定する分析）で簡潔，かつ，統一的に説明できる。経
済性原理とは，「ヒト脳内の自然言語システムの計算は最小限の労力で行われ
る」というものである。「格＝uT」分析とは，格素性の正体を，解釈不能なT（tense：
時制）素性とする分析である。従来，定のTと主格素性［NOM］（nomina-
tive）の親和性は指摘されてきた（Takezawa １９８７）。ここから，定Tが
［NOM］を持つという分析が行われた（定T＝［NOM］分析）。「格＝uT」分
析は，この「定T＝［NOM］分析」を逆転させたものである。つまり，定T
が［NOM］を持つのではなく，［NOM］が解釈不能なT素性（uT）であると
する。更に，主格［NOM］，対格［ACC］の区別を破棄し，構造格全てをuT
として捉える立場である。この立場は既に日本語の分析で［NOM］［ACC］
共にTが照合するとしたMiyagawa（１９９３）の分析で基本的には表明されてい
る。この場合，動詞Vは対格素性の照合には関与しない。しかし，他動詞と対
格素性を含む目的語の親和性の高さ，状態性動詞と主格素性を含む目的語の
親和性の高さを考慮すると，動詞と目的語の関連を無視できない可能性も問
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題として残る。MiyagawaとPesetskyの「格＝uT」分析は構造格の中の主格，
対格の区別を破棄し，格素性自体の存在も破棄する試みである。本稿は「格
＝uT」分析の問題点を指摘しながら，若干の軌道修正と，より説明力の高い
原理を提案し，その原理によって英語だけでなく，日本語のデータも包括的，
かつ，簡潔に説明できることを示す。まず，以下のような英語のデータを観
察する。
（１）a. What2 did Mary read t2?
b. *What2 Mary read t2?
c. *Who1 did t1 read the book?
d. Who1 t1 read the book?
（２）a. Who1 t1 read what2?
b. *What2 did who1 t1 read t2?
（３）a. What2 do you think（that）Mary read t2?
b. Who1 do you think（*that）t1 read the book?
(cf. Pesetsky 2004a, b)
まず，記述的一般化を行う。（１）の目的語疑問詞移動の場合（１a），T（did）
がCへ移動するが，主語疑問詞移動の場合（１c），TのCへの移動は起こらな
い。例（２）では主語，目的語ともに疑問詞の場合はTのCへの移動は起こら
ない。（３）では目的語疑問詞が定従属節から移動する場合はthatは任意であ
るが，主語疑問詞が定従属節から移動する場合はthatは出現できない（that－
trace effect；that－痕跡効果）。
Pesetskyは（１a，b）の非対称性を次のように説明する。今，派生が（４）
の段階まで進行したとする。Pesetsky（２００４a，b）はChomsky（２０００）とは
異なる素性システムを提案する。すなわち，格素性を，DPとCPの解釈不能な
T素性（［uT］）と仮定する１）。
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（４）
Cは［uT］（Caseに相当），［uWH］，指定部埋め素性の［EPP］を持つ。まず，
Cは自分から最短距離にあって自分の持つT素性を持つ標的を探す。ここで仮
定されている最短距離の定義を示す。
（５）αがβをc統御し，かつ，βがγをc統御し，かつ，α，β，γが素性F
を持つ場合，αから最短距離にあってFを持つものは，β，及び，βが結
合された時に同時に生じる投射Ｐである。
例えば，次の樹形図で考える。
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（６）
Xから最短距離にあって［F］を持つものは，AP，及び，APが結合された時
に生じる投射YPである。（４）で，Cから最短距離にあって［T］（［uT］，又
は，［iT］）を持つものは，MaryとTPである。CがMaryを標的にした場合，
MaryはCP指定部に牽引され，Mary read what?となる。更にCがwhatをCP
指定部に牽引した場合，（１b）のwhat Mary readとなる。この場合，what
とMaryがCP指定部に入る。しかし，英語のCは多重指定部を許さない形でパ
ラメータ設定が行われている。英語では疑問詞が顕在的に移動する場合，１
個に限定される。英語のCPは指定部を２個持てない２）。（１b）はCが禁止さ
れる多重指定部構造を持つことから派生が崩壊する。一方，（４）でCがTP
を標的とした場合が（１a）である。この場合，CにはTPとwhatが見えている
が，Cは自分から最短距離にあるTPを牽引することになる。しかし，Cが牽引
するのは，TPでなく，TPの主要部Tである。TP（文）は重すぎるので，最終
手段として，TPの主要部TがCに移動する。この中間段階ではTはdidとしてC
に付加し，did Mary read whatが形成される。更に，CのuWHは遠隔にある
whatを標的にし，whatをCP指定部に牽引し，（１a）のwhat did Mary read
が形成され，派生は収束する。
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２．重力原理
構造（６）で，XがAPかYPかのどちらかを選ばなければならない時，経済
性原理によって必ずAPが選択されるということを示す証拠がある。次の例を
考える。
（７）*Did who read the book?
上の例のwh移動直前の関連構造を示す。
（８）
上の構造でCには，主語whoとTPが，自分（＝C）から最短距離にあって同じ
種類の構造素性を持つ要素として見えている。しかし，whoとTPではTPの方
が構造的に重い。つまり，主語whoは単純構造のDPであるが，TPは重層構造
を持つ節である。従って，Cは軽い方の主語whoを牽引する。重いものを引き
上げるより，軽いものを引き上げる方が労力が最小で計算効率もよい。しか
し，（７）ではCは結果的に重い方のTPを牽引対象として選択した。TP自体は
重すぎて牽引できないので，Cは最終手段としてTPの主要部Tを牽引する。こ
の段階で主語whoが，Cに付加したTをVから隔離しているので，いわゆるdo
－support（意味素性を持つ要素が音素性を持たないことを回避する処理）の最
終手段により，Tはdidとして実現する。Cの［uWH］と主語whoの［WH］は
顕在移動なしにその場で照合・消去される。これは，例えば，Who read what?
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において，whatの［uT］が転送（Spell－Out；PF－LF分岐）前の移動なしに
（つまり，転送以後のLFにおける移動によって，或いは，素性のみの移動に
よって）Cの［uT］により照合・消去されるのと同じメカニズムである。そ
の結果，生成される文が（７）である。つまり，（７）の異常性は，Cが，よ
り重い構造を持つ要素であるTPを牽引対象として選択するという経済性原理
に違反した瞬間に既に決定されている。次のような経済性原理を想定できる３）。
（９）重力原理
PからT１とT２は同等最短距離にあり，かつ，N（T１）＞ N（T２）の
場合，PはT２を牽引する。（N＝M）
N（T１）とは標的１（target；T；移動する要素）が含む節点（node；N）の
中の主要部の投射節点の数である。従って，N（T１）＞ N（T２）とは，標
的T１内の主要部の投射節点の数は，標的T２内の主要部の投射節点の数より
多いことを示す。Pはprobe（探索子；標的を見つけ出し標的を牽引する側）で
ある。Mはmass（質量）である。N＝Mとは節点の数が質量であることを示
す。探索子Pから標的T１とT２が同等最短距離にある場合，Pは節点の数が少
ない（質量の小さい）T２を牽引する４）。「構造的質量（mass；M）」は主要部
の投射節点（node；N）の数で決定する。すなわち，MとNは正比例の関係に
ある。重力原理は経済性原理の下位原理である。アインシュタインの有名な
物理学の方程式E＝MC２（エネルギー＝質量×光速の二乗）は，質量はエネル
ギー（労力）であることを示す。質量の大きいものを移動させるには大きな
労力が必要である。質量の小さいものを移動させる方が労力は少ない。つま
り，質量の小さいものを移動する方が，労力も少なく，経済的で効率もよい。
例えば，CからTP指定部にある主語DPとTPが同等最距離にある場合，CがTP
を牽引しようとした段階で重力原理の違反が生じる。主語DPとTPの質量を比
較すると，主語DP構造内の主要部の投射節点数は{N’, NP, D’, DP}の４で
あり，TP構造内の主要部の投射節点数は{V’, VP, v’, vP, T’, TP}の６であ
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る。よって，主語DPはTPより質量が小さい。実際の移動ではTPは重すぎる
のでCは結果的にTPの主要部Tを牽引するが，これはあくまで最終手段である。
DPとTの質量の差は問題にならない。実際，（５）の最短距離の定義によると，
Cにとって最短距離にあるのは主語DPであって，Tではない。従って，T自体
は最初からCの牽引対象として主語DPと競合しない５）。間接疑問文の場合、
CはTを牽引して自らの［uT］を消去するしかない（Did Mary read the book？）。
次に，（１c，d）を考える。（１c，d）を再提示する。
（１）c. *Who1 did t1 read the book?
d. Who1 t1 read the book?
今，（１c，d）の派生が次の段階まで進行したとする。
（１０）
まず，CのuTが最短距離にある［T］を標的にする。whoとTPいずれも同等最
短距離にある。今，CのuTがTPを標的にしたとする。すると，この場合，ま
ず最初の段階でTがCに移動し，それから，次の段階でCのuWHがwhoを標的
にしCP指定部に牽引するという，二段階を含むことになる。CがTを牽引した
最初の段階では主語whoが存在し，Cに付加したTとVが隣接しないので，T
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はdidとして実現する（do－support）。しかし，私見によれば，この最初の移動
は既に重力原理に違反している。従って，厳密に言えば，（７）で見たように，
この段階で派生の崩壊は既に決定されているはずである（（７）*Did who read
the book?）。しかし，とりあえず，次の段階で主語whoが牽引されたとする。
その結果が（１c）である。要は，上の例では同等最短距離にある二つの要素
が二つとも牽引されているということである。重力原理を仮定すれば，Cが重
力原理に従いwhoを牽引できるのに，それに反してTP，故に，T（did）を牽
引した段階で派生の崩壊は決定している。
次に，Cが主語疑問詞whoだけを標的にした場合を考える（これは重力原理
に従っている）。Pesetskyによれば，この場合，Cはwhoを牽引するだけで，
自らのuTとuWHを照合・一致・消去できる。つまり，一段階で関連するuF
照合が済む。結果として形成される文は，（１d）のwho read the book?であ
る。ここで，Pesetskyは次のような原理を提案する。
（１１）移動（派生）の経済性原理
主要部HのuF［EPP］は最小回数の移動操作によって満足されなければ
ならない。
つまり，構造（１０）において，Cは，TPを標的にするよりwhoを標的にする方
が，移動回数が少なくて済むので，より経済的である。Pesetskyの分析によ
れば，構造（１０）においてCがTPを標的にする派生は，移動（派生）の経済
性原理によって排除される６）。
しかし，私見によれば，Pesetskyの提案する移動（派生）の経済性原理に
は重大な問題を含む。すなわち，移動（派生）の経済性原理は，複数の派生
の労力を見越して天秤にかけ，労力の小さい方を選ぶという，「大域的先見」
（Global Look－Ahead）を含んでいる恐れがある。大域的先見は，記憶容量
の爆発的（指数関数的）な増加を招くので，記憶容量の最小化が要請される
自然言語計算システムからは排除する必要がある７）。一方，筆者が提案する
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重力原理は厳密に局所的な計算による決定なのでそのような問題は免れる８）。
３．優位性効果（英語）
では，（２）はどのように説明されるか。（２）を再提示する。
（２）a. Who1 t1 read what2?
b. *What2 did who1 t1 read t2?
今，派生が次の段階まで進行したとする。
（１２）
例（２a）の場合，Cは自分から最短距離にあって重力原理を満たす主語疑問
詞whoを牽引する。目的語疑問詞whatは転送操作以降にCが素性［uT］［WH］
のみを牽引し照合を行う。（２b）の場合，Cは最短距離にあって同じ種類の素
性を持つ主語DPとTPを無視して，わざわざ遠隔のwhatを牽引している。こ
れは移動は最短距離で行わなくてはならないという経済性原理に違反する９）。
最後に（３）を説明する。（３）を再提示する。
（３）a. What2 do you think（that）Mary read t2?
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b. Who1 do you think（*that）t1 read the book?
ここでPesetsky（２００４a，b）は次のような仮説を設定する。
（１３）補文標識thatは，Cが牽引したTである。
今，（３a）の派生が次の段階（従属節）まで進行したとする。
（１４）
まず，従属節CはMaryかTPを標的にする。CがMaryを牽引した場合，CはT
を牽引しない。これは重力原理に従っている。更に後の段階で主節Cがwhat
のコピーを牽引する。この派生による結果を示す。
（１５）What2 do you think［CP t’2 Mary1［TP t1 read t2］］?
一方，（１４）で重力原理に反して従属節CがTPを標的にした場合は，CはT
を牽引する。このTはCの位置でthatとして実現し発音される。主節Cはwhat
を牽引する。この派生による一次元情報を示す。
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（１６）What2 do you think［CP t’2［C that1］［TP Mary［T t1］read t２］］？
Pesetskyは，このようにして（３a）におけるthatの任意性を説明する。しか
し，この分析は，何故，（１４）で重力原理に反して従属節CがTP（しかし，実
際はTPは重すぎるので最終手段として結果的にT）を牽引しても容認される
のか（結果は（１６））という問題が残る。つまり，重力原理は，what do you
think that Mary readは容認されないはずだと事実に反して予測する。
しかし，本稿で提案する重力原理と最短距離の定義（５）を厳密に適用す
れば，より簡潔な説明が可能である。すなわち，（１４）で従属節Cに見えてい
るのは，Tとwhatである。Maryの［uT］は既にTP指定部でTにより消去され
ている。よって，CにはMaryは見えない。Tとwhatを比較すると，Cから最短
距離にあるのはTの方である。従って，CはTを牽引する。この場合，CがT
を牽引するのはCが自分の［uT］の消去を優先した結果である。重要なこと
は，この場合，CはTPを牽引対象としてTPが重すぎるので最終手段としてT
を牽引したのではないということである。そもそもCにはMaryは見えていな
いので，Maryと同等距離にあるTPを牽引対象として認識していない。CがT
を牽引するのは単にTが最短距離にあるCの標的であるからである。この場合，
Cに付加したTは主語Maryが介在することによってVから引き離される。その
結果，do－supportのような音韻的な実現が要請される。この場合，Tはthat
として実現する。do－supportならぬthat－supportである。更にCはwhatを牽引
する。この派生による一次元情報は，（３a）のthatが発音される情報，つま
り，what do you think（what）that Mary read（what）である（括弧は発
音されない原型と中間コピー）。一方，Cは自分の［uWH］の消去を優先する
場合がある。この場合，Tは［WH］素性は無関係なのでCはwhatを牽引する。
この場合，CはTを牽引しないのでthat－supportは不要である。この派生の結
果の一次元情報は，what do you think（what）Mary read（what）である。
つまり，thatの任意性は，Cが自分の持つuFである［uT］と［uWH］のどち
らを優先的に消去するかに還元できる。この分析は重力原理に従う。では
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（３b）はどうか。（３b）の派生が次の段階まで進行したとする。
（１７）
Cはwhoを牽引するだけで自らのuFを一度に照合・消去できる。移動の経済性
原理によると，CがTを牽引し，更にwhoを牽引するのは非経済である。よっ
て，Cはwhoを牽引し，Tを牽引しない。これがPesetskyの説明である。Pe-
setskyによれば，従属節内の主語疑問詞whoが取り出される場合，thatが出現
しないのは，もし，出現した場合，従属節CがTを牽引したことになり，これ
は移動の経済性原理に違反するからである。すなわち，CはTPを牽引対象と
して選択し，TPではなくTを牽引した場合，更に，主語疑問詞whoを牽引する
ので派生が２回の移動となるのに対し，whoを牽引する場合，１回の移動で済
む。よって，派生の経済性原理はより回数の少ない移動を選ぶので，主語疑
問詞whoが移動する派生が選ばれる。しかし，先述したように，この分析は大
域的先見（global－look ahead）という，全ての移動の回数を先に計算してお
いて，それから移動の回数のより少ない派生を探し出すという非経済な計算
を含む。このような大域的先見を含む計算原理（計算労力の指数関数的な爆
発が起こる計算原理）は，計算労力の最少性を示唆する言語システムの自動
性，最速性，普遍性（ヒト幼体の母語獲得）の事実と矛盾する。一方，重力
原理は，厳密に局所的な小計計算のみで計算結果が出るのであって，大域的
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先見は含まない。更に，重力原理による説明では派生の経済性原理も不要と
なる。もし，同じように説明できれば，より簡潔で，母語獲得事実に合致し
た説明の方が適切であると判断すべきである。重力原理による説明を行う。
Cから最短距離にあるのはwhoとTPだが，Cは重力原理に従って質量の軽いwho
を牽引対象として選択する。CはTP（最終手段によってT）を牽引しない。更
に主節Cがwhoを牽引する。この説明では移動の経済性原理は不要である。こ
の派生による一次元情報は，who do you think ［CP（who）［TP（who）read
the book］］である。*who do you think（who）that（who）read the book
は，Cが重力原理に違反して，質量の大きいTP（最終手段によりT）を牽引し
たことによって派生が崩壊する。
４．英語の主語疑問詞がCP指定部にあることを示す証拠
Pesetskyの格＝uT分析と重力原理を仮定することによって，英語の主語疑
問詞がTP指定部に留まるのではなく，CP指定部に存在することを示すことが
できる。次の例を考える。
（１８）a. John loves cats.
b. John does love cats.（does＝強調）
c. Who loves cats?
d. *Who does love cats?（does＝強調／疑問）
例（１８b）の構造を示す。
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（１９）
Fは［focus］素性を持つ機能範疇主要部である。Fが介在することによりT
とVがPFで結合できない。よって，最終手段によりTはdoesと独立的に音声化
される（do－supportの一種）１０）。次に（１８d）の構造を考える。もし，Tがdoes
として音声化され，whoがTP指定部にあるとすると，上と同じ構造となる。
Cの［uF］がwhoを牽引せずに［uF］をAGREEにより照合・消去したとする。
（２０）
もし，上の構造が許容されるのなら，（１８d）は容認されるはずだと予測され
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る。しかし，実際は（１８d）は強調疑問文として容認されない。従って，上の
構造は成立しない。しかし，では，何故，上の構造でCが重力原理に従ってwho
を牽引する以下のような派生が許されないのか。
（２１）
Cは質量の小さいwhoを牽引する。よって，上の構造は重力原理に違反しない。
もし，上の構造が許されるのであれば，（１８d）は容認されるはずであると誤
った予測を行う。しかし，実際は（１８d）は容認されないので，構造（２１）も
成立していないはずである。では，何故，（２１）の派生は崩壊するのか。次の
ように考える。（２１）でTはdoesとして既に実現している。しかし，whoが導
入される前には［人称，数］未決定のdoとして存在している。whoが導入され
て初めて，指定部－主要部一致（Spec－Head Agreement）によりwhoの［３人
称，単数］の解釈可能な構造素性とdoの解釈不能な構造素性の一致が起こり，
doの音形がdoesと決定される。この段階で，whoはTP指定部に固定される。
英語は，疑問文で１個の発音される疑問詞のコピーがCP指定部に再結合され
なければならないという形でパラメータ設定されている。従って，（２１）で主
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語疑問詞はTP指定部に常に固定されるので，CP指定部の発音される疑問詞が
０個となり，派生が崩壊する。これは強調のdoは主語と［人称，数］の一致現
象を示すことからも妥当な分析である。
（２２）a. Many students do love cats.
b.* Many students does love cats.
しかし，主語疑問詞と強調のdoを含む疑問文は容認されない。
（２３） * How many students do love cats?
上の例で，疑問詞how many studentsはTP指定部に固定されるので，CP
指定部の発音される疑問詞が０個となる。従って，英語のパラメータ値を違
反するので，派生は崩壊する。以上の分析が正しいとすると，Who loves cats?
が容認されるのは，主語疑問詞whoが適切にCP指定部に再結合されているこ
とを示している。つまり，主語疑問詞はCP指定部に移動する。
４．優位性効果（日本語）
英語における次のような差は優位性効果（superiority effect）と呼ばれる１１）。
（２４）a. Who bought what?
b.* What did who buy?
英語の優位性効果による差は最短距離の計算に関する経済性原理で説明でき
る。疑問詞移動直前の構造を示す。
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（２５）
Cは最短距離にある疑問詞句を牽引しなければならない。（２４a）ではCから最
短距離にあるwhoが牽引されているので派生は収束する。一方，（２４b）ではC
から最短距離にないwhatが牽引されているので経済性原理違反が生じる。従
って，派生は崩壊する。日本語でも次のような優位性効果が観察される。特
別なストレスやポーズを加えない，中立的な韻律（つまり，理想化された状
況）の下での容認性判断を考察する。これはストレスやポーズという非中立
的韻律は別の構造的変化をもたらし，理想的な優位性効果を分析できなくな
るからである１２）。
（２６）a. 花子が何を何故買ったの？
b.* 花子が何故何を買ったの？
上の優位性効果も経済性原理で説明できる。経済性原理を基盤として次の三
つの仮説を仮定して説明を試みる。
（２７）a. 多重転送仮説：転送はvPフェーズ（VPがPFに転送）とCPフェーズ
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（TPがPFに転送）で適用される（multiple spell－out；
Uriagereka 1999）。
b. 付加詞遅滞割り込み結合仮説：付加詞（非項）は別の構造構築空間で構
築され，非循環的に割り込み結合される（late－insertion
（tucking－in）of adjunct；Lebeaux 1988, tucking－in
（Richards 1997）。
c. 循環線状性仮説：フェーズどうしの語順は矛盾してはならない（＝フェ
ーズの語順は次段階のフェーズの語順を保存する）（cy-
clic linearization；Fox and Pesetsky 2003）。
まず，（２６a）の派生を考える。Vが最初に結合するのは目的語「何を」である。
「何を」が「何故」の左にあるということは「何を」が掻き混ぜられているこ
とを示す。VPが形成された直後に目的語「何を」が掻き混ぜ操作の適用を受
け，VPに付加する。このVP内での掻き混ぜ現象により，付加詞「何故」のVP
への割り込み結合（tucking－in）が要請される。
（２８）
基底語順の撹乱（掻き混ぜ）で循環線状化が働き，VP段階で語順の確認が行
われる。（２６a）では目的語の掻き混ぜによってVP内での語順確認が要請され
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るので，付加詞「何故」もVP内で出現しなければならない。「何故」の割り込
み結合は循環線状性を満たす為の最終手段である。派生が進行し，Cが結合す
る。付加操作によって拡張された最大投射は単一の範疇である。「何を」と
「何故」はVの同じ最小領域内にあるので，どちらもCから等距離にある。C
が「何故」を先に牽引し「何故」の先行詞統御（antecedent command）の
要請が満たされる（Chomsky１９８１）。派生は収束する１３）。次に（２６b）の派
生を考える。VP内で掻き混ぜ現象は起こらない。
（２９）
上では語順の撹乱（掻き混ぜ）がないので循環線状化が働かず，「何故」の割
り込み結合が起こらない。「何故」の結合なしで派生が進行する。
（３０）
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この段階でCは最短距離にある「何を」を牽引する。Cは「何を」の指標を付
与される。この後で，付加詞遅滞結合により，付加詞「何故」がVPに付加す
る。
（３１）
既にCは「何を」の指標を帯びている。従って，「何故」がCP指定部に移動し
ても，Cは「何故」を先行詞統御できない。「何故」が認可されず，派生は崩
壊する。
ここで次のようなことが予測される。もし，（２６b）において，目的語に掻
き混ぜ操作を適用すれば，容認されるはずである。これは予測通りである。
（３２）花子が，何故，何を，買ったの？
「何故」と「何を」にストレスを置き，その後ろにポーズを入れる。ピッチ
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の変化が起こり，「何故」は［HL］，「何を」は［HLL］となる。その結果，
（２６b）と同じ語順でも容認される。「何を」が焦点化されることにより掻き混
ぜられVPに付加し，その結果，最終手段として「何故」の外的結合がVP段階
で要請される。同一投射への付加位置は全て等距離にあるので，「何故」が先
にCP指定部に移動でき，「何故」の先行詞統御が可能となる。（３２）の疑問詞
移動前の構造を示す。
（３３）
上の構造で，「何故」と「何を」はCから等距離にある。従って，Cが「何故」
を先に牽引する派生が可能となり，「何故」は先行詞統御される。従って，派
生は収束する。この事実は本稿で提案する分析を支持する１４）。
最後に、日本語の疑問詞移動に重力原理がどのように関わっているか述べ
る。日本語の疑問詞は転送（Spell－Out）以降にCP指定部に移動する。これは
日本語の疑問詞が弱い疑問素性（［weak WH］）を持っているからである。
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［weak WH］は転送以降に照合、消去される。転送以前の操作と、転送以降
の操作では、後者が調音・知覚・運動システムとは無関係である分、コスト
が低い。従って、経済性原理の一種である先送り原理（Procrastinate）によ
り、転送以降で済む操作はできる限り、転送以降に先延ばしされる。上位経
済性原理であるProcrastinateが、下位経済性原理である重力原理に優先する。
転送前にはCはTP（従って、T）を牽引対象とせざるを得ない（最終手段）。
CはTを牽引するが、CとTの間に主語が存在し、移動したTのコピーは元のオ
リジナルTと隣接できない。よって、Cに付加したTは「か」「の」の音形に存
在をサポートしてもらわざるを得ない。Do－supportならぬ、の－supportであ
る。「誰がその本を買ったの？」の関連する構造を示す。
（３４）
日本語では、転送前にCがTを牽引し、最終手段として、の－supportが要請さ
れている。
５．まとめ
「格＝uT」分析の不備は，例えば，Who read the book?において，Cから
等距離にあるwhoとTPのうち，何故，Cはwhoを牽引対象として選択するのか
という基本的な問題に答えていないことである。本稿では重力原理という経
済性原理の一種を提案した。重力原理によると，質量の小さい構成素が牽引
される。すなわち，質量＝エネルギー（労力）なので，質量の小さい要素を
移動する方が労力が最小で済む。経済性原理は全ての情報計算を，労力が最
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小となる最適なかたちで要請する。すると，Cが自らのuTを照合・消去する
為に牽引する対象は，より質量の小さいwhoとなる。つまり，Cは牽引の際に
局所的に労力が最小となるようにwhoを牽引対象として選択する。本稿では重
力原理を仮定した上で，英語と日本語の優性性効果を説明した。また，日本
語の優位性効果において，ストレスやポーズなど韻律的な変化が，排出（発
音化；Spell－Out）以前に構築される構造派生の違いを反映していることを示
した。更に，Who read the book?において，主語疑問詞whoがTP指定部では
なく，CP指定部に移動していることを示す証拠を提示した。
註
１）Pesetsky（２００４a，b）は日本語における［NOM］と定のTの親和性の高さを簡単
に説明する。既にMiyagawa（１９９３）で［NOM］［ACC］と定のTの親和性の高さが
指摘されている。Takezawa（１９８７）を仮定すると，定TがuF［NOM］を持つとい
うDP内の［NOM］素性を基盤とする分析が可能である。一方，MiyagawaとPeset-
skyは，DPがuT（uninterpretable Tense feature）を持つというT素性を基盤とす
る分析である。定Tは［iT］（interpretable Tense feature）を持ち，Dは［uT］を
持つ。［iT］と［uT］は同じ［T］を含むので無駄（冗長的）であるので，どちらか
を消去しなければならない（経済性原理）。［iT］は解釈可能であるので消去できない。
従って，［uT］が消去される。この分析では［NOM］［ACC］の相違は単なる見かけ
上のものであって本質的ではない。
２）CP指定部に複数の疑問詞が義務的に移動する形でパラメータ設定されている言語
にブルガリア語がある。
（ｉ）a.*Koj dade kakvo na kogo?
who gave what to whom
b. Koj kakvo na kogo dade
who what to whom gave
‘Who gave what to whom?’（Hornstein, Nunes, Grohmann 2005：41）
例（ia）ではCP指定部の疑問詞が１個なので異常性を示す。CP指定部の顕在的移
動なしのパラメータ設定の言語に，日本語，朝鮮語，中国語等がある。
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３）従来，質量に言及する様々な操作が仮定されてきた。例えば，heavy NP shift（元
来はcomplex NP shift（Ross 1967））というのがある。
（ｉ）a. He attributed the fire to a short circuit.
b.*He attributed to a short circuit the fire.
c. He attributed to short circuit the fire which destroyed most of my factory.
(Ross 1967)
例（ic）では重力原理により質量の大きい複合名詞句が構造的下部に取り残されてい
る。また，次の差も重力原理に従っている。
（!）a. Mary picked up the book.
b. Mary picked the book up.
c.*Mary picked up it.
d. Mary picked it up.
例（!d）では代名詞it（構造的には単体のD）が強制的に構造的上部に牽引されて
いる。この代名詞の例はDという質量最小（N＝０；質量０）の要素が強制的に，あ
る機能範疇の主要部によって牽引されている。つまり，質量が０のDは，例えば，通
常のエネルギーでは質量０の光子（フォトン）の動きを止めることができないよう
に，構造的下部に留めておくことができない。
４）同等最短距離の測定の基盤となる距離の定義を再録する（Chomsky１９９５）。
（ｉ）Kを標的とする移動において，αがβを統御（c－command）する時，αのほう
が βよりKに近い。但し，以下の場合を除く。
（ａ）βとKが同じ最小領域（minimal domain）内にあるか，または，
（ｂ）αとβが同じ最小領域内にある時。
最小領域（minimal domain）の定義を示す（Chomsky１９９５）。
（!）αの最小領域とは，αの最小の最大投射に支配される範疇の集合からα自身の
投射とα自身（その痕跡）を含む範疇を除いたものである。
上の定義は以下のUriagereka（１９９８）を簡明化した。但し，提示の順序が若干修正
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してある。
（"）Definition of minimal domain：
a. The minimal domain Min（D（CH））of CH is the smallest subset of K
of D（CH）such that for any x belonging to D（CH）, someγ
belonging to K dominates x.
b. The domain D（CH）of CH is the set of categories / features dominated
by Max（α）that are distinct from and do not containαor t.
c. Max（α）is the smallest maximal projection dominatingα.
（#）Definition of distance：
a. Ifβcommandsα, when targeting K for raising, withτthe actual target
of movement,βis closer to K thanαis, unless
（ａ）βand τ are in the same minimal domain, or
（ｂ）αandβare in the same minimal domain.
５）予測としては主語DPの構造が十分に複雑な場合，CはTPを牽引対象として選択す
るはずである。例えば，次の派生段階を考える。
（ｉ）C［whose claim that John stole the book］T attract people
上の主語DPの主要部の投射節点数Nは{V’, VP, v’, vP, T’, TP, C’, CP, N’, NP,
D’, DP}の１２であり，主節TPはN＝{V’, VP, v’, vP, T’, TP}の６である。単純に重
力原理に従うとCはTP（最終手段によりT）を牽引対象として選択する。更に英語の
WH疑問文の場合，CP指定部には必ず１個の疑問詞が顕在するようにパラメータ設
定されているので，次の一次元情報の出力が予測される。
（!）*Whose claim that John stole the book did attract people?
上の例は容認されない。では，重力原理は誤って予測を行うので破棄すべか。しか
し，英語の場合，次の一次元情報は容認される（むしろ，好まれる）。
（"）Whose claim attracted people that John stole the book?
上の例ではCは主語DPを牽引しているが，Nの補部であるCPは牽引していない。こ
自然言語計算における重力原理
－７３－
の場合，主語DPのN＝４で，主節TP＝６なので，Cが質量の小さい主語DPを牽引し，
質量の大きいTP（最終手段としてT）を牽引しないのは重力原理に従っている。つ
まり，（!）が好まれる一次元情報であるということは，言語システムは重力原理を
遵守する傾向にあることを示す。上の例はどのような派生を持つのか。英語でSが相
対的に重い場合，或いは，Oが焦点化された場合，OVSの語順が出現することが示唆
的である。
（"）a. There entered the boy who already killed two students in the dorm.
b. “I am gonna kill you all,” said the boy.
例（" a）で虚辞thereはDであり，質量は小さい。質量の大きい主語が文末に取り
残される。（!）の派生を考える。Cが結合した直後の構造を示す。
（#）C［TP［Tattracted］［vPpeople v ［VPwhose claim that John stole the book t1
t2］］］
目的語peopleはvP指定部に移動し，動詞attractはTに付加している。今，Cに見えて
いるのは，疑問詞を含む主語である。Cの［uWH］は［whose claim］という最小限
の構造を牽引する。whose claimは構成素を成していなければならない。ここでは暫
定的にwhose claimはDP指定部にあり，Dの補部NPの主要部Nの補部としてthat補
部節があるとしておく。移動の際に最小限の構造を牽引するというのも重力原理の
働きとして解釈できる。質量の小さい構造の牽引は労力が最小限で済むからである。
６）類似の問題提起は南條健助氏（桃山学院大学）により独立になされた。南條氏に
よればこの問題は次の例で助動詞がCに移動しているかどうかという問題と関わる。
（ｉ）Who should read the book?
本稿で採用する分析を仮定し，かつ，shouldのような助動詞がTに外的結合されると
考える限り，上の例ではshouldはTに留まっているということになる。しかし，should
がTにあるかCにあるかという問題と，whoがTP指定部にあるかCP指定部にあるか
という問題は別である。本稿ではshouldはTに留まると仮定するが，whoのCP指定
部への移動の独立の証拠を提示する（セクション４）。
７）自然言語獲得におけるメモリ負担最小化の仮定は，ヒト幼体の母語獲得における
最小労力性（母語獲得の自動性，最速性，普遍性）の事実を前提にしている。
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８）私見によれば，感嘆文は次のように分析できる。感嘆文What a nice book Mary
read t!を考える。まず，Mary read a nice bookから，Tが目的語のa nice bookをTP
に付加し焦点化する。次の段階でwhat［+indefinite］が［+感嘆］の意味素性を持
つCP指定部に外的結合される。
９）例（２a）も厳密に言えばCがT（did）を牽引した段階で重力原理違反が生じている。
１０）日本語でも同じメカニズムでdo－supportが適用される。
（ｉ）太郎は［TP猫を愛s－i］はする。
埋め込みTP（不定）のTが係助詞「は」（＝F）の介在により主節T（定）とPFで 結
合できない。よって，主節T（定）は「する」によって独立に音声化される。
１１）距離の問題が関与する（Lasnik and Uriagereka（2005：84－85）。次の例は優位
性効果を示さない。
（ｉ）a. Which man saw which woman?
b. Which woman did which man see?
今，αがβを統御し，βがγを統御しているとする。この場合，αから最短距離に
あるのはβであり，γでない。従って，*what did who buyの場合，［C who buy
what］（Cがwhoを統御し，whoがwhatを統御する）の構造で，Cは最短距離にない
whatを牽引している。経済性原理（最小労力の原理）に違反するので派生は崩壊す
る。しかし，（ｉ）の例ではこの距離の違いが関与しない。今，［C which man saw
which woman］という構造があったとする。which manとwhich womanは枝分かれ
しているので，which manのwhichはwhich womanのwhichを統御しない。２個の
whichは統御の関係に入らない。Cにとってはwhich manもwhich womanも自分か
ら等距離にある。Cはwhich man, which womanいずれを牽引しても派生は収束す
る。また，文頭の疑問詞を焦点化する（大文字で示す）と優位性効果が消える。
（!）a. A：It wasn’t John who read LGB. It wasn’t Mary who read KOL. It wasn’
Bill who read MP.
B：OK, so WHO read what?
b. A：It wasn’t LGB that John read. It wasn’ KOL that Mary read. It wasn’t
MP that Bill read.
B：OK, so WHAT did who read?
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焦点化されたWHOとWHATは内部構造を持つ。WHOは［D WHO］（the who）或
いは（who x）（ある人間の集合{x1, x2, x3, ...}が前提とされていてその中からx
に対応する人間を取り出す）という枝分かれ構造を持つ。WHATも［D WHAT］（the
what）或いは（what y）（ある物（＝本）の集合{y1, y2, y3, ...}が前提とされてい
てその中からyに対応する物（＝本）を取り出す）という枝分かれ構造を持つ。従っ
て，問題の構造は［C［D WHO］read［D WHAT］］なので，CはWHOもWHAT
も自分から等距離にあると計算する。しかし，直接目的語（DO）と間接目的語（IO）
の距離計算では統御関係がなくても非対称の距離関係が保存される（Hornstein,
Nunes, Grohmann 2005：93）。今，構造［C you send which check to whom］が
あったとする。which checkもto whomも枝分かれしているのでCはいずれの疑問詞
句を牽引できると予測する。しかし，この予測は外れる。
（"）a. Which check did you send to whom?
b.*Whom did you send which check to?
上の差を優位性効果とみるなら，VP補部にto whom, VP指定部にwhich check, vP
指定部にyouが結合する複合VP構造を仮定せざるを得ない。Vはvに付加する。する
と，Cから最短距離にあるのはwhich checkなので上の例が説明できる。しかし，何
故，DOとIOの場合，DOとIOが枝分かれしていても優位性効果が出現するのかが疑
問として残る。ここではフェーズが関与している可能性がある。つまり，vPフェー
ズでSpell Outが適用されるのはVPである。VPはPFに送信される。一度，PFに送信
された構造の疑問詞句の内部構造はCには見えない。疑問詞句の内部構造が見えない
ので通常の優位性効果が生じる。（ｉ）と（!）の場合，［which man］と［D WHO］
はvP指定部に外的結合される。vPはCPフェーズでSpell Outの適用を受ける。つま
り，Cが疑問詞句のuFの照合・牽引・消去を行ってからCPフェーズがSpell Outの適
用を受けるとすれば，Cが距離計算を行う段階ではwhich manの内部構造はまだC
にとって見えていることになる。従って，（ｉ）と（!）では疑問詞句の内部構造が
枝分かれしていることがCには見えているので優位性効果は出現しない。
１２）ストレスやポーズ等の非中立的韻律が，Spell－Out以前の構造構築の変化を反映し
ていることに関する議論は，Miyagawa and Arikawa（２００７）を参照されたい。
１３）先行詞統率（antecedent－government；Chomsky 1981, 1986, Lasnik and Saito
１９９３）を利用し先行詞統御（antecedent－command）を提案する。先行詞統御では最
初に牽引されたコピー要素の指標が牽引主要部の指標となり牽引主要部が被牽引要
素であるオリジナル要素を統御することでオリジナル要素の存在を認可する。項は
桃山学院大学人間科学 No. 33
－７６－
隣接主要部の必須情報なので牽引主要部に先行詞統御される必要はないが，付加詞
は隣接主要部と無関係なので牽引主要部に先行詞統御されることによってのみ，そ
の存在が許される。
１４）この優位性効果は従属節内でも保存される（Lasnik 2006；Ling３１２）。
（ｉ）a. 太郎は［花子が何を何故買ったか］知ってるの？
b.*太郎は［花子が何故何を買ったか］知ってるの？
上の容認性判断は中立イントネーションの下での判断である。しかし，疑問詞にス
トレス・ポーズを置くと優位性効果が消えWH疑問文も可能となる。
（!）a. 太郎は［花子が，何を，何故，買ったか］知ってるの？
b. 太郎は［花子が，何故，何を，買ったか］知ってるの？
上の例は次の二つの意味が可能である。
（"）a. Is it true that Taro knows what and why Hanako bought?（yes－no疑問）
b. What is x, a thing, and y, a reason, such that Taro knows Hanako bought
x for y?（wh疑問）
優位性効果が消えるは主節の場合と同じである。yes－no疑問文も従属節CP内で疑問
詞句のuFが照合・牽引・消去される場合の解釈である。wh疑問文がどうして可能な
のか。yes－no疑問文とwh疑問文ではイントネーションが異なる。
（#）a. 太郎は［花子が，何を，何故，買ったか］知ってるの？（yes－no疑問文）
b. 太郎は［花子が，何故，なにを，買ったか］知ってるの？（yes－no疑問文）
（$）a. 太郎は［花子が，何を，何故，買ったか］知ってるの？（wh疑問文）
b. 太郎は［花子が，何故，なにを，買ったか］知ってるの？（wh疑問文）
記述的一般化として，二番目の疑問詞の語頭のピッチを最大にすると（文字サイズ
ポイント大）２個の疑問詞のコピーが主節CP指定部に移動する。（$）の派生を考え
る。従属節CPにSpell－Outが適用される段階で疑問詞句は従属節TPに付加する。従
属節Cが疑問詞を牽引しない（（#）ではする）。このTP付加構造がPFに送信されて
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二番目の疑問詞句語頭のピッチ上昇としてAP（Articulatory-Perceptual（A-P）in-
terface：言語システムと知覚・運動システムを仲介するインターフェース）を通し
出力される。更に主節Cが疑問詞句のuFを照合，疑問詞句を牽引し，uFを消去する。
従属節C「か」は疑問詞句を牽引しない場合もあることは次の例が容認されることか
ら分かる。
（"）花子が［太郎がその本を買ったか］知りたがってるの？
上の例でC「か」は疑問詞句を牽引していない。この場合の「か」はuF［Foc］を持
っていない。（!）で２個の疑問詞句は一体化して主節CP指定部に移動する。主節CP
がSpell－Out適用を受ける直前の全体構造を示す。
（#）
［CP何を＋何故［TP太郎は．．．［VP．．．［CP［TP何を＋何故［TP花子が何を＋何故．．．］］か］知りたがってる］の］
まず，中間コピー「何を＋何故」は従属節TPに付加し（焦点化），それから，最終コ
ピー「何を＋何故」が主節CP指定部に移動する。
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