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Lane-Level Map Matching based on HMM
Anders Hansson, Ellen Korsberg, Roza Maghsood, Eliza Nordén, and Selpi
Abstract—Lane-level map matching is essential for autonomous
driving. In this paper, we propose a Hidden Markov Model
(HMM) for matching a trajectory of noisy GPS measurements
to the road lanes in which the vehicle records its positions. To
our knowledge, this is the first time that HMM is used for lane-
level map matching. Apart from GPS values, the model is further
assisted by yaw rate data (converted to a lane change indicator
signal) and visual cues in the form of the left and right lane
marking types (dashed, solid, etc.). Having defined expressions
for the HMM emission and transition probabilities, we evaluate
our model to demonstrate that it achieves 95.1% recall and 3.3%
median path length error for motorway trajectories.
Index Terms—map matching, lane-level map matching, road
networks, hidden Markov model, Viterbi algorithm
I. INTRODUCTION
MAP matching, or matching a noisy GPS trajectory toroads in a map, is an important problem in autonomous
transportation. The reader is referred to Chao et al. for a recent
survey on map matching algorithms [1]. In 2009, Newson and
Krumm proposed a Hidden Markov Model (HMM) for the
road-level map matching problem [2]. In their work, roads
are represented as a graph of nodes and edges with nodes
at intersections, dead ends, and road name changes. Edges
represent road segments between the nodes, and they could
be directional to indicate one-way roads. Each node has an
associated longitude/latitude to indicate its location, and each
edge has a polyline of longitude/latitude pairs to represent
its geometry. The states of the HMM are the individual road
segments, and the state measurements are the noisy GPS
measurements. The most probable sequence of visited road
segments is then inferred by the Viterbi algorithm [3]. Luo
et al. evaluated HMM-based road-level map matching on four
sets of GPS data and demonstrated that the matching accuracy
exceeds 99.9% [4]. Inspired by the robustness and success
of the Newson/Krumm framework when applied to road-level
map matching, in this paper, we employ HMMs to the lane-
level map matching problem.
Section II gives a brief background to lane-level map
matching, which is a relatively new problem in the intelligent
vehicles domain. Section III presents our algorithm in detail,
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eliza.norden@gmail.com).
Selpi is with the Division of Vehicle Safety, Department of Mechanics and
Maritime Sciences, Chalmers University of Technology, SE-412 96 Göteborg,
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while Section IV describes our input data. To assess the
performance of our lane-level map matching algorithm, we
suggest various performance metrics, which are discussed in
Section V. Finally, results are presented in Section VI, before
the paper is concluded in Section VII.
II. BACKGROUND
Many different types of sensor measurements can be used
for lane-level map matching, including
• GPS measurements: Longitude and latitude.
• Inertial measurement unit (IMU) data: Heading, speed,
and yaw rate.
• Vision data: Type and geometry of the left and right lane
markings, respectively. The geometry can be modeled as
a polynomial or a clothoid (i.e., is a parametric curve
whose curvature changes linearly with its curve length).
• Radar measurements: Radar reflections can be post-
processed to identify various landmarks (such as traffic
signs and guard-rails), e.g., one can first filter out sta-
tionary objects by analyzing the Doppler shift, and sub-
sequently cluster spatially close echoes. Assuming that
one can correctly associate clusters of radar echoes with
landmarks in the HD map, such additional information
should improve the accuracy of lane-level map matching.
Prior work has also used laser scanners [5] or high-precision
GPS [6] to attack the lane-level map matching problem, but
those types of sensors are still too costly for production
vehicles. However, Rabe et al. demonstrated that it is possible
to achieve error rates below 0.2% using GPS, IMU, vision, and
radar [7]; They solved the lane-level map matching problem
through least-squares optimization. Furthermore, [8] reported
that road markings information could be exploited together
with Simultaneous Localization and Mapping (SLAM) algo-
rithm to reach lane-level map matching accuracy.
The idea of using state-space models for map-matching is
not novel. Besides the work by Newson and Krumm that
addressed road-level map matching [2], Li et al. used a particle
filter to match GPS measurements to lanes in an HD map [9].
However, visual information was not included in [2], [9]. In a
later work, Li et al. added visual information [10].
Specifically for HMM, it has been used by [2] for continu-
ous road-level map matching, by [11] for identifying junction
at road-level, and by [12] for mobile phone positioning.
However, as far as we are aware, this is the first time that
HMM is used for continuous lane-level map matching, with
application relying on lane-level accuracy.
III. MODEL DESCRIPTION
This section presents the model in detail, first recapitulating
some general information about HMMs.
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A. Hidden Markov models
HMMs are probabilistic models that can be used in signal
processing, such as speech recognition and financial modeling
[13]. The model can be represented by a bivariate Markov
process {Xk, Yk}∞k=0. It assumes that the observation sequence
{Yk}∞k=0 is generated by hidden process {Xk}∞k=0 which is not
possible to measure. Yk is an observed sequence of indepen-
dent random variables such that the conditional distribution of
Yk only depends on Xk.
The HMMs consist of three main parameters: initial state
distribution, transition probabilities, and emission probabili-
ties.
1) Initial state probabilities: The probability that the pro-
cess starts in a state i is
πi = P (X0 = i), i = 1, 2, ..., N, (1)
where
∑N
i=1 πi = 1 and N is the number of states in the
HMM.
To characterize an HMM, we need to estimate the model
parameters. In the following sections, we first represent HMM
for lane-level map-matching algorithm, and then we describe
how to estimate the model parameters.
2) Emission probabilities: An emission probability is the
conditional distribution of Yk given Xk which represents the
probability distribution of observation in each state,
p(yk|xk) = fYk(yk|Xk = i; θ), i = 1, 2, ..., N, (2)
where θ denotes the set of parameters of observation distribu-
tion.
3) Transition probabilities: The probability of transition
from state i to state j at time k is





j=1 q(i, j) = 1.
B. HMM representation for lane-level map-matching
1) Hidden states: In the HD map, the roads are segmented
into shorter lane groups, see Figure 1. Each of these groups
contains one or multiple parallel lane segments, which are
chosen as the HMM states, collectively denoted X. A state
i always represents a lane. If a lane splits up into two new
lanes, the resulting lanes will be represented by two states. A




• left and right lane markings.
The states are assigned a geospatial ID, thus assuring the
uniqueness property of an individual state.
2) Observations: The main observation is the noisy vehicle
positions provided by GPS at 1 Hz frequency. In addition,
a combination of odometry and vision data are used to
compute the emission probabilities. Therefore, the multivariate
observation sequence Y constitutes the following variables,
• longitude/latitude location measurements,
• speed,
Fig. 1: Lane segments collected in different lane groups. The
four colors, blue, pink, green and orange, show the lane groups
containing two, two, three and three lanes respectively. The
red solid line is the left lane marking of the one-way road, the
green solid line is the right marking of the road and the blue
dashed lane markings separate the individual lanes.
• heading,
• left and right lane markings,
• left and right lane change indications (received as a signal
from the vehicle).
3) Emission probabilities: The emission probability
p(yk|xk) reflects how likely it is to observe GPS measurement
yk within the candidate lane xk ∈ X. To limit the number
of lane candidates at each time, only lane segments within a
10 meters range from the observation are considered. While
the GPS offset could reach beyond this limit, this number is
a trade-off. A larger value would make the algorithm more
tolerant to noisy GPS measurements but slower in execution
time, while a smaller value more frequently would reject
vehicle trajectories too far from the road network but would
be faster in execution.
It is intuitive that the likelihood of observing yk in lane
xk decreases with increasing distance between the GPS ob-
servation and the lane. To achieve this, we can refine the
emission probabilities by introducing some penalty factors. As
mentioned above, additional vehicle sensors and map data such
as speed, heading and lane marker types, can be used to define
penalty factors. The following paragraphs explicitly show the
computation of emission probabilities by factor penalties.
a) GPS observation probability: According to Goh et al.












where wxk is the lane width, d is the perpendicular distance
between the GPS coordinate and the lane centerline, and σGPS
is the standard deviation of the GPS error. As it has been
shown to be a reasonable approximation by Newson and
Krumm [2], the GPS error is assumed to have a Gaussian
distribution with σGPS = 4.07. The integrand is integrated over
variable l, which takes values in [−0.5wxk , 0.5wxk ].
b) Speed penalty: Goh et al. [14] proposed a factor
penalizing for speed based on the hypothesis that drivers do




vxk +max(0, vyk − vxk)
, (5)
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where vxk is the speed limit on lane xk, and vyk is the speed
registered for observation yk.
When there are parallel roads located close to each other
with different speed limits, this could diminish the number of
possible candidate lanes [14].
c) Heading penalty: A vehicle will generally maintain
about the same heading as the road it traverses. When there
are different classes of closely located roads, e.g. urban
areas or overpasses, candidate road lanes could be filtered by
considering the vehicle heading compared to the lane headings.
A heading penalty can thus be introduced according to,
H(xk, yk) =

0 if |hyk − hxk | ≥ 90°,
hxk
hxk+|hyk−hxk |
if |hyk − hxk | ≥ 20°,
1 otherwise,
(6)
where hyk is the heading registered for observation yk, and hxk
is the heading of the lane xk. The heading for an observation
is the direction in which the vehicle front is pointing, while
the heading of a lane is the travel direction. If the heading
difference is larger than 90°, it means that the vehicle is either
driving perpendicular to the lane or in the opposite direction. In
such scenarios, it is not very likely that the vehicle is actually
driving on the considered lane, hence the imposed penalty.
When studying observation data corresponding to lane changes
for the experimentation data set, it was established that the
vehicle heading and the lane heading can differ up to 20°
during a lane change. Therefore, no penalty is applied when
the heading difference |hyk − hxk | is smaller than 20°.
d) Marker type penalty: The vision system equipped in
the vehicle is able to detect lane markings on the road with
three levels of confidence; 0, 1 and 2, where 0 corresponds to
the lowest confidence and 2 the highest confidence. For lane-
level map matching algorithms, this information is essential
since it can facilitate lane distinctions. As shown in Figure 2,
a vehicle traverses a two-lane road where the marker types are
not the same for the left- and rightmost lanes. The rightmost
lane, which the vehicle traverses, has a dashed left marker
and a solid right marker, while the leftmost lane has the
same markers but in reversed order. In the example shown
in Figure 2, if the vehicle vision sensor correctly reports the
type of markers, there is no ambiguity regarding which lane
the vehicle is in since there are only two lanes and they have
different marker types.
For each observation yk, there are two identified marker
types for left and right lanes. We define two variables pleft equal
and pright equal for maintaining the probabilities of detecting the
true marker types given the marker types of candidate lane xk,
pleft equal(xk, yk) =
= P
(
left marker typexk = left marker typeyk
∣∣∣ left marker typeyk) ,
(7)
pright equal(xk, yk) =
= P
(
right marker typexk = right marker typeyk
∣∣∣ right marker typeyk) ,
(8)
where left marker typexk and right marker typexk are the left
and right marker types of the lane, and left marker typeyk and
right marker typeyk are the left and right types registered by
Fig. 2: The green and red lines represent the right and left
markers at the edge of the one-way road. The blue dashed
line represents a marker separating two lanes heading in the
same direction, and the cyan-colored lines mark the centerlines
of the two lanes. The vision system in the vehicle, traversing
in the right lane, will report a dashed left marker and solid
right marker. This excludes the possibility for the vehicle to
be in the left lane.
the vehicle. The probabilities in Eqs. (7) and (8) are estimated
for the different marker types using a tuning data set.
Using Eqs. (7) and (8) and incorporating the confidence reg-
istered for every observation yield the following expressions,
left penalty(xk, yk, c)













right penalty(xk, yk, c)













The confidence levels left confidenceyk and right confidenceyk
are reported by the vision sensor equipped in the vehicle,
and max confidence represents the maximum value of the
confidence levels.
c is a scale parameter which was selected by evaluating the
performance of the algorithm for different values of c ∈ [0, 3].
It was found that the algorithm performs best when c = 1
in the tuning data set used in this work. These penalties take
values in the interval (1−c, 1+c), and clearly, the upper limit
of the interval is larger than 1 for c > 0. As such, it cannot
be considered to be a true penalty, but rather a penalty/bonus
factor.
When the camera confidently reports that the left or right
lane marker type is not the same as the types for some lane
segment, the penalties will have a low value. Correspondingly,
when it confidently reports that the marker types are equal,
the penalty values are higher. Again, this is not a true penalty,
and higher penalty values do not mean that confident camera
sightings are punished. It rather means that the corresponding
probabilities are up-scaled by the higher penalty, which then
might be better referred to as a bonus factor.
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The total lane marker type penalty is then obtained as the
average of Eqs. (9) and (10),
M(xk, yk) =




e) Final emission probability: Having the observation
probability defined according to Eq. (4) and the penalties in
Eqs. (5), (6) and (11), the emission probability is given by the
product of all these factors. Thus, the probability of observing
yk on lane xk is calculated as
p(yk|xk) = fYk(yk|xk)×S(xk, yk)×H(xk, yk)×M(xk, yk).
(12)
Since M(xk, yk) takes values in (0, 2), the final emission
probability risks resulting in a value larger than 1. This is
dealt with by truncating the emission probability at 1.
4) Transition probabilities: The transition probability
p(xk+1|xk), according to Eq. (3), describes the likelihood of
moving from lane xk to lane xk+1 at time k.
In this paper, we model the transition probabilities by
considering the connectivity of the road networks in HD
map. This means that every lane will have a transition to
lanes in a local neighborhood. As when deriving the emission
probabilities, the time efficiency of the algorithm is improved
by limiting the number of lane candidates at each time. By
this, only lanes within a 10 meter range from the observation
at time k and the observation at time k + 1, respectively, are
considered.
In order to estimate the transition probabilities, we have
considered different connectivity levels for the lanes. The level
of connectivity concerns how closely the lanes are connected.
A lane xk and all the lanes located laterally next to it, are
denoted by X0, which are represented in purple in Figure 3.
Lanes located next to the lanes which follows directly after
lanes in X0 are denoted by X1, colored green in Figure 3.
Continuing in the same manner, lanes located at depth d from
a lane, are denoted by Xd, colored yellow in Figure 3, where
depth indicates the number of intermediate lanes between lane
xk and lanes in Xd.
We assume that a vehicle can move from its current lane
to lanes in X0, . . . ,Xd with probabilities p0 . . . , pd, respec-
tively. Further, we assume that the probabilities of moving to
lanes that are farther away (i.e., lanes at increasing depth) is
decreasing, therefore the probabilities are assigned such that
p0 > p1 > . . . > pd.
By this reason, the probabilities of transitioning from xk ∈





where D is the maximum depth. However note that the
transition probability will be 0 for d = D, so the maximum
depth for which the transition probabilities are larger than 0
is actually D − 1.
Depending on the output of the lane change indicator, the
probabilities of transitioning into left, right or succeeding lanes






d. . . 
xk
Fig. 3: The lanes which lane xk is directly or indirectly
connected to can be grouped into sets X0,X1, . . . ,Xd, where
0, 1, . . . , d reflect on which level the lanes are connected. The
green and red lines represent the right and left markers at the
edge of the road. The blue dashed line represents a marker
separating two lanes heading in the same direction, and the
cyan-colored lines mark the centerlines of the lanes.
Fig. 4: Left (yellow), right (green) and succeeding (blue) lane
neighborhoods by color from the car’s point of view.
ceeding neighborhoods is shown in Figure 4. The probabilistic
increase is defined by,
p(xk+1|xk) = p(xk+1|xk)+0.5, for all xk+1 : p(xk+1|xk) > 0,
(14)
if xk+1 is a left/right neighbor or successor to xk, and a
left/right or no lane change has been detected. The term 0.5
is the increase of transition probability, which was chosen
by evaluating the performance of the algorithm for different
probability increases in the range (0, 1]. The transitions are
then normalized to true probabilities (such that their sum add
up to one).
If, for instance, the map has a high level of degradation
and is missing lanes, the connectivity-based transition model
proposed above will not capture all true transitions. In cases
like these, it may be desirable to instead model the transitions
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by other spatial transition models. These have the benefit of
not making any assumptions regarding the traversability of the
roads.
One such method is to sample points in one lane xk, and
predict their position in the next time step by extrapolating
them into the spatial neighborhood of xk. These extrapola-
tions can be decided by sampling speed and headings from
some distributions based on the current speed limit and lane
heading. The transition probability is then taken as the relative
frequency of extrapolating from lane xk into lane xk+1.
C. Finding the most likely lane trajectory
The Viterbi algorithm (VA) is employed to find the most
likely sequence of traversed lanes [3]. The time complexity
of VA is O(KN2), where K is the number of observations
and N the number of states. For the purpose of lane-level
map matching, K is the number of time steps when vehicle
observations were registered, and N the number of lanes.
We will make two adaptations to the standard implementa-
tion of the Viterbi algorithm, as described below.
1) Adaptation 1: Handling HMM breaks: If the map is not
connected, there may not be any possible transition from the
states at time k to the states at time k+1, which would break
the HMM chain. Such a break could also occur if the GPS
error is large enough so that no lane geometry is retrieved
when querying the HD map for close geometries. Similarly
to Newson and Krumm, we handle breaks by matching to
an additional state, which we label “No Lane,” and then we
let the VA operate on each separate chain. The results are
subsequently concatenated into a complete path.
2) Adaptation 2: Online decisions: In offline implemen-
tations, the backtracing operation of VA is not run until the
forward recursion has finished (at the end of the data block).
This leads to a decision delay that grows linearly in the
block length, which is not acceptable in online applications of
lane-level map matching, such as ADAS and AD. Therefore,
similarly to Goh et al. we will use an online version of the VA,
in which a sliding window limits the decision delay [14]: If
all survivor edges at a given time index point back to the same
state, a so-called convergence point, the backtracing operation
can commence from the convergence point without loss of
optimality. This technique is called variable sliding window,
which reflects that the decision window grows for each new
observation and shrinks from behind as soon as a convergence
point is encountered. Still, until a convergence point appears,
the sliding window keeps growing, leading to an ever longer
decision delay. Thus, in order to support a limited decision
delay, we can restrict the window size and make (possibly




The HD map is provided by TomTom and covers a ring
road (or beltway) around the city of Gothenburg, Sweden.
This map has information about HD-specific objects such
as lanes, lane markings, barriers, traffic signs and vertical
poles. More specifically, it has information about width, speed
limit and geometry of individual lanes, type of lane markings,
e.g. dashed, solid etc., as well as their geometries, speed
restrictions specified on traffic signs and so on. While there is
lots of information contained in the map, only a subset of it is
utilized in our proposed map matching algorithm — namely
information concerning attributes of lanes and markings.
To access the HD map data efficiently, we first build an
R-tree of the HD map lane geometries and pack it using the
sort-tile-recursive (STR) algorithm [15], [16]. This allows us
to perform spatial queries on lanes in an efficient manner.
B. Sensor
The vehicle sensor data is sampled through Volvo’s Drive
Me project [17]. In total the driving data used for the ex-
periments in this paper corresponds to 63 hours of driving
collected in 2017. This corresponds to a set of drives lasting
between 1-12 minutes, covering 10-10000 meters. This data
is divided into three sets, one meant for tuning parameters in
the model, an experimentation set and a test set to evaluate
the algorithm. Besides an inertial navigation system, the test
vehicles were equipped with a lane change indicator and a
forward looking camera, capable of detecting and classifying
lane markings. GPS samples are recorded at 1 Hz, while the
vision system reports lane marking information at a frequency
of 40 Hz. For simplicity, we have decided not to assist the GPS
by dead-reckoning with the help of IMU data. Consequently,
we have excluded tunnels in our analysis. It should however be
noted, that IMU data is used to infer e.g. the vehicle heading.
1) Ground truth: In order to later evaluate the performance
of the proposed algorithm, it is necessary to derive the ground
truth. Through real time kinematics (RTK), an additional
set of GPS coordinates were provided. With centimeter-level
precision, the RTK coordinates can be assumed to be the true
vehicle positions. As such, the ground truth states are identified
as the lane segments in which the RTK points lie. In the case
of multiple valid lanes, as for overpasses, filtering is performed
on the lane and vehicular heading. If the RTK observation is
not contained by any known lane, the lack of match is noted.
2) Parameter estimation: The lane marker type penalty is
associated with the two parameters in Eqs. (7) and (8)
that describe the likelihood of the vision system outputting
correct lane markings. Given the ground truth lane markings,
these probabilities can be measured as the ratio of correctly
identified markings in the data set. These are not assumed to be
independent of the underlying lane marking type. Nor are they
assumed to be independent of the reported confidence levels.
The probabilities are thus estimated for all lane markings and
all vision confidences.
V. PERFORMANCE METRICS
We will now discuss various ways of assessing the proposed
algorithm.
A. Classification of matched lanes
By comparing the estimated path with the true path, given
by the VA and ground truth, respectively, we can assess the
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accuracy of our proposed lane-level map matching model.
Estimated lanes that correctly match ground truth are classified
as true positives (TP). Estimated lanes that are not present
in ground truth are called false positives (FP), while lanes
in ground truth that are not present in the estimated path
are referred to as false negatives (FN). Formally, given an
estimated path (x̂1, x̂2, . . . , x̂K) and the true path (x1, x2,
. . . , xK), we define the three classes
TP = {x̂i : x̂i = xi}, (15)
FP = {x̂i : x̂i 6= xi}, (16)
FN = {xi : x̂i 6= xi}. (17)
B. Recall
Having defined classification sets (15)–(17), the recall of an
estimated path can be evaluated as
recall =
|TP |
|TP |+ |FN |
, (18)
where |TP | and |FN | are the number of true positives and
false negatives, respectively.
C. Path length error
Inspired by the loss function proposed by Newson and
Krumm, we also compute the so-called path length error
(PLE) [2]. Similarly to their metric, the PLE is the fraction of
the length of the incorrect route, but at lane-level resolution.















where length(x̃i) is the length of lane segment x̃i. Lane
segment x̃i differs from the original lane xi in that it has
been segmented based on the GPS locations of the matched
observations.
VI. RESULTS
Let us now investigate the performance of the proposed
model. Note that the proposed algorithm has the repeatability
property, meaning that the results we present here can be re-
produced by using the same test data set and having the same
model setup.
A. Tuning neighbor search depth
As described in Section III-B4, transition probabilities vary
depending on the maximum depth considered. Generally, a
smaller depth means that fewer transitions are considered,
while larger depth means more transitions. It is not intuitively
obvious which depth yields optimal result in terms of the
performance metrics presented in Section V. A small depth
truncates the candidate space and may lead to cases where a
transition is entirely missed. On the other hand, a large depth
may amplify the errors in the underlying assumptions, leading
(a) Recall
(b) Path length error
Fig. 5: Performance of algorithm using connectivity-based
transition probabilities with different depths.
to highly unlikely transitions. Therefore, an experiment was
done to choose which depth to use.
The performance of the model when using transition prob-
abilities with different depths ranging from 1 to 20 was
measured. The performance in terms of recall and PLE using
various depths can be seen in Figure 5. Looking at the
recall, its mean reaches 0.9119 at best, which corresponds
to the peak of the blue curve in the figure at depth 11. The
median improves with increasing depth from 1 to 3, whereon
it remains at 0.95 for all succeeding depths. The standard
deviation remains within a tight interval for all depths and
only has local fluctuations.
Considering the PLE, given in Figure 5b, its mean reaches
0.0909 as the lowest at depth 11. Similarly to the median
recall, the median PLE decreases for the initial depths and
then remains quite stable around 0.035. The standard deviation
clearly has an increasing trend with larger depth.
From these results, it can be decided that the algorithm
yields the best result for transition probabilities yielded with
search depth 11. Note that this is the optimal search depth for
the map used in this work. When using another map which
might have another approach to split lanes into segments, this
number has to be re-estimated.
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TABLE I: Results on the test set. ”Std” stands for standard
deviation.
Recall PLE
Mean Median Std Mean Median Std
Model 0.914 0.951 0.134 0.098 0.033 0.220
Benchmark 0.721 0.767 0.223 0.383 0.258 0.386
B. Final result
After fixating the search depth, the final model can be
defined and run on the test set. The results are summarized in
Table I and are the final results of the map matching algorithm
proposed in this paper. Additionally, the table includes results
obtained by using a benchmark map matcher, which will be
described next.
The benchmark algorithm (the so called naive match
matcher) used here only considers GPS location measurements
as input and matches them to their nearest lane within a 10
meter radius. The results of this model are also included in
Table I.
C. Discussion
Comparing the results of the model against other algorithms
aiming to solve lane-level map matching is not straightforward.
Primarily, different performance metrics are used as well as
different map and sensor data. For example, the lane-level
map matching algorithm proposed by Rabe et al. [7] cannot
be compared with the algorithm proposed here because they
used RADAR data, which is excluded in this work. Adding
redundant RADAR data to our model would arguably make
our algorithm less dependent on the vision system and make
the algorithm more competent at handling failing lane marker
type detections.
The result of 95.1% median recall and 3.3% median PLE
shown in Table I can only be compared to the benchmark
map matcher reported in Section VI-B, for which all data and
map conditions remain the same. From the performance gain
in the quality measures, it can be concluded that our map
matcher gives better results, as indicated by the increase of
18.4 percent units in median recall and 22.5 percent units
decrease of median PLE.
1) Variable importances: The HMM observations were
incorporated into the model in various ways. The proposed
transition probabilities do not only use the current and next
states as inputs, but also the value of the lane change variable.
As such, the transitions are dynamic. Other variables, i.e.
speed, heading and left, right lane markings, affect the map
matching via penalties, based on assumptions about the driving
characteristics.
(a) Recall
(b) Path length error
Fig. 6: Box plots of the performance on the test set (consisting
of 1107 individual drives) after down-scaling the model. From
left to right, the resulting models are; the complete model
(red), a model without added lane change transitions (blue),
without added lane marker type penalty (green), without
heading penalty (purple), without speed penalty (orange), and
a model without any added penalties or lane change transitions
(yellow). The boxes are drawn from the first quartile (25th per-
centile) to the third quartile (75th percentile) and the horizontal
lines in the boxes indicate the median (50th percentile) PLE.
The whiskers show the minimum and maximum PLE noted for
the various models among the 1107 drives. The dots located
outside the whiskers are outliers. The dashed horizontal line
shows the median score of the complete model.
Since not all variables may be readily available at all times,
an investigation of their effect on the algorithm performance
is conducted. Model down-scaling is performed by omitting
each of the penalties and the lane change transitions. These
simplified models are then evaluated on the test set. The
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resulting box plots are shown in Figure 6.
One can see from Figure 6 that removing the lane change
signals from the transition probabilities (i.e., this makes the
probabilities of driving on the left, same, or right of the
current lane are equally likely according to the transition
probabilities even though the vehicle signals a lane change)
yields the biggest decrease in performance of the algorithm.
This is not surprising because the ability to capture vehicle
movements between parallel lanes is essential for a lane-level
map matching algorithm and that GPS measurements cannot
be reliably used to detect lateral movement of the vehicle.
From the same figure, one can also see that excluding the lane
marker penalty from the model makes the median recall of the
algorithm drops with a few percentage points. The drop is not
as significant as when removing the lane change signals from
the transition probabilities. This might be explained by the fact
that the marker types are not always unique for parallel lanes
and that the reported lane markings cannot always be trusted,
even when the sensor is very confident. The same figure also
shows that exclusion of the heading and speed penalties do
not really affect the performance of the algorithm. This is
understandable because parallel lanes are almost always have
the same speed limits and lane headings. It can be concluded
from Figure 6 that the lane changes and lane markings are
important to the algorithm, while speed and headings have
a negligible effect. However, if the map data used in this
work would contain not only highways, but also areas of
densely located roads having different headings and speed
restrictions, one can assume that the algorithm would benefit
from including both the speed and heading penalties.
2) Identified strengths/weaknesses: The ability of the al-
gorithm to handle certain circumstances are discussed in this
section.
a) GPS error: The GPS observation probability pre-
sented in Section III-B3 gives the probability distribution
of the distance between a candidate lane and the perceived
vehicle (i.e. GPS) location. As the GPS error gets larger, the
observation probability of the true lane becomes smaller.
When the GPS error is within a few meters while all other
vehicle sensors perform ideally, the algorithm generally has
no difficulties to accurately identify the traversed lanes. For
example, when the GPS position is less than eight meters
off the true position, and the reported lane marker types
can be assumed mostly correct, the model has recall above
80%. However, when the GPS error gets larger than 8 meters,
the true lane becomes a highly unlikely candidate, even if
the lane markers are correctly identified. In other words, the
observation probability is more influential than the lane marker
type penalty. The result is an incorrectly matched path.
On the other hand, when the GPS error is only moderately
wrong (up to four meters) as in Figure 7, the algorithm
succeeds at mapping to the correct lane. This implies that there
is a limited tolerance for bad GPS input. The high scores on
the test set indicate that the GPS error is normally contained
within that tolerance.
Fig. 7: An example where the correct lane-path (colored green)
is found with the help of the lane marker type penalty, even
though the GPS points are located in a different lane. The
vehicle GPS measurements are shown in pink circles and the
ground truth positions are represented by the blue circles. The
green and red lines show the markings at the right and left
road edges, respectively. The blue dashed lines are markers
separating individual lanes and the cyan-colored lines mark
the center of the lanes.
b) Uncertain vision detections: No lane marker type
penalty, given in Section III-B3d, is enforced during drives
with uncertain vision detections. In that case, only the GPS
measurements are used to identify the traversed lanes. In
combination with erroneous GPS location measurements, the
path returned by the algorithm is likely incorrect. Inclusion
of RADAR data as input data could reduce the dependence
of the algorithm on the vision system, as shown by [7]. Such
investigation could certainly be an interesting task for future
work.
c) Lane change detections: Incorporation of the lane
change indicator in the transition probabilities, as described
in Section III-B4, helps our algorithm both when actual lane
changes are detected as well as when no lane changes are
detected. In the latter case, the information of no lane changes
helps the algorithm to follow a straight path rather than change
lanes according to noisy GPS locations.
Nonetheless, lane change transitions in the transition prob-
abilities can in some situations cause undesired output. This
may happen in situations where the GPS measurements are
faulty and lane marker types are missing or reported incor-
rectly. Consider a situation where faulty lane matching was
assigned in the beginning of a drive due to inaccurate location
measurements. Although the location measurements become
more accurate over time, the transition model still favors a
straight path from the previous incorrectly matched lanes. This
behavior originates from the enhanced transition model, which
disfavors lateral movements unless the lane change detector
signals a positive lane change. Combined with the lack of
lane marker detections, this transition model can become too
inflexible.
d) Ambiguous lane marker types: When there is more
than one lane on a road where at least two lanes have the same
marker types, information picked up by the vision system is
not sufficient to uniquely determine which lane the vehicle is
in. Consider a case (see Figure 8) when the vehicle correctly
identifies dashed lane markers on both sides. However, the
road contains three lanes, whereof two of them have dashed
markers on both sides. According to the vision system, the
vehicle could be in any of the two lanes with the same markers.
If the GPS measurements would have low error and place the
vehicle in the actual lane, ambiguous lane marker types would
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not provide any problems. Now, the whole problem of map
matching is motivated by the inability to derive paths solely
from inaccurate GPS measurements. Thus, it is primarily
interesting to consider how the algorithm performs where the
location measurements are not perfect. In lack of additional
sensors with spatial awareness, there is no obvious way to
resolve the ambiguity.
Fig. 8: An example where more than one lane have the
same lane marker types (left and right lane markers for both
coloured lanes are of a dashed type), making it difficult
for the vision system to uniquely determine which lane the
vehicle is in. The blue-colored lane corresponds to the ground
truth vehicle lane path, while the red-colored lane shows the
path retrieved by our proposed algorithm. The vehicle GPS
measurements are shown in pink circles and the ground truth
positions are represented by the blue circles. The green and
red lines show the markings at the right and left road edges,
respectively. The blue dashed lines are markers separating
individual lanes and the cyan-colored lines mark the center
of the lanes.
Inspired by [9], [10] who address ambiguity issues by letting
the map matching algorithm output multiple lane hypotheses,
a possible direction of future work is to investigate if our
algorithm could be modified to output more than the most
likely path (i.e., to also output the second, third, etc., probable
paths). The correct path would then need to be verified from
these hypotheses by other means (e.g., as in [10]).
D. Comparison
The outcome of our lane-level map matching algorithm
can be directly compared to the results maintained from the
road-level map matcher introduced in [2]. Figure 9 shows
the result of map matching a sequence of vehicle coordinate
observations to road segments in a map, colored purple. As the
underlying map has HD-features, it shows the number of lanes
on the various road segments, separated by lane markings. The
road segment in the upper left corner of the figure has four
parallel lanes, but the road-level map matcher is not able to
identify which of the four lanes the vehicle is in — only that
it is located somewhere in the area covered by all four lanes.
Further down the road, the four lanes are split up into two
road segments containing two lanes each. Still, the road-level
map matcher can only say in which road segment the vehicle
is, and not distinguish between the individual lanes.
The outcome of applying our lane-level map matching
algorithm on the same instance can also be seen in Figure 9,
where the matched lanes are colored orange. As can be seen,
the vehicle coordinates are matched to individual lanes in the
underlying map, providing a higher resolution of the traversed
path compared to that returned by the road-level map matcher
(indicated by the lanes in purple). Combining the result of both
map matchers clearly show the enhanced resolution provided
by our proposed algorithm.
Fig. 9: Estimated road-level path (in purple) and lane-level
path (in orange) given the true vehicle coordinates (black
circles). The blue lines are lane markings in the underlying
map.
E. Future work
Our algorithm has only been tested on motorway scenarios,
so it should also be tested on in-city conditions. Also, the
algorithm relies on information from a vision system. It would
be interesting to study how other landmarks such as traffic
signs and road barriers could make the algorithm more robust
when information on lane marker types is not reliable.
VII. CONCLUSIONS
In this paper, we have investigated the usefulness of HMMs
to identify the lanes traversed by a vehicle. Our implementa-
tion makes use of an HD map, in which the lane segments
are the hidden states of the model. Apart from noisy GPS
data, the proposed model relies on a lane-change signal as
well as visual information about nearby lane markings.Speed
and headings information were found to have a negligible
effect on the algorithm. Our results showed that 95.1% median
recall and 3.3% median path length error can be obtained for
motorway scenarios. Future work will test the algorithm on
in-city conditions, and include RADAR data and landmarks
to increase information redundancy.
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