Abstract We introduce and analyze a family of algorithms for an efficient numerical approximation of integrals of the form I = C (1) C (2) F (x, y, y − x)dydx where
Introduction
In this paper we aim for an efficient numerical approximation of integrals of the form x∈Ω y∈Ω F (x, y, y − x) dy dx.
Here Ω ⊂ R d and the kernel function F (x, y, y − x) is smooth for x = y and may become singular at y − x = 0. Integrals of this form appear e.g. in the boundary reduction of linear, elliptic boundary value problems [25, 15] or in Dirichlet forms for Markov processes with jumps [16] . The two-electron integrals also have a similar structure, see e.g. [13] and references therein. Typically, these applications give rise to an integral singular integral equations of the form (Ku)(x) = y∈Ω K(x, y, y − x)u(y) dy = f (x) ∀x ∈ Ω.
on a domain Ω ⊂ R d for an unknown function u ∈ V . In the context of Galerkin methods, one solves the above equation approximately, restricting the weak formulation to a finite-dimensional space V h ⊂ V of polynomials on a finite element mesh in Ω of width h > 0 spanned by a basis {ϕ h i }. Typically, high dimensional domains Ω have a simple structure. Frequently, Ω is a hypercube (e.g. resulting by the truncation of R d ), or more generally, a parallelotope (an affine image of a hypercube). This suggests a straight forward discretization based on the mesh of small parallelotopes. The elements of the finite element stiffness matrix amount for computation of I = x∈C (1) y∈C (2) K(x, y, y − x)ϕ h j (x)ϕ h i (y) dy dx = x∈C (1) y∈C (2) F (x, y, y − x) dy dx, (1) where C (1) and C (2) are closed parallelotopes in R d and ϕ h j , ϕ h i are smooth on C (1) and C (2) respectively. In this paper we aim at an efficient numerical approximation of (1), see [5] and [6] for the case of a finite element mesh of simplices.
Throughout this paper, we work under the assumption of shape regularity of C (1) and C (2) :
Assumption 1 For closed parallelotopes C (1) and C (2) in R d let h j := diam(C (j) ) denote the diameter and let ρ j denote the radius of the largest ball contained in C (j) for j = 1, 2. The parallelotopes C (1) and C (2) are shape regular in the following sense: There exists K > 0 with h j ρ j ≤ K.
If C (1) ∩ C (2) is empty, then we let k := −1 and assume that there exists κ > 0 such that dist(C (1) , C (2) ) ≥ κ −1 max(h 1 , h 2 ).
If the intersection C (1) ∩C (2) is nonempty, it coincides with a whole k-dimensional common hyperface of C (1) and C (2) and is uniquely determined by k + 1 vertices of C (j) for j = 1, 2 with k ∈ {0, . . . , d}.
Under above notations k ∈ {−1, 0, 1, . . . , d} can be interpreted as the generalized dimension of the intersection C (1) ∩ C (2) . We remark that Assumption 1 is satisfied if C (1) and C (2) are two elements of a shape regular finite element mesh. If the original domain Ω is curved or is a manifold embedded in a higher dimensional Euclidean space one can use parametrizations and also has to compute an integral of the form (1) where the functions ϕ h j , ϕ h i may include parametrization mappings and Jacobians, but are still Gevrey-δ regular functions on each element of the mesh in the following sense, cf. [6] :
Definition 1 Let Ω ⊂ R m be a closed bounded set and δ ≥ 1. A function f : Ω → R is Gevrey-δ regular, we write f ∈ G δ (Ω), if there exist A 0 , A 1 > 0 so that
If (4) holds for every component of f , we say that a vector-valued f is Gevrey-δ regular. In this case we also write f ∈ G δ (Ω).
The case of δ = 1 in (4) corresponds to an analytic function f , see e.g. [2] . The case δ > 1 corresponds to more general Gevrey-δ regular functions, including e.g. cutoff functions. The case δ > 1 is particularly important for methods involving partition-of-unity constructions which are not aligned with the finite element mesh.
In this paper we consider integrands being Gevrey-δ regular in some arguments and having an algebraic singularity in the others. Precisely, we work with the following class of functions:
• +q * be a closed and bounded set and let δ ≥ 1. A function f : Ω → R is Gevrey-δ regular with an algebraic singularity of order α at s = 0, if there exist α > k − 2d and A 0 , A 1 > 0 such that for all ν = (ν * , ν
In this case we write f (s, t) ∈ G δ,α s (Ω).
Specifically, we assume for the integrand F in (1)
An accurate numerical evaluation of the integrals of this type is a difficult task since F (x, y, y − x) is not smooth if C (1) ∩ C (2) = ∅. As the analysis of the corresponding one-dimensional problem in [7] shows, the convergence rates of Gaussian quadrature with N points deteriorate in the case of singular integrands.
In the present paper we construct a family of N -point quadrature rules with nodes {x µ , y µ , z µ } N µ=1 and weights {w µ } N µ=1 such that
F (x µ , y µ , z µ )w µ (7) which is robust for the diagonal singularities at y − x = 0. The construction is based on a suitable coordinate transformations for an integral of the type (1) which simultaneously simplify the structure (the location) of the singular support and the domain of integration. In what follows we give explicitly a coordinate transformation which represents the value I of (1) as an integral over the unit 2d-dimensional cube
Here the singularity of T is isolated in the first coordinate direction s; for a fixed s the transformed integrand T is a smooth function of the remaining (2d − 1) coordinates ξ. In the transformed form, the value I can be approximated numerically by a tensor product quadrature rule consisting of a suitable combination of -a one-dimensional quadrature rule in s being robust for functions with an end-point singularity on an interval -a (2d − 1)-dimensional quadrature rule in ξ for functions being smooth in the unit hypercube [0, 1]
We emphasize that a one-dimensional quadrature rule and a (2d − 1)-dimensional quadrature rule for smooth functions can be chosen independently. Obviously, every suitable combination of such one-dimensional quadrature rule and a (2d − 1)-dimensional quadrature rule (called the input quadrature rule in the sequel) leads to a particular quadrature rule of type (7) on C (1) × C (2) . In Sect. 6 we report on numerical performance of various input quadrature rules: For the (2d − 1)-dimensional regular part of the integral we use optionally the full tensor product Gauss-Legendre rules, various sparse grid rules (cf., [22, 9, 24, 14] ) or Sobol' rules (cf., [17, 18, 29] ); for the singular part of the integral we use either Gauss-Jacobi or composite Gauss-Legendre quadrature rules, see [27, 26, 6] .
For the quadratures based on the full tensor product Gauss-Legendre input rules for the smooth part we prove in Theorem 5 and Theorem 6 the exponential convergence with respect to the total number of quadrature points N :
with r > 0 independent of N and d and an exponent γ = 1/(2dδ+1). We also prove that an improved convergence rate of γ = 1/(2dδ) can be achieved for k = −1 (no singularity) or if α > −2d + k is an integer. The improved convergence rate in (8) can also be achieved for a particular class of integrands with kernels of the type
). In other words, our quadrature rule for integrands with singularity of the type (9) achieves the same asymptotic convergence rate as a tensor product GaussLegendre quadrature rule for Gevrey-δ integrands without singularity using the same number of function evaluations. We refer to [6, 5] for the analysis of the integrals of the form (1) over d-dimensional simplices.
The paper is organized as follows. Sect. 2 contains the basic notations and some auxiliary regularity results. In Sect. 3 we describe Steps 1 to 5 of the regularizing coordinate transformations. In Sect. 4 we study regularity of the singular integrands satisfying (6) and/or (9) under the coordinate transformations. In Sect. 5 we introduce various quadrature rules suitable for approximation of the transformed integrands in the reference coordinates (s, ξ) and their transformation to the " physical coordinates" (x, y). Theorem 5 and Theorem 6 include the convergence estimates. In Sect. 6 we report on the numerical performance of the quadrature rules introduced in Sect. 5.
Notations and some auxiliary regularity results
Throughout we use the following notations. For a multi-index ν ∈ N d 0 we use the standard notations
for a sufficiently smooth function f :
. When vectors in R p are used, they are always given by the row vectors of their components. Consider a subset N = {n 1 , . . . , n k } of {1, . . . , p} with n 1 < · · · < n k . We denote
For a finite set N we denote by #N the number of its elements. Further, for x ∈ R p we write |x| = (|x 1 |, . . . , |x p |) ∈ R p for the vector of absolute value of x's components. By C p we denote the unit hypercube [0, 1] p . We recall the following result from [6] (Lemma 4.8).
, where x ∈ Ω 1 and y ∈ Ω 2 . Let ψ :
(ii) If in addition q = q and the Jacobian determinant J ψ = 0 in the interior of
The regularizing coordinate transformation which we utilize in the construction of the quadrature rule involves high-dimensional Duffy transformations, see [8] for the definition in two and three space dimensions. The analysis requires Lemma 2 proven in [6] . In order to formulate this result, we need some auxiliary tools.
Definition 3 Let B be a subset of a (p−1)-dimensional hyperplane not containing 0. Then, a pyramid P (B) ⊂ R p with base B and apex in the origin is given by
In the present paper we will work only with pyramids of unit height and bases being orthogonal to one of the coordinate axis. In particular, the class of such pyramids being orthogonal to the first coordinate direction takes the form
with an associated pyramid
Consider the right prism Π(B) associated to B via
Then the high-dimensional Duffy-transform is the mapping
The case of the base B being orthogonal to the j-th coordinate directions is analogous and is obtained from the above construction by permutation of the 1-st and j-th components.
The following result addresses the change of smoothness for functions after the generalized high-dimensional Duffy-transform Λ.
Lemma 2 [6, Lemma 4.10] Suppose 1 ≤ p ≤ q ∈ N and that B is a bounded subset of a (p−1)-dimensional hyperplane as in (10) and P (B) is the associated pyramid. Further, suppose Ω ⊂ R q−p and f (x, y) ∈ G δ,α
, where x ∈ P (B) and
Consider a nonlinear mapping Λ :
Then the Jacobian determinant of the transformation is given by J Λ = s p−1 and
Regularizing coordinate transformation
In this section we introduce coordinate transformations which allow us to rewrite (1) as an integral over the unit hypercube C 2d ≡ [0, 1] 2d . Suppose C (1) and C (2) are two parallelotopes in a shape regular finite element mesh in the sense of Assumption 1. Out aim is to find a suitable change of coordinates, bringing (1) to the form
where the singularity of the transformed integrand . A specific one-dimensional quadrature rule must be applied in the singular direction s = t 1 . This leads to the following quadrature rule in the transformed (reference) domain
of the quadrature (7) in the physical domain C
(1) × C (2) are obtained by the reverse change of coordinates. We remark that the explicit form of the coordinate transformation implies
3.1-3.5, 5.5 below). For the ease of the presentation we split the description of this coordinate transformation into 5 steps.
3.1
Step 1: Transformation of C (1) , C (2) to the unit hypercube Let C (1) , C (2) ⊂ R d be two parallelotopes satisfying Assumption 1 and suppose k is the generalized dimension of the intersection C (12) := C (1) ∩ C (2) . Recall that the values of k from the set {−1, 0, 1, . . . , d} are allowed, with the convention that the dimension of the empty set equals to −1. Note that the intersection C (12) itself is a k-dimensional parallelotope.
Any d-parallelotope is an affine image of the unit hypercube, and thus is uniquely determined by (d + 1) of its 2 d vertices. The choice of suitable
In what follows we utilize a particular set of control vertices of C (j) simplifying the transformation of the singular support.
Definition 4 (Control vertices)
Suppose that C (12) is nonempty and choose
being an arbitrary vertex of C (12) . Then, choose the vertices
but (b) not belonging to the common hyperface C (12) . If C (12) is empty, we choose v (j,0) being an arbitrary vertex of
The set of control vertices is visualized at Fig. 1 . According to Definition 4, we have in any case
Using the vertices v (j,0) , . . . , v (j,d) we determine an affine mapping from both parallelotopes C (j) to the unit hypercube C d and back via
where
. . .
According to the definition of the control vertices (Definition 4), in the case of a nonempty intersection C (12) the first k rows of A (1) and A (2) coincide. Thus we get the splitting
Consider an analogous splitting of variables
Forẑ :=v −û this gives
and hence the following representation of I is valid
Remark 1 In the case of disjoint parallelotopes or parallelotopes which only touch at one vertex (i.e. for k = −1 or 0) we adopt the conventionǔ ≡ u,v ≡ v. The variablesû,v andẑ do not appear in the integrand functions in this case. Thus, there holds A (j) = B (j) and the integral (14) takes the form Figure 1 The affine transformation for one of the parallelotopes in the case d = 3.
3.2
Step 2: Shifting the singularity to the origin and the first partition of the domain of integration Letẑ =v −û and recall (12) . Then (14) can be rewritten as
As seen from (13), the integrand G is a smooth function ofû. Next, we change the integration order of the variablesû andẑ (this manipulation prepares the integration w.r.t. the smooth variableû in Step 4 ). Note thatẑ
For a given value ofẑ, the domain ofû must be such thatû ∈ C k andv =û +ẑ ∈ C k . In other words, for fixedẑ ∈ A k , the variablê u belongs to theẑ-dependent domain
. This construction gives a new representation
The representation (18) is almost identical to (17) , includes, however, a significant advantage. The singular support of the integrand H is very simple: H is singular if (ǔ,v,ẑ) = 0 ∈ R 2d−k for any value ofû. The aim of the next transformation is to move this point singularity to the boundary by splitting the domain A k ofẑ into parts.
We divide the hypercube
k subdomains along the coordinate axes. This gives 2 k smaller hypercubes with edges of unit length, each with the singularity at a corner. In order to give the formal description we set M := {1, . . . , k} and recall the notations from Sect. 2. Then we have the following partition of A k into smaller hypercubes:
This decomposition is clearly disjoint. Using the notation from Sect. 2 we have the splittingẑ =ẑ (N ) +ẑ (M \N ) . Ifẑ ∈ A N,M \N , we can therefore write the domain ofû in the following equivalent form
In the above expression |z (N ) | contains the absolute values of the components of z (N ) . As a result we obtain an equivalent representation
Step 3: Reflections
We denote by R N the reflection operator which maps components ofẑ ∈ A N,M \N toz ∈ C k as follows:z
In particular, we have
Using this, we can rewrite the domain ofû as
Herewith from (20) we obtain
3. 4 Step 4: Transformation of the integration subdomains to the unit hypercube C 2d
We observe that the rectangular domainF N,M \M is an image of the unit hypercube C k under the scaling τ :
with the Jacobian determinant
Note that f N (same as H) is singular if (ǔ,v,z) = 0, which is a singularity of radial type located in the corner of the integration domain. The last two steps of the coordinate transformation concern with transformation of this radial-type singularity to a univariate singularity. We introduce
and a new variable p = (ǔ,v,z) ∈ C 2d−k =: D. Then (24) takes the form
where h N is singular at p = 0. 
Thus (26) is equivalent to
h N (p,ũ) dũ dp.
We now parametrize P (B j ) using s ∈ [0, 1] and t ∈ C 2d−k−1 and obtain
After this transformation the singularity of every h j,N is isolated in the variable s. Interchanging the order of summation and integration we obtain
which brings I to the desired form (11).
Regularity of the transformed integrands
In this section we study regularity of integrands subjected to the change of variables described in Steps 1-5 above. In particular, in Sect. 4.1 we depart from the general assumption (6) on the integrand F and derive in Theorem 1 the regularity results for the transformed integrands g j,N . In Sect. 4.2 we address the particular (but important) case (9) under the same change of variables (Theorem 2).
In both cases we show that the singularity of the transformed integrand is isolated in the first coordinate direction. The integrand is a smooth function in the remaining (2d − 1) coordinate directions. Moreover, in the special case (9) we obtain an exact form of the singularity. This allows us to use an appropriate Gauss-Jacobi quadrature for the numerical approximation in the singular direction, reducing herewith the overall complexity.
Regularity of the transformed integrands for general kernels
We summarize the coordinate transformations from Section 3:
F (x, y, y − x) dy dx
Step 1
Step 2
Step 5
The next Theorem is the main result of this section. It relates the regularity of integrands G and g j,N before and after the coordinate transformation respectively.
i.e. there exist constants c 0 ,
Remark 2 Theorem 1 shows that the transformations given in Section 3 isolate the singularity of g j,N in the first variable s.
Remark 3
The assumption α > k − 2d impliesα > −1 and hence
i.e. g j,N and F are weakly singular. The treatment of more general strongly singular or hypersingular is also possible, see e.g. [21, 25, 15] and references therein.
The proof of Theorem 1 is given at the end of this section after some preparatory lemmas.
Lemma 3 Suppose k ∈ {0, . . . , d} and F satisfies (31) and G(u, v,ẑ) is defined by (15), (16) . Then in the domain Ω :
i.e. ∃c 0 , c
Proof By [6, Proposition 3.4] we have for the case k = 1, . . . , d − 1
where c 1 depends only on the smallest/largest angles γ(V, X (1) ), γ(V, X (2) ) and γ(X (1) , X (2) ) with
By construction, B, B (1) and B (2) are full-rank matrices (of rank k, d − k and d − k respectively), hence
where c 2 depends on k, d, h j = diamC (j) , and the shape-regularity parameter K from (2) 
Proof We use Lemma 1 containing the regularity result for transformations which do not touch the singularity. For this, we represent H as a composition
where π and ψ are given by π :
ψ :
The function π is a permutation of variables and therefore does not change the regularity of the integrand. The duplication of variables in ψ does not affect the regularity as well. Furthermore, ψ is a polynomial and preserves the singular variables: ψ(ǔ,v,ẑ, . . . ) = (ǔ,v,ẑ, . . . ). Therefore, ψ fulfills the assumptions of Lemma 1 and hence ψ preserves the regularity of G • π and (34) follows.
i.e. ∃C 0 , C 1 > 0 independent of ν = (ν * , ν
Proof The transformation τ from (23) preserves the singular variables τ (ǔ,v,z, . . . ) = (ǔ,v,z, . . . ) and is a polynomial. The Jacobian J τ is well defined, and by (23)
(1 −z i ) = 0 in the interior of Ω .
Therefore ψ := τ satisfies the assumptions of Lemma 1 and (35) follows from Lemma 1.
(ii).
We are now ready to give the proof of the main theorem of this section.
Proof (of Theorem 1)
We analyze step-by-step the regularity of the integrands in (30) . Successive application of Lemma 3 and Lemma 4 yields for M = {1, . . . , k} and any
Clearly, (ǔ,v, R Nẑ ) = (ǔ,v,ẑ) for the reflection R N from (21) . Hence, by (22) 
and the assumptions of Lemma 5 are satisfied. This yields by (25) and p = (ǔ,v,z)
It remains to show that the high-dimensional Duffy transformations of P (B j ) to Π(B j ) in Step 5 provide the desired regularity (32) of g j,N . This property follows from Lemma 2 since the transformation in (28) differs from the mapping Λ in Lemma 2 only by the permutation of the first and the j-th component. The proof is complete.
Structure of the transformed integrands for singularities of the form y − x α
The results of the previous section are valid for all integrands satisfying the assumption
This rather general assumption is satisfied for a broad class of integrands including e.g. singularities with (iterated) logarithm F (x, y, z) ∼ z α log z , etc. For this class of integrands we apply a composite Gauss-Legendre quadrature in the singular direction involving O(n 1+1/δ ) quadrature points, see Sect. 5 for the details. In this section we consider a family of integrands of the special form
) and study the transformation of the singularity under the change of coordinates (30) . Based in this results, we show in Sect. 5 that the composite Gauss-Legendre rule can be changed to a certain Gauss-Jacobi rule with O(n) points without compromising the accuracy.
We recall the following basic regularity results from [5] :
The main result of this section is the subject of the following theorem.
)) for some δ ≥ 1 and α > k − 2d. Then after the coordinate transformation (30) the integral can be written as
Proof It suffices to show that under the coordinate transformations (30) the function
is analytic for (s, ξ) ∈ C 1 × C 2d−1 . Then the assertion follows by Propositions 1 and 2 and from the fact that the coordinate transformations (30) are polynomial and hence analytic, i.e. belong to G δ 1 (C 1 × C 2d−1 ) with δ 1 = 1. The transformations are rather complex and it will be convenient to split (37) as follows:
We prove that the fractions A i , i = 1, 2, 3 are analytic functions. For this, we represent each A i in the form A i = ω α for some suitable polynomial ω and show that ω has no roots in the domain of integration. This implies analyticity of A i . The proof consists of three steps: 1) We show that A 1 is analytic. The transformation (x, y) → (ǔ,v,v −û) covers Step 1. The parameters of the affine transformation are A (1) , A (2) , v (1,0) and v (2,0) . We recall that A (j) = B B (j) with B ∈ R k×d and B (j) ∈ R (d−k)×d as explained in Section 3.
We introduce polar coordinates (r, θ) satisfying η = (u, v,v −û) = rθ = (rθ 1 , rθ 2 , rθ 3 ). Recalling (15) we find
Note that ω(θ) is a linear map, and hence analytic. According to [6, Equation (3.9)] there exists c 1 > 0 such that y − x ≥ c 1 η = c 1 r . It follows that
Therefore the fraction A 1 is an analytic function. 2) We prove that A 2 is analytic. If k = 0, we have A 2 = 1, which is clearly analytic. Suppose 0 < k ≤ d. Let us redefine the polar coordinates as
and prove that A 2 is analytic as a function of r and θ. Recalling the transformations from Step 2, 3 of Sect. 3 we find
is analytic. This gives the desired result for
Step 2 and Step 3.
The transformation from Step 4 does not influence the singularity and we have the desired result for Step 1 to 4. It remains to show the analyticity for Step 5.
3) In
Step 5 the variable (ǔ,v,z) is transformed according to (28) . Redefining the polar coordinates again, we have η = rω(θ) with
Since one of the components of ω(θ) is always 1 we have ω(θ) ≥ 1. Thus,
α ≥ 1 is analytic. This gives the desired analyticity and the proof is complete. Theorem 2 shows that for integrands of the form (36) the transformed singularity can be treated as a weight of a the one-dimensional Gauss-Jacobi quadrature rule in s ∈ [0, 1]. In this sense, the change of coordinates (30) removes the singularity, since the remaining integrandT (s, ξ) ∈ G δ (C 1 × C 2d−1 ) is a smooth function.
Quadrature rules in the reference and physical coordinates
Based on the above regularity results, we introduce in this section various types of quadrature rules suitable for numerical approximation of (1) under conditions (6) and/or (9) . For the ease of notation we identify the quadrature operator Q n (·) and the associated quadrature points and weights
and use the short-hand
5.1 One-dimensional quadrature rules for the " singular direction"
Let us denote by GJ(n,α) the n-point (transformed to [0, 1]) Gauss-Jacobi quadrature rule Qα n = {s i , ω i } n i=1 guaranteeing the exact integration
where P p is the set of polynomials of degree ≤ p, see e.g. [20, 30] . By GJ (n,α) we denote the associated modified Gauss-Jacobi quadrature rule
, with the modified weights ω i := ω i /sα i . Then for Qα n = GJ (n,α) we obviously have
The modified family GJ is notationally more convenient in what follows.
and Qα n = GJ (n,α). Then there exist C, r > 0, independent on n such that
The family of Gauss-Legendre quadrature rules coincide with Gauss-Jacobi family with unit weight and are denoted by GL(n) := GJ(n, 0). By an obvious affine transformation, a corresponding Gauss-Legendre quadrature rule can be defined for any bounded interval [a, b] ⊂ R. We denote the resulting family by GL [a,b] (n). The (variable order) composite Gauss-Legendre quadrature rule allows for an efficient numerical integration for more general singularities [26, 27] and is defined as follows. Let m ∈ N, σ ∈ (0, 1), δ ≥ 1 and consider the geometric subdivision:
Then the quadrature rule Q n,m = CGL(n, m) is defined by
In the above notation we omitted the dependence of Q n,m on σ and δ to simplify the expressions.
and Q n,m = CGL(n, m) with m ∼ n 1/δ . Then there exist C, r > 0, independent on n such that
is the total number of function evaluations.
Remark 4
The integrand φ(s) := sαϕ(s) for ϕ ∈ G δ ([0, 1]) satisfies the assumptions of Lemma 7. Thus the quadrature rule CGL is more universal than GJ . But this comes at the price: e.g. for δ = 1 (analytic case), CGL with O(n 2 ) function evaluations achieves the same asymptotic convergence rate, as GJ with O(n) function evaluations. Therefore, GJ should be always preferred, when the integrand satisfies the assumptions of Lemma 6, see also comparison of CGL and GJ in Fig. 3 below.
Full tensor product Gauss-Legendre quadrature rules for the " regular directions" and the convergence theorems
The full tensor product n D -point Gauss-Legendre quadrature rule on [0, 1] D , D = 2d − 1 will be denoted by T P GL(n) and is defined as
By the tensor product argument we obtain from Lemma 6 and Lemma 7 the following convergence results.
Then for Q ⊗ n = T P GL(n) and Q n,m = CGL(n, m) with m ∼ n 1/δ there exist C, r > 0 independent of n such that
where N ref ∼ n 2d+1/δ is the total number of function evaluations.
. Then for Q ⊗ n = T P GL(n) and Qα n = GJ (n,α) there exist C, r > 0 independent of n such that
where N ref ∼ n 2d is the total number of function evaluations.
Sparse grid-based quadrature rules
Let Q n be some one-dimensional open quadrature rule on [0, 1] with quadrature points and weights
. Then the general sparse grid-based quadrature rule for a given (2d − 1)-dimensional index set Λ is defined for any f ∈ C 0 ((0, 1) 2d−1 ) byQ
and Q 0 := 0, see e.g. [9] . A particular sparse grid family is then uniquely determined by the choice of a one-dimensional quadrature Q n and a family of the nested index sets Λ 0 ⊂ · · · ⊂ Λ ⊂ · · · , ∈ N. The standard sparse grid family (Smolyak's construction [28] ) is based on the index set
Λ is symmetric w.r.t. any permutation of coordinates. This construction admits a straight forward generalization to the anisotropic sparse grid (AnisoSG) sets
where the suitable weights q j are to be determined. In Sect. 6 we shall estimate q j numerically by a sequence of monovariate analyses, as suggested in [1] in the context of stochastic Galerkin approximation. It is to mention that the full tensor product quadrature also admits a representation in the form (38) by setting Λ := {k ∈ N D : max j (k j ) ≤ }. In [11, 12] the authors introduced an optimized sparse grid (OptSG) family
for θ ∈ (−∞, 1). Obviously, Λ 0 coincides with the index set of the standard sparse grid family (39) and Λ −∞ yields the full tensor product grid. Careful analysis analysis of the coordinate transformations (30) (see e.g the explicit representation (48) below) shows that the integrand after the resulting integrand T (s, ξ) is a smooth and rather isotropic function of variables ξ. In this case, the shape of the index sets Λ θ optimized for certain functional spaces with mixed regularity [11, 12] , might be unsuitable. Instead, we suggest a new index set
and call it the maximal total degree sparse grid (TDSG). In Sect. 6 we show for a particular example, that TDSG has the smallest relative quadrature error for almost all configurations in d = 3, 4 and 5 space dimensions.
The index set Λ in (38) can be built in a fully adaptive way. Here we utilize the approach of [10] known as dimension-adaptive sparse grid (AdapSG). In every step of the adaptive procedure, it is decided how the index set Λ should grow based on the value of a heuristic cost/benefit error indicator
where n k is the number of elements in the rectangular index set {i ∈ N D : i j ≤ k j } and W ∈ [0, 1] is the weight. The value W = 1 corresponds to the greedy error indicator and is expected to provide good approximation for smooth integrands, whereas the choice W = 1 yields the Smolyak construction [10] .
As mentioned before, the second ingredient of the general sparse grid construction is the choice of a particular one-dimensional quadrature rule Q n in (38). In our numerical tests we use the Kronrod-Patterson (KP ) quadrature rule being the ( − 2)-nd extension of GL(3). Thus n = 2 − 1 and Q n has the degree of exactness 3 · 2 −1 − 1. The construction of KP [23] implies that it is the nested univariate quadrature rule with the highest degree of exactness. Other nested (e.g. Clenshaw-Curtis) or non-nested (Gauss-Legendre) quadrature rules can be applied instead of KP . We refer to [9, 10] for more details and comparison tests.
Sobol' quadrature rule for the " regular directions"
Another popular method for numerical approximation of high-dimensional integrals is a quasi-Monte Carlo (equal weight) quadrature method utilizing Sobol'
see e.g. [17] and references therein. This method can not be expected to converge exponentially. However it makes sense to compare its performance to the methods described above in their preasymptotic regime. We refer [17] for the details on the construction of Sobol' sequences. In our numerical experiments we used the implementation by Dr. Frances Kuo available at http://web.maths.unsw.edu.au/∼fkuo/sobol/ which we gratefully acknowledge.
Quadrature rules transformed to the physical domain
After the choice of suitable quadrature rules for the singular (s-variable) and the regular part (ξ-variables) of the transformed integrand (29) is made, we combine them in the tensor product fashion to obtain a quadrature for the transformed integrand. In detail, suppose
is the N ref -point quadrature rule for the transformed integrand T (s, ξ) and hence
for t µ := (s i , ξ j ) and λ µ := ω i η j and a suitable enumeration. In practical applications it is more convenient to have a quadrature rule for I in the " physical domain"
), which can be applied to the original integrand F in (11) . For this we apply the backward change of coordinates (30) tõ
where N = 2 k (2d − k)N ref , since the backward coordinate transform produces 2 k (2d − k) different points in the physical domain: one for every N ⊆ M and j = 1, . . . , 2d − k.
In particular, using Theorems 4 we obtain the following convergence estimated for quadratures in the " physical domain".
) with m ∼ n 1/δ and Q N is the transformation of [Q n,m ⊗ Q ⊗ n ] to the physical domain. Then there exist C, r > 0 independent of n such that
where N ∼ n 2d+1/δ is the total number of function evaluations.
Then there exist C, r > 0 independent of n such that
where N ∼ n 2d is the total number of function evaluations.
Numerical experiments
In this section we report on the numerical performance of various types of transformed quadrature rules used for approximate calculation of
for the integration domain (11) with
Note that the indexing in (46) agrees with the notation k = dim( 2) ) being close to the critical value k − 2d, providing herewith a tough test for our quadrature algorithms. For F in (47), we have the Gevrey-parameter δ = 1.
The exact value of I, needed for the subsequent analysis of the quadrature error |I − Q N |/|I|, is difficult (if possible) to compute analytically. Instead, we approximate I up to the double precision using the approximation of F by exponential sums, cf. e.g. [4] . Here we heavily use the explicit simple structure of (47). We remark that this calculation is not possible for general integrands F and is used here for the test reasons. 
where c
and
Note that both f 1 , f 2 have the form x α . We utilize an approximation of x α , x ≥ 1, α < 0 by exponential sums This approximation inserted into (48) factors it into one-and two-dimensional integrals which we compute analytically. In this way I can be approximated up to any precision for n being sufficiently large, cf. [3, 4] . We determine the suitable parameters {β k }, {ω k } by the sinc-quadrature method, see [4, Section 11] . For this, we utilize the identity
where Γ (x) is the Gamma function. The integral is then approximated by the truncated trapezoidal rule of 2n + 1 points and step size h:
We set h = π/ √ n (cf. [19] ) which yields the approximation (49) with
In Table 1 we give the approximate values of I computed up to the double precision in this way.
6.2 Quadrature rules in the " singular direction": composite Gauss-Legendre vs. Gauss-Jacobi quadrature
In this section we report on the performance of the composite Gauss-Legendre CGL(n, n) and a special Gauss-Jacobi GJ (n, 1 π − 1) quadrature rules deployed in the " singular direction", both combined with the tensor product Gauss-Legendre quadrature T P GL(n, 2d − 1) in the " regular directions", and applied for numerical approximation of (45) in the domains (46). In our tests we chose the refinement parameter of CGL σ = 0.1 yielding the smallest relative quadrature error for (45).
In Fig. 3 we give the convergence curves for these two rules in the doublelogarithmic scale. Note that both types of quadrature rules coincide for k = −1 (C (1) , C (2) are distant hypercubes) since the singularity is not present in this case. As expected from Theorem 5 and Theorem 6, we observe an improvement of several orders of magnitude if GJ (n, 1 π − 1)-quadrature is used instead of CGL(n, n) in the " singular direction", since GJ (n, 1 π − 1) with O(n) points achieves an accuracy comparable to CGL(n, n) with O(n 2 ) points, cf. Lemma 6, 7. GJ', d=4, k=4 GJ', d=4, k=3 GJ', d=4, k=2 GJ', d=4, k=1 GJ', d=4, k=0 CGL, d=4, k=4 CGL, d=4, k=3 CGL, d=4, k=2 CGL, d=4, k=1 CGL, d=4, k=0 CGL, GJ', d=4, k=-1 Figure 3 Comparison of the Gauss-Jacobi (GJ' ) and the composite Gauss-Legendre (CGL) quadrature rules in the " singular direction" in d = 4 dimensions. Full tensor product GaussLegendre quadrature rule is used in the " regular directions".
However, application of the Gauss-Jacobi rule is only possible, if i) the integrand F in (1) has an algebraic radial singularity (9) and ii) the order of singularity α is known exactly; whereas the convergence of the composite Gauss-Legendre rule is assured by Theorem 5 under more general assumption (6) . It is to be mentioned here, that conditions i), ii) are satisfied in many applications (involving e.g. Newton or Riesz potentials). The integrand (47) satisfies conditions i), ii) above. Therefore we shall utilize GJ (n, In this section we compare the convergence of different types of quadrature rules in the " regular direction". In the " singular direction" we utilize the Gauss-Jacobi quadrature rule GJ (n, 1 π − 1), since the integrand satisfies (9) . In the first series of experiments we compare four quadrature rules for the regular directions: full tensor product Gauss-Legendre quadrature (TPGL), standard sparse grid (Smolyak ), maximal total degree sparse grid corresponding to the index set (42) (TDSG), and the Sobol' quadrature rule. For d = 3, 4, 5 we give in Fig. 4 only the most characteristic convergence curves: for k = 0 and k = d, since (similarly to the previous example in Fig. 3 ) the qualitative convergence behavior for the intermediate values 0 < k < d is the transition of the case k = 0 to k = d.
We observe that TDSG exhibits the best performance in almost all cases. TPGL achieves very close results for k = 0 in d = 3, 4 and 5 dimensions. This behavior deteriorates for hypercubes with larger intersection dimension k and is worst for k = d. An opposite behavior is observed for the Smolyak quadrature rule, exhibiting (for fixed d) the best convergence rates for k = d and worst convergence rates for k = 0. Quadrature rules based on Sobol' sequences cannot be expected to converge exponentially (the algebraic convergence rate is very well seen in Fig. 4) . Thus the Sobol' quadrature cannot compete with, say, the full tensor product rule for asymptotically large number of function evaluations. However, the Sobol' quadrature rule might have a better preasymptotic behavior. The latter is indeed observed in our numerical experiments. In particular, the Sobol' quadrature rule exhibits a better preasymptotic behavior for large space dimensions d and even outperforms TPGL in the preasymptotic regime for the case k = d = 5.
In the next example we study the convergence behavior of the optimized sparse grid rules (OptSG) [11, 12] . In Fig. 5 we compare OptSG based on the index set (41) with TDSG for the case of d = 4 dimensions. We observe that TDSG achieves smaller relative errors than OptSG for the same number of function evaluations. This supports the conjecture that the shape of the index set (41) is not optimal for approximation of the regular parts of the integrands under consideration.
In Fig. 6 we report on performance of the dimension-adaptive sparse grid quadrature. We follow the approach in [10] and choose the index set Λ in (38) based on the values of the greedy error indicator (43) with W = 1. For the integrand (45), its regular part is an analytic function of the " regular" reference coordinates ξ = (ξ 1 , . . . , ξ 2d−1 ). Furthermore, as seen from the explicit representation (48), it depends only on the 2d − k − 1 variables. This is completely ignored by all non-adaptive quadrature rules considered in this section. Thus, the dimension-adaptive quadrature rule is expected to be more efficient compared to the previously considered rules for larger values of k. This conjecture is indeed supported by the convergence curves in Fig. 6 . In this experiment we approximated the integral I in the transformed form (48) in the (2d − 1) regular reference coordinates ξ = (ξ 1 , . . . , ξ 2d−1 ) with analytically computed singular (s-dependent) AdapSG, d=4, k=4 TDSG, d=4, k=4 AdapSG, d=4, k=0 TDSG, d=4, k=0 Figure 6 Comparison of the following quadrature rules chosen in the " regular directions": i) maximal total degree sparse grid (TDSG) vs. ii) dimension-adaptive sparse grid [10] in d = 4 dimensions. All quadrature rules are based on the Kronrod-Patterson one-dimensional quadrature rule.
part. We remark that such behavior is not expected for a more general integrand of the form y − x αF (x, y) with smoothF .
Finally, we report on the monovariate smoothness analyses for adaptive parameter calibration for anisotropic sparse grid index set (40). This approach has been applied in [1] in the context of stochastic Galerkin approximation and is based on adaptive search of the distinguished directions for a particular integrand.
In order to keep the information on distinguished directions (if any), we analyze the partial integrands I j,N in (27) for every pair of j and N independently (the summation over j = 1, . . . 2d − k, N ⊆ {1, . . . , k} will erase this information). In our experiments, we restrict to the case of d = 4 space dimensions.
For approximation of the regular part of g j,N we use a sequence of full tensor product anisotropic quadrature rules built as follows. Let r, 1 ≤ r ≤ 2d − 1, be the testing direction. Then the required full tensor product anisotropic quadrature consists of n = 1, . . . , n max quadrature points in the r-th direction and (n max + 1) quadrature points in the remaining " regular directions". In the " singular direction" we use the (n max + 1)-point Gauss-Jacobi quadrature rule. Herewith, the total number of quadrature points in the resulting quadrature rule Q n equals to n(n max + 1) 2d−1 . The monovariate analysis of the r-th direction is based on the decay assumption
for some constants β, C. We estimate β for various r, j and N by the least squares fitting of the error curves. The smallest (nontrivial) and largest values of β are shown in Table 2 . We observe that the estimated values of β are very close to each other: the largest deviation does not exceed 20%. This means that the (2d − 1) regular coordinates are approximately equally important and an isotropic (symmetric) index set Λ in (38) is more appropriate for the approximation of the regular parts of integrands under consideration.
