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Abstract
On the Numerics, Generation, and Scaling of Fluvial Landscapes
by
David James Cattan
The Smith and Bretherton model for fluvial erosion consists of a pair of partial differ-
ential equations: one governing water flow and one governing sediment flow. Numerical
solutions of these equations have been shown to provide realistic models of the evolution
of fluvial landscapes. Further analysis of these equations and their numerical solutions
show that they possess scaling laws that are known to exist in nature. The preservation
of these scaling laws in simulations is highly dependent on the numerical method used.
Two numerical methods, both optimized for overland flow, have been used to simulate
these surfaces. The implicit method exhibits the correct scaling laws, but the explicit
method fails to do so. These equations, and the resulting models, help bridge the gap be-
tween the deterministic and stochastic theories of landscape evolution. Despite current
advances in processing power and parallelism, numerical simulations of these surfaces
take months of computation time. Some alterations can be made to code parameters
to decrease computation time, but sacrifice accuracy of the resulting surfaces. Using
the known deterministic and stochastic theories of these equations, the large scales of the
model are generated from a series of elementary functions. The small scales are generated
using Hurst fractal interpolation; a modified version of fractal interpolation functions,
a relatively recent technique of interpolation explained herein. The generated surfaces
provide great insight into the scaling laws satisfied by these surfaces.
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Chapter 1
Introduction
Mathematical theories of erosion are generally measured by how well they model ob-
servable phenomena. The phenomena that one wants these models to capture include:
(1) the emergence of channelized drainage patterns from unchanneled surfaces, (2) the
development of relatively stable surfaces characterized by branching patterns of ridges
and valleys, (3) the decline of the surfaces and the dissipation of the forms, and (4)
the variability of landforms under varying environmental conditions. The theories must
be based on physical principles and give rise to testable hypotheses. The groundbreak-
ing work of Horton [28], combined with advances in our understanding of the evolution
of fluvial landscapes, has caused models to be classified into three distinct approaches.
These classifications are (i) deterministic modeling discrete in space and time based on
conservation principles, (ii) stochastic modeling discrete in space and time based on con-
servation principles, and (iii) deterministic modeling based on the search for variational
principles characterizing self-organizing drainage surfaces in terms of the minimization
or maximization of an aggregate quantity.
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Smith et al. [59, 62] developed a family of partial differential equations based on the
conservation of water and sediment. These equations describe a transport-limited process
[29] in which sediment moves in the same direction as the surface water flows. The
transport-limited case models situations found in badlands and deserts where all the
sediment can be transported away if a sufficient quantity of water is available.
The numerical implementation of a mathematical model plays a crucial role in validating
the model. With a vast array of different numerical methods, choosing an appropriate
method presents its own challenge. For the case of the Smith and Bretherton [60] fluvial
erosion model, there is no choice between an implicit or explicit scheme. Small scale
features crucial to the validity of this model are captured by implicit schemes, but not
by explicit ones.
While the use of an appropriate numerical scheme is important, so is the time it takes to
generate accurate results. Eroding a surface to its mature phase is of particular interest,
as this is where many of the scaling results of these surfaces present themselves [12, 10].
Even with modern processing power and parallel computing, numerical simulations of the
Smith and Bretherton model require months of computation time to reach this milestone.
The ability to quickly generate realistic looking landscapes has been a topic of great
interest in recent years. Early techniques include random midpoint displacement [22],
Poisson faulting [64], Fourier filtering [4, 54], and Perlin Noise [52]. Many of these
techniques suffer from the same flaw of lack of feature control: the inability to determine
where or even how many hills, mountains, ridges, valleys, etc. the resulting surface will
contain. The work of Musgrave et al. [49] allows for some control over these features
when using Perlin Noise to construct landscapes. Other work, such as that of Hnaidi et
al. [27] and Ge´nevaux et al. [24] for example, allow almost complete control as to the
location of features in a synthetic landscape.
2
Chapter 1 Introduction
A solution in the middle of these extremes is discussed for the Smith and Bretherton
model. A variety of methods to more quickly generate a surface in, or near, its mature
phase that sacrifice as little accuracy as possible are presented. In particular, the known
large scale dynamics and other results about these equations are used to select a series of
elementary functions that, when combined, artificially construct solutions to the model.
More recent techniques from fractal geometry are used for the necessary small scale
dynamics.
The next chapter describes the family of partial differential equations in the model;
the initial and boundary conditions, as well as the numerical implementations; and the
necessary large and small scale features of numerical solutions. Chapter 3 discusses some
of the modifications that have been made to the differential equations to improve realism
in the resulting surfaces. The necessary background on fractal interpolation functions,
how that method has been modified, and its application to fluvial landscapes is the
subject of Chapter 4. Then Chapter 5 discusses methods of decreasing computation
times, while still obtaining accurate results to the Smith and Bretherton model.
3
Chapter 2
The Numerics of Erosion
2.1 The Model of Erosion
Erosion is a highly non-linear process driven by noise, and thus difficult to represent
mathematically. Below is a brief description and derivation of the model, its initial and
boundary conditions, and the expected features of surfaces generated by this model. A
more detailed derivation of the original model can be found in [59] and [12].
2.1.1 The Original Model
The basis of the model is the conservation of water and sediment over a continuous,
erodible surface z = z(x, y, t) and represents the advective entrainment and transport of
sediment in transport-limited conditions [30]. The equations representing these processes
4
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are
∂h
∂t
= R +∇ · (uwqw) (2.1)
∂z
∂t
= ∇ · (uwqs) (2.2)
where h = h(x, y, t) is the depth of water, which varies continuously over the land surface.
The vector −uw represents the direction of both the water and advected sediment flow,
which is given by −uw = −∇H/|∇H|, where H = H(x, y, t) = z(x, y, t) + h(x, y, t) is
the height of the free water surface. The value R is a (constant) rainfall rate, and the
fluxes of water and sediment per unit with are given by qw and qs, respectively.
A Manning-type relation is used for the flux of water,
qw = nh
5/3|∇H|1/2 (2.3)
where n is a constant representing the inverse of the channel roughness [15, 61, 63].
A power law relation is used for the sediment flux [40],
qs = kh
5γ/3|∇H|γ/2+δ (2.4)
in which k is an erosion coefficient, γ an δ are dimensionless erosion constants.
For ease of use, Eqs. (2.1) and (2.2) are transformed into a dimensionless form. For
a variable v, it can be broken down as v = [v]v∗, where [v] is a scale and v∗ is the
dimensionless variable. In this dimensionless form, there are three natural time scales
that characterize the dynamics of these equations: a short, intermediate, and long time
scale. More information about these time scales can be found in [12]. The model assumes
the long time scale approximation, and dropping the asterisks from the dimensionless
5
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variables yield
η2
∂h
∂t
= ∇ ·
[ ∇H
|∇H|h
5
3 |∇H| 12
]
+R (2.5)
∂H
∂t
− η∂h
∂t
= ∇ ·
[ ∇H
|∇H|h
5
3
γ|∇H| γ2 +δ
]
(2.6)
where η ≡ [h]/[H] = [qw]/[qs] is a dimensionless “landscape” parameter.
The rate at which water flows down the surface is significantly shorter than the time it
takes for even a small amount of sediment to erode. Thus, these two equations are solved
over two different time scales. This difference in time scales leads to the assumption
that the water depth h is at a statistically stationary state while the sediment erodes.
Therefore, the η ∂h
∂t
term is dropped from the left hand side of Eq. (2.6) in numerical
calculations.
2.1.2 Initial and Boundary Conditions
Equations (2.5) and (2.6) are used to model a linear ridge extending uniformly in the
lateral (x)-direction, defined over a rectangular domain of length L and width W ,
Ω = {(x, y) ∈ R2 | 0 ≤ x ≤ L, 0 ≤ y ≤ W}.
The initial ridge is given by
H(x, y, 0) = cy +H0 (2.7)
where H0 is some non-negative base height and c is the slope (grade) of the ridge.
6
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The initial water depth satisfies
h(x, y, 0) = d(y), d(0) = H0, d(W ) = 0, (2.8)
where d(y) is a suitable continuous function. Except at the top of the ridge, water depths
need to be positive to prevent instabilities from forming. Typically,
d(y) = H0
(
1− y
W
)
is used as the initial water depth.
The boundary conditions for the system are given by
h(x,W, t) = 0, (2.9)
H(x, 0, t) = h(x, 0, t) = H0. (2.10)
Physically, these conditions state that there is no water at the top of the ridge and at
the base of the ridge is some absorbing body of water; such as a lake or river. This body
collects all the water and sediment that has run down the surface and carries it away.
The upper boundary also has a zero flux condition,
qw = qs = 0,
meaning that no water or sediment may pass through the upper boundary. The lateral
boundaries at x = 0 and x = L are periodic, modeling a ridge of infinite extent.
7
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2.1.3 Features of the Model
The initial smooth surface H(x, y, 0) given in the previous section is an unstable, steady-
state solution of Eqs. (2.5) and (2.6) [11]. To obtain non-trivial results, the initial surface
is seeded with a series of random perturbations. These perturbations break the symmetry
of the surface, which allow for channel-forming instabilities to become effective, and ulti-
mately drive the erosion process. These initially perturbed surfaces are actually unstable
when eroded by water [12, 62]. After a characteristic period of erosion these unstable, per-
turbed surfaces evolve into statistically stationary landscapes [12, 10]. These statistically
stationary landscapes, created from different arrangements of random perturbations, all
contain the same statistics but the locations of the large scale features (described below)
vary. Numerically, the instabilities of Eqs. (2.5) and (2.6) are saturated by these initial
perturbations. This saturation transitions the model to a stochastic system. As a result,
these surfaces have important deterministic and statistical scaling properties.
The deterministic results are referred to as “large scale” dynamics, and these are features
that are clearly visible when observing these surfaces. These features include the number
of mountain ridges, valleys, and rivers that form, along with the half-width of the valleys.
It was found by Birnir et al. [10] that the half-width of the valleys is what determines
these spacial scalings, but that the results can be written using properties of the model.
The number of valleys N generated by this model in its mature phase is
N ∼ L
0.80(cW )4/3
, (2.11)
where L, W , and c are as defined in the previous section. For the typical domain size
used in these models, it is expected that the mature surfaces will contain three mountain
ridges separating three valleys, and that each of these valleys contains a primary river.
8
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The statistical, or “small scale” feature of the landscape is its roughness formed by
the turbulent flow of water over the surface [9]. This quantity is best captured by the
variogram, which is given by
WF (`, t) = 〈|F (x + `, t)− F (x, t)|2〉 12 , (2.12)
where F (x, t) is some function characterizing the surface, ` is the lag variable, and 〈·〉
represents the expectation operator. The expectation is approximated by taking the
ensemble average of the desired quantity over multiple different surfaces.
It is not the variogram itself that is of importance, but its associated scaling exponent ζ
[12] where
WF (`, t) ∼ |`|ζ , (2.13)
which is calculated by finding the slope of the log-log plot. The exponent ζ is the Hurst
exponent [42, 43, 44] and its significance is discussed more in Sect. 2.3.
The variogram (also known as a height-height correlation function, roughness function,
or width function) measures the correlation in values of F (x, t) at points separated by
a distance |`|, which is a measure of the roughness of the function F [12]. For these
surfaces the water depth h, water surface height H, and the slope of the water surface
|∇H| are all used as the characterizing function.
Due to the initial random perturbations and other instabilities of the surface, the small
scale features that develop are stochastic in nature. The variogram is the primary tool
to quantify these statistical quantities in a deterministic way [10]. These small scales are
also used as a measure of accuracy for this model as typical stability tests do not apply
to this non-linear model.
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2.2 Numeric Implementation
Equations (2.5) and (2.6) were solved for numerically using two different schemes: a
MacCormack predictor-corrector method and an upwind/Crank-Nicolson method. Both
these schemes are optimized for two-dimensional overland flow, but one is explicit while
the other is implicit. Comparing the resulting surfaces from these methods has shown
that the large scale dynamics discussed in Sect. 2.1.3 are captured by both methods, but
only one method also captures the small scales.
Both schemes were solved on a domain of 100m by 100m which was divided into square
grid cells of 1m by 1m. The initial slope was a 5% grade, and had grid cells with random
perturbations up to 1 cm in height. The constants δ and γ were both set to 2.
The general procedure for solving this system begins with calculating the water depth
over the surface. When solving Eq. (2.5) numerically, multiple iterations are performed
until an equilibrium water depth emerges. Once the equilibrium water depth has been
found, the surface is eroded by a small amount; no more than one millimeter of sediment
can be removed from a single location in order to comply with the CFL condition and
maintain stability [62]. This process repeats until the desired amount of sediment has
been eroded from the initial surface.
Using both schemes, the initial linear ridges were eroded through their channelization
phases and into their mature phase, which contain the features of interest discussed in
Sect. 2.1.3. The work of Simpson and Schlunegger [57] uses the same base of the Smith
and Bretherton [60] model solved with a finite element method on a triangular mesh.
This discretization has the primary disadvantage of greater computational complexity,
but an advantage of water and sediment moving in a more realistic manner. Simpson
and Castelltort [56] used a more physically based model of five coupled differential equa-
10
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tions for water flow and sediment transport. Both models were used to simulate the
channelization of a linear ridge, but nothing further in the process. These channelization
simulations showed similar results to those of this model.
Other work in fluvial systems uses similar numerical techniques as those described below.
For example, Fowler et al. [23] used a second-order upwind scheme along with a Euler
method using second-order finite differences in their work in channel formation. Another
is the work of Perron et al. [53], who solved a single conservation of mass equation in
their work on the spacing of river valleys. This equation was solved using a splitting
method; one fractional step was solved using a second-order Runge-Kutta scheme and
the second was solved via a Crank-Nicolson scheme.
2.2.1 The Predictor-Corrector Scheme
Smith et al. [59, 62] numerically solved Eqs. (2.5) and (2.6) by implementing the explicit
MacCormack two-step predictor corrector method for two dimensional overland flow [69].
As the name implies, this scheme consists of two separate predictor-corrector procedures.
Starting from time tn, a solution is obtained at time tn+ 1
2
, which involves a backward
difference predictor step, followed by a forward difference corrector step. This data is
then used to solve for the data at time tn+1 by using a forward difference predictor and
then a backward difference corrector step.
The MacCormack scheme has been verified for its realistic simulations of two-dimensional
flow and can be used to solve for both the water and sediment flows [39]. Let P represent
either the water depth h or the height of the water surface H. Let U and V be the flow of
the quantity being solved for in the x and y directions, respectively. Then the difference
equations for this scheme are as follows:
11
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The time tn+ 1
2
predictor step (backward difference)
P
n+ 1
2
i j = P
n
i j −
∆t
2∆x
(
Uni j − Uni−1 j
) − ∆t
2∆y
(
V ni j − V ni j−1
)
+
R∆t
2
.
The time tn+ 1
2
corrector step (forward difference)
P
n+ 1
2
i j =
1
2
[
P ni j + P
n+ 1
2
i j −
∆t
2∆x
(
U
n+ 1
2
i+1 j − Un+
1
2
i j
)
− ∆t
2∆y
(
V
n+ 1
2
i j+1 − V n+
1
2
i j
)
+
R∆t
2
]
.
The time tn+1 predictor step (forward difference)
P
n+1
i j = P
n+ 1
2
i j −
∆t
2∆x
(
U
n+ 1
2
i+1 j − Un+
1
2
i j
)
− ∆t
2∆y
(
V
n+ 1
2
i j+1 − V n+
1
2
i j
)
+
R∆t
2
.
The time tn+1 corrector step (backward difference)
P ni j =
1
2
[
P
n+ 1
2
i j + P
n+1
i j −
∆t
2∆x
(
U
n+1
i j − Un+1i−1 j
)
− ∆t
2∆y
(
V
n+1
i j − V n+1i j−1
)
+
R∆t
2
]
.
The term R is the rainfall rate from Eq. (2.5) and is set to zero when solving for the
sediment flow. To simplify calculations, square grid cells are assumed and the landscape
parameter η is set to 1. After each step, the flow variables U and V need to be recal-
culated. Like with the variable P , the bar signifies values that are calculated after a
predictor step, and the superscript indicates which time step that value was calculated.
Artificial Viscosity
When solving for the water flow, oscillations in depth cause small numerical instabilities
in this scheme. These instabilities can amplify and ruin the calculations, resulting in
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unstable and unrealistic surfaces. In order to prevent this, a small amount of artificial
viscosity must be added to the scheme after each corrector step [19]. The amount of
viscosity to add to grid location (i, j) is given by
Vxhi j + Vyhi j (2.14)
where Vx and Vy are operators in the x and y directions, respectively. These operators
are defined by
Vxhi j = εi+ 1
2
j
(hi+1 j − hi j)− εi− 1
2
j
(hi j − hi−1 j), (2.15)
Vyhi j = εi j+ 1
2
(hi j+1 − hi j)− εi j− 1
2
(hi j − hi j−1), (2.16)
where
ε
i− 1
2
j
= max(Wi−1 j,Wi j) ·K,
ε
i+ 1
2
j
= max(Wi+1 j,Wi j) ·K,
ε
i j− 1
2
= max(Xi j−1, Xi j) ·K,
ε
i j+ 1
2
= max(Xi j+1, Xi j) ·K,
Wi j =
|hi+1 j − 2hi j + hi−1 j|
|hi+1 j|+ 2|hi j|+ |hi−1 j|
,
Xi j =
|hi j+1 − 2hi j + hi j−1|
|hi j+1|+ 2|hi j|+ |hi j−1|
.
The difficulty in adding the artificial viscosity is the parameter K, which controls the
amount of viscosity added, and typically has a value between 0.5 and 3 [19]. Unfortu-
nately, there is no formula or algorithm to determine its value. If K is set too small it has
no effect, water depths can become negative, and the method becomes unstable. If K is
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too large it over dampens the system and can hinder the erosion process, possibly causing
a geomorphologically concave landscape with no discernible features. For an appropriate
amount of viscosity, this scheme is second order in both space and time [62].
2.2.2 The Upwind Scheme
A standard method for hyperbolic equations, the upwind scheme is an alternative method
to solve for the water flow. One benefit of this scheme is that it does not require the
use of artificial viscosity. This method preserves shocks that form in the water flow in a
controlled manner [55].
The flux of water can be written as qw = hVw where Vw = uxˆ + vyˆ is the water flow
velocity per unit width; u, v are the water flow velocities; and xˆ, yˆ are unit vectors in the
x and y directions, respectively.
Take Eq. (2.1) and substitute in this new representation of the water flux,
∂h
∂t
+∇ · (huxˆ+ hvyˆ) = R. (2.17)
Expanding the differential operator in Eq. (2.5) yields
∂h
∂t
=
∂
∂x
(
nHxh
5/3
|∇H| 12
)
+
∂
∂y
(
nHyh
5/3
|∇H| 12
)
+R, (2.18)
where Hx and Hy are the partial derivatives of H in x and y, respectively. Comparing
these two equations yields that
u = −nHxh
2
3
|∇H| 12 and v = −
nHyh
2
3
|∇H| 12 .
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Then Eq. (2.18) can be written as
∂h
∂t
= − ∂
∂x
(hu)− ∂
∂y
(hv) +R. (2.19)
Discretizing Eq. (2.19) over half-grid cells yields
hn+1i j − hni j
∆t
= −
(
hni+∗ ju
n
i+ 1
2
j
− hni−∗ juni− 1
2
j
)
∆x
−
(
hni j+∗v
n
i j+ 1
2
− hni j−∗vni j− 1
2
)
∆y
+R (2.20)
where un
i± 1
2
j
and vn
i j± 1
2
are solved using the appropriate forward or backward difference
formula for Hx or Hy, respectively. The terms h
n
i±∗ j and h
n
i j±∗ represent the water depth
at an initially unknown point. The grid cell from which the water depth is taken depends
on the sign(s) of u and v. The sign of these variables determines the “downhill” direction,
and thus the direction in which water is moving at a particular point.
The left-hand side of Eq. (2.20) is centered at time tn+ 1
2
while the right-hand side is
centered at time tn, causing an error of first order in time. Similarly, the left-hand side
is spacially centered at grid point (i, j) while the right-hand side is not. Therefore, this
discretization is first order accurate in both space and time.
2.2.3 The Crank-Nicolson Scheme
Equation (2.6) is solved using a Crank-Nicolson scheme which is second order accurate
in both space and time. The Crank-Nicolson scheme is an implicit method that takes the
average value of the discretizations at times tn and tn+1. To discretize, write Eq. (2.6) as
∂H
∂t
= ∇ · (∇H · hB|∇H|C) (2.21)
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where B = 5
3
γ and C = γ
2
+ δ − 1. This expands to
∂H
∂t
=
∂
∂x
[
hBHx
(
H2x +H
2
y
)C/2]
+
∂
∂y
[
hBHy
(
H2x +H
2
y
)C/2]
. (2.22)
Let Di j be a value to be differentiated. Define the operators
δx(Di j) =
D
i+ 1
2
j
−D
i− 1
2
j
∆x
and δy(Di j) =
D
i j+ 1
2
−D
i j− 1
2
∆y
to be the approximations of the x and y derivatives, respectively. The Crank-Nicolson
scheme with these derivative approximations becomes
Hn+1i j −Hni j
∆t
=
E
2
δx
[
(hi j)
BHn+1i j,x
[(
Hn+1i j,x
)2
+
(
Hn+1i j,y
)2]C/2]
+
E
2
δx
[
(hi j)
BHni j,x
[(
Hni j,x
)2
+
(
Hni j,y
)2]C/2]
+
E
2
δy
[
(hi j)
BHn+1i j,y
[(
Hn+1i j,x
)2
+
(
Hn+1i j,y
)2]C/2]
+
E
2
δy
[
(hi j)
BHni j,y
[(
Hni j,x
)2
+
(
Hni j,y
)2]C/2]
, (2.23)
where E is an erosion coefficient. In order to implement Eq. (2.23) numerically, it must
be linearized about the values of H from the future time tn+1. Once the equation is
linear in time tn+1, all the partial derivatives are expressed using appropriate numerical
approximations.
The stencil for solving the resulting equation is given in Fig. 2.1b. Solving for the value
Hn+1i j requires the surrounding values of H
n+1, which can make this equation difficult to
solve. Smith et al. [62] originally solved this equation using a successive over-relaxation
scheme. Currently, this equation is solved by using a factoring scheme to create four
tridiagonal systems, each of which is solved using the Thomas algorithm.
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(a) Stencil for Upwind and MacCormack (b) Stencil for Crank-Nicolson
Figure 2.1: The two different stencils used in the discretization of this problem. The blue
node is the value being solved for, the black nodes are required neighboring data, and
the white nodes are neighboring data that are not required for the calculation.
The Factoring Scheme
The factoring scheme takes a multi-dimensional problem and transforms it into a series
of single dimensional problems, which can then be solved for in parallel.
As an example, consider the heat equation
∂Φ
∂t
= k∇2Φ,
which is a simpler version of Eq. (2.6), especially for demonstration purposes. Using the
Crank-Nicolson scheme, this can be written as
Φn+1 − Φn
∆t
=
k
2
∇2Φn+1 + k
2
∇2Φn.
Let Ax and Ay be the linear difference operators used to approximate the second deriva-
tive in x and y, respectively. Then the equation discretizes to
Φn+1 − Φn
∆t
=
k
2
Ax(Φ
n+1 + Φn) +
k
2
Ay(Φ
n+1 + Φn).
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Let α = (k∆t)/2. Grouping like time steps in Φ yields
Φn+1 − αAx(Φn+1)− αAy(Φn+1) = Φn + αAx(Φn) + αAy(Φn).
Finally, the result gets “factored” to
(I − αAx)(I − αAy)Φn+1 = (I + αAx)(I + αAy)Φn
where I is the identity matrix. This creates two nested, one-dimensional systems, which
are all independent [48]. The difference in the cross terms is of order (∆t)3, and thus
does not affect the accuracy of the method.
The heat equation results in a five-point stencil (similar to Fig. 2.1a), which when using
the factoring scheme yields two, one-dimensional systems as shown above. The discretiza-
tion of Eq. (2.23) results in a nine-point stencil, requiring all eight surrounding points to
calculate a value. Thus the factoring scheme yields four, one-dimensional systems instead
of just two: the x, y directions and the two “diagonal” directions. The full discretization
of Eq. (2.6) using the Crank-Nicoloson scheme and the factoring scheme can be found in
Appendix A.
2.3 Comparisons
The surface on the left in Fig. 2.2 was generated using the implicit upwind/Crank-
Nicolson scheme, while the surface on the right was generated using the explicit MacCor-
mak method. As discussed in Sect. 2.1.3, both landscapes have developed the expected
three primary mountain ridges separating three river valleys. Each surface also contains
smaller, unstable collapsing mountain ridges still in the process of eroding away. Thus
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Figure 2.2: Typical surfaces after 60% of sediment has been eroded.
both surfaces contain the large scale dynamics expected from the theory.
The small scale dynamics tell a different story. The variogram, given in Eq. (2.12), is
calculated using an ensemble average over multiple surfaces. As mentioned in Sect. 2.1.3,
the variogram is calculated using one of three different variables characterizing the land-
scape, and it is expected that scaling results be different for each of these values. It was
found by Birnir et al. [12] that surfaces generated by the MacCormack scheme produced
the same scaling exponent for each variable; and that exponent depended on the artificial
viscosity. However, surfaces generated by the upwind/Crank-Nicolson scheme produced
different scaling exponents.
The most accurate readings for the variogram arise in the center of the surface as the
imposed boundary conditions skew the scaling [10]. The variogram in H, shown in
Fig. 2.3, for the implicit scheme reaches 0.75 for the scaling exponent, with an average
value of about 0.70. The scaling exponent for the gradient of the water surface, |∇H|,
achieves a scaling exponent value of 0.30 (Fig. 2.4) with the average at about 0.25.
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Figure 2.3: Variogram of H.
These scaling exponents are significant not only because they differ, but because of Hack’s
Law [25, 9]. If a river has length ` and it runs through a river basin of area A, Hack’s
Law states that ` ∼ A0.58. The river basin has some average width, perpendicular to the
river. This width can be represented by `χ where χ is the roughness exponent (and 1 +χ
is the avalanche dimension). Then the area of the river basin is A ∼ `1+χ. In order to be
consistent with Hack’s Law,
1
1 + χ
= 0.58,
and thus the roughness exponent χ ≈ 3/4.
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Figure 2.4: Variogram of |∇H|.
The scaling (Hurst) exponent computed from the variogram is related to the roughness
exponent. If ` is the lag variable, as in Eq. (2.12), then
〈|F (` + x, t)− F (x, t)|2〉 12 ∼ |`|1−χ (2.24)
where χ is the roughness exponent from above and 1−χ is the Hurst exponent [42, 43, 44].
From Hack’s Law, it is expected that the scaling (Hurst exponent) for the water surface
H should be around 0.25 instead. The Hurst exponent is a measure of smoothness, and
the general topography smooths the water surface H, thus increasing the scaling of the
variogram. The scaling exponent for water surface H is contaminated by the large scales,
21
Chapter 2 The Numerics of Erosion
whereas the gradient |∇H| gives the correct scaling exponent. This contamination by
the large scales explains why the (Hurst) scaling exponent for the water surface H is
larger than it should be. Thus it is actually the gradient |∇H| that produces the correct
scaling, and not the water surface H as previously thought [12].
This result of a larger variogram scaling (Hurst exponent) is confirmed by other findings.
One example is the work of Simpson and Schlunegger [57], who found the scaling expo-
nents of their simulated surfaces fell in the range 0.70 - 0.80. Another is the work of Voss
[65] who found that mountainous landscapes have a Hurst exponent near 0.80 in value.
Field values of these scalings (Hurt exponents) for landscapes in Ethiopia, Somalia, and
Saudi Arabia were found to fall in the range of 0.50 - 0.75 [66]. This last result is of
particular interest as these areas resemble the badland conditions simulated by the Smith
and Bretherton model.
The roughness coefficient for the gradient of the water surface, |∇H|, was computed to be
χ = 0.70 by Birnir et al. [12]. This scaling more closely matches the current numerically
computed scaling χ = 0.75. The reason for this is that the gradient measures a local
quantity via the difference quotient, thus the general shape of the landscape does not
skew the results as it does for the water surface.
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Figure 2.5: Variogram of h.
The scaling exponents for H and |∇H| are both calculated for surfaces around when
60% of the initial sediment has been eroded. The scaling of the water depth h is instead
calculated after 10% of sediment has been eroded, and is calculated to be 0.50, which
is the scaling of Brownian motion [42, 43]. This scaling corresponds to the movement
of water over the surface in the channelization process (see [17]). As the surface evolves
into a mature landscape, turbulence in the overland flow ruins the scaling caused by the
initial Brownian motion, which is why the scaling must be calculated early in the process.
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Model Modifications
While the Smith and Bretherton model does capture the necessary scaling properties of
fluvial surfaces (see Sect. 2.3), there are still features this model could simulate more
realistically. One goal is to modify this model to better capture the formation of river
channels; which are defined here as concentrations of water flow (and sediment transport)
within well-defined banks [8]. While simulations of Eqs. (2.5) and (2.6) do allow for the
formation of rivers, they are not a noticeably dominant feature as the mountain ridges
or valleys.
Figure 3.1 is a typical surface generated by this model after 60% of the initial sediment
has been eroded. The deterministic features mentioned previously are clearly visible:
there are three primary mountain ridges separating three river valleys. The collapsing
ridge(s) are a typical feature of the model, but not as dominate or predictable as the
primary (longer) ridges. If rivers are present in this model, one would expect noticeable
evidence of their existence, e.g., river banks. There is some evidence of these formations
at the base of the mountain ridges, however it is inconclusive as to whether these are
actually rills or banks.
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Figure 3.1: A typical surface at 60% eroded.
Currently, to determine the location of the rivers within the model, it is required to look
at a graph of the water depth (see Fig. 3.2). From this data, it is apparent that a primary
river that has formed in each of the three valleys. As mentioned above, a major goal is to
modify this model to allow these rivers to dig themselves down into the surface. The hope
is that the digging of rivers into the surface will make their banks more pronounced, so
that they are visible when viewing a plot of the water surface. There are two modification
attempts of Eq. (2.6) to force this extra digging, discussed below.
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Figure 3.2: The depth of water h over the surface in Figure 3.1.
3.1 The Diffusion Term
In the early stages of erosion, the original model generates a series of braided rivers,
defined by multiple concentrations of water intersecting one-another in a braided fashion.
As the surface erodes, these braided rivers slowly transition into meandering rivers. The
river on the right side of Fig. 3.2 is still evident of its original braided nature. The river on
the left is primarily a meandering river: with one primary thalweg or multiple channels
that do not intersect as with a braided river. The inspiration for this first modification
was to force the transition of braided to meandering rivers to occur earlier in the erosion
process, thus allowing more time for the meandering rivers to dig out their channels.
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Figure 3.3: A surface with diffusion.
One factor that causes rivers to meander is the movement of sediment from the outer
river bank to its inner bank [33]. The goal was to add a term to simulate this movement
of sediment; the natural choice being the diffusion operator. The modified sediment flow
equation is given by
∂H
∂t
= ∇ ·
[ ∇H
|∇H|h
5
3
γ|∇H| γ2 +δ
]
+ β∇2H + U , (3.1)
where β is a diffusion coefficient and U is a constant tectonic uplift rate. The uplift term
is added both for realism and the idea that the uplift of the land surface paired with the
digging of the river beds will create more pronounced channels.
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Figure 3.4: A surface with diffusion down the z gradient.
The addition of this diffusion term was a partial success. Rivers formed by this model
meandered more freely and dug clearer channels into the surface, see Fig. 3.3. Instead of
just altering the rivers, the dissipation term altered the entire surface from the expected
results; creating a series of dissipative (or rolling) hills.
Smith [58] discusses the difference between movement of sediment down the water surface
H and the land surface z. Based on this distinction the modification
∂H
∂t
= ∇ ·
[ ∇H
|∇H|h
5
3
γ|∇H| γ2 +δ
]
+ β∇2z + U , (3.2)
was made to the model. This addition had very similar results to Eq. (3.1) as can be seen
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in Fig. 3.4. The primary difference is where channels dug themselves down. Figures 3.3
and 3.4 show a clear distinction between these two directions of flow.
The surfaces generated by these two diffusion terms no longer possess the large scale
dynamics found by Birnir et al. [12, 10]. The expected scaling exponent for surfaces gen-
erated by this model is near 0.75 (see Sect. 2.3). As diffusive surfaces, it is expected that
the scaling exponent of these surfaces is closer to 0.5 [12]. Due to the long computation
times of the model (see Chapter 5), confirmation of this expected result, along with any
large scale features expected from these altered models, are to be determined by future
work.
3.2 The Abrasion Term
Shocks, eddies, and other forms of turbulence are a driving force in rivers digging out
their channels [9, 34, 67]. It was Kramer and Marder [41] that inspired the following
abrasion term to simulate the movement of sediment along the bottom of a river caused
by turbulent flow. The sediment flow equation with this term is given by
∂H
∂t
= ∇ ·
[ ∇H
|∇H|h
5
3
γ|∇H| γ2 +δ
]
− αh3/2|∇H|+ U (3.3)
where α is an abrasion constant. The uplift term U is added for the same reasons as with
the diffusion term(s). A similar abrasion term is proposed by Smith [58] and is expected
to give analogous results.
Initial tests with the abrasion term proved successful, although more are required. Fig-
ure 3.5 shows one of the surfaces generated using this abrasion term. Upon close in-
spection, there is evidence of what could be river banks or rills within the valleys. The
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Figure 3.5: A surface with abrasion to dig out channels.
additional term seems to have no adverse effect on the mountain ridge formation, as
opposed to the diffusion term. There are three primary mountain ridges separating three
river valleys, as expected. Furthermore, these initial abrasive surfaces also generated the
expected small scale results discussed in Sect. 2.3.
3.3 Rocks
Another eventual goal is to modify the Smith and Bretherton model to bridge the gap
between the transport-limited and detachment-limited cases. The detachment-limited
30
Chapter 3 Model Modifications
case is a situation in which there is a surface composed of rock and one must wait for it
to weather before the resulting sediment can be transported away [37, 36, 38, 50, 35].
A simple test was done where a rock was added to the surface, limiting the amount of
sediment present for erosion. For this test, the free water surface H was given by
H(x, y, t) = z(x, y, t) + h(x, y, t) + r(x, y, t), (3.4)
where z was still the erodible land surface (sediment), h the depth of water over the
surface, and r the rock underneath the land surface. The weathering of the rock was
simulated using a diffusion equation,
∂r
∂t
= D(x, y)∇2r, (3.5)
where D(x, y) is a diffusion function given by
D(x, y) =

D1 z(x, y) > 0,
D2 z(x, y) = 0,
(3.6)
for positive constants D1 and D2. The purpose of the different coefficients was to have
the rock weather faster where water was actively flowing against it as opposed to rock
that was buried under sediment. The secondary purpose was the digging of rivers. By
having this varying diffusion coefficient, the idea was that this would allow the rivers to
dig themselves into the rock instead of just digging into sediment.
No changes where made to Eqs. (2.5) or (2.6), but a small change was made to the
numerics for the sediment flow equation. After every erosion step, the value of H was
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Figure 3.6: A surface with a large boulder under the sediment.
forced to satisfy the natural constraint
H(x, y, t) ≥ h(x, y, t) + r(x, y, t). (3.7)
If the free water surface H fell below this threshold at any point, the value at the point
was set to h + r. Enforcing this condition in this manner violates the conservation of
mass, however this test was a proof of concept as opposed to a realistic simulation.
For the initial test, the rock was given by
r(x, y) = 5.0 + 2.0 cos
(
max{|x− 50.5|, |y − 50.5|}
50.5
pi
)
, (3.8)
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which creates a mass of rock in the center of the surface that tapers below the level were
any erosion should occur. Figure 3.6 shows the resulting surface of this test. The diffusion
rates were too low for this timescale or erosion, but succeeds as a proof of concept for
future work.
3.4 Notable Observation
If an initial surface already contained a river channel, the Smith and Bretherton model
can be used to model its evolution [11]. The goal of the abrasion and diffusion terms,
however, was to model the formation of river channels in an unchannelized surface by
forcing sediment to move in a more realistic manner. Since these tests, it has been
observed that modifying the water flow equation is also crucial to the development of
river channels.
Consider the conservation of water equation in the case where (i) the water depth is at
equilibrium and (ii) where uw, the direction of flow, is the downstream (y) direction.
Then Eq. (2.1) simplifies to
R = − ∂
∂y
qw (3.9)
where the flux of water qw is a function of y. Integrating in the y-direction yields that
Ry = C(x)− qw(y) (3.10)
where C(x) is some function of a single variable. In particular, this function C(x) rep-
resents the general shape of the channel in the lateral direction. Thus future work must
also modify Eq. (2.5) to see more defined river channels in simulations.
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Fractal Interpolation as Small Scale
Dynamics
Fractals and methods to construct them, such as iterated functions systems [3], have
gained significant popularity in the past few decades. Fractals and fractal functions
have developed uses in a wide variety of fields such as number theory, chaos theory, and
complex analysis [18], stochastic processes [47], image compression [4, 21], music [65, 31],
and terrain modeling [32, 14]. Of great importance to a fractal is its associated fractal
dimension [20] and its uses for classifying fractals [51]. There are a number of ways to
compute the fractal dimension: using the power spectra or variogram to calculate the
dimension directly [68], or computing the Ho¨lder exponent to estimate the dimension [7].
There is a useful relationship between the fractal dimension and the Hurst exponent (see
Sect. 4.2). For this reason, it is believed that a relatively new technique of fractal inter-
polation can be used to force the appropriate small scale dynamics onto a surface. Below
is a description of fractal interpolation functions, their construction, and the adaptation
of this theory necessary for its use in the current fluvial landscape theory.
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4.1 Fractal Interpolation Functions
Fractal interpolation functions [2] are specific cases of iterated function systems [3]. An
iterated function system (IFS), denoted as {X,ωn : n = 1, 2, . . . , N}, consists of a com-
plete metric space (X, d) and a finite set of continuous mappings ωn : X → X for
n = 1, 2, . . . , N . From the initial space X, the space H(X) = {K ⊆ X | K is compact
and non-empty} is considered and equipped with the Hausdorff metric. Define the map
W : H(X)→ H(X) by
W (B) =
N⋃
n=1
ωn(B). (4.1)
If each ωn is a contraction, then the IFS is called hyperbolic, and in this case, the map
W has a unique fixed point A ∈ H(X) called the attractor of the IFS [3].
A fractal interpolation function (FIF) is an iterated function system where the functions
ωn are defined such that the resulting attractor A is the graph of a continuous function
that interpolates a given set of data points. A sample construction is given for data in
the plane.
Let {(xn, yn) ∈ R2 : n = 0, 1, 2, . . . , N} be such that x0 < x1 < . . . < xN . Let I = [x0, xN ],
and for n = 1, 2, . . . , N , define In = [xn−1, xn], and let Ln : I → In be contractive
homeomorphisms such that
Ln(x0) = xn−1, Ln(xN) = xn,
|Ln(u1)− Ln(u2)| ≤ `n · |u1 − u2| ∀u1, u2 ∈ I,
(4.2)
where 0 ≤ `n < 1.
35
Chapter 4 Fractal Interpolation as Small Scale Dynamics
Let a < b be (finite) real numbers such that yn ∈ [a, b] for all n = 0, 1, 2, . . . , N . Define
X = I × [a, b] ⊂ R2 and let Fn : X → [a, b] be continuous such that
Fn(x0, y0) = yn−1, Fn(xN , yN) = yn,
|Fn(u, v1)− Fn(u, v2)| ≤ ξn · |v1 − v2|
(4.3)
for all u ∈ I and v1, v2 ∈ [a, b], and where 0 ≤ ξn < 1. Lastly, define wn : X → X by
wn
x
y
 =
 Ln(x)
Fn(x, y)
 . (4.4)
Then the set {X,wn : n = 1, 2, . . . , N} is the desired IFS. This iterated function system
may not be hyperbolic, but it still has a unique attractor.
Theorem 1 ([2, Thm. 1]). The IFS {X,wn : n = 1, 2, . . . , N} defined above has a unique
attractor G. G is the graph of a continuous functions f : I → [a, b] which obeys
f(xn) = yn for n = 0, 1, 2, . . . , N.
Proof. See [2].
The requirements given in equations (4.2) and (4.3) are extremely broad. The most
widely studied FIFs have the general form
Ln(x) = anx+ dn, (4.5)
Fn(x, y) = sny + qn(x), (4.6)
where an and dn are defined by Eqs. (4.8) and (4.9) given below, |sn| < 1 are free param-
eters, and qn(x) are suitably chosen functions so that the Fn(x, y) meet the requirements
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of Eq. (4.3). The functions qn define the general shape of the resulting interpolation
function, and thus are often referred to as the condensation functions [2]. The affine
transformation, Eq. (4.5), allows for the use of the following theorem.
Theorem 2 ([2, Thm. 4]). Let {X,ωn : n = 1, 2, · · · , N} be a hyperbolic IFS, which
generates a fractal interpolation function f with graph G and such that the mappings
Ln : I → In are affine with Ln(x) = anx + dn. Let bounds on the contractivities be
expressed by numbers 0 < tn ≤ sn < 1 such that for each n
tn · d(x, y) ≤ d(ωn(x), ωn(y)) ≤ sn · d(x, y) for all x, y ∈ X,
where d(·, ·) is a metric on X equivalent to the Euclidean metric. Then the Hausdorff-
Besicovitch dimension D of G is bounded by
min{2, `} ≤ D ≤ u,
where ` and u are the positive solutions of
N∑
n=1
t`n = 1 and
N∑
n=1
sun = 1;
and where for the lower bound to hold it must also be true that
t1 · tN ≤ (min{a1, aN})
(
N∑
n=1
t`n
)2/`
Proof. See [2]
As noticed by Barnsley [2], the bounds on the fractal dimension provided by this theorem
may be less than ideal. The proposed solution is to iterate the map further, i.e., if
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G is the graph of the system {X,ωn : n = 1, 2, . . . , N} then it is also the graph of
{X,ωn ◦ ωm : n,m = 1, 2, . . . , N}. This iteration technique allows for better bounds
on ` and u, but is time consuming and may not be precise enough in situations where
determining the fractal dimension exactly is of importance.
4.1.1 Affine Fractal Interpolation
Among the most common fractal functions used in practice are linear or affine fractal
interpolation functions, so named because each ωn : X → X is an affine transformation.
For the data set {(xn, yn) ∈ R2 : n = 0, 1, 2, . . . , N}, define the ωn by
wn
x
y
 =
an 0
cn sn

x
y
+
dn
en
 (4.7)
where
an =
xn − xn−1
xN − x0 , (4.8)
dn =
xNxn−1 − x0xn
xN − x0 , (4.9)
cn =
yn − yn−1
xN − x0 − sn
yN − y0
xN − x0 , (4.10)
en =
xNyn−1 − x0yn
xN − x0 − sn
xNy0 − x0yN
xN − x0 , (4.11)
for n = 1, 2, . . . , N . The sn are free parameters that must satisfy |sn| < 1 to guarantee
that IFS has a unique attractor.
The transformation wn maps line segments parallel to the y-axis to line segments parallel
to the y-axis, contracted by a factor of |sn|. For this reason, the sn are often referred to
as the vertical scaling factors, scaling factors, or sometimes contractivity factors.
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Other than its simplicity, another advantage of linear fractal interpolation is the following
theorem that allows for a direct calculation of the fractal dimension.
Theorem 3 ([5, Thm. 4]). Let N be a positive integer greater than one. Let {(xn, yn) ∈
R2 : n = 0, 1, 2, . . . , N} be a set of data. Let {X;wn, n = 1, 2, . . . , N} be an IFS associated
with the data, where
wn
x
y
 =
an 0
cn sn

x
y
+
dn
en
 for n = 1, 2, . . . , N.
The vertical scaling factors sn obey 0 ≤ sn < 1; and the constants an, dn, cn, and en, are
given by Equations (4.8), (4.9), (4.10), (4.11), for n = 1, 2, . . . , N . Let G denote the
attractor of the IFS, so that G is the graph of a fractal interpolation function associated
with the data. If
N∑
n=1
|sn| > 1, (4.12)
and the interpolation points do not all lie on a single straight line, then the fractal di-
mension of G is the unique real solution D of
N∑
n=1
|sn|aD−1n = 1. (4.13)
Otherwise the fractal dimension of G is one.
Proof. See [5]
Using only linear fractal interpolation functions may be restrictive, but the benefit of
being able to calculate the fractal dimension directly, thanks to Theorem 3, may be of
use compared to the estimates of Theorem 2 (see, for example [51]). Unfortunately, the
fractal dimension can only be solved for analytically if the an are all equal.
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Consider (without loss of generality) the case where 0 = a0 < a1 < · · · < aN = 1, with
the an = 1/N for all n. If the scaling factors satisfy |sn| = s for all n with
1
N
< s < 1, (4.14)
then Barnsley and Harrington [6] noticed that the fractal dimension of the resulting FIF
is given by
D = 2 + logN(s) (4.15)
More generally, if the scaling factors are not equal,
N∑
n=1
|sn|
(
1
N
)D−1
=
(
1
N
)D−1 N∑
n=1
|sn| = 1,
or that
N∑
n=1
|sn| = ND−1. (4.16)
Then the fractal dimension is given by [1]
D = 1 + logN
(
N∑
n=1
|sn|
)
, (4.17)
which simplifies to Eq. (4.15) when the vertical scaling factors sn are equal in absolute
value and satisfy Eq. (4.14).
4.2 Hurst Fractal Interpolation
Solving equation (4.13) algebraically can only be done in the cases shown above: when
the abscissa are all equally spaced. The purpose of this section is to introduce a method
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of using Theorem 3 in reverse: to find the vertical scaling factors sn from the desired
fractal dimension D of the resulting graph.
One approach is to have all the vertical scaling factors be equal. If sn = s for all n, then
one can solve Eq. (4.13) for s to obtain that
s =
(
N∑
n=1
aD−1n
)−1
. (4.18)
The fractal dimension D ∈ [1, 2) and an < 1, thus an < aD−1n < 1. Therefore the value
of s is less then one and satisfies Eq. (4.12). Then by Theorem 3, the resulting IFS has
a unique attractor with fractal dimension D.
The primary disadvantage of Eq. (4.18) is the initial assumption: forcing all the vertical
scaling factors to be the same. One might expect that for a self-affine fractal, the hor-
izontal and vertical scalings of a section should be more closely related to one another.
This is one of the benefits of the following corollary: it produces a fractal function of a
desired fractal dimension by relating the vertical scaling of a section with its horizontal
scaling.
Corollary 1. Let {(xn, yn) ∈ R2 : n = 0, 1, 2, . . . , N} be a set of noncollinear data where
N is a positive integer greater than one. Let {X;wn, n = 1, 2, . . . , N} be an IFS associated
with the data, where
wn
x
y
 =
an 0
cn sn

x
y
+
dn
en
 for n = 1, 2, . . . , N,
and where the constants an, dn, cn, and en, are given by Equations (4.8), (4.9), (4.10),
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(4.11), respectively. If 1 < D < 2 and
|sn| = a2−Dn (4.19)
for each n = 1, 2, . . . , N , then the resulting attractor G has fractal dimension D.
Proof. From Equation (4.8) it is clear that 0 < an < 1 for all n and that
N∑
n=1
an = 1. (4.20)
The quantity 2−D is positive and less than one. Combined with the above observation(s)
yields that
1 =
N∑
n=1
an <
N∑
n=1
a2−Dn =
N∑
n=1
|sn|.
Thus this IFS satisfies the criteria of Theorem 3.
Let DG be the fractal dimension of the G, the attractor of the IFS. Then DG is the
unique real solution of
N∑
n=1
|sn|aDG−1n = 1.
By the choice of the vertical scaling factors,
1 =
N∑
n=1
|sn|aDG−1n =
N∑
n=1
a1+DG−Dn .
By Eq. (4.20),
N∑
n=1
an =
N∑
n=1
a1+DG−Dn .
42
Chapter 4 Fractal Interpolation as Small Scale Dynamics
These finite sums can be re-arranged to get that
N∑
n=1
an
(
1− aDG−Dn
)
= 0. (4.21)
If DG > D, then the summation in Eq. (4.21) contains strictly positive terms, and thus
can not be equal to zero. Similarly if DG < D, then a
DG−D
n > 1, and the sum contains
strictly negative terms. Therefore, it must be the case that DG = D.
This corollary is a generalization of the results discussed at the end of Section 4.1.1. If
the an = 1/N and |sn| = s for all n, then Eq. (4.16) reduces to
ND−1 =
N∑
n=1
|sn| = N · s
which implies that
s = ND−2 =
(
1
N
)2−D
= a2−Dn .
For a fractal with topological dimension n, the quantity Hu = n + 1 − D is the Hurst
exponent [43, 65], hence the name given to this particular method of specifying the
desired fractal dimension (or Hurst exponent) to create a FIF. The Hurst exponent is the
defining characteristic of fractional Brownian motions [42, 43]. Thus Corollary 1 presents
a method for creating a Hu-fractional Brownian motion (fBm) that interpolates any set
of initial data; regardless of the spacing of its abscissa. It is worth noting that Malysz
[47] used fractal interpolation to approximate stochastic processes and fBms using data
at uniform spacing and found convergence almost surely to the original process.
Furthermore, this is the same Hurst exponent discussed previously in Sect. 2.3. The goal
is thus to use Hurst fractal interpolation to force a surface to have the appropriate scaling
results. See Sects. 4.3 and 5.2.5 for more specifics on this process.
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4.2.1 Vector-Valued Interpolants
There exists an analogous result to Theorem 3 for a specific class of affine fractal inter-
polation functions in higher dimensions. Below are the function requirements and the
main theorem needed for the Hurst (vector-valued) fractal interpolation functions. For
more of the background on vector-valued fractal interpolation functions, see [45].
Without loss of generality, let {(tn,xn) ∈ I ×Rm : n = 0, 1, . . . , N} be the given data set
where I = [0, 1] ⊂ R is the unit interval and 0 = t0 < t1 < · · · < tN = 1 is a partition of
the interval. Define
hn(t) = ant+ tn−1 (4.22)
where an = tn − tn−1, and define
Ψn(t,x) = An
 t
x
+ dn, (4.23)
where An : Rm+1 → Rm is given by
An =

cn,1 sn,1 0 · · · 0
cn,2 0 sn,2
. . .
...
...
...
. . . . . . 0
cn,m 0 · · · 0 sn,m

,
with
cn,k = [xn]k − [xn−1]k − sn,k
(
[xN ]k − [x0]k
)
,
and
[dn]k = [xn−1]k − sn,k[x0]k,
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where [xn]k is the k
th component of xn. The sn,k are free parameters that must satisfy
0 ≤ |sn,k| < 1 for all n = 1, 2, . . . , N and k = 1, 2, . . . ,m.
Theorem 4 ([45, Thm. 1]). Let Wn(t,x) = (hn(t),Ψn(t,x)) where hn and Ψn are defined
as in (4.22) and (4.23), respectively. Let G be the graph of the vector-valued fractal
interpolation function generated by the IFS. Let λn =
∏m
k=1 |sn,k|, and suppose that the
set of interpolation points is not contained in any hyperplane of Rm+1.
(a) If
∑N
n=1 λn > 1, then the fractal dimension of G is D, where D is the unique
positive solution of
N∑
n=1
λna
D−m
n = 1. (4.24)
(b) If
∑N
n=1 |sn,k| ≤ 1 for all k, then the fractal dimension of G is 1.
(c) Suppose that
∑N
n=1 λn ≤ 1 and that there exists an h such that
∑N
n=1 |sn,k| > 1,
for k ∈ {1, . . . , h} and ∑Nn=1 |sn,k| ≤ 1, for k ∈ {h + 1, . . . ,m}. Denote by p a p-
tupel of elements from {1, . . . , h}, and let λ(p)n = ∏k∈p |sn,k|. Let q = max{p : p ⊆
{1, . . . , h}} such that ∑Nn=1 λ(p)n > 1. Then the fractal dimension of G is
D = max{d(q) : q ⊆ {1, . . . , h}},
where d(q) is the unique positive solution of
N∑
n=1
λ(q)n a
d(q)−m
n = 1.
If {(tn,xn)} ⊆ Hµ, where Hµ is a hyperplane of codimension µ in Rm, 1 ≤ µ ≤ m − 1,
then conclusions (a)-(c) hold with m replaced by m− µ.
Finally, if {(tn,xn)} ⊆ Hm, then the fractal dimension of G is 1.
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Proof. See [45]
Corollary 2. Let Wn(t,x) = (hn(t),Ψn(t,x)) where hn and Ψn are defined as in (4.22)
and (4.23), respectively. If m ≤ D < m+ 1 and
m∏
k=1
|sn,k| = a1+m−Dn (4.25)
for all n = 1, 2, . . . , N , then the fractal dimension of the attractor G is D.
Proof. If (4.25) holds for all n then
1 =
N∑
n=1
an <
N∑
n=1
a1+m−Dn =
N∑
n=1
(
m∏
k=1
|sn,k|
)
=
N∑
n=1
λn,
and thus this IFS falls into case (a) of Theorem 4. The same argument as in Corollary 1
completes the proof.
4.2.2 Hidden Variable Interpolants
Lastly, the idea of Hurst interpolation is extended to hidden variable fractal interpolation
functions, which were introduced by Barnsley et al. [5]. The idea behind a hidden vari-
able FIF is to construct an interpolant in a higher dimensional space and then project
the graph onto a lower dimensional space. The creation of the interpolant in a higher
dimensional space allows for more degrees of freedom that become “hidden” when the
graph is projected. As with the previous section, enough detail is given below to formu-
late the main theorem and its corollary. For more background on hidden variable fractal
interpolation, see [5, 1, 46].
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Let I be defined as above and (Y, dY ) be a complete metric space. Assume further that
Y is a finite direct sum of linear subspaces. Let {(tn, yn)} ⊂ I × Y be a given set of
data with 0 = t0 < t1 < · · · < tN = 1. Let hn(t) be defined as in Eq. (4.22) and let
Tn : Y → Y satisfy
Tn(y0) = yn−1 and Tn(yN) = yn,
with the additional constraint that
dY (Tn(y), Tn(y
′)) = sn · dY (y, y′) (4.26)
for all y, y′ ∈ Y , with 0 ≤ sn < 1. Then the IFS is given by {I × Y,Wn : n = 1, 2, . . . , N}
where
Wn(t, y) =
hn(t)
Tn(y)
 . (4.27)
It is of importance to note that this system is hyperbolic with the proper metric on the
product space R× Y . That metric is defined by
d
(
(t, y), (t′, y′)
)
= |t− t′|+ θdY (y, y′) (4.28)
where θ > 0 is determined by the IFS [5, 1, 46].
Let F : I → Y be the generated fractal interpolation function and let fk : I → Yk be the
projection of F onto Yk, one of the linear subspaces in the summand of Y .
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Theorem 5 ([46, Thm. 109]). Let fk : I → Yk be a hidden variable fractal function
defined above. Suppose that dimYk = m and that
∑N
n=1 s
m
n > 1. Then the fractal
dimension of the graph of fk is D, the unique positive solution of
N∑
n=1
smn a
D−m
n = 1. (4.29)
Proof. See [5, 26]
Corollary 3. Let fk : T → Yk be a hidden variable fractal function defined above.
Suppose that dimYk = m, m ≤ D < m+ 1, and that
sn = a
1+ 1−D
m
n (4.30)
for all n = 1, 2, . . . , N . Then the fractal dimension of the graph of fk is D.
Proof. The proof is identical to that of Corollary 1.
These two results are included (i) for the completeness of the theory, and (ii) for their
potential use in the theory of fluvial landscapes. The one-dimensional theory of Corol-
lary 1 is used below to (re-)create fluvial surfaces. This approach does cause a few issues
with the resulting surface (see Sect. 5.3.2) that could possibly be avoided with either
vector-value or hidden variable fractal interpolation functions. The next section (and
chapter) discusses how Corollary 1 can be used to add the necessary small scale features
to a landscape.
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4.3 Application to Fluvial Landscapes
In the case of the Smith and Bretherton model, the variogram is taken in a single di-
mension, parallel to the base of the ridge. Using Corollary 1, the goal is to add the
appropriate small scale dynamics to a surface that already contains the large scales. A
value of 0.75 is used as the Hurst exponent as that is the scaling generated by this model.
To test this idea, a number of surfaces previously generated by this model, such as
the one seen in Fig. 3.1, were chosen. Similar to the work of Chen et al. [14], a few
points are selected from each lateral cross-section to represent the general shape of the
data. Three different methods were used to select these points: a simple selection of
evenly spaced points, the Douglas-Peucker (DP) method of data reduction [16], and an
“extrema” selection algorithm described below. Hurst fractal interpolation is then used
to restore the removed points. For comparison, (periodic) cubic spline interpolation and
linear interpolation are also used to recover the missing data. The use of periodic cubic
spline is justified as the lateral boundaries during simulations are periodic (Sect. 2.1.3).
The variogram scaling as well as the average percent error between the original surface(s)
and their interpolated counter-parts are calculated for comparison purposes.
The first test simply kept every fourth point of the original data. Figure 4.1 shows the
reconstructions of Fig. 3.1 using the three interpolation methods. The error and scaling
results are given in Fig. 4.2.
All three methods kept the large scale features of the surface: the three primary mountain
ridges and the three valleys separating them. The percentage error in the reconstructed
surfaces is relatively low, with the Hurst interpolation technique introducing the most
error, which is not surprising considering Fig. 4.1c. The variogram, however, is a more
important quantity for the accuracy of these generated surfaces [12].
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(a) Linear Interpolation
(b) Cubic Interpolation
(c) Fractal Interpolation
Figure 4.1: Reconstructed surfaces when retaining every fourth piece of information
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Figure 4.2: Results when retaining every fourth piece of (lateral) information
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As previously mentioned, the boundary conditions at the top and bottom of the model
skew the scaling results, making the center the most accurate place to determine the
scalings [12]. All three interpolation techniques leveled the scaling results over the entire
surface; in a sense, correcting the bias induced by the boundary conditions. The scaling
for the Hurst interpolation is exactly as intended, based on Corollary 1. The scalings
results for the linear and cubic spline interpolated surfaces, while not at the desired 0.75,
are within a reasonable range based on other work, such as that of Voss [65] and Simpson
& Schlunegger [57], to name a few.
While using equally spaced points does not demonstrate the full “power” of Corollary 1,
it is an obvious starting point as well as a proof of concept. This result does lay the
groundwork for new possibilities for solving the Smith and Bretherton model. Namely,
this result shows it is feasible to run the model on a coarse grid (with equally spaced grid
points), and then use Hurst interpolation to fill in the details and continue the simulation
on a finer grid.
Considering the results in Fig. 4.2, a better option for the reconstruction of data might
be a cubic fractal interpolation function [13]. These functions have cubic condensation
functions qn(x) designed such that these interpolants converge to the typical cubic spline
as the vertical scaling coefficients are sent to zero. These functions would provide the
general shape of a cubic interpolant with the needed randomness of the small scales.
Unfortunately, Theorem 2 is the only current theory for finding the fractal dimension
analytically, or at least an estimate that can be found before the interpolation is executed.
The next two tests are to reconstruct a surface from strategically picked data. In the
lateral direction, the retained data was algorithmically selected in an attempt to keep
the “feature” points of the surface, the mountain ridges and valleys, using as few points
as possible. Two algorithms were used to select these feature points.
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The first method is referred to, in this text, as the extrema method. This algorithm
begins by using numerical differentiation to find the local extrema, which represent the
mountain peaks and valley bottoms. Next is an attempt to find the mountain/valley
bases. Starting from each extremum, the algorithm searches for a point to the left and
right that best approximates the mountain/valley in the least squares sense. A bias is
added to the R-squared value to encourage the selecting of the furthest point possible
that best captures the profile’s general shape.
The other method is the (improved) DP algorithm. Using the endpoints to create an
initial linear interpolation, the algorithm finds the point with the largest (straight-line)
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distance between it and the interpolant. If the distance between that point and the
interpolant is greater than some given tolerance ε, then it is selected as an interpolation
point. This process repeats until all of the remaining points are within ε of the resulting
linear interpolation. For each cross section, the tolerance is set to be a quarter of the
distance between the maximum value and the minimum value in that cross section.
Both algorithms work well at capturing the general shapes of each cross section. The
DP method selected an average of 11 points per cross section, while the extrema method
selected 19 on average. As can be see in Fig. 4.3, the discrepancy primarily occurs at cross
sections closer to the base of the ridge. Near the base of the ridge, the cross sections are
extremely jagged, just at a significantly smaller scale, and thus have significantly more
local extrema than further up the ridge where the mountains have formed. However,
because the variation in heights is small, the DP method does not select as many points.
Figure 4.4 shows the reconstructed surfaces using the extrema method. The error and
scaling results for these surfaces are given in Fig. 4.5. Considering how the interpolation
points were selected, it is of little surprise how well the linear interpolation method does
at reconstructing the surface.
The scalings of the variogram, Fig. 4.5b, are of particular interest. Once again the cu-
bic spline scalings are higher than expected, but still in a reasonable range for natural
landscapes. The linear interpolation is surprisingly close to the desired scaling exponent.
The error in the Hurst interpolation scaling is explained (initially) by over approxima-
tion. In the even space tests, data at the missing locations was calculated exactly by
already known points in early iterations. Thanks to the uneven spacing, finding the
data at the desired points requires (i) a considerable number of iterations when doing
the fractal interpolation, or (ii) approximation from a few iterations. If more iterations
of fractal interpolation were performed per cross-section, the resulting scaling exponent
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(a) Linear Interpolation
(b) Cubic Interpolation
(c) Fractal Interpolation
Figure 4.4: Reconstructed surfaces using the extrema method to select points
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Figure 4.5: Results using the extrema method to select interpolation points
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would increase to the expected value (at the trade off of computation time).
Figure 4.6 shows the the reconstructed surfaces with the DP selection method, and the
results can be found in Fig. 4.7. Unsurprisingly, as with the extrema method, the linear
interpolation does well at reconstructing the surface, the cubic spline suffers from a lack
of data, and the Hurst interpolation has an unexpected variogram scaling.
The Hurst interpolation method replaces the missing data within two percent error of
the original surface and significantly steadies the scaling. While the value of the scaling
is not exact, it is believed that running these surfaces through the numerics discussed in
Sect. 2.2 will both smooth the surface, making them appear more realistic, and amend
the scaling error.
The last thing of interest in the Hurst interpolated surfaces, Figs. 4.4c and 4.6c, are
the extra features created within the valleys as a result of the interpolation. These
structures vaguely resemble river channels, and it is the hope that these features act as
such in numerical simulations.
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(a) Linear Interpolation
(b) Cubic Interpolation
(c) Fractal Interpolation
Figure 4.6: Reconstructed surfaces using the DP method to select interpolation points
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Figure 4.7: Results using the DP method to select interpolation points
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Quick Generation Methods
The upwind/Crank-Nicolson code described in Sects. 2.2.2 and 2.2.3 has been imple-
mented on a parallel supercomputer at the University of California, Santa Barbara. The
factoring scheme used on Eq. (2.6) allows for easy parallelism, while the upwind scheme
is parallelized using a grid tiling method. The mature phase of erosion occurs about
when 60% of the initial sediment has been eroded away, and it is during this phase that
many of the desired scaling relations discussed in Sect. 2.1.3 become present. Depend-
ing on the number of parallel processes used (typically nine per surface, but the code is
adaptable), this amount of erosion takes around three months of computation. The goal
of this chapter is to consider methods to reduce this computation time.
5.1 Numeric Alterations
Initial ideas on how to speed up numeric computations include: (i) faster numerical
method(s), (ii) more processors in parallel computations, (iii) the use of a higher water
depth tolerance, or (iv) using a coarser grid. Ideas (i) and (ii) are closely related, as
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it is possible that there are more efficient parallel numerical algorithms to solve the
model, or even that there is a more efficient way of implementing the current numerics
on a parallel infrastructure. Furthermore, the efficiency of most parallel implementations
depends on the computer architecture, which can change vastly between machines. Using
more processors also has the trade-off of time saved from parallelism versus time spent
message passing. For these reasons, focus is placed on modifying the model and its
parameters over modifying the algorithms.
For consistency, all tests involving modification of parameters were run on the same
supercomputing cluster as the initial tests using nine processors per surface.
5.1.1 Water Equilibrium Tolerance
Solving the water flow equation is the most time consuming piece of the code. The upwind
scheme is recursively solved until the water depth reaches an equilibrium. Numerically,
this equilibrium is defined as the water depth at every point changing by less than
some predefined tolerance between successive iterations. To find the desired tolerance
for these simulations, tests were done on Eq. (2.5), comparing the resulting equilibrium
water depth for the initial perturbed ridges, see Fig. 5.1. From this data, it was decided
that a tolerance of 10−8 meters would be used for the model. Based on this data, a
tolerance of 10−7 would be sufficient for numerical simulations, however no significant
decrease in computation time is expected by raising the water depth tolerance to 10−7
from 10−8 based on the data.
Every time Eq. (2.6) is solved numerically, the water depth is equilibrated again. Con-
sidering that such a small amount of sediment can be moved from any one location, one
would expect the water depth to not change by a significant amount. It is not the amount
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Figure 5.1: Equilibrium water depths per lateral cross section for different tolerances
the depth changes by, but the number of iterations it requires to equilibrate. When the
tolerance is 10−8, an average of 20,000 iterations of Eq. (2.5) are performed until the new
equilibrium is achieved. With a tolerance of 10−6, the average drops to a mere 1,000
iterations.
Due to this drastic decrease in iterations, the code was run with 10−6 as the tolerance.
From an unchannelized linear ridge to the target of 60% eroded took a matter of hours
with such a high tolerance, instead of months. As illustrated by Fig. 5.2, however, there
are some consistency issues with such a high tolerance.
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(a) The expected ridges prematurely eroded (b) The ridges remain as expected
Figure 5.2: Two surface generated with a tolerance of 10−6.
It is known that the random perturbations on the initial surface are needed to drive the
erosion process [62, 12, 10]. These perturbations play an even more crucial role in the
erosion process with such a high tolerance. Both initial surfaces in Fig. 5.2 started with
initial perturbations of up to a centimeter in height over about 20% of the surface. The
only difference is the distribution of these perturbations over the surface.
Larger powers of 10 were experimented with for the water depth tolerance. All of those
resulting surfaces turned out as Fig. 5.2a: overly smoothed.
5.1.2 Non-constant Tolerance
Using a higher tolerance saves a significant amount of computation time, but it is not
worth having code run for hours to get an undesirable (and unrealistic) result such as
Fig. 5.2a. One possible compromise is to alternate between a higher and lower tolerance.
The idea goes back to expectation that the water level should not change much be
successive erosion steps. Thus it should be sufficient to use a higher tolerance majority
of the time, and switch to a lower tolerance after specific milestones of erosion.
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Figure 5.3: A surface where the tolerance alternated between 10−6 and 10−8
Figure 5.3 shows a surface generated with an alternating tolerance. At every quarter
of a percent eroded, the next water equilibration step was performed with a tolerance
of 10−8. Otherwise, the higher tolerance of 10−6 was used. Switching tolerances in this
manner took roughly a week to reach the 60% eroded milestone, plus or minus a couple
days for some surfaces.
Unlike a constant high tolerance, none of the surfaces (thus far) have become overly
smooth. The switching to a lower tolerance seems to “flush” the surface of its overabun-
dance of water, preventing the large scale features from eroding away. The success of this
method brings into question more localized tolerance changes, such as the possibility of
altering the tolerance of particular grid cells based on how much the topography changed
in the erosion step.
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5.1.3 Coarser Grids
Typically, Eqs. (2.5) and (2.6) are solved over a domain of 100 meters by 100 meters tiled
using square grid cells of 1 m by 1 m. This discretization has been under some scrutiny
for already being too coarse a grid (see [23], for example). The idea here is to use a
coarse(r) grid to get the large scale features and then use Hurst fractal interpolation to
fill in the small scale details, creating a multigrid type method.
The previous chapter showed that Hurst fractal interpolation is a valid possibility for
restoring data in a surface in such a way that maintains the scaling relations. Hurst
interpolation would only be useful for restoring data in the lateral (x) direction, the
downstream (y) direction has no discernible scaling relation. A cubic spline would suffice
to fill in missing data in the y-direction.
Figure 5.4: A surface generated on a coarse grid of 41 by 41 grid points
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Figure 5.4 shows a surface that was generated on a coarse gird of 41 by 41 grid points.
This surface took a couple of weeks to erode, but it has only two of the expected three
mountain ridges. While interpolation techniques can be used to transpose this data onto a
finer mesh, it will not be able to add the missing mountain ridge. This multigrid technique
would be better suited for making a finer discretization from the typical discretization of
one square meter grid cells.
5.2 Artificial Construction
For a hundred by one hundred square meter area, the statistical theory mentioned pre-
viously implies that a resulting eroded surfaces will contain three mountain ridges sep-
arating three river valleys. The Brownian motion of water over the surface during the
channelization phase is what forms these mountain ridges and causes them to meander
down the ridge. A history of tests imply that the free water surface at 60% eroded has a
variogram scaling of around 0.75, and Hack’s Law provides scaling laws for the gradient
of the water surface |∇H| [12, 10]. The goal is to use these facts to artificially generate
an eroded surface. Here, the phrase “artificially generate” or an “artificial surface” im-
plies the generation of a numerical solution of Eq. (2.6) without the use of any numerical
scheme developed to solve the Smith and Bretherton model.
The general formula for an artificial surface (around 60% eroded) is
H(x, y) = B(y) +
N∑
i=0
Ri(x, y)−
M∑
k=0
Vk(x, y) (5.1)
where B(y) is the minimum height of the surface a distance y from the base of the slope,
Ri(x, y) is a function for the i
th mountain ridge, and the Vk(x, y) are valleys cut out of
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Figure 5.5: An artificially generated surface
the surface for extra realism. Figure 5.5 is an example of a surface generated from this
equation. The general form for all these functions and how they were found is given
below.
5.2.1 The Ridge Function
Separable solutions to Eqs. (2.5) and (2.6) where studied by Birnir and Rowlett [11].
They found that
H0(x, y) =
(
H
1/c
1 + a(x− x0) + b(y − y0)
)c
(5.2)
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constitutes mountains and mountain ridges for appropriate constants a, b, c, x0, y0, and
H1. For mountain ridges specifically, a and b must have opposite sign with the sign
changing across x− x0 = y − y0.
This equation has a number of complications including finding appropriate values for all
the constants as well as having to be vigilant regarding the domain of the function. This
equation also models a mountain ridge of infinite extent (in the downstream direction)
and not a collapsing ridge.
For these reasons, a simpler model for the mountain ridges was designed. These mountain
ridges consist of two functions: one that defines its height and one that defines its width.
For the lateral direction (width) the function
W (x) = e−|x|, (5.3)
was chosen. The first two terms in the infinite series expansion are reminiscent of
Eq. (5.2), and this function matches the general shape of mountain ridges found in
simulations and by Birnir and Rowlett [11]. One benefit of this function is its maximum
height of one, making it simple to have a secondary function to control its height. The
primary benefit of this function is that it (practically) has compact support, making it
ideal to add multiple translated copies of this function together for the various mountain
ridges.
To find a suitable height function multiple simulated surfaces were examined. Figure 5.6
shows the data for one surface: the maximum height of each mountain ridge plotted
per lateral cross section. Each mountain ridge remains relatively flat before entering an
initial growth period. These ridges find a stable height above the valley basin before one
final jump in height at the top boundary. Ignoring this last burst in height, the general
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Figure 5.6: Difference between ridge peaks and valley basins for a typical surface
shape is best captured by the logistic function
H(y) =
1
1 + e−y
. (5.4)
Combining these equations together yields the general mountain ridge equation
Ri(x, y) =
mi
1 + 100 exp (−ri · (y − si)) · exp (−wi · |x− pi|) (5.5)
where mi, ri, si, wi, and pi are all positive constants. Specifically mi is the maximum
height of the ridge above the valley basin, ri controls the rate at which the ridge grows
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to its maximum height, si is where the ridge starts to emerge, wi controls the maximum
width of the ridge in the lateral direction, and pi is the location of the ridge peak.
The constant of 100 in Eq. (5.5) is not a completely arbitrary constant. The goal of the
si term is to shift the logistic function such that y = si is about when the mountain ridge
begins emerging. The horizontal shift y 7→ y − si into Eq. (5.4) does not achieve this
goal, but instead shifts the graph such that the translation takes the value 1/2 at y = si.
The constant of 100 is essentially a permanent horizontal shift that allows the si term to
have the desired property in the function.
Equation (5.5) is used for all the mountain ridges, including the short-lived ones near
the top of the slope. In general, the closer to this boundary a mountain ridge emerges
(the larger si is), the quicker it increases in height (larger ri value), and the narrower the
ridge (larger wi value). The values of these constants are all generated at random when a
mountain ridge is added to the surface. The range of potential values for these constants
was found by observation and comparisons with model generated surfaces. Section 5.2.3
describes how the locations of these mountain ridges are determined.
The three primary mountain ridges have one particular characteristic that makes their
generation different from the others. These mountain ridges meander down the slope,
and as a result, have more jagged peaks. To simulate this, randomness is added to
the ridge function in the form of Brownian motion. The current theory suggests that
the meandering of these mountain ridges is caused by the Brownian motion of water
movement down the initial surface [12, 10]. This Brownian motion is added to the x
value when the value of Ri(x, y) is calculated. This randomness is only added to the
x value as (i) this is what causes the shift of the mountain peak laterally along the
surface and (ii) in early simulations there was no noticeable change in the surface when
randomness was also added to the y component.
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5.2.2 The Valley Function
At the top boundary, the many mountain peaks and valleys form a jagged profile. Due
to the choice of width functions, their summation creates a much smoother profile than
what occurs in simulations, see Fig. 5.7.
0 20 40 60 80 100
Just Ridges
Ridges and Valleys
Typical Top Profile
Figure 5.7: Profiles of a typical surface, and an artificial surface with and without valleys
It is only near the top boundary where something extra is needed to better define the
ridges and valleys, as many of the smaller mountain ridges quickly erode away into one
of the three primary river valleys. The crude observation was made that these valleys
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vaguely resemble a mountain ridge turned upside-down. Thus,
Vk(x, y) =
mk
1 + 100 exp (−rk · (y − sk)) · exp (−wk · |x− pk|) (5.6)
is used for these valleys, for suitable constants mk, rk, sk, wk, and pk.
5.2.3 Feature Selection
The functions for the ridges and valleys require knowing were those features are located
laterally on the surface. Birnir et al. [10] found a formula for the expected number
of valleys at the top of the slope. Considering the periodic boundary conditions, this
formula also dictates the number of mountain ridges, and thus is used to find N (and
M). The resulting value of N is typically not an integer, and so it gets rounded up or
down randomly each time a new surface is created.
Next, the lateral direction is divided in N pieces of equal length. Within each of these
pieces, a point is selected from a normal distribution to be a mountain peak. The mean of
this distribution is the center of the interval, and the variance is one-quarter the interval’s
length. This method distributes mountain peaks relatively evenly in the lateral direction
as occurs in many simulations. This method helps prevent any two ridges from forming
practically on top of one another, which may happen when using uniform distributions.
There are positions laterally that will almost never contain a mountain peak with this
method (e.g., the boundary between two sections). This is solved with a simple horizontal
shift of the entire surface as the boundary conditions in this direction are periodic.
Once all the mountain peak locations have been selected, valley locations are then chosen.
Between each pair of adjacent peaks a valley is placed. The location of a valley is also
taken from a normal distribution, with mean in the center of the peaks and variance
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of one-fifth the distance separating them. The normal distribution is again used to
pick a placement randomly, but still somewhere near the center of the ridges to prevent
overlapping a peak with a valley.
Last is to determine which of these peaks represent the primary mountain ridges, which
is the collapsing ridge, and which are not. Like with the selection of the peak locations,
there should be a respectable amount of separation between the primary ridges. When
a peak location is selected as a primary ridge, the algorithm is then prevented from
selecting the four nearest peaks as a primary ridge. Once the three primary ridges are
selected, the collapsing ridge is chosen with the constraint that it can not be adjacent to
any of the primary ridges.
In some simulations a second unstable, collapsing ridge is present at the 60% eroded mark.
The next mountain peak is selected with the same constraint of not being adjacent to
any of the previously selected peaks. There is a small probability, around 25%, that this
peak will also be a collapsing ridge when the surface is generated.
The remaining ridges are going to be the short-lived ridges near the top boundary. The
ordering of the mountain peaks is how the algorithm knows which peaks are the primary
ridges, the unstable collapsing ridges, etc. These ridges have no constraint on their
placement with respect to the primary features, and thus are randomly ordered.
5.2.4 The Base Function
The mountain peak height in the ridge function is based on finding the height above the
valley basin. To find a function for the valley basin, again, a number of surfaces were
examined in search for some kind of pattern/elementary function that may interpolate
the data.
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Figure 5.8: Average minimum height of surfaces with possible approximation functions
There was no one best function, but a family of functions given by
B(y) = (C +H0)− C · log101
(
101− f(y)
)
(5.7)
where H0 is the lower boundary condition of Eq. (2.10), the quantity C + H0 is the
desired (minimum) height at the top of the slope, and f(y) is a continuous satisfying
f(0) = 0 and f(100) = 100. All three approximation functions in Fig. 5.8 have H0 = 5
and C = 3.5. The first approximation has f(y) = y, the second is f(y) = 100
1
10y
9
10 , and
the third is f(y) = 100
1
4y
3
4 .
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5.2.5 Small Scales
Surfaces generated by the Smith and Bretherton model are known to contain small scale
features that are best captured by the variogram [12, 10]. The functions and general
construction described above generate the necessary large scale features, but a priori,
are not guaranteed to contain the small scales. Three methods, all making use of Hurst
fractal interpolation, are used in an attempt to add the small scale dynamics to these
surfaces. The effectiveness of these methods are examined in Sect. 5.3.2.
Lateral Hurst Interpolation
This is the method as described in Sect. 4.3 for the initial tests of restoring data using
Hurst fractal interpolation. Again, both the extrema and DP methods are used to select
the feature points of the surface laterally, which then get used as the interpolation points.
Piecewise Hurst Interpolation
The main downfall of the lateral Hurst interpolation method is that it adds a series
smaller peaks into the valleys, see Fig. 5.9. The proposed solution to this is to not
interpolate the entire cross section at once, but to do so in a piecewise manner.
For this technique, both the extrema and DP methods are used to break down a cross
section into linear pieces. For each adjacent pair of feature points, a couple more points
are selected between them. The Hurst interpolation is then performed on that subset
of points. This method requires more points and multiple different Hurst interpolations
per cross section, but interpolating in these smaller chunks removes the “mountain bias”
incurred from the lateral Hurst interpolation method.
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Figure 5.9: A cross section, its feature points, and the resulting Hurst interpolation
Independent Noise
The Hurst interpolation methods described above generate small scale dynamics from a
pre-existing surface. There is no reason, however, to assume that there is a relationship
between the large and small scales, other than how the smoothness of the large scales
skew the variogram of the free water surface, see Sect. 2.3. To test this, small scale noise
was generated independently of the large scale features, then added to the surface. As
with the other methods of adding the small scale features, two slightly different methods
were used.
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Both methods involve creating a noisy surface similar to fractal waves. In one direction,
the direction perpendicular to the base of the slope, cosine curves are used to generate
a series of initial points. The amplitude of these waves is altered to assure that the
resulting noise would not dominate the general shape of the landscape when added to
the large scale features. In the lateral direction Hurst interpolation is used to fill in the
rest of surface. The first method adds this resulting noisy surface directly to the large
scales.
The second method integrates the noisy surface in the y (perpendicular) direction before
adding it to the large scale surface. The reason is due to the realization in Sect. 2.3
that the better scaling results are from the gradient of the surface, and not the surface
itself. The integration of the noise is an attempt to add the small scale dynamics to the
gradient of the artificial surface instead of the surface itself.
5.3 Results and Accuracy
Sections 5.1 and 5.2 present a number of different ways to accelerate the process of fluvial
erosion. The success of these methods to approximate the desired numerical results is
measured via three criteria: (i) does the surface contain the large scale features, (ii) does
the surface contain the small scale features, and (iii) can the surface be eroded by the
current code implementation?
5.3.1 Numeric Modification Results
All the surfaces generated by the methods described in Sect. 5.1 obviously satisfy the
third condition. Of the surfaces generated using a tolerance of 10−6, only about 10%
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of them satisfied the first condition. For the computing of the small scale dynamics,
it is desired to only use the surfaces that maintained the desired large scale features.
Unfortunately, too few of those surfaces successfully developed to get accurate scaling
results, and so by default, these surfaces do not satisfy the second condition. Therefore
the use of a tolerance of 10−6 is too high to get reliably accurate surfaces from this model.
Surfaces generated on coarser grids also failed to have the necessary large scale features.
Due to how poorly these surfaces captured the large scale dynamics there is no reason
to calculate the small scale features. This method of accelerating results is also too
inaccurate to be useful.
Surfaces generated by alternating the tolerance did all generate the expected number of
mountains, mountain ridges, and valleys. If there is any criticism over these surfaces, it
is that the primary ridges that form are slightly short, but this is expected considering
the surfaces generated with the constant high tolerance. Figure 5.10 shows the small
scale results of these surfaces.
To reiterate, the scaling results are most accurate in the center. The scaling for the free
water surface H is expected to hover around 0.75 while the scaling for the gradient should
be around 0.25 [12, 10].
Thus surfaces generated by alternating between tolerances capture all the desired scaling
results. It is expected that using a lower tolerance more often will cause both the large
scale mountain ridges to better assert themselves and generate more consistent small
scale results, at the sacrifice of computation time. Thus the switching between tolerance
is a valid method for more quickly generating these surfaces.
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Figure 5.10: Variogram scalings for surfaces generated by switching the tolerance
5.3.2 Artificial Construction Results
The code for the artificial construction was designed so that the resulting surfaces would
satisfy the large scale dynamics. Multiple different techniques are described in Sect. 5.2.5
for adding in the desired small scale features, and the results of these techniques are
given below. Figure 5.11 shows the variogram scalings for all the methods discussed in
Sect. 5.2.5, while Fig. 5.12 shows the scalings of the gradients of those surfaces.
For these variograms, a number of surfaces were generated without any addition of small
scales features. These surfaces are referred to as “basic” surfaces from here on. Then
each basic surface had the small scale features added in each of the six methods discussed
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Figure 5.11: Variogram scalings for artificially generated surfaces
above. This allows for a more accurate depiction of how each of these methods of adding
the small scales affect the statistics.
In the legends, “DP” or “Extrema” refer to the algorithm used for finding the feature
points of a cross section. The “All” refers to the use of lateral Hurst interpolation while
“Pieces” is the piecewise interpolation. There are many points of interest within in these
variograms, which are discussed below.
The first is the scaling of the basic surfaces, whose variogram hovers rather consistently
between 0.80 and 0.85. These values, while higher than the expected, still fall in a range
seen by other simulations [65, 57].
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Figure 5.12: Variogram scalings for the gradients of artificially generated surfaces
The scalings of the basic surface gradients present a number of interesting results. Initially
the scaling exponent transitions from 0.8 up to 0.9, both unusually high values, especially
for the gradient scaling. In this case, however, these values make sense as the generation
code alters very little of the surface within the first 20 meters from the bottom of the
slope. Thus the gradient there should be very close to a flat plane. Furthermore, the
scaling of the variogram is the Hurst exponent, which is a measure of smoothness, with 0
being very rough and 1 being smooth (straight lines for example have a Hurst exponent
of 1). Thus the gradient is very smooth near the base of these surfaces.
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The transition to a lower scaling (more rough) makes sense, but the fact that exponent
then hovers around 0.30 is particularly interesting. The roughness exponent for gradient
has been calculated to be 0.70 [12], which means the Hurst exponent should be 0.30 (recall
Sect. 2.3). Thus these basic surfaces capture the small scale dynamics over majority of
the surface without outside help.
The only noticeable effect either fractal noise technique has on the scalings is near the
base of the slope. Again this makes sense as this region is relatively flat, so the added
small scales dominate the variogram. Once the mountain ranges are formed, their large
scales then dominated the small scales introduced by the fractal noise.
The lateral Hurst interpolation has the same scaling results as seen in Sect. 4.3 in the
initial tests. The extreme roughness of these surfaces is further supported by the gradient
scaling, which is the lowest (most rough) of all the methods for adding small scales.
Performing the Hurst interpolation in pieces was the most successful method. Both
scalings in the surface are closest to the 0.75 scaling used for the Hurst interpolation,
with the DP method of point selection perfectly hovering at that scaling. The gradient
scalings are in an acceptable range for these surfaces and match early results of the
Birnir et al. [12], see Sect. 2.3.
For the third criterion, a series of surfaces were run through the code. Five basic surfaces
were selected along with their piecewise DP interpolated, lateral extrema interpolated,
and additional fractal noise counterparts for testing. This mix has one representative
from each small scale addition method as well a DP selection and an extrema selection
method. Since these methods have similar scaling results and similar selection points
(Fig. 4.3), it is likely that they will behave in the same manner when run through the
numerical methods.
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One flaw that the Hurst interpolation methods have is that the scalings added in the
lateral directions are independent of one another. This can cause natural dams to form
that impede the solving of Eq. (2.5) numerically. In these cases, it has been observed that
the water depth at these points increases (seemly) without bound. This phenomenon has
been observed at no more than ten locations in early tests.
To counter this, the code was altered so that equilibrium occurs when majority (at least
90%) of points reach an equilibrium water depth, instead of requiring equilibrium at all
points. This is not seen as a violation of condition (iii) as these natural dams/reservoirs
occur in nature and/or the drainage direction may be in a diagonal direction, but the
upwind scheme is incapable of accounting for that kind of formation. Usually, after
quarter of a percent of erosion, these features have been eroded away by the code and
waiting for an equilibrium at every point can resume.
Assuming an initial linear ridge with a 5% grade, the generated surfaces lie in the 50%
to 58% eroded range. The goal is not only to have these surfaces run in the code, but
erode until they reach the 60% mark and then investigate the variogram data. All five
of the basic surfaces, piecewise DP interpolated surfaces, and the surfaces with fractal
noise continued the erosion process via the code. The variograms of the resulting eroded
surfaces can be found in Fig. 5.13 and the gradient scalings are in Fig. 5.14. Sample
artificially generated surfaces, as well as some of the resulting surfaces after running
through the numerical methods can be found in Appendix B.
The most unexpected result is the similarity between the variograms. It was believed
that the various methods of adding small scale features would alter the flow of water over
the surface, which would intern alter the scalings of the eroded surfaces more distinctly.
While the scalings are diverse, the differences are much more subtle. It appears that the
large scale features have more of a control over the small scales than initially thought.
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Figure 5.13: Artificial surface variograms after running in the code
Otherwise, the variogram results are ideal. The scaling results for the surfaces hover
between 0.75 and 0.80 for the majority of the variogram. A quick comparison between
Figs. 5.11 and 5.13 shows how the boundary conditions at the top and bottom of the
slope skew the scaling results. The gradient scaling results hover nicely between 0.25 and
0.30, exactly as expected for these surfaces [12]. Again, the skewing of the variogram due
to the boundary conditions is clearly visible in the gradient scaling as well. The cause
of the large jump in scaling between the 20 and 30 mark is still not fully understood. It
appears to be a remnant of the initial transition of scalings seen in Fig. 5.12 that has not
yet been fully eroded by the code.
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Figure 5.14: Artificial surface gradient variograms after running in the code
Based on these results, surfaces generated by Eq. (5.1) satisfy the three criteria for quick
generation of an artificial solution to the Smith and Bretherton model. Most surprising
is the fact that the basic surfaces generated by this equation satisfy the small scale
dynamics. The use of fractal noise or piecewise Hurst interpolation can be used for
additional forcing of these small scales, if desired.
After three weeks of computation, none of the five surfaces with lateral Hurst interpolated
roughness have eroded via the code. This is sufficient time without result to say that
these surfaces are too rough for the current code implementation and thus fail the third
condition.
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Conclusions
Of the numerical methods used to solve the Smith and Bretherton model, the MacCor-
mack scheme requires the least programming, but correctly adding the artificial viscosity
is an extremely tedious process. Moreover, even with an appropriate amount of artificial
viscosity, this method still fails to capture the crucial small scale dynamics related to
Hack’s Law.
The upwind/Crank-Nicolson scheme, although more difficult to program, is simpler to
implement as extra viscosity does not need to be added to the scheme. More important
is the fact that the Crank-Nicolson scheme captures the small scale features of the land-
scape. These methods, both optimized for calculating overland flow, reveal that implicit
schemes are best equipped for capturing crucial small and large scale dynamics.
In either case, the numerics are too slow to be of practical use, hence the need to find
ways to accelerate the process. Of the methods that modify the code itself, the switching
between tolerance values is the most promising method. More work into this method will
greatly accelerate the generation of eroded surfaces with little to no loss of accuracy. The
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success of this technique brings into question more adaptive methods, such as changing
the tolerance on a point by point basis, or the possibility of not continuing to solve for
the water depth at points that have already achieved equilibrium.
The artificial construction of surfaces and the methods of adding the small scale features
have answered, and created, questions about the statistical theory. Hack’s Law implies
that the roughness exponent of these surfaces should be χ ≈ 0.75 which further implies
that the Hurst exponent is 1− χ ≈ 0.25. The variogram scalings, which is a measure of
the Hurst exponent, of the basic surfaces confirms the fact that the topography of the
landscape smooths the surface, which increases the calculated Hurst exponent. Therefore
the most accurate scalings of the variogram come from |∇H|, the gradient of the free
water surface.
The two different Hurst interpolation methods for adding small scales accentuate the
separation of the large and small scales of these surfaces. The lateral Hurst interpolation
method forces the large scale dynamics into the small scales, which is what causes the
peaks in the river valleys and the lower scaling (Hurst) exponent of these surfaces. The
piecewise interpolation does not have this mountain bias, but instead alters the already
existing small scale dynamics to the desired Hurst exponent. Piecewise Hurst interpola-
tion, when using the Douglas-Peucker method to select feature points, is the best method
for altering a landscape and forcing it to contain the desired small scales. This method
also shows that forcing the (Hurst exponent) scaling of the surface H to 0.75 forces a
scaling of 0.25 on the gradient, but exactly how or why this works is to be determined.
Based on the scaling results in Figs. 5.13 and 5.14, however, the large scale features have
a strong influence over the resulting small scales. Exactly what this influence is or how
it acts on the small scales is still to be determined.
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Appendix A
Factorization of the Sediment Flow
Equation
The intent of this appendix is to describe the discretization of the sediment flow equation,
∂H
∂t
= ∇ ·
[ ∇H
|∇H|h
5
3
γ|∇H| γ2 +δ
]
(A.1)
into a finite difference scheme. This equation will be discretized by using the Crank-
Nicolson scheme and the factoring method to create a series of one-dimensional, tridiag-
onal systems.
To simplify the discretization process, let B = 5
3
γ and C = γ
2
+ δ − 1. Then Eq. (A.1)
becomes
∂H
∂t
=
∂
∂x
[
hBHx(H
2
x +H
2
y )
C/2
]
+
∂
∂y
[
hBHy(H
2
x +H
2
y )
C/2
]
(A.2)
where Hx and Hy are the partial derivatives of H in x and y, respectively. Let δx and
δy represent the desired finite difference approximations for the derivatives in x and y,
93
Appendix A Factorization of the Sediment Flow Equation
respectively. Specifically, let
Hni j,x ≈ δx(Hni j) =
Hn
i+ 1
2
j
−Hn
i− 1
2
j
∆x
+O(∆x2)
and
Hni j,y ≈ δy(Hni j) =
Hn
i j+ 1
2
−Hn
i j− 1
2
∆y
+O(∆y2)
be the finite difference schemes. Then using the Crank-Nicolson method, Eq. (A.2)
expands to
Hn+1i j −Hni j
∆t
=
E
2
δx
(
(hi j)
BHn+1i j,x
[(
Hn+1i j,x
)2
+
(
Hn+1i j,y
)2]C/2)
+
E
2
δx
(
(hi j)
BHni j,x
[(
Hni j,x
)2
+
(
Hni j,y
)2]C/2)
+
E
2
δy
(
(hi j)
BHn+1i j,y
[(
Hn+1i j,x
)2
+
(
Hn+1i j,y
)2]C/2)
+
E
2
δy
(
(hi j)
BHni j,y
[(
Hni j,x
)2
+
(
Hni j,y
)2]C/2)
+O(∆x2,∆t2). (A.3)
There is no time step associated to the water depth h as it is assumed to be in a statis-
tically stationary state when Eq. (A.1) is solved, i.e., hn = hn+1 = h. The constant E
represents an erosion coefficient introduced by the Manning type relation in the initial
sediment flow relation. In Eq. (A.3) there are also two nonlinear terms in Hn+1, namely
Hn+1i j,x
[(
Hn+1i j,x
)2
+
(
Hn+1i j,y
)2]C/2
and
Hn+1i j,y
[(
Hn+1i j,x
)2
+
(
Hn+1i j,y
)2]C/2
.
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To rectify this situation, let
f(tn) = H
n
i j,x
[(
Hni j,x
)2
+
(
Hni j,y
)2]C/2
and let tn+1 = tn + ∆t. Then by Taylor’s Theorem,
f(tn+1) ≈ f(tn) + ∆t∂f(tn)
∂t
= Hni j,x
[(
Hni j,x
)2
+
(
Hni j,y
)2]C/2
+ ∆t
{
∂Hni j,x
∂t
[(
Hni j,x
)2
+
(
Hni j,y
)2]C/2
+ CHni j,x
[(
Hni j,x
)2
+
(
Hni j,y
)2]C/2−1 [
Hni j,x
∂Hni j,x
∂t
+Hni j,y
∂Hni j,y
∂t
]}
.
The time derivatives of the spacial derivatives in H can be approximated by
∂Hni j,x
∂t
=
Hn+1i j,x −Hni j,x
∆t
and
∂Hni j,y
∂t
=
Hn+1i j,y −Hni j,y
∆t
.
Thus,
Hn+1i j,x
[(
Hn+1i j,x
)2
+
(
Hn+1i j,y
)2]C/2 ≈ Hn+1i j,x [(Hni j,x)2 + (Hni j,y)2]C/2
+ CHni j,x
[(
Hni j,x
)2
+
(
Hni j,y
)2]C/2−1 [
Hni j,x
(
Hn+1i j,x −Hni j,x
)]
+ CHni j,x
[(
Hni j,x
)2
+
(
Hni j,y
)2]C/2−1 [
Hni j,y
(
Hn+1i j,y −Hni j,y
)]
and similarly,
Hn+1i j,y
[(
Hn+1i j,x
)2
+
(
Hn+1i j,y
)2]C/2 ≈ Hn+1i j,y [(Hni j,x)2 + (Hni j,y)2]C/2
+ CHni j,y
[(
Hni j,x
)2
+
(
Hni j,y
)2]C/2−1 [
Hni j,x
(
Hn+1i j,x −Hni j,x
)]
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+ CHni j,y
[(
Hni j,x
)2
+
(
Hni j,y
)2]C/2−1 [
Hni j,y
(
Hn+1i j,y −Hni j,y
)]
are the desired linearizations. Substituting these into Eq. (A.3) yields the linear dis-
cretization
Hn+1i j −Hni j
∆t
=
E
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(hi j)
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Now apply the definitions of the δx and δy operators.
Hn+1i j −Hni j
∆t
=
E
2∆x
{
(hi+ 1
2
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2
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Hn
i+ 1
2
j,x
)2
+
(
Hn
i+ 1
2
j,y
)2]C/2−1 [
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+ CHn
i− 1
2
j,x
[(
Hn
i− 1
2
j,x
)2
+
(
Hn
i− 1
2
j,y
)2]C/2−1 [
Hn
i− 1
2
j,x
(
Hn+1
i− 1
2
j,x
−Hn
i− 1
2
j,x
)]
+ CHn
i− 1
2
j,x
[(
Hn
i− 1
2
j,x
)2
+
(
Hn
i− 1
2
j,y
)2]C/2−1 [
Hn
i− 1
2
j,y
(
Hn+1
i− 1
2
j,y
−Hn
i− 1
2
j,y
)])}
+
E
2∆y
{
(hi j+ 1
2
)B
(
Hn+1
i j+ 1
2
,x
[(
Hn
i j+ 1
2
,x
)2
+
(
Hn
i j+ 1
2
,y
)2]C/2
+ CHn
i j+ 1
2
,x
[(
Hn
i j+ 1
2
,x
)2
+
(
Hn
i j+ 1
2
,y
)2]C/2−1 [
Hn
i j+ 1
2
,x
(
Hn+1
i j+ 1
2
,x
−Hn
i j+ 1
2
,x
)]
+ CHn
i j+ 1
2
,x
[(
Hn
i j+ 1
2
,x
)2
+
(
Hn
i j+ 1
2
,y
)2]C/2−1 [
Hn
i j+ 1
2
,y
(
Hn+1
i j+ 1
2
,y
−Hn
i j+ 1
2
,y
)])
− (hi j− 1
2
)B
(
Hn+1
i j− 1
2
,x
[(
Hn
i j− 1
2
,x
)2
+
(
Hn
i j− 1
2
,y
)2]C/2
+ CHn
i j− 1
2
,x
[(
Hn
i j− 1
2
,x
)2
+
(
Hn
i j− 1
2
,y
)2]C/2−1 [
Hn
i j− 1
2
,x
(
Hn+1
i j− 1
2
,x
−Hn
i j− 1
2
,x
)]
+ CHn
i j− 1
2
,x
[(
Hn
i j− 1
2
,x
)2
+
(
Hn
i j− 1
2
,y
)2]C/2−1 [
Hn
i j− 1
2
,y
(
Hn+1
i j− 1
2
,y
−Hn
i j− 1
2
,y
)])}
+
E
2∆x
{
(hi+ 1
2
j)
BHn
i+ 1
2
j,x
[(
Hn
i+ 1
2
j,x
)2
+
(
Hn
i+ 1
2
j,y
)2]C/2
− (hi− 1
2
j)
BHn
i− 1
2
j,x
[(
Hn
i− 1
2
j,x
)2
+
(
Hn
i− 1
2
j,y
)2]C/2}
+
E
2∆y
{
(hi j+ 1
2
)BHn
i j+ 1
2
,y
[(
Hn
i j+ 1
2
,x
)2
+
(
Hn
i j+ 1
2
,y
)2]C/2
− (hi j− 1
2
)BHn
i j− 1
2
,y
[(
Hn
i j− 1
2
,x
)2
+
(
Hn
i j− 1
2
,y
)2]C/2}
+O(∆x2,∆t2). (A.5)
This form is long, complicated, and contains multiple repeated calculations. Before
expanding Eq. (A.5) any further, the following table of variables/simplifications will be
implemented:
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Table 1
X0 =
Hni+1 j−Hni−1 j
2∆x
X1 =
Hni+1 j+1+H
n
i j+1−Hni j−1−Hni+1 j−1
4∆x
X2 =
Hni−1 j+1+H
n
i j+1−Hni j−1−Hni−1 j−1
4∆x
X3 =
(
hni+1 j+h
n
i j
2
)B
X4 =
(
hni j+h
n
i−1 j
2
)B
X5 =
Hni+1 j−Hni j
∆x
X6 =
Hni j−Hni−1 j
∆x
X7 = X
2
1 +X
2
5 X8 = X
C/2−1
7 X9 = X7X8 X10 = X
2
2 +X
2
6
X11 = X
C/2−1
10 X12 = X10X11 X13 = X3X9 X14 = X4X12
X15 = CX3X5X8 X16 = X5X15 X17 = X1X15 X18 = CX4X6X11
X19 = X6X18 X20 = X2X18
Y0 =
Hni j+1−Hni j−1
2∆x
Y1 =
Hni+1 j+1+H
n
i+1 j−Hni−1 j−Hni−1 j+1
4∆x
Y2 =
Hni+1 j−1+H
n
i+1 j−Hni−1 j−Hni−1 j−1
4∆x
Y3 =
(
hni j+1+h
n
i j
2
)B
Y4 =
(
hni j+h
n
i j−1
2
)B
Y5 =
Hni j+1−Hni j
∆x
Y6 =
Hni j−Hni j−1
∆x
Y7 = Y
2
1 + Y
2
5 Y8 = Y
C/2−1
7 Y9 = Y7Y8 Y10 = Y
2
2 + Y
2
6
Y11 = Y
C/2−1
10 Y12 = Y10Y11 Y13 = Y3Y9 Y14 = Y4Y12
Y15 = CY3Y5Y8 Y16 = Y5Y15 Y17 = Y1Y15 Y18 = CY4Y6Y11
Y19 = Y6Y18 Y20 = Y2Y18
Notice that the implementation of this table makes a very crucial assumption: that the
grid spacing is uniform (i.e., ∆x = ∆y).
98
Appendix A Factorization of the Sediment Flow Equation
Applying this table of simplifications results in
Hn+1i j −Hni j
∆t
=
E
2∆x
{
X16
[
Hn+1
i+ 1
2
j,x
−Hn
i+ 1
2
j,x
]
+X17
[
Hn+1
i+ 1
2
j,y
−Hn
i+ 1
2
j,y
]
−X19
[
Hn+1
i− 1
2
j,x
−Hn
i− 1
2
j,x
]
−X20
[
Hn+1
i− 1
2
j,y
−Hn
i− 1
2
j,y
]
+ Y17
[
Hn+1
i j+ 1
2
,x
−Hn
i j+ 1
2
,x
]
+ Y16
[
Hn+1
i j+ 1
2
,y
−Hn
i j+ 1
2
,y
]
− Y20
[
Hn+1
i j− 1
2
,x
−Hn
i j− 1
2
,x
]
− Y19
[
Hn+1
i j− 1
2
,y
−Hn
i j− 1
2
,y
]}
+
E
2∆x
{
X13
[
Hn+1
i+ 1
2
j,x
+Hn
i+ 1
2
j,x
]
−X14
[
Hn+1
i− 1
2
j,x
+Hn
i− 1
2
j,x
]
+ Y13
[
Hn+1
i j+ 1
2
,y
+Hn
i j+ 1
2
,y
]
− Y14
[
Hn+1
i j− 1
2
,y
+Hn
i j− 1
2
,y
]}
. (A.6)
Now expand all of the derivative operators,
Hn+1i j −Hni j
∆t
=
E
2∆x
{
X16
[
Hn+1i+1 j −Hn+1i j
∆x
− H
n
i+1 j −Hni j
∆x
]
−X19
[
Hn+1i j −Hn+1i−1 j
∆x
− H
n
i j −Hni−1 j
∆x
]
+X17
[
Hn+1i+1 j+1 +H
n+1
i j+1 −Hn+1i j−1 −Hn+1i+1 j−1
4∆x
− H
n
i+1 j+1 +H
n
i j+1 −Hni j−1 −Hni+1 j−1
4∆x
]
−X20
[
Hn+1i−1 j+1 +H
n+1
i j+1 −Hn+1i j−1 −Hn+1i−1 j−1
∆x
− H
n
i−1 j+1 +H
n
i j+1 −Hni j−1 −Hni−1 j−1
∆x
]
+ Y16
[
Hn+1i j+1 −Hn+1i j
∆x
− H
n
i j+1 −Hni j
∆x
]
− Y19
[
Hn+1i j −Hn+1i j−1
∆x
− H
n
i j −Hni j−1
∆x
]
+ Y17
[
Hn+1i+1 j+1 +H
n+1
i+1 j −Hn+1i−1 j −Hn+1i−1 j+1
4∆x
− H
n
i+1 j+1 +H
n
i+1 j −Hni−1 j −Hni−1 j+1
4∆x
]
− Y20
[
Hn+1i+1 j−1 +H
n+1
i+1 j −Hn+1i−1 j −Hn+1i−1 j−1
4∆x
− H
n
i+1 j−1 +H
n
i+1 j −Hni−1 j −Hni−1 j−1
4∆x
]
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+X13
[
Hn+1i+1 j −Hn+1i j
∆x
+
Hni+1 j −Hni j
∆x
]
−X14
[
Hn+1i j −Hn+1i−1 j
∆x
+
Hni j −Hni−1 j
∆x
]
+ Y13
[
Hn+1i j+1 −Hn+1i j
∆x
+
Hni j+1 −Hni j
∆x
]
− Y14
[
Hn+1i j −Hn+1i j−1
∆x
+
Hni j −Hni j−1
∆x
]}
(A.7)
Combine terms of H that are at the same grid cells.
Hn+1i j −Hni j
∆t
=
E
2(∆x)2
{
X13
[
Hn+1i+1 j +H
n
i+1 j
]
+
(
X16 +
1
4
Y17 − 1
4
Y20
)[
Hn+1i+1 j −Hni+1 j
]
+X14
[
Hn+1i−1 j +H
n
i−1 j
]
+
(
X19 − 1
4
Y17 +
1
4
Y20
)[
Hn+1i−1 j −Hni−1 j
]
+ Y13
[
Hn+1i j+1 +H
n
i j+1
]
+
(
Y16 +
1
4
X17 − 1
4
X20
)[
Hn+1i j+1 −Hni j+1
]
+ Y14
[
Hn+1i j−1 +H
n
i j−1
]
+
(
Y19 − 1
4
X17 +
1
4
X20
)[
Hn+1i j−1 −Hni j−1
]
+
(
1
4
X17 +
1
4
Y17
)[
Hn+1i+1 j+1 −Hni+1 j+1
]
+
(
1
4
X20 +
1
4
Y20
)[
Hn+1i−1 j−1 −Hni−1 j−1
]
−
(
1
4
X17 +
1
4
Y20
)[
Hn+1i+1 j−1 −Hni+1 j−1
]− (1
4
X20 +
1
4
Y17
)[
Hn+1i−1 j+1 −Hni−1 j+1
]
− (X13 +X14 + Y13 + Y14)
[
Hn+1i j +H
n
i j
]− (X16 +X19 + Y16 + Y19) [Hn+1i j −Hni j]
}
(A.8)
Next add zeros to this equation so that all terms are of the form Hn+1 −Hn.
Hn+1i j −Hni j
∆t
=
E
2(∆x)2
{(
X13 +X16 +
1
4
Y17 − 1
4
Y20
)[
Hn+1i+1 j −Hni+1 j
]
+
(
X14 +X19 − 1
4
Y17 +
1
4
Y20
)[
Hn+1i−1 j −Hni−1 j
]
+
(
Y13 + Y16 +
1
4
X17 − 1
4
X20
)[
Hn+1i j+1 −Hni j+1
]
+
(
Y14 + Y19 − 1
4
X17 +
1
4
X20
)[
Hn+1i j−1 −Hni j−1
]
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+
(
1
4
X17 +
1
4
Y17
)[
Hn+1i+1 j+1 −Hni+1 j+1
]
+
(
1
4
X20 +
1
4
Y20
)[
Hn+1i−1 j−1 −Hni−1 j−1
]
−
(
1
4
X17 +
1
4
Y20
)[
Hn+1i+1 j−1 −Hni+1 j−1
]− (1
4
X20 +
1
4
Y17
)[
Hn+1i−1 j+1 −Hni−1 j+1
]
− (X13 +X14 +X16 +X19 + Y13 + Y14 + Y16 + Y19)
[
Hn+1i j −Hni j
]}
+
E
(∆x)2
{
X13H
n
i+1 j +X14H
n
i−1 j + Y13H
n
i j+1 + Y14H
n
i j−1
− (X13 +X14 + Y13 + Y14)Hni j
}
(A.9)
Now we re-arrange the terms one last time to from linear operators in the four directions:
x, y, and the diagonals y = ±x.
Hn+1i j −Hni j
∆t
=
E
2∆x
{
(X13 +X16)
[
Hn+1i+1 j −Hn+1i j
∆x
− H
n
i+1 j −Hni j
∆x
]
+ (X14 +X19)
[
Hn+1i j −Hn+1i−1 j
∆x
− H
n
i j −Hni−1 j
∆x
]
+
(Y17 − Y20)
2
[
Hn+1i+1 j −Hn+1i−1 j
2∆x
− H
n
i+1 j −Hni−1 j
2∆x
]
+ (Y13 + Y16)
[
Hn+1i j+1 −Hn+1i j
∆x
− H
n
i j+1 −Hni j
∆x
]
+ (Y14 + Y19)
[
Hn+1i j −Hn+1i j−1
∆x
− H
n
i j −Hni j−1
∆x
]
+
(X17 −X20)
2
[
Hn+1i j+1 −Hn+1i j−1
2∆x
− H
n
i j+1 −Hni j−1
2∆x
]
+
X17 + Y17
4∆x
[
Hn+1i+1 j+1 −Hni+1 j+1
]
+
X20 + Y20
4∆x
[
Hn+1i−1 j−1 −Hni−1 j−1
]
− X17 + Y20
4∆x
[
Hn+1i+1 j−1 −Hni+1 j−1
]− X20 + Y17
4∆x
[
Hn+1i−1 j+1 −Hni−1 j+1
]}
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+
E
(∆x)2
{
X13H
n
i+1 j +X14H
n
i−1 j + Y13H
n
i j+1 + Y14H
n
i j−1
− (X13 +X14 + Y13 + Y14)Hni j
}
(A.10)
Define the following linear operators,
Ax(H) = (X13 +X16)
Hi+1 j −Hi j
∆x
+ (X14 +X19)
Hi j −Hi−1 j
∆x
+
Y17 − Y20
2
Hi+1 j −Hi−1 j
2∆x
,
Ay(H) = (Y13 + Y16)
Hi j+1 −Hi j
∆x
+ (Y14 + Y19)
Hi j −Hi j−1
∆x
+
X17 −X20
2
Hi j+1 −Hi j−1
2∆x
,
D+(H) =
X17 + Y17
4∆x
Hi+1 j+1 +
X20 + Y20
4∆x
Hi−1 j−1,
D−(H) = −X17 + Y20
4∆x
Hi+1 j−1 −
X20 + Y17
4∆x
Hi−1 j+1,
the constant vector
v(H) =
1
∆x
{
X13H
n
i+1 j+X14H
n
i−1 j+Y13H
n
i j+1+Y14H
n
i j−1−(X13 +X14 + Y13 + Y14)Hni j
}
,
and define λ = E∆t
2∆x
.
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Using these new definitions, Eq. (A.10) can be written as
Hn+1 = Hn + λ
{
Ax(H
n+1 −Hn) + Ay(Hn+1 −Hn)
+D+(H
n+1 −Hn) +D−(Hn+1 −Hn)
}
+ 2λv(Hn) (A.11)
All of the operators are linear, so can be separated by moving all terms in time n+ 1 to
the left and side, and leaving all terms at time tn on the right hand side. This yields
Hn+1 + λAx(H
n+1) + λAy(H
n+1) + λD+(H
n+1) + λD−(Hn+1) =
Hn + λAx(H
n) + λAy(H
n) + λD+(H
n) + λD−(Hn) + 2λv(Hn) (A.12)
Now “factor” both sides of equation (A.12) to get
(I + λAx)(I + λAy)(I + λD+)(I + λD−)Hn+1 =
(I + λAx)(I + λAy)(I + λD+)(I + λD−)Hn + 2λv(Hn) (A.13)
where I is the identity matrix.
Notice this factorization has introduced new operators not in Eq. (A.12), namely the cross
terms, e.g. λ2AxAy, λ
2AxD+, λ
3AxAyD−, etc. These cross terms appear on both sides of
Eq. (A.13). Multiplying out and simplifying results in terms such as λ2AxAy(H
n+1−Hn).
By Taylor’s Theorem, Hn+1−Hn ≈ O(∆t). Also, λ ≈ ∆t
∆x
in order. Therefore, any cross
term has order at least (∆t)
3
(∆x)2
. The value of ∆t is significantly smaller than that of ∆x.
The Crank-Nicoloson scheme is already second order accurate, thus these cross terms of
(practical) order (∆t)3 or higher have no negative consequences on the accuracy.
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Artificial Landscapes
This appendix consists of a series of figures that show the differences in the various
methods of adding small scale dynamics, described in Sect. 5.2.5, to a surface. Figure B.1
is a basic artificial surface. The following six figures are the results of adding the different
small scale methods to that surface. The last three figures show the results of running
three of those surfaces through the numerics.
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Figure B.1: A basic artificial surface
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Figure B.2: Small scales added with the lateral (DP) Hurst interpolation
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Figure B.3: Small scales added with the lateral (extrema) Hurst interpolation
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Figure B.4: Small scales added with the piecewise (DP) Hurst interpolation
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Figure B.5: Small scales added with the piecewise (extrema) Hurst interpolation
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Figure B.6: Small scales added with independent fractal noise
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Figure B.7: Small scales added with integrated fractal noise
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Figure B.8: The basic surface after running in the numerical simulation
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Figure B.9: The piecewise DP interpolated surface after running in the code
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Figure B.10: The independent noise surface after running in the code
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