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ABSTRACT
We present Atacama Large Millimeter/submillimeter Array (ALMA) resolved observations of
molecular gas in galaxies up to z = 0.35 to characterize the role of global galactic dynamics
on the global interstellar medium properties. These observations consist of a sub-sample of
39 galaxies taken from the Valparaı´so ALMA Line Emission Survey (VALES). From the
CO(J = 1–0) emission line, we quantify the kinematic parameters by modelling the velocity
fields. We find that the infrared (IR) luminosity increases with the rotational to dispersion
velocity ratio (Vrot/σv , corrected for inclination). We find a dependence between Vrot/σv and
the [C II]/IR ratio, suggesting that the so-called [C II] deficit is related to the dynamical state of
the galaxies. We find that global pressure support is needed to reconcile the dynamical mass
estimates with the stellar masses in our systems with low Vrot/σv values. The star formation
rate (SFR) is weakly correlated with the molecular gas fraction (fH2 ) in our sample, suggesting
that the release of gravitational energy from cold gas may not be the main energy source of
the turbulent motions seen in the VALES galaxies. By defining a proxy of the ‘star formation
efficiency’ (SFE) parameter as the SFR divided by the CO luminosity (SFE′ ≡ SFR/L′CO), we
find a constant SFE′ per crossing time (tcross). We suggest that tcross may be the controlling
time-scale in which the star formation occurs in dusty z ∼ 0.03–0.35 galaxies.
Key words: galaxies: evolution – galaxies: ISM – galaxies: kinematics and dynamics –
galaxies: star formation.
1 IN T RO D U C T I O N
Star formation activity is one of the main processes that drive cosmic
evolution of galaxies. Stars produce heavy elements via nucleosyn-
thesis, which are expelled into the interstellar medium (ISM) during
the late stages of their evolution, enriching the gas with metals and
dust (see e.g. Nozawa & Kozasa 2013). Thus, star formation is di-
rectly involved in the processes of growth and evolution of galaxies,
to the formation of planets through cosmic time. Nevertheless, our
knowledge about the physical processes that dominate the forma-
tion of stars starting from pristine gas is far from complete, mainly
because of the wide range of physical processes that are involved.
Schmidt (1959) was the first to propose a power-law relation-
ship between the star formation activity of galaxies and their gas
 E-mail: jumolina@das.uchile.cl
content. This relationship was later confirmed by Kennicutt
(1998a,b), who revealed a clear relationship between the disc-
averaged total galaxy gas (atomic plus molecular) surface density
(gas) and the star formation rate (SFR) per surface area (SFR),
the Kennicutt–Schmidt relationship (hereafter, KS law). The KS
law describes how efficiently galaxies turn their gas into stars. It
has been used to constrain theoretical models and as a critical input
to numerical simulations for galaxy evolution models (e.g. Springel
& Hernquist 2003; Krumholz & McKee 2005; Vogelsberger et al.
2014; Schaye et al. 2015). Using this relationship we can compute
the time at which a given galaxy would convert all of its current gas
mass content Mgas if it maintains its present SFR; this time-scale is
called the depletion time: tdep ≡ Mgas/SFR.
Since Kennicutt’s (1998a,b) work, the KS law has been tested
in numerous spatially resolved surveys on local galaxies during the
last decades (e.g. Wong & Blitz 2002; Kennicutt et al. 2007; Bigiel
C© 2018 The Author(s)
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et al. 2008; Villanueva et al. 2017, hereafter V17). These surveys
have allowed us to trace the SFR surface density (SFR), atomic gas
surface density (H I), and molecular gas surface density (H2 ) and
study how these quantities relate to each other (e.g. Leroy et al. 2008,
2013). One of the first conclusions extracted from these observa-
tions was that star formation in galaxies is more strongly correlated
with H2 than with H I (especially at gas > 10 M pc−2), with an
observed molecular gas depletion time of tdep ≈ 1–2 Gyr.
When additional data from high star-forming galaxies are in-
cluded, the KS law shows an apparent bimodal behaviour where
‘discs’ and ‘starburst’ galaxies appear to fill the H2 − SFR plane
in different loci (Daddi et al. 2010). Nevertheless, by comparing
SFR with H2 per galaxy free-fall time (tff) and/or orbital time
(torb) a single power-law relationship can be recovered (e.g. Daddi
et al. 2010; Krumholz, Dekel & McKee 2012). The SFR − H2/tff
relation can be interpreted as dependence of the star formation law
on the local volume density of the gas, whilst the SFR − H2/torb
relation suggests that the star formation law is affected by the global
rotation of the galaxy. Thus, the relevant time-scale gives us criti-
cal information about the physical processes that may control the
formation of stars.
However, by exploiting the Valparaı´so ALMA Line Emission
Survey (VALES) in the local Universe (z < 0.3; see Section 2.1),
Cheng et al. (2018) showed that the bimodality seen in the KS law
may also be a result of the assumptions, and thus the uncertainties
behind the estimates of the molecular gas mass (MH2 ).
The absence of an electric dipole moment in the hydrogen
molecule (H2) implies that direct detections of cold H2 gas are
difficult to obtain (e.g. Papadopoulos & Seaquist 1999; Bothwell
et al. 2013) and tracers of the molecular gas are needed. One of
the methods – and perhaps the most common one – to estimate
the molecular gas content is through the carbon monoxide (12C16O;
hereafter CO) line luminosity (e.g. Solomon et al. 1987; Downes &
Solomon 1998; Solomon & Vanden Bout 2005; Bolatto, Wolfire &
Leroy 2013) of rotational low-J transitions (e.g. J = 1–0 or J = 2–1).
Because the CO emission line is generally optically thick (τCO ≈ 1),
its brightness temperature (Tb) is related to the temperature of the
optically thick gas sheet, not the column density of the gas. Thus
the mass of the self-gravitating entity, such as a molecular cloud,
is related to the emission line width, which reflects the velocity
dispersion of the gas (Bolatto et al. 2013).
Assuming that the CO luminosity (L′CO) of an entire galaxy
comes from an ensemble of non-overlapping virialized emitting
clouds, if (1) the intrinsic brightness temperature of these clouds
is mostly independent of the cloud size, (2) these clouds fol-
low the size–line width relationship (Larson 1981; Heyer et al.
2009), and (3) the clouds have a similar surface density, then
the molecular gas to CO luminosity relation can be expressed as
MH2 = αCOL′CO, where MH2 is defined to include the helium mass,
so that MH2 = Mgas,cloud, the total gas mass (hence, the virial mass)
for molecular clouds (Solomon & Vanden Bout 2005) and αCO is
the CO-to-H2 conversion factor. This is the so-called mist model
(Dickman, Snell & Schloerb 1986). Within the Milky Way, the
observed relation between virial mass and CO line luminosity for
Galactic giant molecular clouds (GMCs; Solomon et al. 1987) yields
αCO ≈ 4.6 M (K km s−1 pc2)−1.
Although the mist model estimates the molecular gas content
successfully in the Milky Way, it overestimates the gas mass in
more dynamically disrupted systems, such as ultraluminous infrared
galaxies (ULIRGs; Downes & Solomon 1998). Unlike Galactic
clouds or gas distributed in the disc of ‘normal’ galaxies, CO emis-
sion maps of ULIRGs show that the molecular gas is contained in
dense rotating discs or rings. The CO emission may not come from
individual virialized clouds but from a filled intercloud medium,
so the line width is determined by the total dynamical mass (Mdyn)
in the region (gas and stars). The optically thick CO line emis-
sion may trace a medium bound by the gravitational potential
around the galactic centre (Downes, Solomon & Radford 1993;
Solomon et al. 1997). In order to estimate the MH2 content from
L′CO in those systems a different approach is required. Downes &
Solomon (1998) used kinematic and radiative transfer models to
derive MH2/L′CO ratios in ULIRGs, where most of the CO flux
is assumed to come from a warm intercloud medium. The mod-
els yield αCO ≈ 0.8 M (K km s−1 pc2)−1, a ratio that is roughly 6
times lower than the standard αCO value for the Milky Way. This
αCO value is usually adopted to estimate the molecular gas content
in other non-virialized environments such as galaxy mergers.
On the other hand, from numerical simulations, galaxies that
have similar physical conditions have similar CO-to-H2 factors.
This seems to be independent of galaxy morphology or evolutionary
state. Thus, rather than bimodal distribution of ‘disc’ and ‘ULIRG’
αCO values, simulations suggest that there is a continuum of conver-
sion values that vary with galactic environment (Narayanan et al.
2012).
Therefore, spatially resolved studies of the molecular gas content
and its kinematics in galaxies are critical to understand the physical
processes that determine the CO-to-H2 conversion factor and the
star formation activity as these two quantities seem to be dependent
on the galactic dynamics.
The construction of large samples of intermediate/high-z galax-
ies with direct molecular gas detections (via CO emission) has
remained a challenge. Beyond the local Universe, resolved CO
detections are limited to the most massive/luminous yet rare galax-
ies or highly magnified objects (e.g. Saintonge et al. 2013). With
ALMA, we are now able to study the physical conditions of the
cold molecular gas in ‘typical’ galaxies at these redshifts and
test if the actual models successfully explain the characteristics
of the intermediate/high-z ISM. In this paper, we use the state-
of-the-art capabilities of ALMA to characterize the CO(J = 1–
0) kinematics of 39 ’typical’ star-forming/mildly starburst galax-
ies at 0.025 <z< 0.32 drawn from VALES (V17). Combining
these ALMA observations with auxiliary data (e.g. Ibar et al.
2015; Hughes et al. 2017a,b), we study how the kinematics of
the cold CO(1–0) gas relate to the physical conditions of the
ISM. Throughout the paper, we assume a lambda cold dark
matter (CDM) cosmology with  = 0.73, m = 0.27, and
H0 = 70 km s−1 Mpc−1, implying a spatial resolution, determined
by the typical major axis of the synthesized beam in the VALES
data of 3–4 arcsec, that corresponds to a physical scale between 2
and 17 kpc.
2 SAMPLE SELECTI ON AND OBSERVATIO NS
2.1 VALES
The VALES sample (V17) is taken from the Herschel Astrophysical
TeraHertz Large Area Survey (H-ATLAS; Eales et al. 2010; Bourne
et al. 2016; Valiante et al. 2016), which is one of the largest infrared
(IR) and submillimitre (submm) surveys covering ∼600 deg2 of the
sky taken by the Herschel Space Observatory (Pilbratt et al. 2010).
VALES covers a redshift range of 0.02 < z < 0.35, and an IR
luminosity range of L8−1000 μm ≈ 1010–12 L; thus, it is an excellent
galaxy sample to study the molecular gas dynamics of star-forming
and ‘mildly’ starburst galaxies at low redshift.
MNRAS 482, 1499–1524 (2019)
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VALES is composed of ALMA observations targeting the CO(1–
0) emission line in band 3 for 67 galaxies during Cycle-1 and Cycle-
2, from which 49 sources were spectroscopically detected.
We use V17’s far-infrared (FIR; 8–1000 μm) luminosities, LFIR,
which were derived from the spectral energy distribution (SED) con-
structed with photometry from the Infrared Astronomical Satellite
(IRAS; Neugebauer et al. 1984), Wide-field Infrared Survey Explorer
(WISE; Wright 2010), and the Herschel Photoconductor Array Cam-
era and Spectrometer (PACS; Poglitsch et al. 2010) and Spectral and
Photometric Imaging REceiver (SPIRE; Griffin et al. 2010) instru-
ments. By assuming a Chabrier (2003) initial mass function (IMF),
the SFRs are calculated following SFR (M yr−1) = 1010 × LIR
(L; Kennicutt 1998b). These values are systematically higher than
the rates estimated from fitting the SEDs with the Bayesian code
MAGPHYS (da Cunha et al. 2008) by a factor of two. However, the
two estimates are well correlated despite this systematic discrep-
ancy (see V17 for more details).
The stellar masses (M∗) for our sample were calculated by mod-
elling the SEDs from the photometry provided by the GAMA
Panchromatic Data Release (Driver et al. 2016) – in which all of our
galaxies are present – in 21 bands extending from the far-ultraviolet
(FUV) to the far-infrared (∼0.1–500 μm). These observed SEDs
have all been modelled with the Bayesian SED-fitting code MAG-
PHYS and presented in V17.
The observations, data reduction, and analysis are presented in
detail for the complete sample in V17, whilst the [C II] luminosity
data are presented in Ibar et al. (2015).
The analysis presented in V17 shows ALMA cubes binned at
different spectral resolutions (from 20 to 100 km s−1) in order to
boost the signal to noise (S/N) for spectral detectability. However,
the use of low or variable spectral resolution observations to derive
and/or analyse galactic kinematics may lead to erroneous conclu-
sions (see Section 3.7). Thus, we kept the spectral resolution fixed at
20 km s−1 despite the degrading of S/N in order to minimize spectral
resolution effects in our dynamical analysis.
Out of the 49 galaxies that were spectroscopically detected in
CO(1–0) by V17, we find that only 39 are spectroscopically detected
at a 5σ significance after fixing the spectral resolution at 20 km s−1
to all sources. We show these 39 galaxies in the SFR–M∗ plane in
Fig. 1. Our systems sample the SFRs and stellar masses in the range
of 1–84 M yr−1 and 1–15 × 1010 M, respectively. We note that
the galaxies with a high SFR also tend to have a high M∗.
Out of these 39 galaxies, 20 are considered as ‘spatially resolved’
(R) by following these criteria: (1) that the observed CO(1–0) emis-
sion extends for more than
√
2 times the major axis of the synthe-
sized beam and (2) that the observations should have been taken
with a projected synthesized beam smaller than 8 kpc. The other 19
sources are classified as ‘compact’ (C). We show the correspond-
ing galaxy classification in the top right of each CO(1–0) intensity
map (Fig. A1). In the forthcoming sections of this work, in order to
guarantee enough independent pixels to be fitted within each galaxy
map, we just analyse and model the kinematics of the galaxies con-
sidered as ‘resolved’.
To classify our sources as ‘normal’ star-forming or starburst
galaxies, we use the parametrization defined by Genzel et al. (2015)
for the specific star formation rate (sSFR ≡ SFR/M∗; log [sSFR(z,
M∗)] = −1.12 + 1.14z − 0.19z2 − (0.3 + 0.13z) × (log M∗ −
10.5) Gyr−1). Galaxies with | sSFR/sSFR (z, M∗) | ≤ 4 are clas-
sified as ‘normal’ star-forming galaxies, whilst all galaxies with
sSFR > 4 sSFR (z, M∗) are labelled as ‘starburst’. We use the SFR,
stellar mass, and redshift of each source to perform this classifi-
cation. In Fig. 1, the dashed line shows the ‘main sequence’ of
1
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O •
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Figure 1. The SFR against the M∗ for the 39 galaxies from VALES that
were spectroscopically detected at >5σ in data cubes with 20 km s−1 fixed
spectral resolution (V17). In blue circles we highlight the 20 sources clas-
sified as ‘spatially resolved’ (see Section 2.1 for more details). The dashed
line represents the SFR–M∗ relationship for ‘main-sequence’ star-forming
galaxies at z = 0.1 following Genzel et al. (2015). The dotted line represents
4× the SFR value expected for a ‘main-sequence’ star-forming galaxy at a
given stellar mass at z = 0.1.
star-forming galaxies at z = 0.1. As an example, the dotted line in
Fig. 1 represents our chosen sSFR criterion for galaxies at z = 0.1.
We also use V17’s morphological classification scheme to
assume a bimodal CO-to-H2 conversion factor of 0.8 or
4.6 M (K km s−1 pc2)−1 depending on whether a galaxy is classi-
fied as a ‘merger’ or ‘disc’, respectively. This classification is based
on visual inspection of the galaxy images extracted by using the
GAMA Panchromatic Swarp Imager tool.1 We note that in our ‘re-
solved’ sample, just three galaxies (HATLASJ084630.7+005055,
HATLASJ085748.0+004641, and HATLASJ090750.0+010141)
are classified as ‘mergers’ by the morphological criterion. We do
not attempt to perform a kinematic classification of mergers (e.g.
Shapiro et al. 2008; Fo¨rster Schreiber et al. 2009; Swinbank et al.
2012a; Molina et al. 2017) given that our low spatial resolution tends
to smooth the emission and kinematic deviations, making galaxy
intensity and velocity fields appear more discy than they actually
are (Bellocchi, Arribas & Colina 2012).
The mean molecular gas fraction [fH2 ≡ MH2/(MH2 + M∗)] of
the ‘resolved’ sample is 0.22 within a range of 0.06–0.44 with a
typical relative error for each measurement of ∼12 per cent.
2.2 Galaxy dynamics
To measure the dynamics of each galaxy, we fit the CO(1–0) emis-
sion line (νrest = 115.271 GHz) following the approach presented
in Swinbank et al. (2012a). We use a χ2 minimization procedure,
estimating the noise per spectral channel from a surrounding area
that does not contain source emission. For a given pixel, we first
attempt to identify a CO(1–0) emission line within a squared region
that contains the synthesized beam size around that pixel and we
take the average spectrum within that region.
Then, we fit a Gaussian profile to the spectrum and we impose an
S/N > 5 threshold to the best fit to detect the emission line. If this
criterion is not fulfilled, then the squared region around that pixel
is increased by one pixel per side and we search for any emission
1http://gama-psi.icrar.org/psi.php
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line again. After this iteration, if the criterion is still not achieved,
then we skip to the next pixel.
Considering that we have not applied any spectral filtering for
imaging purposes, the fitted line widths correspond to the intrinsic
line widths (no deconvolution is needed). Nevertheless, in order to
consider whether an emission line is sufficiently sampled, we only
take into account those fits in which the fitted line width is larger
than
√
2 times the channel width (≈28 km s−1; e.g. Fig. A1). The
spectral resolution is therefore impeding narrower velocity disper-
sion measurements. We caution that this masking procedure may
lead to an overestimated average velocity dispersion value for each
galaxy.
3 ME T H O D S
3.1 GAMA’s morphological models
With the advent of multiple integral field spectroscopy (IFS) sur-
veys at high redshift (e.g. Fo¨rster Schreiber et al. 2009; Wisnioski
et al. 2015; Stott et al. 2016), kinematic models have experienced
rapid development and are becoming more complex by taking into
account multiple galaxy components and adding multiple degrees
of freedom (e.g. Swinbank et al. 2017). The latter increases the
parameter degeneracy, especially regarding inclination angle when
low spatially resolved observations are analysed. Thus, additional
information must be considered in order to derive robust kinematic
parameters from the observed velocity fields. With the aim to min-
imize parameter degeneracy, we supported our kinematic analysis
by taking into account previous Se´rsic photometry models (Se´rsic
1963) available for the GAMA survey data (Table 1; Liske et al.
2015). Those models are produced by using SIGMA (Structural In-
vestigation of Galaxies via Model Analysis; Kelvin et al. 2012) on
Sloan Digital Sky Survey (SDSS) and UKIRT Infrared Deep Sky
Survey (UKIDSS) imaging data. We use the K-band image models
to characterize the stellar component of each galaxy through the
half-light radius (r1/2,K), the orientation of the major axis indicated
by the position angle (PAK), and the inclination angle derived from
the minor to major axis ratio (b/a). We use this inclination value
to constrain the galactic inclination of the molecular gas content in
the kinematic modelling. We note, however, that the error estimates
produced by SIGMA are determined from the covariance matrix used
in the fitting procedure. As a result, the uncertainty of the inclina-
tion value tends to be underestimated (Ha¨ußler et al. 2007; Bruce
et al. 2012). Therefore, we adopt a more reasonable error to the
galactic inclination and discuss its choice in the following sub-
section. Out of the 20 resolved galaxies analysed in this work, 19
sources have this morphological GAMA modelling. We do not use
the inclination value derived for HATLASJ085836.0+013149 from
its morphological model as it implies an unrealistic central surface
brightness magnitude value of −18 mag arcsec−2. This galaxy was
analysed without a constraint on the kinematic parameters.
3.2 Inclination angles
The correct estimate of inclination angles is a critical issue for
kinematic analyses. This parameter is used to correct the observed
velocity field, which is the projected component of the intrinsic
velocity field of the galaxy across the line of sight (LOS). With
the aim to take into account the galactic ‘disc thickness’, we model
the galaxies in our sample as oblate spheroid systems. By using the
minor–major axis ratio (b/a) taken from the GAMA data, the galaxy
inclination angle can be expressed as
cos2(i) = (b/a)
2 − q20
1 − q20
, (1)
where ‘i’ is the galaxy inclination angle and q0 is the axis ratio of the
galaxy as if it would be seen as an edge-on system (Holmberg 1958).
In the thin-disc approximation, i.e. q0 = 0, equation (1) is reduced
to the simplistic approximation (b/a) = cos(i). Although we have
no information about the ‘disc thickness’ for our sample, we adopt
q0 = 0.14, which is the mean b/a ratio found in edge-on disc galaxies
at low redshift (z < 0.05; Mosenkov et al. 2015). We consider
a conservative approach for the inclination angle uncertainties of
10 per cent in order to get realistic error estimates for the inclination
angles and use them instead of the underestimated values derived
from SIGMA (see 3.1), as suggested by the results of the Monte Carlo
methodology used by Epinat et al. (2012). We use the inclination
angles derived from SIGMA as initial guesses for our kinematic
analysis and we allow them to vary within a 3σ range. For the
galaxies without a SIGMA fitting, we consider a range between 0
and 90 degrees with an initial guess of (b/a) ∼0.7 (i ∼ 55◦), that
is the mean axis ratio derived by Law et al. (2012) for a randomly
oriented spheroidal galaxy population.
3.3 Kinematic model
We attempt to model the two-dimensional velocity field by first
identifying the dynamical centre and the kinematic major axis. Con-
sidering the modest spatial resolution of our observations and the
smoothness of the intensity maps, we constrain the kinematic centre
to the CO(1–0) intensity peak location. We follow Swinbank et al.
(2012a) to construct two-dimensional models with an input rotation
curve following an arctan function [V (r) = 2
π
Vasymarctan(r/rt)],
where Vasym is the asymptotic rotational velocity and rt is the effec-
tive radius at which the rotation curve turns over (Courteau 1997).
This model has four free parameters [Vasym, rt, position angle (PA),
and disc inclination] and a genetic algorithm (Charbonneau 1995)
is used to find the best fit (see Swinbank et al. 2012a for more de-
tails). The parameter uncertainties are calculated by considering a
confidence limit of χ2ν = 1. An example of the best-fitting kine-
matic maps and velocity residuals is shown in Fig. 2, whilst the
full sample maps are presented in the appendix (Fig. A1). The best-
fitting inclination values are given in Table 2. The mean deviation
from the best-fitting models within the sample (indicated by the
typical r.m.s) is 〈data − model 〉= 17 ± 9 km s−1 with a range of
〈data − model 〉= 7–48 km s−1. We show this value for each galaxy
in its residual map.
3.4 CO(1–0) spatial extent
To measure the spatial extent of the molecular gas of each galaxy,
we calculate the CO half-light radii (r1/2,CO). These are calculated
from the cubes, where the encircled CO(1–0) flux decays to half its
total integrated value. The total integrated value is defined as the
total CO(1–0) luminosity within a Petrosian radius. We adopted the
SDSS Petrosian radius definition with RP,lim = 0.2. We account for
the ellipticity and position angle of the galaxy obtained from the
best-fitting disc model. The r1/2,CO 1 σ errors are derived by boot-
strapping via Monte Carlo simulations in both measured emission-
line intensity and estimated dynamical parameters. The half-light
radii are corrected for beam-smearing effects by subtracting the syn-
thesized beam major axis width in quadrature. The median r1/2,CO
for our sample is 4.4 ± 3 kpc (Table 2).
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Table 1. GAMA’s morphological K-band photometric parameters for the ‘resolved’ galaxy sub-sample from VALES.
μ0,K is the central surface brightness value. r1/2,K and nS are the half-light radius and the Se´rsic photometric index,
respectively. PAK is the position angle of the major axis. The ellipticity ‘e’ is derived from the semi-major and minor
axis ratio (e ≡ 1 − b/a). The chi-square of the best two-dimensional fitted photometric model is given in the last column
(see Section 3.1 for more details).
K-band broad-band properties
ID μ0,K r1/2,K nS PAK e χ2ν
mag arcsec−2 arcsec deg
(1) (2) (3) (4) (5) (6) (7)
HATLASJ083601.5+002617 15.5 5.09 1.93 2.1 0.61 1.09
HATLASJ083745.1−005141 15.5 6.26 2.46 62.8 0.19 0.92
HATLASJ084217.7+021222 12.3 0.63 2.47 168.3 0.22 0.54
HATLASJ084350.7+005535 13.5 1.38 2.61 0.0 0.57 1.12
HATLASJ084428.3+020349 4.2 23.49 8.92 101.1 0.38 1.57
HATLASJ084428.3+020657 15.6 2.04 1.28 58.6 0.77 1.63
HATLASJ084630.7+005055 0.6 0.67 8.44 141.5 0.19 1.05
HATLASJ084907.0−005139 9.7 1.06 4.95 136.4 0.34 1.11
HATLASJ085111.5+013006 11.6 5.20 3.82 114.8 0.77 1.42
HATLASJ085112.9+010342 13.6 2.68 2.82 115.6 0.53 1.16
HATLASJ085340.7+013348 16.9 6.68 2.18 27.4 0.13 1.17
HATLASJ085346.4+001252 14.9 3.31 1.93 46.0 0.77 1.07
HATLASJ085356.5+001256 17.8 4.56 1.56 57.4 0.29 1.08
HATLASJ085450.2+021207 14.0 3.62 2.58 150.3 0.52 1.48
HATLASJ085616.0+005237 13.9 0.97 2.54 78.1 0.10 1.05
HATLASJ085748.0+004641 10.1 0.72 3.48 125.3 0.10 1.28
HATLASJ085828.5+003815 8.8 7.51 5.93 121.0 0.25 1.19
HATLASJ085836.0+013149 – – – – – –
HATLASJ090004.9+000447 12.5 1.85 2.84 47.6 0.22 1.47
HATLASJ090750.0+010141 8.2 1.49 5.40 66.3 0.28 1.89
HATLASJ091205.8+002655 9.8 0.97 4.04 52.2 0.07 1.24
3.5 Rotation curve and rotational velocity
We use the dynamical centre and position angle derived from the
best-fitting dynamical model to extract the one-dimensional rotation
curve across the major kinematic axis of each galaxy. An example
of the extracted rotational curves is presented in Fig. 2, whilst the
rotational curves for all of the sample are shown in the appendix
(Fig. A1). We define the rotational velocity corrected for inclination
(Vrot) as the velocity observed at two half-light radii. We note,
however, that we are observing the CO(1–0) emission line; thus,
the radius at which we are defining the representative rotational
velocity of each source may not be directly related to the radius at
which, for example, IFS surveys might extract rotational velocities
using ionized gas dynamics (e.g. Fo¨rster Schreiber et al. 2009;
Swinbank et al. 2012a; Green et al. 2014; Wisnioski et al. 2015;
Stott et al. 2016).
3.6 Velocity gradient correction and velocity dispersion
As a consequence of the modest spatial resolution of our obser-
vations compared to the angular extension of the sources, there is
a contribution to the derived line widths from the beam-smeared
large-scale velocity motions across the galaxy, which must be cor-
rected for (Davies et al. 2011). This correction is done for each
pixel where the CO(1–0) emission is detected. We calculate the
luminosity-weighted velocity gradient across the synthesized beam
(V/R) in the model velocity field and we subtract it linearly
from the corresponding velocity dispersion value following equa-
tion (A1) from Stott et al. (2016). However, by using this procedure,
∼20 per cent of residuals are expected to remain, especially in the
centre of each galaxy where large velocity gradients are expected
to be present (Stott et al. 2016).
In order to minimize the residual beam-smearing effects in our
sample, we define the global velocity dispersion value (σ v) for
each galaxy as the median value of the pixels at an angular dis-
tance 2 times greater than the angular extension of the synthesized
beam from the best-fitted dynamical centre. This procedure usually
calculates σ v by considering 71 pixels on average with a range of
6–256 pixels. In the case of HATLASJ083601.5+002617 we in-
creased the skipped area to 3 times the synthesized beam size as our
method failed due to the high galaxy inclination angle (∼80 deg)
plus a beam size not large enough to avoid the zone where velocity
gradients were contributing to the emission line widths.
While the CO(1–0) emission line width has been traditionally
used as a measure of the dynamical mass within a GMC (e.g.
Solomon et al. 1987), the synthesized beam size (2–8 kpc) within
our sample is larger than the biggest GMC size observed in galaxies
(∼1 kpc; e.g. Swinbank et al. 2012b), resulting in the smoothness of
our galactic intensity maps (Fig. A1). Thus, throughout our work,
we interpret the CO(1–0) emission line width as a tracer of the
molecular gas random motions seen over a resolution element area.
This is the key property of our ‘resolved’ sample as we can study
the dynamics of the molecular gas directly. This opens a window
of dynamical analyses that are not necessarily the same as those
performed in IFS galaxy surveys, which use (mainly) the ionized
gas to characterize the dynamical state of galaxies.
3.7 Spatial and spectral resolutions effects
In order to estimate the effect of the spatial and spectral resolution
for the VALES sample on the kinematic parameters, we use ALMA
Band-3 observations with a higher resolution of ∼ 0.′′5 (∼ kpc scale
at z ∼ 0.1 − 0.2) and 12 km s−1 towards three VALES galaxies
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Figure 2. Example of the two-dimensional maps and one-dimensional ve-
locity profiles for one target within our survey. The full sample maps, profile
figures, and their explanation are shown in the appendix (Fig. A1). Left: from
top to bottom, CO(1–0) intensity map, LOS velocity dispersion map, and
one-dimensional velocity dispersion profile. Right: from top to bottom, rota-
tional velocity map, residual map, and one-dimensional rotational velocity
profile.
(Ibar et al. in prep.). The high resolution of those observations
allows us to study in detail how spectral resolution and beam-
smearing effects affect the derived kinematic parameters.
We create mock observations by spatially degrading the images
using two-dimensional Gaussian kernel, while also rebinning the
spectral channels to mimic lower spectral resolutions. The chan-
nel width is increased by 12 km s−1 per step between ∼12 and
84 km s−1, whilst the spatial resolution is degraded by 1 kpc per
step between ∼1 and 7 kpc (up to ∼3 times the ‘fiducial’ half-light
radius). From those mock data cubes we fit the CO(1–0) emission
line and we derive its best-fitting kinematic model and calculate
the Vrot, σ v , and r1/2,CO following the procedures described in the
previous sections, but we keep the position angle fixed to the value
obtained for the data cube with higher spatial and spectral resolu-
tions. In Fig. 3 we show how the fitted kinematic parameters (rows)
depend on the spectral resolution (left column) at a fixed ∼1 kpc
scale and the spatial resolution (right column) at a fixed 12 km s−1
for the three sources. We consider the ‘fiducial’ value of each kine-
matic parameter for each source as the values derived for the data
cubes with higher spectral and spatial resolutions (12 km s−1 and
∼1 kpc), and are represented by the horizontal dashed lines in each
plot. The fiducial values for the three galaxies are Vrot = 56, 200,
and 226 km s−1; σ v = 54, 53, and 76 km s−1; and r1/2,CO = 1.2, 4.2,
and 4.6 kpc.
In Fig. 3, we see how the measured galactic velocity dispersion
remains constant when the spectral resolution is degraded. We also
see an increase of the velocity dispersion when we spatially degrade
the cubes; however, we note that the galaxy with the lowest ‘fiducial’
rotational velocity value is also the galaxy less affected by spatial
resolution effect. This is consistent with the picture in which the
velocity gradient within the beam area contributes to the emission
line width represented by the velocity dispersion. We note also that
galaxy mass and inclination may also affect the σ v estimation (e.g.
Burkert et al. 2016).
In the second row of Fig. 3 we measure Vrot for each data cube.
Although we can recover nearly the same Vrot value regardless of
the spectral resolution, we can see how it varies when we spatially
degrade the cubes. At poor spatial resolution, lower rotational ve-
locity values are recovered. This effect is expected as the observed
emission line is the result of the convolution of the emission lines
produced within the beam area. This convolution favours brighter
emission lines, which are mainly produced in the central part of the
galaxy where Vrot is lower.
In the third row of Fig. 3 we show the variation of the Vrot/σ v ratio
as a function of spectral and spatial resolution. We see how this ratio
is not affected by the increase of the channel width. However, we
observe a decrease of the Vrot/σ v ratio with lower spatial resolution.
This is produced by a combination of both effects, the underesti-
mation and overestimation of the Vrot and σ v values, respectively.
However, the way in which the Vrot/σ v ratio decreases seems to
be different for each target, suggesting that the internal kinemat-
ics of each galaxy may affect the derived Vrot/σ v ratio through the
convolution with the synthesized beam.
In the fourth row of Fig. 3 we see how r1/2,CO does not vary
significantly with spectral resolution in any source. The gain of flux
from the outskirts of each target seems to be marginal compared
to the total flux of the source. On the other hand, we see a clear
increase of r1/2,CO when we lower the spatial resolution. We note
that the derived half-light radii tend to suffer an appreciable increase
of their value when the synthesized beam size becomes comparable
to the ‘fiducial’ r1/2,CO value for each galaxy (dotted vertical lines).
As a summary, the velocity dispersion and half-light radius pa-
rameters seem to be saturated to a minimum value limited by the
spatial resolution. The Vrot/σ v ratio tends to decrease towards low
spatial resolution. However, dispersion-dominated sources seem to
be less affected by this effect. Thus, high spatial resolution data is
required to obtain reliable estimates of those parameters. We find no
trend between the spectral resolution and the kinematic estimates
from our observations.
Taking into account the resolution effects discussed above, we set
the spectral resolution to 20 km s−1, the maximum spectral resolu-
tion possible for our observations. We expect that spectral resolution
effects do not strongly influence the conclusions of our work. We
set this spectral resolution regardless of the spatial resolution effects
inherent in our observations, which may imply an overestimation
of the observed σ v and r1/2,CO values and an underestimation of the
Vrot value for our sources.
4 R ESULTS AND DI SCUSSI ON
4.1 Morphological and kinematic properties
We show the CO(1–0) intensity, velocity, and LOS velocity dis-
persion maps for our sample in the appendix (Fig. A1). The inten-
sity maps show smooth distributions of emission with no level of
clumpiness except for the HATLASJ085340.7+013348 source. De-
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Figure 3. Velocity dispersion, rotational velocity, rotational velocity to
velocity dispersion ratio (Vrot/σv), and CO(1–0) intensity half-light radius
(rows) as a function of the spectral and spatial resolution (columns). Those
values were derived from mock data cubes produced by the convolution
of a three-dimensional Gaussian kernel with the original observations. The
spatial resolution corresponds to the projected major axis (full width at
half-maximum, FWHM) of the synthesized beam. The blue, red, and green
horizontal dashed lines represent the kinematic ‘fiducial’ values for each
source. The blue, red, and green vertical dotted lines represent the ‘fiducial’
r1/2,CO values for each galaxy (see Section 3.7 for more details).
spite the low-resolution data, most of our sources show a rotational
pattern in their velocity maps (Fig. A1), with the larger rotational
velocity values being preferentially measured in galaxies at lower
z. We note that this bias effect may be mainly produced by the IR
flux selection criteria used in the VALES sample (see Section 2.1).
In particular, for our resolved sample, the flux criterion selects 0.02
< z < 0.2 ‘normal’ star-forming rotating disc-like galaxies, whilst
it also selects 0.1 < z < 0.35 starburst galaxies with high velocity
dispersion (Table 2).
We note that we find a median r1/2,K/r1/2,CO ratio of ∼1; that is,
the molecular gas component shows a spatial extension comparable
to the stellar component in our galaxies. This is consistent with
molecular gas observations of galaxies in the local Universe (e.g.
Bolatto et al. 2017). We note that the r1/2,K/r1/2,CO median ratio
is lower than the median value (∼1.6) reported by V17 for the
VALES sample. We note that this difference could be explained by
considering that our emission-line fitting routine is able to find CO
emission at larger radius than the V17’s procedure. Nevertheless, we
calculate the CO and K-band half-light radius by taking into account
the projection effects (i.e. galactic PA and inclination angles), whilst
V17 do not consider such effects.
In Fig. 4 we show the distribution of Vrot, σ v , and the Vrot/σ v
ratio for our resolved sample. The Vrot values range from 35 to
287 km s−1. The starburst and ‘normal’ star-forming galaxies show
rotational velocities across the full range of the Vrot distribution.
The velocity dispersion values range from 22 to 79 km s−1. We
find median velocity dispersion values of 31 and 53 km s−1 for the
‘normal’ star-forming and starburst galaxies, respectively. However,
the σ v values are susceptible to the procedure used to estimate them.
Different methods can lead to inconsistent results even when the
same sample is analysed (e.g. Stott et al. 2016). Thus, we perform
the method developed by Wisnioski et al. (2015) to calculate the
velocity dispersion values (σ v,W) in our sample and to compare with
our σ v values. This method calculates the velocity dispersion values
across the major axis of the galaxy, but far from the galactic centre
where velocity gradients contribute to the observed line widths (see
Wisnioski et al. 2015 for more details).
We found a median σ v,W value of 36 km s−1, and σ v,W ranges be-
tween 19 and 70 km s−1. This median value is in agreement with the
median σ v value (37 km s−1) derived by our procedure. The derived
velocity dispersion ranges are also consistent for both methods.
Thus, the slight overestimation of the σ v values produced by our
procedure should not change the results presented in our work. We
caution that we cannot neglect overestimation of velocity dispersion
values produced by spatial resolution effects in this analysis.
The Vrot/σ v ratio ranges between 0.6 and 7.5, with the star-
burst galaxies preferential to showing the lower values. The median
Vrot/σ v ratio for our sample is 4.1, and the median Vrot/σ v values
for the ‘normal’ star-forming and starburst sub-samples are 4.3 and
1.6, respectively. Our sample shows a large variety of Vrot/σ v ratios,
from high values comparable with those of local thin-disc galaxies
(V/σ v ∼ 10–20; Bershady et al. 2010; Epinat et al. 2010), to low
values comparable with the Vrot/σ v ratios observed in z ∼ 1 sys-
tems (e.g. V/σ v ∼ 2–5; Fo¨rster Schreiber et al. 2009; Wisnioski et
al. 2015; Stott et al. 2016).
In Fig. 5 we study the evolution of the Vrot/σ v ratio at z = 0.10–
1.0. We compare with the median Vrot/σ v values estimated for the
GHASP (Epinat et al. 2010), CARMA-EDGE (Bolatto et al. 2017),
DYNAMO (Green et al. 2014), KMOS3D (Wisnioski et al. 2015),
and KROSS (Stott et al. 2016) surveys. The continuous line and the
grey shaded area represent the best-fitting relation and the 1σ region
estimated from the DEEP2 survey (Kassin et al. 2012) at z = 0.2–
1.0, respectively. The dashed line represents an extrapolation of this
relation at low z. DEEP2 is the only long-slit survey considered in
Fig. 5. We just consider the galaxies with stellar masses between
M∗ = 1010–11 M, approximately the same stellar mass range cov-
ered by our sample (see Fig. 1). We also plot the median Vrot/σ v
values for the galaxies classified as ‘starburst’ and ‘normal’ galaxies
within our sample and the DYNAMO sample as both surveys study
star-forming galaxies at the same epoch. However, the DYNAMO
SFRs are based on dust-corrected H α emission-line measurements,
whilst the SFR estimates for our sample are made by applying SED
fitting. We also note that our sample and the CARMA-EDGE survey
observe molecular gas kinematics, whilst the GHASP, DYNAMO,
KMOS3D, and KROSS surveys study ionized gas kinematics.
The median Vrot/σ v value for our sample is slightly lower but
still consistent with the expected value at z ∼ 0.06. This value is
also comparable with the median value found for the KMOS3D
sample of ‘main-sequence’ rotating-disc star-forming galaxies at z
∼ 1. However, the median Vrot/σ v value of our survey is highly
influenced by the low Vrot/σ v ratios measured for our starburst
galaxies (Fig. 4). If we do not consider those starburst systems,
we find that the median Vrot/σ v value for the ‘normal’ star-forming
galaxies in our sample is consistent with the expected value for
local galaxies. It is also consistent with the median Vrot/σ v value
measured for ‘normal’ star-forming galaxies within the DYNAMO
survey at nearly the same epoch.
Nevertheless, the median Vrot/σ v for our starburst galaxies is
∼2.7× lower than the median value observed for the DYNAMO
starburst galaxies at the same redshift, although both values are
MNRAS 482, 1499–1524 (2019)
D
ow
nloaded from
 https://academ
ic.oup.com
/m
nras/article-abstract/482/2/1499/5104404 by D
urham
 U
niversity Library user on 06 D
ecem
ber 2018
The role of kinematics in molecular gas build 1507
0 50 100 150 200 250 300
Vrot [km s−1]
0
2
4
6
8
N
All sample
Main Sequence
Starburst
0 20 40 60 80 100
σv [km s−1]
0
2
4
6
8
10
12
14
N
All sample
Main Sequence
Starburst
0
2
4
6
8
10
N
0.23 1 4.5 20
Vrot/σv
All sample
Main Sequence
Starburst
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Figure 5. Evolution of the Vrot/σv ratio at z ≈ 0.01–1.0. The symbols
represent the median values for each survey and the error bars correspond
to the 1σ region calculated from the 16th and 84th percentiles for each
population. The CARMA-EDGE kinetic data are extracted by using the
same procedure explained in the previous sections but assuming thin-disc
geometry (see Appendix B for more details). We classify our sources and the
DYNAMO galaxies as ‘starburst’ or ‘normal’ star-forming galaxy following
the same procedure as that followed by V17 for VALES (see Section 2.1).
The KMOS3D data correspond to the median value for ‘main-sequence’ ro-
tationally supported star-forming disc galaxies at z ∼ 1, whilst the KROSS
data correspond to the median value for the whole sample, i.e. includ-
ing ‘main-sequence’ dispersion-dominated galaxies. The black line and the
shaded area represent the best fit and 1σ region measured for the single-slit
DEEP2 survey. The dashed line represents the extrapolation of the best fit
to the DEEP2 survey data to lower redshifts.
consistent within 1σ error. A difference between the spatial ex-
tension of the ionized gas compared to the molecular gas across
the galaxy may explain this discrepancy. An extended ionized-gas
component would allow us to measure Vrot in the flat part of the ro-
tation curve whilst the molecular gas observations would not allow
us to do it (e.g. HATLASJ084217.7+021222). On the other hand,
different procedures used to calculate σ v may also explain this dis-
crepancy. However, the different spatial resolutions at which both
surveys were made are likely to be producing the discrepancy be-
tween both Vrot/σ v ratios. The DYNAMO galaxies were observed
in natural seeing conditions (θFWHM = 0.9−4 arcsec), whilst our
sample was observed at θFWHM = 3−4 arcsec.
Regardless of the discrepancy between the median Vrot/σ v mea-
sured for our sample and that of the DYNAMO survey, Fig. 5 shows
that starburst galaxies at z ∼ 0.1–0.2 present typical Vrot/σ v values,
which are consistent with the median Vrot/σ v values presented for
the KMOS3D and KROSS surveys at z ∼ 1 (Wisnioski et al. 2015;
Stott et al. 2016). However, high spatial resolution observations of
a large sample of the low-z starburst galaxies is needed to test this
result.
4.2 Luminosity dependence on galactic kinematics
4.2.1 CO(1–0) luminosity
The CO(1–0) luminosity has been widely used as an estimator
of H2 mass (Bolatto et al. 2013). Through a dynamically cali-
brated CO-to-H2 conversion factor, reliable molecular mass es-
timates can be achieved (e.g. Solomon et al. 1987; Downes &
Solomon 1998). Thus, depending on the dynamical model, we
may expect some dependence of the CO luminosity on the galactic
dynamics.
In the top panel of Fig. 6 we show the galactic L′CO as a function
of the rotational velocity to dispersion velocity ratio (Vrot/σ v). The
Spearman rank correlation coefficient (ρSpearman) is −0.23 with a
probability of 32 per cent that the correlation is produced by chance.
Thus, we find a tentative weak correlation between L′CO and Vrot/σ v
in our data, suggesting that the CO luminosity might tend to decrease
at higher Vrot/σ v . Considering that Vrot/σ v measures the level of
support given by ordered versus disordered motion within a galaxy,
we suggest then that turbulence-supported galaxies tend to have
greater L′CO.
The high L′CO values may reflect high molecular gas masses in
systems with low Vrot/σ v values. On the other hand, we may also ex-
pect that systems with high SFRs produce more UV photons which
heat the gas through the photoelectric effect on dust grains. This
change of gas temperature may also affect the CO-to-H2 conversion
factor (Bolatto et al. 2013). However, we lack adequate observations
to test this.
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Figure 6. From top to bottom: CO(1–0), [C II], and IR luminosities as a
function of the Vrot/σv ratio for our sample. We also classify the sources
as ‘starburst’ or ‘normal’ star-forming galaxy. The red open and filled di-
amonds represent the mean value (in log-space) for the ‘starburst’ and
‘normal’ star-forming galaxies respectively in each panel. We find a tenta-
tive anticorrelation between the LIR and the Vrot/σv . Galaxies with greater
pressure support, reflected by the low Vrot/σv ratio, tend to show higher
CO(1–0), [C II], and LIR luminosities. The tentative anticorrelations may
suggest a smooth transition between ‘starburst’ and ‘normal’ star-forming
galaxies within our VALES sample.
We also note that low Vrot/σ v ratios can be present in both disc-
like galaxies and major-merger systems (Molina et al. 2017); thus,
the weak correlation found in Fig. 6 suggests that the increase of the
CO(1–0) luminosity may not be associated only with major merger
events in agreement with previous results from numerical simula-
tions (Shetty et al. 2011b; Narayanan et al. 2012; Papadopoulos
et al. 2012). This weak correlation also suggests that turbulence
may play a role in the enhancement of L′CO in galaxies. Neverthe-
less, higher spatial resolution CO(1–0) observations are required to
properly discard or validate the possible trend between CO(1–0)
luminosity and Vrot/σ v .
4.2.2 [C II] luminosity
The [C II] λ157.74 μm emission line (νrest = 1900.54 GHz) is an
FIR fine-structure line with a low ionization potential (11.26 eV)
that makes it a key participant in the cooling of the warm and
diffuse ISM to the cold and dense clouds (Dalgarno & McCray
1972). This emission line is a tracer of all the different stages of
evolution of the ISM and detailed characterization of its emergence
has been made for the Milky Way and local galaxies (e.g. Kramer
et al. 2013; Pineda et al. 2013; Pineda, Langer & Goldsmith 2014)
suggesting that different ISM phases produce roughly comparable
contributions to the [C II] luminosity (Madden et al. 1993). How-
ever, such detailed characterizations are impeded by observational
limitations in distant galaxies that are typically detected in a single
telescope beam. Thus, the [C II] line intensity is related to an aver-
age quantity that arises from a mix of the ISM phases (e.g. Gullberg
et al. 2015, and references therein). Nevertheless, physical proper-
ties of the gaseous components of the ISM may be characterized
by studying correlations between the [C II] emission and various
galaxy properties [e.g. CO(1–0), LIR; Ibar et al. 2015; Hughes et al.
2017a].
In the middle panel of Fig. 6 we show the [C II] luminosity as a
function of the Vrot/σ v ratio for our galaxies. We find a weak correla-
tion between these two quantities. We measure a ρSpearman = −0.16
with a probability of 50 per cent that the correlation is produced
by chance. This may indicate that galaxies with lower Vrot/σ v val-
ues have higher [C II] luminosity. However, we do not attempt to
fit the data as we have just have two galaxies’ measured [C II] lu-
minosity at L[C II] < 7 × 107 L. We need more [C II] luminosity
measurements, especially at L[C II] < 7 × 107 L, in order to dis-
card or validate the possible trend between [C II] luminosity and
Vrot/σ v . [C II] spatially resolved observations would also be useful
in order to account for extended and/or nuclear emission effects
(e.g. Dı´az-Santos et al. 2014).
4.2.3 IR luminosity and the L[C II]/LIR deficit
Infrared luminosities are commonly used as a tracer of the star for-
mation activity in galaxies. It can be understood as the emitted UV
radiation from young stars that is reprocessed by dust. In the limit
of complete obscuration the re-emitted LIR will effectively provide
a bolometric measure of the SFR (Kennicutt 1998a). However, if
the attenuation of the stellar light is not completely reprocessed,
then the IR emission may underestimate the SFR. Applying SED
fitting methods, the IR emission can also be used as a tracer of dust
temperature (Tdust) and mass (Mdust; e.g. Draine & Li 2007; Ibar
et al. 2015).
In the bottom panel of Fig. 6 we show the LIR compared to
the Vrot/σ v ratio for our sources. The data present an anticorre-
lation with ρSpearman = −0.44 with a probability of 5 per cent
that the correlation is produced by chance. Sources with greater
LIR have lower Vrot/σ v values, indicating that high IR luminosi-
ties are likely to be present in systems where pressure support
becomes comparable and even greater than rotational support. We
note that the LIR shows stronger anticorrelation with the Vrot/σ v
ratio than the CO luminosity. This suggests that the LIR/L′CO ra-
tio correlates with the Vrot/σ v values. We will discuss this further
in Section 4.7.
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Figure 7. L[C II]/LIR ratio as a function of the Vrot/σv ratio for our sample.
We also classify the sources as ‘starburst’ or ‘normal’ star-forming galaxy.
The dashed line represents the best power-law fit to the data and the grey
shaded area represents its 1σ error. The best-fitting slope is presented in the
plot. The red open and filled diamonds represent the mean value (in log-
space) for the ‘starburst’ and ‘normal’ star-forming galaxies, respectively.
The horizontal dotted blue line and the blue dashed area represent the median
L[C II]/LIR ratio and its 1σ region for the KINGFISH survey data regardless
of the kinematics, respectively (Smith et al. 2017). We find an increase of
the [C II]/IR ratio when the Vrot/σv ratio increases.
The IR luminosity has also been traditionally compared to the
[C II] luminosity (e.g Stacey et al. 1991). The [C II] luminosity to
IR luminosity ratio (L[C II]/LIR) is found to be roughly constant for
local star-forming galaxies with LIR < 1011 L, but decreases at
higher luminosities (e.g. Stacey et al. 1991; Malhotra et al. 1997).
This is the so-called [C II] deficit. However, the intricate decom-
position of the [C II] emission into the different ISM phases com-
plicates the interpretation of this correlation (e.g. Ibar et al. 2015).
Therefore, additional comparisons with other galactic properties are
needed. Considering that our ‘resolved’ VALES sample covers the
1010–12 L IR luminosity range, it is an ideal sample to study the
‘[C II] deficit’ from a kinematic point of view.
In Fig. 7 we show L[C II]/LIR as a function of the Vrot/σ v ra-
tio. We find that L[C II]/LIR increases at high Vrot/σ v ratios but
shows a significant scatter at low Vrot/σ v values. This correlation
has ρSpearman = 0.76 with a probability of 0.0001 per cent that the
correlation is produced by chance. We note that this probability
is significantly lower than the L[C II] − Vrot/σv and LIR – Vrot/σ v
Spearman correlation probabilities. The data are well represented
by a power law with a best-fitting slope of 0.74 ± 0.14. Con-
sidering that a high Vrot/σ v value suggests a host galaxy with a
dominant disc geometry, our finding is consistent with that of Ibar
et al. (2015), who found that galaxies presenting a prominent disc
show higher L[C II]/LIR ratios than those that do not present discy
morphologies.
In Fig. 7 we also compare our measured L[C II]/LIR ratios with
the values derived for the Key Insights on Nearby Galaxies – a
Far-Infrared Survey with Herschel (KINGFISH; Kennicutt et al.
2011). These L[C II]/LIR ratios are measured from over ∼15 000
resolved regions within 54 nearby (d ≤ 30 Mpc) galaxies (Smith
et al. 2017) and we represent the median L[C II]/LIR ratio of
the sample and its 1σ region with the dotted blue line and the blue
dashed area, respectively. A sub-sample of eight galaxies from the
KINGFISH survey has measured molecular gas dynamics from the
HERA CO Line Emission Survey (HERACLES; Leroy et al. 2009;
Mogotsi et al. 2016) and accurate rotation curves derived through
H I observations from The H I Nearby Galaxy Survey (THINGS; de
Blok et al. 2008; Walter et al. 2008). These observations suggest
Vrot/σ v  10 for this sub-sample. However, as we cannot assume
that this sub-sample is representative from the complete survey, we
do not assume any constraint in the Vrot/σ v ratio for the KINGFISH
data.
We find that the VALES galaxies with Vrot/σ v  3 present similar
L[C II]/LIR ratios compared with the KINGFISH data. However, the
VALES galaxies with Vrot/σ v  3 tend to show even lowerL[C II]/LIR
values. This is independent whether the galaxy was classified as a
‘normal’ star-forming galaxy or a ‘starburst’.
We note that our sample is not significantly contaminated by
active galactic nuclei (V17) and the [C II] emission is likely to be
optically thin within the galaxies of our sample as based on pho-
todissociation region (PDR) modelling (Hughes et al. 2017a), sug-
gesting that these two possible effects are not substantially affecting
the trend observed in Fig. 7. An increase of the star formation effi-
ciency seems not to produce the trend seen between the L[C II]/LIR
ratio and the Vrot/σ v ratio, as most of the galaxies shown in the
bottom panel of Fig. 6 form stars at apparently the same efficiency
(V17).
4.3 PDR modelling and molecular gas kinematics
PDR modelling has been traditionally used to derive the physical
properties of the gaseous components of the ISM (e.g. Tielens &
Hollenbach 1985). Although each PDR code has its own unique
model set-up and output, it usually determines the physical parame-
ters by solving chemical and energy balance while also solving the
respective radiative transfer equations (Ro¨llig et al. 2007).
For VALES, Hughes et al. (2017a) applied the PDR model of
Kaufman et al. (1999), Kaufman, Wolfire & Hollenbach (2006),
which is an updated version of the PDR model of Tielens & Hollen-
bach (1985). The model treats PDR regions as homogeneous infinite
plane slabs of hydrogen with physical conditions characterized by
the hydrogen nuclei density (nH) and the strength of the incident
FUV radiation field, G0, which is normalized to the Habing field
(Habing 1968). The model covers a density range of 10 < nH <
107 cm−3 and FUV radiation field strength range of 100.5 < G0 <
106.5. In this model, the gas is assumed to be collisionally heated
via the ejection of photoelectrons from dust grains and polycyclic
aromatic hydrocarbon (PAH) molecules by FUV photons, and gas
cooling from line emission is predicted by simultaneously solving
the chemical and energy equilibrium in the slab.
Hughes et al. (2017a) assumed that the galactic emission comes
from a single PDR. They compare the predicted L[C II]/LIR and
L′CO/LIR luminosity ratios with the observed quantities. However,
since the fragment of the [C II] emission produced in PDRs with
respect to the total galactic emission is observed to vary between
0.5 and 0.7 (e.g. Stacey et al. 1991; Malhotra et al. 2001; Oberst
et al. 2006; Stacey et al. 2010a), they also consider two additional
models in which they adjust the parameters to match the 50 per cent
and 70 per cent values of the total [C II] luminosity for each galaxy.
In these two models, they also consider the missing CO(1–0) flux
emitted along different lines of sight by multiplying their observed
CO(1–0) emission by a factor of 2 (see Hughes et al. 2017a for more
details). Although these assumptions can modify the values of the
derived PDR parameters, in the remaining analysis we will only
consider the possible trends seen between nH and G0 with respect
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Figure 8. Hydrogen nuclei density (nH, top) and incident FUV radiation
strength (G0, bottom) as a function of theVrot/σv ratio for our sample.
We colour-code the data depending on the [C II] and CO(1–0) luminosities
used to constrain the physical parameters through the PDR modelling (see
Section 4.3 for more details). We also classify the sources as ‘starburst’ or
‘normal’ star-forming galaxy. Regardless of the PDR model, galaxies with
a low Vrot/σv ratio tend to show higher hydrogen nuclei density and G0
values. We note that G0 seems to be insensitive to the [C II] and CO(1–0)
luminosities assumed to constrain the PDR model within our sample.
to the molecular gas kinematics regardless of the absolute value of
each quantity in each model.
In Fig. 8 we compare nH and G0 as a function of the Vrot/σ v
ratio for each model within our sample. We do not consider the
galaxies with nH  102 cm−3 due to the high degeneracy of the
model in the parameter space (Hughes et al. 2017a). In the top
panel we see how the hydrogen nuclei density may increase at low
Vrot/σ v for each PDR modelling. This is consistent with the picture
in which higher density environments usually show higher velocity
dispersions. In the bottom panel, the incident FUV radiation strength
also increases at low Vrot/σ v for each PDR modelling. G0 seems to be
nearly independent of the assumed [C II] and CO(1–0) luminosities
to constrain the PDR model; the variation of G0 across our sample
may reflect the variation of the SFR through the IR luminosity.
Therefore, the trend between G0 and Vrot/σ v seen in Fig. 8 may
reflect the LIR − Vrot/σ v correlation observed in Section 4.2.3.
If systems with high G0 – that is high SFR (or LIR) and low Vrot/σ v
– have ionized most of their atomic carbon content within the PDRs,
then this should result in an inefficient gas cooling through the [C II]
emission line and a lack of the observed [C II] luminosity compared
to the IR luminosity. This may explain the ‘[C II] deficit’ correlation
with galactic dynamics found in Section 4.2.3.
4.4 Dynamical masses of turbulent thick galactic discs
The dynamical mass estimate (Mdyn) is a major tool that allows one
to measure the mass of galaxies, and provides a simple way to probe
the existence of dark matter haloes (e.g. Gnerucci et al. 2011). By
considering galaxies as thin discs, in which all the material is sup-
ported by rotation [Mdyn,thin(r) = V
2
rot(r)r
G
], the dynamical mass can
be easily derived from the two-dimensional kinematic modelling
(e.g. Genzel et al. 2011). However, galaxies with a low Vrot/σ v ra-
tio are believed to be well represented by galactic thick discs (e.g.
Glazebrook 2013). In those galaxies, considerable pressure support
is needed to be taken into account in order to calculate reliable
dynamical mass estimates (Burkert et al. 2010).
In order to test whether the galaxies in our sample are better
represented by galactic thick discs rather than thin discs we calculate
their dynamical masses and compare them with their stellar masses
(Table 2). Following Burkert et al. (2010), we model our galaxies
as turbulent galactic gas discs in which pressure support cannot be
neglected. In this model, the observable rotational velocity is given
by
V 2rot = V 20 + 2σ 2v
d ln 
d ln r
, (2)
where V0 is the zero-pressure velocity curve (V 20 ≡ r × d/dr),
which traces the gravitational potential of the galaxy; σ v is the one-
dimensional velocity dispersion of the gas; and  is the total mass
surface density profile of the galaxy. In order to derive an explicit
model from equation (2) we need to make some assumptions about
the total mass surface density distribution (r). Assuming both, that
 follows the stellar mass surface density profile (∗) and constant
K-band mass-to-light ratio across the galactic disc (ϒK), then 
can be approximated by the K-band surface brightness distribution
(μK), that is (r) ≈ ∗(r) ≈ ϒKμK(r). Considering that μK is well
described by a Se´rsic profile (Se´rsic 1963), equation (2) can be
written as
V 2rot = V 20 −
2σ 2v bnS
nS
(
r
re
)1/nS
, (3)
where nS is the Se´rsic index and bnS is the Se´rsic coefficient, which
sets re as the half-light radius. We note that the case nS = 1 is
equivalent to an exponential profile. In this model, the dynamical
mass is traced by V 20 rather than V 2rot:
Mdyn,thick(r) = V
2
0 (r)r
G
. (4)
We note that the K-band Se´rsic model parameters for our resolved
sample are listed in Table 1 for each galaxy. For the galaxy without
K-band modelling, we assume an exponential  profile.
In Fig. 9 we show the dynamical masses calculated by assum-
ing a thin-disc model and a thick-disc model (equation 4) within
r ≤ 2r1/2,CO. We note that we have considered the radius at which we
extracted Vrot. We compare these dynamical masses with the stellar
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Figure 9. Encircled stellar masses at the radii at which Vrot is extracted
(2 r1/2,CO) as a function of the dynamical masses encircled at the same
radius. The light-red circles show the dynamical masses assuming a thin-
disc model; that is, the total mass is traced just by the observed rotational
velocity. The dark-red squares show the dynamical masses assuming a thick-
disc model in which the surface density profile of each galaxy is traced by
the K-band surface brightness also assuming a constant mass-to-light ratio.
The encircled stellar mass content is calculated by considering the μK profile
(see equation 5). The dashed line corresponds to the 1:1 ratio. We clearly
see how the thin-disc approximation fails to estimate the total mass in five
systems as their truncated stellar masses have greater values.
masses truncated at the same radius and normalized to the stellar
mass values derived in V17 (Table 2):
M∗(r) ≡ M∗
∫
S(<r) ∗(r)dS∫
S
∗(r)dS
≈ M∗
∫ r
0 μK (r)rdr∫∞
0 μK (r)rdr
. (5)
The dashed line in Fig. 9 represents the 1:1 ratio between both
quantities. Clearly, the thin-disc dynamical mass model underesti-
mates the total mass for five of our systems, as it predicts masses
lower than the stellar masses. On the other hand, the thick-disc
dynamical mass model estimates masses greater than the stellar
masses, with just one target showing stellar mass nearly equal to
their estimated dynamical mass within 1σ error. This suggests that
these five VALES galaxies with lower Vrot/σ v ratio may be better
represented by a thick galactic disc, while the rest of the sample is
best described by a thin galactic disc. We note that the existence of
gaseous thick discs at the observed redshift range may indicate a
late assembly of the thick-disc stellar component in those systems
(Bournaud, Elmegreen & Martig 2009).
The validity of this result depends on the assumption that the
K-band surface brightness traces ∗ by considering a mass-to-
light ratio that does not vary as a function of galactocentric ra-
dius. We explore the effect produced by a different mass distribu-
tion in Appendix A, where we show that it has a negligible effect
when considering, for example, an exponential disc mass profile.
We conclude that the considerable pressure support predicted by
the high velocity dispersion values is a key ingredient to obtain
reliable conclusions from the modelling. This may be especially
important in the systems that present the highest gas fractions (see
Section 4.6).
We caution, however, that spatial resolutions effects may pro-
duce an overestimation or underestimation of the dynamical mass
values derived from the thin- and thick-disc models. The Vrot values
can be underestimated by beam smearing, especially in cases when
the rotation curve beyond the turn-over radius is not observed (e.g.
HATLASJ084217.7+021222). On the other hand, overestimated
r1/2,CO and σ v values are expected to be calculated due to the same
effect. The result of the competition between both effects is un-
certain. Thus, high spatial resolution observations are required to
obtain more accurate dynamical mass estimates.
4.5 Gravitationally stable discs
Gravitational stability analysis is usually used to explain the forma-
tion and growth of internal galactic sub-structures at low (e.g. Lowe
et al. 1994) and high redshifts (Swinbank et al. 2012b; Wisnioski
et al. 2012), between other major topics (e.g. Kennicutt 1998b).
In thin galactic discs, gravitational stability was first studied by
Toomre (1964), who derived a simple criterion that can be quanti-
fied through the stability parameter:
QToomre ≡ κσv
πGgas
, (6)
where κ ≡ (2/r) d(r2)/dr = avc/r is the epicyclic frequency,
usually expressed as a function of orbital frequency () or the
circular velocity vc at some radius r with a =
√
2 for a flat rotational
curve; σ v is the measure of the random motions of the gas; gas
is the gas surface density; and G is the gravitational constant. If
QToomre < 1, then the system is prone to develop local gravitational
instabilities. Otherwise (QToomre > 1), the system is not susceptible
to local gravitational collapse.
Since Toomre’s (1964) earlier work, the QToomre parameter has
been generalized to include different physical effects such as galac-
tic disc thickness (Qthick; e.g. Goldreich & Lynden-Bell 1965;
Romeo 1992) and/or multiple galactic components (QM; e.g. Jog &
Solomon 1984; Jog 1996; Rafikov 2001; Romeo & Wiegert 2011):
Qthick = TQToomre, (7)
1
QM
=
M∑
k=1
Wk
QToomre,k
, (8)
where T represents the stabilizing effect of the disc thickness, and
ranges between 1 and 1.5 depending on the velocity dispersion
anisotropy (σ v,z/σ v,R; Romeo & Wiegert 2011). QToomre,k is the
Toomre parameter of component k, M is the total number of dif-
ferent galactic components considered in the analysis, and Wk is a
weighting factor that is higher for the component with the smallest
QToomre value (see Romeo & Falstad 2013 for more details). Other
physical effects such as gas dissipation (e.g. Elmegreen 2011), and
supersonically turbulence (e.g. Romeo, Burkert & Agertz 2010),
can be included to derive other generalized Q parameters; however,
they require assumptions on how the gas dissipates energy across
different scales and it is beyond the scope of this work to test those
assumptions. Thus, in order to maintain simplicity, we just test
the QToomre, Qthick, and the QM stability parameters and for the QM
parameter we just consider the stellar and molecular gas galactic
components (M = 2).
In order to proceed further, by assuming that (1) the system is
supported by rotation, (2) the galactic mass budget is dominated
by the gas and stars at the radii in which Vrot is derived, and (3)
the gas within that radii is principally in the form of molecular gas,
then QToomre (hereafter, Qgas) can be rewritten as a function of the
molecular gas kinematics and the molecular gas fraction (Genzel
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Figure 10. Vrot/σv as a function of the molecular gas fraction. The orange
dot–dashed, dashed, and dotted lines represent the Toomre (1964)’s Qgas
values of 2, 1 and 0.5 for thin-disc galaxies, respectively. The orange-shaded
areas represent the possible Qthick values given the mentioned Qgas values.
The black, dark-blue, blue, and light-blue lines shows the Q2 = 1 values for
different σ ∗/σv ratios listed in the colourbar. We also classify the sources as
‘starburst’ or ‘normal’ star-forming galaxy.
et al. 2011):
Qgas ≈
√
2
σv
vc
f −1H2 . (9)
By following an analogous procedure, we find similar formulas
for the Qthick and QM (hereafter, Q2) parameters:
Qthick ≈ T
√
2
σv
vc
f −1H2 , (10)
Q2 ≈
{√
2 σv
vc
[fH2 + 21+s2 (1 − fH2 )]−1 if s > 1fH2 − 1;√
2 σv
vc
[ 2s1+s2 fH2 + 1s (1 − fH2 )]−1 otherwise,
(11)
where s is the stellar to molecular gas velocity dispersion ratio
(s ≡ σ ∗/σ v ≥ 1) and the conditioning represents the Qstars > Qgas
requirement (see Romeo & Falstad 2013 for more details).
In order to fulfil assumption (1), we choose Mdyn,thin/Mdyn,thick
> 0.5 as a somewhat crude criterion to select galaxies that are
mainly supported by rotation. Regardless of the density profile of
the galaxies, this criterion can be traduced into a threshold to the
measured Vrot/σ v ratio (Vrot/σ v  2 in our case). Thus, within our
resolved sample, we just find 11 galaxies consistent with being
rotationally supported.
In Fig. 10 we show fH2 as a function of Vrot/σ v for the rota-
tionally supported galaxies in our sample. The orange dot-dashed,
dashed, and dotted lines represent the Qgas = 2, 1, and 0.5 values,
respectively. Three galaxies are consistent with Qgas ∼ 1 (within
1σ range), whilst eight galaxies have Qgas  2. The majority of our
rotationally supported systems seem to be gravitationally unstable
within the thin-disc single-component approximation. Although the
poor spatial resolution of our observations smoothens the CO inten-
sity maps, we note that the unique source that shows some degree of
clumpiness in its CO intensity map (HATLASJ085340.7+013348)
is consistent with being susceptible to gravitational instabilities.
The next step is to include the disc thickness effect in our analy-
sis. In order to do that, we use equation (7) to compute Qthick from
the Qgas = 2, 1, 0.5 values. As we do not have velocity dispersion
anisotropy estimates for our sample to determine the T factor, we
assume T values between the limit ranges (1 ≤ T ≤ 1.5; Romeo
& Wiegert 2011) and we present the possible Qthick values as the
orange-shaded areas in Fig. 10. From our sample, it is clear that we
cannot differentiate the disc thickness effect through the gravita-
tional stability analysis as our kinematic estimates are not accurate
enough.
As a final step, we consider a two-component gravitational stabil-
ity analysis in which the main components are the molecular gas and
the stars. We note that the two-component system is more unstable
than either component in the system by itself (Jog 1996). However,
in order to use the two-component gravitational stability criterion
(Q2), we must measure σ ∗, the velocity dispersion of the stars, or in
equivalence the σ ∗/σ v ratio. As we lack of that information for our
rotationally supported galaxies, we just assume four different values
of σ ∗/σ v between the range indicated in the colourbar in Fig. 10.
We note that σ ∗/σ v = 1 is the minimum value that can be assumed
within this model (see Romeo & Falstad 2013 for more details).
On the other hand, a maximum range value of σ ∗/σ v = 10 may
be appropriate for local spiral galaxies. For example, the expected
value for the Milky Way is in the range of 4 < σMW∗ /σMWv < 8,
whether we consider the stellar velocity dispersion of the thin or
thick disc as the representative σMW∗ value (Glazebrook 2013). In
the remaining of our analysis we kept fixed Q2 to the unity value.
At a high σ ∗/σ v ratio, the molecular gas component is more
susceptible to gravitational instabilities than stars, and therefore,
the gravitational stability of the system is dictated by the gaseous
component alone (Q2 ≈ Qgas) at least if fH2 is not low enough. The
latter case implies Q2 ≈ Qstars. In Fig. 10, the Q2 ≈ Qgas case is
better represented by the black line, which approaches the orange
dashed line (Qgas = 1) at fH2  0.1. For molecular gas fractions
below that value, the gravitational stability of the system is dictated
mainly by the stellar component from which we do not have any
information. We also note that when the σ ∗/σ v ratio decreases, Q2
approximates to Qgas at higher fH2 values as the gravitational effect
of the stellar component becomes more significant.
At σ ∗/σ v ∼ 1, from equation (11) we can see that the Q2 pa-
rameter does not depend on fH2 . In this limit, the two-component
system behave as a single component fluid in which the gravita-
tional criterion is dictated by the total surface density of the system.
In Fig. 10 it is better represented by the light-blue line. In this limit,
the Q2 value can be recovered by measuring the kinematics of the
galaxy and the shape of the rotation curve (accounted by the factor
a) at a given radii. Nevertheless, if the dark matter component is
not negligible, that is assumption (2) is incorrect, then an additional
baryonic mass fraction needs to be accounted.
Within a two-fluid component framework, two of the rotationally
supported galaxies are consistent with being gravitational unstable
systems (within 1σ range). The seven galaxies with the lower fH2
values are likely to be in the Q2 ≈ Qstars regime. Thus, we cannot
determine whether these systems are gravitationally stable or not.
We also note that the remaining galaxies can be consistent with
being gravitationally unstable or not depending on its σ ∗ value.
Therefore, from the gravitational stability analysis we conclude
that two galaxies are consistent with being marginally gravitation-
ally unstable discs, but observations of the stellar dynamics are
required to determine the gravitational stability for the remaining
nine cases.
This result disagrees with the result of White et al. (2017), who
found a Qgas ∼ 1 trend in their sample of local star-forming galaxies
taken from the DYNAMO survey (z ∼ 0.06–0.08 and z ∼ 0.12–
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0.16). They found this trend by fitting equation (9) (their equation
10) to their sample, but by considering ionized gas kinematics in-
stead of molecular gas kinematics.
We note that our conservative choice of αCO values (see Sec-
tion 2.2) tends to overestimate the molecular gas reservoir for most
of the galaxies within our sample. Using a lower CO-to-H2 conver-
sion factor would imply greater Qgas, Qthick, and Q2 values in these
galaxies.
Nevertheless, we have analysed the galaxies in which assumption
(1) is likely to be correct; however, we can not determine whether
assumptions (2) and (3) are correct. We stress that H I observations
are required in order to test assumptions (2) and (3).
4.6 Energy sources of turbulent motions
The origin of the energy sources of the random motions in galac-
tic discs are unclear; low- and high-z galaxy observations show a
positive correlation between the ionized gas turbulence and the mea-
sured SFR, with larger scatter at high z (e.g. Lehnert et al. 2009;
Johnson et al. 2018; Zhou et al. 2017). These observations favour a
model in which stellar feedback is driving those random motions.
However, observations also suggest that other energy sources may
contribute to produce turbulence in the ISM (Zhou et al. 2017).
From a theoretical perspective, two possible scenarios have been
proposed. In the first scenario, the star formation is determined by
the requirement to maintain hydrostatic balance through the input of
energy from supernovae feedback. In this model, stars are produced
efficiently by the gravitational collapse of gas within GMCs and
the GMCs are treated as bound entities that are hydrodynamically
decoupled from the galactic disc (Faucher-Gigue`re, Quataert &
Hopkins 2013). Therefore, the production of stars is limited by
the formation of GMCs and this process is driven by the self-
gravity of the gas, and not by a combination of the gravitational
potential of the gas and stars from the galactic disc. Thus, in the
feedback-driven model, it is expected that SFR ∝ σ 2v . In the second
scenario, the turbulence is expected to be driven by the release of
gravitational energy of the gas which is accreted through the disc
(Krumholz & Burkhart 2016). The accretion of the gas is ultimately
powered by gravitational instabilities through the galactic disc that
are regulated by the gravitational potential of stars and gas. This
model also assumes a star formation law in which the star formation
rate per molecular gas mass is represented by εff/tff, the efficiency
per free-fall time (εff ≈ 0.01; e.g. Krumholz & Tan 2007; Krumholz
et al. 2012). The tff is estimated by assuming that the star-forming
gas density is set by the total gravitational potential of the ISM,
rather than by the properties of hydrodynamically decoupled GMCs
(Krumholz et al. 2012). In this gravity-driven model, the SFR varies
as SFR ∝ σvf 2gas, where fgas is the mid-plane galactic gas fraction.
With the aim to test both models, in the top and bottom pan-
els of Fig. 11 we show fH2 and σ v as a function of the SFR, for
VALES and the Extragalactic Database for Galaxy Evolution Sur-
vey selected from the Calar Alto Legacy Integral Field Area sample
(EDGE-CALIFA) (Bolatto et al. 2017). The VALES data are colour
coded in each panel by the velocity dispersion and the molecular
gas fraction, respectively. The EDGE-CALIFA data are represented
by the dark-grey triangles. The EDGE-CALIFA data were mod-
elled using the same procedure described for the VALES data (see
Section B for more details). In the top panel, we also show the
median fH2 and SFR values per log10(fH2 )= 0.4 bin combining the
data from both surveys. The median values suggest that the SFR
is weakly correlated with fH2 . Systems with a high molecular gas
fraction may tend to have a high SFR, although the scatter is con-
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Figure 11. Top: molecular gas fraction as a function of SFR, colour coded
by velocity dispersion. Bottom: velocity dispersion as a function of SFR. We
colour coded the VALES galaxies by molecular gas fraction. In both panels
the VALES galaxies are classified as ‘normal’ (filled circles) and ‘starburst’
(circles with plus sign) star-forming galaxies. The dark grey triangles rep-
resent the galaxies from the EDGE-CALIFA survey (Bolatto et al. 2017).
In the top panel, the magenta squares represent the median fH2 and SFR
values per log10(fH2 ) = 0.4 bin. The dashed line represents the best-fitting
gravity-driven model (SFR ∝ σvf 2gas) for the VALES galaxies; Krumholz &
Burkhart 2016), assuming fgas ≈ fH2 . The dotted line in the bottom panel
represents the best-fitting feedback-driven model for the VALES galaxies
(SFR ∝ σ 2v ; Faucher-Gigue`re et al. 2013).
siderable. On the other hand, in the bottom panel, we observe that
systems with high SFRs also tend to present high σ v values. We
note that we do not find any correlation between inclination angles
and velocity dispersions within Fig. 11.
We represent the best-fitting gravity-driven and feedback-driven
models by the dashed and dotted lines in Fig. 11, respectively. The
gravity-driven model gives a poor description to the data. At high
molecular gas fractions (fH2  0.1), galaxies tend to present a large
variety of SFRs than the predicted by this model. This suggests
that the release of the gravitational energy from the molecular gas
may not be the main source of energy that support the σ v values
observed in the VALES and EDGE-CALIFA surveys. The feedback-
driven model may also not explain the loci of the galaxies in the
SFR−fH2 − σv phase space as it tends to overestimate the σ v values
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for most of the systems with SFR  2 M yr−1. The distribution
of the VALES and EDGE-CALIFA galaxies in Fig. 11 suggests
that different energy sources may sustain the observed supersonic
turbulence.
We stress that the scatter behind Fig. 11 might be induced by
a handful of effects, including the bimodal CO-to-H2 conversion
factor (see Section 2.1) used to calculate the molecular gas masses
and, therefore, the molecular gas fractions. On the other hand, poor
spatial resolution could potentially bias σ v towards higher values.
It may contribute to the high velocity dispersion values seen in the
VALES galaxies with higher SFRs. Spatial resolution effects may
favour models, which accounts for a higher dependence of the SFR
with σ v .
Despite the weakness of the median trend observed between
SFR and fH2 , we note that this result is in contradiction with the
results of Green et al. (2010). They found that velocity dispersion
values measured from a sample of 65 star-forming galaxies at z
∼ 0.1 seems to be correlated with their SFRs but not with the gas
fraction. However, as a difference with our work, they estimated the
velocity dispersion values from the ionized gas kinematics traced
by the H α emission line, whist we are observing the molecular gas
kinematics. Moreover, Green et al. (2010) calculated the gas mass
content for their sample by converting the measured SFR through
the application of the KS law; this assumes that the molecular and
ionized gas are spatially correlated, but also that the galaxies in their
sample follow the KS law, which is not straightforward to assume
(see Section 4.7). On the other hand, we measure the molecular
gas content from the CO line emission by applying the CO-to-H2
conversion factor. Nevertheless, we stress that spatially resolved
observations of gas-rich systems (fH2  0.3) are needed to refute
or probe possible trends between SFR and fH2 .
It should be mentioned that the model developed by Krumholz
& Burkhart (2016) relates the SFR with the mid-plane galactic
gas fraction and its velocity dispersion rather than the molecular
gas fraction and the molecular gas velocity dispersion which are
shown in Fig. 11. We note that it is not straightforward to ex-
pect that those quantities are related with each other. The model
also assumes that the stellar velocity dispersion should be com-
parable with the velocity dispersion of the gas. Taking into ac-
count these caveats, in order to produce a more complete observa-
tional test, atomic gas (H I) and stellar kinematic observations are
needed.
4.7 Kennicutt–Schmidt law efficiency and depletion times
The Kennicutt–Schmidt law (Kennicutt 1998a,b) describes the
power-law relationship between the galaxy star formation rate sur-
face density and the disc-averaged total gas surface density. It de-
scribes how efficiently galaxies turn their gas into stars. For local
galaxies, this correlation is well fitted by SFR ∝ 1.4gas (Kennicutt
1998b). Although a tight relation can be found when SFR is com-
pared with the molecular gas surface density H2 rather than gas
(e.g. Bigiel et al. 2008; Leroy et al. 2008, 2013), the slope is also
changed (SFR ∝ H2 ).
However, the KS law shows an apparent bimodal behaviour where
‘discs’ and ‘starburst’ galaxies fill the H2 − SFR plane in two par-
allel sequences (Daddi et al. 2010). Nevertheless, by computing the
H2/tff and/or H2/torb relationships, a single power-law relation
can be obtained (e.g. Daddi et al. 2010; Krumholz et al. 2012). The
SFR − H2/tff relation can be interpreted as dependence of the
star formation law on the local volume density of the gas, whilst
the SFR − H2/torb relation suggests that the star formation law
is affected by the global rotation of the galaxy. Thus, the relevant
time-scale gives us critical information about the physical processes
that may control the formation of stars.
Although we are considering just galaxies where their CO lumi-
nosity is spatially resolved (see 2.1), we do not have any information
of the spatial extent of the IR luminosity, that is the SFR. Therefore,
to study the KS law and its dependence on different time-scales we
need to assume the spatial extent of the SFR within each galaxy.
However, in order to avoid the need of this assumption, instead
of using the surface density quantities H2 and SFR, we use the
spatially integrated variables. We also try not to assume a specific
CO-to-H2 conversion factor; thus, we finally use the SFR (from LIR)
and L′CO galactic quantities (Table 2).
In Fig. 12 we investigate whether the star formation activity
occurs on a time-scale set by the orbital time (torb ≡ r1/2,CO/Vrot;
left-hand panel) or the crossing time (tcross ≡ r1/2,CO/σ v; right-hand
panel) by studying the SFR−L′CO/torb and SFR−L′CO/tcross corre-
lations, respectively. We just consider these two time-scales as they
can be calculated directly from our molecular gas ALMA obser-
vations. We also include the data presented in the EDGE-CALIFA
survey (Bolatto et al. 2017). These data were modelled using the
same procedure described for the VALES data (see Section B for
more details).
In the left-hand panel of Fig. 12 we find that galaxies with high
SFRs also tend to present high L′CO/torb ratios. The Spearman rank
correlation coefficient is 0.52 with a significance of its deviation
from zero of 1.3 × 10−7. Thus, we find a correlation between SFR
and L′CO/torb in our data. The data are fitted by a power-law function
with a best-fitting slope of 1.21 ± 0.14. However, we note that the
VALES galaxies with low Vrot/σ v ratio tend to lie above this fit,
suggesting an enhanced star-formation efficiency per orbital time
in these systems, in contradiction to Daddi et al. (2010). Although
this correlation is often used to suggest that global galactic rotation
may affect the star formation process (e.g. Silk 1997), we note that,
perhaps, this explanation may not be unique.
Galaxies with higher SFRs are expected to be more massive
and have large gas content. Also, a massive galaxy is expected to
rotate faster in order to balance its self-gravity. Therefore, the SFR–
L′CO/torb correlation may reflect the mass–velocity trend in galaxies.
We note that the location of the galaxies with a low Vrot/σ v ratio in
the SFR–L′CO/torb plane can also be explained by the same kind of
argument, but by considering a more sophisticated hydrodynamical
balance against the gravitational force. In Section 4.4 we found
that five systems are better represented by thick galactic discs than
thin galactic discs. In thick discs, the gravitational force is balanced
by both negative radial pressure gradients and rotational support.
Thus, thick galactic discs present lower Vrot values compared to
thin galactic discs of equivalent mass. Therefore, the apparently
enhanced star formation efficiency per orbital time observed in the
SFR–L′CO/torb plane for galaxies with low Vrot/σ v ratio in our sample
may be produced by a relative reduction of the rotational velocity
as pressure support is not negligible across their galactic disc.
Within the thick-disc model (Burkert et al. 2010), the relevance
of the pressure support is reflected by the velocity dispersion value
(equation 2). Thus, one possible way to test the pressure support in-
fluence on the star formation is to test the dependence of the SFR on
the time-scale given by σ v , the crossing time. We remind the reader
that the velocity dispersion range observed in our sample is σ v ∼
22–79 km s−1 (Table 2). In the right-hand panel of Fig. 12 we plot
the SFR as a function of L′CO/tcross. We also find that galaxies with a
high SFR tend to have a greater L′CO/torb ratio. The Spearman rank
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Figure 12. The IR luminosity as a function of the CO luminosity divided by the orbital time-scale (left-hand panel) and the crossing time (right-hand panel).
In both panels the VALES galaxies are classified as ‘normal’ (filled circles) and ‘starburst’ (circles with plus sign) galaxies as in Fig. 6. The triangles represent
the EDGE-CALIFA galaxies (Bolatto et al. 2017). The VALES and CARMA-EDGE data presented in both panels are colour coded by the observed Vrot/σv
ratio. The line and the grey shaded area represent the best-fitting power-law function and its 1σ error respectively in each panel. For the SFR–L′CO/τorb plot
(left panel) we find a best-fitting slope of 1.21 ± 0.14, whilst for the SFR–L′CO/τcross plot (right-hand panel) we find a best-fitting slope of 1.38 ± 0.13.
correlation coefficient is 0.69 with a significance of 5.6 × 10−13,
also suggesting a correlation between both quantities. The best-
fitting power-law function is 1.38 ± 0.13. The SFR–L′CO/tcross rep-
resents a reasonably better fit to data. However, we caution that the
fitting procedures are highly sensitive on whether we include the
starburst galaxies or not in our data; that is, the parameter errors
may be underestimated.
Another way to study the star formation law is by defining the ‘star
formation efficiency’ parameter as the star formation rate divided
by the CO(1–0) luminosity (SFE′ ≡ SFR/L′CO); that is, a proxy
of the molecular depletion time without assuming any αCO factor
can be obtained by calculating L′CO/SFR (Cheng et al. 2018). This
depletion time proxy can be compared with other time-scales ‘t’ by
calculating the (L′CO/SFR)/t ratio. If the star formation efficiency can
be expressed as SFE′ = SFE′t /t , with the star formation efficiency
per time-scale (SFE′t ) being constant, then the quantity (L′CO/SFR)/t
should also be constant for the time-scale t regardless of the SFR
of the system. This can be understood as a constant depletion time
per time-scale unit. We test this in Fig. 13 by showing our proxy
of the depletion time divided by the orbital time [(L′CO/SFR)/torb]
and the crossing time [(L′CO/SFR)/tcross]. Both panels are plotted
against the SFR.
We can see in the left-hand panel of Fig. 13 how our proxy of
depletion time per orbital time varies with the SFR. The Spearman
rank correlation coefficient is −0.30 with a significance of 0.004.
We also get a best-fitting power-law slope of −0.64 ± 0.09. As
mentioned before, this trend may be enhanced by pressure support
effects which increase the observed orbital time (by decreasing Vrot)
as σ v becomes comparable with Vrot. On the other hand, in the right-
hand panel of Fig. 13 we can see that our proxy of depletion time per
crossing time appears to be independent of the SFR. The Spearman
rank correlation coefficient is −0.003 with a significance of 0.98.
It suggests no correlation between both quantities. This plot also
suggests that L′CO/SFR ≈ tcross, with a median value of ∼1.7 and the
1σ region between ∼0.8 and 4.8. This suggests SFE′tcross ∼ 1.
We note that a constant star formation efficiency per cross-
ing time found in our work departs from the fixed efficiency per
free-fall time suggested by Krumholz et al. (2012), as their esti-
mation of the free-fall time for their extragalactic data set varies
with the rotational velocity (tff,T ∝ −1 ∝ V −1rot ). Nevertheless, in
the Vrot/σ v ≈ 1 limit, the free-fall time calculated by Krumholz et al.
(2012) becomes comparable with the crossing time (tcross ≈ −1).
Thus, both laws fit the extragalactic data as a simple linear func-
tion in the Vrot/σ v  1 range. A possible way to differentiate both
laws would be by performing spatially resolved molecular gas ob-
servations in star-forming galaxies with Vrot/σ v < 1, where tff,T >
tcross.
Our finding also does not contradict numerical simulations in
which it is found that the star formation efficiency is ‘well rep-
resented’ by an exponentially decreasing function of the angular
velocity of the disc (Utreras, Becerra & Escala 2016).
Before finalizing this study, we would like to caution that spatial
resolution effects may affect our analysis of Figs 12 and 13. Indeed,
the low spatial resolution of our observations may lead to an overes-
timation of torb through possible overestimated CO half-light radii
and underestimated Vrot (Section 3.7). This effect might decrease
the estimated gas consumption rate per orbital time, especially in
the sources observed at lower spatial resolution, which also are
the galaxies with greater pressure support and higher r1/2,CO values
within our sample. We note that the slope of the best fit for the
SFR–L′CO/τorb correlation gets lower (N = 0.87 ± 0.09) if we just
consider galaxies observed with a projected beam size lower than
5 kpc within our sample. This spatial resolution limit is, for exam-
ple, the value obtained for the current seeing-limited (∼0.6 arcsec)
IFS observations at ∼ 1. We also note that this spatial resolution
threshold selects ‘normal’ star-forming galaxies, but just one star-
burst galaxy with Vrot/σ v ≈ 2 at z< 0.06 within our resolved sample.
In this case, all of the selected galaxies have SFR  12 M yr−1.
Thus, our conclusion remains unchanged.
On the other hand, tcross may be less affected by spatial resolution
effects as both σ v and r1/2,CO values tend to be overestimated. If we
consider the galaxies observed with a projected beam size lower than
5 kpc within our sample, we find a best-fitting slope for the SFR–
L′CO/τcross correlation of 1.13 ± 0.17. However, as we mentioned
earlier, this threshold just includes one starburst galaxy with a low
Vrot/σ v ratio and SFR. When we include galaxies observed with
a spatial resolution up to 7 kpc (six more galaxies; Vrot/σ v ∼ 1;
SFR 20 M yr−1), we obtain a slope of 1.23 ± 0.12. In summary,
our results are dependent on whether we consider systems with high
SFRs and lower Vrot/σ v ratios. Regardless of the spatial resolution
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Figure 13. The L′CO/L′IR ratio (SFE
′ −1) divided by the orbital time (left) and crossing time (right) as a function of the IR luminosity (SFR). This can be
interpreted as the molecular gas depletion time divided by the respective time-scale (orbital or crossing time) as a function of the SFR, without any assumption
of the CO-to-H2 conversion value. The data presented in both panels are coded in the same way as Fig. 12). The dotted lines represent a 1:1 ratio. In the
left-hand panel, the black line shows the best-fitting power-law function and the 1σ error is represented by the grey shaded region. In the right-hand panel, the
black line shows the median value and the grey shaded region also represents the 1σ region. Interestingly, the data are consistent with a star formation law in
which our proxy of depletion time is fixed per crossing time.
effects discussed recently, the variable αCO factor should also have
an effect on our analysis.
5 C O N C L U S I O N S
We present ALMA observations of 39 flux-selected (S160 μm
≥ 100 mJy; LIR ≈ 1010–12 L) galaxies with detected CO(J = 1–0)
emission, comprising ‘starburst’ and ‘normal’ star-forming galaxies
drawn from VALES (V17), at the redshift range of 0.02 <z< 0.35.
We incorporate the exquisite multi-wavelength coverage from the
GAMA survey. We found 20 galaxies with extended (‘resolved’)
emission whilst 19 have ‘compact’ (or ‘unresolved’) emission. The
spatial resolution of the sample ranges from 2 to 8 kpc, with a fixed
spectral resolution of 20 km s−1. We model the CO(1–0) kinemat-
ics by using a two-dimensional disc model with an arctan velocity
profile and consider disc thickness effects on the projection of the
galactic disc in the observed plane. These new observations repre-
sent one of the largest samples of molecular gas kinematics traced
by the CO of ‘typical’ and ‘starburst’ star-forming galaxies at inter-
mediate redshifts.
The median Vrot/σ v ratio for our sample is 4.1 and the Vrot/σ v
values range between 0.6 and 7.5. We found median Vrot/σ v ratios of
4.3 and 1.6 for the ‘normal’ star-forming and starburst sub-samples,
respectively. The median Vrot/σ v value for the ‘normal’ galaxies in
our sample is consistent with the expected evolution with redshift
for this ratio.
We find a tentative correlation between the LIR luminosity and
the rotation-to-pressure support ratio (Vrot/σ v). That anticorrelation
suggests a smooth transition of the star formation efficiency in
terms of the kinematic state for ‘starburst’ and ‘normal’ star-forming
galaxies.
We find that the [C II]/IR ratio decreases at low Vrot/σ v ratio.
The data are well represented by a power law with a best-fitting
slope of 0.74 ± 0.14. Our finding is consistent with that of Ibar
et al. (2015), who found that galaxies presenting a prominent disc
show higher L[CII]/LIR ratios than those which do not present discy
morphologies. The VALES galaxies with Vrot/σ v  3 tend to show
L[CII]/LIR comparable with the values measured in the KINGFISH
survey for nearby galaxies (Smith et al. 2017), whilst galaxies with
Vrot/σ v  3 tend to show lower L[CII]/LIR values.
We compare the physical parameters derived by PDR modelling
for our sample (Hughes et al. 2017a) with the Vrot/σ v ratio. We find
that high hydrogen nuclei densities and high strength of the FUV
radiation field are likely to be found in systems with a low Vrot/σ v
ratio, with the latter quantity being almost independent of the CO,
[C II] luminosities used to constrain the PDR model.
By calculating dynamical masses following both thin and thick
turbulent disc models, we find that the thin-disc model tends to
underestimate the galactic total mass as its values are lower than
the estimated stellar masses for five of our galaxies. On the other
hand, the thick turbulent disc model tends to alleviate this conflict,
suggesting that these sources with low Vrot/σ v values are better
represented by thick galactic discs. This also suggests that pressure
support effects should not be neglected in high velocity dispersion
galactic discs. We caution that this conclusion is strongly dependent
on the spatial resolution of our observations.
We test whether our rotationally supported galaxies are prone
to develop gravitational instabilities. This is done by analysing our
sources in the fH2 − Vrot/σv plane and comparing with expected val-
ues for a marginally stable gaseous thin disc (Qgas = 1), a gaseous
thick disc (Qthick = 1), and a two-component disc (stars plus gas;
Q2 = 1). From 11 galaxies classified as rotationally supported sys-
tems, we find that three galaxies are consistent with Qgas ≈ 1, that
is are prone to developing gravitational instabilities. The other eight
systems have measured Qgas  1. This conclusion is not changed if
we apply the thick-disc gravitational stability analysis as the kine-
matics estimates are not accurate enough. The gravitational analysis
considering a galactic disc with both, a gaseous and a stellar com-
ponent, may change this result by increasing the number of galax-
ies consistent with being susceptible to developing gravitational
instabilities; however, stellar dynamics measurements are needed
to corroborate this result.
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We explore the possible origin of the energy sources of those
high turbulent motions seen in our galaxies by comparing the SFRs
with fH2 and σ v . We find that the SFR is weakly correlated with
fH2 . By comparing the data with two theoretical models in the
literature, the feedback-driven and gravity-driven models, we find
that both models give a poor description of the data. This suggests
that the main energy source of the supersonic turbulence observed
in the VALES galaxies seems to be neither the gravitational energy
released by cold gas accreted through the galactic disc nor the energy
injected into the ISM by supernovae feedback.
We study the spatially integrated star formation law depen-
dence on galactic dynamics, avoiding assumptions about the the
CO-to-H2 conversion factor by studying the SFR−L′CO/torb and
SFR−L′CO/tcross relations. We find a correlation between SFR and
L′CO/torb, with a best-fitting power-law slope of 1.21 ± 0.13. We
suggest that the SFR−L′CO/torb correlation is affected by the de-
crease of Vrot (thus, an increase of torb) by pressure support which
dilutes the gravitational potential in systems with a low Vrot/σ v ratio.
We find that our proxy of the ‘star formation efficiency’
(SFE′∝ SFR/L′CO) is correlated with the crossing time, suggest-
ing an efficiency per crossing time of ∼0.6. Therefore, by knowing
the size, SFR, and mean velocity dispersion of a galaxy, we can es-
timate its molecular gas mass. By considering the better correlation
between SFE′ and tcross, we propose that the crossing time may be
the time-scale in which the star formation occurs in our systems.
We caution, however, that the assumption of a CO-to-H2 conversion
factor and/or spatial resolution effects may change this result.
Obtaining deeper and higher resolution observations of the
molecular gas in a large sample of highly turbulent systems is
critical to confirm or refute the findings reported in our work. It will
allow us to overcome spatial resolution effects that bias the velocity
dispersion to higher values and to characterize the rotational veloc-
ity of the systems by observing the flat part of the velocity curve.
This will be done in future work.
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APPENDI X A : K I NEMATI C MAPS AND
VELOCI TY PROFI LES
In Fig. A1 we plot the kinematic maps (first to third columns),
residual maps (fourth column), and one-dimensional velocity pro-
files (fifth and sixth columns) for our sample taken from VALES.
Full information for the panels in the figure is given in its caption.
APPENDI X B: EDGE-CALI FA SURV EY
In Sections 4.6 and 4.7 we complement our analysis by adding the
EDGE-CALIFA survey data (Bolatto et al. 2017) to our VALES
data. EDGE-CALIFA is a survey based on interferometric CO(1–0)
observations made with the Combined Array for Millimeter-wave
Astromy (CARMA) of 126 nearby (d = 23–130 Mpc) galaxies from
the EDGE survey. This sample is selected from the CALIFA survey
and it has on average spectral and spatial resolution of ∼10 km s−1
and ∼1.4 kpc, respectively. Those are higher spectral and spatial
resolution observations than the ones presented in our survey (Ta-
ble 2).
From the EDGE-CALIFA survey, we analyse the galactic kine-
matics of the galaxies that have available their CO intensity, velocity,
and dispersion velocity maps with the additional requirement that
the velocity map must sample the galactic centre given from the
SDSS ‘igu’ multicolour image. Thus, we ‘just’ analyse 70 galaxies
from the EDGE-CALIFA survey. The kinematic analysis is done
in the same manner that we did for the VALES survey, but with
two differences: (1) We constrain the inclination angles by using
the values presented in Bolatto et al. (2017) and (2) we model these
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The role of kinematics in molecular gas build 1519
Figure A1. CO(1–0) intensity, velocity, LOS velocity dispersion (σv), residual field, major axis velocity dispersion, and velocity profiles (columns) for each
target from our sample (rows). Each target is labelled as ‘resolved’ (R) or ‘compact’ (C) in its intensity map; ‘compact’ galaxies were not modelled (see
Section 2.2 for more details). The map also shows the synthesized beam. The velocity field has overplotted the kinematic centre, the major kinematic axis,
and velocity contours from their best-fitting disc model. The LOS velocity dispersion (σv) field is corrected for the local velocity gradient (V/R) across
the synthesized beam. The residual map is constructed by subtracting the velocity disc model from the velocity map: The r.m.s. of these residuals are given
in each panel. The one-dimensional profiles are derived from the two-dimensional velocity fields using the best-fitting kinematic parameters and a slit width
with size equal to half of the beam FWHM across the major kinematic axis. In each one-dimensional profile, the error bars show the 1σ uncertainty and the
vertical dashed grey line represents the best-fitting dynamical centre. In the velocity dispersion profile panels, the red dashed line shows the mean galactic
value (Table 2), whilst in the last column, the red dashed curve shows also the best fit for each source.
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Figure A1. -– continued
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Figure A1. -– continued
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Figure A1. -– continued
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Figure A1. -– continued
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Figure C1. Ratio between the thick-disc dynamical masses assuming an
exponential surface density profile and our K-band converted surface density
profile as a function of the Vrot/σv ratio for our sample. The grey line
represents equality between both quantities. The dashed line represents the
median value of ∼1.5 for our sample. By assuming an exponential surface
density profile we obtain greater dynamical mass estimates. This seems to
be dependent on the observed Vrot/σv ratio.
galaxies as thin galactic discs, that is q0 = 0.0. Finally, we correct
the gas mass content by using our chosen CO-to-H2 conversion
factor, and we correct the stellar masses and SFRs for a Chabrier
IMF.
APPENDI X C : DYNAMI CAL MASS WI TH
DIFFERENT DENSITY PROFILES
In Section 4.4 we show that roughly half of the galaxies within our
sample are best described by a thick-disc model rather than a thin-
disc model. The thick-disc dynamical model predicts total masses
greater than the stellar masses at the same radii unlike the thin-disc
dynamical model. However, in order to implement the thick-disc
model, the surface density of the source needs to be known. For
our galaxies we assumed a surface density profile given by the
observed surface density brightness in the K band, but we also
assume a constant mass-to-light ratio and light extinction over the
galactic disc. This is likely not to be true since we expect a major
concentration of dust (thus extinction) in the central part of galaxies
compared to their outskirts. With the aim to show that our choice
of surface density distribution should not affect the conclusions of
Section 4.4, in Fig. C1 we plot the ratio between the dynamical
masses assuming an exponential surface density profile and our
observational Se´rsic-like surface density profile as a function of the
Vrot/σ v ratio. When assuming an exponential surface density profile,
we obtain greater dynamical mass values on average compared to
our observational Se´rsic-like surface density profiles. However, the
median ratio of ∼1.5 indicates that our conclusions should not be
sensitive to the chosen surface density profiles. We note that the
possible trend between the dynamical mass ratio and the Vrot/σ v
ratio observed in Fig. C1 is consistent with the finding of increasing
Se´rsic indices above unity at galaxies with log (M∗/M) > 10.5
(Wuyts et al. 2011; Bell et al. 2012; Lang et al. 2014). We also
note that disc truncation is expected to be enhanced in galaxies with
considerable turbulent pressure support (Burkert et al. 2016).
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