Comparison of measurements and computations of isothermal flow velocity inside HyperVapotrons  by Sergis, A. et al.
C
v
A
a
b
h
•
•
•
•
•
a
A
R
R
A
A
K
H
P
C
u
R
H
1
s
f
T
n
a
m
i
h
0Fusion Engineering and Design 96–97 (2015) 353–356
Contents lists available at ScienceDirect
Fusion  Engineering  and  Design
jo ur nal home p age: www.elsev ier .com/ locate / fusengdes
omparison  of  measurements  and  computations  of  isothermal  ﬂow
elocity  inside  HyperVapotrons
.  Sergisa,∗,  K.  Resvanisa, Y.  Hardalupasa,  T.  Barrettb
The Department of Mechanical Engineering, Imperial College London, London SW7  2AZ, UK
CCFE, Culham Science Centre, Abingdon, Oxon OX14 3DB, UK
 i g  h  l  i  g  h  t  s
A  popular  HHF  device  is the  HyperVapotron  (HV).
HVs  employ  a heat  transfer  mechanism  called  the  Vapotron  effect.
Experimental  quantitative  visualisation  of  the device  has  not  been  performed.
CFD  tools  used  in  the  past  to analyse  HVs  did  not  benchmark  the  coolant  ﬂows.
A  PIV  experiment  is used  to create  benchmark  data  and  compare  them  to literature.
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a  b  s  t  r  a  c  t
HyperVapotrons  are  two-phase  water-cooled  heat  exchangers  able  to receive  high  heat  ﬂuxes  (HHF)  by
employing  a cyclic  phenomenon  called  the  “Vapotron  Effect”.  HyperVapotrons  have  been used  routinely
in  HHF  nuclear  fusion  applications.  A  detailed  experimental  investigation  on the  effect giving rise  to  the
ability  to sustain  steady  state  heat  ﬂuxes  in  excess  of 10 MW/m2 has  not  yet  been  possible  and  hence  the
phenomenon  is  not  yet  well  understood.  The  coolant  ﬂow  structures  that promote  the  effect  have  been  a
major  point  of  interest,  and  many  investigations  based  on  computational  ﬂuid  dynamic  (CFD)  simulations
have  been  performed  in  the  past.  The  understanding  of the  physics  of  the  coolant  ﬂow  inside the  device
may  hold  the  key  to  further  optimisation  of engineering  designs.  However,  past  computational  investi-
gations  have  not  been  experimentally  evaluated.  Isothermal  ﬂow  velocity  distribution  measurements  ofRANS
ANS
igh heat ﬂux
the ﬂuid  ﬂow  in  HyperVapotron  optical  models  with  high  spatial  resolution  are  performed  in this  paper.
The  same  measurements  are  subsequently  calculated  via  commercial  CFD  software.  The isothermal  CFD
calculation  is  compared  to the  experimental  velocity  measurements  to  deduce  the accuracy  of  the  CFD
investigations  carried  out.  This  unique  comparison  between  computational  and  experimental  results  in
HyperVapotrons  will  direct  future  efforts  in analysing  similar  devices.
© 2015  The  Authors.  Published  by  Elsevier  B.V.  This  is  an open  access  article  under  the  CC  BY  license. Introduction
HyperVapotrons (HVs) are HHF devices which seem to be a
trong candidate as a viable primary or secondary heat exchanger
or the International Thermonuclear Experimental Reactor (ITER).
hey employ the Vapotron effect, a complicated periodic phe-
omenon where vapour forms inside the grooved part of the device
nd then condenses inside the freestream. Sustained heat ﬂuxes of
ore than 30 MW/m2 have been already demonstrated [1]. Not a lot
s known about the Vapotron effect and how to optimise the device.
∗ Corresponding author.
E-mail address: a.sergis09@imperial.ac.uk (A. Sergis).
ttp://dx.doi.org/10.1016/j.fusengdes.2015.04.029
920-3796/© 2015 The Authors. Published by Elsevier B.V. This is an open access article u(http://creativecommons.org/licenses/by/4.0/).
Experimental research in ion beam test beds provides overall
thermal performance characteristics [2,3]. However, there has been
no experiment to document, in high resolution, the Vapotron effect
inside the device. Visualisation studies have been attempted in the
past, however, the technology employed did not succeed in captur-
ing quantitatively the sequence of events dictated as the Vapotron
effect [2,4]. Theoretical and numerical studies, usually two-phase
investigations, have been performed to try to bridge the gap of
physical knowledge around the HV devices [5–9].
The simulations are usually ﬁne-tuned on demand to repro-
duce bulk thermal performances recorded experimentally in HV
HHF experiments conducted on ion beam test beds. However, these
types of numerical studies which attempt to predict the detailed
velocity of the coolant have not yet been veriﬁed experimentally.
nder the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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times (deﬁned as the time required for the bulk velocity to cross the
whole domain in the streamwise direction) had been calculated.54 A. Sergis et al. / Fusion Engineeri
ence it becomes questionable whether their predictions can be
rusted for design and optimisation purposes.
An experimental method, based on particle image velocime-
ry (PIV), has been selected to quantify the coolant velocity ﬂow
eld inside a HV model under isothermal conditions in high spa-
ial resolution. The spatial resolution of the measured velocity ﬂow
eld is superior to the spatial resolution of any simulation found
n the literature. The isothermal case is compared to two popular
FD tools with similar or higher grid resolutions than those used in
arious multiphase CFD investigations found in the literature and
heir accuracy will be discussed by comparing their results to the
ctual benchmarking PIV data. This isothermal comparison, even
hough at the basic single-phase isothermal coolant velocity ﬂow
eld state, will indicate whether the multiphase CFD investigations
ith heat transfer under the same grid resolutions that are per-
ormed so far are sufﬁcient to describe the physics of ﬂow involved.
he comparison with the literature is performed on the merits of
he solver and mesh types used and not on their coolant ﬂow veloc-
ty and heat transfer performance data as these are not relevant in
he current study.
. Methodology
.1. Experimental rig
A transparent 5 groove, full size HV model from the Mega Amp
pherical Tokamak (MAST) variant (free stream channel of 3.4 mm
n height, 48 mm length with 1.5 mm longitudinal grooves on the
ides and 4 mm deep, 3 mm wide ﬁns) has been manufactured to
llow for optical access for the laser diagnostics to obtain veloc-
ty measurements. The model was placed inside a closed water
ircuit arrangement and additional components are manufactured
o ensure a repeatable top-hat velocity ﬂow ﬁeld delivery at the
ntrance of the grooved part of the model. Variable volumetric ﬂow
eliveries are possible. More information can be found in a paper by
ergis and Hardalupas [10]. Normalised vector data are presented
hroughout this study achieved by dividing the velocity vector mag-
itude by the free stream velocity (6 m/s) used in the experiments.
 2D plane at the geometrical centre of the model which is perpen-
icular to the grooves is used to evaluate the velocity comparison
rocess throughout this paper.
.2. Particle image velocimetry (PIV)
The PIV method is a well-established quantitative visualisation
ethod used widely in aerodynamic and combustion applications
o measure ﬂow velocity distribution on planes deﬁned by a laser
heet. Small tracer particles are suspended in the coolant ﬂow
1 m Al2O3 particles) in very small volumetric concentrations
<0.00025%). The tracers are assumed small enough so that their
lip velocity with the water molecules is negligible while their small
oncentration ensures that they do not alter the properties of the
uid they are suspended into (e.g. viscosity). The particles are illu-
inated with a pulsed laser sheet and their positions are imaged
n a PIV CCD camera (a set of two frames is obtained a few ms
part). Comparison of the tracer locations inside the two frames
sing commercial PIV software yields a velocity vector ﬁeld with
igh spatial resolution (30 m).  The process is repeated thousands
f times to obtain statistics of the operation of the HV model under
esting [10,11]..3. Computational ﬂuid dynamics (CFD)
Two popular CFD packages have been used to reproduce the
D HV geometry model isothermal mean velocity ﬂow ﬁeld and Design 96–97 (2015) 353–356
compare them with those measured by the PIV method at the plane
of interest. The ﬁrst package is commercial but less advanced soft-
ware which uses a Reynolds Averaged Navier–Stokes (RANS) solver.
The build in mesh generation tool was used which employs geom-
etry adaptive cubic cells that comprise the mesh lattice. The second
package is the advanced CFD open source code openFOAM which
uses an unsteady Reynolds Averaged Navier–Stokes (uRANS) and
a large eddy simulation (LES) solver with a polyhedral mesh cell
lattice, which adapts to both ﬂow geometry and, progressively,
according to the calculated velocity ﬂow ﬁeld throughout the sim-
ulation. Various grid resolutions are used; a coarse one, which is in
par with the mesh grid resolution used widely in the ﬁeld [5–9] and
ﬁner ones (see Table 1 for more information) to examine mesh size
solution independence. Standard temperature and pressure (STP)
are used for all simulations. The extra-ﬁne mesh resolution is used
for the LES calculation only. The solvers are chosen to keep in par
with the solvers usually used in the literature.
2.3.1. SolidWorks – RANS solver
Commercial CAD software (SolidWorks CAD, Student Edition
Versions 2008 to 2012) was used to reconstruct the model geome-
try used for the PIV experiments. RANS simulations were performed
with the embedded simulation suite tool (SolidWorks Flow Simu-
lation package). The software has been found to be adequate to
perform similar type of simulations in the literature [12]. Mirroring
of the domain solution is followed along the geometrical symme-
try plane of the model to reduce computational time and memory
occupied by the calculation. A no-slip condition was applied for the
wall boundaries and a turbulence intensity of 2% at the inlet. Veloc-
ity and pressure boundary conditions are imposed at the inlet and
outlet. More information on the simulation mesh properties can be
found in Table 1.
2.3.2. openFOAM – uRANS and LES solver
The Version 2.1 of the open source CFD software, OpenFOAM
was used to perform a uRANS and LES investigation of the HV
isothermal operating condition. Meshing of the domain was per-
formed with the software package’s meshing utility, with three
different mesh densities employed. The coarsest mesh of these
employed six equal sized elements to span the HV groove simi-
lar to earlier investigations [5–9]. For the ﬁner meshes, a greater
number of elements was  used to span the groove, whilst at the
same time employing increased wall reﬁnement; the size of ele-
ments nearest to the wall boundaries were smaller than those at
the mid  span location. As the meshes were reﬁned progressively
there was a reduced requirement for prismatic elements to ensure
satisfactory skewness and orthogonality criteria of the domain. For
all the cases investigated, the whole domain was modelled and the
boundary conditions were as follows: Dirichlet for the bulk velocity
at the inlet, pressure at the outlet, von Neumann for the pressure
at the inlet and the velocity at the outlet. A ﬂuctuating velocity of
5% was prescribed to the inlet. While all the remaining boundaries,
being wall boundaries, had the no-slip condition imposed. For the
uRANS and the LES calculations the standard k–ε and one equation
eddy models were employed to provide closure. Similarly, for the
treatment of the walls, the uRANS investigation employed the regu-
lar wall treatments and the LES employed the Spalding wall model.
All quantitative results given in Table 2 are after 30 ﬂow-throughFor all cases, the timestep was  set to 10 ns, which was  required to
observe the non-stationary features of the ﬂow in the uRANS cases
but more importantly to ensure that the Courant number does not
exceed the value of a quarter.
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Table  1
Simulation mesh formation inside the middle groove of the test model for the two CFD packages used in the study.
CFD package Coarse mesh Fine mesh Extra-ﬁne mesh
SolidWorks n/a
Global  cell counta 75,092 1,047,298
Average cell size in groove (mm) 0.5 0.25
openFOAM
Global cell count 526,168 1,880,536 4,887,314
Average cell size in groove (mm)  0.5 0.25 0.15
Final  skewness 3.11976 2.24559 3.28816
Max  y+ in grooveb 60 30 20
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0a Mirrored domain about geometrical symmetry plane.
b A variable y+ was used inside the groove. The LES y+ value was 12.
. Discussion and results
The results of the study can be found in Table 2. Please note
hat parts of the wall geometry of the groove had to be masked
ut as those contained reﬂections which permitted the collection
f optical data. Nevertheless this has no impact on the rest of
he experimental domain. The spatial resolution of the measured
elocity is signiﬁcantly higher than the CFD results (30 m).  Com-
aratively, the PIV measurements have a spatial resolution, which
s about 17 thousand times ﬁner than the coarse mesh resolution
ound in the literature, about 8 thousand times ﬁner than the ﬁne
able 2
ormalised mean velocity in plane of view (
∣
∣V¯
∣
∣) and velocity vector arrows (length of arr
he  length of arrows is kept uniform) inside the middle groove of the test model for the t
.25.  Any larger values are hence depicted in white colour.and 5 thousand times ﬁner than the ﬁnest mesh resolution used
for this study. It can be hence assumed that the PIV measurements
can act as reference evaluation data for the CFD results. The uncer-
tainty of the PIV results was  of the order of ±2.2% and ±3.2% for
the temporal and spatial mean ﬂow speeds inside the groove. The
error between the CFD and experimental results can be found in
Table 3.Signiﬁcant differences are observed in the velocity ﬂow ﬁeld
between the PIV and the CFD simulations. Substantial differences
are also observed between all the CFD simulations performed
(RANS, uRANS and LES). It is obvious that mesh resolution
ows represents the velocity magnitude for the CFD results while for the PIV results
wo  CFD packages used in the study. The cut-off value for the colour legend is set to
356 A. Sergis et al. / Fusion Engineering and Design 96–97 (2015) 353–356
Table 3
Absolute error in the vortex centroid location and max  vortex velocity between the CFD and experimental data.
Mesh Absolute error %a
Vortex centroid location Max  vortex velocity
Horizontally Vertically
Solidworks Coarse 15 41 177
Fine  23 41 156
openFOAM Coarse 54 53 20
Fine  38 41 0
3
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LES  
a Please note that the morphological differences of the vortex geometry (apart fr
ndependence has not been achieved even in the ﬁnest mesh
esults, where more than a triple mesh resolution has been used
ompared to the coarse mesh. Both tools deliver a poor prediction
egarding the location and morphological features of the mean vor-
ical velocity ﬂow ﬁeld established inside the middle groove of the
odel. Additionally, the CFD calculations overestimate the mean
ow speeds encountered, especially of the coolant ﬂow near the
oundaries of the groove. An important aspect in most CFD investi-
ations (bar DNS or very well resolved LES) is that some form of wall
odelling must be employed. The LES investigation approximates
he actual features of the velocity ﬁeld more accurately. However;
here are still discrepancies which suggest further sensitivity anal-
sis is required. An interesting feature captured by the LES, which
s observed experimentally but underestimated by uRANS, is the
ovement/oscillation of the vortex core, which in turn might have
n effect on the net heat transfer from the boundaries. Moreover,
iven that the velocity ﬁeld inside the groove is sensitive to the ﬂow
eld around the groove (ﬂow at the side longitudinal grooves as
ell as free stream ﬂow), it also becomes questionable whether the
FD simulations are effective in calculating accurately the global
elocity ﬂow ﬁeld, which in turn affects the local in-groove veloc-
ty ﬁeld. Even though this was an isothermal investigation, caution
ust be taken when advancing to two-phase ﬂows where both the
ow speeds near the wall boundaries as well as the established
ow structures will be playing a signiﬁcant role to the heat trans-
er dynamics involved. The discrepancies might arise from failure
o model accurately the wall boundaries of the geometry (mesh
esolution and solver accuracy near the wall) as well as small ﬂow
eatures arising from the highly unstable ﬂow observed inside the
V which appear to be signiﬁcant in describing the mean as well
s instantaneous operation of the devices and are not captured by
he calculation.
In the light of these evidences, both CFD tools, under the isother-
al  cases examined, fail to predict the true velocity ﬂow ﬁeld
xpected inside the typical HV geometry tested. It is believed that
he failure is mainly arising from the low mesh resolution used,
hich is inadequate to capture the full features of the ﬂow that
nduce the characteristic vortical patterns observed.
However, it is noted that the current mesh resolution is better
han has been reported in the literature in the past. Extreme caution
hould be taken when advancing to two-phase CFD simulations
ith an applied heat ﬂux while using the same mesh resolutions to
escribe the performance of HVs.
. ConclusionsAn isothermal high spatial resolution benchmarking velocity
easurement was performed to map  the ﬂow structures devel-
ping inside the groove of a typical HV geometry. Two popular
[
[1 12 0
1 53 40
ntroid location) are not accounted for in this table.
CFD packages – a commercial and an open source code – were
used to numerically reproduce the velocity ﬁelds established in
the geometry of the experimental study. Three mesh resolutions
were used; a coarse, which describes the usual resolution found
in 2-phase CFD studies in the literature, a ﬁne and an extra-ﬁne
employed for the purpose of this study. Both CFD tools failed to
predict the isothermal velocity ﬁeld developing inside the geom-
etry when compared to velocity measurements. The failure seems
to arise from the inability to reach mesh independence. Extreme
caution must be taken when two-phase CFD studies are performed
with similar mesh resolutions. More experiments are required in
a non-isothermal HV device to conclusively decipher the Vapotron
effect and provide optimisation advice for this type of devices.
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