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Protein sequence changes are a major contributor to phenotypic evolution and 
biodiversity. While the genomic revolution has drastically increased the available amount of 
protein sequence data for comparative studies, development of analytic tools lags behind. In 
particular, current mathematical models of sequence evolution are over-simplified and typically 
ignore many heterogeneities in evolutionary processes. As a result, they often provide inadequate 
descriptions of evolution, leading to misleading conclusions. My thesis uncovers some of these 
heterogeneities and demonstrates that incorporating them into mathematical models of protein 
sequence evolution offers new insights into evolutionary mechanisms. For instance, convergent 
evolution of morphological traits has long interested biologists because it is a strong indicator of 
common natural selections in independent evolutionary lineages. Similarly, convergent evolution 
of protein sequences is commonly thought to have resulted from natural selection. In Chapter 2 
of this thesis, however, I show that such interpretations are problematic, because sequence 
convergence can be explained by neutral evolution as long as among-site variations in amino 
acid composition are considered. I also find that the convergence level reduces with genetic 
distance. In Chapter 3, I evaluate two hypotheses that could explain the diminishing convergence 
with genetic distance: (i) divergent epistasis in distantly related organisms and (ii) gene tree 
discordance. I demonstrate that both hypotheses are at work, but their contributions vary 
depending on how closely related the species of interest are. In Chapter 4, I revisit a high-profile 
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claim of genome-wide adaptive protein sequence convergence for echolocation in three lineages 
of mammals. I discover that the amount of convergence observed is no more than those in proper 
negative controls, suggesting that these sequence convergences are largely neutral and unrelated 
to echolocation. A widely believed but never critically tested hypothesis in phylogenetics is that 
morphological data contain more convergence and hence are less suitable for phylogenetic 
inference than molecular data. Analyzing a large dataset including thousands of morphological 
traits and thousands of molecular traits, I find unequivocal evidence for this hypothesis and 
uncover its underlying cause in Chapter 5. I subsequently design a method to identify and 
remove highly convergent traits, leading to higher phylogenetic accuracies. In Chapter 6, I report 
a new type of evolutionary heterogeneity that potentially contributes to phylogenetic error: 
between-species variation in the probability with which a mutation between a specific pair of 
amino acids is fixed. In Chapter 7, I find that this heterogeneity leads to another previously 
unknown heterogeneity among species: the fitness disadvantage of nonsynonymous 
transversions relative to that of nonsynonymous transitions, a subject that has been studied since 
the dawn of the field molecular evolution. These six chapters, along with the introductory and 
concluding chapters, provide an integrative study of previously unknown or neglected 
heterogeneities in protein sequence evolution. Together, they correct misconceptions in 







Protein sequence evolution is one of the core processes in the history of evolution. 
Nonsynonymous mutations in coding sequences cause amino acid changes in protein sequences, 
leading to protein function alteration and phenotypic changes, thus conferring fitness effects 
subject to selection. In this sense, certain amino acid substitutions fixed across species can result 
from positive selection during adaptation on one hand, making analyzing protein sequence 
evolution fundamental for studying organismal adaption processes. On the other hand, a 
proportion of the amino acid substitutions are likely to be fixed because they are neutral or nearly 
neutral (Kimura 1983; Ohta 1992), on which the basis of a major part of the molecular 
phylogenetics are build. My dissertation focuses on elucidating the important patterns in protein 
sequence evolution, and disentangling contributions of different factors or forces underlying 
these patterns with analyses based on major sequence evolution models.  
In this general introduction, I will discuss the backgrounds of my studies in protein 
sequence evolution. First, I will summarize the previous knowledge and studies about 
convergence as an indication of adaptive evolution. I will then introduce the studies focusing on 
the neutral proportion of observed convergence, as well as possible underlying forces such as 
epistasis and gene tree discordance, both of which render current molecular evolution models 
insufficient. As a consequence of convergence, the long-held debate about whether sequence 
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data are more reliable than morphology in phylogenetics will be revisited. Next, I will revisit the 
model insufficiency issue by summarizing the major models for describing protein sequence 
evolution and model assumptions that is questionable given some recent studies. As a potential 
reflection of the model insufficiency, current understanding of transition/transversion bias will be 
discussed in the last section. 
 
Convergence as evidence of adaptive evolution 
Convergence is the phenomenon that identical or similar states of a feature evolve 
independently in multiple lineages of species (Losos 2011). Based on whether the ancestral states 
are different among these lineages, the phenomena of convergence can be further classified as 
parallelism or narrow-sense convergence, of which the former starts with similar ancestral states 
and the latter starts with different ancestral states (Zhang and Kumar 1997). Here in this 
introduction, the term “convergence” will include both categories, unless specifically indicated.  
The convergence pattern was first described at phenotypic, or morphological level. It was 
already mentioned by Charles Darwin in 1859, as “analogical or adaptive resemblances”, 
examples including the forelimbs of dugongs and whales, similarity between certain 
homopterous insects and moths, etc (Darwin 1859). Notably, Darwin believed that convergence 
is the result of adaptation to similar environmental conditions. Since most phenotypic changes 
are directly under selection, this view of phenotypic convergence as an indication of adaptation 
is well accepted. Many more cases have been reported, e.g. similar web architectures of spiders 
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occupying the same habitat types on different Hawaiian islands (Blackledge and Gillespie 2004), 
similar bill shape shifts of tidal marsh sparrows in North America (Grenier and Greenberg 2005), 
morphological similarity among trunk-ground dwelling anoles on multiple Greater Antillean 
islands (Langerhans, et al. 2006), intercontinental pairs of desert iguana species with matching 
habitats (Melville, et al. 2006). This list goes on with more examples virtually across the whole 
tree of life (Nevo 1979; Moore and Willmer 1997; Wittkopp, et al. 2003; Fong, et al. 2005). 
With the availability of molecular sequence data, it is intriguing to trace the phenotypic 
adaptive convergence down to genotype level and elucidate the genetic basis of functional 
adaptation. In recent years, convergent amino acid substitutions discovered in lineages with 
convergent phenotypes are usually interpreted as results of positive selection during adaptation to 
similar niches (Zhang 2006; Christin, et al. 2008; Jost, et al. 2008; Castoe, et al. 2009; Shen, et 
al. 2010; Liu, et al. 2011; Davies, et al. 2012; Feldman, et al. 2012; Liu, et al. 2012; Shen, et al. 
2012; Zhen, et al. 2012; Ujvari, et al. 2015). In these studies, certain candidate genes related to 
the adaptive scenario are shown to experience convergent sequence evolution. One significant 
case of adaptive protein sequence convergence is the correlation between the hearing gene 
prestin and echolocation in bats and toothed whales. The N7T amino acid substitution in the 
prestin protein turns out to be not only a typical sequence convergence unique to all echolocating 
mammals, but also sufficient to cause functional shift of a non-echolocating version prestin to 
mimic biophysical properties of the echolocating version (Li, et al. 2010; Liu, et al. 2014). 
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Similar experimental evidences for adaptive sequence convergence was also reported in 
haemoglobins of high-altitude Andean hummingbirds (Projecto-Garcia, et al. 2013). 
Perhaps a more important portion of the whole picture, adaptive convergence definitely 
appears at more levels of the life processes than just individual morphology or amino acid sites. 
High-order life histories of different fauna can show convergence due to similar climatic 
conditions on different continents (Mazel, et al. 2017). Apart from individual protein sequence 
substitutions, functional adaptation of different lineages can be also achieved by convergence at 
many molecular levels (Arendt and Reznick 2008; Manceau, et al. 2010; Losos 2011). Examples 
include different residues within the same protein (Protas, et al. 2006; Rosenblum, et al. 2010; 
Linnen, et al. 2013; Zhou, et al. 2015; Chikina, et al. 2016), different proteins within the same 
pathways (Aminetzach, et al. 2009), expression levels of the same gene or genes in the same 
network modules (Shapiro, et al. 2006; Pfenning, et al. 2014; Berens, et al. 2015), etc. In this 
sense, strictly defined sequence convergence underlies probably only a small proportion of the 
functional convergence we observe in nature. 
Nonetheless, the success of the aforementioned candidate gene approach has triggered 
genome-wide scale analyses, aiming to investigate the possible sequence convergence signal in 
genomes as a signature of adaptation (Bazykin, et al. 2007; Rokas and Carroll 2008; Parker, et al. 
2013; Foote, et al. 2015; Xu, et al. 2017). However, at protein sequence level, whether most 
observed convergence events are due to adaptation is questionable. At phenotypic level, having 
independent origins of the same complex trait due to genetic drift alone is likely to be low 
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(Stayton 2008). But during neutral sequence evolution, substitutions at each site can be modeled 
as a continuous-time Markov chain process, so each type of state transition (e.g. from amino acid 
I to L) has certain probability to occur in any lineage. Hence a convergence event between two 
independent lineages may well happen by chance (Zhang and Kumar 1997; Stayton 2008) rather 
than due to selection. This makes the null hypothesis in adaptive convergence detection 
important: to claim the existence of adaptive convergence, one has to establish that the observed 
convergence events cannot be explained by neutral evolution. For example, the study by Foote, 
et al. (2015) found that the observed convergence levels between three lineages of marine 
mammals are no higher than those between comparable control lineages without apparent 
common adaptation. Thus no genome-wide sequence convergence for marine environment 
adaptation could be claimed. Zhang (2006) proposed four criteria for proving adaptive parallel 
sequence evolution, i.e. similar protein function changes in independent lineages, parallel 
substitutions observed in the protein, insufficiency of neutral evolution to explain the parallel 
changes, and causal relationship between the parallel substitution and the functional change as 
result. Till recently, there are only limited number of studies claiming adaptive sequence 
convergence that can fulfill all criteria. Hence, proper modeling of neutral protein sequence 
convergence is a basis for investigating adaptive convergence, which is not a trivial task given 
the discussion in the next section. 
 
Convergence by constraint in neutral sequence evolution 
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 In fact, other than adaptation, constraints during the evolutionary process of a trait has 
been proposed by many as an important driving force of convergence (Arendt and Reznick 2008; 
Elmer and Meyer 2011; Losos 2011; McGhee 2011; Wake, et al. 2011). Notably, constraints are 
within the scope of neutral evolution. When the state space of a trait is constrained to limited 
number of states, probability of convergence increases under both neutral and adaptive scenarios. 
For example, it is likely that a strong developmental constraint exists for vertebrates to have only 
four limbs, resulting in the convergent usage of forelimbs for flight in pterosaurs, birds and bats 
(Losos 2011). At sequence level, epistasis is a genetic constraint. Epistasis is defined as the 
interaction between a focal residue and surrounding environment. The consequence of epistasis 
is that the possible amino acid states allowed at the focal protein sequence position are 
constrained. As a major genetic constraint, epistasis has been one focus of studies aiming at 
describing protein sequence evolution, and is probably a most important factor in answering the 
question of whether evolution is predictable or not at sequence level. Numerous studies have 
shown the prevalence of sequence level epistasis (Breen, et al. 2012; Gong and Bloom 2014; Xu 
and Zhang 2014; Podgornaia and Laub 2015; Li, et al. 2016; Dungan and Chang 2017), 
indicating the contingency in the history of protein sequence evolution. 
The implication of prevalent epistasis in sequence evolution is also important for model-
based molecular evolution analyses. Each residue in each protein is interacting with a virtually 
unique set of environment, including spatially adjacent residues in the same protein or on an 
interacting surface of another protein, interacting nucleic acid molecules, ligands, membrane 
	 7 
components, etc. The difference in epistatic interactions and presumed functions of each residue 
suggests different constraints on which amino acids could be accepted. This site-specificity of 
amino acid composition, or site-specific genetic constraint, is seldom considered in major 
sequence evolution models. The model insufficiency here may cause underestimation of the 
expected level of chance convergence as previously mentioned. For example, Rokas and Carroll 
(2008) claimed the observation of frequent parallel changes across large sets of genes in many 
species clades, which is not fully predicted by neutral models, but it is pointed out that this 
pattern could be due to either positive selection or purifying constraints. 
 
Convergence in morphological and molecular phylogenetics 
As Darwin stated, convergence “are almost valueless to the systematist … such 
resemblances will not reveal—will rather tend to conceal their blood-relationship to their proper 
lines of descent”(Darwin 1859). In phylogenetics, evolutionary trajectories of multiple lineages 
are inferred by the divergence of traits, or characters, in which process closely related lineages 
are marked by identical-by-descent states. However, the actual identical-by-state used in 
inference may well be the result of convergence events, thus leading to erroneous clustering of 
lineages. In this sense, characters with less convergence carry less noise for inference of 
phylogeny. Phylogeneticists traditionally use morphological traits for tree inference, while 
nowadays molecular DNA or protein sequence data are more widely used. Additionally, 
approaches of combining morphology with molecular data in tree inference exist (Lee, et al. 
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2013; Bieler, et al. 2014). Till recently, the long-lasting debate about whether the morphology or 
molecular sequence is more suitable for phylogenetic inference still persists, and incongruence of 
the phylogenies inferred by the two types of data is considerable (Livezey and Zusi 2007; Legg, 
et al. 2013; O'Leary, et al. 2013; Springer, et al. 2013; Jarvis, et al. 2014; Pyron 2015). For 
example, a mammalian morphological tree in O'Leary, et al. (2013) groups armadillo, pangolin 
and aardvark together as an “ant and termite-eating” group, while molecular phylogeny has 
shown that they belong to different superorders (Meredith, et al. 2011). Many researchers seem 
to believe that morphological characters are more susceptible to convergence than sequence data, 
hence less desirable as input of phylogenetic inference (Givnish and Sytsma 1997; Page and 
Holmes 1998; Gaubert, et al. 2005; Wiens, et al. 2010; Wake, et al. 2011; Springer, et al. 2013; 
Davalos, et al. 2014; Jarvis, et al. 2014). However, the previously mentioned surging discoveries 
of sequence convergence in recent years, regardless of the underlying cause, cast doubt on 
whether this belief on molecular data still holds. 
 
Homoplasy versus hemiplasy 
The observed convergence patterns in sequence evolution do not necessarily result from 
true convergence events in history. While homoplasy, the true convergence and reversal events, 
can cause a site to show discordant state pattern with the species tree, one other possible cause is 
hemiplasy, the discordance between character states and true species tree caused by incomplete 
lineage sorting (ILS), introgression or horizontal gene transfer (HGT) (Hahn and Nakhleh 2016). 
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Hemiplasy events essentially cause gene tree to be discordant with species tree (GTD, gene tree 
discordance). Hence although the states of affected lineages are bona fide identical-by-descent, 
the pattern will be interpreted as “homoplasy” on the species tree if no GTD is assumed in the 
analyses. Being a violation to the traditional phylogenetic model of clearly sorted taxa and 
genotypes, hemiplasy is gaining more attention in recent studies. Evidence of hemiplasy events 
has been found in many prokaryotic and eukaryotic species clades (Mallet, et al. 2016), one 
significant example being the fruit flies (Ballard 2000; Bachtrog, et al. 2006; Pollard, et al. 
2006). The awareness of hemiplasy has invoked application of coalescence-based species tree 
inference methods (Degnan and Rosenberg 2009; Jarvis, et al. 2014), and it has been suggested 
that some proposed functional convergences may actually be hemiplastic events (Hahn and 
Nakhleh 2016).  Nonetheless, it may not be straightforward to distinguish between homoplasy 
and hemiplasy. For example, ILS is more likely to happen when an internal branch of a tree is 
short, but meanwhile a short branch also carries less divergence signal. In this case, given 
relatively long external branches, both ILS and true convergence may cause a gene to support a 
discordant gene tree by chance. Hence, it remains unclear whether homoplasy or hemiplasy 
contributes more to the discordant patterns in different phylogenetic datasets. Consequently, the 
significance of applying coalescent methods is yet to be decided (Scornavacca and Galtier 2017). 
To elucidate factors underlying observed sequence convergence and related patterns, GTD is 
apparently an important confounding factor to consider. 
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Incorporation of amino acid acceptance rate into mechanistic evolutionary models 
Molecular evolution approaches are largely model-based. Specifically, sequence 
evolution is modeled by continuous time Markov process (Yang 2006), the core component 
being a transition matrix describing conditional probabilities of different types of substitutions. 
The aforementioned topics about sequence convergence are usually investigated under protein 
substitution models, which have been developed and refined ever since the accumulation of 
protein sequence data. The first protein substitution models were summarized statistically from 
existing orthologous protein sequence alignments, thus called empirical models, popular 
examples including the Dayhoff matrix (Dayhoff, et al. 1978), the JTT matrix (Jones, et al. 
1992), the WAG matrix (Whelan and Goldman 2001) and the LG matrix (Le and Gascuel 2008), 
etc. Each of these matrices is developed as product of a symmetric amino acid exchangeability 
matrix S and a diagonal matrix of equilibrium frequencies (Yang 2006). Although based on 
different sets of protein data, the empirical models are highly correlated (Jones, et al. 1992; 
Whelan and Goldman 2001; Le and Gascuel 2008), suggesting that the determinants of amino 
acid exchangeability are common among different nuclear genes and different species. This 
further supported the feasibility to represent evolutionary processes in multiple phylogenetic 
lineages by a single matrix. With increasing amount of available data, mechanistic substitution 
models at the level of codon sequences were developed, incorporating parameters separately 
reflecting mutational biases and the effects of selection. In the commonly used codon 
substitution model implemented in the PAML package (Goldman and Yang 1994; Yang 1998, 
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2007), only codon pairs separated by one nucleotide substitution step have non-zero transition 
probability. Mutational effect of transition-transversion bias is represented by the substitution 
rate ratio !. Effect of selection is reflected by a separate parameter ω, which corresponds to the 
dN/dS value, or average fixation probability of a nonsynonymous mutation. 
Although more realistic than the empirical models, this widely-used codon model 
inevitably makes assumptions to reduce heterogeneity in the codon substitution process it tries to 
model. One assumption here is that different types of amino acid changes share a single selection 
parameter ω, while it is intuitive that different amino acid changes should be accepted with 
different probabilities during evolution. Previous studies have adopted different approaches to 
investigate the fixation probability, or acceptance rate, of changes between individual pairs of 
amino acids, e.g. by fitting functions of physiochemical properties (Grantham 1974; Miyata, et 
al. 1979), by experimental measurement (Yampolsky and Stoltzfus 2005), or by summarizing 
evolutionary sequence data (Tang, et al. 2004). A maximum likelihood model that relaxes the 
assumption was also applied to infer acceptance rates from sequence data (Yang, et al. 1998). 
Although the acceptance rates derived from these different approaches have been shown to 
correlate significantly (and also correlate with exchangeabilities in empirical models) (Yang, et 
al. 1998; Tang, et al. 2004; Stoltzfus and Norris 2016), there is evidence suggesting that for a 
particular set of sequences, the acceptance rates might be unique (Yang, et al. 1998). These 
studies indicated two layers of heterogeneity: acceptance rate heterogeneity among different 
types of amino acid changes, and acceptance rate heterogeneity among different clades of 
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species. There has been no study specifically focusing on the latter lineage-specific 
heterogeneity. If the heterogeneities prevalently exists, the current evolutionary models could be 
over-simplified and insufficient as null models when certain hypotheses are to be tested. An 
example of one of these hypotheses is introduced in the next section. 
 
Causes of transition/transversion bias in coding sequence alignments 
Transition/transversion bias has long been observed in sequence data and is also 
incorporated in codon substitution models. Compared with null distributions where all 
substitutions happen at the same rate, transitions, or nucleotide substitutions within the category 
of purines or pyrimidines, are usually more likely to be observed than transversions, or 
substitutions between a purine and a pyrimidine. In coding sequences, both the mutational 
process and the selection process can theoretically affect this bias. The mutational bias has been 
observed broadly. For example, mutation accumulation experiments found that with the 
existence of minimal selection, transitions accumulate at a higher rate than transversions in many 
species (Haag-Liautard, et al. 2008; Lynch, et al. 2008; Ossowski, et al. 2010; Schrider, et al. 
2013; Zhu, et al. 2014). Natural population variation data and comparative sequence data have 
also been used to demonstrate this layer of transition/transversion bias (Freudenberg-Hua, et al. 
2003; Rosenberg, et al. 2003; Cutter 2006; Jiang and Zhao 2006; Hershberg and Petrov 2010).  
The second possible layer of bias may exist if transitions are less deleterious than 
transversions. Let us assume that synonymous mutations are not subject to purifying selection, 
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which is consistent with the major codon substitution models. First, if transitions tend to be 
synonymous, then they are more likely to be fixed than transversions, since nonsynonymous 
mutations are subject to prevalent purifying selection. This composition difference has been 
found in multiple species (Zhang 2000; Freudenberg-Hua, et al. 2003; Schrider, et al. 2013). 
Second, considering only nonsynonymous mutations, if nonsynonymous transitions are less 
deleterious than nonsynonymous transversions, there will also be fixation probability difference 
between two categories, and result in more transitions being retained in coding sequences. 
However, whether this second layer of bias exist or not is unclear, as different studies draw 
different conclusions (Zhang 2000; Freudenberg-Hua, et al. 2003; Stoltzfus and Norris 2016). To 
answer this question, the previously mentioned Goldman and Yang model with a single 
transition/transversion bias factor ! and a single selection factor ω is apparently insufficient. 
Ideally, a model harboring two separate selection factors for transitions and transversions should 
be used to investigate the nonsynonymous layer of transition/transversion bias. Furthermore, 
neither nonsynonymous transitions nor nonsynonymous transversions are directly under 
selection, because selection acts on amino acid changes resulted from transitions or 
transversions. In this sense, more sophisticated models categorizing selection effects according 
to different amino acid changes (Yang, et al. 1998) should be used when we want to disentangle 




Preview of research work 
Given this background and current advances in our understanding of protein sequence 
evolution, my studies in this dissertation visit the following unresolved topics in six research 
projects: the prevalence, phylogenetic consequence and driving force of genome-wide protein 
sequence convergence; contribution of site epistasis to sequence convergence; and the effect of 
amino acid acceptance rates on patterns of coding sequence evolution. 
In Chapter 2, I ask the question of whether there is prevalent adaptive convergence in 
genome-scale protein sequences. I compared observed level of sequence convergence in fruit 
flies and mammals with corresponding expectations calculated from different amino acid 
substitution models. Specifically, when calculating expected level of convergence, I incorporated 
the site-specific constraint on amino acid composition, so as to fully count the contribution of 
neutral sequence evolution to the observed convergence level. 
In Chapter 3, I revisited the analyses in the previous chapter, being aware of the possible 
confounding effects of gene tree discordance (GTD). Controlling the effect of GTD by multiple 
approaches, I aimed to test whether the diminishing convergence pattern can be fully explained 
by GTD rather than true convergence under epistasis. 
In Chapter 4, I revisited a previous study claiming genome-wide adaptive convergence 
for echolocation in three lineages of mammalian echolocators. With the question of whether the 
observed convergence can actually be explained without invoking adaptation to echolocation, I 
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repeated the analyses in properly chosen control lineages without apparent phenotypic 
convergence. 
In Chapter 5, to answer the long-lasting question of whether molecular sequence data is 
more reliable than morphology in phylogenetic inference, I compared the amount of convergence 
between molecular sequence data and morphological data contained in a phylogenetic tree 
reconstruction dataset in a fair and straightforward manner. The underlying reason of 
convergence level difference between the two data types was then investigated. I also proposed a 
method to identify and remove highly convergent traits when combining morphological and 
molecular data in tree inference is necessary. 
In Chapter 6, I focused on the more mechanistic codon substitution model, and infer the 
amino acid acceptance rates, or fixation probability of amino acid changes, in a broadly sampled 
set of species clades by maximum likelihood. I compared the pattern of relative acceptance rates 
in different clades to answer the question of whether there is among-clade heterogeneity. I 
designed statistical tests to check the significance of possible acceptance rate difference between 
clades, as well as simulations for positive/negative controls. 
In Chapter 7, I investigated the question of whether nonsynonymous transitions are on 
average less deleterious than nonsynonymous transversions by incorporating this bias into a 
maximum likelihood model framework. ML inference of this bias was conducted in multiple 
species clades to show a whole picture across the tree of life. I also utilized a mechanistic codon 
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substitution model incorporating amino acid acceptance rates to explore the underlying 
mechanism of the possible bias by sequence evolution simulations. 
Altogether, questions I ask in this dissertation address important but overlooked 
heterogeneities in protein sequence evolution. By answering these questions, we can establish 
better understanding of how different factors contribute to the phenomenon of sequence 
convergence and the overall protein sequence evolution. The findings could also inform us about 
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Are Convergent and Parallel Amino Acid Substitutions in Protein Evolution 
more Prevalent than Neutral Expectations?1 
 
2.1 ABSTRACT 
Convergent and parallel amino acid substitutions in protein evolution, collectively 
referred to as molecular convergence here, have small probabilities under neutral evolution.  For 
this reason, molecular convergence is commonly viewed as evidence for similar adaptations of 
different species.  The surge in the number of reports of molecular convergence in the last decade 
raises the intriguing question of whether molecular convergence occurs substantially more 
frequently than expected under neutral evolution.  We here address this question using all one-to-
one orthologous proteins encoded by the genomes of 12 fruit fly species and those encoded by 17 
mammals.  We found that the expected amount of molecular convergence varies greatly 
depending on the specific neutral substitution model assumed at each amino acid site and that the 
observed amount of molecular convergence is explainable by neutral models incorporating site-
specific information of acceptable amino acids.  Interestingly, the total number of convergent and 
parallel substitutions between two lineages, relative to the neutral expectation, decreases with the 
genetic distance between the two lineages, regardless of the model used in computing the neutral 
expectation.  We hypothesize that this trend results from differences in the amino acids 
																																																						
1 This chapter is published as: Zou Z, Zhang J. 2015. Are convergent and parallel amino acid substitutions in protein 
evolution more prevalent than neutral expectations? Mol Biol Evol, 32: 2085-2096.  
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acceptable at a given site among different clades of a phylogeny, due to prevalent epistasis, and 
provide simulation as well as empirical evidence for this hypothesis.  Together, our study finds 
no genomic evidence for higher-than-neutral levels of molecular convergence, but suggests the 
presence of abundant epistasis that decreases the likelihood of molecular convergence between 
distantly related lineages. 
 
2.2 INTRODUCTION 
Convergence refers to the evolutionary phenomenon that identical or similar traits emerge 
independently in two or more lineages such as the origins of wings in birds and bats (Stern 
2013).  Phenotypic convergence is widespread and has long been viewed as evidence for 
independent adaptations of different species to a common environmental challenge, because the 
probability of multiple independent origins of the same complex trait by genetic drift alone is 
likely to be extremely low (McGhee 2011).  Convergence can also occur at the protein sequence 
level, and such molecular convergences are often separated into two types: convergent and 
parallel amino acid substitutions (Zhang and Kumar 1997).  Convergent substitutions at an 
amino acid position of a protein refer to changes from different ancestral amino acids to the same 
descendant amino acid along independent evolutionary lineages.  They are distinguished from 
parallel substitutions where the independent changes have occurred from the same ancestral 
amino acid.  For simplicity, we refer to both types as molecular convergence in this paper, unless 
otherwise noted.  Similar to phenotypic convergence, molecular convergence is widely believed 
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to reflect common adaptations of different organisms.  But, because of the limited number of 
amino acids acceptable at any position, molecular convergence may occur by chance without the 
involvement of positive selection (Zhang and Kumar 1997).   
The last decade has seen a surge in the number of reports of molecular convergence, 
virtually all of which were interpreted as results of positive selection (Castoe, et al. 2009; 
Christin, et al. 2010; Christin, et al. 2008; Davies, et al. 2012; Feldman, et al. 2012; Jost, et al. 
2008; Li, et al. 2010; Liu, et al. 2010; Liu, et al. 2012; Liu, et al. 2011; Shen, et al. 2012; Stern 
2013; Zhang 2006; Zhen, et al. 2012), although rigorous demonstrations of the involvement of 
adaptive selection are not easy and thus have been rare (Zhang 2006).  For example, seven 
hearing-related proteins are known to exhibit various degrees of molecular convergence among 
two groups of bats and toothed whales that independently acquired echolocation (Davies, et al. 
2012; Li, et al. 2008; Li, et al. 2010; Liu, et al. 2010; Liu, et al. 2012; Liu, et al. 2011; Shen, et al. 
2012).  But, only in prestin, the motor protein of the outer hair cells of the inner ear of the 
mammalian cochlea, is there evidence that the number of observed parallel amino acid 
substitutions in echolocators significantly exceeds the chance expectation (Li, et al. 2010) and 
that these parallel substitutions are responsible for parallel functional changes of the protein (Liu, 
et al. 2014).  Despite these caveats, the growing number of molecular convergences discovered 
raises the intriguing question of whether adaptive molecular convergence is a common 
phenomenon in protein evolution.   
Rokas and Carroll (2008) addressed the above question by examining eight genome-scale 
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gene sets, each including four species.  They showed that, in each gene set, the observed number 
of parallel amino acid substitutions significantly exceeds the random expectation under a neutral 
model of amino acid substitution.  They suggested that this excess arose from common positive 
selection in two lineages and/or purifying selection constraining the number of amino acids 
acceptable at a site that was not incorporated into their neutral model. A similar conclusion was 
reached by Bazykin, et al. (2007).  Castoe et al. (2009) also reported a larger amount of 
molecular convergence as well as divergence in vertebrate mitochondrial genes than expected 
from a neutral model.  However, none of the studies investigated whether the observed amount 
of molecular convergence can be fully explained without invoking positive selection.  As such, 
the prevalence of adaptive molecular convergence remains unclear.  
In this study, we address the above question using genome-wide datasets of protein 
sequence alignments of fruit flies and mammals, respectively.  We compare the inferred numbers 
of molecular convergences between a pair of lineages with the neutral expectations derived from 
several different substitution models, including those incorporating site-specific amino acid 
compositions.  We found that the neutral expectations vary substantially depending on the model 
used and that some neutral models are capable of explaining the large numbers of molecular 
convergences observed.  Interestingly, the observed number of molecular convergences relative 
to the neutral expectation decreases with the genetic distance between the two evolutionary 
lineages concerned, regardless of the specific neutral model assumed.  We propose and provide 
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evidence that this phenomenon is a result of prevalent epistasis in protein evolution, which 
renders the amino acids acceptable at a position different in different species. 
 
2.3 RESULTS 
Observed and expected numbers of molecular convergences 
Let us use an alignment of seven orthologous protein sequences, whose phylogenetic 
relationships are depicted by the tree in Fig. 2.1, as an example to illustrate our analysis.  
Suppose we are interested in molecular convergence along the two thick branches (Fig. 2.1).  We 
first infer the ancestral amino acids at all interior nodes of the tree for each site of the protein 
(see MATERIALS AND METHODS).  Let Xi be the amino acid at node i for a given site.  By 
definition, convergent substitutions on the thick branches occur at those sites where X1 ≠ X2, X3 
= X4, X3 ≠ X1, and X4 ≠ X2.  Similarly, parallel substitutions on the thick branches occur at those 
sites where X1 = X2, X3 = X4, X3 ≠ X1, and X4 ≠ X2.  This way, the numbers of sites that have 
experienced convergent and parallel substitutions in the thick branches are respectively counted 
and referred to as the “observed” numbers of convergent and parallel substitutions. 
 Under the assumption that amino acid substitutions at a site follow a Markov process, we 
can compute the probability that a site experiences convergent (or parallel) substitutions along 
the thick branches, given the amino acid substitution rate matrix, the substitution rate at the site 
relative to the average rate of the protein considered, amino acid equilibrium frequencies, and all 
branch lengths measured by the expected numbers of substitutions per site for the protein 
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considered (see MATERIALS AND METHODS).  For a protein, the expected number of sites 
with convergent (or parallel) substitutions is the sum of these probabilities across all sites of the 
protein.   
 Using this framework, we compared the observed and expected numbers of convergent 
and parallel substitutions, respectively, in 5935 orthologous protein alignments of 12 Drosophila 
species, totaling 2,028,428 amino acid sites after the removal of gaps and ambiguous sites.  For 
each alignment, we used PAML (Yang 2007) to infer the branch lengths, substitution rate of each 
site relative to the average rate of the entire protein, and ancestral sequences under the known 
topology of the species tree (Fig. 2.2a).  We first focused on the two exterior branches that 
respectively lead to D. yakuba and D. mojavensis.  In computing the expected numbers of 
convergent and parallel substitutions in a protein, we used the JTT-fgene model of amino acid 
substitution.  This model is based on the average substitution patterns of many proteins known as 
the JTT model (Jones et al. 1992), with the equilibrium frequencies of the 20 amino acids 
replaced by the observed amino acid frequencies in the protein concerned.  
 The total number of observed convergent sites in the 5935 fly proteins is 292 for the pair 
of branches considered, whereas the expected number is only 194.2 (Table 2.1); the difference is 
statistically significant (P < 10-10, Poisson test).  The total number of observed parallel sites is 
650, also significantly greater than the expected number of 388.6 (P < 10-122).  The ratio (R) 
between the observed and expected numbers of sites is 1.50 for convergent substitutions and 1.67 
for parallel substitutions (Table 2.1).  Rokas and Carroll (2008) were unable to study convergent 
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substitutions due to their use of four-taxon trees.  For parallel substitutions, our result is similar 
to what Rokas and Carroll reported. 
 Considering that the amino acids acceptable at a site likely differ from those acceptable at 
another site because of differences in structural and functional roles of different sites, we used a 
second model termed JTT-fsite to compute the expected numbers of convergent and parallel sites, 
respectively.  That is, for each site, the equilibrium amino acid frequencies in the JTT model are 
replaced with the observed amino acid frequencies at the site across all sequences in the 
alignment.  We found that the number of observed amino acids at a site averages 1.56 across all 
sites and 2.74 across all variable sites.  Obviously, considering this small number of acceptable 
amino acids at a site should increase the expected number of molecular convergence.  Indeed, the 
expected numbers of convergent (475.2) and parallel (2125.7) sites both increase substantially, 
compared with those under the JTT-fgene model (Table 2.1).  As a result, R reduces to 0.61 for 
convergent sites and 0.31 for parallel sites, respectively (Table 2.1).  Thus, if the amino acid 
frequencies observed at a site across the 12 Drosophila species truly reflect the equilibrium 
frequencies at the site, molecular convergence has occurred not more but less frequently than 
what the neutral model predicts.  One caveat in the above analysis is that, because the number of 
taxa used is smaller than 20 and because the total branch length (0.796 substitutions per site) of 
the Drosophila tree is also much smaller than 20, the observation of a limited number of different 
amino acids at a site may not mean that only the observed amino acids are acceptable but could 
be due to insufficient evolutionary time and taxon sampling for all acceptable amino acids to 
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appear.   
For the above reason, we tried the third model, JTT-CAT (Lartillot and Philippe 2004), in 
estimating the expected numbers of convergent and parallel sites.  Instead of having one set of 
equilibrium amino acid frequencies for all sites of a protein (JTT-fgene) or one set per site (JTT-
fsite), CAT uses a Bayesian mixture model for among-site heterogeneities in amino acid 
frequencies.  It estimates the total number of classes of sites and their respective amino acid 
frequencies, as well as the affiliation of each site to a given class.  We expect that the JTT-CAT 
model will produce results that are between those from JTT-fgene and JTT-fsite.  However, because 
JTT-CAT is highly computationally intensive, we analyzed 1081 relatively long proteins from the 
entire set of 5935 proteins in an attempt to acquire the most information with the least amount of 
time.  The expected numbers of convergent and parallel sites under JTT-CAT (Table 2.1), after 
being extrapolated to all 5935 proteins, are 306.6 and 480.2, respectively.  As predicted, these 
numbers are between the corresponding values under JTT-fgene and JTT-fsite.  Consequently, R 
values under JTT-CAT (0.79 for convergent sites and 1.18 for parallel sites) are between those 
under JTT-fgene and JTT-fsite (Table 2.1).    
To examine if the above patterns are specific to the pair of branches considered, we also 
analyzed molecular convergence for the two exterior branches respectively leading to D. 
melanogaster and D. yakuba.  Similar patterns were found, although both observed and expected 
numbers of molecular convergences are much lower for this branch pair (Table A.1.1), likely due 
to the much shorter D. melanogaster branch compared with the D. mojavensis branch (Fig. 
	 32 
2.2a).  Together, these results show that the observed numbers of convergent and parallel 
substitutions are no longer greater than their respective neutral expectations when among-site 
heterogeneities in equilibrium amino acid frequencies are considered.  
 
Lower rates of molecular convergence in more distantly related lineages  
In addition to the two pairs of exterior branches in the Drosophila tree, we analyzed all 
other pairs of branches in the tree that are unconnected and do not belong to the same 
evolutionary path.  We excluded connected branch pairs because of the difficulty in inferring 
molecular convergence in these branch pairs.  For example, parallel substitutions in the exterior 
branches respectively leading to D. yakuba and D. erecta will almost always be inferred as a 
substitution in the interior branch leading to the common ancestor of these two species (Fig. 
2.2a).  Pairs of branches in the same evolutionary path were excluded, because in such cases the 
node at the beginning of one branch is a descendant of the node at the end of the other branch, 
violating the requirement for independent evolution in the definition of convergence.  Note that 
although the tree in Fig. 2.2a is unrooted, we treated the deepest node as the root when deciding 
the evolutionary direction, which should not affect our analysis under the Markov process of 
amino acid substitution assumed here.  For each pair of branches considered, we calculated the 
aforementioned ratio (R) between the number of molecular convergences (i.e., the total number 
of convergent and parallel sites) observed and that expected under a neutral substitution model.  
Under the same substitution model, we compared R of different branch pairs.  Interestingly, R 
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declines with the increase of the genetic distance between the two branches compared, where the 
genetic distance is measured by the total length of the branches connecting the young ends of the 
two branches concerned (Fig. 2.2b).  Because the same branch is used in multiple branch pairs, 
branch pairs are not independent from one another.  We thus tested the statistical significance of 
Pearson's correlation between R and genetic distance using a Mantel test that controls such non-
independence (Mantel 1967).  We found the correlation significant when the neutral expectations 
were computed under the JTT-fgene model (Pearson's correlation coefficient r = - 0.426, P = 
0.0006) or JTT-fsite model (r = - 0.274, P = 0.017).  When the neutral expectations were 
computed under JTT-CAT (based on the subset of 1081 genes analyzed), the correlation was 
marginally significant (r = - 0.174, P = 0.069).   
To examine the generality of the above observation, we repeated the analysis in a set of 
17 mammals, including 14 placental mammals, two marsupials, and the monotreme platypus 
(Fig. 2.3a).  The dataset consists of 2759 one-to-one orthologous proteins, with a total length of 
1,079,696 amino acid sites after the removal of gaps and ambiguous sites.  We used either the 
JTT-fgene model or JTT-fsite model to compute the expected numbers of molecular convergences, 
but did not use the JTT-CAT model due to its high demand for computing time.  The results 
obtained from the mammalian proteins are highly similar to those from the Drosophila proteins.  
First, R generally exceeds 1 under JTT-fgene but is lower than 1 under JTT-fsite (Fig. 2.3b).  
Second, regardless of the substitution model used in computing the expected numbers of 
molecular convergences, R declines with the increase of the genetic distance between the pair of 
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evolutionary lineages compared (Fig. 2.3b).  Mantel test of the negative correlation between 
genetic distance and R showed statistical significance under each model applied (r = - 0.747, P = 
0.0002 under JTT-fgene; r = - 0.618, P = 0.0004 under JTT-fsite). 
 
Epistasis reduces the probability of molecular convergence between divergent lineages 
What makes the observed number of molecular convergences relative to the neutral 
expectation decrease as the two lineages compared diverge?  One likely scenario is that, at a 
given site, amino acids that are acceptable in one clade of a phylogeny become unacceptable in 
another clade, resulting in a decrease in the probability of convergence.  In other words, if 
equilibrium amino acid frequencies at a site gradually change in evolution, branch pairs with 
higher genetic distances should show lower probabilities of molecular convergence, which is not 
considered in the current computation of the neutral expectation and hence results in lower R 
values.  
 To test the hypothesis that changing site-specific equilibrium amino acid compositions in 
evolution could generate a negative correlation between R and the genetic distance between the 
branches under study, we first conducted a computer simulation using a simple tree of four taxa 
(Fig. 2.4a), in which the two thick branches being investigated for molecular convergence have 
the same length of b2, whereas the two interior branches have the same length of b1.  Thus, the 
genetic distance between nodes 2 and 4 is B = 2(b1+b2).   We simulated the evolution of 500,000 
sites using a modified JTT-fsite model, where the equilibrium amino acid frequencies at each site 
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gradually change in a random-walk fashion from the initial values taken from the original JTT 
model (Jone et al. 1992).  For the two thick branches, we counted the number of molecular 
convergences that occurred and computed the expected number of molecular convergences 
assuming that the equilibrium amino acid frequencies were constant during evolution and 
equaled the average equilibrium frequencies in nodes 2 and 4.  As predicted, the simulation 
showed that the number of observed molecular convergences relative to the expected number 
decreases with the rise in B (r = -0.51, P = 0.019), demonstrating that our hypothesis of changing 
site-specific equilibrium amino acid frequencies in evolution can in principle explain the 
reduction in the probability of molecular convergence between distantly related lineages.  As a 
negative control, we repeated the above simulation with constant equilibrium amino acid 
frequencies in evolution.  As expected, the number of observed molecular convergences relative 
to the expected number is no longer correlated with B (r = -0.13, P = 0.57).    
To examine if acceptable amino acids at a site indeed differ between clades of organisms, 
we analyzed 16 proteins that have orthologous sequences from hundreds to thousands of species 
(Breen, et al. 2012).  They include 13 mitochondrial genome-encoded proteins, one chloroplast 
genome-encoded protein (Rubisco), and two nuclear genome-encoded proteins (elongation factor 
and histone).  For each protein alignment, two mutually exclusive monophyletic clades were 
chosen, and the presence/absence of each of the 20 amino acids at each site in each clade was 
recorded.  Because the number of taxa within each clade is large and the total branch length 
within each clade is >>20 for most of the 16 proteins (Fig. 2.5a), the amino acids allowed at a 
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particular site can be approximated by the observed amino acids.  For each site, we used the 
number of amino acids present in one clade but absent in the other clade (i.e., Hamming 
distance) as a measure of their amino acid compositional distance.  For comparison, we 
computed the compositional distances after 1000 random separations of all sequences from the 
two clades into two groups that are of the same sizes as the original clades.  We calculated the P-
value as the proportion of times in which the randomized compositional distance equals or 
exceeds the observed distance.  Because one test was conducted for each site in a protein, we 
corrected for multiple testing by converting the P-values to corresponding Q-values using the 
Benjamini–Hochberg method (Benjamini and Hochberg 1995).  For all but one protein, the 
observed compositional distance is significantly (i.e., Q-value < 0.05) greater than the random 
expectation for a considerable number of sites (Fig. 2.5a).  The exception is the highly conserved 
histone H3.2, for which none of the 120 sites show significant between-clade differences in 
acceptable amino acids.   
In the above analysis, the two clades defined in the analysis of each protein tend to be old 
(e.g., ray-fined fishes and tetrapods) such that the two clades are relatively distantly related.  
Between such distantly related clades, it may not be surprising that acceptable amino acids are 
significantly different.  To examine if the same phenomenon exists between relatively closely 
related clades, we examined COX2 and CYTB, for which sufficient numbers of sequences are 
available for this analysis.  We found that between the Drosophila and Sophophora subgenera, 4 
of 229 sites in COX2 show significant amino acid compositional differences (Fig. 2.5b).  
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Similarly, between the sister families of Muridae and Cricetidae, 50 of 381 sites in CYTB show 
significant compositional differences (Fig. 2.5b). 
These results demonstrate that acceptable amino acids at a site change significantly 
between sister families of mammals or even within an insect genus during evolution.  It is likely 
that epistasis, or interactions between amino acid residues within or between proteins, is the 
cause of this change.  In the presence of epistasis, the amino acids acceptable at a site depend on 
the amino acids at its interacting sites.  Consequently, when the amino acids at the interacting 
sites change in evolution, the amino acids acceptable at the focal site also change, resulting in an 
alteration of site-specific equilibrium amino acid frequencies.  In essence, the microenvironment 
of the focal site changes in evolution, rendering the same amino acid different in functional 
effect, which reduces the probability of molecular convergence.   
An alternative explanation of a decreasing R with an increasing genetic distance is a 
genome-wide change in amino acid content during evolution.  To evaluate this possibility, for a 
pair of branches in the Drosophila or mammalian dataset, we computed the amino acid 
frequency vector for each younger end of the two branches for sites that differ between the two 
younger ends, and then calculated the Euclidian distance between the two vectors.  We conducted 
a partial Mantel test of the correlation between R and genetic distance among branch pairs, after 
the control of the above Euclidian distance.  We found that the negative correlation between R 
and genetic distance remains largely unchanged even after the control (Drosophila: r = -0.471, P 
= 5×10-5 under JTT-fgene; r = -0.297, P = 0.013 under JTT-fsite; r = -0.187, P = 0.062 under JTT-
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CAT.  Mammals: r = -0.752, P = 5×10-5 under JTT-fgene; r = -0.622, P = 1.5×10-4 under JTT-fsite).  




To examine the prevalence of adaptive molecular convergence in protein sequence 
evolution, we calculated the ratio (R) between the number of observed molecular convergences 
in a pair of branches and the expected number under various neutral substitution models.  We 
found that R generally exceeds 1 when all sites in a protein are assumed to have the same 
equilibrium amino acid frequencies (Figs. 2.2 and 2.3).  But when the among-site heterogeneity 
in equilibrium amino acid frequencies is considered by either the CAT model or the observed 
amino acid frequencies at each site, R is generally close to or smaller than 1 (Figs. 2.2 and 2.3).  
As shown previously, models considering the among-site heterogeneity in equilibrium amino 
acid frequencies almost always fit actual protein sequence data better than comparable models 
assuming among-site homogeneity (Lartillot and Philippe 2004; Lartillot and Philippe 2006).  
Because the amount of molecular convergence observed in both fruit flies and mammals can be 
largely explained by chance under a reasonable neutral substitution model, we conclude that 
there is no evidence for prevalent adaptive molecular convergence at the genomic scale.  In this 
context, it is worth mentioning a recent study that claimed the detection of genomic signatures of 
adaptive molecular convergence in echolocating mammals (Parker, et al. 2013).  Two 
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subsequently analyses, however, found no evidence supporting this claim (Thomas and Hahn 
2015; Zou and Zhang 2015).   
The lack of genome-wide excess of molecular convergence relative to the neutral 
expectation is not incompatible with adaptive molecular convergence in a small number of 
proteins.  But, what is notable is the relatively large number of molecular convergences at the 
proteome level that are expected under realistic neutral models.  For instance, between the 
exterior branches respectively leading to D. yakuba and D. mojavensis (Fig. 2.2a), 2601 
molecular convergences are expected among ~2.03 million sites under the JTT-fsite model (Table 
2.1).  This frequency means that 1.28 molecular convergences are expected for an average 
protein of 1000 amino acids.  The chance probability of observing three or more molecular 
convergences in this protein would be 0.138.  It is thus almost guaranteed to find a protein with 
this amount of molecular convergence from a sizeable set of proteins surveyed.  In other words, 
observations of molecular convergence, especially through a search in multiple proteins, should 
not be automatically interpreted as evidence for adaptation.  Zhang and Kumar previously 
proposed a statistical test for adaptive molecular convergence in a protein (Zhang and Kumar 
1997), but the substitution model they used was JTT-fgene.  We suggest that JTT-fsite or JTT-CAT 
be used in Zhang and Kumar's test to guard against false positives caused by the use of neutral 
models with inadequate among-site heterogeneity in equilibrium amino acid frequencies.  When 
multiple proteins are searched, a correction for multiple testing should also be applied.  Castoe et 
al. (2009) previously showed that the number of sites experiencing convergence substitutions 
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relative to the number of sites experiencing divergent substitutions (C/D) is approximately 
constant across different branch pairs in a tree.  They suggested that adaptive convergence can be 
detected for a branch pair if its C/D substantially exceeds those of other branch pairs.  
Unfortunately, this signal simply indicates a variation in C/D among branch pairs; it does not 
prove or disprove adaptive convergence.  For instance, a uniform C/D among branch pairs could 
mean widespread adaptive molecular convergence throughout the tree.  Conversely, variation in 
C/D among branch pairs could arise from non-adaptive processes (Goldstein, et al. 2015).     
We found in both Drosophila proteins and mammalian proteins that R decreases with the 
increase of the genetic distance between the two lineages where molecular convergence is 
examined.  Notably, a related phenomenon was reported by Rogozin and colleagues in the 
analysis of highly conserved (but not invariable) amino acid sites that they used for 
reconstructing the metazoan phylogeny (Rogozin et al. 2008).  These authors noted that when 
parallel substitutions were observed at such sites, the substitutions were more likely to occur in 
interior branches of the tree rather than exterior branches.  Because exterior branches tend to be 
relatively distant from one another compared with interior branches, their observation is broadly 
consistent with ours, although these authors did not explicitly consider the expected number of 
parallel sites.  While our paper was under review, Goldstein et al. (2015) published a similar 
finding in mitochondrial genes.  They showed that C/D decreases when the genetic distance 
between the branch pair under investigation increases.  However, because this trend of C/D is 
expected even under simple neutral models without epistasis (Goldstein et al. 2015), the 
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biological meaning of their finding is less clear than that of our R-based result. 
We hypothesize that the negative correlation between R and the genetic distance of the 
two lineages considered is caused by changes in acceptable amino acids at individual sites of a 
protein during evolution.  Indeed, the negative correlation could be recapitulated by a simulation 
of protein sequence evolution with gradual, random changes in site-specific equilibrium amino 
acid frequencies.  Furthermore, the sequences of 16 proteins with hundreds to thousands of 
orthologs revealed widespread among-clade differences in amino acid compositions at individual 
sites.  Our hypothesis is also consistent with previous case studies where the same amino acid 
substitutions show similar functional effects in relatively closely related homologs, but show 
different and even opposite functional effects in relatively distantly related homologs (Zhang 
2003).   
If the equilibrium amino acid frequencies at a site change in evolution, the equilibrium 
frequencies for a Drosophila species or lineage would differ from the average equilibrium 
frequencies calculated from all sequences in the Drosophila tree.  Consequently, the number of 
acceptable amino acids at the site for the species is likely smaller than predicted from the average 
equilibrium frequencies.  This bias causes an underestimation of the expected number of 
molecular convergences and hence an overestimation of R.  Hence, positive selection need not be 
invoked even when R exceeds 1 under JTT-CAT or JTT-fsite, as observed in some closely related 
lineages (Figs. 2.2b and 2.3b).  Note that this bias does not affect the comparison of R among 
different branch pairs in Figs. 2.2b and 2.3b, because the bias applies to all branch pairs 
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similarly.      
Given the exclusion of impacts from a potential genome-wide change in amino acid 
content (Figs. 2.2b and 2.3b), we believe that epistasis is the best explanation of why the 
equilibrium amino acid frequencies at a site change during evolution.  Because of epistasis, what 
amino acids are acceptable at a site depends on what amino acids are present at its interacting 
sites.  Thus, amino acid replacements in evolution at these interacting sites alter the equilibrium 
amino acid frequencies at the focal site.  Our results are consistent with the covarion model of 
protein evolution (Fitch and Markowitz 1970) and many studies that reveal or suggest the 
prevalence of epistasis in protein evolution (Breen, et al. 2012; Harms and Thornton 2013; 
Parera and Martinez 2014; Xu and Zhang 2014; Zhang and Rosenberg 2002).  Notably, Breen et 
al. (2012) reported that the observed ratio between the nonsynonymous (dN) and synonymous 
(dS) substitution rates for a gene is substantially lower than predicted based on the mean number 
of observed amino acids per site in a large phylogeny across all sites of the protein.  They 
explained this phenomenon by a difference in the amino acids acceptable in different parts of the 
phylogeny as a result of epistasis.  McCandlish et al. (2013) pointed out that not all amino acids 
at a site are equally fit and a nearly neutral model can explain Breen et al.'s observation without 
invoking epistasis, because, if most amino acids are acceptable but suboptimal, dN/dS would be 
lower than predicted from the number of acceptable amino acids.  However, the nearly neutral 
hypothesis cannot explain the negative correlation between R and the genetic distance between 
two lineages.  In other words, our observation provides additional evidence for the prevalence of 
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epistasis in protein evolution.  It is worth noting that changes in the equilibrium amino acid 
frequencies at a site could also be caused by differential adaptations of different species to their 
respective environments.  However, because the genetic distance between two species is not 
expected to correlate with their environmental difference at the phylogenetic scale examined in 
the present study, the adaption hypothesis cannot explain why R declines with the genetic 
distance.  
 That the equilibrium amino acid frequencies at a site change in evolution makes it 
difficult to quantify these frequencies, rendering the expected amount of molecular convergence 
hard to estimate.  Ideally, the equilibrium frequencies at a site should be estimated from an 
alignment of many sequences such that all acceptable amino acids are observed multiple times.  
But the changing equilibrium frequencies also require that only closely related sequences be used 
in the estimation.  In the study of molecular convergence between two closely related lineages, 
the use of a few closely related sequences in the estimation of equilibrium amino acid 
frequencies may upward bias the neutral expectation of the number of molecular convergences 
under neutrality, which will lead to a more conservative test of adaptive convergence.  To guard 
against false positives, we advocate this strategy as opposed to the use of many distantly related 
sequences in estimating equilibrium amino acid frequencies, until the advent of a better test.  The 
study of molecular convergence between two distantly related lineages is more complex due to 
potential changes in equilibrium frequencies.  Using average equilibrium frequencies from 
multiple distantly related sequences will already lead to an overestimation of the neutral 
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expectation of the number of molecular convergences.  Until further research for a better 
strategy, we suggest that this strategy be used so that the test of adaptive convergence will also 
be conservative.  Although molecular convergence is the exclusive subject of this study, the 
finding of among-site and among-clade heterogeneities in protein sequence evolution has 
implications for other evolutionary analyses of protein sequences (Blanquart and Lartillot 2008; 
Jayaswal, et al. 2014).  Further investigations of this subject are thus highly recommended. 
 
2.5 MATERIALS AND METHODS 
Protein sequence data 
The protein sequence alignments of 12 species in the genus Drosophila were downloaded 
from the FlyBase FTP (St Pierre, et al. 2014), whereas those of 17 species in the class Mammalia 
were downloaded from OrthoMaM (Douzery, et al. 2014).  Protein isoforms corresponding to the 
same gene and translated from alternatively spliced transcripts were identified and only one was 
randomly chosen and retained in the Drosophila dataset.  No such problem existed for the 
mammalian data.  In each alignment, any site with gap or ambiguous amino acid in any taxon 
was removed.  Alignments with only one remaining site after the removals were excluded from 
further analysis.  Amino acid frequencies at each site and the average amino acid frequencies 




Each protein alignment was analyzed using the codeml program in PAML v4.7 (Yang 
2007).  The Empirical+F model coupled with the JTT matrix implemented in the software was 
used.  A discrete gamma model with eight rate categories was used to account for among-site rate 
variation.  For the Drosophila data, we used the tree topology (Fig. 2.2a) provided in a previous 
study (Drosophila 12 Genomes Consortium, et al. 2007).  For the mammalian data, the 17 taxa 
were chosen such that ambiguous nodes in Romiguier, et al. (2013) could be avoided; the 
unambiguous phylogeny resulted (Fig. 2.3a) was then used.  Potential discordances between 
gene trees and species trees were ignored due to low probabilities (P < 3×10-5 based on 
parameters pertaining to the species used) (Nei and Kumar 2000).  From the PAML output, all 
branch lengths of the tree, relative substitution rate of each site, and inferred ancestral sequences 
were obtained.  In addition, we concatenated all alignments and analyzed it by codeml with the 
same setting.  The output branch lengths were used in the trees of Figs. 2.2a and 2.3a and were 
used to calculate the genetic distances presented in Figs. 2.2b and 2.3b.  The genetic distance 
between a pair of branches is the sum of the lengths of all branches connecting the two younger 
ends of the two branches. 
 All 1100 alignments with over 500 residues were chosen from the Drosophila dataset and 
were subject to analysis by PhyloBayes 3.3f (Lartillot, et al. 2009).  The JTT-CAT model with 
the discrete gamma distribution of among-site rate variation (with eight rate categories) was 
used.  The tree topology was fixed as in the PAML analysis.  The MCMC process was set to run 
for 6000 steps.  After 1000 burn-in steps, the remaining steps were sampled once every five steps 
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to estimate parameters, following a recent analysis (Parker et al. 2013) of datasets comparable in 
size to ours.  Results were obtained for 1081 alignments, because PhyloBayes was not able to 
analyze the other 19 alignments.  Branch lengths, site-specific substitution rates, class-specific 
amino acid frequencies, and the class affiliations of all sites were obtained and used in 
downstream analysis.   
 
Expected number of molecular convergences 
Let us use Fig. 2.1 as an example to explain how we computed the expected number of 
molecular convergences.  For a site, let the probabilities for the 20 amino acids to occupy node i 
be '()*), a vector of length 20.  We use ,(-) to denote a vector with the jth element equal to 1 
and all other 19 elements equal to 0.  The inferred most likely amino acid for the common 
ancestor (X0) at the site concerned was extracted from the PAML output.  If the most likely 
amino acid is k, ' ). = ,(0).  The equilibrium amino acid frequency vector p for a site was 
estimated from the observed amino acid frequencies among all taxa at the site for JTT-fsite and 
across all sites of the protein for JTT-fgene, respectively.  The substitution matrix was then derived 
from the JTT matrix M0 provided in PAML.  Given the original equilibrium frequency vector p0 
determined by the JTT matrix, the new substitution matrix was derived as 1 = 1*- = (1.*- ∙
$-/$.-).  We then calculated the amino acids at node 1 and node 2 by ' )4 = ' ). ∙ 1567 and 
' )8 = ' ). ∙ 1
569, respectively, where b1 and b2 are branch lengths measured by the 
expected numbers of substitutions per site for the protein concerned for the relevant sets of 
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branches, respectively (Fig. 2.1), and r is the substitution rate of the site considered, relative to 
the average for the protein.  Conditional on the amino acid appearing at node 1, ' ):|)4 = < =
,(-) ∙ 156=.  Similarly, ' )>|)8 = < = ,(-) ∙ 156?.  Thus, the joint probability of having amino 
acids A, B, C, and D at nodes 1 to 4 can be calculated as ' @, A, B, C = '()4 = @) ∙ '(): =
B|)4 = @) ∙ '()8 = A) ∙ '()> = C|)8 = A).  For a given site, the probability of occurrence of 
convergent substitutions in the thick branches equals 'DEFGH5IHFJ =
'(@, A, B, C)KLM,NLO,MPO,KLN , whereas the probability of occurrence of parallel substitutions 
equals 'QR5RSSHS = '(@, A, B, C)KLM,NLO,MPO,KPN .  The total probability of molecular 
convergence at the site is P = Pconvergent + Pparallel.  The expected number of molecular 
convergence for all proteins is the sum of P over all sites of all alignments.  
 
Mantel tests 
Mantel tests and partial Mantel tests were conducted using the R package “ncf”.  In the 
matrix containing pairwise R values, entries were set as “NA” if R values do not exist.  The 
partial Mantel test used method 1 of permutation, which permutes the entire matrix of R values 
(Legendre 2000). 
 
Simulation of sequence evolution when the equilibrium amino acid frequencies change 
Simulation of sequence evolution followed the tree in Fig. 2.4a.  For a site, '().) was 
set to be the equilibrium amino acid frequencies specified in the JTT model (p0), and the initial 
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state was chosen randomly according to p0.  The equilibrium frequencies change as in a random 
walk.  At each step of frequency changes, two entries in the frequency vector were randomly 
chosen, with one subtracted by 0.01 and the other added by 0.01.  When a frequency is 0 (or 1), it 
can only increase (or decrease).  The frequency vector changes for five steps before each step of 
sequence evolution.  The changed frequency vector is then used to derive a new JTT-f 
substitution matrix as described above.  The site with the initial probability vector ,(-) then 
evolves by a Markov process for one step to ,(-) ∙ 1, corresponding to 0.01 substitutions per site, 
or 1 PAM.  The new state k is chosen multinomially according to the evolved probability vector, 
and the simulation continues.  The rate of change in amino acid frequencies assumed in the 
simulation approximates the observed values in the fly data.  The branch lengths (b1 and b2), in 
the unit of 1 PAM, were set as shown in Fig. 2.4a.  We kept b2 constant as 10 PAM and varied b1 
between 10 and 30 PAM.  The observed number of molecular convergences was counted in 
500,000 simulations for each b1 value.  For each parameter set, the expected number of 
molecular convergences was calculated as mentioned above, with the average of the equilibrium 
amino acid frequency vectors at nodes 2 and 4 used as equilibrium frequencies. 
 
Amino acid compositions in 16 proteins with huge numbers of sequences 
We obtained the 16 protein alignments from a previous study (Breen et al. 2012).  For 
each protein, two taxonomic units representing two mutually exclusive monophyletic clades (e.g. 
ray-finned fishes vs. tetrapods; arthropods vs. chordates) were chosen.  For each site in the 
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protein alignment, the presences/absences (1 for presence and 0 for absence) of the 20 amino 
acids were recorded as a vector of length 20 for each of the two clades.  Sites with gaps in all 
species of a clade were excluded.  The compositional distance between the two clades was 
measured by the Hamming distance between the two presence vectors of the site.  To test if the 
observed compositional distance is significantly larger than the random expectation, for each 
protein, we mixed the sequences from the two clades, randomly divided them into two groups 
with the actual sizes of the two original clades, and calculated the Hamming distance.  This 
process was repeated 1000 times to obtain the null distribution of the Hamming distance for each 
site.  A site-wise P-value was computed by the proportion of times in which the randomized 
distance from the null distribution equals or exceeds the observed distance for the site.  Q-value 
was then derived for each site within a protein using the Benjamini–Hochberg method 
(Benjamini and Hochberg 1995).  Note that we compared the observed amino acids between two 
clades rather than the frequencies of observed amino acids, because of the possibility that the 
latter differ from the equilibrium frequencies.  Comparing only the observed amino acids made 
our results more conservative. 
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Table 2.1. Observed numbers of convergent and parallel sites and the corresponding numbers expected under various neutral 
models of amino acid substitution. Results presented are for the two exterior branches leading to D. yakuba and D. mojavensis, 
respectively, in Fig. 2.2a. 
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sites     
             
 
Convergent 
sites            
             
  2,028,428  292  JTT-fgene 194.2  1.50  3.8E-11  
  2,028,428  292  JTT-fsite 475.2  0.61  9.4E-20  
  780,615  93  JTT-CAT 118.0  0.79  1.0E-3  
             
 Parallel sites            
             
  2,028,428  650  JTT-fgene 388.6  1.67  3.2E-34  
  2,028,428  650  JTT-fsite 2125.7  0.31  8.8E-309  
  780,615  218  JTT-CAT 184.8  1.18  9.4E-3  
                         
aRatio between the observed number and expected number. 
bA statistical test is conducted under the assumption that the number of convergent (or parallel) sites follows a Poisson distribution 
with the mean equal to the expected number. When the observed number is smaller than the expected, the lower tail probability is 






Figure 2.1 A tree illustrating the counting of the numbers of observed and expected 
molecular convergences between two thick branches. For a given position, the amino acids at 
nodes 0 to 4 are indicated by X1 to X4, respectively.  The relevant branch lengths are indicated by 
the b values. 
 
  
number of parallel amino acid substitutions significantly ex-
ceeds the random expectation under a neutral model of
amino acid substitution. They suggested that this excess
arose from common positive selection in two lineages and/
or purifying selection constraining the number of amino acids
acceptable at a site that was not incorporated into their neu-
tral model. A similar conclusion was reached by Bazykin et al.
(2007). Castoe et al. (2009) also reported a larger amount of
molecular convergence as well as divergence in vertebrate
mitochondrial genes than expected from a neutral model.
However, none of the studies investigated whether the
observed amount of molecular convergence can be fully
explained without invoking positive selection. As such, the
prevalence of adaptive molecular convergence remains
unclear.
In this study, we address the above question using
genome-wide data sets of protein sequence alignments of
fruit flies and mammals, respectively. We compare the in-
ferred numbers of molecular convergences between a pair
of lineages with the neutral expectations derived from several
different substitution models, including those incorporating
site-specific amino acid compositions. We found that the
neutral expectations vary substantially depending on the
model used and that some neutral models are capable of
explaining the large numbers of molecular convergences
observed. Interestingly, the observed number of molecular
convergences relative to the neutral expectation decreases
with the genetic distance between the two evolutionary
lineages concerned, regardless of the specific neutral model
assumed. We propose and provide evidence that this phe-
nomenon is a result of prevalent epistasis in protein evolution,
which renders the amino acids acceptable at a position
different in different species.
Results
Observed and Expected Numbers of Molecular
Convergences
Let us use an alignment of seven orthologous protein se-
quences, whose phylogenetic relationships are depicted by
the tree in figure 1, as an example to illustrate our analysis.
Suppose we are interested in molecular convergence along
the two thick branches (fig. 1). We first infer the ancestral
amino acids at all interior nodes of the tree for each site of the
protein (see Materials and Methods). Let Xi be the amino acid
at node i for a given site. By definition, convergent substitu-
tions on the thick branches occur at those sites where
X1 6¼X2, X3 = X4, X3 6¼X1, and X4 6¼X2. Similarly, parallel sub-
stitutions on the thick branches occur at those sites where
X1 = X2, X3 = X4, X3 6¼X1, and X4 6¼X2. This way, the numbers
of sites that have experienced convergent and parallel substi-
tutions in the thick branches are respectively counted and
referred to as the “observed” numbers of convergent and
parallel substitutions.
Under the assumption that amino acid substitutions at a
site follow a Markov process, we can compute the probability
that a site experiences convergent (or parallel) substitutions
along the thick branches, given the amino acid substitution
rate matrix, the substitution rate at the site relative to the
average rate of the protein considered, amino acid equilib-
rium frequencies, and all branch lengths measured by the
expected numbers of substitutions per site for the protein
considered (see Materials and Methods). For a protein, the
expected number of sites with convergent (or parallel) sub-
stitutions is the sum of these probabilities across all sites of
the protein.
Using this framework, we compared the observed and
expected numbers of convergent and parallel substitutions,
respectively, in 5,935 orthologous protein alignments of 12
Drosophila species, totaling 2,028,428 amino acid sites after
the removal of gaps and ambiguous sites. For each alignment,
we used PAML (Yang 2007) to infer the branch lengths, sub-
stitution rate of each site relative to the average rate of the
entire protein, and ancestral sequences under the known to-
pology of the species tree (fig. 2A). We first focused on the
two exterior branches that respectively lead to Drosophila
yakuba and D. mojavensis. In computing the expected num-
bers of convergent and parallel substitutions in a protein, we
used the Jones, Taylor, and Thorton (JTT)-fgene model of
amino acid substitution. This model is based on the average
substitution patterns of many proteins known as the JTT
model (Jones et al. 1992), with the equilibrium frequencies
of the 20 amino acids replaced by the observed amino acid
frequencies in the protein concerned.
The total number of observed convergent sites in the 5,935
fly proteins is 292 for the pair of branches considered, whereas
the expected number is only 194.2 (table 1); the difference is
statistically significant (P< 10"10, Poisson test). The total
number of observed parallel sites is 650, also significantly
FIG. 1. A tree illustrating the counting of the numbers of observed and
expected molecular convergences between two thick branches. For a
given position, the amino acids at nodes 0–4 are indicated by X0–X4,
respectively. The relevant branch lengths are indicated by the b values.
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Figure. 2.2 The observed numbers of molecular convergences, relative to the expected 
numbers, in Drosophila proteins. (a) Phylogeny of the 12 Drosophila species.  The topology 
follows Drosophila 12 Genomes Consortium et al. (2007), and the branch lengths are inferred 
using the concatenated sequences of all 5935 proteins, under the JTT-f model, where f refers to 
the overall amino acid frequencies from all 5935 proteins. (b) Negative correlation between the 
observed number of molecular convergences relative to the expected number (R) and the genetic 
distance between the two branches concerned.  Each dot represents one branch pair, and different 
colors show the results under different substitution models.  The R values under JTT-fgene and 
JTT-fsite are based on all 5935 proteins, whereas those under JTT-CAT are based on a subset of 
1081 proteins.  Genetic distance is the number of amino acid substitutions per site between the 
two younger ends of the two branches considered.  Lines show linear regressions. The r values 
are Pearson's correlation coefficients.  Both r and P-values are from Mantel tests, and r’ and P’ 
are from partial Mantel tests controlling the between-node amino acid content difference.  
  
greater than the expected number of 388.6 (P< 10!122). The
ratio (R) between the observed and expected numbers of sites
is 1.50 for convergent substitutions and 1.67 for parallel sub-
stitutions (table 1). Rokas and Carroll (2008) were unable to
study convergent substitutions due to their use of four-taxon
trees. For parallel substitutions, our result is similar to what
Rokas and Carroll reported.
Considering that the amino acids acceptable at a site likely
differ from those acceptable at another site because of differ-
ences in structural and functional roles of different sites, we
used a second model termed JTT-fsite to compute the ex-
pected numbers of convergent and parallel sites, respectively.
That is, for each site, the equilibrium amino acid frequencies
in the JTT model are replaced with the observed amino acid
A B
FIG. 2. The observed numbers of molecular convergences, relative to the expected umbers, in Drosophila proteins. (A) P ylogeny of the 12 Drosophila
species. The topology follows Drosophila 12 Genomes Consortium et al. (2007), and the branch lengths are inferred using the concatenated sequences of
all 5,935 proteins, under the JTT-f model, where f refers to the overall amino acid frequencies from all 5,935 proteins. (B) Negative correlation between
the observed number of molecular convergences relative to the expected number (R) and the genetic distance between t e two bra ches concerned.
Each dot represents one branch pair, and different colors show the results under different substitution models. The R values under JTT-fgene and JTT-fsite
are based on all 5,935 proteins, whereas those under JTT-CAT are based on a subset of 1,081 proteins. Genetic distance is the number of amino acid
substitutions per site between the two younger ends of the two branches considered. Lines show lin ar regressions. Th r values are Pearson’s correlation
coefficients. Both r and P values are from Mantel tests, and r0 and P0 are from partial Mantel tests controlling the between-node amino acid content
difference.
Table 1. Observed Numbers of Convergent and Parallel Sites and the Corresponding Numbers Expected under Various Neutral Models of Amino
Acid Substitution.
Type of Sites Number of Sites Examined Observed Number of Sites Expected Number of Sites Ra P Valueb
Substitution Model Number of Sites
Convergent sites
2,028,428 292 JTT-fgene 194.2 1.50 3.8E-11
2,028,428 292 JTT-fsite 475.2 0.61 9.4E-20
780,615 93 JTT-CAT 118.0 0.79 1.0E-3
Parallel sites
2,028,428 650 JTT-fgene 388.6 1.67 3.2E-34
2,028,428 650 JTT-fsite 2125.7 0.31 8.8E-309
780,615 218 JTT-CAT 184.8 1.18 9.4E-3
NOTE.—Results presented are for the two exterior branches leading to Drosophila yakuba and D. mojavensis, respectively, in figure 2A.
aRatio between the observed number and expected number.
bA statistical test is conducted under the assumption that the number of convergent (or parallel) sites follows a Poisson distribution with the mean equal to the expected
number. When the observed number is smaller than the expected, the lower tail probability is given; when the observed number is larger than the expected, the upper tail
probability is given.
2087
















Figure. 2.3 The observed numbers of molecular convergences, relative to the expected 
numbers, in mammalian proteins. (a) Phylogeny of the 17 mammalian species.  The topology 
follows Romiguier, et al. (2013), and the branch lengths are inferred using the concatenated 
sequences of all 2759 proteins, under the JTT-f model, where f refers to the overall amino acid 
frequencies from all 2759 proteins. (b) Negative correlation between the observed number of 
molecular convergences relative to the expected number (R) and the genetic distance between the 
two branches concerned.  Each dot represents one branch pair, and different colors show the 
results under different substitution models.  Genetic distance is the number of amino acid 
substitutions per site between the two younger ends of the two branches considered.  Lines show 
linear regressions.  The r values are Pearson's correlation coefficients.  Both r and P-values are 
from Mantel tests, and r’ and P’ are from partial Mantel tests controlling the between-node 
amino acid content difference. 
  
distance between the pair of evolutionary lineages compared
(fig. 3B). Mantel test of the negative correlation between
genetic distance and R showed statistical significance under
each mod l applied (r =!0.747, P = 0.0002 under JTT-fgene;
r =!0.618, P = 0.0004 under JTT-fsite).
Epistasis Reduces the Probability of Molecular
Convergence between Divergent Lineages
What makes the observed number of molecular conver-
gences relative to the neutral expectation decrease as the
two lineages compared diverge? One likely scenario is that,
at a given site, amino acids that are acceptable in one clade of
a phylogeny become unacceptable in another clade, resulting
in a decrease in the probability of convergence. In other
words, if equilibrium amino acid frequencies at a site gradually
change in evolution, branch pairs with higher genetic dis-
tances should show lower probabilities of molecular conver-
gence, which is not considered in the current computation of
the neutral expectation and hence results in lower R values.
To test the hypothesis that changing site-specific equilib-
rium amino acid compositions in evolution could generate a
negative correlation between R and the genetic distance be-
tween the branches under study, we first conducted a com-
puter simulation using a simple tree of four taxa (fig. 4A), in
which the two thick branches being investigated for molec-
ular convergence have the same length of b2, whereas the two
interior branches have the same length of b1. Thus, the
genetic distance between nodes 2 and 4 is B = 2(b1 + b2).
We simulated the evolution of 500,000 sites using a modified
JTT-fsite model, where the equilibrium amino acid frequencies
at each site gradually change in a random-walk fashion from
the initial values taken from the original JTT model (Jones
et al. 1992). For the two thick branches, we counted the
number of molecular convergences that occurred and com-
puted the expected number of molecular convergences as-
suming that the equilibrium amino acid frequencies were
constant during evolution and equaled the average equilib-
rium frequencies in nodes 2 and 4. As predicted, the simula-
tion showed that the number of observed molecular
convergences relative to the expected number decreases
with the rise in B (r =!0.51, P = 0.019), demonstrating that
our hypothesis of changing site-specific equilibrium amino
acid frequencies in evolution can in principle explain the re-
duction in the probability of molecular convergence between
distantly related lineages. As a negative control, we repeated
the above simulation with constant equilibrium amino acid
frequencies in evolution. As expected, the number of ob-
served molecular convergences relative to the expected
number is no longer correlated with B (r =!0.13, P = 0.57).
To examine if acceptable amino acids at a site indeed differ
between clades of organisms, we analyzed 16 proteins that
have orthologous sequences from hundreds to thousands of
species (Breen et al. 2012). They include 13 mitochondrial
A B
FIG. 3. The observed numbers of molecular convergences, relative to the expected numbers, in mammalian proteins. (A) Phylogeny of the 17
mammalian species. The topology follows Romiguier et al. (2013), and the branch lengths are inferred using the concatenated sequences of all
2,759 proteins, under the JTT-f model, where f ref rs to the overall amino acid frequencies from all 2,759 protei s. (B) Negative correlation between the
observed number of molecular convergences relative to the expected number (R) and the genetic distance between the two branches concerned. Each
dot represents one branch pair, and different colors show the results under different substitution models. Genetic distance is the number of amino acid
substit tions per site between the two younger ends of the wo branches considered. Lines show linear regressions. The r values are Pearson’s correlation
coefficients. Both r and P values are from Mantel tests, and r0 and P0 are from partial Mantel tests controlling the between-node amino acid content
difference.
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Figure. 2.4 Simulation of protein sequence evolution with changing equilibrium amino acid 
frequencies at each site. (a) The tree used in the simulation.  Molecular convergence is 
examined for the two thick branches.  Amino acids at nodes 0 to 4 are indicated by X0 to X4, 
respectively.  The branch lengths are indicated by the b values. (b) The number of observed 
molecular convergences relative to the expected (R) decreases with the genetic distance between 
nodes 2 and 4. Each dot represents a simulation of 500,000 sites.  For different dots, b1 varies but 
b2 is the same. 
genome-encoded proteins, 1 chloroplast genome-encoded
protein (Rubisco), and 2 nuclear genome-encoded proteins
(elongation factor and histone). For each protein alignment,
two mutually exclusive monophyletic clades were chosen,
and the presence/absence of each of the 20 amino acids at
each site in each clade was recorded. Because the number of
taxa within each clade is large and the total branch length
within each clade is!20 for most of the 16 proteins (fig. 5A),
the amino acids allowed at a particular site can be approxi-
mated by the observed amino acids. For each site, we used the
number of amino acids present in one clade but absent in the
other clade (i.e., Hamming distance) as a measure of their
amino acid compositional distance. For comparison, we com-
puted the compositional distances after 1,000 random sepa-
rations of all sequences from the two clades into two groups
that are of the same sizes as the original clades. We calculated
the P value as the proportion of times in which the random-
ized compositional distance equals or exceeds the observed
distance. Because one test was conducted for each site in a
protein, we corrected for multiple testing by converting the
P values to corresponding Q values using the Benjamini–
Hochberg method (Benjamini and Hochberg 1995). For all
but one protein, the observed compositional distance is sig-
nificantly (i.e., Q value <0.05) greater than the random
expectation for a considerable number of sites (fig. 5A). The
exception is the highly conserved histone H3.2, for which
none of the 120 sites show significant between-clade differ-
ences in acceptable amino acids.
In the above analysis, the two clades defined in the analysis
of each protein tend to be old (e.g., ray-fined fishes and tet-
rapods) such that the two clades are relatively distantly
related. Between such distantly related clades, it may not be
surprising that acceptable amino acids are significantly differ-
ent. To examine if the same phenomenon exists between
relatively closely related clades, we examined COX2 and
CYTB, for which sufficient numbers of sequences are available
for this analysis. We found that between the Drosophila
and Sophophora subgenera, 4 of 229 sites in COX2 show
significant amino acid compositional differences (fig. 5B).
Similarly, between the sister families of Muridae and
Cricetidae, 50 of 381 sites in CYTB show significant compo-
sitional differences (fig. 5B).
These results demonstrate that acceptable amino acids at
a site change significantly between sister families of mammals
or even within an insect genus during evolution. It is likely
that epistasis, or interactions between amino acid residues
within or between proteins, is the cause of this change.
In the presence of epistasis, the amino acids acceptable at a
site depend on the amino acids at its interacting sites.
Consequently, when the amino acids at the interacting sites
change in evolution, the amino acids acceptable at the focal
site also change, resulting in an alteration of site-specific equi-
librium amino acid frequencies. In essence, the microenviron-
ment of the focal site changes in evolution, rendering the
same amino acid different in functional effect, which reduces
the probability of molecular convergence.
An alternative explanation of a decreasing R with an
increasing genetic distance is a genome-wide change in
amino acid content during evolution. To evaluate this possi-
bility, for a pair of branches in the Drosophila or mammalian
data set, we computed the amino acid frequency vector for
each younger end of the two branches for sites that differ
between the two younger ends, and then calculated the
Euclidian distance between the two vectors. We conducted
a partial Mantel test of the correlation between R and genetic
distance among branch pairs, after the control of the above
Euclidian distance. We found that the negative correlation
between R and genetic distance remains largely unchanged
even after the control (Drosophila: r ="0.471, P = 5# 10"5
under JTT-fgene; r ="0.297, P = 0.013 under JTT-fsite;
r ="0.187, P = 0.062 under JTT-CAT. Mammals: r ="0.752,
P = 5# 10"5 under JTT-fgene; r ="0.622, P = 1.5# 10"4
under JTT-fsite). Hence, potential genome-wide changes in
amino acid content cannot explain the negative correlation.
Discussion
To examine the prevalence of adaptive molecular conver-
gence in protein sequence evolution, we calculated the
A
B
FIG. 4. Simulation of protein sequence evolution with changing equi-
librium amino acid frequencies at each site. (A) T e tree us d in the
simulation. Molecular convergenc is examined for the two thick
branches. Amino acids at nodes 0–4 are indicated by X0–X4, respec-
tively. The branch lengths are indicated by the b values. (B) The number
of observed molecular convergences relative to the expected (R) de-
creases with the genetic distance between nodes 2 and 4. Each dot
represents a simulation of 500,000 sites. For different dots, b1 varies
but b2 is the same.
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FIG. 5. Site-specific differences in acceptable amino acids between different clades of organisms. (A) Frequency distribution of !log10(Q value)
measuring the significance of difference in acceptable amino acids at a site between two distantly related large clades. Arrows correspond to
Q value = 0.05. For each plot, the name, total branch lengths (L), and number of species (N) of each of the two clades compared are indicated.
The number of sites with Q value< 0.05 is indicated, followed by the total number of sites examined. (B) Frequency distribution of !log10(Q value)
measuring the significance of difference in acceptable amino acids at a site between two closely related clades.
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Figure. 2.5 Site-specific differences in acceptable amino acids between different clades of 
organisms.  (a) Frequency distribution of –log10(Q-value) measuring the significance of 
difference in acceptable amino acids at a site between two distantly related large clades.  Arrows 
correspond to Q-value = 0.05. For each plot, the name, total branch lengths (L), and number of 
species (N) of each of the two clades compared are indicated.  The number of sites with Q-value 
< 0.05 is indicated, followed by the total number of sites examined. (b) Frequency distribution of 
-log10(Q-value) measuring the significance of difference in acceptable amino acids at a site 







Gene Tree Discordance does not Explain away the Temporal Decline of Convergence in 
Mammalian Protein Sequence Evolution1 
 
 
3.1 ABSTRACT  
Several authors reported lower frequencies of protein sequence convergence between 
more distantly related evolutionary lineages and attributed this trend to epistasis, which renders 
the acceptable amino acids at a site more different and convergence less likely in more divergent 
lineages.  A recent primate study, however, suggested that this trend is at least partially and 
potentially entirely an artifact of gene tree discordance (GTD).  Here we demonstrate in a 
genome-wide dataset from 17 mammals that the temporal trend remains (1) upon the control of 
the GTD level, (2) in genes whose genealogies are concordant with the species tree, and (3) for 
convergent changes, which are extremely unlikely to be caused by GTD.  Similar results are 
observed in a comparable dataset of 12 fruit flies in some but not all of these tests.  We conclude 
that, at least in some cases, the temporal decline of convergence is genuine, reflecting an impact 
of epistasis on protein evolution.  
 
3.2 INTRODUCTION 
Protein sequence convergence refers to independent amino acid substitutions at the same 
site in two or more evolutionary lineages that result in the same end state.  It may signal 
molecular adaptation and therefore has long been of interest (Stewart, et al. 1987; Doolittle 1994; 
Zhang and Kumar 1997; Christin, et al. 2010; Storz 2016).  Recent genomic analyses found that 
																																																						
1 This chapter is published as: Zou Z, Zhang J. 2017. Gene tree discordance does not explain away the temporal 
decline of convergence in mammalian protein sequence evolution. Mol Biol Evol, 34: 1682-1688. 
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protein sequence convergence is widespread (Bazykin, et al. 2007; Rokas and Carroll 2008; 
Castoe, et al. 2009; Parker, et al. 2013; Foote, et al. 2015; Zou and Zhang 2015a), but the vast 
majority appears to have occurred by chance rather than by adaptive selection (Foote, et al. 2015; 
Thomas and Hahn 2015; Zou and Zhang 2015b, a).  Interestingly, a number of authors reported 
that the frequency of sequence convergence between two lineages decreases as their genetic 
distance increases (Rogozin, et al. 2008; Povolotskaya and Kondrashov 2010; Naumenko, et al. 
2012; Goldstein, et al. 2015; Zou and Zhang 2015a).  It was proposed that epistasis, or 
interaction among amino acid residues within or between proteins, renders the selective 
constraint at the same site vary among species depending on the genetic background.  
Consequently, the probability of convergence between two lineages declines as they become 
more divergent from each other (Goldstein, et al. 2015; Zou and Zhang 2015a).  Indeed, the same 
amino acid sites were found to be subject to different selective constraints in different lineages, 
and a computer simulation confirmed that epistasis can produce diminishing convergence over 
time (Zou and Zhang 2015a).  Nevertheless, Mendes and colleagues recently proposed an 
alternative explanation of the temporal decline of convergence (Mendes, et al. 2016).  
Specifically, incomplete lineage sorting (ILS) and introgression can cause a gene genealogy to 
differ from the underlying species tree, a phenomenon called gene tree discordance (GTD).  
GTD creates artificial signals of convergence when sequence changes are inferred using the 
species tree.  Because the probability of ILS and introgression declines with species divergence, 
the amount of artificial convergence created by GTD is expected to reduce as the two lineages 
compared become more distant from each other.  Indeed, Mendes et al. found several lines of 
evidence supporting their hypothesis, including the disappearance of the temporal decline of 
convergence in a 12-primate dataset of 5264 genes when the influence of GTD is excluded 
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(Mendes, et al. 2016).  It is clear that GTD cannot explain the temporal decline of convergence 
observed in mitochondrial genes (Goldstein, et al. 2015) due to the unique features of 
mitochondrial inheritance (Mendes et al. 2016).  What is unclear, however, is whether GTD is 
fully responsible for the temporal declines of convergence in other nuclear gene datasets, 
because the relative contributions of GTD and epistasis to the temporal decline of convergence 
likely depend on the level of species divergence, which varies among datasets.  It is important to 
clarify the above question, because if the temporal trend is always fully explainable by GTD in 
nuclear genes, there would be no genuine diminishing convergence over time for these genes and 
the role of epistasis in protein evolution might be substantially smaller than is currently thought.  
We therefore reanalyzed the two nuclear gene datasets (17 mammals and 12 fruit flies, 
respectively) where we previously discovered the temporal decline of convergence (Zou and 




Hereinafter, independent amino acid substitutions at the same site that have the same 
ancestral state and the same end state are referred to as parallel changes while those with 
different ancestral states are referred to as convergent changes (Zhang and Kumar 1997).  These 
two categories are collectively referred to as convergence.  The distinction between parallel and 
convergent changes is important, because GTD is expected to create artificial parallel changes 
but not artificial convergent changes (Mendes, et al. 2016).  The reason for the latter notion is 
that for ILS to create artificial convergent changes at a site, the site must be polymorphic with at 
least three distinct high-frequency alleles, which is extremely unlikely.  Similarly, for 
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introgression to create artificial convergent changes at a site, the site must experience at least two 
different amino acid substitutions within a time that is sufficiently short to allow introgression, 
which is improbable. 
Mendes et al. used the ratio between the observed numbers of convergences and 
divergences (C/D) as a measure of convergence level between two lineages.  Note that 
divergences can be separated into two types: those starting from the same ancestral states as in 
parallel changes and those starting from different ancestral states as in convergent changes.  It is 
known that, when C is the total number of parallel and convergent changes and D is the total 
number of the two types of divergence events, C/D decreases with the divergence time between 
the two lineages concerned even when neither epistasis nor GTD exists, because the probability 
of convergent changes relative to that of parallel changes rises as the genetic distance between 
the two lineages increases (Goldstein, et al. 2015).  Mendes et al. suggested that C/D no longer 
declines with the divergence time when only parallel or convergent (but not both) changes are 
considered in C and only the corresponding type of divergence events is considered in D; these 
two C/D ratios are respectively referred to as (C/D)s and (C/D)d, where the subscript "s" stands 
for the same ancestral states and "d" stands for different ancestral states.  Our computer 
simulation in the absence of epistasis and GTD confirmed that C/D, but not (C/D)s or (C/D)d, 
decreases with time (Fig. A.2.1).   
In addition to (C/D)s and (C/D)d, we used the ratio (R) between the observed and 
expected numbers of convergences to measure the convergence level, because R has a clear 
biological meaning and, in the absence of epistasis and GTD, is not expected to correlate with 
the genetic distance between lineages, as was previously demonstrated by simulation (Zou and 
Zhang 2015a).  An amino acid substitution model is needed in computing R, and we used two 
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models employed in the original study: JTT-fsite and JTT-fgene (Zou and Zhang 2015a).  Both 
models assume the JTT substitution matrix (Jones, et al. 1992) except that the former uses the 
observed amino acid frequencies at a site as its equilibrium amino acid frequencies whereas the 
latter uses the observed amino acid frequencies of an entire protein as the equilibrium 
frequencies at each site of the protein.  To examine the robustness of our results, we used two 
different distances between evolutionary lineages: (1) the total length of branches linking the 
descendant nodes of the two branches compared (Zou and Zhang 2015a) and (2) the total length 
of branches linking the ancestral nodes of the two branches compared (Mendes, et al. 2016).  
They are referred to as d1 and d2, respectively.  Using d1 and d2 yielded qualitatively similar 
results in most cases (Table 3.1).  We therefore describe only the results with d1 in the main text 
unless otherwise mentioned.  
 
Does GTD fully explain the temporal decline of convergence in mammals: Test I 
A straightforward statistical test of the null hypothesis that GTD fully explains the 
temporal decline of convergence is to conduct a partial correlation between genetic distance and 
convergence level after controlling the GTD level.  The partial correlation should be zero under 
the null hypothesis.  We first inferred the maximum likelihood gene tree for each protein.  For 
each independent branch pair in the species tree, we sampled four species whose tree includes 
the two focal branches and their respective sister branches (Fig. A.2.2), and estimated the GTD 
level for the focal branch pair by the proportion of genes whose gene trees differ from the 
species tree of these four species (see MATERIALS AND METHODS). 
We started with the mammalian data, composed of 2759 protein sequence alignments of 
14 placentals, two marsupials, and one monotreme (Zou and Zhang 2015a).  Of 342 branch pairs 
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for which convergence can be measured, we found 208 independent branch pairs for which the 
GTD level can be estimated.  For these branch pairs, we found R to be negatively correlated with 
d1 even after the control of the GTD level (r = -0.51, P = 0.03 under JTT-fsite; r = -0.64, P = 
0.001 under JTT-fgene; Table 3.1), suggesting that GTD does not explain away the diminishing 
convergence over time.   
Because GTD could result in apparent parallel changes, we further tested the null 
hypothesis by correlating (C/D)s with d1 after the control of the GTD level.  This partial 
correlation is significantly negative (r = -0.66, P = 0.0003; Table 3.1), consistent with the result 
based on R.   
If GTD is the primary cause of the temporal decline of protein sequence convergence as 
Mendes et al. proposed, (C/D)s for synonymous sites is also expected to decline with d1 (Mendes, 
et al. 2016).  But this trend is not statistically significant (Table 3.1), suggesting at most a minor 
influence of GTD on convergence level in our data.  Note that the significant negative correlation 
between (C/D)s for synonymous sites and d1 after the control of GTD (Table 3.1) is due to the 
unexpected negative correlation between (C/D)s and GTD (e.g., r = -0.38, P = 0.009 upon the 
control of d1), which does not conform to Mendes et al.'s hypothesis.   
Together, test I demonstrates that, in the mammalian data, GTD is not the primary cause 
of the temporal decline in protein convergence.  In the original study (Zou and Zhang 2015a), we 
rejected the hypothesis that potential genome-wide changes in amino acid frequencies cause the 
observed temporal decline of convergence.  Hence, we no longer consider this possibility here.  
A potential source of error in our analysis arises from ancestral sequence inference.  Analyzing 
2759 protein sequence alignments generated by an evolutionary simulation with realistic 
parameters for the species tree, branch lengths, site-specific evolutionary rates, and JTT-fgene 
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model with gene-specific amino acid frequencies, we found no significant correlation between 
(C/D)s and genetic distance, confirming that ancestral sequence inference and other steps in our 
analysis does not create artificial diminishing convergence over time.  
 
Does GTD fully explain the temporal decline of convergence in mammals: Test II 
The null hypothesis that GTD fully explains the temporal decline of convergence can be 
further tested by examining genes whose gene trees are concordant with the species tree, because 
the temporal pattern of convergence caused by GTD should disappear when only the concordant 
genes are analyzed.  In the mammalian data, only 77 gene trees are concordant with the 
presumptive species tree.  Nonetheless, the negative correlation between R and d1 remains 
significant for these concordant genes (r = -0.53, P = 5×10-4 under JTT-fsite; r = -0.60, P = 5×10-5 
under JTT-fgene; Fig. 3.1a).  Similarly, (C/D)s decreases with d1 (r = -0.54, P = 0.0005; red dots 
in Fig. 3.1b).  Note that removing all genes with discordant gene trees renders the above test 
conservative, because true convergence, which can also cause GTD, may have been removed 
too.  Although the presumptive mammalian species tree may differ from the true species tree, the 
fact that we count convergence in all genes having the same gene tree ensures that gene tree 
variation does not affect our analysis.  While recombination within genes may cause a seemingly 
concordant gene to harbor a discordant segment of DNA, there is no correlation between d1 and 
(C/D)s for synonymous sites of concordant genes (r = -0.02, P = 0.48; grey dots in Fig. 3.1b), 
suggesting no impact of potential residual GTD in concordant genes. 
 
Does GTD fully explain the temporal decline of convergence in mammals: Test III 
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Because it is very unlikely for GTD to create artificial convergent changes (Mendes, et al. 
2016), a negative correlation between R and d1 for convergent changes would not be explainable 
by GTD.  Indeed, this correlation is significant (r = -0.45, P = 0.02 under JTT-fsite; r = -0.51, P = 
0.003 under JTT-fgene; Fig. 3.1c).  The same trend is found between (C/D)d and d1 (r = -0.31, P = 
0.02; red dots in Fig. 3.1d).  Similar to using only concordant genes, using only convergent 
changes renders our test conservative, because all parallel changes are excluded despite that only 
a fraction of them may be artifacts of GTD.  As expected, no negative correlation is observed 
between d1 and (C/D)d for synonymous sites (r = 0.27, P = 0.04; grey dots in Fig. 3.1d). 
Taken together, the three tests support that the temporal decline of convergence in the 
mammalian data is not fully attributable to GTD.  This finding, in conjunction with the 
previously published evidence for epistasis (Zou and Zhang 2015a), strongly implicates epistasis 
in causing diminishing convergence over time in mammals. 
 
Does GTD fully explain the temporal decline of convergence in fruit flies? 
We next analyzed the fruit fly data, composed of 5935 protein alignments from 12 
Drosophila species (Zou and Zhang 2015a).  For this dataset, GTD level can be evaluated for 84 
independent branch pairs out of 150 ones for which convergence can be measured.  The null 
hypothesis that GTD fully explains the temporal decline of convergence in fruit flies is refuted 
by some but not all of the three tests.  First, upon control of the GTD level, no significant 
negative partial correlation was observed between genetic distance and R or (C/D)s (Table 3.1), 
failing to reject the null hypothesis.  Second, for concordant genes, a significant negative 
correlation was detected between d1 and R (r = -0.42, P = 0.04 under JTT-fsite; r = -0.56, P = 0.01 
under JTT-fgene; Fig. 3.2a) or (C/D)s (r = -0.42, P = 0.02; red dots in Fig. 3.2b) but not (C/D)s for 
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synonymous sites (r = 0.10, P = 0.34; grey dots in Fig. 3.2b), refuting the null hypothesis.  
Finally, when only convergent changes are considered, the null hypothesis is rejected when d2 is 
used (Table 3.1), but is rejected in some but not all analyses when d1 is used (Fig. 3.2c, 3.2d; 
Table 3.1).  These inconsistent results suggest that GTD is more important than epistasis in 
creating the pattern of diminishing convergence over time in the Drosophila data. 
 
3.4 DISCUSSION 
The difference in the relative contributions of GTD and epistasis to the temporal decline 
of convergence among the three datasets (primates in Mendes, et al. (2016); mammals and flies 
in this study) is at least in part caused by different frequencies of GTD in the three groups of 
organisms analyzed.  For three species, the probability of GTD due to ILS is ! = #$ %
& '(), where 
T is the number of generations between the two relevant speciation events and N is the effective 
population size (Hudson 1983; Pamilo and Nei 1988).  Let us assume that for mammals (M), NM 
= 104 and generation time tM = 5 years, and for Drosophila fruit flies (D) ND = 106 and tD = 0.1 
year (Charlesworth 2009).  Given the same time interval of T' million years between relevant 





2NDtD = e5T ' .  Hence, the probability of GTD is expected to be 
higher in fruit flies than in mammals given equal speciation frequencies between the two groups.  
For example, when T' = 0.5 million years, the probability of GTD due to ILS is 5.5% in fruit flies 
but only 0.45% in mammals.  Introgression occurs in both mammals and flies (Ballard 2000; 
Bachtrog, et al. 2006; Mallet, et al. 2016), although their rates are unclear.  Consequently, the 
impact of GTD is expected to be higher in fruit flies than in mammals if ILS is an important 
contributor to GTD.  The primate data have relatively short speciation intervals compared with 
the mammalian data and are thus expected to be influenced more by GTD.  The impact of 
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epistasis should depend on sequence divergence; datasets with larger ranges of sequence 
divergence are expected to be more influenced by epistasis.  This factor may render epistasis 
more influential in the mammalian data than in the primate data.  In the mammalian data, 
depending on the distance (d1 or d2) and convergence (R under JTT-fsite, R under JTT-fgene, or 
(C/D)s) measures used, the partial correlation between d and convergence after the control for 
GTD (in the Mantel test) is on average 76% of the corresponding correlation without the control 
for GTD (Table 3.1), suggesting that the contribution of epistasis is at least as important as 
GTD.   
In conclusion, we showed that, at least for the mammalian data analyzed, GTD cannot 
fully explain the temporal decline of convergence, which implicates the contribution of epistasis.  
The different results obtained from three datasets (primates, mammals, and fruit flies) 
demonstrate that the relative roles of GTD and epistasis in creating diminishing convergence 
over time depend on speciation intervals and sequence divergences and are thus data-dependent. 
 
3.5 MATERIALS AND METHODS 
In a species tree, let branch X connect an interior node X0 and one of its two immediate 
descendants X1 and let branch Y connect an interior node Y0 and one of its two immediate 
descendants Y1 (Fig. A.2.2).  We estimated the GTD level for all independent branch pairs, 
where Y0 is not on the path from X0 to the tree root and X0 is not on the path from Y0 to the tree 
root.  Let X2 be the other immediate descendant of X0 and let Y2 be the other immediate 
descendant of Y0.  Let exterior nodes X1', X2', Y1', and Y2' be randomly picked descendants of 
X1, X2, Y1, and Y2, respectively.  The four exterior nodes have a phylogenetic relationship of 
((X1', X2'), (Y1', Y2')) in the species tree.  For a gene, if the topology of X1', X2', Y1', and Y2' in 
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the gene tree is inconsistent with that in the species tree, this gene is defined as showing GTD for 
branch pair (X, Y).  The overall GTD level for the branch pair (X, Y) is the proportion of genes 
that show GTD for (X, Y).  Gene trees were inferred using RAxML v8.2.4 under the JTT-fgene 
model with substitution rate variation following a gamma distribution (Stamatakis 2014).  The 
species trees of the mammals and fruit flies analyzed here respectively follow those in Fig. 2A 
and Fig. 3A of Zou and Zhang (2015a).  Mantel tests and partial Mantel tests were conducted 
using the R package “ncf”.  In all matrices used for these tests, entries that do not correspond to a 
branch pair with an available GTD level were set as “NA”.  The partial Mantel test used method 
1 of permutation, which permutes the entire matrix of R or C/D values (Legendre 2000).  Protein 
sequences were acquired from Zou and Zhang (2015a), who obtained them from OrthoMaM v8 
(Douzery, et al. 2014) and Flybase (in October 2013).  The corresponding coding DNA 
sequences were retrieved from OrthoMaM v9 and Flybase (in September 2016).  The protein 
sequences and nucleotide sequences have consistent lengths after the removal of ambiguous sites 
as described in Zou and Zhang (2015a), and can be accessed from  
http://www.umich.edu/~zhanglab/download/Zou_201702/index.htm.  The 2759 alignments of 
mammalian proteins have a median length of 315 amino acids, while the 5935 alignments of fly 
proteins have a median length of 289 amino acids. 
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Table 3.1 Pearson’s correlations between genetic distance and various convergence levels  
 
 Mammals  Fruit flies  
 Amino acid  Synonymous  Amino acid  Synonymous  
 R (JTT-fsite) R (JTT-fgene) C/D  C/D  R (JTT-fsite) R (JTT-fgene) C/D  C/D  
Mantel test (all genes)              
 
d1  -0.73** a -0.79**** -0.74**** b  -0.19 b  -0.49* -0.63** -0.44* b  0.12 b  
d2  -0.88**** -0.74**** -0.57*** b  -0.0052 b  -0.75**** -0.72**** -0.41** b  0.19 b  
Partial Mantel test (controlling GTD)            
 
d1  -0.51* -0.64** -0.66*** b  -0.38* b  0.55 0.18 -0.015 b  0.049 b  
d2  -0.72*** -0.48*** -0.40* b  -0.21 b  -0.015 0.23 0.20 b  0.18 b  
Mantel test (concordant genes)              
 
d1  -0.53*** -0.60**** -0.54*** b  -0.015 b  -0.42* -0.56* -0.42* b  0.094 b  
d2  -0.68**** -0.55**** -0.38** b  0.12 b  -0.71**** -0.69**** -0.43** b  0.20 b  
Mantel test (convergent changes)              
 
d1  -0.45* -0.51** -0.31* c  0.27 c  -0.32 -0.44* -0.21 c  0.46 c  
d2  -0.52*** -0.47*** -0.33** c  0.17 c  -0.47** -0.50*** -0.31* c  0.43 c  
 
a Significance is shown only when r < 0. *, P < 0.05; **, P < 0.01; ***, P < 0.001; ****, P ≤ 0.0001. 
b (C/D)s.  
c (C/D)d.   
d1 = total length of branches linking the descendant nodes of the two branches compared. 




Figure 3.1 Correlation between convergence level and genetic distance in mammals. (a) 
Scatter plot of R against the genetic distance d1 for genes having gene trees concordant with the 
presumptive species tree (“concordant genes”). (b) Scatter plot of (C/D)s against d1 for 
concordant genes. (c) Scatter plot of R for convergent changes in all genes against d1. (d) Scatter 
plot of (C/D)d for all genes against d1.  Each dot represents a branch pair and different colors 
show results under different substitution models or for different types of substitutions, as 
indicated in inset legends.  d1 is the number of amino acid substitutions per site between the 
descendant nodes of the two branches considered. The r values are Pearson's correlation 
coefficients. Both r and P-values are from Mantel tests. Colored lines show linear regressions 
from data points of the same color. a.a.: amino acid substitutions; syn.: synonymous nucleotide 
substitutions. 
  
branch pairs. The null hypothesis that GTD fully explains the
temporal decline of convergence in fruit flies is refuted by
some but not all of the three tests. First, upon control of the
GTD level, no significant negative partial correlation was ob-
served betwee genetic distance and R or (C/D)s (table 1),
failing to reject the null hypothesis. Second, for concordant
genes, a significant negative correlation was detected between
d1 and R (r¼"0.42, P¼ 0.04 under JTT-fsite; r¼"0.56,
P¼ 0.01 under JTT-fgene; fig. 2a) or (C/D)s (r¼"0.42,
P¼ 0.02; red dots in fig. 2b) but not (C/D)s for synonymous
sites (r¼ 0.10, P¼ 0.34; gray dots in fig. 2b), refuting the null
hypothesis. Finally, when only convergent changes are con-
sidered, the null hypothesis is rejected when d2 is used (table
1), but is rejected in some but not all analyses when d1 is used
(fig. 2c and d and table 1). These inconsistent results suggest
that GTD is more important than epistasis in creating the
pattern of diminishing convergence over time in the
Drosophila data.
Relative Contributio s of GTD and Epistasis
to Temporal Declines of Protein Convergence
The difference in the relative contributions of GTD and epis-
tasis to the temporal decline of convergence among the three
data sets (primates in Mendes et al. (2016); mammals and flies
in this study) is at least in part caused by different frequencies
of GTD in the three groups of organisms analyzed. For three



















































































































































































































































































































































JTT−fgene r = −0.60, P  = 5E−5































































































































































































































































































































a.a. r = −0.54, P  = 5E−4












































































































































































































































































































































JTT−fgene r = −0.51, P  = 0.003

























































































































































































































































































































































































a.a. r = −0.31, P  = 0.02
syn. r = 0.27, P  = 0.04
FIG. 1. Correlation between convergence level and genetic distance in mammals. (a) Scatter plot of R against the genetic distance d1 for genes
having gene trees conc rdant wi h the pr sumptive species t ee (“concordant ge es”). (b) Scatter plo of (C/D)s against d1 for concordant genes.
(c) Scatter plot of R for convergent changes in all genes against d1. (d) Scatter plot of (C/D)d for all genes against d1. Each dot represents a branch
pair and different colors show results under different substitution models or for different types of substitutions, as indicated in inset legends. d1 is
the number of amino acid sub ti utions per site between the descendant nodes of the two branches considered. The r values are Pearson’s
correlation coefficients. Both r and P values are from Mantel tests. Colored lines show linear regressions from data points of the same color. a.a.:
amino acid substitutions; syn.: synonymous nucleotide substitutions.





Figure 3.2 Correlation between convergence level and genetic distance in fruit flies. (a) 
Scatter plot of R against the genetic distance d1 for genes having gene trees concordant with the 
presumptive species tree (“concordant genes”). (b) Scatter plot of (C/D)s against d1 for 
concordant genes. (c) Scatter plot of R for convergent changes in all genes against d1. (d) Scatter 
plot of (C/D)d for all genes against d1. Each dot represents a branch pair and different colors 
show results under different substitution models or for different types of substitutions, as 
indicated in inset legends. d1 is the number of amino acid substitutions per site between the 
descendant nodes of the two branches considered. The r values are Pearson's correlation 
coefficients. Both r and P-values are from Mantel tests. Colored lines show linear regressions 
from data points of the same color.  a.a.: amino acid substitutions; syn.: synonymous nucleotide 
substitutions. 
  
T is the number of generations between the two relevant
speciation events and N is the effective pop lation size
(Hudson 1983; Pamilo and Nei 1988). Let us assume that
for mammals (M), NM¼ 104 and generation time
tM¼ 5 years, and for Drosophila fruit flies (D) ND¼ 106 and
tD¼ 0.1 year (Charlesworth 2009). Given the same time in-




" T’2ND tD ¼ e5T’. Hence, the probability of GTD
is expected to be higher in fruit flies than in mammals given
equal speciation frequencies between the two groups. For
example, when T0¼ 0.5 My, the probability of GTD due to
ILS is 5.5% in fruit flies but only 0.45% in mammals.
Introgression occurs in both mammals and flies
(Ballard 2000; Bachtrog et al. 2006; Mallet et al. 2016), al-
though their rates are unclear. Consequently, the impact of
GTD is expected to be higher in fruit flies ha in mammals if
ILS is an important contributor to GTD. The primate data
have relatively short speciation intervals compared with the
mammalian data and are thus expected to be influenced
more by GTD. The impact of epistasis should depend on
sequence divergence; data sets with larger ranges of sequence
divergence are expected to be more influenced by epistasis.
This factor may render epistasis more influential in the mam-
malian data than in the primate data. In the mammalian data,
depending on the distance (d1 or d2) and convergence meas-






























































































































































JTT−fgene r = −0.56, P  = 0.01




























































































































































a.a. r = −0.42, P  = 0.02









































































































































































JTT−fgene r = −0.44, P  = 0.04







































































































































































a.a. r = −0.21, P  = 0.14
syn. r = 0.46, P  = 0.02
FIG. 2. Correlation between convergence level and genetic distance in fruit flies. (a) Scatter plot of R against the genetic distance d1 for genes having
gene trees concordant with the presumptive species tree (“concordant genes”). (b) Scatter plot of (C/D)s against d1 for concordant genes. (c)
Scatter plot of R for convergent changes in all genes against d1. (d) Scatter plot of (C/D)d for all genes against d1. Each dot represents a branch pair
and different colors show results under different substitution models or for different types of substitutions, as indicated in inset legends. d1 is the
number of amino acid substitutions per site between the descendant nodes of the two branches considered. The r values are Pearson’s correlation
coefficients. Both r and P values are from Mantel tests. Colored lines show linear regressions from data points of the same color. a.a.: amino acid
substitutions; syn.: synonymous nucleotide substitutions.





No Genome-Wide Protein Sequence Convergence for Echolocation1 
 
4.1 ABSTRACT 
Toothed whales and two groups of bats independently acquired echolocation, the ability 
to locate and identify objects by reflected sound.  Echolocation requires physiologically complex 
and coordinated vocal, auditory, and neural functions, but the molecular basis of the capacity for 
echolocation is not well understood.  A recent study suggested that convergent amino acid 
substitutions widespread in the proteins of echolocators underlay the convergent origins of 
mammalian echolocation.  Here we show that genomic signatures of molecular convergence 
between echolocating lineages are generally no stronger than those between echolocating and 
comparable non-echolocating lineages.  The same is true for the group of 29 hearing-related 
proteins claimed to be enriched with molecular convergence.  Reexamining the previous 
selection test reveals several flaws and invalidates the asserted genome-wide evidence for 
adaptive convergence.  Together, these findings indicate that the reported genomic signatures of 
convergence largely reflect the background level of sequence convergence unrelated to the 
origins of echolocation. 
 
4.2 INTRODUCTION 
Echolocation originated independently in toothed whales and two groups of bats (Fig. 
4.1a).  Understanding the molecular basis of this complex evolutionary innovation is of 
substantial interest.  Comparing 22 mammalian genome sequences, Parker et al. reported 
																																																						
1 This chapter is published as: Zou Z, and Zhang J. 2015. No genome-wide convergence for echolocation. Mol Biol 
Evol, 32: 1237-1241. 
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hundreds of convergently evolving proteins among echolocators and suggested that genome-
wide molecular convergence underlay the origins of echolocation and associated phenotypes 
(Parker et al. 2013).  However, protein convergence could also occur by chance (Zhang and 
Kumar 1997; Castoe et al. 2009).  Here we show that the reported genomic signatures of 
convergence largely reflect such chance events that are unrelated to the origins of echolocation.  
 
4.3 RESULTS 
Parker et al. assembled and aligned the orthologous sequences of 2326 proteins.  For each 
protein, they estimated the log-likelihood differences per site (ΔL) between the known 
mammalian species tree (H0) and each of two alternative trees (H1 and H2).  In H1, the two 
groups of echolocating bats are clustered, whereas in H2, the echolocating bats and the 
bottlenose dolphin, an echolocating whale, are grouped (Fig. 4.1a).  A negative ΔLH0-H1 (or 
ΔLH0-H2) indicates that the evolution of the protein favors H1 (or H2) over H0, which Parker et 
al. regarded as a signature of molecular convergence of echolocators.     
However, because the null distribution of ΔLH0-H1 is unknown, it is necessary to set a 
negative control against which ΔLH0-H1 is compared.  By exchanging in H1 the phylogenetic 
positions of non-echolocating (orange) and echolocating (purple) bats belonging to 
Yinpterochiroptera, we created H1' (Fig. 4.1a), which does not cluster the two groups of 
echolocating bats but otherwise exhibits the same amount of phylogenetic distortion from H0 as 
does H1.  Significantly more negative ΔLH0-H1 values compared with ΔLH0-H1' values across the 
2326 proteins would be consistent with Parker et al.'s claim of a genome-wide signature of 
protein convergence associated with bat echolocation.  However, we found that the frequency 
distribution of ΔLH0-H1 is superimposed on that of ΔLH0-H1' (Fig. 4.1b).  Similarly, we created H2' 
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by exchanging the phylogenetic positions of cow and dolphin in H2 (Fig. 4.1a).  Again, the 
frequency distribution of ΔLH0-H2 is superimposed on that of ΔLH0-H2' (Fig. 4.1c), suggesting just 
as much convergence between bats and cow as was observed between bats and dolphin.  Note 
that, in the species tree, the branch length measured by the number of amino acid substitutions 
per site across all proteins analyzed is greater for the exterior branch leading to cow than that 
leading to dolphin (see Fig. 1a of Parker et al. 2013).  We predicted and verified by computer 
simulation that this branch length difference results in a slightly more positive ΔLH0-H2' than 
ΔLH0-H2 on average, rendering our comparison between ΔLH0-H2' and ΔLH0-H2 conservative.  The 
branches leading to echolocating (purple) and non-echolocating (orange) bats of 
Yinpterochiroptera have similar lengths in the species tree (see Fig. 1a of Parker et al. 2013) and 
therefore the comparison between ΔLH0-H1' and ΔLH0-H1 is fair.    
Earlier work identified seven hearing-related proteins that underwent convergent 
evolution in echolocators (Li et al. 2008; Li et al. 2010; Liu et al. 2010; Liu et al. 2011; Davies et 
al. 2012; Liu et al. 2012; Shen et al. 2012).  Parker et al. mentioned 22 additional proteins 
annotated as “hearing” or “deafness” in the data analyzed (Parker et al. 2013).  We found that 
ΔLH0-H1 is smaller than ΔLH0-H1' for 59% of the 29 hearing proteins, not significantly more than 
the random expectation of 50% (P > 0.2, one-tail binomial test).  When the seven known 
convergent proteins are excluded, ΔLH0-H1 is smaller than ΔLH0-H1' for only 45% of the 22 
proteins (P > 0.7).  Similarly, ΔLH0-H2 is smaller than ΔLH0-H2' for 59% of the 29 proteins (P > 
0.2) and 50% of the 22 proteins (P > 0.5).  Qualitatively identical results were obtained by paired 
t-tests.  Hence, as a group, hearing proteins show no significant enrichment of phylogenetic 
signals for echolocator-specific convergence.  
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Next, we inferred ancestral protein sequences for interior nodes in H0 and counted the 
number of sites with convergent amino acid substitutions along relevant sets of branches as a 
direct measure of protein convergence.  In total, 2270 proteins each with available sequences 
from at least dolphin, cow, and the six bat species in Fig. 4.1a were analyzed.  For example, 
under the hypothesis of a single origin of bat echolocation, protein convergence associated with 
echolocation should occur between branches I and II but not between I and III (Fig. 4.1a).  
However, we observed no more convergent sites in the former than the latter (Table 4.1).  It was 
previously shown that, under no adaptive convergence, the number of convergent sites in a 
branch set is expected to be proportional to the number of divergent sites in the same set (Castoe 
et al. 2009), where divergent sites are those at which divergent amino acid substitutions have 
occurred along the branches of interest.  We thus asked if the number of convergent sites in 
branches I and II significantly exceeds that in branches I and III, given their numbers of 
divergent sites.  The answer is clearly no, and in fact the opposite is true (Table 4.1).  Consistent 
observations were made in comparisons between branch sets (IV and II) and (IV and III) and 
between branch sets (V and II) and (V and III) (Table 4.1).  A similar result was found in an 
independent analysis of 6400 genes from 10 mammals (Thomas and Hahn 2015), although it is 
unknown why there are more convergent sites between bats and cow than between bats and 
dolphin, given their respective numbers of divergent sites.  In two comparisons, however, we 
observed more convergent sites in echolocators than the controls.  First, in the comparison 
between the three-branch sets (II, IV, and V) and (III, IV, and V) under the hypothesis of dual 
origins of bat echolocation, the branch set representing echolocators has more convergent sites 
than the control set, although the difference is not significant (Table 4.1).  Notably, of the 14 
convergent sites among branches II, IV, and V, 12 fall in six of the seven known convergently 
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evolving hearing proteins (prestin is not included in this analysis due to missing data), indicating 
that at most a few proteins were subject convergent evolution in all three echolocation lineages.  
Second, the comparison between branch sets (IV and V) and (IV and VI) shows that the former 
set, representing echolocating bats, has significantly more convergent sites than the control set 
(Table 4.1).  But after the removal of the six known convergently evolving hearing proteins, the 
two branch sets are no longer significantly different (Table 4.1).  Together, these direct 
comparisons in the number of convergent sites between echolocating lineages and control 
lineages offer no evidence for genome-wide convergence in echolocating lineages beyond the 
background level. 
Parker et al. assumed that a significant negative correlation between site-wise DL and w 
(nonsynonymous/synonymous rate ratio) within a gene indicates adaptive convergence.  
Although adaptive convergence may lead to a negative correlation between DL and w, there is no 
proof that neutral evolution cannot.  Compared with low-w sites, high-w sites are more likely to 
experience convergence by chance (as well as divergence).  Thus, one cannot exclude the 
possibility that a negative correlation results from neutral evolution, especially when ω is not 
significantly greater than 1.  Furthermore, to estimate w, Parker et al. used H1 or H2 instead of 
the species tree.  Because the true evolutionary histories of all genes considered here are 
described by the species tree, the w estimates based on the wrong trees are biologically 
meaningless.  We thus reanalyzed the two genes (Rapgef1 and Cdkl5) presented in the insets of 
Fig. 2a of Parker et al. (2013) that were reported to show adaptive convergence for H1.  Under 
the species tree and using the branch-site likelihood method (Zhang et al. 2005), we tested the 
action of positive selection in the foreground branches of IV and V (Fig. 4.1a) while all other 
branches in the tree were treated as background branches (see MATERIALS AND METHODS).  
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But, in neither gene did we find signal for positive selection (Table 4.2).  We similarly analyzed 
the two genes (Bnipl and Nubp2) in the insets of Fig. 2b of Parker et al. (2013) that were claimed 
to show adaptive convergence for H2.  We tested positive selection in branches I and II (under 
the model of a single origin of bat echolocation) or branches II, IV, and V (under the model of 
dual origins of bat echolocation).  Again, there was no significant signal of positive selection 
(Table 4.2).  Regardless, for each of the four genes, we identified those sites that have a Bayes 
Empirical Bayes (BEB) probability of >0.5 to be in class 2a or 2b, meaning that these sites likely 
have higher w in the foreground branches than in the background branches.  Only in two genes 
did we find more than one such site, but in neither gene was the correlation negative between DL 
and foreground w for these sites (r = 0.30, P = 0.38 for Cdkl5 and r = 0.44, P = 0.33 for Bnipl 
with I and II being the foreground branches).  Thus, even on the basis of Parker et al.'s own 
criterion, proper analysis reveals no adaptive convergence in these genes. 
 
4.4 DISCUSSION 
In summary, our re-analyses of Parker et al.'s data showed that the genome-wide 
phylogenetic signal of molecular convergence is no stronger for echolocators than for 
comparable non-echolocators.  Note that the phylogenetic test employed by Parker et al. is not a 
formal test of molecular convergence, because convergence does not necessarily result in a 
wrong phylogeny and a wrong phylogeny is not necessarily caused by convergence (Zhang and 
Kumar 1997; Castoe et al. 2009).  Nonetheless, it is clear that Parker et al.'s conclusion is not 
supported even on the basis of this phylogenetic test.  Furthermore, we found that echolocators 
experienced no more molecular convergence than non-echolocators when the few hearing genes 
known to be subject to convergent evolution were removed.  Thus, the reported genomic 
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signatures of protein convergence must largely reflect the background chance convergences that 
are unrelated to the independent origins of echolocation in mammals.  This conclusion, however, 
does not preclude the possibility that the convergent substitutions previously identified from the 
case studies of a few hearing proteins are important for echolocation.  But given the non-
negligible chance occurrence of molecular convergence, proof of adaptive convergence of a 
protein should include proper statistical tests and functional assays (Zhang 2006).  In this regard, 
it is worth mentioning that both these requirements have been fulfilled for prestin, the motor 
protein of the outer hair cells in the mammalian cochlea (Li et al. 2010; Liu et al. 2014).  
Specifically, the Asn to Thr change at position 7 of prestin occurred three times, in branches II, 
IV, and V, respectively, and increased a key parameter of prestin function that is associated with 
high-frequency hearing in echolocating mammals.  At the genomic scale, the rapid accrual of 
gene sequences has stimulated genome-wide detections of molecular convergence (Bazykin et al. 
2007; Rokas and Carroll 2008; Parker et al. 2013), but efforts are also needed to establish the 
expected level of neutral molecular convergence, against which the observed levels can be 
compared such that adaptive molecular convergence may be inferred.  In the absence of such 
neutral expectations, it is imperative to use appropriate negative controls in the study of potential 
adaptive molecular convergence.  
 
4.5 MATERIALS AND METHODS 
To calculate the mean site-wise DL for each protein, we followed the procedure described 
in Parker et al. (2013), using the 2326 alignments provided by the authors.  Soft polytomies in 
H2 and H2' were resolved by RAxML (version 8.0.22) (Stamatakis 2014) as previously 
described (Parker et al. 2013).  Marginal ancestral sequences in H0 were inferred by the 
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Bayesian method (Yang et al. 1995) implemented in PAML (version 4.7) (Yang 2007), using the 
parameters that yielded the maximum likelihood of H0.  Convergent substitutions at a site are 
those inferred substitutions that resulted in the same amino acid and occurred in all branches 
examined for convergence; they thus include both convergent and parallel substitutions defined 
in Zhang and Kumar (1997).  Coding sequences were fitted to branch-site model A in PAML 
with site classes 2a and 2b having w2 ≥ 1 in foreground branches and 0 < w0 < 1 (class 2a) and w1 
= 1 (class 2b) in background branches.  Model A was compared by a likelihood ratio test with 
the null model in which w2 was fixed at 1.  We estimated the w value of a site by the mean of w 
values of all site classes weighted by the BEB posterior probabilities with which the site belongs 
to these classes. 
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Table 4.1 Comparison in the total number of sites that have experienced convergent substitutions from 2270 proteins 
 
Comparison Observed number of convergent sites 
Observed number of 
divergent sites P-value
c 
(I & II) vs. (I & III)a 176 vs. 223 380 vs. 352 0.012 
(IV & II) vs. (IV & III) 204 vs. 287 479 vs. 445 0.00022 
(V & II) vs. (V & III) 152 vs. 183 325 vs. 270 0.0067 
(IV & V & II) vs. (IV & V & III) 14 vs. 4 27 vs. 22 0.083 
(IV & V) vs. (IV & VI) 93 vs. 207 75 vs. 273 0.0062* 
(IV & V) vs. (IV & VI)b 66 vs. 204 67 vs. 269 0.18 
 
a Two sets of branches for which the number of amino acid sites that have experienced convergent substitutions are counted and 
compared. Roman numbers refer to the branch labels in Fig. 4.1a. 
b After the removal of six hearing genes previously reported to be subject to convergent evolution in echolocators.  
c G-test of the hypothesis that the number of convergent sites in a branch set is proportional to the number of divergent sites in the 





Table 4.2 Branch-site likelihood ratio test of positive selection in genes claimed by Parker et al. (2013) to have undergone 
adaptive convergence  
 
Gene Foreground branchesa Log-likelihood under branch-site model A 
Log-likelihood under 
null model (ω2=1)  
χ2 (df=1) P-value 
Rapgef1  IV and V -3462.452928 -3462.452928 0.000 1.00 
Cdkl5 IV and V -6161.704025 -6161.704025 0.000 1.00 
Bnipl I and II -3498.585575 -3498.600281 0.029 0.59 
Bnipl II, IV and V -3499.990739 -3499.990739 0.000 1.00 
Nubp2 I and II -4527.964898 -4527.964898 0.000 1.00 
Nubp2 II, IV and V -4527.964898 -4527.964898 0.000 1.00 
 






Figure 4.1 No genome-wide signatures of protein sequence convergence associated with 
echolocation. (a) Hypotheses and corresponding tree topologies. H0, species tree; H1, clustering 
of the two groups of echolocating bats; H1', clustering of echolocating Yangochiroptera bats and 
A
B C
FIG. 1. No genome-wide signatures of protein sequence convergence associated with echolocation. (A) Hypotheses and corresponding tree topologies.
H0, species tree; H1, clustering of the two groups of echolocating bats; H10, clustering of echolocating Yangochiroptera bats and nonecholocating
Yinpterochiroptera bats; H2, clustering of echolocating bats and dolphin; H20, clustering of echolocating bats and cow. In H1, H10 , H2, and H20 , the
tree topol gy for “all other mammalian lineages” is the same as in the species tree. Ech locating species are indicated with an echo symbol. The six
branches where convergent sites are counted in table 1 are marked by I–VI. (B) Frequency distributions of !LH0-H1 and !LH0-H1’ among the 2,326
proteins are not significantly different. !L refers to the per site logarithm of the likelihood ratio between two hypotheses for a protein. (C) Frequency
distributions of !LH0-H2 and !LH0-H2’ among the 2,326 proteins are not significantly different. In (B) and (C), the P-values are from Kolmogorov–
Smirnov tests.
1238
















non-echolocating Yinpterochiroptera bats; H2, clustering of echolocating bats and dolphin; H2', 
clustering of echolocating bats and cow. In H1, H1', H2, and H2', the tree topology for "all other 
mammalian lineages" is the same as in the species tree.  Echolocating species are indicated with 
an echo symbol. The six branches where convergent sites are counted in Table 4.1 are marked 
by I to VI. (b) Frequency distributions of ΔLH0-H1 and ΔLH0-H1' among the 2326 proteins are not 
significantly different.  ΔL refers to the per site logarithm of the likelihood ratio between two 
hypotheses for a protein. (c) Frequency distributions of ΔLH0-H2 and ΔLH0-H2' among the 2326 







Morphological and Molecular Convergences in Mammalian Phylogenetics1 
 
5. 1 ABSTRACT 
Phylogenetic trees reconstructed from molecular sequences are often considered more 
reliable than those reconstructed from morphological characters, in part because convergent 
evolution, which confounds phylogenetic reconstruction, is believed to be rarer for molecular 
sequences than for morphologies.  However, neither the validity of this belief nor its underlying 
cause is known.  Comparing thousands of characters of each type that have been used for 
inferring the phylogeny of mammals, we find that on average morphological characters indeed 
experience much more convergences than amino acid sites, but this disparity is explained by 
fewer states per character rather than an intrinsically higher susceptibility to convergence for 
morphologies than sequences.  We show by computer simulation and actual data analysis that a 
simple method for identifying and removing convergence-prone characters improves 
phylogenetic accuracy, potentially enabling, when necessary, the inclusion of morphologies and 
hence fossils for reliable tree inference. 
 
5.2 INTRODUCTION 
Having a reliable species tree is prerequisite for understanding evolution, which is 
necessary for making sense of virtually every biological phenomenon.  Traditionally, species 
trees are inferred using morphological, physiological, or behavioral characters, collectively 
called morphological characters hereinafter.  The advent of molecular biology supplied 
																																																						
1 This chapter is published as: Zou Z, and Zhang J. 2016. Morphological and molecular convergences in mammalian 
phylogenetics. Nat Commun, 7: 12758. 
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numerous molecular characters in the form of DNA and protein sequences, which are often 
(although not universally) considered more suitable than morphological characters for 
phylogenetic inference(Jousselin et al. 2003; Perelman et al. 2011; Wake et al. 2011; Legg et al. 
2013; Springer et al. 2013; Jarvis et al. 2014).  A major reason of this consideration concerns 
convergence, which refers to repeated origins of the same character state in multiple evolutionary 
lineages and is a primary source of error in phylogenetic reconstruction.  Compared with 
morphological characters, molecular characters are believed by many (but not all) to be less 
susceptible to convergence(Givnish and Sytsma 1997; Page and Holmes 1998; Jousselin et al. 
2003; Gaubert et al. 2005; Wiens et al. 2010; Wake et al. 2011; Davalos et al. 2012; Legg et al. 
2013; Springer et al. 2013; Davalos et al. 2014).  Nevertheless, this belief appears to arise in the 
early days of molecular systematics when morphological convergence had long been known 
while molecular convergence had not.  Recent genetic and genomic studies, however, revealed a 
large number of convergences in protein sequence evolution (Zhang and Kumar 1997; Rokas and 
Carroll 2008; Castoe et al. 2009; Christin et al. 2010; Li et al. 2010; Zhen et al. 2012; Parker et 
al. 2013; Projecto-Garcia et al. 2013; Foote et al. 2015; Ujvari et al. 2015; Zou and Zhang 
2015a), casting a doubt on the above belief.  Determining whether morphological characters are 
more prone to convergence than molecular characters is important for several reasons.  First, 
although morphological and molecular trees are often concordant with each other, this is not 
always the case(Pisani et al. 2007; Perelman et al. 2011; Legg et al. 2013; O'Leary et al. 2013; 
Jarvis et al. 2014).  Knowledge of the relative prevalence of convergence in the two types of 
characters helps decide which tree is more trustable.  Furthermore, it helps decide whether total 
evidence trees reconstructed jointly from the two types of characters (Wiens et al. 2010; Lee et 
al. 2013; Legg et al. 2013; O'Leary et al. 2013; Bieler et al. 2014; Davalos et al. 2014; Pyron 
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2015) are preferred over trees based on any one type.  Second, phylogenetic analysis that 
includes fossils can help understand evolutionary relation, time, and process for fossils as well as 
extant species(Page and Holmes 1998; Wiens et al. 2010; Legg et al. 2013; O'Leary et al. 2013; 
Davalos et al. 2014; Jarvis et al. 2014; Lee and Palci 2015; Pyron 2015).  Because molecular 
characters are inaccessible in the vast majority of fossils, knowing the frequency of 
morphological convergence is critical to assessing the reliability of phylogenies involving fossils.  
Third, convergence is caused by either repeated adaptations of different evolutionary lineages to 
similar environmental challenges or chance.  Recent studies suggested that most molecular 
convergence events are attributable to chance(Foote et al. 2015; Thomas and Hahn 2015; Zou 
and Zhang 2015a, b).  A comparison between morphological and molecular characters may 
provide information about the relative roles of selection and drift in morphological evolution.  
Because not all morphological or molecular characters are employed by phylogeneticists, 
a fair comparison between the two character types in the context of phylogenetics should 
concentrate on characters used for phylogenetic reconstruction.  To this end, we analyzed a large 
dataset including 3,414 parsimony informative morphological characters and 5,722 parsimony 
informative amino acid sites that was previously compiled for the inference of mammalian 
phylogeny of 46 extant and 40 fossil species(O'Leary et al. 2013).  Our analysis focused on 
extant species because they have both types of characters.  We found that morphological 
characters experience much more convergences than molecular characters.  We devised a 
method to identify and remove convergence-prone characters, enabling the inclusion of 







Analyzing character convergence requires a species tree.  Because the mammalian tree is 
not completely resolved, we used three trees, respectively reconstructed using the morphological 
characters, molecular characters, and both types of characters in the dataset.  Under each tree, we 
inferred the ancestral states at all interior nodes for each character.  For every pair of independent 
branches, we identified characters that showed convergence (Fig. 5.1a; see MATERIALS AND 
METHODS) and compared the mean number of convergences per character between 
morphological and molecular characters.  For example, under the morphological tree, the 
exterior branches respectively leading to wolf (Canis lupus) and aardvark (Orycteropus afer) 
form an independent branch pair (Fig. A.3.1a), where 0.0072 convergences per morphological 
character was observed, significantly exceeding that (0.0038) per molecular character (P = 0.03, 
Fisher’s exact test; see MATERIALS AND METHODS).  Among 3396 pairs of independent 
branches in the morphological tree, 79.1% exhibit a higher convergence per morphological 
character than that per molecular character (Fig. 5.1b), significantly exceeding the chance 
expectation (P <1×10-4, bootstrap test; see MATERIALS AND METHODS).  There are 645 
branch pairs with significantly higher per character morphological convergence than molecular 
convergence (Q-value < 0.05, Fisher’s exact test; blue dots in Fig. 5.1b), whereas the opposite is 
true for only 61 branch pairs (orange dots in Fig. 5.1b).  The mean number of convergence per 
morphological character is 1.7 times that per molecular character.  
It was proposed that convergence is more fairly compared among characters or branch 
pairs by the ratio between the number of convergence and that of divergence (Cv/Dv; Fig. 
5.1a)(Castoe et al. 2009; Thomas and Hahn 2015) because both Cv and Dv increase with the 
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amount of evolution.  Hence, we identified divergence events for each branch pair (see 
MATERIALS AND METHODS) and then calculated the total number of convergence events 
relative to the total number of divergence events for the branch pair for each type of characters.  
We found that morphological characters exhibit overwhelmingly larger Cv/Dv, compared with 
molecular characters (Fig. 5.1c).  The mean Cv/Dv ratio of morphological characters is 4.0 times 
that of molecular characters. 
If the morphological tree used differs from the unknown true tree, inferring convergence 
under the morphological tree underestimates morphological convergence and hence the 
conclusion of a higher convergence for morphological characters than molecular characters 
should be conservative.  As expected, when the above analyses were repeated under the 
molecular tree (Fig. A.3.1b) or the total evidence tree (Fig. A.3.1c), we found even higher 
convergences (Fig. 5.1d; Fig. A.3.2a) and Cv/Dv ratios (Fig. 5.1e; Fig. A.3.2b) for 
morphological characters than for molecular characters.  Similar results were obtained using 
conventional measures of homoplasy such as the consistency index (ci) and rescaled consistency 
index (rc).  That is, regardless of the tree topology used, morphological characters show lower ci 
and rc, thus higher homoplasy, than molecular characters (Fig. A.3.3). 
DNA sequences instead of amino acid sequences are sometimes used as molecular 
characters in phylogenetics.  We therefore also conducted a whole-tree analysis of the 19,227 
parsimony informative nucleotide sites in the dataset, with the tree inferred from the nucleotide 
sequences as the molecular tree.  Regardless of whether the morphological or molecular tree is 
used, we observed higher convergence per character and higher Cv/Dv ratio for morphological 




Quartet analysis  
Because the true mammalian tree is unknown, to ensure a fair comparison between 
morphological and molecular characters, we further examined every four species in the data that 
show the same phylogenetic relationship in the morphological and molecular trees, which we 
refer to as quartets (Fig. 5.2a).  Given a quartet and their phylogenetic relationship, a parsimony-
informative character is said to be convergent if at least two changes are required to explain the 
observed states (Fig. 5.2a).  We identified all convergence events for each quartet.  Averaged 
across 7146 quartets that can be examined, we observed 0.026 convergences per morphological 
character, which is three times that per molecular character (0.0085).  Higher morphological 
convergence than molecular convergence is found in 93.9% of quartets (Fig. 5.2b), significantly 
exceeding the chance expectation (P < 1×10-4, bootstrap test).  A total of 6087 quartets show 
significantly higher per character morphological convergence than molecular convergence (Q-
value < 5%), while only 104 quartets show the opposite (Fig. 5.2b).   
Given a quartet and their phylogenetic relationship, a parsimony-informative character is 
said to be consistent when only one change is needed to explain the observed states.  
Convergence provides an erroneous phylogenetic signal for the quartet, whereas consistency 
offers the correct signal.  We thus computed, for each quartet, the ratio between the total number 
of convergences and that of consistencies (Cv/Cs ratio) for each type of characters, which may be 
viewed as the noise/signal ratio.  Again, morphological characters tend to have higher Cv/Cs 
ratios than molecular characters (Fig. 5.2c).  The above results also hold when nucleotide sites 
instead of amino acid sites are used as molecular characters (Fig. A.3.4e,f).   
 
Number of states per character 
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We found that 75.2% of parsimony-informative morphological characters are binary (Fig. 
5.3a).  Because binary characters can only have one kind of change given an ancestral state, it is 
obvious that they are susceptible to convergence once multiple changes occur.  By contrast, only 
a small fraction (12.4%) of molecular characters are binary (Fig. 5.3a).  The median number of 
states is five for molecular characters, significantly higher than that (two) for morphological 
characters (P < 10-300, Mann-Whitney U test).   
The probability of convergence relative to that of divergence for a character is expected 
to decrease with the number of states.  Indeed, the Cv/Dv ratio decreases with the number of 
states for both types of characters (Fig. 5.3b; Fig. A.3.5) and this trend remains after the control 
of evolutionary rate (Table A.3.1).  We estimated that the Cv/Dv ratio of an average 
morphological character is 0.89 times that of a molecular character with the same number of 
states, and the corresponding number is 0.55 for Cv/Cs (see MATERIALS AND METHODS).  
These results indicate that, compared with molecular characters, the higher convergence of 
morphological characters is caused by having fewer states rather than intrinsically higher 
susceptibilities to adaptive convergent evolution, because morphological characters are no more 
prone to convergence than molecular characters once the number of states is controlled for.   
The above patterns remain unchanged even when nucleotide sites instead of amino acid 
sites are used as molecular characters (Table A.3.2).  Interestingly, although there can be no 
more than four states at each nucleotide site, the median number of states (three) per nucleotide 
site is still significantly higher than that (two) per morphological character (P < 10-300). 
 
Removing convergence-prone characters improves phylogenetics 
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Because the vast majority of molecular convergences are explainable by chance(Foote et 
al. 2015; Thomas and Hahn 2015; Zou and Zhang 2015a, b), the fact that average morphological 
characters have even smaller Cv/Dv and Cv/Cs ratios than those of molecular characters of the 
same numbers of states suggest that most morphological convergences observed in the data 
analyzed are probably also attributable to chance.  If convergence is owing to chance rather than 
lineage-specific selection, it is possible to identify and remove convergence-prone characters 
using species with reliable phylogenetic relations and then infer the tree for species of uncertain 
relations using the remaining characters.  This approach would be especially beneficial to 
phylogenetic inference that includes morphological data because of the relatively frequent 
convergence in such data.  We propose the following procedure when analyzing a dataset with 
both morphological and molecular characters.  First, we infer the morphological and molecular 
trees separately.  Second, quartets (i.e., groups of four species with the same phylogenetic 
relations in the two trees) are identified and the Cv/Cs ratio is calculated based on these quartets 
for each character.  Third, we remove all characters whose Cv/Cs ratio exceeds a cutoff and infer 
the tree using all remaining morphological and molecular characters combined.   
To investigate whether the above approach improves phylogenetic accuracy, we 
conducted 50 simulations of mammalian morphological and molecular characters based on their 
respective empirical distributions of the number of states (Fig. A.3.6a).  Quartet analysis 
demonstrates that the simulated data have similar properties as the real data (Fig. A.3.6b,c; 
Table A.3.3).  We measured the Robinson-Foulds distance (dRF) between an inferred tree and the 
known true tree in simulation; dRF is twice the fraction of branch partitions that differ between 
the two trees(Robinson and Foulds 1981); the smaller the dRF, the more accurate the inferred tree.  
We found that dRF is significantly greater for the 50 morphological trees than the 50 molecular 
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trees (P = 1.6×10-14, Mann-Whitney U test), confirming the damage of random convergence on 
phylogenetic accuracy.  We set 10 Cv/Cs cutoffs from 5 to 0.03 and inferred 10 low-convergence 
total evidence trees for each simulated dataset using the above proposed procedure (see 
MATERIALS AND METHODS).  We found that dRF to the true tree is generally smaller for 
low-convergence trees than the original tree reconstructed using all characters (green symbols in 
Fig. 5.4a), and the improvement in phylogenetic accuracy plateaus when the cutoff reaches 0.3.  
By contrast, trees based on a random removal of the same number of characters do not show 
smaller dRF when compared with the original tree (pink symbols in Fig. 5.4a).  As expected, the 
mean number of states is higher for the remaining low-convergence characters than for the same 
number of characters randomly picked from the original simulated data (Fig. A.3.6d).   
 
Removing convergence-prone characters alters the bat tree  
We applied the above pipeline to the mammalian dataset including both morphological 
characters and amino acid sequences.  The same 10 Cv/Cs ratio cutoffs as in the simulation were 
used in removing high-convergence characters, and low-convergence total evidence trees of all 
86 extant and fossil species were inferred using the remaining morphological and molecular 
characters.  For the 46 extant species that can be compared, the resultant low-convergence trees 
are generally more similar than trees based on the same numbers of randomly selected characters 
to the original molecular tree (Fig. A.3.7).  The low-convergence trees are also generally more 
different than trees based on the same numbers of randomly selected characters from the original 
morphological tree (Fig. A.3.7).  Although the true mammalian tree is unknown, these 
observations are consistent with our finding that convergence is less frequent in molecular 
characters than morphological characters.  
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Regarding intra-order relationships, the phylogeny of bats has been highly controversial.  
Specifically, all echolocating bats typically form a monophyletic group in morphological trees, 
suggesting a single origin of bat echolocation(O'Leary et al. 2013).  But they tend to form a 
paraphyly in molecular trees(Teeling et al. 2000; Teeling et al. 2005; Meredith et al. 2011; 
Tsagkogeorga et al. 2013), suggesting the possibility of two origins of bat echolocation or one 
origin followed by a loss.  In the original total evidence tree (Fig. A.3.8a) reconstructed using the 
data analyzed here, all five extant species of echolocating bats form a monophyly to the 
exclusion of the only non-echolocating extant bat Pteropus giganteus, with a 99.2% bootstrap 
support (Fig. 5.4b).  When the 3930 characters (1007 morphological and 2923 molecular) with 
Cv/Cs ratio < 0.2 are used after the removal of 2407 morphological characters and 2799 
molecular characters (Fig. A.3.8b), echolocating bats become paraphyletic; the echolocating 
Rhinopoma hardwickii and non-echolocating P. giganteus are grouped with a 95.0% bootstrap 
support (Fig. 5.4c).  Note that using low-convergence morphological characters alone does not 
result in this new topology.  For comparison, we generated 50 randomly subsampled datasets, 
each with 1007 morphological and 2923 molecular characters.  Although 18 of them also yielded 
the same topology as in Fig. 5.4c, the corresponding bootstrap support ranged between 18% and 
70%, suggesting that the strong support for the paraphyly of echolocators in Fig. 5.4c is not 
explained simply by subsampling of the original data.  Our results are not sensitive to the Cv/Cs 
ratio cutoff, because the same bat relationships were recovered when any Cv/Cs cutoff of 0.3 or 







Our analysis of comparably large numbers of morphological and molecular characters 
previously used in inferring the mammalian tree showed that morphological characters 
experienced more convergent evolution than molecular characters, confirming a long-held belief 
of the phylogenetics community.  Nevertheless, we caution that our conclusion should be further 
scrutinized using additional data from additional groups of species, because they are currently 
based on only one, albeit very large, dataset of one group of species.  There are three potential 
sources of error in our inference of convergence.  First, use of a wrong species tree could bias 
our inference.  But, as demonstrated, our results are robust to different species trees used.  
Second, our inference of convergence relies on ancestral state reconstruction by parsimony that 
may contain errors(Zhang and Nei 1997).  But, such errors should be comparable between the 
two types of characters.  Third, it was recently proposed that some inferred convergences may be 
caused by incomplete lineage sorting (ILS) rather than genuine convergent changes(Hahn and 
Nakhleh 2016).  Similar to genuine convergence, apparent convergence owing to ILS also 
confounds phylogenetic inference and thus need not be separated from our estimates of 
convergence.  Hence, the three potential errors do not affect our conclusion.   
Regarding the reason behind the higher convergence of morphological characters than 
molecular characters, our results do not support the common view that morphological characters 
are intrinsically more prone to convergence because they are more frequently subject to positive 
selection.  Instead, we found the probability of convergence for a character to decrease with the 
number of states and found no greater intrinsic propensities for convergence (as measured by 
Cv/Dv and Cv/Cs ratios) among morphological characters than molecular characters after the 
control of the number of states.  A likely explanation for this unexpected finding is that 
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phylogeneticists have removed morphological characters that are subject to frequent positive 
selection (e.g., body size and coat color) from phylogenetic analysis, because such characters are 
known to lack reliable phylogenetic signals(Wiley and Lieberman 2011).  As a result, the 
morphological characters used for phylogenetic inference have relatively low intrinsic 
propensities for convergence.  If most convergences of the morphological characters in the data 
analyzed are not manifestations of repeated adaptations but pure chance, one wonders what 
morphological characters are responsible for the clustering of species with seemingly adaptive 
convergences in the morphological tree, such as the clade of the four ant- and termite-eaters: the 
nine-banded armadillo Dasypus novemcinctus, collared anteater Tamandua tetradactyla, Chinese 
pangolin Manis pentadactyla, and aardvark Orycteropus afer (Fig. A.3.1a).  These species form 
three independent lineages (Dasypus + Tamandua, Manis, and Orycteropus) in the molecular 
tree (Fig. A.3.1b) as well as the total evidence tree (Fig. A.3.1c).  We found that, even on the 
basis of the molecular tree, at most 14 morphological characters are inferred to have experienced 
convergence among the three lineages, and the actual number is likely much smaller because, for 
13 of the 14 characters, convergence is but one of several equally parsimonious evolutionary 
scenarios.  However, none of the 14 characters are apparently related to ant- and termite-eating 
or are specific to these four species.  For instance, the only character for which the sole 
parsimonious reconstruction indicates convergence among the three lineages describes the shape 
of the medial border of humerus trochlea.  The humerus is a long bone in the arm or forelimb 
that runs from the shoulder to the elbow and trochlea refers to a grooved structure reminiscent of 
a pulley's wheel.  This character does not appear to be related to ant- and termite-eating.  In fact, 
manatee (Trichechus manatus) and ring-tailed lemur (Lemur catta) also have the same state as 
the four ant- and termite-eating mammals for this character.  These findings are consistent with 
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our conclusion that most morphological convergences observed here are caused by chance rather 
than repeated adaptations.  Of course, we cannot exclude the possibility that a small number of 
morphological convergences observed in this dataset are adaptive.   
Nevertheless, morphological characters experience more convergences than molecular 
characters, because of much fewer states in the former than the latter.  The low number of states 
per morphological character may be related to one or both of the following reasons(Davalos et al. 
2012; Davalos et al. 2014).  First, curating multistate morphological characters may be more 
subjective and error-prone, resulting in a reduced use of such characters in phylogenetics(Wiens 
2001).  Second, most morphological characters may have a small state space, rendering finding 
multistate characters difficult(Wagner 2000).   
Because of the higher prevalence of convergence among morphological characters than 
molecular characters and the rapid accumulation of molecular sequence data, we suggest that 
phylogenetic reconstruction should normally use only molecular data.  In the event that 
molecular data are inaccessible for some taxa such as fossils, one should consider using 
morphological characters with relatively large numbers of states to minimize convergence in 
phylogenetic analysis.   
Given a dataset of morphological and molecular characters, we proposed a method to 
reconstruct more accurate total evidence trees by identifying and removing convergence-prone 
characters in the dataset, and demonstrated its validity by computer simulation.  Homoplasy, 
which interferes with phylogenetic inference, also includes reversal in addition to convergence.  
While our study focuses on convergence, it is worth noting that convergence-prone characters 
are also expected to be reversal-prone if most convergences are chance events owing to the 
availability of only few states, as indicated by the present data.  Thus, in removing convergence-
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prone characters, we effectively also take out many reversal-prone characters; the success of our 
method may be in part attributable to this effect.  Because our method relies on the assumption 
that characters that are convergence-prone in the quartets analyzed are also convergence-prone in 
other species, it is not effective in removing characters that are convergence-prone in a few 
specific lineages such as those subject to adaptive convergence.  In principle, one could also 
downweight instead of removing convergence-prone characters, but the appropriate weights are 
unknown.  Future studies can investigate how to acquire the best weights for improving 
phylogenetic accuracy.   
We showed that the original total evidence mammalian tree in which all echolocating 
bats form a monophyly is altered upon the removal of convergence-prone characters.  The low-
convergence tree shows a paraphyly of echolocating bats, identical to the recently published 
genome-based bat phylogeny(Tsagkogeorga et al. 2013).  Assuming that the genome-based tree 
is correct, our results demonstrated the utility of our method in actual phylogenetic inference 
with the total evidence approach.  Besides, our low-convergence tree also supports the 
monophyly of pangolin (Manis pentadactyla) and carnivores (Fig. A.3.8b), which is not 
reflected in the original total evidence tree (Fig. A.3.8a) but is supported by previous molecular 
studies(Meredith et al. 2011; Du Toit et al. 2014).  As shown by our computer simulation, 
although removing convergence-prone characters improves phylogenetic accuracy, low-
convergence trees may still contain errors.  Identifying and removing convergence-prone 
characters is by no means a panacea for phylogenetics.  While rapidly accumulating genome 
sequences will eventually dwarf the morphological data of any extant species, morphological 
data will remain useful in phylogenetic analysis that needs to contain fossils, whose value to 
understanding evolution is indispensable.  For this reason, understanding and remedying 
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convergence, which is more prevalent in morphological than molecular characters, will remain 
an important task in phylogenetics.  Of course, morphological characters that can be studied in 
fossils do not represent a random sample of all morphological characters.  Whether this 
nonrandomness will bias phylogenetic inference(Sansom and Wills 2013) is also worth 
investigation.  
 
5.5 MATERIALS AND METHODS 
Dataset used 
The original dataset is composed of 4,541 morphological characters and 11,365 amino 
acid sites(O'Leary et al. 2013). It includes 86 species, with 40 fossil taxa having only 
morphological characters and 46 extant species having both types of characters.  We focused on 
extant species in this study because they have both types of characters for comparison.  The 
morphological tree, molecular tree, and total evidence tree (i.e., based on both types of 
characters) built using the parsimony method were provided by the original study (see Fig. 
A.3.1).  We removed all parsimony-uninformative characters for the 46 extant species.  A 
parsimony-informative character has at least two states, each represented by at least two taxa.  
Parsimony trees of the 46 extant species based on the remaining 3,414 morphological characters 
or 5,722 amino acid sites agree with those based on all characters of the same types. 
 
Whole-tree analysis 
Ancestral states of each parsimony-informative character were inferred for all interior 
nodes in the morphological tree, molecular tree, or total evidence tree by parsimony using 
Mesquite (V. 3.03) (http://mesquiteproject.org/).  Equal weights were given to equally 
105 
	
parsimonious pathways in counting convergence events, such that if only one of n equally 
parsimonious pathways for a character shows convergence for a branch pair, 1/n convergence 
events are counted.  Missing extant states of a character were inferred simultaneously during the 
inference by parsimony, such that no additional changes are required due to the missing state 
assignment.  Mesquite also output the number of states appearing in the 46 extant species for 
each character and the number of changes each character experienced along the entire tree. 
An independent branch pair refers to two branches that are not ancestral to each other and 
contain no common node.  For example, let the starting and end states of one branch (node 1 to 
node 3) be X1 and X3, and let those of another branch (node 2 to node 4) be X2 and X4, 
respectively.  These two branches form an independent branch pair if (i) the four nodes are all 
distinct from one another, (ii) node 3 is not on the path from the tree root to node 4, and (iii) 
node 4 is not on the path from the tree root to node 3.  For an independent pair of branches, there 
is a convergence if and only if X1≠X3, X2≠X4, and X3=X4.  This definition includes both parallel 
and convergent changes previously defined(Zhang and Kumar 1997).  Similarly, there is a 
divergence in the independent branch pair if and only if X1≠X3, X2≠X4, and X3≠X4.  Thus, once 
ancestral states are inferred, we know whether a character experiences convergence, divergence, 
or neither for a branch pair.  For a character, the consistency index (ci) is the smallest minimal 
number of changes required to explain the observed states by any tree (Min) divided by the 
minimal number of changes required by the tree under evaluation (Obs).  Retention index (ri) = 
(Max-Obs)/(Max-Min), where Max is the largest minimal number of changes required to explain 
the observed states by any tree.  Rescaled consistency index (rc) equals consistency index 




We used Fisher’s exact test to compare the number of convergences per character or 
Cv/Dv ratio between morphological and molecular characters.  For example, in the branch pair 
leading to wolf and aardvark, we inferred 24.67 convergences among 3414 morphological 
characters and 21.88 convergences among 5722 molecular characters.  We rounded the decimal 
number of convergence to the nearest integer and tested the null hypothesis that the probability 
of experiencing convergence is the same for the two types of characters using the following 2×2 
contingency table: 25, 3414-25, 22, and 5722-22.  We obtained a two-tailed P-value of 0.0332 
using Fisher's exact test, indicating that the frequency of convergence is significantly higher for 
morphologies than for sequences for the branch pair.  For the same branch pair, we inferred 9.84 
and 88.57 divergence events for morphological and molecular characters, respectively.  We 
tested the null hypothesis that Cv/Dv ratio is the same for the two types of characters using the 
contingency table of 25, 10, 22, and 89.  The obtained two-tailed P-value from Fisher's exact test 
is 3.9×10-8, indicating that Cv/Dv ratio is significantly higher for morphological characters than 
for molecular characters for this branch pair.  There were two branch pairs with no convergence 
and no divergence for molecular characters under the morphological tree, and three such branch 
pairs under either the molecular tree or the total evidence tree.  These branch pairs had undefined 
Cv/Dv ratios for molecular characters and could not be tested in Fisher’s exact test.  Hence, they 
were excluded from the analysis and corresponding figures. 
Because branch pairs (or quartets) are not independent from one another, simple 
parametric statistic tests cannot be used.  We thus used a bootstrap method to test the null 
hypothesis that per character convergence is lower for morphological characters than molecular 
characters.  First, we generated one bootstrap sample containing the same number of both 
morphological and molecular characters as in the original data.  Second, we analyzed all branch 
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pairs using the bootstrap sample and examined if >50% branch pairs show a lower 
morphological convergence than molecular convergence.  We repeated the above two steps 
10,000 times and computed the fraction of bootstrap samples in which >50% branch pairs show a 
lower morphological convergence than molecular convergence.  This fraction is an estimate of 
the probability that the null hypothesis is correct, hence is the P-value of this bootstrap test.  The 
same bootstrap method was used to test the null hypothesis that Cv/Dv ratio and Cv/Cs ratio is 
lower for morphological characters than molecular characters in respective analyses.  
 
Quartet analysis 
Four extant taxa Y1, Y2, Y3, and Y4 are selected if they satisfy the following conditions: 
(i) Y1 and Y2 form a monophyletic group in exclusion of Y3 and Y4 in both the morphological 
and molecular trees of all extant taxa examined; (ii) Y3 and Y4 form a monophyletic group in 
exclusion of Y1 and Y2 in both the morphological and molecular trees; and (iii) the root of this 
four-species tree is located on the internal branch in both the morphological and molecular trees.  
Mapping a parsimony-informative character onto this quartet tree, we say that the character 
shows a convergence if the states of (Y1, Y2, Y3, Y4) are (A, B, A, B) or (A, B, B, A), where A 
and B are two observed states of the character in the four species.  By contrast, we say that the 
character shows a consistency if (A, A, B, B) is observed.  Statistical tests followed those in the 
whole-tree analysis, except that quartets replaced branch pairs.  There were 103 quartets with 
zero convergence and zero consistency for molecular characters.  These quartets had undefined 
Cv/Cs ratios for molecular characters and could not be tested by Fisher’s exact test.  Hence, they 




Comparison of Cv/Dv given the number of states 
 The Cv/Dv ratio of a character is calculated by the sum of Cv across all branch pairs 
divided by the sum of Dv across all branch pairs for the character.  Morphological and molecular 
characters are divided into bins according to the number of states.  For each bin, a ratio between 
mean morphological Cv/Dv and mean molecular Cv/Dv is calculated.  Finally, this ratio is 
averaged across bins, weighted by the number of morphological characters in each bin.  Hence, 
the weighted average reflects Cv/Dv of morphological characters relative to that of molecular 
characters of the same numbers of states.  When the measure of Cv/Cs is used, the same 
procedure is followed except that quartets instead of branch pairs are used. 
 
Simulation of character evolution 
The evolution of morphological and molecular characters was simulated according to 
Markov processes, based on the tree topology and branch lengths of the nucleotide maximum 
likelihood tree from the original study(O'Leary et al. 2013) (Fig. A.3.6a).  The Newick format of 













.0739)88:0.1754)89:0.1518,(45:0.0454,46:0.0378)90:0.1518)91:0.0000.  In the simulated 
evolution, a model equivalent to the Jukes-Cantor model assuming equal equilibrium frequencies 
of all states and equal exchange rates among all states was used.  For each morphological 
character, its number of states N is a randomly drawn number from the empirical distribution of 
the number of states in the original morphological data (Fig. 5.3a).  The 1 PAM transition matrix 
for this character is an N×N square matrix M with each non-diagonal item equal to 0.01/N.  The 
relative evolutionary rate r of the character is randomly drawn according to a Pearson correlation 
of 0.64 with the number of states n, as was observed in the actual data.  Specifically, we draw a 
random variable n' from the empirical distribution of the number of states and compute ! =
0.64' + '′ 1 − 0.64,.  We then normalize r such that the mean r from all characters equals 1.  
The character evolution then starts from a random initial state at the tree root and evolves 
by a Markov chain along tree branches.  Molecular characters were similarly simulated.  Fifty 
simulations were conducted, each composed of 20,000 morphological characters and 40,000 
molecular characters.  The number of states used to generate each character and the number of 
substitution steps in evolution were recorded for downstream analysis.  Quartet analysis based on 
a randomly picked simulation showed that the properties of these characters resemble those of 
the real data.  Specifically, for almost all quartets, convergence per character and Cv/Cs ratio are 
higher for morphological characters than molecular character (Fig. A.3.6b,c).  In addition, a 
significant negative partial correlation was observed between the number of states and Cv/Cs 




Inference of parsimony trees 
Because the evolutionary models of morphological characters have not been well 
established, model-based tree inference is not used here.  Instead, we inferred maximum 
parsimony trees using PAUP4.0 (http://people.sc.fsu.edu/~dswofford/paup_test/) for both 
morphological and molecular data to allow fair comparisons.  When analyzing the real data, 
1000 replicated heuristic searches were performed with parameters from the original 
study(O'Leary et al. 2013).  All fossil taxa were included when morphological characters were 
used in the inference.  Consensus trees were derived when multiple equally parsimonious 
topologies were found, with a strict collapse of branches and equal weights of all topologies.  In 
the analysis of simulated characters, 5000 replications were used instead of 1000.  Bootstrap tests 
were conducted in PAUP with 1000 replicates unless otherwise mentioned.  Bootstrap values 
were calculated and mapped by custom Python scripts; equal weights were given to all equally 
parsimonious trees resulting from each bootstrapped dataset. 
 
Phylogenetic analyses of low-convergence characters 
We used various Cv/Cs ratio cutoffs to remove characters whose Cv/Cs ratios are higher 
than the cutoffs.  For example, in the real data of 9136 parsimony-informative characters, 5206 
characters showed Cv/Cs > 0.2, according to quartet analysis.  Hence, under the cutoff of Cv/Cs 
= 0.2, we retained 9136-5206 = 3930 characters for tree inference, including 1007 morphological 
and 2923 molecular characters.  As a control, we randomly drew 1007 morphological and 2923 
molecular characters from all 9136 characters and conducted a phylogenetic analysis.  This 





 All morphological and molecular data analyzed were previously published(O'Leary et al. 
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(Fig. 2a). We identified all convergence events for each quartet.
Averaged across 7,146 quartets that can be examined, we
observed 0.026 convergences per morphological character, which
is three times that per molecular character (0.0085). Higher
morphological convergence than molecular convergence is found
in 93.9% of quartets (Fig. 2b), significantly exceeding the chance
expectation (Po1! 10" 4, bootstrap test). A total of 6,087
quartets show significantly higher per character morphological
convergence than molecular convergence (Q-value o0.05), while
only 104 quartets show the opposite (Fig. 2b).
Given a quartet and their phylogenetic relationship, a
parsimony-informative character is said to be consistent when
only one change is needed to explain the observed states.

























0.015 Total: 2,685 vs 707
Significant: 645 vs 61
Total: 3,275 vs 115
Significant: 1,128 vs 1
Total: 2,786 vs 436
Significant: 1,102 vs 24
Total: 3,157 vs 62
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(mean=0.0016)
Figure 1 | Whole-tree analysis of morphological and molecular convergences in mammals. (a) Schematic examples of convergence and divergence.
Given the states of the interior and exterior nodes of the tree, the blue and green branch pairs each experienced a convergence event, while the orange
branch pair experienced a divergence event. A, L, N and V are four different states of a character. (b) Mean number of convergences per morphological
character and that per molecular character for each branch pair examined under the morphological tree. (c) Convergence/divergence (Cv/Dv) ratio for each
branch pair under the morphological tree. (d) Mean number of convergences per morphological character and that per molecular character for each branch
pair examined under the molecular tree. (e) Cv/Dv ratio for each branch pair under the molecular tree. In b–e, each dot represents a branch pair. In the grey
box of each panel, ‘total’ refers to the numbers of dots above and below the diagonal (dots on the diagonal are not counted), respectively, and ‘significant’
refers to the numbers of dots significantly (at Q-value of 0.05) above (blue) and below (orange) the diagonal, respectively. Total number of dots above the
diagonal significantly exceeds that below the diagonal in b–e (Po1! 10"4, bootstrap test). For c and e, branch pairs with infinite Cv/Dv values are not
plotted but included in the comparison.
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Figure 5.1 Whole-tree analysis of morphological and molecular convergences in mammals.  
(a) Schematic examples of convergence and divergence. Given the states of the interior and 
exterior nodes of the tree, the blue and green branch pairs each experienced a convergence event, 
while the orange branch pair experienced a divergence event. A, L, N, and V are four different 
states of a character. (b) Mean number of convergences per morphological character and that per 
molecular character for each branch pair examined under the morphological tree. (c) 
Convergence/divergence (Cv/Dv) ratio for each branch pair under the morphological tree. (d) 
Mean number of convergences per morphological character and that per molecular character for 
each branch pair examined under the molecular tree. (e) Cv/Dv ratio for each branch pair under 
the molecular tree. In panels (b)-(e), each dot represents a branch pair. In the grey box of each 
panel, "total" refers to the numbers of dots above and below the diagonal (dots on the diagonal 
are not counted), respectively, and "significant" refers to the numbers of dots significantly (at Q-
value of 0.05) above (blue) and below (orange) the diagonal, respectively. Total number of dots 
above the diagonal significantly exceeds that below the diagonal in panels (b)-(e) (P < 1×10-4, 
bootstrap test). For panels (c) and (e), branch pairs with infinite Cv/Dv values are not plotted but 





Figure 5.2 Quartet analysis of morphological and molecular convergences in mammals. (a) 
A schematic example of a quartet, which are four species (2, 3, 5, and 6) showing the same 
phylogenetic relationship in the morphological (left) and molecular (right) trees. Examples of 
character states exhibiting convergence and consistency are shown. (b) Mean number of 
convergences per morphological character and that per molecular character for each quartet 
examined. (c) Convergence/consistency (Cv/Cs) ratio for each quartet. In panels (b) and (c), each 
dot represents a quartet. In the grey box of each panel, "total" refers to the numbers of dots above 
and below the diagonal (dots on the diagonal are not counted), respectively, and "significant" 
refers to the numbers of dots significantly (at Q-value of 0.05) above (blue) and below (orange) 
the diagonal, respectively. Total number of dots above the diagonal significantly exceeds that 
quartet, whereas consistency offers the correct signal. We thus
computed, for each quartet, the ratio between the total number of
convergences and that of consistencies (C /Cs ratio) for each type
of characters, which may be viewed as the noise/signal ratio.
Again, morphological characters tend to have higher Cv/Cs ratios
than molecular characters (Fig. 2c). The above results also hold
when nucleotide sites instead of amino acid sites are used as
molecular characters (Supplementary Fig. 4e,f).
Number of states per character. We found that 75.2% of parsi-
mony-informative morphological characters are binary (Fig. 3a).
Because binary characters can only have one kind of change given
an ancestral state, it is obvious that they are susceptible to
convergence once multiple changes occur. By contrast, only a
small fraction (12.4%) of molecular characters are binary
(Fig. 3a). The median number of states is five for molecular
characters, significantly higher than that (two) for morphological
characters (Po10! 300, Mann–Whitney U-test).
The probability of convergence relative to that of divergence
for a character is expected to decrease with the number of states.
Indeed, the Cv/Dv ratio decreases with the number of states for
both types of characters (Fig. 3b; Supplementary Fig. 5) and this
trend remains after the control of evolutionary rate (Supple-
mentary Table 1). We estimated that the Cv/Dv ratio of an
averag morphological haracter is 0.89 times that of a molecular
character with the same number of states, and the corresponding
number is 0.55 for Cv/Cs (see Methods). These results indicate
that, compared with molecular characters, the higher convergence
of morphological characters is caused by having fewer states
rather than intrinsically higher susceptibilities to adaptive
convergent evolution, because morphological characters are no
more prone to convergence than molecular characters once the
number of states is controlled for.
The above patterns remain unchanged even when nucleotide
sites instead of amino acid sites are used as molecular characters
(Supplementary Table 2). Interestingly, although there can be no
more than four states at each nucleotide site, the median number
of states (three) per nucleotide site is still significantly higher than
that (two) per morphological character (Po10! 300).
Removing convergence-prone characters improves phylogenetics.
Because the vast majority of molecular convergences are
explainable by chance18,19,30,31, the fact that average morpho-












































































































Total: 6,709 vs 437
Significant: 6,087 vs 104
Total: 5,414 vs 1,628
Significant: 4,052 vs 651
Figure 2 | Quartet analysis of morphological and molecular convergences in mammals. (a) A schematic example of a quartet, which are four species
(2, 3, 5 and 6) showing the same phylogenetic relationship in the morphological (left) and molecular (right) trees. Examples of character states exhibiting
convergence and consistency are shown. (b) Mean number of convergences per morphological character and that per molecular character for each quartet
examined. (c) Convergence/consistency (Cv/Cs) ratio for ach quartet. In b and c, each d t represents a quartet In the gr y box of each panel, ‘total’ refers
to the numbers of dots above and below the diagonal (dots on th diagonal are not counted), respectively, a d ‘significant’ refers to the numbers of dots
significantly (at Q-value of 0.05) above (blue) and below (orange) the diagonal, respectively. Total number of dots above the diagonal significantly exceeds
that below the diagonal in b and c (Po1" 10!4, bootstrap test). In c, quartets with infinite Cv/Cs values are not plotted but included in the comparison.
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below the diagonal in panels (b) and (c) (P < 1×10-4, bootstrap test).  In panel (c), quartets with 








Figure 5.3 Morphological characters tend to have fewer states than molecular characters.  
(a) Frequency distribution of the number of states per character. (b) Cv/Dv ratio of a character 
decreases as the number of states increases. Cv/Dv ratio of a character is the sum of 
convergences across all branch pairs divided by that of divergences. The top and bottom edges of 
a box represent the first and third quartiles of the distribution, respectively, while the thick line 
inside the box represents the median. The two whiskers show the maximum value not greater 
than the 1st quartile plus 1.5 times the box height and the minimum value not smaller than the 
3rd quartile minus 1.5 times the box height, respectively. Cv/Dv ratios are calculated under the 
morphological tree. The same pattern is observed when Cv/Dv ratios are calculated under the 
molecular tree (Fig. A.3.5). 
  
than those of molecular characters of the same numbers of
states suggest that most morphological convergences observed
in the data analysed are probably also attributable to chance. If
convergence is owing to chance rather than lineage-specific
selection, it is possible to identify and remove convergence-
prone characters using species with reliable phylogenetic
relations and then infer the tree for species of uncertain
relations using the remaining characters. This approach would
be especially beneficial to phylogenetic inference that includes
morphological data because of the relatively frequent
convergence in such data. We propose the following
procedure when analysing a data set with both morphological
and molecular characters. First, we infer the morphological and
molecular trees separately. Second, quartets (that is, groups of
four species with the same phylogenetic relations in the two
trees) are identified and the Cv/Cs ratio is calculated based on
these quartets for each character. Third, we remove all
characters whose Cv/Cs ratio exceeds a cutoff and infer the
tree using all remaining morphological and molecular
characters combined.
To investigate whether the above approach improves phyloge-
netic accuracy, we conducted 50 simulations of mammalian
morphological and molecular characters based on their respective
empirical distributions of the number of states (Supplementary
Fig. 6a). Quartet analysis demonstrates that the simulated data
have similar properties as the real data (Supplementary Fig. 6b,c;
Supplementary Table 3). We measured the Robinson-Foulds
distance (dRF) between an inferred tree and the known true tree in
simulation; dRF is twice the fraction of branch partitions that
differ between the two trees32; the smaller the dRF, the more
accurate the inferred tree. We found that dRF is significantly
greater for the 50 morphological trees than the 50 molecular trees
(P¼ 1.6" 10# 14, Mann–Whitney U-test), confirming the
damage of random convergence on phylogenetic accuracy. We
set 10 Cv/Cs cutoffs from 5 to 0.03 and inferred ten low-
convergence total evidence trees for each simulated data set using
the above proposed procedure (see Methods). We found that dRF
to the true tree is generally smaller for low-convergence trees than
the original tree reconstructed using all characters (green symbols
in Fig. 4a), and the improvement in phylogenetic accuracy
plateaus when the cutoff reaches 0.3. By contrast, trees based on a
random removal of the same number of characters do not show
smaller dRF when compared with the original tree (pink symbols
in Fig. 4a). As expected, the mean number of states is higher for
the remaining low-convergence characters than for the same
number of characters randomly picked from the original
simulated data (Supplementary Fig. 6d).
Removing convergence-prone characters alters the bat tree. We
applied the above pipeline to the mammalian data set including
both morphological characters and amino acid sequences. The
same 10 Cv/Cs ratio cutoffs as in the simulation were used in
removing high-convergence characters, and low-convergence
total evidence trees of all 86 extant and fossil species were inferred
using the remaining morphological and molecular characters.
For the 46 extant species that can be compared, the resultant
low-convergence trees are generally more similar than trees based
on the same numbers of randomly selected characters to the
original molecular tree (Supplementary Fig. 7). The low-
convergence trees are also generally more different than trees
based on the same numbers of randomly selected characters from
the original morphological tree (Supplementary Fig. 7). Although
the true mammalian tree is unknown, these observations are
consistent with our finding that convergence is less frequent in
molecular characters than morphological characters.
Regarding intra-order relationships, the phylogeny of bats has
been highly controversial. Specifically, all echolocating bats
typically form a monophyletic group in morphological trees,
suggesting a single origin of bat echolocation25. But they tend to
form a paraphyly in molecular trees33–36, suggesting the
possibility of two origins of bat echolocation or one origin
followed by a loss. In the original total evidence tree
(Supplementary Fig. 8a) reconstructed using the data analysed
here, all five extant species of echolocating bats form a
monophyly to the exclusion of the only non-echolocating
extant bat Pteropus giganteus, with a 99.2% bootstrap support
(Fig. 4b). When the 3,930 characters (1,007 morphological and
2,923 molecular) with Cv/Cs ratio o0.2 are used after the
removal of 2,407 morphological characters and 2,799 molecular
characters (Supplementary Fig. 8b), echolocating bats become
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Figure 3 | Morphological characters tend to have fewer states than molecular characters. (a) Frequency distribution of the number of states per
character. (b) Cv/Dv ratio of a character decreases as the number of states increases. Cv/Dv ratio of a character is the sum of convergences across all
branch pairs divided by that of divergences. The top and bottom edges of a box represent the first and third quartiles of the distribution, respectively, while
the thick line inside the b x r pr sents the median. The two whiskers show the maximum value not greater than the first quartile plus 1.5 times the box
height and the minimum value not maller than the third quartile minus 1.5 times the box height, respective y. Cv/Dv ratios are calculated under the
morphological tree. The same pattern is observed when Cv/Dv ratios are calculated under the molec lar tree (Supplementary Fig. 5).
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Figure 5.4 Removing convergence-prone characters improves phylogenetic accuracy. (a) 
Simulation results showing that using characters with Cv/Cs ratios below certain cutoffs reduces 
the Robinson-Foulds distance (dRF) between the true tree and the inferred tree, while using the 
same number of randomly picked characters does not. The top and bottom edges of a box 
respectively represent the first and third quartiles of the distribution from 50 simulations, while 
the thick line inside the box represents the median. The two whiskers show the maximum value 
not greater than the 1st quartile plus 1.5 times the box height and the minimum value not smaller 
than the 3rd quartile minus 1.5 times the box height, respectively. Cv/Cs ratios are estimated 
based on quartets (sets of four species with the same phylogenetic relationships in the inferred 
morphological and molecular trees of the simulated data). *, P < 0.05, paired Mann-Whitney U 
test from 50 simulations; **, P < 0.01. (b) Bat relationships based on the parsimony tree 
reconstructed using 9136 informative morphological and molecular characters.  Echolocating 
species are marked with an echo sign.  Extant bats are in black, while fossil bats and other taxa 
are in grey.  Bootstrap percentage is presented for each internal node, with the red color 
echolocating P. giganteus are grouped with a 95.0% bootstrap
support (Fig. 4c). Note that using low-convergence morphological
characters alone does not result in th s new topology. For
comparison, we generated 50 randomly subsampled data sets,
each with 1,007 morphological and 2,923 molecular characters.
Although 18 of them also yielded the same topology as in Fig. 4c,
the corresponding bootstrap support ranged between 18 and 70%,
suggesting that the strong support for the paraphyly of
echolocators in Fig. 4c is not explained simply by subsampling
of the original data. Our results are not sensitive to the Cv/Cs
ratio cutoff, because the same bat relationships were recovered
when any Cv/Cs cutoff of 0.3 or smaller was used.
Discussion
Our analysis of comparably large numbers of morphological and
molecular characters previously used in inferring the mammalian
tree showed that morphological characters experienced more
convergent evolution than molecular characters, confirming a
long-held belief of the phylogenetics community. Nevertheless,
we caution that our conclusion should be further scrutinized
using additional data from additional groups of species, because
they are currently based on only one, albeit very large, data set of
one group of species. There are three potential sources of error in
our inference of convergence. First, use of a wrong species tree
could bias our inference. But, as demonstrated, our results are
robust to different species trees used. Second, our inference of
convergence relies on ancestral state reconstruction by parsimony
that may contain errors37. But, such errors should be comparable
between the two types of characters. Third, it was recently
proposed that some inferred convergences may be caused by
incomplete lineage sorting rather than genuine convergent
changes38. Similar to genuine convergence, apparent conver-
gence owing to incomplete lineage sorting also confounds
phylogenetic inference and thus need not be separated from
our estimates of convergence. Hence, the three potential errors do
not affect our conclusion.
Regarding the reason behind the higher convergence of
morphological characters than molecular characters, our results

















































































































Figure 4 | Removing convergence-prone characters improves phylogenetic accuracy. (a) Simulation results showing that using characters with Cv/Cs
ratios below certain cutoffs reduces the Robinson-Foulds distance (dRF) between the true tree and the inf rred tree, while using the same number of
randomly picked characters does not. The top and bottom edges of a box, respectively, represent the first and third quartiles of the distribution from 50
simulations, while the thick line inside the box represents the median. The two whiskers show the maximum value not greater than the first quartile plus 1.5
times the box height and the minimum value not smaller than the third quartile minus 1.5 times the box height, respectively. Cv/Cs ratios are estimated
based on quartets (sets of four species with the same phylogenetic relationships in the inferred morphological and molecular trees of the simulated data).
*Po0.05, paired Mann–Whitney U-test from 50 simulations; **Po0.01. (b) Bat relationships based on the parsi ony tree reconstructed using 9,136
informative morphological and molecular characters. Echolocating species are marked with an echo sign. Extant bats are in black, while fossil bats and other
taxa are in grey. Bootstrap percentage is presented for each internal node, with the red colour highlighting the bootstrap percentage for the monophyly of
echolocators. (c) Topology based on 3,930 informative characters with Cv/Cs ratios o0.2. The red colour highlights the bootstrap percentage for the sister
relationship between the non-echolocator Pteropus giganteus and the echolocator Rhinopoma hardwickii.
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highlighting the bootstrap percentage for the monophyly of echolocators. (c) Topology based on 
3930 informative characters with Cv/Cs ratios < 0.2. The red color highlights the bootstrap 
percentage for the sister relationship between the non-echolocator Pteropus giganteus and the 





Amino Acid Acceptance Rates Differ between Clades on the Tree of Life during Genome-
Wide Protein Evolution 
 
6.1 ABSTRACT 
In phylogenetic and molecular evolution analyses, it is common to model protein 
sequence evolution by Markov process. Mechanistically, the transition probability between 
different amino acid or codon states is decided by mutational probability and acceptance rate 
during selection. The relative acceptance rate of each type of amino acid change is usually 
assumed to be invariable among different species in practice. However, we use maximum 
likelihood approach to infer the relative acceptance rates for a broad sample of 68 two-species 
clades, and show that the rates can differ between two clades, e.g. rodents and carnivores. We 
designed a shuffling test to confirm the significance of acceptance rate difference between two 
clades, and found that the difference exists even between orthologous genes in different clades. 
Our results suggest a genome-wide clade-specific factor affecting the acceptance rate, of which 
the cause awaits exploration. Furthermore, the application significance of this acceptance rate 
difference might be of importance, because currently it is widely assumed that a single largely 
constant matrix of amino acid acceptance rates applies in all species. 
 
6.2 INTRODUCTION 
Amino acid substitution models play essential roles in protein evolution analysis, 
describing the transition probabilities of changing from each amino acid state to another in a 
Markov process. Currently, two types of amino acid substitution models are widely used: 
empirical models and mechanistic models. Empirical models summarize the relative rates of 
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substitutions between different amino acid pairs in a set of known orthologous sequence 
alignments (Dayhoff et al. 1978; Jones et al. 1992; Whelan and Goldman 2001; Le and Gascuel 
2008), without disentangling biological factors affecting the rates. With no explicit component 
describing mutational bias, empirical models cannot distinguish the effect of mutation from that 
of selection during sequence evolution (Yampolsky and Stoltzfus 2005; Stoltzfus and 
Yampolsky 2007).  Mechanistic models at codon level have been developed to account for this 
distinction (Goldman and Yang 1994; Yang 1998, 2007), with transition-trasnversion bias 
reflected by ratio - and overall selection effect on nonsynonymous substitutions reflected by a 
ratio ω, or dN/dS. While ω can differ between different codon sites or phylogenetic lineages, the 
common practice does not consider its variation among different amino acid pairs. For example, 
a single ω is used to describe the fixation probability given either an I to L change or an R to D 
change, etc., although I to L change is intuitively more acceptable due to similar biochemical 
properties. Here we follow previous literature to denote the rate that a certain type of amino acid 
change happens relative to synonymous expectation as the acceptance rate of this amino acid pair 
(Miyata et al. 1979; Yang et al. 1998). 
However, it has been known that different amino acid changes have different impact on 
the structure and function of the protein, thus different acceptance rates. Classification of amino 
acid changes  into “conservative” ones and “radical” ones according to the dissimilarity of 
biochemical properties led to mixed results about which category is more acceptable (Rand et al. 
2000; Zhang 2000). The acceptance rates for individual types of amino acid changes has also 
been estimated by different approaches. For example, Grantham (1974) and Miyata et al. (1979) 
derived distance / dissimilarity measures between pairs of amino acids based on physiochemical 
properties such and polarity and volume. Yampolsky and Stoltzfus (2005) did meta-study on a 
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compiled set of studies investigating effects of artificially introduced amino acid changes, and 
argued that the resulted “experimental exchangeability” (EX) is naturally independent of 
mutational bias in evolution, hence a better formulation of acceptance rate. On the other hand, 
Tang et al. (2004) adopted a molecular evolution approach to count the observed amino acid 
changes and the respective expectation, and derive an Evolutionary Index (EI) as the ratio of the 
two. Mutational factors such as transition-transversion bias and number of nucleotide 
substitutions are taken into account when counting the expectation. Hence EI describes only the 
acceptance rate of each amino acid pair, and was later used for detecting positive selection (Tang 
and Wu 2006). The authors argued that EIs derived from different groups of species are highly 
correlated, and calculated a universal measure U describing the relative acceptance rates 
common among different groups. A codon substitution model was also proposed in Yang et al. 
(1998), in which each acceptance rate ./0 between amino acid i and j can vary as a free 
parameter, so that maximum likelihood (ML) estimation of all .s could be implemented.  
Correlations has been found between different acceptance measures and also acceptance 
rates estimated from different datasets. The ./0 values correlate with the Miyata et al. (1979) 
physiochemical distance, so does the EI values with Grantham’s distance, PAM and 
experimental exchageability (Yang et al. 1998; Tang et al. 2004; Stoltzfus and Norris 2016). The 
experimental exchangeability EX, as well as BLOSUM matrix, Grantham distance, WAG 
matrix, etc., was shown to be able to serve as predictors of disease causing potential of human 
SNPs and independent mutational effect of artificial amino acid exchanges (Yampolsky and 
Stoltzfus 2005). Furthermore, EI values estimated from four independent taxonomic groups are 
highly correlated, and a common “severity-of-effect distribution” is suggested for experimental 
exchangeability measurement regardless of which focal protein is investigated (Tang et al. 2004; 
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Yampolsky and Stoltzfus 2005). However, all the correlations here are far from perfect. The 
highest EI correlation coefficient shown in Tang et al. (2004) is less than 0.91, between rodent 
and yeast. The general model with free ./0s fit sequence alignment data better than all other 
nested models mentioned by likelihood ratio test (Yang et al. 1998), indicating unique 
acceptance rate for a particular set of sequences. 
While the existence of a common set of amino acid acceptance rates is discussed in the 
above studies, it is unclear whether the rates are specifically affected by which species / clade of 
species in the tree of life they are estimated from. In this study, we adopt molecular evolution 
approach to answer this question. We first show the accuracy of the ML acceptance rate 
inference method in PAML by simulating sequence alignments with certain sets of acceptance 
rate. Then, acceptance rates of 75 amino acid pairs were inferred by maximum likelihood in 
different groups of two-species clades. Empirical statistical tests show that correlations of 
acceptance rates between two clades can be significantly smaller than random expectation, 
indicating that the relative acceptance rates are different among different clades. With no 
previous phylogenetics study adopting this variation, we discuss the potential impact of our 
findings on the biology and application of protein and codon evolutionary models. 
 
6.3 RESULTS 
ML inference of acceptance rates in simulated sequence alignments is accurate. 







                           (1)  
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In this equation, 123 is the rate of substitution between codon I and codon J; E3 is the 
equilibrium frequency of the resulted codon J, summarized into vector K; - is the 
transition:transversion ratio for synonymous substitutions; ./0 is the acceptance rate between 
amino acid L and M, which are respectively encoded by codon I and J. In this model, ./0 exists 
only if substitution between amino acid i and j can be realized by a single nucleotide change, 
hence forming a vector N with 75 elements  Parameters including - and N can be inferred in a 
maximum likelihood manner by PAML (Yang 2007). 
To validate the accuracy of this ML inference method, we extract realistic parameters 
from real data and simulate sequence evolution under the above codon model. Pairwise 
alignments of all orthologous coding sequences (CDS) between two Escherichia coli strains (E. 
coli clade) and between mouse and rat (rodent clade) were derived and concatenated, resulting in 
an E. coli clade alignment and a rodent clade alignment. The program codeml in PAML was 
used to estimate the codon equilibrium frequencies K, transition:transversion ratio -, and 
acceptance rates N (see MATERIALS AND METHODS). Next, we simulated four sets of CDS 
alignments under the codon model above: (1) with rodent K, - and N; (2) with E. coli K, - and 
N; (3) with rodent K and - but E. coli N; (4) with E. coli K and - but rodent N. In this case, 
evolution (1) and (4) are under the same rodent N, while both (2) and (3) uses E. coli N. Then 
these parameters were again inferred by codeml from the simulated CDS alignments. If N can be 
accurately estimated independent of other parameters during the CDS evolution, we would 
predict high correlation between the inferred N and the corresponding original N used in 
simulation; also we would expect high correlation of inferred N between (1) and (4), (2) and (3) 
while that between any other combinations are low. A third prediction is that correlation of 
inferred Ns between replicates within each parameter set should be high. In fact, all three 
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predicted patterns were observed, as shown in Fig. 6.1. Acceptance rates N inferred from 
simulated sequence alignments have a correlation of r ≥ 0.90 with the actual N assigned during 
simulations (Fig. 6.1a). When inferred Ns are compared with each other, alignments simulated 
under the same N have highly correlated inferred Ns (first six columns in Fig. 6.1b), regardless 
of whether the other parameters in simulation are the same. On the other hand, alignments 
simulated under different Ns have significantly dissimilar inferred values of Ns, even if the other 
parameters are identical (columns 7 – 10 in Fig. 6.1b). These results confirm that the maximum 
likelihood inference of N in codeml is accurate. One deviation of the above simulations from 
real sequence evolution is the evolutionary rate variation among sites. However, even if we 
assume exponentially distributed site-specific relative rate during simulation, the patterns 
described above does not change (data not shown), validating the applicability of the ML 
inference to real sequence data. 
 
Relative acceptance rates are different among different species clades.  
Now that we have confirmed the accuracy of ML inference of acceptance rates, the 
inference was applied to a set of 68 available species clade that is widely sampled across the tree 
of life. Each clade includes a pair of closely related species, and equilibrium of protein sequence 
evolution is assumed within clade. 15 eukaryotic clades were sampled, including six pairs of 
vertebrates, two pairs of insects, two pairs of fungi, three pairs of plants and two pairs of 
protozoans belonging to outgroups of above groups. 53 prokaryotic clades including one pair of 
archaea and 52 pairs of bacteria were also sampled (see Table. S1). With the genome-wide 
concatenated coding sequence alignments available for each clade (see MATERIALS AND 
METHODS), we respectively estimated 68 Ns by codeml. Since different clades may have 
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different overall dN/dS value, this .OPP is used to normalize the  N of the focal clade, so that for 
each of the 68 clades, relative acceptance rates N′ = N/.OPP. Fig. 6.2a shows two examples of 
the inferred N′ for the E. coli and the rodents clade. The absolute values of acceptance rates are 
different between the two clades. The .′/0s in E. coli ranges from 0.105 to 9.276, while the range 
in rodents is 0.218 to 3.237. Furthermore, while the correlation between the two N′s can be as 
high as 0.60 (Spearman’s rank correlation, P = 2E-8), there is still considerable discordance 
between the same . category in different clades. For example, in E. coli, the amino acid pair 
arginine – lysine (R-K) has the highest acceptance rate, while in rodent the pair with highest . is 
threonine – methionine (T-M). Comparison between symmetric items in the two halves of matrix 
in Fig. 6.1a indicates this general trend. 
This discordance of acceptance rate is further reflected in Fig. 6.2b, where the ranks of 
.′/0s for all 68 clades are shown. In each row, the rank of each ./0 among the 75 .s is color-
coded for a certain clade. If N′ are closely related between different clades, we would expect the 
same . category has similar rank in all clades, i.e. showing similar color in each column. 
Nevertheless, what we observe in Fig. 6.2b is a rugged landscape, where a single . category can 
have drastically different ranks in different clades. For example, the acceptance rate .RS  for 
tryptophan – cysteine is ranked as the second lowest among 75 ./0s in the clade with two strains 
of the bacteria Prochlorococcus marinus, but as second highest in the clade with two strains of 
Phytoplasma asteris or in the clade Borrelia garinii + Borrelia afzelii. On average, for a certain 
amino acid pair, the highest rank and the lowest rank of its acceptance rate in 68 clades can differ 
by 51, indicating the relative acceptance rate of each amino acid pair varies considerably among 
clades. On the other hand, there exist amino acid pairs that have relatively similar ranks in all 
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clades, e.g. the rank of serine – alanine is always high (1st – 16th) among 75 pairs, while the rank 
of valine – aspartic acid is always low (60th - 75th). 
In addition to the rank variation of acceptance rates, we also investigated the actual 
variation range of each particular . category. Fig. 6.2c show the percentage of each .′/0 relative 
to the largest .′ value in the same category. As an example, the largest relative acceptance rate 
for alanine – aspartic acid .′TU (1.775) is in the clade with two species of Burkholderia, and the 
.′TU for other clades ranges from 21.5% to 79.5% of this value. The prevalence of blue cells in 
this figure indicates that the actual numerical value of . changes considerably among clades. 
Together with an example N matrices and the rank variation in Fig. 6.2a and 6.2b, so far we 
have shown that the ML inferred relative acceptance rates are different among different species 
clades. 
Now that the above patterns support a significant variation of N, the underlying reason 
could still be trivial. For example, the ML inference process could cause the difference between 
the estimated N due to small sample size for some amino acid pairs. As a control, we simulated 
sequence evolution of the same 68 clades with a single N inferred from the rodents clade, while 
all other parameters were set the same as those inferred from each clade, including length of 
sequence alignments and genetic distance between the two species in the clade. Inference of Ns 
for these simulated clades were conducted, and the ranks of each .′/0 and percentages relative to 
the largest value in each category are shown in Fig. 6.2d and Fig. 6.2e, corresponding to Fig 
6.2b and 6.2c. Clearly, the ranking is more similar between clades and percentage variations are 
smaller for most . categories, confirming that simulated sequence evolution with a single N 
cannot generate the variation of .′/0 ranks and ranges we saw in the real case. Hence, acceptance 
rate variation is not likely to be caused by trivial technical artifact. For a positive control, 
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simulated alignments using the 68 inferred Ns for corresponding clades show similar pattern as 
we see in Fig 6.2b and 6.2c (data not shown). 
 
Shuffling test indicates significant dissimilarity of acceptance rates between clades 
Although we have shown the dramatic variation of inferred Ns among species clades, 
there is no formal statistical test against randomized control. Thus, the possibility still exists that 
any two pieces of sequence alignments may show different acceptance rates. Since ML inference 
of individual ./0s primarily uses the information of variable sites, we designed a shuffling 
scheme to test whether uniqueness of Ns is specific for individual closely related clades. The 
shuffling test shuffle variable sites showing the same codon in one species of each clade between 
two clades. In this sense, only the amino acid substitutions and associated acceptance rates are 
randomized between two clades while other properties remain largely unaltered. If acceptance 
rate difference between the two clades is significant, we would predict the two Ns after shuffling 
show higher correlation with each other than before shuffling. 
To check the reliability of this shuffling test, we conducted the test on the previously 
mentioned simulated sequence alignments (1) – (4). Comparison between (1) and (4) or 
comparison between (2) and (3) should show no significance, since both (1) and (4) were 
simulated under the rodent N, while (2)(3) evolve under E. coli N. In contrast, we use (1) – (3) 
and (2) – (4) as positive control, because in each clade pair, the parameters K, - are identical and 
Ns are different during simulation. The shuffling tests show conservative performance on these 
control comparisons as shown in Fig. A.4.1. For the five replicates of simulated clades (1) and 
(4), the correlation coefficients before shuffling (red dots) are significantly higher than those 
after shuffling (grey dots). The same is true between clade (2) and (3). In contrast, between (1) – 
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(3) or (2) – (4) when initial Ns are different, correlation increases after shuffling. If the test has 
maximum power, we would expect for test between (1) – (4) and (2) – (3), the red dots fall 
within the distribution of grey dots. The observed pattern is conservative: For clades with similar 
acceptance rates, randomization might even decrease the between-clade correlation, so that we 
could only detect large N difference where this decrease does not outweigh the difference. 
Pearson correlation is used throughout the text and figures here, and Spearman’s rank correlation 
show comparable patterns that do not vary any conclusions (data not shown). 
We apply this shuffling test to the 68 clades analyzed above. To check if the presumed 
acceptance rate difference has a phylogenetic pattern, we fix the rodents as one clade, and 
conduct shuffling test between rodents with each of the other 67 clades. Despite the conservative 
nature of the test, 8 out of 14 comparisons with eukaryotes and 2 out of 53 comparisons with 
prokaryotes show significantly lower correlation of N than 100 randomized controls (columns 
with red asterisks in Fig. 6.3a). As an example, the correlation coefficient between two Ns 
inferred for rodents and great apes (human vs. chimpanzee) is 0.78, but after alignment shuffling 
this value ranges from 0.89 to 0.92, indicating the original two Ns are significantly different. 
Since in Fig. 6.3a the clades compared with rodents clade are ranked roughly into phylogenetic 
order (see MATERIALS AND METHODS), there is a trend that clades that are more distantly 
related with rodents tend to show weaker correlation of N with rodents. Moreover, clearly most 
significant differences are seen between rodents and another eukaryotic clade. As a direct 
negative control, we conducted the same set of shuffling tests in the previously mentioned 68 
clades simulated with a single rodent clade N. None of the 67 comparisons show significance 
(Fig. A.4.2a, compare with Fig. 6.3a). In contrast, positive control clades simulated using each 
of the 68 inferred Ns show significant N difference in 37 of 67 comparisons (Fig. A.4.2b). These 
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results support the power of the shuffling test, as well as the fact that the codon model used for 
simulation is realistic enough to generate acceptance rate difference we discover in real data. 
 
Orthologous coding sequences can show different acceptance rates between clades. 
Now that we observe the acceptance rate difference between clades, the next question 
would be the underlying mechanism. The coding sequence alignments of each clade contains all 
nuclear proteins with orthologous sequences available for both species. Hence one hypothesis is 
that acceptance rate difference between clades stems from different gene contents on which 
inference of Ns is based. To test this hypothesis, we want to compare only the orthologous gene 
contents between two clades. For the purpose, we collected 11 pairs of mammalian clades. For 
each pair of clades, one clade is set as human – chimpanzee, and the other clade ranges from 
macaque – vervet to opossum – Tasmanian devil (see Table. S2). An alignment of all four 
species in two clades were obtained and separated into two alignments for respective clades. 
Thus the comparison only involves orthologous codon positions shared between two clades. If 
shuffling tests still support significant N difference between clades, the previous hypothesis is 
falsified. It turns out that for all 11 comparisons, true correlation between two Ns is significantly 
lower than the distribution of all correlations after shuffling (Fig. 6.3b).  
As orthologous sequences can show significantly different Ns, this acceptance rate 
difference seems to be caused by a genome-wide factor rather that gene-specific processes. To 
further investigate this hypothesis, we took the rodents clade (mouse vs. rat) and the avian clade 
(chicken vs. turkey) as an example, and separate genes in each clade into two categories: those 
with orthologs existing in the other clade, and those without orthologs in the other clade. Hence, 
we have four groups of genes forming four concatenated alignments: orthologs in rodents (RO), 
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non-orthologs in rodents (RN), avian orthologs (AO) and avian non-orthologs (AN). Ns were 
inferred for each alignment. The correlation coefficient between RO and RN (denoted as r(RO-RN)) 
is 0.98, while r(AO-AN) is 0.96. In contrast, correlation between orthologous genes r(RO-AO) is only 
0.85, even lower than r(RN-AN), which is 0.87. That different genes in the same genome has more 
similar N than the same genes in different genomes confirm the existence of a genome-wide 
factor affecting amino acid acceptance rates. Notably, we also checked codon frequencies of the 
four groups, and the same pattern is true: different genes in the same genome share more similar 
codon frequencies (r(RO-RN) = 0.99, r(AO-AN) > 0.99) than genes in different genomes (r(RO-AO) = 
0.95, r(RN-AN) = 0.90). 
 
6.4 DISCUSSION 
Many studies have measured the “exchangeability” of amino acid pairs (Kawashima et al. 
2008). In this study, we adopt a maximum likelihood inference method to estimate amino acid 
acceptance rates in multiple closely related species clades. The mechanistic codon substitution 
model separate mutational bias during sequence evolution from specific selection effect on 
different amino acid substitutions. The likelihood method is better than counting method such as 
in Tang et al. (2004) since it naturally account for multiple hits of codon substitution and is thus 
less affected by genetic distance between two species in one clade. Compared with the 
experimental exchageability by Yampolsky and Stoltzfus (2005), this method is not limited by 
the time and labor costs of assaying the fitness effect of individual mutation. Instead we can 
utilize existing large-scale comparative sequence data, which in turn avoid potential bias cast by 
experimental environments or selection of focal protein molecules. 
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With a sample of 68 clades containing both prokaryotes and eukaryotes, our result 
indicate the indispensable acceptance rate difference among certain different branches on the tree 
of life. Among 53 prokaryotic clades, only two show difference of N compared with rodents. On 
the contrary, we can see an increased level of N variation in prokaryotic species: In Fig. 6.2a, the 
relative acceptance rates N′ of E. coli have larger range of variation than those of rodents, and 
eukaryotes at the top of Fig. 6.2c tends to have less variation of individual .′/0 values than the 
prokaryotes. The variation of prokaryotic acceptance rates might be caused partially by smaller 
number of codon sites available and hence larger stochasticity of ML inference, which is also 
reflected by wider distributions of correlation coefficients r after alignment shuffling with 
rodents. Given the conservative nature of the shuffling test, there might be more prokaryotic 
clades that have different acceptance rate from the rodents clade. Importantly, the focus of 
acceptance rate difference we discuss here is the relative rate (N′) difference. Each clade has an 
overall dN/dS value indicate the strength of purifying selection on coding sequence, and this value 
may well differ among clades. Instead, our focus is whether some amino acid pair always have 
higher acceptance than the others in all species. If not, then certain amino acid changes are 
favored in some species but no so in others, hence the relative rate difference. Since we mostly 
calculate correlation as a description of similarity, results based on N′ or N should be equivalent. 
One additionally notable pattern is the general phylogenetic trends of acceptance rates 
correlation and shuffling test significance. The N correlations between rodents clade and other 
mammalian clades are on average higher than those between rodents and other eukaryotes, while 
the latter are higher than those between rodents and prokaryotes (see Fig. 6.3a). For simulated 
clades with the same N, we only observe this decrease of correlation with genetic distance in 
shuffled alignments (grey dots in Fig. A.4.2a). Moreover, significant N difference is observed 
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mostly in eukaryotes. These results suggest that, compared with N inference of the original 
alignments, Ns of the shuffled alignments are more affected by phylogenetic distances between 
the two clades compared. This is further confirmed by an additional set of simulation, where we 
simulate clades with an N that deviates from the rodents N with a certain level of variation, and 
conduct shuffling tests between these clades and a rodents clade simulated under the rodents N. 
As shown in Fig. A.4.3, larger variation from original N lead to smaller r (red dots), but rs of the 
shuffled alignments decrease as the other parameters (K, -, genetic distance between species, 
number of codons in alignment) used in the simulation comes from clades more distant from 
rodents. Furthermore, in Fig. 6.1a, lower correlation of N with true values is observed as long as 
E. coli K and - are used, indicating these parameters alone can affect the variation of N 
inference. This may explain why most comparisons between rodents and prokaryotes are not 
significant in Fig. 6.3a.  
The biological significance and reason of this acceptance rate difference is interesting to 
explore. Each type of amino acid change can happen at many sites in the proteome of a species. 
Since each site has virtually unique environment (adjacent amino acid residues, interacting 
ligands or nucleic acids, interacting proteins, physiochemical micro-environment), it is intuitive 
to reason that the same type of change happening at different sites may have different acceptance 
rates. Nonetheless, each item in the N vector can be considered as an average acceptance rate 
summarized from all changes of one type across the genome. Since every N is the average within 
a clade, it is not trivial to explain why N’s are different among each other: Consider I-to-L 
mutations happen at hundreds of sites in great apes and hundreds in rodents. Even if the overlap 
between the two sets of changes is minimal, certain non-random factor should still exist as a 
cause of the difference between the two acceptance rates averaged across these sites scattered in 
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the proteome of great apes and rodents. Given the observation that acceptance rate correlation is 
higher for closely related eukaryotes, there seems to be a genome-wide, clade-specific factor 
affecting the acceptance rates. One additional argument for this statement is that different parts 
of the genome in the same clade have higher N correlation than orthologous parts of the genome 
in different clades (see last part of RESULTS). These being clear, we currently still have no clue 
of such kind of factor, specifically defined for each pair of amino acids. The codon substitution 
model we use is time-reversible (Yang et al. 1998), assuming the codon frequencies in each 
clade have reached equilibria. There exists the possibility that the inference is inaccurate for real 
data because equilibrium is not reached. However, when we calculate the Euclidean distance 
between codon frequencies of the two species in one clade, we found that in all 68 clades, the 
true distance is no larger than a bootstrapped sample of the same alignment (Fig. A.4.4). In fact, 
the variation of codon frequencies within a clade is on average less than 5%. Hence it is unlikely 
that disequilibrium cause the acceptance rate difference. 
Different amino acid acceptance rates have been discovered between different pairs of 
amino acids and between different gene categories in the genome (Jones et al. 1994; Yang et al. 
1998; Castellano et al. 2009). However, the species- or clade-specific selection effect of amino 
acid substitutions has never been explicitly explored. Yet if true, our finding would suggest that 
the assumption of the current codon substitution models cannot hold any more, that N′ does not 
change across the tree. This heterogeneity of acceptance rates across difference groups of species 
could be important, since we know that different substitution models used may lead to different 
conclusions in molecular evolution or phylogenetic analyses (Bruno and Halpern 1999; Keane et 
al. 2006; Yang 2006; Zou and Zhang 2015). As a finer-scale update on our understanding of the 
coding sequence evolution process, the amino acid acceptance rates difference between species 
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clades may be an interesting biological phenomenon, as well as a potentially important indication 
to the current protein evolution models, hence requiring further investigation on its biological 
reason and methodological significance. 
 
6.5 MATERIALS AND METHODS 
Sequence data acquisition and alignment 
Sequence data used in this study are retrieved from different sources listed in Table 
A.4.1. Coding sequence alignments of four mammalian clades, the fruit flies and the yeasts were 
directly retrieved from respective databases. For other eukaryotic clades retrieved from Ensembl, 
we query a list of one-to-one orthologous genes for the two species and download their coding 
sequences. Then the coding sequences are translated into protein sequences using MACSE v1.02 
(Ranwez et al. 2011). Local pairwise protein sequence alignments were conducted for each pair 
of orthologs by MAFFT v7.294b (Katoh and Standley 2013) using the L-INS-i algorithm. 
Alignments of coding sequences were then derived by substituting amino acids with 
corresponding codons by custom Python script. All prokaryotic clades were sampled from the 
strains available in the ATGC database (Novichkov et al. 2009). All the above derived CDS 
alignments were then filtered so that no gaps, missing data or ambiguous codons exist. 
 
Inference of acceptance rates 
The inference of N is conducted by codeml program in PAML 4.9c (Yang 2007). The 
inference run under a user tree of only two species, codon frequencies for each individual codon, 
no clock, model 0 for coding sequence (one .), NSsites = 0, fixed alpha. Besides, omega and 
kappa are not fixed, and control parameter aaDist is set as 7 to infer individual .s. Since only 
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codon changes involving one nucleotide substitution is considered to have non-zero rate in the 
rate matrix, there are 75 amino acid pairs that can interchange with this kind of one-step 
substitution. Hence the N vector has 75 items. In Fig. 6.2 and Fig. 6.3b, the N of each clade is 
the average of 9 inferred Ns from replicate runs of codeml. 
 
Simulating coding sequence evolution 
All simulations follow the codon substitution model specified by equation (1). To 
simulate a clade with a pair of species, a transition matrix V of codons (61×61) is first derived. 
For each pair of codon, the instant rate of substitution 1 is set as in equation (1). The resulted rate 
matrix W is normalized to have a total rate of 1, and the transition matrix  V = 	XYZ (Yang 2006). 
For each codon to be simulated, an ancestral codon is randomly sampled according to the 
equilibrium codon frequencies, then this codon is evolved under a Markov process, based on the 
genetic distance of evolution and the matrix V, separately to derive two descendant codons for 
respective species. For simulations in Fig. 6.1, 20 replicate simulations were conducted for each 
parameter set, and in each simulation, the CDS alignment has one million codons with genetic 
distance = 0.1 substitution per site between two species. No site-specific variation of 
evolutionary rate is assumed unless mentioned. When site-specific relative evolutionary rate is 
specified, this rate is multiplied with genetic distance. The relative rates are sampled from an 
exponential distribution with mean equal to 1. For each shuffling test in Fig. 6.3a, Fig. 6.3b, Fig. 
A.4.1-3, 100 independent shuffling of the original alignments were conducted.  In Fig. A.4.3 
when individual .s are subject to variation, each . is multiplied by a factor sampled from a 





For two clades A and B, each clade is represented by a coding sequence alignment, with 
two sequences from two species (species 1 and species 2) aligned. For each particular codon, we 
find all positions in each alignment that have this codon in species 1 and have nonsynonymous 
substitution, i.e. species 1 and 2 have difference codon. Next, we shuffle these codon positions 
jointly in A and B. For example, an CAC-CAG site in A would be subject to shuffling together 
with a CAC-UAC site in B, because they respectively codes for an H-Q / H-Y site at protein 
level. During this shuffling process, since nonsynonymous variable sites are of small number 
compared with the total number of sites in the alignments, the equilibrium codon frequency in 
each clade will not be significantly changed. Only shuffling variable sites ensures the original 
within-clade genetic distances are largely unchanged. 
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Figure 6.1 Simulated sequence alignments of species clades confirm the accuracy of ML 
acceptance rate (N) inference. (a) Pearson correlation between inferred N and the true value 
used for simulation. The source of parameters for each column is labeled below X axis. There are 
20 replicate simulations in each column. (b) Pearson correlation between inferred Ns of different 
parameter sets. X axis label for each column indicate the two parameter sets that are compared, 
corresponding to the main text and column 1 – 4 in (a). In the first four columns, there are 190 
r’s for each pair of replicates in the same parameter set. In the other columns, there are 400 r’s 
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correlated in the column come from simulations under the same N is also indicated below X 






Figure 6.2 Inferred N′s for different real clades show different patterns (a - c), while 
inferred N′s for clades simulated with the same set of acceptance rates show highly 










































































































The acceptance rates are formed into triangle matrices for all amino acid pairs, with the E. coli 
N′ forming the upper triangle, rodents N′ forming the lower triangle and zeros filling the 
diagonal items. Within each triangle, 75 cells are non-zero, while other 115 amino acid pairs 
have zero acceptance rates consistent with the codon substitution model. (b) Ranks of each .′/0 
among the 75 non-zero .′s for the same clade in real clades. (c) Percentage of each .′/0 relative 
to the largest .′ value in the same category in real clades. (d) Ranks of each .′/0 among the 75 
non-zero .′s for the same clade in simulated clades. (e) Percentage of each .′/0 relative to the 
largest .′ value in the same category in simulated clades. In (b) and (d), red color indicating 
large acceptance rate (high rank) and blue color indicating small value (low rank) according to 
the scale. In (c) and (e), red color indicating high percentage, and blue indicate low percentage. 
Each row represents a clade and each column is an .′/0 category in (b - e), so each cell is a 





Figure 6.3 Shuffling tests (a) between the rodents clade and the other 67 clades (b) between 
the human – chimpanzee clade and other 11 mammalian clades. Each column is a shuffling 
test. Red dots indicate the Pearson correlation coefficients between Ns of two clades. 100 grey 
dots represent r’s between Ns of two clades after 100 independent alignment shuffling. If a red 
dot falls within 5% lower tail of the grey dots distribution, i.e., there being no more than four 
grey dots below it, a red asterisk is plotted to indicate significant smaller acceptance rate 







































































































































































Are Nonsynonymous Transversions more Deleterious than Nonsynonymous Transitions 
during Coding Sequence Evolution? 
 
7.1 ABSTRACT  
Transitions typically have higher substitution rates than transversions in coding sequence 
evolution. This phenomenon has several potential causes. First, the mutation rate is higher for 
transitions than transversions. Second, transitional mutations are more likely than transversional 
mutations to be synonymous and hence have a higher rate of fixation. Third, it has been 
suggested that transitional nonsynonymous mutations are more likely than transversional 
nonsynonymous mutations to conserve amino acid physicochemical properties and so have a 
higher rate of acceptance. This third possibility was recently challenged by that no detectable 
difference in fitness effects between transitional and transversional nonsynonymous mutations in 
large mutagenesis experiments. However, due to the limited sensitivity of laboratory measures of 
fitness effects, we used evolutionary data to revisit this issue. We modified an existing codon 
model of sequence evolution by adding a new parameter [, which is the ratio between the 
fixation probability of a transitional nonsynonymous mutation and that of a transversional 
nonsynonymous mutation. Using a likelihood estimator of [, we examined genome-wide 
concatenated alignments of coding sequences from many species pairs across the tree of life. 
Surprisingly, [ varies widely from smaller than 1 to greater than 1. Thus, in some species, 
transitional nonsynonymous mutations are more deleterious than transversional nonsynonymous 
mutations, but the opposite is true in some other species. Our extensive searches reveal that this 





During nucleotide sequence evolution, substitutions between two purines (A - G) or 
between two pyrimidines (C - T) are transitions, while those between the two categories are 
transversions. Since there are four types of transitions and eight types of transversions, ratio of 
observed transitions versus transversions (Ts/Tv) is expected to be 0.5 if we assume all types of 
nucleotide substitution have the same occurrence rate. In practice, a transition/transversion bias 
has been widely reported, that transitional substitutions tend to happen at a higher rate than 
transversional substitutions (Yang 2006). The effect of this bias has been incorporated into most 
major substitution models for describing nucleotide sequence evolution, from the two-parameter 
K80 model to mechanistic codon evolution models (Kimura 1980; Hasegawa et al. 1984; Tamura 
and Nei 1993; Goldman and Yang 1994; Yang et al. 1998). 
Substitutions are practically fixed differences between orthologous sequences of existing 
species. Whether a substitution happens in coding nucleotide sequence is determined by both the 
mutation process and the selection on this mutation afterwards. Hence, the transition/transversion 
bias we observe can be caused by bias in either step. The mutational bias towards transitions has 
been reported among spontaneous mutations in mutation accumulation (MA) lines of Drosophila 
melanogaster (Haag-Liautard et al. 2008; Schrider et al. 2013), baker’s yeast (Lynch et al. 2008; 
Zhu et al. 2014), Arabidopsis thaliana (Ossowski et al. 2010). Similar biases were found among 
intergenic, noncoding or synonymous single nucleotide polymorphisms assumed to be free of 
selection, e.g. in human populations (Freudenberg-Hua et al. 2003; Jiang and Zhao 2006), 
bacteria clones (Hershberg and Petrov 2010) and natural Caenorhabditis elegans populations 
(Cutter 2006). Inference under the HKY model based on pairs of mammalian species also 
suggest high bias towards transition in four-fold degenerate sites even when all CpG 
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hypermutable sites are excluded (Rosenberg et al. 2003). Notably, there are cases where no 
significant deviation of Ts/Tv from 0.5 is observed (Keller et al. 2007; Denver et al. 2009). 
While the mutational bias towards transition is confirmed by above studies, it has been 
repeatedly mentioned that selection is also biased between transition and transversion. For 
example, in Zhu et al. (2014), an elevated Ts/Tv of 0.95 is observed from 867 spontaneous 
mutations in yeast MA lines, but the ratio is much higher (Ts/Tv = 2.96) for the fixed 
substitutions between the MA ancestral line and the yeast reference genome. This suggest that 
average fixation probability is higher for transitions compared with transversions. The same 
pattern is also suggested in Caenorhabditis elegans (Denver et al. 2009) and Drosophila 
melanogaster (Haag-Liautard et al. 2008). For coding sequences, the selection bias towards 
transition may be two-fold. First, because synonymous mutations are expected to be less 
deleterious than nonsynonymous ones, they are more likely to be retained. Hence if transitional 
mutations are more likely to be synonymous, Ts/Tv would increase. This has been observed in 
spontaneous mutations (Schrider et al. 2013), polymorphism data (Freudenberg-Hua et al. 2003) 
and evolutionary alignment data (Zhang 2000). The second layer of selection bias could be that 
nonsynonymous transitions are less deleterious than nonsynonymous transversions, thus more 
likely to be retained as fixed substitutions. If coding sequence evolution is a largely neutral 
process, radical nonsynonymous changes between physiochemically distinctive amino acids are 
expected to be more deleterious than conservative changes. Categorizing all 20 amino acids into 
different physiochemical classes, Zhang (2000) observed that nonsynonymous transitions are 
more likely to cause amino acid changes within the same class, i.e. conservative changes, than 
transversions, this supporting the existence of second layer selection bias. Freudenberg-Hua et al. 
(2003) classified amino acid changes as radical or conservative according to the Grantham 
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physiochemical distance (Grantham 1974) and showed the same trend in human polymorphism 
data. While these studies support the existence of a selection advantage of nonsynonymous 
transitions against transversion, Stoltzfus and Norris (2016) argued against this bias. Based on 
eight datasets containing 1,239 nonsynonymous mutations and their fitness effects measure in 
mutagenesis studies, the authors showed that classification of transition versus transversion has 
no power in predicting the fitness effect of a nonsynonymous mutation, compared with other 
classifications. Whether the second layer of selection bias towards transition is thus requiring 
further investigation. 
Here, we point out that the classification of transition versus transversion cannot be seen 
by selection. Both classes contain a mixture of different types of amino acid changes that are 
directly acted on by selection, and the contribution of each type to the overall selection effect on 
transition or transversion depends on their frequencies, which is variable from species to species 
and from datasets to datasets. For example, the set of nonsynonymous transitions in mutagenesis 
studies may contain different proportions of amino acid changes from a set of fixed substitutions 
between species. Thus, knowing that nonsynonymous mutations in mutagenesis show certain 
transition/transversion bias does not indicate same bias in the true evolution history. 
Consequently, to ask whether nonsynonymous transitions are on average less deleterious than 
nonsynonymous transversions, we have to analyze evolutionary sequence data. In this study, we 
incorporate the selection bias between nonsynonymous transition and transversion as an 
independent parameter in a commonly used codon substitution model. We derived sequence data 
from a sample of clades consisting of closely related species across the tree of life, and infer the 
selection bias parameter under maximum likelihood framework. We found that the selection bias 
is not always towards nonsynonymous transition, but sometimes towards transversion. 
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Simulations of sequence evolution suggests that a major factor causing this variable bias 
direction is the difference of amino acid acceptance rates among different species clades. 
 
7.3 RESULTS 
ML inference of the selection bias \ show different patterns among clades. 
To parameterize the effect of nonsynonymous transition/transversion bias, we modify the 
Markov codon substitution model in Goldman and Yang (1994) by adding a parameter [ as an 







                           (1) 
In this case, [ represents the nonsynonymous Ts/Tv normalized by synonymous Ts/Tv, 
i.e. (ab/^b)/(a_/^_). If nonsynonymous transitions have neither selection advantage nor 
disadvantage upon nonsynonymous transversion, we expect [ to be 1. Values higher than 1 
indicate selection bias towards nonsynonymous transitions and vice versa. Since the original 
codon substitution model has been incorporated in the codeml program from PAML (Yang 
2007), we modified the source code and realized maximum likelihood (ML) estimation of 
parameters in the above model with [ (program named codemlz, see MATERIALS AND 
METHODS). 
To verify the accuracy of this ML inference framework, we simulated sequence evolution 
under the same model as described above to generate a pairwise sequence alignment of two 
species (a clade) per simulation. A series of [ values ranging from 0.3 to 2.5 were used to 
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conduct multiple simulations. To confirm that values of other parameters cannot affect [ 
inference, i.e. [ is independent, we also vary the genetic distance between the two species, the 
mutational transition/transversion bias - or the overall selection effect .. The inferred [s show 
neither deviation from the underlying true value in simulation, nor correlation with the other 
varied parameters (Fig. 7.1). For example, in Fig. 7.1a, when true [ is 1.2 in simulation, the six 
estimated [ values have a mean of 0.902 with standard deviation of 0.020. Pooling all [ 
estimations together, one sample t-test show no significant deviation of the estimated [ from true 
value (denote as [c, P = 0.09). No correlation could be found between the deviation [ − [c with 
the true genetic distance between species (Spearman’s d = -0.13, P = 0.34). The same pattern of 
no correlation is true for various - values (Fig. 7.1b) and . values (Fig. 7.1c), indicating the 
inference process is accurate when model assumptions are true. 
Given this ML inference method, we want to investigate the selection bias in different 
species across the tree of life. We sampled a set of 68 available species clade that is widely 
distributed across the tree of life, with coding sequence data available from different sources (see 
Table. S1). Each clade includes a pair of closely related species, and equilibrium of protein 
sequence evolution is assumed within clade. There are 15 eukaryotic clades, including six pairs 
of vertebrates, two pairs of insects, two pairs of fungi, three pairs of plants and two pairs of 
protozoans belonging to outgroups of above groups. 53 prokaryotic clades including one pair of 
archaea and 52 pairs of bacteria were also sampled. With the genome-wide concatenated coding 
sequence alignments available for each clade (see MATERIALS AND METHODS), we 
respectively estimated [s by the codemlz program for each clade. The resulted pattern is rather 
surprising (Fig. 7.2). Among both eukaryotes and prokaryotes, there are clades with [ higher 
than 1 and lower than 1, meaning that the nonsynonymous transition/transversion bias exists, and 
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are different among different clades of species. For example, between two ant species Atta 
cephalotes and Solenopsis invicta, [ is estimated to be 0.54, which means a nonsynonymous 
mutation has only half the probability to be fixed if it is a transition, compared with when it is a 
transversion, i.e. transitions are more deleterious than transversions in this clade. On the other 
hand, for the clade containing two malaria pathogen Plasmodium vivax and Plasmodium knowlesi, 
the inferred	[ is 2.0, indicating nonsynonymous transitions are twice as likely to be fixed as 
nonsynonymous transversion. Among 68 clades, only seven were inferred to have no significant 
bias ([ is not significantly different from 1). Nonsynonymous transitions are less deleterious in 
27 clades ([>1) and more deleterious in 34 clades ([<1). 
 
Among-clade variation of amino acid acceptance rates can generate comparable \ 
difference as observed 
Next, we want to investigate the mechanism of the observed [ difference among clades, 
especially what drives the [ variation from lower than 1 to higher than 1. As mentioned in the 
introduction, the fixation probability (dN/dS) of a transition is a mean effect of selection on all 
corresponding nonsynonymous codon changes. To describe factors in this process, a modified 







                           (2) 
In this equation, 123 is the rate of substitution between codon I and codon J; E3 is the 
equilibrium frequency of the resulted codon J, summarized into vector K; - is the 
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transition/transversion ratio for synonymous substitutions, thus the mutational bias;	.c is the 
overall selection strength, i.e. dN/dS affecting all nonsynonymous mutations; .′/0 is the relative 
acceptance rate between amino acid L and M, which are respectively encoded by codon I and J. 
The acceptance rate for a pair of amino acid is the fixation probability of a nonsynonymous 
mutation causing changes from one amino acid to the other. This set of parameter (N′) can be 
either derived from empirical amino acid similarity measure, e.g. the physiochemical Grantham 
distance (Grantham 1974), or directly inferred by maximum likelihood (Yang et al. 1998). To 
identify the cause of observed [ difference among clades, we simulate sequence evolution with 
this “variable acceptance rate” model with different parameter settings.  
First, we simulated with a series of - values while keeping other parameters constant, and 
then inferred [ from the resulted sequence alignments. By plotting the estimated [’s against the 
corresponding true -’s in the simulation, we could observe a significant negative correlation 
between - and	[ (Spearman’s d = -0.28, P = 0.006, Fig. 7.3a). Nevertheless, with - changing 
from 1.0 to 5.5, the simulated clades show [’s no higher than 0.83 and no lower than 0.77. 
Among 68 clades in real data, 61 clades have - within the range [1.0, 5.5], but [ estimates vary 
far beyond [0.77, 0.83] (Fig. 7.2). Hence the different - among clades alone cannot explain the 
large variation of [. Similar pattern was observed when	.c  is varied while other parameters are 
kept constant (Fig. 7.3b). Despite significant positive correlation between 	.c and [ (Spearman’s 
d = 0.77, P = 4E-25), estimated [ merely ranges from 0.76 to 0.86 when 	.c varies within [0.01, 
0.70]. Thus, overall dN/dS variation among clades is not likely to be sufficient reason of the 
observed [ variation. Next, we simulated the 53 prokaryotic clades based on their own codon 
frequencies with other parameters kept identical among clades. Among these simulated clades, [ 
estimation ranges from 0.70 to 0.93 (Fig. 7.3c), still much smaller than those estimated from real 
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data (0.31 – 1.57). Besides, no positive correlation was found between [’s estimated from the 
simulated clades and those inferred from real clades (Pearson’s r = -0.23, P = 0.08). These 
results indicate that different K’s among clades cannot drive the observed [ variation. 
Given these negative findings, we investigate the last component in the model, relative 
amino acid acceptance rates N′. First, the inverse of corresponding Grantham distance between a 
pair of amino acid is used as a reference value for the relative acceptance rate, forming the 
matrix N′. Then a series of varied N′s were generated through randomly increasing or decreasing 
each item by a certain percentage. Keeping -, .c and K the same, we conducted simulations of 
sequence evolution with these varied N′s, to show the effect of variation in acceptance rates. 
Interestingly, we found that when N′ is varied by 60% or more, the simulated clades have large [ 
variation, ranging from 0.4 to 1.3 (Fig. 7.4a). This level of variation closely matches what we 
observed in real data, and importantly, [>1 is observed for simulated clades, meaning variation 
of N′ can cause the nonsynonymous transition/transversion bias to change direction, from 
transition being more deleterious to transversion being more deleterious (Fig. 7.2). Furthermore, 
we used the codeml program in PAML to infer the amino acid acceptance rates, essentially .c ∙
N′, from each of the 68 clades (see MATERIALS AND METHODS), and simulated 68 clades 
with corresponding acceptance rates while setting - and K universal among clades. Surprisingly, 
the [’s estimated from the simulated clades are highly matched with those estimated from the 
real clades (Pearson’s r = 0.95, P = 4E-34, Fig. 7.4b), even though all simulated clades evolved 
with the same set of - and K. These findings with N′ strongly indicate that the relative 
acceptance rates difference among clades is the most important underlying mechanistic cause for 
the observed [ variation. 





Being functionally important, coding sequence evolution is probably under the most 
direct and strongest selection force in the genome during the evolutionary history, while 
mutational factors prevailing the genome also affect this process. To understand protein 
evolution and disentangle the multiple layers of forces that shaped the currently observed coding 
sequences, it is important to apply realistic mechanistic models. In this study, we first formulate 
the debated nonsynonymous transition/transversion bias into a model framework and established 
reliable maximum likelihood inference of the bias parameter [. Then the bias was inferred in a 
collection of 68 species clades that spans different domains of life. Surprisingly, we found the 
whether nonsynonymous transitions are more deleterious than nonsynonymous transversion is 
clade-specific, indicating that there exists features unique to each clade that shapes the value of 
[. This surprising result is actually natural, considering that the classification of substitutions 
into transitions and transversions is at nucleotide level, hence not directly acted on by selection 
in protein evolution. Each category consists of many different amino acid changes.  For example, 
considering single nucleotide substitutions under standard codon table, transitions contain 
changes between histidine and arginine (CAT/C – CGT/C), between valine and alanine (GTN – 
GCN), etc., while transversions include changes between threonine and lysine (ACA/G – 
AAA/G), between leucine and arginine (CTN – CGN), etc. The fixation probability of a 
nonsynymous transition or transversion is actually an average effect of the fixation probability of 
the corresponding codon changes (e.g. CAT to CGT, GCA to GTA etc. for transition). Hence, 
we use the model described by equation (2) as the mechanistic model to disentangle the effect of 
each factor on shaping the patterns of [. By changing the value of focal factor while controlling 
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other variables in simulations of sequence evolution, we found that variable 
transition/transversion mutational bias -, overall selection strength .c cannot explain the large 
range of [ variation we observed in real data. Nor are clade-specific codon frequencies K able to 
reproduce the [ variation among clades. Interestingly, we found when the fixation probabilities 
N′, i.e. relative acceptance rates of different amino acid changes vary, the resulted [ can show 
different directions of the bias in different clades. We then showed that when clade-specific N′s 
are inferred and used in simulation, [’s inferred from simulated clades match well with those 
inferred from real clades. Thus, among all factors included in the mechanistic model, only clade-
specificity of relative acceptance rates can explain the different nonsynonymous 
transition/transversion biases we observed among 68 clades. 
One potential restriction of our model-based approach is that the model cannot fully 
reflect the complexity of the actual sequence evolution process. In our codon model inference 
process, a strong assumption is that site-specific rate distribution is uniform, or there is no 
evolutionary rate variation among different codon sites. However, actual rate heterogeneity 
among sites has been reported to be fairly large (Yang 2006). To check if this model 
simplification can affect our conclusions, we simulated sequence evolution under both equation 
(1)(“[ model”) and equation (2)(“variable acceptance rate model”) with site-specific 
evolutionary rates following exponential distribution. Indeed, simulations under the [ model 
show that estimated [ can be higher than the real value (Fig. A.5.1a-c), and there is apparent 
positive correlation of the estimation with within-clade genetic distance (Spearman’s d = 0.75, P 
= 7E-11, Fig. A.5.1a) and - (Spearman’s d = 0.34, P = 0.001, Fig. A.5.1b), and negative 
correlation with . (Spearman’s d = -0.74, P < 1E-300, Fig. A.5.1c). However, the deviation of [ 
estimation from true values is small (less than 0.2) in these simulations, hence not likely to be the 
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major cause of the observed [>1 cases. Furthermore, [ of the 68 real clades are not correlated 
with within-clade genetic distance (Spearman’s d = -0.19, P = 0.12), negatively correlated with - 
(Spearman’s d = -0.67, P <1E-300), and not correlated with . (Spearman’s d = 0.12, P = 0.33). 
Hence, the actual patterns in real clades at least are not caused by the biases above. By 
simulations under the “variable acceptance rate model”, we found that the previous patterns in 
Fig. 7.3 and Fig. 7.4a are not affected. When site-specificity exists for evolutionary rates, 
variation of -, .c and clade-specific codon frequency still cannot reproduce clades with the [ 
range observed in Fig. 7.2 (Fig. A.5.2a-c). Clades with varying acceptance rates, on the other 
hand, still show varying [’s ranging from 0.5 to 1.4 (Fig. A.5.2d). Thus, we reckon the [ 
inference framework is sufficient to support our main conclusions. 
Despite this limitation, our model based inference method has advantages. First, the ML 
inference can be easily applied to genome-wide coding sequence datasets, hence is suitable for 
investigating the pattern in many different clades of species. Second, modeling the codon 
substitution model can disentangle different factors affecting the sequence evolution process, so 
that the result is less likely to be artefact cause by, for example, mutational bias. Although 
Stoltzfus and Norris (2016) claimed that each of the mutagenesis studies they analyze has the 
power to distinguish between fitness effect of conservative versus radical mutations, the 
selection bias between transitions and transversion might be a smaller effect, hence not 
resolvable comparison between 544 transitions and 695 transversions. Furthermore, the selected 
studies in this meta-analysis may represent a small group of species that by chance have weak 
nonsynonymous transition/transversion bias. The statement about nonsynonymous transitions 
being more conservative in (Zhang 2000) were derived from counting the proportion 
conservative changes among all transitions and transversions, based on codon frequencies from 
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47 genes in three mammalian species. Indeed, we observed [>1 in all mammalian clades we 
have (Fig. 7.2, first four clades), but our ML model contains more factors than codon 
frequencies, and found different bias direction with a broader sampling of species. 
Since transition versus transversion is a nucleotide-level classification unseen by 
selection, our finding that different categories are less deleterious in different species is not 
unexpected considering the mechanism. Nevertheless, the mechanistic explanation of the pattern 
is itself interesting, because the relative acceptance rates of amino acid pairs are essentially the 
average fixation probability of a certain amino acid change across the genome. Each type of 
amino acid change may occur in different proteins and at different protein domain structures, so 
should intuitively show various fitness effects and fixation probabilities. However, the genome-
wide acceptance rate is an average across many sites, yet there is clade-specificity. Whether this 
clade-specificity of amino acid acceptance rate truly exists is intriguing, and has been 
investigated by Zou and Zhang (unpublished). As we are taking steps to further understand the 
process of protein sequence evolution, these findings together argue for the application of more 
realistic and mechanistic models in molecular evolution and phylogenetic studies. 
 
7.5 MATERIALS AND METHODS 
Modification of the codeml program 
We modified the codeml program in PAML 4.8 and name the modified version as 
codemlz. The goal and function of codemlz is limited to the following model settings according 
to the control file of the original codeml program: seqtype = 1, clock = 0, model = 0, NSsites = 0, 
Mgene = 0, fix_alpha = 1, alpha = 0. Two options are added to the control file for [ estimation: 
“fix_eta” and “eta”. Setting “fix_eta = 0” allow ML algorithm to infer [ starting from the initial 
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value specified by “eta”, while “fix_eta = 1” let the algorithm optimize with a fixed [ value 
specified by “eta”. Inferrd [ value is output into the “mlc” file generated by the program. The 
codemlz program can be accessed as a GitHub repository (https://github.com/ztzou/codemlz). 
 
Sequence data acquisition and alignment 
Sequence data used in this study are retrieved from different sources listed in Table 
A.5.1. Coding sequence alignments of four mammalian clades, the fruit flies and the yeasts were 
directly retrieved from respective databases. For other eukaryotic clades retrieved from Ensembl, 
we query a list of one-to-one orthologous genes for the two species and download their coding 
sequences. Then the coding sequences are translated into protein sequences using MACSE v1.02 
(Ranwez et al. 2011). Local pairwise protein sequence alignments were conducted for each pair 
of orthologs by MAFFT v7.294b (Katoh and Standley 2013) using the L-INS-i algorithm. 
Alignments of coding sequences were then derived by substituting amino acids with 
corresponding codons by custom Python script. All prokaryotic clades were sampled from the 
strains available in the ATGC database (Novichkov et al. 2009). All the above derived CDS 
alignments were then filtered so that no gaps, missing data or ambiguous codons exist.  
 
Inference of \ 
The inference of the nonsynonymous transition/transversion bias [ is conducted by 
codemlz. To ensure power of the ML inference, we run codemlz on the sequence alignment of a 
clade six times with different initial	[ values, from 0.2 to 10.0. Then the optimized likelihood of 
each run was compared with another run fixing [ = 1.0 by a likelihood ratio test. Runs with test 
statistic D ≤ 0 were discarded, and means of inferred parameters (genetic distance within a clade, 
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-, ., [) from other runs are used in downstream analyses and figures for this clade. For all 68 
clades, genetic distance between two species are less than one nucleotide substitutions per codon. 
A user tree formed by the two species is used. 
 
Simulating coding sequence evolution 
Simulations in Fig. 7.1 and Fig. A.5.1 follow the codon substitution model specified by 
equation (1). Simulations in Fig. 7.3, Fig. 7.4 and Fig. A.5.2 follow equation (2). To simulate a 
clade with a pair of species, a transition matrix V of codons (61×61) is first derived. For each 
pair of codon, the instant rate of substitution 1 is set as in equation (1). The resulted rate matrix 
W is normalized to have a total rate of 1, and the transition matrix  V = 	XYZ (Yang 2006). For 
each codon position to be simulated, codon in one species is randomly sampled according to the 
equilibrium codon frequencies, then this codon is evolved under a Markov process, based on the 
genetic distance and the matrix V, to derive the codons in another species. For all simulations, 
the CDS alignment has 700,000 codons. When site-specificity of evolutionary rate is simulated, 
each site is assigned a relative rate randomly sampled from exponential distribution with mean = 
1. This rate is multiplied with genetic distance during evolution. For simulations in Fig. 7.1 and 
Fig. A.5.1, genetic distance = 0.1 substitution per site between two species. For simulations in in 
Fig. 7.3, Fig. 7.4a and Fig. A.5.2, except for the factor that is changing among simulations, other 
parameters (e.g. genetic distance within a clade, -, .c) are set to the mean value across 53 
prokaryotic clades, to ensure a realistic scenario. The amino acid relative acceptance rates N′ are 
set to item-wise inverse of the Grantham matrix (Grantham 1974) when not varied. Simulation in 
Fig. 7.4b follow equation (2) while the acceptance rates .c ∙ N′ was set as the values inferred by 
codeml with following settings: count codon frequencies for each individual codon; no clock; 
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model 0 for coding sequence (one .); NSsites = 0; fixed alpha = 0; omega and kappa are not 
fixed; control parameter aaDist = 7 to infer individual .s (see CHAPTER 6). 
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Figure 7.1 The inferred \’s show no deviation from the true values in simulation under the 
same model, nor do they correlate with the other varied parameters, such as (a) genetic 
distance between two species in the same clade, (b) transition/transversion mutational bias -, and 
(c) overall selection .. Each dot is one [ estimation plotted against the true value of another 
parameter used during simulation. True value of each [ is indicated by colors shown in legend, 
dotted lines correspond to the true value for clear comparison. In this analysis, more true values 





Figure 7.2 Nonsynonymous transition/transversion selectional bias η varies among 
different pairs (clades) of species. Inferred [ from 15 pairs of eukaryotes (orange background) 
and 53 pairs of prokaryotes (blue background). Solid dots indicate values significantly deviating 
























































































Figure 7.3 Variations in f, Ng, or K cannot explain the large variation in \ among clades. 
[’s inferred from simulated sequence alignments are plotted against the true (a) -’s, (b) .c’s or 
(c) K’s. Dashed vertical lines in (a) and (b) indicate the values of true -’s or ω’s specified in 
simulation. For each value, [ estimations from 10 replicate simulations are plotted. In (c), the 
codon frequencies of the 53 prokaryotic clades are used, and boxplots show distribution of [ 





















































































































































































































































Figure 7.4 Variation of acceptance rates N′ among clades may explain η variation. (a) 
Simulations with N′ derived from Grantham matrix. For each of the 10 runs at a certain 
percentage level x%, each acceptance rate .h ii/, ii0  was either added or subtracted x% of its 
reference value (1/Grantham distance) randomly and then used for simulation. Different runs are 
color-coded according to the legend. For each run, five replicate sequence evolution simulations 
were conducted and corresponding [ plotted. (b) The [’s estimated from the 68 simulated clades 
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In this chapter, I will first summarize the conclusions of each research project in Chapter 
2 – 7, and then discuss some major limitations as well as future directions. 
In Chapter 2, I found the expectation of sequence convergence level is greatly affected by 
choice of different models. Specifically, models incorporating site-specificity of amino acid 
composition predict much higher level of neutral convergence than models without considering 
this factor. Consequently, observed genome-wide convergence can be explained by neutral 
evolution under the former models without invoking adaptation, showing that there is likely no 
prevalent adaptive convergence in the genome. Among many studies focusing on protein 
sequence convergence, this is the first attempt to explicitly model the site-specificity of amino 
acid composition to show its effect on convergence. I also found that convergence level 
diminishes with genetic distance, and proposed that diverged epistatic effects in different species 
lineages cause this pattern. I further showed evidence of such epistatic constraint and its 
divergence in different lineages of species using real sequence data. Thus, this chapter 
simultaneously shows heterogeneities among sites and among lineages, which are further 
elucidated in Chapter 3 and Chapter 4. 
In Chapter 3, after controlling the effect of GTD by multiple approaches, I found that the 
diminishing convergence pattern still exists, confirming that epistasis is indeed one cause of this 
phenomenon in mammals. Respective analyses in fruit flies suggested that the relative 
contribution of epistasis and GTD to this phenomenon may vary from case to case according to 
the data analyzed. 
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In Chapter 4, By repeating the analyses in sister lineages without apparent phenotypic 
convergence, I showed that the observed convergence level in the three echolocating mammal 
lineages is no higher than the level in these control lineages, hence again showing that sequence 
convergence is largely neutral at genome scale, and there is no genome-wide adaptive 
convergence for echolocation in mammals. 
In Chapter 5, I first found that more morphological convergences were observed than 
molecular convergences in the dataset. Moreover, I found that one important cause of the higher 
level of morphological convergence is likely the smaller number of morphological character 
states compared with sequence data. I also showed by computer simulation that the convergence 
filtering pipeline for combined analysis of morphological and molecular data can improve the 
accuracy of tree reconstruction. This is the first explicit and practical comparison of convergence 
level between morphology and sequence data in phylogenetics, and my results confirm that 
sequences should be a preferred type of phylogenetic data compared with morphology. 
In Chapter 6, I showed that, unexpectedly, the genome-wide amino acid acceptance rates, 
i.e. fixation probability of different types of amino acid changes, have significant heterogeneity 
among different species clades. The difference was supported by statistical tests in multiple 
datasets. We proposed that there is a genome-scale, clade-specific factor driving this pattern. 
Discovery of this lineage-specificity is both novel and biologically interesting, which points out 
potential model over-simplification. 
In Chapter 7, I found that the nonsynonymous transition/transversion biases are in 
different directions for different clades: In some clades, nonsynonymous transitions are less 
deleterious, while in others nonsynonymous transversions can be less deleterious. By checking 
the bias pattern in simulated clades, I found that the variation of bias patterns in real data is likely 
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driven by the acceptance rate variation previously found in Chapter 6, while other factors in 
codon sequence evolution have minor effects. Together, Chapter 6 and Chapter 7 address 
lineage-specific codon sequence evolution patterns that were not resolved previously, and 
provide a mechanistic explanation with potential biological significance. 
Limitations and future directions are discussed below. 
 
Modeling epistatic constraints on protein sequence evolution in phylogeny 
In Chapter 2 and Chapter 4, I showed that substantial amount of convergence should be 
expected during neutral evolution. Both previous studies and my results indicate the role of 
epistasis as an important driving force of neutral convergence. I showed in Chapter 2 that only 
limited number of amino acids are allowed at each position in protein sequences even among a 
very large sample of species. It was also shown that when we assume all 20 amino acids can be 
allowed at each site (JTT-fgene model), the calculated expectation of convergence level is much 
lower than when the site-wise constraint is considered (JTT-fsite model or JTT-CAT model). This 
site-specificity of amino acid composition has not been incorporated into major evolutionary 
models currently used in phylogenetic inferences. The CAT model is a partial realization, by 
assigning sites in a protein sequence into discrete amino acid frequency classes with posterior 
probabilities (Lartillot and Philippe 2004). Direct inference of the amino acid composition at a 
site is practically difficult. Since number of taxa available in most phylogenetic studies is 
limited, simply counting the observed amino acids at a site in the alignment is likely to cause 
underestimation of the actual number of amino acid allowed (Thomas et al. 2017), thus 
overestimating expected neutral convergence. 
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However, there is a second layer of complexity, regarding the divergence of epistasis that 
our results suggested. In a phylogeny, a direct ramification of having divergence of epistasis in 
different lineages is that amino acid composition in one lineage does not apply to another. Thus, 
to make more accurate estimation of the composition at a site in one lineage, simply augmenting 
the number of sampled species might cause disequilibrium within the “lineage”. Ideally, one has 
to sample intensively within a closely related species clade to know the full distribution of amino 
acid allowed at each site. Nevertheless, the interplay of site-specificity and lineage-specificity 
may turn out to be a trade-off. Recently, models incorporating site- and lineage-heterogeneity 
have been developed and applied in resolving practical phylogenies (Blanquart and Lartillot 
2008; Jayaswal et al. 2014; Pisani et al. 2015). In the future, calculation of expected neutral 
convergence level might achieve higher accuracy under this type of models. 
 
Disentangling the effects of homoplasy and hemiplasy 
The results of Chapter 3 and other recent studies (Hahn and Nakhleh 2016; Mendes et al. 
2016) have suggested that the existence of hemiplasy can appear as true convergence. Although 
several approaches were used to exclude the possible effect of hemiplasy at genome-wide level 
and confirmed existence of true convergence pattern, it remains unclear how to distinguish the 
effect of hemiplasy from that of homoplasy from case to case. As mentioned in Chapter 1, when 
internal branches are short, likelihood of both events will increase. Furthermore, detection of 
hemiplasy uses gene tree discordance (GTD) as a signal. However, we can only observe the fact 
that gene tree inferred from a gene is discordant from the species tree, but this discordance may 
well be cause by true convergence that confounded phylogenetic signals, rather than by bona fide 
gene tree discordance events in the evolutionary history. For example, Salichos and Rokas 
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(2013) found that among 1,070 gene trees of 23 yeast strains, none of them is completely 
concordant with the species tree. It is unlikely that all these discordances are truly due to 
incomplete lineage sorting, introgression, or horizontal gene transfer, etc. Similarly, the fact that 
the hearing protein prestin support monophyly of two lineages of echolocating bats can either 
indicate adaptive convergence or be due to remaining ancestral polymorphism. This can even be 
extended to functional level, questioning whether echolocation in the two bat lineages was 
developed independently, or was just a phenotype that happen to be sorted into two non-sister 
lineages. 
One difference between hemiplasy and homoplasy is that the former often causes linked 
changes while the latter should largely be scattered in the genome. However, the linked regions 
containing ancient hemiplasy may be broken by new mutations and recombinations. Hence, 
studying recent split of lineages might be of help to disentangle the mixed effects of homoplasy 
and hemiplasy in confounding true species divergence patterns. 
 
Underlying biological factors of amino acid acceptance rate variation 
Although we discovered the surprising pattern that acceptance rates differ among clades 
of species, no biological explanation is currently conspicuous. Based on the model we use, the 
underlying factor should specifically map to each pair of amino acids, because the selection 
towards or against certain single amino acid is counted for by the equilibrium codon frequencies 
in the substitution model. 
Furthermore, we also showed that different genes in the same genome actually share 
more similar acceptance rates than orthologous genes in different genomes. This suggest the 
necessity of incorporating a set of clade-specific acceptance rates into evolutionary models. 
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Being another layer of heterogeneity among lineages, this is not trivial to handle. Importantly, 
the available amount of sequence data is a fundamental constraint on the level of model 
complexity and number of parameters. In the future, with more sequence data available for 
broader and denser samples of species on the tree of life, it is intriguing to incorporate more 
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A.1 Supplementary table for Chapter 2 
 
Table A.1.1. Observed numbers of convergent and parallel sites and the corresponding numbers expected under neutral 
models of amino acid substitution. Results presented are for the two exterior branches leading to D. yakuba and D. melanogaster, 
respectively, in Fig. 2.2a. 
 
                          













sites     
              Convergent sites            
             
  2,028,428  12  JTT-fsite 12.1  0.99  0.56  
  2,028,428  12  JTT-fgene 4.1  2.93  0.0011  
  780,615  2  JTT-CAT 3.5  0.57  0.32  
             
 Parallel sites            
             
  2,028,428  479  JTT-fsite 620.6  0.77  1.9E-09  
  2,028,428  479  JTT-fgene 128.9  3.72  1.7E-123  
  780,615  142  JTT-CAT 73.1  1.94  6.4E-13  
                          
aRatio between the observed number and expected number. 
bA statistical test is conducted under the assumption that the number of convergent (or parallel) sites follows a Poisson 
distribution with the mean equal to the expected number.  When the observed number is smaller than the expected, the lower 




A.2 Supplementary figures for Chapter 3 
 
Figure A.2.1. Simulations showing the correlation between C/D and genetic distance 
in the absence of epistasis and incomplete lineage sorting. Simulation of 500,000 
amino acid sites was conducted with the same method used to produce Figure 4 in Zou 
and Zhang (2015a) except that equilibrium amino acid frequencies at each site are 
maintained during sequence evolution. Blue and green dots respectively represent (C/D)s 
and (C/D)d, while orange dots represent the ratio between the total number of parallel and 
convergent substitutions and that of all divergence events.  Colored lines show linear 
regressions from data points of the same color. Only orange dots show a significant 
















































































Figure A.2.2. A schematic illustration for GTD level estimation. Grey triangles 
represent the monophyletic groups of all descendants of X1, X2, Y1 and Y2, 

















A.3 Supplementary tables and figures for Chapter 5 
 
Table A.3.1. Convergence level negatively correlates with number of states after the control of 
evolutionary rate in the actual data 
 
all informative characters morphological characters molecular characters
Cv/Dv ratio of
characters
ρ = -0.86, P < 1E-300 ρ = -0.79, P < 1E-300 ρ = -0.77, P < 1E-300
Cv/Cs ratio of
characters
ρ = -0.31, P = 2E-202 ρ = -0.19, P = 1E-27 ρ = -0.22, P = 8E-63
Spearman’s rank
correlation
Partial correlation with number of states (controlling for the number of steps)
 
Amino acid sites are used as molecular data.  Evolutionary rates (number of steps) are inferred 





Table A.3.2. Convergence level negatively correlates with number of states after the control of 
evolutionary rate in the actual data 
 
all informative characters morphological characters molecular characters
Cv/Dv ratio of
characters
ρ = -0.78, P < 1E-300 ρ = -0.78, P < 1E-300 ρ = -0.76, P < 1E-300
Cv/Cs ratio of
characters
ρ = -0.18, P = 3E-155 ρ = -0.19, P = 1E-28 ρ = -0.17, P = 2E-124
Spearman’s rank
correlation
Partial correlation with number of states (controlling for the number of steps)
 
Nucleotide sites are used as molecular data.  Evolutionary rates (number of steps) are inferred on 




Table A.3.3. Convergence level negatively correlates with number of states after the control of 
evolutionary rate in the simulated data 
 
all informative characters morphological characters molecular characters
Cv/Cs ratio of
characters
ρ = -0.32, P < 1E-300 ρ = -0.14, P = 5E-79 ρ = -0.33, P < 1E-300
Spearman’s rank
correlation
Partial correlation with number of states (controlling for the number of steps)
Simulated amino acid sites are used as molecular data.  Evolutionary rates (number of steps) are 







Figure A.3.1. Tree topologies used in the analysis of convergence. (a) The parsimony tree 
based on all morphological characters of all 86 species. Only the 46 extant species are shown 
here. (b) The parsimony tree based on all molecular characters of the 46 extant species. (c) The 
parsimony tree based on all morphological and molecular characters of all 86 species. Only the 
















































































































































Figure A.3.2. Whole-tree analysis of convergence based on the total evidence tree. (a) Mean 
number of convergences per morphological character and that per molecular character for each 
branch pair examined. (b) Convergence/divergence (Cv/Dv) ratio for each branch pair. In (a) and 
(b), each dot represents a branch pair. In the grey box of each panel, ‘total’ refers to the numbers 
of dots above and below the diagonal, respectively, and ‘significant’ refers to the numbers of 
dots significantly (at Q-value of 0.05) above (blue) and below (orange) the diagonal, respectively 
(dots on the diagonal are not counted). Total number of dots above the diagonal significantly 











Figure A.3.3. Consistency index and rescaled consistency index are generally higher for 
molecular characters than morphological characters. (a) Cumulative frequency distributions 
of consistency index for parsimony-informative morphological characters and molecular 
characters based on the morphological tree.   The difference between the two distributions is 
significant (P < 1×10-300, Mann-Whitney U test). (b) Cumulative frequency distributions of 
rescaled consistency index for parsimony-informative morphological characters and molecular 
characters based on the morphological tree.  The difference between the two distributions is 
significant (P < 3×10-47, Mann-Whitney U test). (c) Cumulative frequency distributions of 
consistency index for parsimony-informative morphological characters and molecular characters 
based on the molecular tree.  The difference between the two distributions is significant (P < 
1×10-300, Mann-Whitney U test). (d) Cumulative frequency distributions of rescaled consistency 
index for parsimony-informative morphological characters and molecular characters based on the 
molecular tree.  The difference between the two distributions is significant (P < 2×10-137, Mann-
Whitney U test). (e) Cumulative frequency distributions of consistency index for parsimony-
informative morphological characters and molecular characters based on the total evidence tree.  
The difference between the two distributions is significant (P < 1×10-300, Mann-Whitney U test).  
(f) Cumulative frequency distributions of rescaled consistency index for parsimony-informative 
morphological characters and molecular characters based on the total evidence tree.  The 










Figure A.3.4. Whole-tree analysis (a-d) and quartet analysis (e,f) with nucleotide sites being 
the molecular data. (a) Mean number of convergences per morphological character and that per 
molecular character for each branch pair examined under the morphological tree. (b) 
Convergence/divergence (Cv/Dv) ratio for each branch pair under the morphological tree. (c) 
Mean number of convergences per morphological character and that per molecular character for 
each branch pair examined under the molecular tree.  (d) Cv/Dv ratio for each branch pair under 
the molecular tree. Labels, legends, and color schemes in (a)-(d) follow Fig. 5.1. (e) Mean 
number of convergences per morphological character and that per molecular character for each 
quartet examined. (f) Convergence/consistency (Cv/Cs) ratio for each quartet.  Labels, legends, 





Figure A.3.5. Cv/Dv ratio decreases as the number of states increases. The Cv/Dv ratio of a 
character is the sum of convergences across all branch pairs divided by that of divergences.  



























































Figure A.3.6. Properties of simulated morphological and molecular characters. (a) Tree 
used in the simulation, which is the nucleotide maximum likelihood tree from the original study.  
(b) Convergence per character for all quartets that show the same phylogenetic relationships in 
the morphological and molecular trees.  (c) Cv/Cs ratios for the same quartets.  Each dot 
represents a quartet. Annotations and legends follow Fig. 5.2b and 5.2c. In (b) and (c), each dot 
represents a quartet. Convergence and consistency information was obtained from quartet 
analysis.  Numbers of states and steps were directly recorded in the simulation.  The data were 
from the first of the 50 simulations.  Number of dots above the diagonal significantly exceeds 
that below the diagonal (P < 1×10-4, bootstrap test). (d) The remaining characters after the 
removal of high-convergence characters tend to have larger numbers of states, compared with 
those of the same numbers of randomly picked characters from the original data. The top and 
bottom edges of a box respectively represent the first and third quartiles of the distribution from 
50 simulations, while the thick line inside the box represents the median. The two whiskers show 
the maximum value not greater than the 1st quartile plus 1.5 times the box height and the 
minimum value not smaller than the 3rd quartile minus 1.5 times the box height, respectively.  





Figure A.3.7. Decrease in Robinson-Foulds distance (dRF) between the inferred tree and an 
original tree after the removal of high Cv/Cs characters, relative to that after the removal of 
the same number of randomly picked characters.  Positive Y-axis values show that, relative to 
removing random characters, removing high Cv/Cs characters makes the tree closer to the 





Figure A.3.8. Parsimony trees of mammals before and after the removal of high-
convergence characters. (a) Parsimony tree of 46 extant species based on all informative 
morphological and amino acid characters. (b) Parsimony tree of 46 extant species based on 
informative morphological and amino acid characters with Cv/Cs < 0.2. Branch labels indicate 
the proportions of 1000 bootstrapped trees that support the subdivision of 46 species by this 
branch. Bootstrap values lower than 0.8 are colored in blue. All 86 species are included in the 

























































































































































A.4 Supplementary tables and figures for Chapter 6 
 
Table A.4.1. 68 clades used for ! inference and shuffling tests. 
 Clade 
Data source 
 Species 1 Species 2 
1 Mus musculus Rattus norvegicus OrthoMaM v9 
2 Homo sapiens Pan troglodytes OrthoMaM v9 
3 Canis lupus familiaris Felis catus OrthoMaM v9 
4 Monodelphis domestica Sarcophilus harrisii OrthoMaM v9 
5 Gallus gallus Meleagris gallopavo Ensembl 84 
6 Takifugu rubripes Tetraodon nigroviridis Ensembl 84 
7 Drosophila sechellia Drosophila simulans Flybase 
8 Atta cephalotes Solenopsis invicta Ensembl Metazoa 
9 Saccharomyces cerevisiae Saccharomyces paradoxus http://www.saccharomycessensustricto.org/ 
10 Fusarium graminearum Fusarium pseudograminearum Ensembl Fungi 
11 Arabidopsis thaliana Arabidopsis lyrata Ensembl Plants 
12 Oryza sativa Japonica Oryza glaberrima Ensembl Plants 
13 Solanum tuberosum Solanum lycopersicum Ensembl Plants 
14 Plasmodium vivax Plasmodium knowlesi Ensembl Protists 
15 Phytophthora infestans Phytophthora parasitica Ensembl Protists 
16 Methanococcus maripaludis S2 Methanococcus maripaludis C7 ATGC Version 1.0 
17 Lactobacillus johnsonii NCC 533 
Lactobacillus gasseri ATCC 
33323 ATGC Version 1.0 
18 Lactococcus lactis subsp. lactis Il1403 
Lactococcus lactis subsp. 
cremoris MG1363 ATGC Version 1.0 
19 Streptococcus pyogenes M1 GAS 
Streptococcus pyogenes 
MGAS315 ATGC Version 1.0 
20 Streptococcus gordonii str. Challis substr. CH1 Streptococcus sanguinis SK36 ATGC Version 1.0 
21 Streptococcus thermophilus LMD-9 
Streptococcus thermophilus 
LMG 18311 ATGC Version 1.0 
22 Clostridium perfringens ATCC 13124 Clostridium perfringens SM101 ATGC Version 1.0 
23 Onion yellows phytoplasma OY-M 
Aster yellows witches'-broom 
phytoplasma AYWB ATGC Version 1.0 
24 Bacteroides fragilis YCH46 Bacteroides fragilis NCTC 9343 ATGC Version 1.0 
25 Borrelia garinii PBi Borrelia afzelii PKo ATGC Version 1.0 
26 Corynebacterium glutamicum ATCC 13032 Corynebacterium glutamicum R ATGC Version 1.0 
27 Dehalococcoides sp. CBDB1 Dehalococcoides sp. BAV1 ATGC Version 1.0 
28 Mycobacterium avium subsp. paratuberculosis K-10 Mycobacterium avium 104 ATGC Version 1.0 
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29 Anabaena variabilis ATCC 29413 Nostoc sp. PCC 7120 ATGC Version 1.0 
30 Prochlorococcus marinus str. AS9601 
Prochlorococcus marinus str. 
MIT 9215 ATGC Version 1.0 
31 Prochlorococcus marinus str. NATL1A 
Prochlorococcus marinus str. 
NATL2A ATGC Version 1.0 
32 Prochlorococcus marinus str. MIT 9313 
Prochlorococcus marinus str. 
MIT 9303 ATGC Version 1.0 
33 Prochlorococcus marinus str. MIT 9515 
Prochlorococcus marinus 
subsp. pastoris str. CCMP1986 ATGC Version 1.0 
34 Salinispora arenicola CNS-205 Salinispora tropica CNB-440 ATGC Version 1.0 
35 Thermotoga petrophila RKU-1 Thermotoga maritima MSB8 ATGC Version 1.0 
36 Bacillus anthracis str. Sterne Bacillus cereus E33L ATGC Version 1.0 
37 Geobacillus kaustophilus HTA426 
Geobacillus 
thermodenitrificans NG80-2 ATGC Version 1.0 
38 Listeria welshimeri serovar 6b str. SLCC5334 
Listeria monocytogenes str. 4b 
F2365 ATGC Version 1.0 
39 Staphylococcus aureus subsp. aureus MW2 
Staphylococcus aureus subsp. 
aureus USA300 ATGC Version 1.0 
40 Bradyrhizobium sp. BTAi1 Bradyrhizobium sp. ORS278 ATGC Version 1.0 
41 Candidatus Pelagibacter ubique HTCC1002 
Candidatus Pelagibacter 
ubique HTCC1062 ATGC Version 1.0 
42 Ehrlichia ruminantium str. Welgevonden 
Ehrlichia ruminantium str. 
Gardel ATGC Version 1.0 
43 Nitrobacter winogradskyi Nb-255 Nitrobacter hamburgensis X14 ATGC Version 1.0 
44 Rhizobium etli CFN 42 Rhizobium leguminosarum bv. viciae 3841 ATGC Version 1.0 
45 Rhodobacter sphaeroides ATCC 17025 
Rhodobacter sphaeroides 
ATCC 17029 ATGC Version 1.0 
46 Rhodopseudomonas palustris HaA2 
Rhodopseudomonas palustris 
BisB5 ATGC Version 1.0 
47 Rickettsia typhi str. Wilmington Rickettsia prowazekii str. Madrid E ATGC Version 1.0 
48 Rickettsia canadensis str. McKiel Rickettsia felis URRWXCal2 ATGC Version 1.0 
49 Sinorhizobium medicae WSM419 Sinorhizobium meliloti 1021 ATGC Version 1.0 
50 Bordetella pertussis Tohama I Bordetella bronchiseptica RB50 ATGC Version 1.0 
51 Burkholderia cenocepacia AU 1054 
Burkholderia ambifaria 
AMMD ATGC Version 1.0 
52 Neisseria meningitidis MC58 Neisseria meningitidis FAM18 ATGC Version 1.0 
53 Campylobacter jejuni subsp. jejuni NCTC 11168 
Campylobacter jejuni subsp. 
jejuni 81116 ATGC Version 1.0 
54 Helicobacter acinonychis str. Sheeba Helicobacter pylori J99 ATGC Version 1.0 
55 Aeromonas hydrophila subsp. hydrophila ATCC 7966 
Aeromonas salmonicida subsp. 




Salmonella enterica subsp. 
enterica serovar Choleraesuis 
str. SC-B67 
Salmonella enterica subsp. 
enterica serovar Typhi str. Ty2 ATGC Version 1.0 
57 Shigella sonnei Ss046 Shigella flexneri 2a str. 301 ATGC Version 1.0 
58 Escherichia coli K12 Escherichia coli APEC O1 ATGC Version 1.0 
59 Haemophilus influenzae PittGG Haemophilus influenzae 86-028NP ATGC Version 1.0 
60 Legionella pneumophila str. Corby 
Legionella pneumophila subsp. 
pneumophila str. Philadelphia 1 ATGC Version 1.0 
61 Pseudomonas aeruginosa PAO1 Pseudomonas aeruginosa PA7 ATGC Version 1.0 
62 Pseudomonas putida F1 Pseudomonas putida KT2440 ATGC Version 1.0 
63 Pseudomonas syringae pv. syringae B728a 
Pseudomonas syringae pv. 
tomato str. DC3000 ATGC Version 1.0 
64 Psychrobacter arcticus 273-4 Psychrobacter cryohalolentis K5 ATGC Version 1.0 
65 Vibrio vulnificus CMCP6 Vibrio vulnificus YJ016 ATGC Version 1.0 
66 Xanthomonas campestris pv. campestris str. 8004 
Xanthomonas campestris pv. 
vesicatoria str. 85-10 ATGC Version 1.0 
67 Xylella fastidiosa Temecula1 Xylella fastidiosa 9a5c ATGC Version 1.0 
68 Desulfovibrio vulgaris subsp. vulgaris DP4 
Desulfovibrio vulgaris subsp. 





Table A.4.2. 11 pairs of mammalian clades with orthologous coding sequences. 
  Clade 1 Clade 2 
  Species 1 Species 2 Species 1 Species 2 
1 Homo sapiens Pan troglodytes Macaca mulatta Chlorocebus sabaeus 
2 Homo sapiens Pan troglodytes Otolemur garnettii Microcebus murinus 
3 Homo sapiens Pan troglodytes Mus musculus Rattus norvegicus 
4 Homo sapiens Pan troglodytes Oryctolagus cuniculus Ochotona princeps 
5 Homo sapiens Pan troglodytes Bos taurus Sus scrofa 
6 Homo sapiens Pan troglodytes Canis familiaris Felis catus 
7 Homo sapiens Pan troglodytes Myotis lucifugus Pteropus vampyrus 
8 Homo sapiens Pan troglodytes Erinaceus europaeus Sorex araneus 
9 Homo sapiens Pan troglodytes Dasypus novemcinctus Choloepus hoffmanni 
10 Homo sapiens Pan troglodytes Loxodonta africana Procavia capensis 







Figure A.4.1. Shuffling tests between simulated clades with different combinations of 
parameter sets.  Each column is a shuffling test. Labels under X axis indicate the two parameter 
sets being compared, corresponding to (1) – (4) in the main text and the four columns in Fig. 
6.1a. Five shuffling tests were conducted for each pair of parameter sets, between five 
independent replicate simulations for (1) and five for (2). Red dots indicate the Pearson 
correlation coefficients between !s of two clades. 100 grey dots represent r’s between !s of two 
clades after 100 independent alignment shuffling. If a red dot falls within 5% lower tail of the 
grey dots distribution, i.e., there being no more than four grey dots below it, a red asterisk is 
plotted to indicate significant smaller acceptance rate correlation than shuffled control. 
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Figure A.4.2. Shuffling tests between simulated rodents clade and the other 67 simulated 
clades (a) with the same rodents ! and (b) with different !s inferred from real data. Axes, 



















































































































































































































Figure A.4.3. Shuffling tests between simulated clades with !s varied from the rodents !, 
and a clade simulated with all parameters inferred from the rodents clade. Each four 
columns bounded by dash lines correspond to four simulated clades, with ! varying from the 
rodents ! by 5%, 10%, 20% and 50% (see MATERIALS AND METHODS), and other 
parameters from the clade indicated below the X axis. Axes, labels and color schemes follow 
those of Fig. 6.3 and Fig. A.4.1-2. 
  






























































































































Figure A.4.4. Euclidean distance of codon frequencies between species within clade is no 
larger than bootstrap controls. In each column, red dot indicates the Euclidean distance 
between codon frequency vectors of two species in the clade. Grey dots indicate 100 Euclidean 
distances, each between codon frequency vectors of two species after bootstrapping all codon 
positions in the alignment. The number at the top of each column indicates the number of grey 
dots above the red dot, which supports that codon frequency difference within clade is smaller 
















































































































































































A.5 Supplementary table and figures for Chapter 7 
 
Table A.5.1. 68 clades used for " inference. 
 Clade 
Data source 
 Species 1 Species 2 
1 Mus musculus Rattus norvegicus OrthoMaM v9 
2 Homo sapiens Pan troglodytes OrthoMaM v9 
3 Canis lupus familiaris Felis catus OrthoMaM v9 
4 Monodelphis domestica Sarcophilus harrisii OrthoMaM v9 
5 Gallus gallus Meleagris gallopavo Ensembl 84 
6 Takifugu rubripes Tetraodon nigroviridis Ensembl 84 
7 Drosophila sechellia Drosophila simulans Flybase 
8 Atta cephalotes Solenopsis invicta Ensembl Metazoa 
9 Saccharomyces cerevisiae Saccharomyces paradoxus http://www.saccharomycessensustricto.org/ 
10 Fusarium graminearum Fusarium pseudograminearum Ensembl Fungi 
11 Arabidopsis thaliana Arabidopsis lyrata Ensembl Plants 
12 Oryza sativa Japonica Oryza glaberrima Ensembl Plants 
13 Solanum tuberosum Solanum lycopersicum Ensembl Plants 
14 Plasmodium vivax Plasmodium knowlesi Ensembl Protists 
15 Phytophthora infestans Phytophthora parasitica Ensembl Protists 
16 Methanococcus maripaludis S2 Methanococcus maripaludis C7 ATGC Version 1.0 
17 Lactobacillus johnsonii NCC 533 
Lactobacillus gasseri ATCC 
33323 ATGC Version 1.0 
18 Lactococcus lactis subsp. lactis Il1403 
Lactococcus lactis subsp. 
cremoris MG1363 ATGC Version 1.0 
19 Streptococcus pyogenes M1 GAS 
Streptococcus pyogenes 
MGAS315 ATGC Version 1.0 
20 Streptococcus gordonii str. Challis substr. CH1 Streptococcus sanguinis SK36 ATGC Version 1.0 
21 Streptococcus thermophilus LMD-9 
Streptococcus thermophilus 
LMG 18311 ATGC Version 1.0 
22 Clostridium perfringens ATCC 13124 Clostridium perfringens SM101 ATGC Version 1.0 
23 Onion yellows phytoplasma OY-M 
Aster yellows witches'-broom 
phytoplasma AYWB ATGC Version 1.0 
24 Bacteroides fragilis YCH46 Bacteroides fragilis NCTC 9343 ATGC Version 1.0 
25 Borrelia garinii PBi Borrelia afzelii PKo ATGC Version 1.0 
26 Corynebacterium glutamicum ATCC 13032 Corynebacterium glutamicum R ATGC Version 1.0 
27 Dehalococcoides sp. CBDB1 Dehalococcoides sp. BAV1 ATGC Version 1.0 
28 Mycobacterium avium subsp. paratuberculosis K-10 Mycobacterium avium 104 ATGC Version 1.0 
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29 Anabaena variabilis ATCC 29413 Nostoc sp. PCC 7120 ATGC Version 1.0 
30 Prochlorococcus marinus str. AS9601 
Prochlorococcus marinus str. 
MIT 9215 ATGC Version 1.0 
31 Prochlorococcus marinus str. NATL1A 
Prochlorococcus marinus str. 
NATL2A ATGC Version 1.0 
32 Prochlorococcus marinus str. MIT 9313 
Prochlorococcus marinus str. 
MIT 9303 ATGC Version 1.0 
33 Prochlorococcus marinus str. MIT 9515 
Prochlorococcus marinus 
subsp. pastoris str. CCMP1986 ATGC Version 1.0 
34 Salinispora arenicola CNS-205 Salinispora tropica CNB-440 ATGC Version 1.0 
35 Thermotoga petrophila RKU-1 Thermotoga maritima MSB8 ATGC Version 1.0 
36 Bacillus anthracis str. Sterne Bacillus cereus E33L ATGC Version 1.0 
37 Geobacillus kaustophilus HTA426 
Geobacillus 
thermodenitrificans NG80-2 ATGC Version 1.0 
38 Listeria welshimeri serovar 6b str. SLCC5334 
Listeria monocytogenes str. 4b 
F2365 ATGC Version 1.0 
39 Staphylococcus aureus subsp. aureus MW2 
Staphylococcus aureus subsp. 
aureus USA300 ATGC Version 1.0 
40 Bradyrhizobium sp. BTAi1 Bradyrhizobium sp. ORS278 ATGC Version 1.0 
41 Candidatus Pelagibacter ubique HTCC1002 
Candidatus Pelagibacter 
ubique HTCC1062 ATGC Version 1.0 
42 Ehrlichia ruminantium str. Welgevonden 
Ehrlichia ruminantium str. 
Gardel ATGC Version 1.0 
43 Nitrobacter winogradskyi Nb-255 Nitrobacter hamburgensis X14 ATGC Version 1.0 
44 Rhizobium etli CFN 42 Rhizobium leguminosarum bv. viciae 3841 ATGC Version 1.0 
45 Rhodobacter sphaeroides ATCC 17025 
Rhodobacter sphaeroides 
ATCC 17029 ATGC Version 1.0 
46 Rhodopseudomonas palustris HaA2 
Rhodopseudomonas palustris 
BisB5 ATGC Version 1.0 
47 Rickettsia typhi str. Wilmington Rickettsia prowazekii str. Madrid E ATGC Version 1.0 
48 Rickettsia canadensis str. McKiel Rickettsia felis URRWXCal2 ATGC Version 1.0 
49 Sinorhizobium medicae WSM419 Sinorhizobium meliloti 1021 ATGC Version 1.0 
50 Bordetella pertussis Tohama I Bordetella bronchiseptica RB50 ATGC Version 1.0 
51 Burkholderia cenocepacia AU 1054 
Burkholderia ambifaria 
AMMD ATGC Version 1.0 
52 Neisseria meningitidis MC58 Neisseria meningitidis FAM18 ATGC Version 1.0 
53 Campylobacter jejuni subsp. jejuni NCTC 11168 
Campylobacter jejuni subsp. 
jejuni 81116 ATGC Version 1.0 
54 Helicobacter acinonychis str. Sheeba Helicobacter pylori J99 ATGC Version 1.0 
55 Aeromonas hydrophila subsp. hydrophila ATCC 7966 
Aeromonas salmonicida subsp. 




Salmonella enterica subsp. 
enterica serovar Choleraesuis 
str. SC-B67 
Salmonella enterica subsp. 
enterica serovar Typhi str. Ty2 ATGC Version 1.0 
57 Shigella sonnei Ss046 Shigella flexneri 2a str. 301 ATGC Version 1.0 
58 Escherichia coli K12 Escherichia coli APEC O1 ATGC Version 1.0 
59 Haemophilus influenzae PittGG Haemophilus influenzae 86-028NP ATGC Version 1.0 
60 Legionella pneumophila str. Corby 
Legionella pneumophila subsp. 
pneumophila str. Philadelphia 1 ATGC Version 1.0 
61 Pseudomonas aeruginosa PAO1 Pseudomonas aeruginosa PA7 ATGC Version 1.0 
62 Pseudomonas putida F1 Pseudomonas putida KT2440 ATGC Version 1.0 
63 Pseudomonas syringae pv. syringae B728a 
Pseudomonas syringae pv. 
tomato str. DC3000 ATGC Version 1.0 
64 Psychrobacter arcticus 273-4 Psychrobacter cryohalolentis K5 ATGC Version 1.0 
65 Vibrio vulnificus CMCP6 Vibrio vulnificus YJ016 ATGC Version 1.0 
66 Xanthomonas campestris pv. campestris str. 8004 
Xanthomonas campestris pv. 
vesicatoria str. 85-10 ATGC Version 1.0 
67 Xylella fastidiosa Temecula1 Xylella fastidiosa 9a5c ATGC Version 1.0 
68 Desulfovibrio vulgaris subsp. vulgaris DP4 
Desulfovibrio vulgaris subsp. 









































































































































































































Figure A.5.1. The inferred "s show deviation from the true values in simulation when site-
specificity of evolutionary rate is considered, together with their correlation with the other 
varied parameters, such as (a) genetic distance between two species in the same clade, (b) 
transition/transversion mutational bias #, and (c) overall selection $. Each dot is one % 
estimation plotted against the true value of another parameter used during simulation. True value 
of each % is indicated by colors shown in legend, dotted lines correspond to the true value for 
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Figure A.5.2. When site-specificity of evolutionary rate is considered, variations in &, !', 
or ( still cannot explain the large variation in " among clades while variation of acceptance 
rates !′ can. %’s inferred from simulated sequence alignments are plotted against the true (a) 
#’s, (b) $*’s or (c) (’s. Dashed vertical lines in (a) and (b) indicate the values of true #’s or ω’s 
specified in simulation. For each value, % estimations from 10 replicate simulations are plotted. 
In (c), the codon frequencies of the 53 prokaryotic clades are used, and boxplots show 
distribution of % estimations from 10 replicate simulations. (b) Simulations with !′ derived from 
Grantham matrix. For each of the 10 runs at a certain percentage level x%, each acceptance rate 
$+ ,,-, ,,/  was either added or subtracted x% of its reference value (1/Grantham distance) 
randomly and then used for simulation. Different runs are color-coded according to the legend. 
For each run, five replicate sequence evolution simulations were conducted and corresponding % 
plotted. 
 
 
