Abstract. We consider an α-relaxed projection P α A : H → H given by P α A (x) = αP A (x) + (1 − α)x where α ∈ [0, 1] and P A is the projection onto a non-empty, convex and closed subset A of the real Hilbert space H. We characterise all the sets F ⊂ [0, 1] such that for some non-empty, convex and closed
by P α A (x) = αP A (x) + (1 − α)x, where by P A : H → A we denote the projection onto A.
In the paper we concentrate on α-projections but other generalisations of projections had also been used. For example De Pierro ( [3] ) consiered iterations of convex combinations of projections.
Recently, De Pierro and Cegielski (oral communication, [2] ) formulated the following interesting problem concerning fixed points: Let A 1 , A 2 , A 3 be non-empty, convex and closed subsets of the Hilbert space H and let α ∈ (0, 1). Is the existence of a fixed point of the composition P A3 P A2 P A1 equivalent to the existence of a fixed point of the composition P Theorem 1 is an immediate consequence of the following two propositions 
Proof of Theorem 1. To show that (1) implies (2) it is enough to observe that P
is the identity (hence 0 ∈ F ) and that F = r∈N F r , where F r 's are the closed sets defined in Proposition 2. Now, let F be any F σ subset of [0, 1], 0 ∈ F and let k ≥ 3. By Proposition 1 we have
has a fixed point}, for some non-empty, convex and closed subsets A 1 , A 2 , . . . , A k ⊂ R 3 . Using any isometric embedding of R 3 into H we obtain that (2) implies (1).
Proof of Proposition 1
Proposition 1 is a consequence of the following lemma 
Proof of Proposition 1. Let F be an F σ subset of [0, 1] and let A 1 , A 2 and A 3 be given by Lemma 1.
has a fixed point (we put
The sets A 1 , A 2 and A 3 demanded in Lemma 1 will be defined as
The construction of the function f will be the main part of the proof. In particular we will use an auxiliary function ϕ defined by the following lemma.
has a unique fixed point u α,β . Moreover, there exists a decreasing and continuous function ϕ :
Proof. The existence and the uniqueness of the fixed point follows by the Banach fixed point theorem for
By x α,β = P B1 (u α,β ) it follows that u α,β − x α,β is orthogonal to the tangent to B 1 at x α,β , hence
which is equivalent to
Since the function ψ(α) = 
does not depend on β and it is the decreasing and continuous function of α. We put ϕ(α) := x α,β .
Letting ϕ(0) = lim α→0 ϕ(α) we extend ϕ to continuous and decreasing ϕ :
We pass to the construction of the function f for a given F σ subset F ⊂ [0, 1] satisfying 0 ∈ F . We have .) The sets E n are closed, inf E n = −∞ and sup E n = ∞, hence the functions a n , b n : R → R given by
are well defined. Note, that if x ∈ E n then a n (x) = b n (x) = x. Otherwise, (a n (x), b n (x)) is the connected component of R \ E n containing x. We define
where
and (c n ) is any sequence with positive terms satisfying
Lemma 3. The function f defined by (2) satisfies the following conditions:
Proof. We have
For every x ∈ R and z > 0 one has
It follows, that the series (2) is uniformly convergent. Moreover, if we try to calculate the first and the second order derivatives of f by the formal differentiation of the series (2) term by term then we obtain a uniformly convergent series with continuous terms. It follows that f is well defined and f ∈ C 2 . Since
We will check the convexity of f by showing that the Hessian matrix H(f )(x, z) is positive semidefinite for every x ∈ R and z > 0.
In the above we used inequalities 0 ≤ x−a n (x) ≤ 3, 0 ≤ b n (x)−x ≤ 3 (hence |a n (x)+b n (x)−2x| ≤ 3) and, finally, the Schwartz inequality. We obtained that the Hessian matrix H(f )(x, z) is positive semidefinite, hence we have (ii).
Now, we will show (iii). If x ∈
∞ n=1 E n then x ∈ E n0 for some n 0 and (since E 1 ⊂ E 2 ⊂ . . . ) x ∈ E n for every n ≥ n 0 . If x ∈ E n then g n (x) = 0 (by the definition of g n ). Consequently, for every z > n 0 we have
If x / ∈ ∞ n=1 E n then g n (x) > 0 for every n. Let z ≥ 0. Then z < n 0 (hence h n0 (z) > 0) for some n 0 and we have
Finally, we will show (iv). First observe that for every n, x and z we have
Proof of Lemma 1. Let F be an F σ subset of [0, 1] satisfying 0 ∈ F . We define the sets A 1 , A 2 , A 3 ⊂ R 3 as follows:
where the continuous convex function f : R × [0, ∞) → R is defined by (2) . Moreover, let A 
We got the contradiction. Hence P α A3 P α A2 P β A1 has no fixed point, as required.
Proof of Proposition 2
Let
. If dim H < ∞ then Proposition 2 is a consequence of the compactess of the closed balls in H. Indeed, let α 1 , α 2 , · · · ∈ F r and let α n → α 0 . Then for every n we have P αn x n = x n for some x n ∈ H satisfying x n ≤ r. Considering subsequences of (x n ) and (α n ) we may assume that (x n ) is convergent to some x 0 ∈ H with x 0 ≤ r. Using the continuity of the function (α, x) → P α x we obtain
It follows that α 0 ∈ F r hence F r is closed.
If dim H = ∞ then the ball in H is not compact and the above reasoning does not work. One idea is to consider the weak topology on H (instead of the norm topology). Unfortunately it still does not work, because the projection onto a closed convex set in H does not need to be weakly continuous. For these reasons if dim H = ∞ then the proof is more complicated. The idea is as follows: Using the compactness of a closed ball in the weak topology we will find x 0 which is a condensation point in the weak topology of the defined above sequence (x n ) and then we will construct a sequence (u M ) satisfying u M − x 0 → 0 and
Then, by the continuity of x → P α0 x in the norm topology we obtain P α0 (x 0 ) = x 0 . Proof. We have
for some α n i ∈ R and z n ∈ H with z n ⊥ y n i for i = 1, . . . , M . Then, by (i), (ii) and (iii), for large enough n one has
It follows that all α n i 's are bounded. Moreover, for every l = 1, . . . , M one has
We are ready to proove Proposition 2 in the general case. Let α 1 , α 2 , · · · ∈ F r and let α n → α 0 . For every n let x n ∈ H satisfy P αn x n = x n and x n ≤ r. Considering subsequences of (x n ) and (α n ) we may assume that (x n ) is weakly convergent to some x 0 ∈ H with x 0 ≤ r. Again, considering subsequences of (x n ) and (α n ) we may assume that:
If lim n→∞ x n − x 0 = 0 then (similarly as in finite dimensional case) by the continuity of the function (α, x) → P α x we obtain (i). We have
which yields (i), because xn+i−x0 λ → 1 and P α0 (x n+i ) − x n+i = P α0 (x n+i ) − P αn+i (x n+i ) → 0.
Similarly (by (x n+i − x 0 , x n+j − x 0 ) → 0 for i = j and n → ∞) we obtain (ii).
(iii). We have y n − y 
