Abstract-In this paper, we study the problem of survivable impairment-constrained virtual optical network mapping in flexible-grid optical networks (SIC-VONM). The objective is to minimize the total cost of working and backup resources, including transponders, regenerators, and shared infrastructure, for a given set of virtual optical networks, which can survive single link failures. We first provide the problem definition of SIC-VONM, and then formulate the problem as an integer linear program (ILP). We also develop a novel heuristic algorithm, together with a baseline algorithm and a lower bound for comparison. Numerical results show that our proposed heuristic achieves results that are very close to those of the ILP for small-scale problems and that our proposed heuristic can solve large-scale problems very well.
I. INTRODUCTION
T he emergence of cloud-based services coupled with big data has motivated the need for a dynamic computing and networking infrastructure that is capable of supporting a wide range of high-bandwidth heterogeneous applications. A key concept in the realization of such an infrastructure is the virtualization of computing and networking resources with the ability to provision resources on demand to create application-specific virtual networks [1, 2] . The process of allocating the physical network's resources to the virtual networks is called virtual network mapping or virtual network embedding [3] , in which each virtual node is mapped to a physical node, while each virtual link is mapped to one or more paths in the physical network.
Optical networks will play a vital role in next-generation virtual network infrastructures to meet the challenges imposed by bandwidth-intensive applications and services, such as cloud-based services, content distribution, and large-scale distributed scientific computing. In virtual optical networking, virtual optical networks (VONs) are composed through the partitioning or aggregation of physical optical network resources, such as reconfigurable optical add/drop multiplexers (ROADMs), transponders, regenerators, fiber links, wavelengths, and spectrum slices [4, 5] . In optical network virtualization, VON mapping is to assign the required resources of a VON to the physical optical network components.
In optical networks, a link failure such as a fiber cut disrupts all connections traversing the fiber. For critical VON applications, the ability to recover from link failures is of prime importance, especially when the links are connecting large data centers carrying huge amounts of traffic. Also, optical signals are vulnerable to physical degradation effects such as noise, inter-and intra-channel crosstalk, fiber nonlinearity, and linear impairments; thus, impairment constraints need to be considered when conducting VON mapping. 3R regenerators can be used to restore signal quality and ensure successful transmission. The mapping of VONs over a physical optical network that is subject to link failures and various physical layer impairments thus introduces additional constraints compared to traditional virtual network mapping problems.
Optical networks are evolving from fixed-grid networks, where an optical channel follows the rigid ITU-T standard, toward flexible-grid optical networks, where the spectrum is allocated according to the capacity and reachability requirements. In flexible-grid optical networks, different optical channels may have different line rates and modulation formats, which require different spectrum amounts.
In this paper, VON mappings that can survive single link failures are studied in flexible-grid optical networks under impairment constraints. These impairment constraints are represented as the reachability for each line rate and modulation format. Every virtual node is mapped to a physical node selected from its set of candidate nodes, and each virtual link is mapped to two link-disjoint paths. We also need to determine the number and configuration of the optical channels for each virtual link. The objective is to minimize the total network cost consisting of transponder cost, regenerator cost, and shared infrastructure cost. An integer linear program (ILP) model is formulated, and a heuristic algorithm is proposed. In this paper, we make the following assumptions: 1) the links in the optical network are bidirectional, 2) every virtual node is mapped to one node in its set of candidate physical nodes, 3) two virtual nodes cannot be mapped to the same physical node, and 4) there are sufficient resources on physical nodes and links. The research problem studied in this paper is a static network design problem, so we need to find how much equipment to place as well as where to place equipment. This is why we do not have a limit of available resources on physical nodes and links.
The rest of this paper is organized as follows. In Section II, we present a review of the current related work. In Section III, we provide a detailed description of the problem. In Section IV, we propose an ILP formulation of the problem. A heuristic algorithm, together with a baseline algorithm and a lower bound, is presented in Section V. In Section VI, numerical simulation results are shown. Finally, we give a summary of our work in Section VII.
II. RELATED WORK
The virtual network mapping problem has been extensively studied in Layer 2/3 networks. A group of papers [6] [7] [8] study the virtual network mapping problem without survivability constraints. Another group of papers [9] [10] [11] [12] investigate the virtual network mapping problem with various survivability requirements. In [9] , the virtual networks can survive single link failure by changing the node mapping. Reference [10] also uses the node migration approach to protect against single link failures, but virtual nodes are only allowed to migrate among their primary locations in order to save reserved resources. In [11] , the authors study how to protect against both a physical node and a physical link failure. In [12] , Yu et al. study the survivable virtual network mapping problem under single regional failures, where a single regional failure may destroy one or more physical nodes. These papers differ from our work in that they do not consider the optical network characteristics.
Some current works study the VON mapping problem in fixed-grid wavelength division multiplexing (WDM) networks. In [13] , Peng et al. proposed an impairmentconstrained VON mapping scheme in single-line-rate WDM networks. In [14] , the work is extended to include the consideration of mixed-line-rate WDM networks, and the authors further extend the work to WDM networks with multiple modulation formats in [15] . In [16] , an overview of the challenges in VON mapping is presented, and the authors formulate an ILP model to solve the VON mapping problem in WDM networks. In [17] , the authors further propose a heuristic algorithm and consider both transparent VONs and opaque VONs. These papers focus on the link mapping problem only, assuming that the node mapping is fixed. Also, they do not take the survivability constraint into consideration. In [18] , Zhang et al. propose various algorithms to solve the node mapping, routing, and wavelength assignment problems in VON mapping. In [19] , a VON consists of both transparent and translucent virtual links. A transparent virtual link needs to be allocated one or more continuous wavelengths along the lightpath, while a translucent virtual link can accept regeneration at intermediate nodes. A heuristic is proposed to solve the problem. Reference [20] studies how to minimize the total network cost when mapping a VON in mixed-line-rate WDM networks. These works differ from our work in that they do not consider the survivability requirement or flexible-grid optical networks. In [21] , the authors study the disasterresilient and post-disaster-survivable VON mapping problem in fixed-grid WDM networks. This paper differs from ours in that our work considers a flexible-grid optical network as the physical network infrastructure, rather than fixed-grid WDM networks.
Another group of papers studies how to map VONs in flexible-grid optical networks. In [22] , the authors attempt to maximize the number of successfully mapped VONs to a resource-limited physical optical network with the consideration of the reachability constraint. The paper assumes that the node mapping is fixed and no regeneration is allowed. In [23] , Zhang et al. formulate ILP models and propose heuristic algorithms for both WDM and flexible-grid optical networks. Pages et al. focus on the link mapping problem in flexible-grid optical networks in [24] , under the assumption that node mapping is given. The authors in [25] study the VON mapping problem in flexible-grid optical networks under both static and dynamic traffic, with an ILP model and two heuristic algorithms presented. In [26] , Gong et al. address the problem of transparent VON mapping in flexible-grid optical networks under dynamic traffic. This work is extended in [27] by including the opaque VON mapping problem. In [28] , Ye et al. compare two heuristic algorithms that differ in the sequence of allocating the VON's computing and network resources. Allocating the network resources first is shown to be more effective than allocating the computing resources first, in terms of the request blocking probability. These papers do not consider the survivability constraint, differing them from our paper. In [29] , the authors investigate how to choose a subset of data centers with minimum delay among the data centers, while guaranteeing k-connected survivability. Our paper is different in that we try to find the cost-optimized solution for survivable VON mapping, with the consideration of equipment selection and placement.
III. SURVIVABLE IMPAIRMENT-CONSTRAINED VIRTUAL OPTICAL NETWORK MAPPING IN FLEXIBLE-GRID OPTICAL NETWORKS

A. Network Model and Cost Model
The physical optical network can be represented as a graph G P V; E, where V is a set of physical nodes and Ee i;j is an adjacency matrix representing edges of G P , where e i;j is the link length of edge i; j. The VON can also be represented as a graph G V N; T; C, where N is a set of virtual nodes, and Tt i;j represents a set of virtual links, where each virtual link is a connection request and t i;j is the amount of traffic on virtual link i; j. C c n jNj specifies the sets of candidate physical nodes, where c n is a set of physical nodes to which virtual node n can be mapped.
In this paper, we use reachability in physical distance (kilometers) to measure the effect of impairments. The reachability of an optical channel is determined by its line rate and modulation format. We use the term configuration to denote a combination of line rate and modulation format. Different configurations have different reachabilities, channel widths, transponder costs, and regenerator costs. An example is shown in Table I [30] .
We refer to the cost model used in [31] . The total network cost consists of the following three elements:
1. The transponders of different configurations. 2. The 3R regenerators of different configurations. 3. The shared infrastructure (SI) such as the fiber, inline optical amplifiers, and ROADMs. The unit SI cost is the average cost of all shared infrastructure for 1 km of transmission distance and for consuming 1 GHz of optical bandwidth, i.e., ∕km · GHz.
Given an optical channel of a certain configuration conf k and its path P, the cost of this optical channel is 2 ct k NRP cr k C U DistP s k , where ct k is the cost of configuration conf k 's transponder, NRP is the number of required conf k 's regenerators along the path P, cr k is the cost of conf k 's regenerator, C U is the unit SI cost, DistP is the distance of P, and s k is the channel width of conf k . The total network cost is the summation of all the optical channels' costs.
B. Problem Formulation
The survivable impairment-constrained virtual optical network mapping problem in flexible-grid optical networks (SIC-VONM) can be stated as follows:
Given a physical optical network G P V; E, a VON G V N; T; C, a set of configurations CONF, conf k ∈ CONF, conf k fl k ; s k g, 1 ≤ k ≤ K, where l k is the line rate of conf k , s k is the channel width of conf k , and K is the number of available configurations. We are also given a reachability set A, a k ∈ A, 1 ≤ k ≤ K, where a k is the reachability of conf k , a set of regenerator costs CR, cr k ∈ CR, 1 ≤ k ≤ K, where cr k is the cost of a conf k 's regenerator, a set of transponder costs CT, ct k ∈ CT, 1 ≤ k ≤ K, where ct k is the cost of a conf k 's transponder, and the unit SI cost C U .
Find the node mapping, the routing, and the configuration selection for each virtual link with the objective of minimizing the total network cost, subject to the following constraints:
1. node mapping constraint: each virtual node can only be mapped to a physical node specified in its set of candidate nodes; no two virtual nodes can be mapped to the same physical node; 2. survivability constraint: each virtual link is mapped to two link-disjoint paths; each path has enough equipment and bandwidth to support the required capacity of the virtual link; 3. impairment constraint: along any path, the length of each segment without regenerators does not exceed the corresponding configuration conf k 's reachability limit a k .
Note that the working path and the backup path of a virtual link may use the same set of transponders; however, the optical channels of the working path and the backup path must have the same configurations. Another choice is that the working path and the backup path of a virtual link use separate sets of transponders, and they are allowed to use optical channels of different configurations. In this paper, we assume the working path and the backup path share transponders, since it may reduce the total cost.
We show an example of the problem in Fig. 1 . Suppose we have two different configurations conf 1 f40 Gbps; 50 GHzg and conf 2 f100 Gbps; 50 GHzg. The reachabilities of conf 1 and conf 2 are 2500 and 2000 km, respectively. The costs of transponders CT f1; 2g, and the costs of regenerators CR f2; 4g. Virtual node A can be mapped to physical node 1 or 6. Virtual nodes B and C have only one candidate node each, nodes 4 and 2, respectively, and thus are mapped accordingly. Solution I maps virtual node A to physical node 1. Two 40 Gbps channels are selected for virtual link (A, C), one 100 Gbps channel is selected for virtual link (B, C), and three 40 Gbps channels are chosen for virtual link (A, B). As shown in Fig. 1(c) , Solution I needs ten 40 Gbps transponders, two 100 Gbps transponders, twelve 40 Gbps regenerators, three 100 Gbps regenerators, and 19.1 × 10 5 km · GHz. The total cost is 69.1. Solution II selects one 40 Gbps and one 100 Gbps channel for virtual link (A, B); the total cost is then reduced to 65. The total cost can be further reduced by mapping virtual node A to physical node 6. As shown in Fig. 1(e) , Solution III results in an optimal solution of 59.4. From this example, we can see that different node mapping, routing, and configuration selection will lead to different total costs.
IV. ILP FORMULATION
We present the ILP formulation for SIC-VONM in this section. First, we define some useful notations and variables.
1) Input parameters:
• CONF conf k fl k ; s k g K : set of configurations • X x u;v;i jVj×jVj×L : equals 1 if path i from node u to node v is mapped by some virtual link; otherwise 0 • Y y m;u jNj×jVj : equals 1 if virtual node m is mapped to physical node u; otherwise 0 • Z z m;n;u;v jNj×jNj×jVj×jVj : equals 1 if virtual node m is mapped to physical node u, virtual node n is mapped to physical node v, and there is a virtual link between virtual node m and virtual node n • N n : number of conf k 's transponder pairs needed from node u to node v.
3) Objective:
The objective of SIC-VONM is to minimize the following function:
Note that the first part of the objective is the total cost of the transponders, the second part is the total cost of the regenerators, and the third part is the total cost of the shared infrastructure. 4) Constraints: z m;n;u;v r m;n · y m;u · y n;v ; ∀ m; n; u; v;
Constraints (2) and (3) guarantee that the total traffic of optical channels starting from physical node u and ending at physical node v is at least the traffic demand of virtual link m; n, when virtual node m is mapped to physical node u and virtual node n is mapped to physical node v.
Constraint (4) ensures that for every virtual link, two paths are found between the physical nodes to which the virtual nodes are mapped. 
Constraint (5) guarantees that the two paths found for a virtual link are link-disjoint. 
Constraint (6) ensures that the two paths found for a virtual link have the same configuration's optical channels. X u y m;u · ca m;u 1; ∀ m:
Constraint (7) ensures that every virtual node is mapped to a physical node defined in its set of candidate nodes. 
Constraint (8) guarantees that every virtual node is mapped to a single physical node only. X m y m;u ≤ 1;
Constraint (9) ensures that any physical node can be mapped by at most one virtual node. Note that constraint (2) is not linear, so in the implementation, constraint (2) can be transformed into linear constraints (10)-(12) as follows: z m;n;u;v ≥ r m;n · y m;u r m;n · y n;v − 1; ∀ m; n; u; v; (10) z m;n;u;v ≤ r m;n · y m;u ; ∀ m; n; u; v; (11) z m;n;u;v ≤ r m;n · y n;v ; ∀ m; n; u; v:
V. HEURISTIC APPROACH
We develop a heuristic approach for the SIC-VONM problem consisting of three steps. The first step is to calculate two link-disjoint paths with the shortest total distance between every s-d pair in the physical topology. The second step is node mapping. In this step, we map the end nodes of one virtual link at a time, until all the virtual links have been checked. The third step is configuration selection, in which we select a set of optical channels with the lowest cost configurations to satisfy every virtual link. We name this approach the minimum cost survivable virtual optical network mapping algorithm (MC-SVONM). In this section, we discuss the strategies for the above three steps and propose our heuristic approach based on these strategies. Also, we propose a baseline algorithm and a lower bound for comparison.
A. MC-SVONM 1) Calculate Distance Matrix: For each node pair in the physical topology, we run Suurballe's algorithm [32] to find two link-disjoint paths with the shortest total distance. We use SPu; v to denote the shortest total distance of two link-disjoint paths between physical nodes u and v. When the end nodes of a virtual link m; n are mapped to u and v, the virtual link m; n is mapped to the two precalculated link-disjoint paths between u and v.
2) Node Mapping: The overall goal of the node mapping step is to map virtual nodes with the shortest total distance, weighted by the traffic demands on the virtual links, such that the number of regenerators and spectrum slots may be reduced. We first develop a metric Metricm; u, which is used to evaluate the mapping of virtual node m to physical node u. Suppose we want to map a virtual link m; n. The virtual nodes adjacent to virtual node m in the virtual topology can be categorized into three types: 1) OtherEndNode, the other end node of current virtual link m; n; 2) M m , the set of virtual nodes that have already been mapped to physical nodes and that are adjacent to m, excluding the OtherEndNode; 3) UM m , the set of virtual nodes that have not been mapped to physical nodes and that are adjacent to m, excluding the OtherEndNode. An example is shown in Fig. 2 . Suppose virtual link (A, B) has been mapped, and now we want to map virtual link (B, C). For virtual node C, OtherEndNode fBg, M C fAg, and UM C fD; Eg. Let MAPm denote the mapped physical node of virtual node m. We introduce another two parameters: Metric M m; u, which is the average value of α i · SPu; MAPM We show an example here for the calculation of Metricm; u. Suppose we want to map the virtual topology in Fig. 2 to the physical topology shown in Fig. 1 . The candidate node set is labeled beside each virtual node. Suppose virtual node A has been mapped to physical node 2, virtual node B has been mapped to physical node 3, and we now want to map virtual link (B, C). Let us look at MetricC; 5. We can see that MAPM C 1 2, which is the physical node of virtual node A, so SP5; MAPM Given a VON, we sort the virtual links in descending order according to the amount of traffic on them. We start from the virtual link m; n with the largest traffic, where m has a set of candidate nodes fu 1 ; u 2 ; …; u x g, and n has a set of candidate nodes fv 1 ; v 2 ; …; v y g. Then we need to check whether the end nodes of this virtual link have been mapped or not.
If neither of these two end nodes has been mapped, we choose u i and v j with the smallest value of Metricm;u i Metricn;v j SPu i ;v j , 1 ≤ i ≤ x; 1 ≤ j ≤ y. Then virtual node m is mapped to physical node u i , and n is mapped to v j . We then proceed to the next virtual link until all the virtual nodes are mapped.
If either end node of virtual link m; n has been mapped-suppose m is mapped to node u while n has not been mapped yet-then we choose the v j with the smallest value of Metricn; v j SPu; v j , 1 ≤ j ≤ y. Virtual node n is then mapped to physical node v j , and we proceed to the next virtual link.
If both end nodes of virtual link m; n have been mapped, then we do nothing and proceed to the next virtual link.
Note that occasionally, a virtual node cannot be mapped to physical nodes, since all of its candidates have been assigned to earlier mapped virtual nodes. In this situation, we need to change the node mapping of the earlier mapped virtual node to have a valid node mapping.
The node mapping algorithm is shown in Algorithm 1. In Algorithm 1, the validu i ; v j is to check whether the two end nodes of a virtual link can be mapped to u i and v j . u i and v j are valid if they satisfy the following two requirements. First, u i cannot be the same physical node as v j . Second, neither u i nor v j has been assigned to the earlier mapped virtual nodes, since we assume that no two virtual nodes can be mapped to the same physical node.
3) Configuration Selection: After the node mapping and the routing are decided, we can determine the cost of a conf k 's optical channel using the cost model defined in Subsection III.A. Given a virtual link, its node mapping, and its routing, we let c k denote the combined cost of the working path and the backup path of this virtual link under conf k , i.e., c k 2 ct k NRWP NRBP cr k C U DistWP DistBP f k , where WP denotes the working path and BP denotes the backup path. The combined cost of the working path and the backup path is calculated, since we assume the working path and the backup path of a virtual link share the same set of transponders. Given a virtual link with traffic demand T, together with costs and line rates of different configurations' optical channels, the configuration selection problem is to minimize P k a k c k , subject to P k a k l k ≥ T, where a k is the number of the conf k 's optical channels.
The configuration selection problem can be solved in polynomial time, given that the number of configurations is fixed. In our solution, we start by finding Costk; a k for all possible k and a k , where Costk; a k a k × c k . Then we tour around all possible combinations of line rates to achieve the traffic demand T, and select the line rate combination that gives the minimum total cost. Checking all possible line rate combinations requires a running time of O⌈T∕l 1 ⌉ K , where l 1 is the lowest line rate. Since the number of configurations is given, K is fixed, and thus the algorithm runs in polynomial time. This algorithm is shown in Algorithm 2. In Algorithm 2, A k denotes the line rate combination, a k ∈ A k , 1 ≤ k ≤ K. 
B. Baseline Algorithm
The baseline algorithm is different from MC-SVONM in the steps of calculating the distance matrix and node mapping. When calculating the distance matrix, for each s-d pair, the baseline algorithm finds one shortest path first using Dijkstra's algorithm. The edges of this path are then deleted from the physical topology, and the baseline algorithm finds the second shortest path using Dijkstra's algorithm. The total distance of these two paths is recorded as SPs; d. When mapping nodes, the baseline algorithm does not calculate Metricm; u, but considers only SPu; v. For example, if neither of a virtual link's end nodes has been mapped, then instead of choosing the u i and v j with the smallest value of Metricm; u i Metricn; v j SPu i ; v j , the baseline algorithm chooses the u i and v j with the smallest value of SPu i ; v j . The other steps of the baseline algorithm are the same as those of MC-SVONM.
Algorithm 2 getConfigurations
Input: C fc k g, k 1; 2; …; K, line rate set L fl k g, k 1; 2; …; K, traffic demand T Output: minCost, which is the minimum cost of line rate selection to accommodate
C. Lower Bound
For comparison with the heuristic approach, we find a lower bound, which is, for every virtual link m; n, where m can be mapped to fu 1 ; u 2 ; …; u x g, and n can be mapped to fv 1 ; v 2 ; …; v y g, we map m; n to the u i ; v j with the smallest value of SPu i ; v j , whether or not u i or v j has been mapped by other virtual nodes. Then we use the same routing and configuration selection as that of our heuristic approach for every virtual link. Note that this lower bound may not be achievable, since it allows multiple virtual nodes to be mapped to the same physical node, and allows a virtual node to be mapped to multiple physical nodes. For example, if every virtual node can be mapped to any physical node in G P , then all the virtual links will be mapped to the same pair of link-disjoint paths with the shortest total distance in G P .
VI. NUMERICAL RESULTS
In this section, we present the simulation results of the ILP model on a small-scale network and our algorithms on both small-scale and large-scale networks. The ILP model was solved using IBM ILOG OPL v12.2, and the algorithms were implemented in Java. The simulation was run on a server with 16 × 2.4 GHz processors and 12 GB memory. We use two line rates-40/100 Gbps-and each line rate has two possible modulation formats. The reachabilities, channel widths, transponder costs, and regenerator costs are shown in Table I . The unit SI cost is set to 10 −5 ∕km · GHz, referring to [31] . In our simulation, given a VON, each virtual node is assigned a unique physical node as a central location, and the physical nodes within a certain diameter are included as the candidate nodes of this virtual node. We can increase the diameter to increase the number of candidate nodes. Experiment 1. In the first experiment, we compare the performance of the ILP model with our heuristic algorithms. The experiment is conducted on the six-node network shown in Fig. 1 . In the first part, we compare the total cost under different numbers of VONs. The average number of candidate nodes per virtual node is 3.5. The average number of virtual links per VON is 3.6, while the average nodal degree per virtual node is 2.0. The simulation results are averaged over more than 100 simulation runs. From Fig. 3 , we can see that the performance of MC-SVONM is almost the same as that of the ILP model, and the difference is only 0.9%. Since the lower bound may not be achievable, its total cost is even lower than the ILP. The performance of the baseline algorithm is worse than the MC-SVONM, showing that the mapping strategy of MC-SVONM leads to lower cost.
In the second part, we compare the total cost under different average numbers of candidate nodes per virtual node. The number of VONs is 10. The average number of virtual links per VON is 3.8, while the average nodal degree per virtual node is 2.1. The simulation results are averaged over more than 100 simulation runs. Figure 4 shows that the total costs obtained by ILP, MC-VONM, the baseline algorithm, and the lower bound all decrease along with the increase of the average number of candidate nodes, since virtual links are more likely to be mapped to a shorter path. Again, we can see that the MC-SVONM results in a cost increase of only 5.8% compared with the ILP. The baseline algorithm is not much different from the MC-SVONM due to the small network size. There is a huge decrease in the total cost for all the algorithms when the average number of candidate nodes increases from three to four, because of a huge decrease in the regenerator cost.
Experiment 2.
In the second experiment, we investigate the performance of our heuristic algorithm under a large-scale network, and study how the total cost changes along with an increasing number of VONs. The experiment is conducted on the 75-node CORONET [33] . The average number of virtual links per VON is 11.4, and the average nodal degree per virtual node is 3.6. The results are averaged over more than 100 simulation runs. Figure 5 shows the total cost under different numbers of VONs. "MC-SVONM-i" refers to the MC-SVONM algorithm with the average number of candidate nodes per virtual node as i. This notation applies to the baseline algorithm and the lower bound as well.
From Fig. 5 , we can see that the MC-SVONM algorithm is very close to the lower bound. The differences in the total cost are 1.6%, 11.1%, and 5.8%, respectively, when the average number of candidate nodes is 4, 12, and 75. Since the total cost of the lower bound is even lower than the ILP, the results show that the MC-SVONM has near-optimal performance. The baseline algorithm has worse performance than the MC-SVONM algorithm under all simulation settings, and the baseline algorithm increases the total cost by 9.0%, 14.4%, and 1.6%, respectively, compared to MC-SVONM under 4, 12, and 75 candidate nodes, showing that the mapping strategy of MC-SVONM has good performance. When the number of candidate nodes is 75, the difference between MC-SVONM and the baseline algorithm is small, because under such high flexibility in node mapping, even the simple node mapping strategy as the baseline algorithm can achieve low cost.
Experiment 3.
In the third experiment, we study the total cost, different equipment costs, the number of transponders, and the number of regenerators under different numbers of candidate nodes in a large-scale network. The experiment is conducted on the 75-node CORONET [33] . The total number of VONs is 200. The average number of virtual links per VON is 11.4, and the average nodal degree per virtual node is 3.6. The results are averaged over more than 800 simulation runs.
From Fig. 6 , we can see that the total cost decreases when a virtual node has more mapping choices. The difference between the MC-SVONM algorithm and the lower bound becomes larger at first, and then becomes smaller. The reason is that the lower bound ignores the connectivity of the VON, so it can quickly eliminate regenerators by choosing the shortest paths for each virtual link when the number of candidate nodes increases; however, when the number of candidate nodes further increases, less regeneration is required, and only a few regenerators can be eliminated, so the line of the lower bound is almost flat after 40 candidate nodes. MC-SVONM only increases the total cost by 15.0%, on average, compared to the lower bound. The difference between MC-SVONM and the baseline in total cost is 24.6% on average.
Figures 7, 8, and 9 show different equipment costs, the number of transponders of each type, and the number of regenerators of each type, respectively, under different numbers of candidate nodes using the MC-SVONM algorithm. From Fig. 7 , we can see that the transponder cost hardly changes, showing that the transponder cost is almost unaffected by the length of the paths to which virtual links are mapped. The SI cost and the regenerator cost decrease significantly, since they are closely related to the path length. Figure 8 shows that the number of 100 Gbps transponders increases while the number of 40 Gbps transponders decreases when the number of candidate nodes increases. The reason is that a virtual link has a greater chance to be mapped to a shorter path when the number of candidate nodes increases, and the higher line rate is more cost-effective than the lower line rate in short distance transmission when fewer regenerators are needed. For the same reason, the ratio of the number of 40 Gbps transponders with 25 GHz channel width in the total number of 40 Gbps transponders becomes larger when the number of candidate nodes increases. From Fig. 9 , we can see that the number of regenerators decreases quickly at the beginning, and then this decreasing slows down when the number of candidate nodes is large enough. This is why the total cost does not decrease linearly.
Experiment 4.
In the fourth experiment, we compare the total costs of using shared transponders or dedicated transponders for working and backup paths. The simulation settings are the same as those of Experiment 2. MC-SVONM-Dedicate uses separate sets of transponders for working and backup paths. The working and backup paths may use different configurations' optical channels. On the contrary, MC-SVONM-Share uses the same set of transponders for working and backup paths, but they must use the same configurations' optical channels.
From Fig. 10 , we can see that shared transponders always lead to lower cost. The total cost obtained by using dedicated transponders increases by 23.0%, 33.2%, and 87.7%, respectively, compared to shared transponders, when the number of candidate nodes is 1, 12, and 75.
VII. CONCLUSION
Network virtualization is being extended to the optical domain in order to provide high-bandwidth, high-speed, and application-specific services to the end users. Survivability is a key issue in optical network virtualization. Reserving backup resources is one of the methods to guarantee survivability when equipment failure occurs. In this paper, we focus on the problem of SIC-VONM, which aims to minimize the combined cost of working and backup optical network equipment, which includes transponders, regenerators, and shared infrastructure. An ILP is formulated for SIC-VONM. We also propose a three-step heuristic algorithm MC-SVONM to solve large-scale cases, and compare it with a baseline algorithm and a lower bound. The numerical results show that the ILP can solve smallscale problems properly and that the total cost obtained by our heuristic algorithm is very close to that of the ILP model. Also, MC-SVONM achieves results that are only slightly higher than the lower bound, showing nearoptimal performance. Comparison of MC-SVONM with the baseline algorithm shows that our novel mapping strategy leads to lower cost. One possible area of future research work is to consider the SIC-VONM with shared protection. 
