Long-term hydrological data are key to understanding catchment behaviour and for decision making within water management and planning. Given the lack of observed data in many regions worldwide, such as Central America, hydrological models are an alternative for reproducing historical streamflow series. Additional types of information-to locally observed discharge-can be used to constrain model parameter uncertainty for ungauged catchments. Given the strong influence that climatic large-scale processes exert on streamflow variability in the Central American region, we explored the use of climate variability knowledge as process constraints to constrain the simulated discharge uncertainty for a Costa Rican catchment, assumed to be ungauged. To reduce model uncertainty, we first rejected parameter relationships that disagreed with our understanding of the system. Then, based on this reduced parameter space, we applied the climate-based process constraints at long-term, inter-annual, and intra-annual timescales. In the first step, we reduced the initial number of parameters by 52%, and then, we further reduced the number of parameters by 3% with the climate constraints. Finally, we compared the climatebased constraints with a constraint based on global maps of low-flow statistics. This latter constraint proved to be more restrictive than those based on climate variability (further reducing the number of parameters by 66% compared with 3%). Even so, the climate-based constraints rejected inconsistent model simulations that were not rejected by the low-flow statistics constraint. When taken all together, the constraints produced constrained simulation uncertainty bands, and the median simulated discharge followed the observed time series to a similar level as an optimized model. All the constraints were found useful in constraining model uncertainty for an-assumed to be-ungauged basin. This shows that our method is promising for modelling long-term flow data for ungauged catchments on the Pacific side of Central America and that similar methods can be developed for ungauged basins in other regions where climate variability exerts a strong control on streamflow variability.
long and short timescales, particularly in the Central American regionwhere it frequently causes droughts and floods with many negative consequences (Alfaro & Pérez-Briceño, 2014; George, Waylen, & Laporte, 1998) . Furthermore, there is a good knowledge about this variability, commonly expressed in terms of variations in precipitation at intra-annual and interannual timescales. Because the well-known and well-defined climate variability is driving the hydrological cycle, could information about it be used to constrain a hydrological model?
It has been recognized during the last decade that finding one (single) best model output is practically impossible because of the inherent uncertainties in the hydrological modelling process (Gupta, Beven, & Wagener, 2006) . With the prediction in ungauged basins initiative, the search for improved model representation of catchment processes has focused on extracting the most possible information from the available data and using it in the modelling process (Hrachowitz et al., 2013) . Such information is commonly referred to in the literature as additional information and can appear both as hard quantifiable data and as soft data. Van Emmerik, Mulder, Eilander, Piet, and Savenije (2015) , for example, include information about catchment characteristics obtained from interviews conducted among the local population to calibrate and assess their model. Soft data in the form of expert knowledge has been used to exclude system representations that disagree with expert perception of reality (Seibert & McDonnell, 2002) . In some studies, parameter relationships that result in model representations that are inconsistent with the modeller's understanding of the system have been excluded using parameter constraints (e.g., Gharari, Hrachowitz, Fenicia, Gao, & Savenije, 2014; Hrachowitz et al., 2014; Smith, Hayes, Marshall, McGlynn, & Jencso, 2016) . Additional information about catchment processes (e.g., water balance partitioning) can be used as process constraints to retain only those model representations that are consistent with our knowledge about how the system functions Hrachowitz et al., 2014) . Additional information is often given in the form of hydrological signatures, that is, indices that quantify different aspects of catchment behaviour (Westerberg & McMillan, 2015) .
Hydrological signatures have been used in model calibration to constrain the model-parameter space so that the model reproduces the signature values (e.g., Nijzink et al., 2016; Westerberg et al., 2011; Winsemius, Schaefli, Montanari, & Savenije, 2009 ). Shafii and Tolson (2015) , for example, use hydrological signatures to define goodness-of-fit measures in an optimization procedure used for calibration. For ungauged catchments, where observed signature values are not available, hydrological signatures have been regionalized (Ochoa-Tocachi, Buytaert, & De Bièvre, 2016) and then used to constrain the model-parameter space (Kapangaziwiri, Hughes, & Wagener, 2012; Yadav, Wagener, & Gupta, 2007) . Signatures are also used as diagnostic tools to detect-and to improve-weaknesses in model representations (e.g., Fenicia, McDonnell, & Savenije, 2008; Fovet, Ruiz, Hrachowitz, Faucheux, & Gascuel-Odoux, 2015; Gupta, Wagener, & Liu, 2008; Guse et al., 2016) .
Previous studies of hydrological modelling in Central America based on additional information are rare. Westerberg et al. (2014) use regionalized flow duration curves (FDCs) to constrain their model for ungauged catchments. However, they found that regionalization approaches are limited by discharge data quantity and quality problems in many basins as a result of (a) temporally uneven data availability with missing and nonoverlapping data for a large part of the time at most stations and (b) data uncertainties, which even rendered data from several catchments disinformative in terms of water balance . Given these problems and the strong climate variability of the region, there is potential to use additional information about climate variability to constrain model uncertainty for ungauged catchments in the region. Although climate characteristics are often among the most important independent catchment descriptors for regionalization procedures (e.g., Yadav et al., 2007) , to our knowledge, no previous study has explored the use of climate variability knowledge as a process constraint to reduce model uncertainty in ungauged catchments in Central America or elsewhere. In this study, we tested the hypothesis that such knowledge could be useful to constrain a conceptual hydrological model for an-assumed to be-ungauged catchment in Costa Rica. Specifically, we investigated (a) at which timescales the constraints were most useful and (b) for which representations of catchment processes the model uncertainty was most reduced. We compared the climate-based constraints with a constraint based on global low-flow statistics to contrast the usefulness of using information based on climate variability with discharge information for reducing uncertainty.
In Section 2, we describe the regional climate characteristics, the data used to develop the climate variability constraints, and then, the Costa Rican catchment and data for which we applied the model. 
| Climate variability in Central America
Climate variability in Central America is dominated by the intra-annual and inter-annual variations of precipitation. The temporal and spatial distribution of precipitation in Central America is largely influenced by the interaction of the predominant atmospheric flow and the mountain ranges that cross the isthmus (Hastenrath, 1967; Portig, 1965) .
This results in two main intra-annual precipitation regimes commonly referred to as the Pacific and Caribbean regimes, to the West and East of the mountain ranges, respectively. The Pacific regime has an annual cycle that follows a bimodal distribution (Figure 1b) . The rainy season extends from mid-May to mid-November with two maxima in June and September (Alfaro, 2002) . Precipitation during the rainy season is mainly caused by the latitudinal migration of the Intertropical Convergence Zone (Hastenrath, 1967; Hidalgo, Durán-Quesada, Amador, & Alfaro, 2015) , the indirect effect of hurricanes over the Pacific region (Vargas & Trejos, 1994) , and the passing of easterly waves (Riehl, 1954) . The relative reduction of precipitation during July-August is known as the mid-summer drought (Magaña, Amador, & Medina, 1999) . Unlike the Pacific type, the Caribbean type of regime does not show a welldefined dry season but receives a large part of the precipitation during the period November-April when the dry season occurs on the Pacific side (Hastenrath, 1967) . The annual regime of discharge in the Pacificside region closely follows that of precipitation (Figure 1c ).
At the interannual scale, climate variability in Central America is highly influenced by the variability of the sea surface temperatures (SSTs) of the surrounding oceans, namely, by El Niño Southern Oscillation (ENSO) and the Tropical North Atlantic (TNA; Enfield, MestasNuñez, Mayer, & Cid-Serrano, 1999) . Moreover, the combined effect of these two phenomena has been linked with inter-annual variations of precipitation and average air temperature (T avg ; Alfaro, 2002 Alfaro, , 2007 Alfaro, Cid, & Enfield, 1998; Enfield & Alfaro, 1999) . Thus, at interannual timescales, when the SST anomalies of the eastern tropical Pacific and the tropical Atlantic have the same sign, these anomalies are highly correlated with T avg anomalies. Conversely, when the anomalies have opposite sign, these have been correlated with precipitation anomalies (Hidalgo, Alfaro, & Quesada-Montano, 2017) . Specifically, warmer (colder) SSTs in the tropical Atlantic compared with those of the eastern tropical Pacific are linked to more humid (drier) than normal precipitation conditions in the Pacific Slope. Another feature that has an influence on the climate of the region at the inter-annual scale is the Caribbean low-level jet (CLLJ; Amador, 2008) . This feature consists of a strong-wind region of about 500-km width (north-south) that develops in the central part of the Caribbean Sea at around 925 hPa (Hidalgo et al., 2015) . Amador (2008) found that a stronger-thannormal CLLJ is associated with less precipitation in the Pacific Slope of Central America. The connection between the CLLJ and precipitation is complex and still not fully understood, but it is presumed that it cannot solely be attributed to the interaction of atmospheric flow with the local topography and the associated rain shadow effect (Cook & Vizy, 2010) . Amador, Alfaro, Rivera, and Calderón (2010) and Hidalgo et al. (2015) propose that this connection is due to a cell-type flow circulation, with low-level convergence near the exit of the CLLJ and subsidence in the Pacific coast of Central America, resulting in a drier climate. Hidalgo et al. (2015) also found that a stronger (weaker) CLLJ was associated with a southern (northern) latitudinal position of the Intertropical Convergence Zone with respect to its mean position, resulting in less (more) precipitation on the Pacific side of Central America.
In general, river discharge variability in the region follows precipitation variability. Thus, the intra-annual and inter-annual variability of discharge could be connected to those climate phenomena that have an influence on precipitation at these timescales. Because the climate phenomena also have an influence on other climatic variables, including wind and air surface temperature (i.e., on evapotranspiration), these could have an influence on discharge. However, there is little knowledge about the connection of these phenomena with discharge. 2. TNA index Amador (1998 Amador ( , 2008 and was averaged for each hydrological year. These data were provided by the PSD/ NOAA/OAR/ESRL (Kalnay et al., 1996) .
| Regional daily discharge data
We used data from 10 nonregulated catchments located on the Pacific 
| Meteorological data
To develop the intra-annual constraint, we used the gridded dataset from the Climate Hazards Group InfraRed Precipitation with Station data (version 2.0; Funk et al., 2014) . This dataset consists of monthly accumulated precipitation at a 0.05 × 0.05 spatial resolution available for 1981 to the present. For the two catchments where the period covered by the streamflow data was outside this range or too short (numbers 1 and 2 in Figure 2 and Table 1), we instead used station data FIGURE 2 Location of the regional catchments for which the climate process constraint methodology was developed: 1 = Agua Caliente; 2 = Coco; 3 = Grande de Tárcoles; 4 = Grande de Candelaria; 5 = Térraba; 6 = Chiriquí; 7 = Tabasara; 8 = Santa María; 9 = Río Grande; and 10 = La Villa river from the Centre for Geophysical Research at the University of Costa Rica. This dataset consists of monthly precipitation data for the period . The number of stations over each catchment were small, but we believe it was enough to capture the intra-annual and interannual patterns, which we assume to be dominated by large-scale climate factors rather than local-scale effects. filled data. The PC score that best correlated with the S6 data for the period 2012-2014 was then used to obtain the rest of the series for S6 using quantile-quantile mapping. The catchment-averaged precipitation data used to force the model was obtained using the inverse-distance weighting interpolation method with data from the stations inside the catchment (S2-S6). PET was calculated using monthly CRU TS3.21 temperature (Harris, Jones, Osborn, & Lister, 2014) and theThornthwaite formula (Thornthwaite, 1948) . The temperature was taken as the average of the gridded data covering the area of the Savegre catchment.
| METHODS
Our method for constraining and then evaluating model simulations for a catchment treated as ungauged (here applied to the Savegre catchment) is schematically described in Figure 3 . First, the Hydrologiska Byråns Vattenbalansavdelning (HBV)-light model (Section 3.1) was run for the Savegre catchment, using parameter sets randomly sampled from defined prior distributions. Second, we rejected parameter sets that did not fulfil predefined parameter constraints (Section 3.2) to obtain multiple model realizations. Then, we rejected parameter sets using four climate and low-flow process constraints (Section 3.3).
Finally, we evaluated the results (Section 3.4) in terms of efficiency measures, reliability, precision, and replication of observed hydrological signature values. 
| The HBV model
The conceptual, lumped HBV-light model (Seibert & Vis, 2012 ) was used at the Savegre catchment in its three linear groundwater reservoir structure ( Figure 4 ). This structure was previously found to be suitable to represent catchment processes in another Costa
Rican catchment (Westerberg & Birkel, 2015) . To improve the stability of the numerical method in the HBV-light model, the daily data were disaggregated into hourly values (i.e., divided by 24) to run the model at an hourly time step. The simulated discharges were then aggregated back to a daily time step for model evaluation.
For selecting the initial parameter ranges, we used ranges from previous studies (Booij, 2005; Osuch, Romanowicz, & Booij, 2015; Seibert, 1999 Seibert, , 2003 Westerberg & Birkel, 2015) and then adjusted these based on a sensitivity analysis. The sensitivity analysis was done through plotting of parameter values versus model performance, using
Monte Carlo sampling and the Nash-Sutcliffe efficiency (NSE; Nash & Sutcliffe, 1970) of the flow and of the logarithm of the flow, to make sure we included all regions with high model performance. After the sensitivity analysis, a total of 1.5 million parameter sets were randomly sampled from uniform distributions over the adjusted ranges (Table 3) to obtain the prior parameter distribution. We then applied the parameter and process constraints to reject model simulations that did not satisfy these conditions. This methodology follows previous studies by Hrachowitz et al. (2014) and and is similar to Yadav et al. (2007) . The rejection of nonbehavioural parameters sets using the process constraints is essentially a generalized likelihood uncertainty estimation (GLUE) limits of acceptability approach (Beven, 2006) , with a uniform weight given to each behavioural parameter set.
The main difference to GLUE is the use of parameter constraints prior to the application of the process constraints (or limits of acceptability).
To investigate how well our methodology worked given the chosen model structure, we compared the constrained model with a traditional calibration using the automatic genetic optimization algorithm (GAP) included in the HBV-light model. To do this, we followed the set-up by Seibert (2000) to obtain 10 optimized parameter sets based on the optimization of the NSE measure. We used several optimized sets to get an idea of the uncertainty associated with the optimization, only 10 sets were used as each optimization took significant computational time to run.
| Parameter constraint
The first step to reduce the model uncertainty ( Figure 3 ) was to reject the parameter sets that contained what we considered to be inconsistent parameter relationships. This constraint was applied to the prior parameter distribution and resulted in what we refer to as the parameter-constrained distribution. The three recession coefficients in the model, k 0 , k 1 , and k 2 , control the contribution of water from each reservoir to discharge. The k 0 , k 1 , and k 2 parameters are associated
Flow chart of the method used for constraining and evaluating model simulations for a catchment treated as ungauged in this study. PET = potential evapotranspiration
The Hydrologiska-Byråns-Vattenbalansavdelning-light model structure with three groundwater reservoirs with fast, intermediate, and slow flow, respectively, and should therefore follow the constraints:
Similar constraints on recession parameters were used by Hrachowitz et al. (2014) for multiple model structures in a flexible model framework.
| Process constraints
Process constraints were then applied to the parameter-constrained distribution. We defined four different constraints based on additional information about climate and run-off process characteristics in the region at different timescales. All model parameters that failed to represent these process characteristics were rejected. The process constraints were applied independently from each other and in a combined way, to evaluate both their individual and total effect in reducing the simulated uncertainty.
| Long-term climate impact: Budyko curve
Information about the long-term climate impact on water balance characteristics, as quantified by the Budyko curve, was used to reduce uncertainty in modelled long-term run-off ratio (i.e., for the 14-year modelling period). The Budyko curve describes the relationship between the aridity index (AI) calculated as PET/P and the run-off ratio (RR) calculated as Q/P (where Q is discharge and P, precipitation). This relationship was studied using empirical data for 36 catchments in Central America by Westerberg et al. (2014) , and those results were here used as the basis for the long-term constraint. We used a range of AI values that was ±20% of the value calculated from the Savegre data to account for possible data observation error (we had no figures on local PET or P data errors, but Westerberg and McMillan (2015) report an uncertainty of up to ±15% in mean annual P for a U.K. catchment, for which reason we used a somewhat higher value). Using the range of AI values, we obtained the corresponding range of RR values from the data in Westerberg et al. (2014) . This range (Table 4) accounts for uncertainty (i.e., the spread of RR values for the regional catchments) in the empirical curve. Parameter sets for which the simulated RR values were outside this range were thus rejected.
| Interannual climate variability
We explored the use of information about the climate features that force the inter-annual climate variability in the region. Thus, to constrain the hydrological model at this timescale, we explored the connections between discharge and each climate index (ENSO, TNA, and CLLJ) for 10 gauged catchments located on the Pacific side of Central America ( Figure 2 , Table 1 ). In addition to their effect on precipitation variability, these climate features could potentially provide additional useful constraining information. ENSO and TNA represent the variability of sea surface temperatures in nearby oceans, and the CLLJ-by definition-is an index reflecting wind speed at low level (925 hPa).
Both types of variables could influence hydrological variables by means of moisture transport and evapotranspiration. For the 10 catchments, we explored the relationship between the five climate indices (Section 2.2.1) and the respective measured discharge series at the annual scale by calculating the Spearman rank correlation coefficient for each case and plotting these values against the index values. The index with the highest correlation for these regional catchments was then assumed to be a climate factor affecting the catchment hydrological response at the inter-annual scale and was therefore used as a constraint for the simulations at this timescale. Annual precipitation anomalies were also used as a constraint at the inter-annual timescale and were applied (independently from the index-based constraint) to constrain modelled discharge using the same approach.
The constraint was applied as follows: The annual time series of precipitation anomalies/climate index was divided into terciles (ranked and divided into three groups). Every year was "flagged" as "1," "2," or "3" according to if they fell into the first, second, or third tercile, respectively. The same procedure was done to modelled discharge, resulting in two sets of flags for each year and constraint (one from the observed value of the index/precipitation anomaly and another one from the modelled time series discharge). Although these two sets are not expected to follow the same ranking, we expect that given the relationship between precipitation anomaly/climate index and discharge in the region (Section 2.1) these should not be exactly opposite for any year. For example, if according to the climate index constraint a certain year was flagged as "1" (drier than normal) but according to modelled discharge, was flagged as "3" (wetter than normal), the model realization (i.e., the corresponding parameter set) was rejected, even if
this disagreement occurred only during 1 year. Only three categories were selected because we believe that splitting the groups into a Note. CLLJ = Caribbean low-level jet; RR = run-off ratio.
higher number of categories makes the predictive interpretation harder due to the large number of possibilities to consider. In addition, using a higher number of categories, results in the requirement of a significantly longer series of data in order to obtain a stable result. Contingency tables with three categories have previously been used by Lawson, Dewey, and Heim (1984) , Fallas-López and Alfaro (2012), and Maldonado, Alfaro, Fallas-López, and Alvarado (2013).
| Intra-annual climate variability
We developed this constraint based on the strong relationship between monthly precipitation and discharge in Central America (Figure 1a,b) . To develop the constraint, we first estimated the Spearman correlation value between these two series for the 10 gauged catchments located on the Pacific side of Central America (Figure 2 , Table 1 ). We did not include the period March-July in the correlation because these months correspond to the initial part of the rainy season (i.e., the wetting-up period). During this period, the soils are dry and precipitation replenishes soil moisture and reservoirs so that there is a less direct relation between precipitation and discharge. From our experience, by August, the soils are already saturated, and therefore, there is in general a higher correlation between discharge and precipitation. We defined the threshold as the lowest correlation value obtained from the 10 sample catchments minus one standard deviation and rejected those parameter sets for which the correlation between modelled discharge and precipitation was lower than this value (Table 4) .
| Low-flow statistics
To select the low-flow constraint values for the Savegre catchment from the global Q 99 maps, we took into account a larger area than the catchment to avoid errors related to the resolution of the map (0.125°). We based the selection of the Q 99 threshold on the range of values for the subclimatic region in which the Savegre catchment is located, known as the Central Pacific region. We think this approach is justifiable because climate predictors had a dominant role when producing the global maps (Beck et al., 2015) . (Table 4) .
| Evaluation of the constraints for reducing model uncertainty
We evaluated the ability of the different constraints to reduce model uncertainty in four ways. First, we used two types of efficiency measures to evaluate the ability of the constrained model simulations to replicate the observed hydrograph. Second, we evaluated if the model predictive distribution showed systematic biases and if these were removed after applying the constraints. Third, we evaluated the effect of the constraints in reducing the spread of the total distribution of modelled discharge. Finally, we evaluated the ability of the model to replicate 17 hydrological signatures to assess the representation of observed hydrological behaviour.
| Efficiency measures
We used the Kling-Gupta efficiency (KGE; Gupta, Kling, Yilmaz, & Martinez, 2009; Equations 2-5) and the KGE of the logarithm of the flow series, logKGE, to measure model performance. KGE is an efficiency measure that has been developed to overcome some of the problems associated with the widely applied NSE measure. We evaluated the change in the distributions of KGE and logKGE efficiency measures resulting from all prior compared with all posterior parameter sets to assess whether the constraints resulted in an overall better replication of observed discharge.
where r is the linear correlation coefficient between the observed and simulated series, μ 0 and σ 0 are respectively the mean and standard deviation of the observed series, and μ and σ, of the simulated series.
Both KGE and logKGE values can vary in the range [−∞, 1]. An effi-
ciency value of 1 corresponds to a perfect fit between the modelled and the observed series.
| Reliability and precision
Reliability is a measure of the statistical consistency between the observed discharge series and the predictive distribution. We used the quantile-quantile (QQ) plot following Laio and Tamea (2007) and Renard, Kavetski, Kuczera, Thyer, and Franks (2010) to evaluate the reliability of the prior and posterior (predictive) distributions. For F t (x t ), representing the cumulative probability value of the predictive distribution corresponding to the observation x t (for t varying from 1 to the number of observed discharge values N). If a predictive range is unbiased, F t (x t ), it is expected to be a realization from a uniform distribution on [0, 1]. Thus, the QQ plot compares the empirical cumulative distribution values [all F t (x t )], with those of a uniform distribution. The closer the plotted points are to the bisector (1:1 line), the more consistent the predictive distribution is to the observations. The difference between these two lines is quantified by the reliability index, α (Renard et al., 2010) :
where α′ is the area between the QQ plot and the bisector. Reliability values vary in the range [0, 1], with 0 meaning that the model is not reliable and 1, that it is 100% reliable.
We also estimated the precision, which is a measure of the spread of the predictive distribution, X t . The precision (P cs ) of the predictors can be estimated as the average, over all the N-steps time series, of the inverse coefficient of variation:
where E[ ] and Sdev[ ] are the expectation and standard deviation operators. The more reduction in uncertainty of the predictive range (less spread), the larger the P cs value. Reliability and precision were calculated for the dry season (December-April) to evaluate the modelled low flows and the wet season (May-November) for the high flows.
| Hydrological signatures
Finally, we evaluated if the constraints reduced the uncertainty in the model representation of catchment hydrological behaviour quantified by 17 hydrological signatures (described in Table 5 ). We based our signature selection on those used by Westerberg and McMillan (2015) , (Table 6 ).
| Long-term climate impact: Budyko constraint
The Budyko constraint reduced the number of feasible parameter sets in the parameter-constrained distribution by 0.2% (Figure 5a ). Most of the parameter sets rejected by this constraint had RR > 0.9 and were associated with low values of the beta parameter. This parameter determines the proportion of rainfall that goes to recharge and soil moisture, the latter of which can be lost through evapotranspiration.
The rejected parameter sets were also model representations with low evapotranspiration losses that were associated with high values of the LP parameter, which represents the soil moisture value above which actual evapotranspiration reaches PET.
| Interannual climate variability constraints
From the five different climate indices we explored (Section 2.2.1), the scatter plots analysis showed that the CLLJ and the TNA-El Niño 3.4
indices have the strongest relation with river discharge at all the 10 regional sample catchments (Figure 8 ). Because the CLLJ index showed consistently higher correlations with discharge at all the 10 regional sample catchments (Table 7) , it was used for the inter-annual constraint, together with annual precipitation anomalies. The two constraints had the same constraining effect on modelled discharge in the 
| Intra-annual constraint
At the intra-annual scale, we retained only those parameter sets for which the correlation value between monthly discharge and monthly precipitation was above 0.72 (Table 4) . With this, we reduced the parameter-constrained distribution by 3% (Figure 5c ). The rejected parameter sets had low k 2 values and represented a modelled system
showing an inconsistently slow rainfall-run-off response and a clear . BFI = base flow index; FDC = flow duration curve; RR = run-off ratio.
FIGURE 5
The 100% prediction range of the monthly discharge for the prior, the parameter constrained, and the four-processesconstrained parameter distributions: (a) longterm Budyko, (b) inter-annual, (c) intra-annual, (d) Q 99 , and (e) total constrained posterior distributions. The median of the distributions for the different constraints are shown in blue, the observed in black, and the best fit for the optimized model in red 
| Low-flow constraint
The Q 99 constraint led to the rejection of 66% of the parameterconstrained distribution, substantially reducing the uncertainty (Figure 5d ). Most of the rejected parameter sets were associated with for which the range was substantially reduced.
| All constraints applied together
Applying all the constraints together substantially reduced the model uncertainty ( Figures 5, 6 , and 10). In total, after applying all the parameter and process constraints, the parameter space was reduced by 84%. The predictive range was substantially reduced at monthly and annual timescales. At daily, monthly, and annual scales, the median of the final constrained distribution closely followed the observed and the GAP-optimized simulated hydrographs ( Figure 6 ). The further reduction in uncertainty obtained when applying all the process constraints together showed that they constrained different types of model uncertainty.
| Efficiency measures
Compared with the parameter constraint, the process constraints had a more positive effect in terms of efficiency values when applied all together ( Figure 7 ). The latter was especially true for the KGE measure, for which most of the retained parameter sets resulted in values greater than 0.5. The values of logKGE were in general lower than the KGE values, suggesting that the model had more problems at reproducing the observed low flows than the rest of the hydrograph.
| Reliability and precision
In agreement with the analysis of the efficiency values, the QQ plots showed that the model was better at representing the observed high flows (Figure 9b ) than the low flows (Figure 9a) . Here, the high flows are assumed to occur during the rainy season (May-November) and the low flows during the dry season (December-April). For the low flows, the model was mainly underpredicting the observations, and even though an improvement was observed after applying the constraints, the model bias remained. In accordance with the QQ plots, the reliability index, α, was higher for the high flows than for the low flows (Table 6 ). The constraint that produced the largest improvement in terms of reliability, for both the high and the low flows, was the Q 99 constraint. In terms of precision, that is, reduction in the spread of the FIGURE 7 Kling-Gupta efficiency (KGE) and logKGE efficiencies between predicted and observed discharge series, before and after applying the parameter and process constraints distribution of realizations, the Q 99 constraint produced the highest value for the low flows, whereas for the high flows, the climate constraints produced the highest values (Table 6 ). The parameter and climate constraints did not seem to improve the reliability of modelled high flows, because the α values decreased after applying the constraints (Table 6 ).
FIGURE 8 Scatter plot showing the relationship between standardized annual river discharge at the 10 sample catchments and the standardized indices, where "Gde.
Tarcoles" refers to Grande de Tarcoles, and "Gde. Candelaria" to Grande de Candelaria river. Note that the correlation of discharge and the Caribbean low-level jet (CLLJ) is positive, because the sign of the wind is negative (easterly) in this region. TNA = Tropical North Atlantic The inter-annual (CLLJ and precipitation) and intra-annual constraints 
| Parameter and process constraints
We found that knowledge about climate variability was useful in constraining the HBV-light model for a Costa Rican catchment assumed to be ungauged. We compared the use of climate variability information at different timescales with information about low-flow statistics (Q 99 ) from global maps (Beck et al., 2015) . We found that direct information about the hydrological behaviour, that is, the Q 99 constraint, provided more constraint than information about climate variability. However, the climate variability constraints rejected different types of inconsistent model representations compared with the Q 99 constraint and were therefore also useful.
| Climate variability constraints at different timescales
The climate variability constraints were applied at long-term, interannual, and intra-annual timescales. As expected, the long-term climate impact on the water balance based on the Budyko curve constrained the distributions of the Q mean and RR signatures. Consistently, it restricted the range of model parameters related to actual evaporation in the model. However, the constraining effect of this constraint was not large because the Savegre catchment is a humid catchment (i.e., the RR values are near 1). This constraint would likely have a more significant effect for a drier catchment, where the annual total evapotranspiration is larger (and there is a wider range of possible RR values that could be constrained). Our results agreed with previous studies that have found that constraints based on water balance are useful in constraining the parameter space Winsemius, Savenije, & Bastiaanssen, 2008; Yadav et al., 2007) .
At the inter-annual and intra-annual scales, we based the constraints on the strong relationship found between discharge at the 10 regional sample catchments and precipitation, and climatic features found to have a strong link with discharge, here described by five climate indices. At the inter-annual scale, we found that the CLLJ index had the highest correlation with discharge at the 10 regional sample catchments (Table 7) . Previous climate variability studies have found that negative (positive) precipitation annual anomalies were linked to a stronger (weaker) than normal CLLJ (Amador, 1998 (Amador, , 2008 Hidalgo et al., 2015; Méndez & Magaña, 2010) . Our results agreed with these studies given the strong link found between the discharge and the CLLJ (Figure 8 ), possibly through its forcing on precipitation. In developing the methodology, we tried annual precipitation anomalies as a constraint in the same way as the CLLJ and the results were the same, meaning that at the inter-annual scale, the CLLJ did not provide any more information than using precipitation (contrary to what we initially hypothesized). Thus, the influence of the CLLJ on discharge at the Table 6 ). As a result, the median daily discharge series of the final constrained distribution of parameter sets followed closely the observed and the GAPoptimized time series. This shows that our method is promising for simulating long-term flow data for ungauged catchments on the Pacific side of Central America and that similar methods can be developed for ungauged basins in other regions where climate variability exerts a strong control on streamflow variability.
| Method limitations and future work
We expect that our methodology can be applied to catchments on the Pacific side of the Central American region and that it motivates the development of similar approaches for regions with different climates. However, it is important to highlight that our methodology and its evaluation were subject to some limitations. The methodology was only tested in one catchment and with one hydrological model.
Further development of this study should test the methodology in more than one catchment, preferably covering the region as much as possible. In addition, the applicability of regionalized climate constraints could have limitations in catchments with different catchment characteristics than those used to develop the constraints.
For example, in a catchment with contrasting geology such as karst, the direct relationship between river discharge and precipitation may not hold. Compared with traditional regionalization based on discharge data for many nearby catchments, our approach is likely less sensitive to data quantity and quality problems as it uses climate and discharge variability information at longer timescales (that typically have lower observational uncertainty; Westerberg & McMillan, 2015) and it also requires data for fewer nearby catchments. However, it is still sensitive to uncertainties in precipitation and climate data for the modelled catchment, which may sometimes be grave and disinformative in model calibration (Beven, Smith, & Wood, 2011; Westerberg et al., 2014) . Westerberg and Birkel (2015) found Knowledge about climate variability was found to be useful in constraining the uncertainty of a hydrological model for a Costa Rican catchment assumed to be ungauged. Specifically, we found the following:
• Direct information about hydrological behaviour in the form of low-flow statistics from global maps was more effective than climate-based constraints for reducing uncertainty. However, the climate-based constraints rejected representations showing low or almost no response, which were not rejected by the low-flow constraint.
• Constraints at the long-term timescale were overall the most useful in reducing model uncertainty, but considering only climate variability constraints, the constraint applied at the intra-annual scale was found to be the most useful.
• The model process representations for which the uncertainty was most reduced were related with representation of deep groundwater processes.
• At the daily, monthly, and annual timescales, the median of the final constrained distribution (i.e., after applying constraints based on climate and discharge information) followed closely the observed and the GAP-optimized simulated hydrographs.
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