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We show that charge carrier transport in graphene exhibit sharp resonances in the
presence of spatially and temporarily modulated scattering. Resonances occur when
the period of an applied a-c field corresponds to the time taken by quasi-ballistic
carriers to drift over a spatial scattering period, provided the latter is shorter than the
distance taken by carriers to emit an optic phonon. We show that such system can
be achieved with interdigitated gates energized with an a-c bias on graphene layers.
Gate separation and fields to achieve ballistic transport would result in resonances in
the terahertz range, with the generation of higher harmonics characterized by large
Q-factors, which are tunable with gate spacing.
As a one atom thick, two-dimensional (2D) mate-
rial made up of carbon atoms arranged in a honey-
comb structure,[1, 2] graphene is characterized by linear
dispersion relation between carrier energy and momen-
tum E = ~vF |k| at K and K symmetry points of the
2D Brillouin zone. As a consequence, all charge carri-
ers in graphene move with the constant Fermi velocity
vF ∼ 10
8 cm/s.[3, 4] The interaction of these carriers
with the 2D environment such as lattice vibrations or
oscillatory electro-magnetic fields, is of fundamental in-
terest since it opens a new way to study quantum elec-
trodynamics of charged particles in solid state physics.[5]
It may also have important implications in semiconduc-
tor technology.[6–8] Owing to their large velocity, the
weak interaction between charge carriers and acoustic
phonons (APs) results in long mean free paths for the
former that experience quasi-ballistic motion over dis-
tance of the order of several micrometers.[9, 10] At high
energy however, carriers lose their momentum (and en-
ergy) to efficient optic phonons (OPs) that have much
higher vibration frequency (~ωOP ∼ 0.2eV) than in con-
ventional semiconductors.[11] Therefore, in the presence
of a constant electric field Fo, the carrier motion results
in a succession of quasi-ballistic acceleration (when their
energy E < ~ωOP ) and scattering (when their energy
is E ≥ ~ωOP ).[12] This stop-and-go motion of carriers
can occur over long distances during picosecond flight
times.[13] An interesting effect could arise if the carri-
ers are placed in periodic long range and time varying
scattering to achieve transport resonance as well as pos-
sible frequency mixing. This kind of situation could be
realized in free standing graphene sheets lying over peri-
odically spaced narrow electric gates that would be reg-
ulated by an a-c field of appropriate frequency to modu-
late coulomb scattering of remote oxide impurities when
carriers pass in front of the gates (Fig. 1). In the de-
vice, a DC field Fo is set up between the source S and
the drain D, and the a-c field F1 is applied between suc-
cessive gates, so that charge carriers experience periodic
electric fields and scattering times varying in time and
distance along the channel.
In this letter, we show that electronic current in
graphene under the influence of time and space depen-
dent periodic scattering and electric fields exhibits sharp
resonances in the terahertz range, associated with the
generation of higher harmonics characterized by large
Q-factors tunable with scattering periodicity. The elec-
tron dynamics is investigated with a semi-classical Boltz-
mann formalism, where the effects of electron-electron
interactions are ignored for low carrier concentrations
(n≪ 1012/cm2).[14]
We consider electrons in the conduction band of
graphene in a field of the form F (x, t) = Fo+F1e
i(qx−ωt)
with 0 < F1/Fo < 1, where Fo, and F1 are the DC
and a-c components respectively. The parameter q is the
electric field wave number, and ω is the a-c frequency. In
such fields, electrons accelerate until they gain enough en-
ergy to interact with OPs once E ≥ ~ωOP , and suddenly
lose their energy and momentum to re-accelerate quasi-
ballistically in the fields, as this process repeats itself. In
this dynamical picture, the momentum space can be di-
vided into two regions I, and II that corresponds to elec-
tron energies E < ~ωOP , and E ≥ ~ωOP respectively. In
region I, electrons accelerate while interacting with low
energy scattering agents (APs and impurities). In region
II, the electrons interact with OPs and scatter back to
region I. In low electron concentration (n < 1012/cm2),
most of the electron population is stretched along the
fields (streaming case), so that the majority of carriers
have their velocity pointing in that direction.[13] If the
fields are applied along the x- direction, the time and
space dependent BTE in both regions reads
∂fI
∂t
+ vF
∂fI
∂x
+
eF (x, t)
~
∂fI
∂kx
= −
fI − fFD
τ(x, t)
+
∑
~k′
SOP (~k
′, ~k)fII(~k
′, x, t)
(1a)
2λF  /
FIG. 1: Color online) Schematics of a graphene based FET
with periodic gating. The DC field Fo is applied between
the source and the drain, and the AC field F1 is applied
between successive gates. The wavelength of the AC field is
twice the distance between successive gates.
∂fII
∂t
+ vF
∂fII
∂x
+
eF (x, t)
~
∂fII
∂kx
= −fII
∑
~k′
SOP (~k,~k
′)
(1b)
where fI , and fII are the distribution functions in re-
gions I and II respectively, and fFD is the Fermi-Dirac
equilibrium distribution function (kF > 0). Also, in the
streaming case, we assume vx ∼ vF . Low energy elastic
collisions in region I with impurities and APs are ac-
counted for within a local and time dependent relaxation
time approximation[13]τ(x, t) with the same periodicity
as the gate spacing and applied a-c field i.e.
1
τ(x, t)
=
1
τo
+
1
τ1
ei(qx−ωt) (2)
where τo is a constant relaxation time used to modulate
the strength of low energy scattering (with impurities and
APs), and τ1 modulates scattering due to the periodic
gates (see Fig 1). The expression SOP (~k,~k
′) is the OP
transition rate between the states ~k and ~k′ given by [15]
SOP (~k,~k
′) =
πDo
2(Nq + 1)(1 + cos(θ
′))
σAωOP
δ(E′−E+~ωOP )
(3)
where Do is the optical deformation potential, Nq is the
phonon occupation number, θ′ is the angle between ~k
and ~k′, σ is the area density of the graphene sheet, and
A is the area of the sheet. We neglect the effects of op-
tic phonon absorption since their population is negligi-
ble, with ~ωOP ≫ kBT even at room temperature. The
second term on the Right Hand Side (RHS) of Eq. 1a
is due to carriers repopulating region I after scattering
with OPs, and the RHS of Eq. 1b is the corresponding
depopulation term.
Due to the nature of the problem, we propose a solu-
tion of the form
f(~k, x, t) = fh(~k)+
∞∑
m=−∞
∞∑
n=−∞
fmn(~k)ei(mqx−nωt) (4)
where fh(~k) = f00 is the solution to the homogeneous,
steady state problem,[13] fmn(~k) are the harmonic am-
plitudes, and the summation excludes all terms with
m = 0 and n = 0, since they would result either in ho-
mogenous (m = 0) or state-state (n = 0) terms that are
already taken into account in fh(~k) = f00(~k). On sub-
stituting Eq. 4 into Eq. 1, we get the following recurrent
equations for the individual harmonics;
eFo
~
∂fmnI
∂kx
= −
[ 1
τo
+ i(mqvF − nω)
]
fmnI
−
eF1
~
∂f
(m−1)(n−1)
I
∂kx
−
f
(m−1)(n−1)
I
τ1
+
∑
~k′
SOP (~k
′, ~k)fmnII (
~k′) (5a)
eFo
~
∂fmnII
∂kx
= −
[∑
~k′
SOP (~k,~k
′) + i(mqvF − nω)
]
fmnII
−
eF1
~
∂f
(m−1)(n−1)
II
∂kx
(5b)
where fmnI , and f
mn
II are the harmonic amplitudes in re-
gions I and II respectively. On setting m = n = 0 into
Eq. 5, the terms in f00 satisfy the steady state, homoge-
nous Boltzmann equation in the two regions, so that we
get the following equations for f−1,−1:
eF1
~
∂f−1,−1I
∂kx
= −
f−1,−1I
τ1
(6a)
eF1
~
∂f−1,−1II
∂kx
= 0. (6b)
Eq. 6b has the general solution f−1,−1II (kx, ky) = g(ky)
which is unphysical, and should be set to zero, which by
continuity in region I also yields f−1,−1I = 0. Because of
the recurrence between fmn and f (m−1)(n−1) in Eq. (5),
we also have fmm = 0 for all m < −1.
Let us now consider the harmonics f1n with n > 1.
Since the R.H.S of Eqn 5b is zero, the solution for f1nII is
readily obtained and reads
f1nII = f
1n
b exp
{
−
~
eFo
∫ kx
ko
x
[∑
~k′
SOP (~k,~k
′)|kx=z+i(qvF−nω)
]
dz
}
(7)
where the function f1nb is the solution f
1n
II evaluated at
the boundary kx = k
o
x =
√
(kc)2 − (ky)2. On substi-
tuting Eq. 7 into Eq. 5a, and evaluating the resulting
equation at the boundary leads to a homogeneous inte-
gral equation of the form,
f1nb (ky) =
∫ ko
x
−ko
x
dyf1nb (y)K(ky, y, n), (8)
3−1 0 1 2−0.05
0
0.1
k
x
f
 
 
−1 0 1 2−0.07
0
0.08
k
x
 
 
40Xf11
100Xf22
100Xf33
fh
a) b)
FIG. 2: (Color online) (a) Cross-sections of real parts of
the harmonics f11,f22,f33, and homogeneous steady state
distribution function fh. (b)Imaginary parts and fh. Dash
(40Xf11), dot (100Xf22), dash-dot (100Xf33), and solid
(fh). Fo = 1kV/cm, F1/Fo = 0.1, ω/ωF = 0.5, τo/τ1 = 0.5,
and γ = 0.01.
where K is a complex kernel. Eq. 8 can be solved nu-
merically by discretizing the integral,[16] which leads to
a unitary matrix equation of the form K˜f˜ = f˜ . It is
found that these eigenvectors exist only for qvF = nω,
which reduces Eq. 5 to the steady state-homogenous
equation for fh = fh0 .[13] A similar analysis on the har-
monics fm1,m > 1 shows that solutions exist only, for
mqvF = ω, so f
m1 also reduces to fh0 . Since f
mn are
related to f (m−1)(n−1) by Eq. 5, it can be deduced from
Eq. 5 that solutions for all the harmonics fmn such that
m 6= n > 0 that exist only when ω = mqvF /n, yield
fmn = fh0 , and should therefore be discarded. As a re-
sult, only the harmonics fmn such that m,n > 0 and
m = n > 0 are the only remaining terms of the series (4)
for f(~k, x, t).
The current density on the plane is given by,
Jx(x, t) = −4evF
∑
~k′
ℜf(~k′, x, t) cos(φ′) (9)
where φ′ is the angle between ~k′ and the k′x axis, and
ℜf(~k′, x, t) is the real part of the distribution function.
In our analysis, we write the a-c frequency in units of
ω/ωF , where ωF = 2πeFovF /~ωOP , and the wavelength
is modulated by a dimensionless parameter α such that
q =
2πα
λF
, (10)
where λF = ~ωOP /eFo, and 0 < α ≤ 1. As in a previous
work,[17] the dimensionless damping parameter γ given
by
γ =
1
τo
∑
~k′
Sop(~k,~k′)|k=1.5kc
(11)
is used to modulate the strength of low energy collisions
compared to OP scattering.
Figure 2 shows cross sections of the real parts (2a),
and imaginary parts (2b) of the first three harmonics
f11,f22,f33, with the steady state homogeneous distri-
bution fh along ky = 0. The applied field in this case
is Fo = 1kV/cm, such that F1/Fo = 0.1, ω/ωF = 0.5,
and α = 1. The low energy damping parameter is set at
γ = 0.01, and τo/τ1 = 0.5. From the figure, it can be
seen that the harmonics oscillate as a function of kx with
amplitude fmm decreasing as m increases, justifying our
choice of the solution (4). We also note that f is always
positive as fh ≫ fmn.
Figure 3 displays the current density amplitude rel-
ative to the first three harmonics as a function of fre-
quency for different values of Fo and γ. As in Fig. 2, we
use F1/Fo = 0.1, τo/τ1 = 0.5, and α = 1. For all three
harmonics, there are resonances that occur at ω = ωF ,
for which the amplitudes fmm(kx, ky) are real, and the
currents are in phase with the applied field. By consid-
ering the first row of Fig. 3 (γ = 0.01), one observes that
there is no resonance for Fo = 0.5kV/cm (first column).
This is because the contribution of the negative values of
f11(kx, ky) in the total current (Eq. 9) offset that of the
positive values at ω = ωF . As the field increases from
0.5kV/cm to 1kV/cm, more electrons are able to escape
low energy scattering in region I and reach the bound-
ary k = kc and beyond, so the amplitude f
11(kx, ky)
increases in region II, inducing a net positive current,
so as to achieve resonance. For all three harmonics,
the resonance Quality factor, Q = ωF /∆ωFWHM , where
∆ωFWHM is the full width of the current density pro-
file at half maximum value, first increases (Q ≈ 24.9 to
Q ≈ 25.2 for the second, and Q ≈ 23 to Q ≈ 28 for the
third) as the field increases from 0.5kV/cm to 1kV/cm.
A further increase in the field to 1.5kV/cm causes more
electrons to reach region II and scatter with OPs, broad-
ening the distribution in the process. As a result, Q de-
creases (from Q ≈ 20 to Q ≈ 13 for the first harmonic,
fromQ ≈ 25.2 to Q ≈ 24 for the second, and fromQ ≈ 28
toQ ≈ 27 for the third) as the field increase from 1kV/cm
to 1.5kV/cm.
As low energy scattering (γ) increases, the system
achieves resonance even at low fields (Fig. 3 first col-
umn). For the first harmonic, an increase in γ makes
the amplitude more positive in region I, and the over-
all current becomes positive, achieving resonance. One
can also see that the current density amplitude increases,
while the overall resonance Q- factor decreases as low
energy scattering increases. For the first harmonic with
γ = 0.1 (second row, first column), one get Q ≈ 0.7
(Fo = 0.5kV/cm), Q ≈ 0.7 (Fo = 1kV/cm), and Q ≈ 6
(Fo = 1.5kV/cm), only. This is due to the fact that
low energy scattering redistribute carriers towards the
~k = 0 region. As seen in a previous work,[18] carrier in-
teractions with OPs are essential for resonance to occur.
Higher γ-damping causes fewer carriers to interact with
OPs and the resonance Q-factor decreases. The current
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FIG. 3: (Color online) Current density amplitude versus frequency for different values of γ and Fo. (a) First harmonic. (b)
Second harmonic. (c) Third harmonic. Top row (γ = 0.01), middle row (γ = 0.1), and bottom row (γ = 0.3). Solid
(Fo = 0.5kV/cm), dash (Fo = 1kV/cm), and dot (Fo = 1.5kV/cm). F1/Fo = 0.1, τo/τ1 = 0.5, and α = 1.
density amplitude increases because the distribution in-
creases around ~k = 0. We note that when ω = ωF , the
system is a mixture of modes of oscillations with resonant
frequencies mωF .
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FIG. 4: (Color online) Second harmonic current density
amplitude vs frequency for different values of α. Solid
(α = 0.8), dash (α = 1.0) and dot (α = 1.5). F1/Fo = 0.1,
τo/τ1 = 0.5, and γ = 0.01.
Figure 4 shows plots of the second harmonic current
density versus frequency for different values of α (gate
spacing). The damping in this case is again set at
γ = 0.01, F1/Fo = 0.1, and τo/τ1 = 0.5. From the
figure, the observed resonances are achieved at the fre-
quencies ωF , 0.8ωF , and 1.5ωF corresponding to α = 1,
α = 0.8, and α = 1.5 respectively, which shows that for
a particular Fo, the resonance frequency is tunable with
the wavelength of the applied field. This important re-
sult indicates the potential use of graphene in terahertz
sources and detectors.[17, 18]
In conclusion, we have provided an analysis of carrier
dynamics in graphene subjected to periodic, time, and
space dependent electric fields and scattering times. Our
model shows that, high Q resonances can be achieved
when ω = ωF . As expected, the Q-factors decrease with
damping γ. We also observe that at resonance, the sys-
tem consists of carrier excitations with frequencies mωF ,
for m ≥ 1. As a result the system is essentially a mixer
since an input frequency ωF , creates the harmonicsmωF ,
and appropriate filters should be used to pick out the re-
quired frequencies. Also, the resonant frequency is tun-
able with the wavelength of the applied field. Note that
the wavelength λ of the a-c field is twice the distance be-
tween successive gates in Fig. 1. Consequently, graphene
can potentially be used to make high power, tunable ter-
ahertz devices that operate at room temperature.
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