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1. §. Die Aufstellung des Problems 
Es soll die ebene Potentialsträmung einer quellen- und wirbelfreien idealen 
Flüssigkeit untersucht werden. 
Die in Abb. 1 angegehenen Randkurven LI und L 2 sind Stromlinien; die 
Kurven L 3 und L.1 sind äquipotentiale Linien. 
o a 
Ab". 1 
Ferner sei angenommen, daß 
1. das Strömungshild im Intervall -0 x 0 das Spiegelbild desjeni-
gen vom Intervall 0 x < 0 ist: 
2. das Strömungshild außerhalh des Intervalls a x < a in Richtung 
der x - Achse periodisch ist, mit der Periode 2a; 
3. LI durch die eindeutige und stetig differenzierbare Funktiony = fl(X) 
angegeben ist; ferner f{(O) = f~(a) = 0 gilt; 
4. L 2 durch die eindeutige und stetig differenzierbare Funktion)' = f2(X) 
angegeben ist; undf~(O) =f~(a) = 0 gilt; 
5. f1(X) <f2 (x) gilt für alle x - Werte. 
Wir bezeichnen mit u(x, y) das unbekannte Geschwindigkeitspotential 
und mit v(x, y) die unhekannte Stromfunktion. Diese beiden Funktionen befrie-
digen jede für sich die Laplacesche Differentialgleichung, also sind beide 
harmonische Funktionen, ferner sind sie miteinander durch die Cauchy-Rie-
mannschen Differentialgleichungen verknüpft, sie sind also konjugierte, har-
monische Funktionen. 
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Die Randbedingungen lauten: 
a) Ist u(x,y) die gemchte Funktion, dann gilt längs der Kurve L l : 




gra{l u ist also parallel zur Tangente der KUfH, das heißt: 
, Su ( ) fl (x) . ;'l;,fl (x) ; 
Sx 




J ängs der Geraden L 3 gilt: 
Su (x,fz(x)): 
ox 
wo 0::1 eIlle gegebene Konstante bedeutet: schließlich gilt läng5 der Gera-
den L J : 
u(a,y) = X z' 
WO 0:: 2 auch eine gegebene Konstante ist. 
b) Ist jedoch rex,),) die gesuchte Funktion, dann geltl'n: 






ßl und ß 2 sind gegebene Konstanten, 
längs der Kurye LI' 
längs der Kurve L~. 
längs der Kurye L 3 • 
längs der Kurye L •• 
Im folgenden wird mit Hilfe der Matrizenrechnung eIlle Näherungs-
methode zur Bestimmung des Geschwindigkeitspotentials und der Stromfunk-
tion abgeleitet. Unsere Methode gründet sich auf die sogenannte Linienmethode, 
die fÜl' partielle Differentialgleichungen von elliptischem Typ zum erstenmal 
von SLOBODIA"SKI angewandt wurde (siehe [1] und noch [2, 3]), 
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2. §. Die Bestimmung des Geschwindigkeitspotentials 
Zur näherungsweisen Bestimmung des Geschwindigkeitspotentials u(x, y) 
läßt sich folgende l'Iethode empfehlen. 
Teilen wir das abgeschlossene Intervall ° x < a, durch die Annahme 
der Z"wischenwerte Xl' X 2' ••• , x'" in n + I gleiche Teile ein: 
Xi . -h- a '-19 ;"\;i-1 - - ----, L - ,_, ... , n 
n 1 
1 
(xo=O, xn +1 =a). 
Es werden folgende Bezeichnungen eingeführt: 
Uf = Ui (y) = U(Xi' y), 
0,1,2, ... ,71 -;- 1 . 
, du; 8u" ) Ui=--"-=--(x;. 'Y. dy 6y -' - . 
In der zu lösenden Laplaceschen Differentialgleichung wird die folgende 
Näherung eingeführt: 
82 U ( ) ui-l - 2Ui + ui-'-l I O(h?) 
-- x" Y - - -8x2 - I , - -- h2 ", • 
Somit kann die partielle Differentialgleichung - mit guter Näherung -
durch das System der gewöhnlichen Differentialgleichungen 
- Ui-l -{- 2Ui - lli+l 
h2 
, i = 1,2, ... , n (2.1) 
ersetzt werden. Hierbei sind Uo = Xl' lln-l = X 2 gegebene Konstanten. Nach 
Einführung der Bezeichnungen: 
statt (2.1) kann geschrieben werden: 
4 Periodica Po!ytecbnica:\L XIII,,;; 
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d[U]=[ 0 
dy u' ~2 Cn (? ?) _ .. 
oder mit den folgenden Hypermatrizen 
(2.2) lautet 
(2.3) 
(2.3) ist eine inhomogene lineare lVIatrixdifferentialgleichung mit konstanten 
Koeffizienten, die schon die bei den Randkurven L 3 und L 4 vorgeschriebenen 
Randbedingungen in dem Störungsglied f enthält. Die Lösung dieser Gleichung 
ist (siehe z. B. [4] 1. S. HO-HI): 
wobei der Spaltenvektor z(O) zuerst unbestimmt ist. z(O) soll so bestimmt wer-
den, daß die Lösung (2.4) der Differentialgleichung (2.3) auch die bei den Rand-
kurven LI und L 2 vorgeschriebenen Randbedingungen erfülle. 
Auf Grund der Beziehung 
8x 2h 
können die erwähnten Randbedingungen durch folgende Näherungen ersetzt 
werden: 
j = 1, 2,; 
wobei i = 1.2, .... 11; Uo = Xl' lln+l = x 2• 
Es sei ei ein Zeileneinheitsvektor der Ordnung 2n, dessen i-tes Element 
denWert 1 und alle übrigen denWert 0 haben. Somit kann angeschrieben werden: 
(2.6) 
uj (y) = e~+i z(y) = er Ae-4.y z(O) + er eAy f ; 
wobei i = 1,2, ... , n. 
Nach Einführung der Bezeichnungen 
wobei: 
und 
e* AeAf;(x,,_,l _ f; (xn- 1) (e* eAf;(x,,) - e* e-Vi(xn-,» 
n-l -' . 2h 11' 11-2' 
j = 1,2 
{fi (Xl) 2h ei A-l (e'~.Ji(x,) - E zn ) - et eAf;(x,l } f _ fi (Xl) x 2h 1 
[fi (X2) 2h [er A-l (eA/j(.\C,) - Ezl1 ) - ei A-l (e·4.!i(X,) - E zn)] - er eA!j(X,l} f 
Ifi (xn-J [e* A-l (eA/j(x"l - E ) - e* A-l (eAf;(X,,_,) - E )]-
l 11 'Jn 11-) . ')71 2h - - -
fi (Xn) X.) _ {fi (xn) e* _ A -] (eAh(x,,-:) _ E? ) 
2h - 2h n J _Tl 
j= 1,2, 
- e* eAf;(X"-'l} f 11-1' . 
e~ e.4.!j(x,,)} f 
kann das System der Gleichungen (2.5) in der Form 
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Daraus folgt aber 
z(O) =K-1k 
und somit ergibt sich schließlich 




Die numerische Ausrechnung der in (2.9) angegebenen Näherungslösung 
des aufgestellten Problems wird dadurch vereinfacht, daß die kanonische Form 
einer analytischen Funktion F(A) der Koeffizientenmatrix A explizit darstell-
bar ist. Im folgenden werden zwei verschiedene Möglichkeiten gezeigt. 
a) Es soll in Betracht gezogen werden, daß die einzelnen Blöcke der 
Hypermatrix A vertauschbar sind. (Dazu siehe [5].) Ferner kann der links unten 
1 _ 
stehende Block Cn der Matrix A durch eine Ahnlichkeitstransformation in h2 
Diagonalform gebracht werden [6], d. h. 
wobei 
wt = 1!-2 - [sin k:r 
n + 1 n 1 
2 k:r 
sin _-:--::-' .. . , 
Somit gilt 
sin nk:r ], 
n-Ll 
Führen wir noch die folgende Permutationshypermatrix em 
idt 
• "* 1112 
(3.1) 
ANWENDUNG DER JfATRIZENRECHSUSG 145 
wobei i" eine Spalteneinheitsvektor der Ordnung n bedeutet, dessen k-t~s 
Element den Wert 1 und alle anderen den Wert ° haben und ferner j~ = [1, 01, j; = [0, 11 gilt. Somit gilt 
(3.3) 
Werden noch die Beziehung 
r ~ 
l lly,; 2 
herangezogen und die Transformationshypermatrizen 
eingeführt, so gilt 
Auf Grund der Beziehungen (3.2), (3.3) und (3.4) ist die Koeffizienten-
matrix A folgendermaßen darstellbar 
(3.5) 
die kanonische Form der analytischen Funktion F(A) lautet also 
(3.6) 
wobei 
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Auf Grund der Formel (3.6) können die einzelnen Zeilen der Matrizen 
in der in (2.10) angegebenen Lösung folgendermaßen dargestellt werden: 
wobei 
e,! eAy = [ai'i(y), ai~(J)], i = 1, 2, ... , n, 
1r~ j.eh (2Y sin k7C ! n + 1 k:'1 h 2(n + 1) i k7C 'Sln--- 'WI, 1 n 
lr ? ai~(Y) =,' ,- 1 n-L 
11 sh (2hY sin k7C ) ....., 2(n+1) 
..;;;. ----'--=----0------'--'-




h 2(n T 1) 




bii(y) = lr--z:-' i 2 sin k7C . sh l' 2y sin __ k_~7C __ sin _ik_'7C_ . wi, 
n T 1 /(=1 h 2(n + 1) h 2(n + 1) n+l 
blz (y) = a~ (y); 
e'!Aw.iY=[bii(y), b~(y)], i=1,2, ... ,n; 
sh (_2:,_,," sin __ k_'7C __ ') 
2 11 h 2(n + 1) , 
ej eAy f = - ---~ ------7---'--




i = 1,2, ... , n; 
2(n 1) 
nk7C 
eh (_2)_' sin k7C ) 
2 11 h 2(n + 1) 
e,! A-l (e AY - E 2n ) f = - ;Z ---'------ok"--7C----'----'---'-
n + 1 k=1 4sin2 ___ _ 
. sin ik7C 
n+1 ( 
. k7C r • ()(l Slll--- T ()(.o Sin 
n+ 1 -
i = 1,2, ... , n; 
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( 
2y b) 
sh -h sin 
2 TI 2(n + 1) e~+i A-l (eAY - E2n )f = - --- '>' --'-------;--
n -L, 1 k--:-::l kn 
n+1 ( 
k:r 
Xl sin n 1 
ib 
'SI11---
i = 1,2, ... , n. 
(Hierbei wurden die Beziehungen 
2hsin----
2(n + 1) 
nkn ), 
n 1 
e* , ... -1 (eAY - E ) f = ~ r e" A. -1 (e AY - E ) f} = e7' eAy f 
n T I -~ 2n d l I - 2n I y 
in Betracht gezogen.) 
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(3.12) 
b) Die den Gleichungen (2.1) entsprechenden homogenen Differential-
gleichungen können in der folgenden Matrizenform zusammengefaßt werden: 
d2 1 
--u--C 11=0 
d ~ 10 TI r z-
(3.13) 
Die Lösung dieser lHatrizendifferentialgleichung (siehe z. B. [4-] 1. S. 114) 
lautet: 
( l-=C 'J ( (=-C )-1 ('1-u(y) cos h n y 11(0) + h TI sin.' h Y) 11' (0) = 
= ch (r~TI Y) 11(0) + (r~TI )-1 5h l r~n Y) u' (0). (3.14) 
Die erste Ableitung dieser Lösung lautet: 
u' (y) = 1~n sh (Y~n Y) u(O) + ch ( ll~n Y) u' (0). (3.15) 
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=rCh(V~n Y) 
l yc,; -1 (' 1Cl1 .) -h-"l -h-) 
d. h. es gilt 
-- "h --" (' 1 Cn ) -1 _ (1' Cn )' 1 h h J . (3.16) 
eh ( 1 Cn v) j 
, h " 
Wird noch die Beziehung 
• d Ae-~Y = -eAy 
dy 
benutzt, ergibt sich aus (3.16) durch Ableitung 
r 
~ h (YCn .) 
-h- s -h-) 
I Cn h (rCn .) L h2 c -h-) 
eh (l~n Y) ] . 
11 Cn sh ( l' Cn v) 
h h" 
(3.17) 
Andererseits folgt aus (3.16) noch die Beziehung 
(3.18) 
und ferner 
,\-1 = n [
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(3.20) 
Wird schließlich noch die Ahnlichkeitsrelation 
berücksichtigt (siehe Formel 3.1), dann erhält man auf Grund der Beziehungen 
(3.16-3.20) dieselben Ergebnisse, wie in (3.7 -3.12). 
4. §. Die Bestimmung der Stromfunktion 
Zur näherungsweisen Bestimmung der Stromfunktion läßt sich die fol-
gende Methode empfehlen. 
Teilen wir das abgeschlossene Intervall 0 < x < a, durch die Annahme 
der Zwischenwerte Xl' X 2, ••. , "n-2' in n-l gleiche Teile ein: 
a 
Xi - Xi-l = h = , X~ = 0, ""-1 a . 
n-l 
Die folgende Bezeichnungen werden eingeführt: 
In der zu lösenden Laplaceschen Differentialgleichung wird die Ableitung 
82 v 
-8 ~ (Xb y) durch die folgende Näherung ersetzt: 
x-
Somit kann die partielle Differentialgleichung mit guter Näherung durch 
das System der gewöhnlichen Differentialgleichungen 
_
__ V'-i----'i_-_: _2_v,'-., __ vC--i -_. I=- • _ 0 1 ') _ 1 
, L - ., ., .... ~ ... ., n 
h2 
(4.1) 
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ersetzt werden. Hierbei sollen die den "fiktiven" Stellen entsprechenden Funk-
tionswerte V-I und Vn durch die längs der Kurven L 3 und L 4 vorgeschriebenen 
Randbedingungen ermittelt werden. Diese Randbedingungen lauten: 





- (xn- 1 , Y) = 0, 8x 




d2 vn- 1 
dy2 
- 2vn- 2 + 2vn_ 1 
h2 














dann können die Differentialgleichungen (4.1--4.2) III der folgenden Matrix-
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wobei 
B = [0 En] ~BO h2 n 
Hypermatrizen sind. 
Die allgemeine Lösung der Gleichungen (4.3) bzw. (4.4) lautet, 
f 
VB) r VB )-1 (VB ') v(y) = ch -t- y v(O) -'--t- sh -t- y v' (0), 
bzw. 
(4.5) 
1[ v(O) l' v'(O) 
(4.6) 
Hierbei sind die Funktionswerte v(O) und v'(O) bzw. r(O) noch unbekannte Spal-
tenvektoren. Die Elemente dieser unbekannten Spaltenvektoren sollen auf 
Grund der längs der Kurven LI und L z vorgeschriebenen Randbedingungen 
ermittelt werden. 
Auf Grund dieser Bedingungen soll die folgende Beziehung erfüllt werden: 
(4.7) 
oder kürzer geschrieben: 
H r(O) = c, 
wobei 
, j = 1,2; 
* (VB n f( )) Cn ch -h- j xn- 1 
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, j = 1,2: 
j= 1,2. 
Aus der Gleichung (4.8) folgt: 
r(O) = H-1c (4.9) 
und schließlich erhält man auf Grund der Beziehungen (4.6) und (4.9) das 
folgende Endergebnis: 
bzw. 
r(y) = eBy H-l c 




Die numerische Ausrechnung der in (4.10) bzw. (4.11) angegebenen 
Näherungslösung des aufgestellten Problems wird dadurch vereinfacht, daß 
die kanonische Form einer analytischen Funktion F(Bn ) der Koeffizienten-
matrix B n darstellbar ist. 
Die rechtsseitigen Eigenvektoren der Matrix Bn sollen mit 
Uj = U1j , J 1,2, ... , n; 
U 2 j 
und die linksseitigen Eigenvektoren mit 
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bezeichnet werden. 
}'j(j = 1,:2, ... , n) soll den j-ten Eigenwert der Matrix Bn bedeuten. 
Die rechts und linksseitigen Eigenvektoren sollen ein biorthogonales 
System bilden, d. h. es gelte: 
Vj u" - 0jk - . 
.* _ _ _ {I, wenn k = j , 
0, wenn k -!- ] . 
Die Koordinaten des j-ten rechtsseitigen Eigenvektors befriedigen das 
folgende System von homogenen linearen Gleichungen: 
(2 -;) U1j - 2u2j = 0: 
- Uk-l,j ~ (2 - J) Ukj - u"+1.j 0 , k = 2, 3, ... , n - 1 ; (5.1) 
- 2un_ 1,j (2 - J) Unj = 0 . 
E:;; :;;oH der folgende Ansatz angewandt werden (siehe z. B. [7] S. 229-
230): 
Die kote Gleichung lautet somit: 
rJ~ - (2 ;,') I 1 0 - 'j rj T = . 
N ach Substitution von 
'2-;.j = '2 cos rpj 
rp' d. h. ;'J = '2 - :2cos rpj = 4sin2 _J folgen 
2 
1 = 0, 
und 
. • • -!-irr 
rj= cosrpj : LSln(Fj= e - ; i=r-l, 
bzw. 
(5.2) 
wohei A j und B j noch zu bestimmende Konstanten sind. Werden noch die 
erste und die note Gleichung des Systems (5.1) in Betracht gezogen, dann folgt 
d. h. 
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d. h. 
Die Gleichungen (5.3 5.4) haben nicht-triviale Lösungen, wenn 
sin rpj = 0, oder sin (n - 1) rpj = 0, 
d. h. wenn z. B. 
'fj 
n-1 
j = 1,2, ... , n. 
Somit sind die gesuchten Eigenwerte: 
(j-1);r 
2(n - 1) 
Doch gilt dann die Beziehung 
woraus schließlich folgt: 
(k - 1) Ci -1);r 
U lej = K j C05 --'----'---'-~---'--
n-1 
] 1,2, ... , n. 






Hierbei ist K j noch eine unbestimmte Konstante. Ihr Wert wird später 
durch die Biorthogonalitätsbedingungen der Eigenvektoren bestimmt werden. 
Die Koordinaten des j-ten linksseitigen Eigenvektors befriedigen das fol-
gende System von homogenen linearen Gleichungen: 
2cos Cf}' VjI - Vj~ = 0 ; 
- 2VjI + 2cos 'fj' Vj2 - Vj3 = 0; 
- 'Vj,Ie-l 2cos rpj' vj/{ - Vj,l{+l = 0 k = 3,4" ... , n - 2 ; (5.8) 
- Vj,n-l + 2cos rpj' Vj,n-l - 2vjll = 0 : 
- Vj,n-l + 2cos rpj' Vjn = O. 
N ach einer Reduktion lautet dieses System "wie folgt 
ANWESDUSG DER JfATRIZKVRECHSFSG 155 
cos 2cpj· Dj2 - COS CPj· Dj3 = 0, 
- 'Vj,k-l + 2cos CPj ·Vjli - 'Vj,k+l = 0, k = 3,4, ... ,n - 2; (5.9) 
- cos CPj· 'Vj,n-2 + cos 2cpj· 'Vj,n-l = 0 . 
Aus der k-ten Gleichung folgt (ähnlich wie in 5.2): 
(5.10) 
wobei Cj und D j noch zu bestimmende Konstanten sind. Werden noch die 
erste und die letzte Gleichung des Systems (5.9) in Betracht gezogen, dann 
folgen 
cos 2cpj (Cj cos 2cpj + Dj sin 2cpj) - cos CPj (Cj cos 3q:j + Dj sin 3cpj) = 0, 
d. h. 
bzw. 
-COS CPj (Cj cos (n-1)cpj D j Sill (n-1)cpj) + 
+ cos 2cpj (Cj cos (n-1)cpj Dj sin (n-1)cpj) = 0 , 
d.h. 
Aus (5.11-5.12) folgt aber die Beziehung: 
damit ergibt sich schließlich 
(k -1) (j-1):r 
'Vjk = L j cos -'-----''--'''---'--
n-1 




Werden noch die erste und die letzte Gleichung des Systems (5.8) In 






Vj,Il-1 =!2 cos ~ -1) (j -1):r 
2cos CPj 2 Tl - 1 
(5.15) 
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Die Beziehungen (5.13-5.15) können in folgender Form zusammenge-
faßt werden: 
cos 
(k -1) (j - 1) 7r 
n-1 
L j ---::1---;-"--:-'-"'-'" ---, k = 1, 2, ... , n , 
- Ulk TUnk 
(5.16) 
'wobei die Konstante L j noch unbestimmt bleibt. Aus den Biorthogonalitäts- _ 
bedingungen der Eigenvektoren folgt aber die Beziehung: 
( ,k_' _1.!.-) ('-"..j_1-,-}7r_, __ (.c...k_1....;.)-.:,(L_· _1,-) :7_, 
cos-- ·cos--
n n-1 n-1 LjKi ~ --------------------
k=l 1 + alk ..L Onk 
{
I, wenn i = j , 
0, ,\\:-enn i =1= j , 







wenn j = 2, 3, ... , n - 1. 
Wenn aber i = j = 1 oder n ist, dann gelten 
1 
n-1 
Die Ergebnisse (5.18-5.19) zusammengefaßt, gelten: 
Je = Lj = 1! 2, _ ,j = 1,2, ... , n 
J , (n _ 1) (1 ..L ° ,..L 0 ,) 
, I} I n} 
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V;Ui = 0 ist, wenn i =1= j 
gilt, also sind die Koordinaten der Eigenvektoren: 
Ukj= t'jI' =V (n _1)(1 2 cos (k - 1)(j - 1):7 n-l 
j, k = 1, 2, .. , n. 
Wenn noch die Bezeichnung 
u= U u U 12 V 11 V 21 
UZ1 llZ2 1'12 V 22 
U nn V 1n 1'2n 




ist, dann kann die analytische Funktion F(Bn ) der :Matrix Bn folgendermaßen 
dargestellt werden: 
(5.22) 
Somit lassen sich auf Grund der Beziehung (5.22) die Elemente der :iHatrizen, 
die in den Endergebnissen (4.10-4.11) vorkommen, leicht darstellen. 
Zusammenfasslmg 
Im yorliegenden Aufsatz wird auf Grund der sogenannten Linienmethode die nähe-
rungsweise Lösung eines strömungsmechanischen Problems in expliziter Form dargestellt. 
Das zu lösende Problem besteht darin, entweder das Geschwindigkeitspotential oder die 
Stromfunktion für eine ebene Potentialströmung einer quellen- und wirbelfreien idealen Flüs-
sigkeit zu bestimmen. Das Bereich in dem die gesuchte Funktionen die Laplaceschen Diffe-
rentialgleichung b~friedigen, ist durch zwei parallelle Geraden und zwei allgemeine jedoch 
ziemlich schlichte Kuryen umgeschlossen, für die verschiedene Randbedingungen vorge-
schrieben sind. Die in expliziter Form dargestellten ~äherungslösungen können in der ange-
gebenen Weise leicht bestimmt werden, 
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