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第 1章 序論 
 電子通信テクノロジーがめざましく発展する現在、遠隔通信技術による遠隔会議や遠隔
通信教育も頻繁に行われるようになった。そのため、遠隔地の 3次元空間の情景を、距離
感を含めてまるごと視覚的にユーザに提示する技術が求められている。遠隔地の風景や情
報をユーザに提示する際に、まるでユーザ自分自身がその場所にいるかのような没入感覚
を与える技術であるテレプレゼンス 1)～7)に関する研究が盛んに行われており、臨場感が豊か
な画像作成も試みられている。 
ユーザが自由な見回しができるようにするために、遠隔地の情報を取得する際に、より
広範囲の情報を取得する必要がある。距離感を伴った没入感覚を与えるために、立体視と
いう要素も不可欠である。これらの要求は、全方位 3次元自由視点画像の生成及び表示に
よって満たされる。 
全方位 3次元自由視点の生成とは、現実環境において一周 360度全方位の情報を画像と
して取り込み、光線画像処理によって自由視点の画像を生成することである。その大きな
特徴として、実際に生成される視点位置にカメラがなくてもその視点の情報を画像で提供
することができることである。 
3次元情報を忠実かつリアルに提示することが重要であるため、画像を用いた提示は一般
的である。画像を取得する際に、全方位センサー8) 9)や複数台のカメラを利用したもの 10) 11)
が多数存在するが、システムが複雑である。また、距離画像によって画像をマッピングす
ることで視点画像を生成するもの 12) 13)もあるが、オクルージョンが生じ、情報が欠ける画
像となってしまう問題がある。そのため、シンプルな装置で情報の欠落が少ない自由視点
画像の生成手法が求められている。 
生成した自由視点画像をより臨場感が豊かでリアルな没入感覚をユーザに提供できるよ
うにするために、立体ディスプレイを用いて表示する必要がある。現在、一般的に用いら
れている立体ディスプレイは特殊なメガネを着用して視聴する手法が主流になっている。
しかし、メガネを使うことで観察者が煩わしさを感じてしまう。また、メガネ式立体ディ
スプレイでは多視点の視差画像表示に適さないため、メガネ式立体ディスプレイを用いて
自由視点画像の立体表示を行うことが困難である。そのため、多視点の視差画像表示に対
応できる裸眼で視聴可能な裸眼立体ディスプレイ技術を用いることが望ましい。 
裸眼立体ディスプレイの中では、レンチキュラーレンズを用いる方式は既存デバイスと
の整合性が良く、最も実用化が進んでいる。しかし、多視点の視差画像をレンチキュラー
レンズの方向に合わせて交互に繰り返し並べて二次元的な電子表示パネルに表示する従来
の立体表示装置では、視差画像が不連続に切り替わるフリップ現象が自然さを損ね、深い
奥行感を視聴者に提供することができないため、臨場感が豊かな立体表示が困難である。
より臨場感が豊かな立体表示を行うため、奥行きの深い裸眼立体表示技術が必要である。 
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本論文では、シンプルなシステム構成で情報の欠落が少ない自由視点画像の生成を実現
するために、1台のカメラと 1枚の回転ミラーを用いた新たな自由視点立体画像撮影システ
ムを提案する。また、より臨場感に富んだ自由視点立体画像を生成するために、輻輳角を
考慮した画像処理アルゴリズムを考案した。これにより、自由視点画像における手前にあ
る物体の奥行きも奥にある物体の奥行きも、それぞれの奥行きに合わせた忠実な画像の生
成は可能であるため、奥行きの深い自由視点立体画像を作成することができる。さらに、
作成した奥行きの深い立体画像を従来の立体表示技術を用いては奥行きの深さを再現する
ことが困難であるため、本論文では、透過式ディスプレイを用いて複数の虚像面を作成す
ることでレンズにおける光線のずれを軽減して表示立体像の劣化を改善することで奥行き
の深い裸眼立体表示手法を提案する。 
 
 
1.1 本論文の構成及び概要 
 本論文の内容を章ごとに概説する。 
 第 1章では、これまでの研究動向を概説し、全方位自由視点画像の生成や裸眼立体表示
技術について述べる。 
第 2章では、全方位自由視点立体画像作成システムについて述べる。 
全方位自由視点画像を撮影するために、複数台のカメラを使用するもの 14)と、回転アー
ムの上に大量のカメラを設置し回転しながら撮影画像を取得する方法 15) 16)が提案されてい
る。また、移動ロボットに全方位画像センサーを搭載する方法 17)や両眼ステレオ画像を取
得する方法 18) 19)も提案されている。しかしながら、前者は複数のカメラを使用する必要が
あり、構成されるシステムは複雑で高価である。後者は移動ロボットが常に動いているた
め、取得した画像に対し、振動による誤差が生じ易く、ユーザに提示するステレオ画像は
ずれる問題がある。また、複数枚の写真を撮影し、中間視点の画像を作成する手法 20)～23)
も提案されているが、カメラと撮影物体の位置関係によってオクルージョンが発生し、提
示画像は、情報の欠落が生じてしまう。 
これらの問題を解決するために、シンプルな構成で、かつずれやオクルージョンの少な
い全方位自由視点の立体画像作成手法を提案する。まず 1台のカメラと 1枚の回転ミラー
を使用し、カメラを動かさずに全方位の画像を撮影する。次に、得られた撮影画像を用い、
考案した輻輳角を考慮した自由視点生成の画像処理アルゴリズムにより、任意方向の視点
の視差画像を作成する。具体的には、回転ミラーを利用して仮想カメラを生成し、生成さ
れた仮想カメラによって全方位の画像撮影を行う。仮想カメラの位置で撮影した画像、つ
まりその位置の光線情報を利用して自由視点の画像を生成する。そのため、異なる視点に
応じて必要な光線情報で視点画像を再構築するため、オクルージョンが生じないのは本手
法の大きな特徴である。 
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第 3章では、高精度な全方位自由視点立体画像の生成について述べる。 
 第 2章において 1 台のカメラと 1 枚の回転ミラーを用いた新たな自由視点立体画像生成
システムを提案した 24)～27)。このシステムを用いることによって生成したい自由視点の位置
に応じて、複数の撮影画像から画像列を抽出して結合することで自由視点画像を生成する
ことができる。しかし、異なる視点の画像の画像列を単純につなぎ合わせるため、不連続
なエッジが生じる問題がある。 
上記の問題を解決するために、スケーリング補間による滑らかな自由視点画像生成法を
提案する。自由視点画像を生成する際に、異なる視点で撮影した画像列を用いるため、同
一の斜めエッジでも異なる画像列の中での傾きが異なる。このまま画像列を結合させると、
斜めエッジが不連続になり、滑らかでない画像が生成される。そこで、画像を一方向に拡
大、または縮小すると、画像中のエッジの傾きが変わることを利用して、画像列の中心か
ら水平方向へスケーリングすることによって、エッジの傾きを変える。しかし、スケーリ
ングする画像列の幅が大きくなると、撮影する回数は減るが、得られる光線情報が少なく
なってしまう。一方、画像列が短くなると、撮影する回数は増えてしまい、処理時間がか
かる問題がある。そのため、画像列の幅を一定にする必要がある。本章では使用する撮影
画像の枚数に対応した画像列の幅について定量的な算出を行った。適切なスケーリング処
理により画像列中にあるエッジの端点を上下方向に移動させ、異なる視点から撮影した画
像列中のエッジをつなぎ、滑らかで高精度な自由視点画像を生成することができる。 
第 4章では、奥行きの深い裸眼立体表示手法について述べる。 
第 2章及び第 3章の提案手法によって生成した奥行きの深い自由視点画像を立体的に表
示することによって、より臨場感が豊かな情報提示ができ、リアルな奥行き感を提供する
ことが可能になる。そのため、自由視点立体画像に対応可能な裸眼立体ディスプレイを用
いて表示する必要がある。裸眼立体ディスプレイによる表示 33)～45)の中でよく知られている
方式としてレンチキュラーレンズ方式 46)～50)がある。レンチキュラーレンズ方式は、既存の
デバイスとの整合性がよく、最も実用化されているが、立体画像を表示する際に、色モア
レ、クロストークやフリップが発生するため、深い奥行きの提示が困難である。また、疎
なレンズアレイを用いた手法が研究されている 51)～53)。この手法はピッチが大きなレンズを
用いるので、フリップを軽減でき、位置合わせの問題も解決できるが、この手法ではレン
ズ・表示画像間距離に対応した虚像面を作成するため、生成された虚像面上において歪み
の無い立体像を表示できるが、虚像面以外の立体像は劣化してしまい、奥行きが深い立体
表示は困難である。 
本章では、表示物体の奥行きに応じて、表示する領域を分割し、複数枚の透過式ディス
プレイで表示することにより、複数の虚像面を生成する奥行きの深い裸眼立体表示方法を
提案する。 
表示画像における物体の奥行きに応じて表示する領域を分割するために、表示用のレン
チキュラーレンズにおける光線のずれに関する計算方法を考案した。これを用いることで、
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レンズにおいて最も光線のずれが少ない部分を一つの領域として立体画像を分割でき、有
限の表示枚数でも質の高い立体表示は可能になる。そして、分割されたそれぞれの領域画
像に合わせて、透過式ディスプレイを用いて表示することによって、各表示画像の物体と
レンズを対応させ、立体像の劣化を軽減させ、奥行きの深い立体表示を可能にする。これ
により、多視点視差画像を表示可能かつ深い奥行き感を提供することができる。 
第 5章では、結論として本論文で得られた主な結果を要約し、論文を総括する。 
 全方位自由視点立体画像の生成システムを構築することにより、実環境を取り込み、写
実性の高い見回し可能なテレプレゼンスを実現でき、さらにリアルな奥行き感を伴った裸
眼立体表示を行うことで、災害現場のみでなく、遠隔医療、都市計画、交通工学、教育や
アミューズメントなどの幅広い分野での活用が可能である。 
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第 2章  全方位自由視点立体画像作成システム 
2.1 緒論 
全方位自由視点画像を撮影するために、複数台のカメラを使用するもの 14)と、回転アー
ムの上に大量のカメラを設置し回転しながら撮影画像を取得する方法 15) 16)が提案されてい
る。また、移動ロボットに全方位画像センサーを搭載する方法 17)や両眼ステレオ画像を取
得する方法 18) 19)も提案されている。しかしながら、前者は複数のカメラを使用する必要が
あり、構成されるシステムは複雑で高価である。後者は移動ロボットが常に動いているた
め、取得した画像に対し、振動による誤差が生じ易く、ユーザに提示するステレオ画像は
ずれる問題がある。また、複数枚の写真を撮影し、中間視点の画像を作成する手法 20)～23)
も提案されているが、カメラと撮影物体の位置関係によってオクルージョンが発生し、提
示する情報が欠落してしまう。一方、カメラの前にミラーをセットして、カメラの回転に
よって生成したパノラマ画像を利用する手法 28)～31)が提案されているが、生成された距離画
像を用いて画像をマッピングすることで視点画像を生成しているため、距離計測が行えな
い部分に、オクルージョンが生じ、計測誤差による視点画像への影響も生じる問題がある。 
本章ではこれらの問題を解決するために、シンプルな撮影システム構成で、かつずれや
オクルージョンの少ない全方位自由視点の立体画像作成手法を提案する。 
まず 1台のカメラと 1枚の回転ミラーを使用して仮想カメラを生成する。ミラーの回転
によって仮想カメラが回転されるため、カメラを動かさなくても全方位に複数の画像を撮
影することができる。次に、得られた撮影画像を用い、考案した輻輳角を考慮した自由視
点生成の画像処理アルゴリズムにより、任意方向の視点の視差画像を作成する。輻輳角を
考慮したことで生成した自由視点画像における物体の奥行きを忠実に再現できる。 
また、仮想カメラにより撮影した画像の画像列、すなわち光線情報そのものを使用して
視点画像を再構築するため、距離画像によって画像をマッピングすることで視点画像を生
成する従来手法に比べてオクルージョンが生じない。 
提案手法は、以下の特徴を有する。 
 1台のカメラと 1枚のミラーしか使用していないため、システム構成がシンプルであ
る。 
 カメラを動かさず、回転ミラーのみを動かして画像撮影を行うため、カメラの振動
による視差画像間の誤差が生じない。 
 システムが移動することなく不特定多数のユーザにそれぞれ任意方向立体映像を提
供可能である。 
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2.3.1 輻輳角を考慮した画素列算出法 
具体的なδ(φ)、γ(φ)の算出について述べる。(以下、δ(φ)、γ(φ)をδ、γと表す。) 
まずは、自由視点の観察方向をユーザが決定すると、Fig. 2.7のように観察方向の角度θ
が決まる。しかし、輻輳角εが存在するため、観察方向は D.V.となり、観察方向の角度は
（θ+ε）となる。眼間距離は 65 cm固定のため、θが決まることにより、回転中心 Oから
それぞれ眼間距離の半分離れた Eと E’も決まる。ここで、注視点は PVとし、θ= 0とする。 
基準線 Sから Oを中心として、観察角度はθであるときの仮想カメラ位置を C1とする。
さらに、C1から（ε+δ）回転した位置を C2とする。また、眼間距離の半分 EO ( = 32.5 mm )
を tとする。仮想カメラの Oを中心とする回転半径を rとする。これらの位置関係は Fig. 2.7
の通りとなる。 
 
 
Fig. 2.7 輻輳角ε付き必要光線算出図 
 
仮想視点 Eの視野角Φにあるφの位置の光線を求めるとき、その光線を取得できる仮想
カメラ位置を C2とする。C2から OBに垂線を降ろし、その交点を P1とする。OC2は回転中
心から仮想カメラまでの距離 rである。 
C2 
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E 
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視線方向 D.V.に平行する OP1を引き、P2から EOに平行する P2P3を引くと、平行四辺形
EOP3P2においては、P2P3 = t、EP2 = OP3である。また、回転中心 Oから注視点 PVまでの距
離 fは任意で設定でき、既知の値として使用できるため、式(2.1)が成り立つ。 






= −
f
t1tanε
                                 (2.1) 
また、∠C2OP1 = δ、∠P2P3P1 = α = 90 - ε、P2P3 = tであるため、直角△C2OP1により次式が
成り立つ。 
εδ sin,cos 131 ×=×= tPPrOP                        
  εδ cos,sin 1212 ×=×= tPPrPC                    (2.2) 
よって、式(2.3)が求められる。 
εδ sincos32 ×−×== trOPEP                             
εδ cossin121222 ×−×=−= trPPPCPC                    (2.3) 
 
そのため、直角△C2EP2により次式が成り立つ。 
( ) 





×−×
×−×
=
εδ
εδ
φ
sincos
cossin
tan
tr
tr
                             (2.4) 
式(2.4)を変形し、観察方向θも考慮すると、次式になる。 
( ) θφφεδ +−





+= − cossin 1
r
t
                      (2.5) 
△C2OEにおいては、tと rは既知であるため、余弦定理により∠γを次式のように求めら
れる。 








××
−+
=∠=∠ −
2
222
21
2 2
cos
ECr
trEC
OECγ
                  (2.6) 
ただし、 
( )δ−×××−+= 90cos2222 rtrtEC  
 


ᘧࡼࡾțࡣȭࡢࡳࢆࣃ࣓࣮ࣛࢱ࡜ࡍࡿ㛵ᩘț(ȭ)࡛࠶ࡾྠࠊ ᵝ࡟ࠊᘧࡼࡾȚࢆồ
ࡵࡿࡢ࡟ȭࡢ್ࡢࡳࢆࣃ࣓࣮ࣛࢱ࡜ࡍࡿ㛵ᩘȚ(ȭ)࡛࠶ࡿࠋ 
ࡇࢀ࡟ࡼࡾග⥺ &(ࡢ⏬ീ᝟ሗࢆྲྀᚓࡍࡿ࡟ࡣࠊጼໃゅț(ȭ)࡛᧜ᙳࡉࢀࡓ௬᝿࣓࢝ࣛ
ࡢ⏬ീ㹇࠿ࡽȚ(ȭ)࡛♧ࡍ⏬⣲ิ Dࢆཧ↷ࡍࢀࡤⰋ࠸ࡇ࡜ࡀࢃ࠿ࡿࠋȍࢆ a
)) ࡲ࡛ኚ
໬ࡉࡏࡿࡇ࡜࡛ほᐹ᪉ྥȟ࡟࠾ࡅࡿど㔝ゅȍࡢ௬᝿どⅬ⏬ീࢆ⏕ᡂ࡛ࡁࡿࠋ


 ⏬ീྜᡂ
௨ୖᖜ ⏬⣲ࡢ⏬⣲ิࡢ⟬ฟ࡟ࡘ࠸࡚㏙࡭ࡓࠋࡋ࠿ࡋࠊࡇࡢሙྜࠊ౑⏝ࡍࡿ᧜ᙳ⏬ീࡢ
ᯛᩘࡣ኱㔞࡜࡞ࡾࠊ᧜ᙳ᫬㛫ࡶቑ࠼࡚ࡋࡲ࠺ࡓࡵࠊ࠶ࡿ୍ᐃᖜࡢ⦪⏬⣲ิࢆ⪃៖ࡍࡿᚲせ
ࡀ࠶ࡿࠋ 
)LJࡢࡼ࠺࡟୍⏬⣲ࡢ⏬⣲ิ࡛ࡣ࡞ࡃࠊȚ(ȭ)࡟ᑐᛂࡍࡿ⏬⣲ิࢆ୰ᚰ࡜ࡋࠊ࠶ࡿ୍
ᐃᖜࢆᣢࡘᖏ≧⏬⣲ࢆྲྀࡾฟࡋࠊ⧅ࡂྜࡏࡿࠋᖏ≧⏬⣲ิࡢ⧅ࡂྜࢃࡏ࡛࠶ࢀࡤࠊࡼࡾ㧗
㏿࡟⮬⏤どⅬ⏬ീࢆ⏕ᡂ࡛ࡁࡿࠋ 
 
 
)LJ ᖏ≧⏬⣲࡟ࡼࡿ⏬ീྜᡂ
 
)LJ࡟⮬⏤どⅬ⏬ീࡢ⏕ᡂࢆ⾜࠺ࣉࣟࢢ࣒ࣛࡢὶࢀࢆ♧ࡍࠋࡇࡢࣉࣟࢢ࣒ࣛࡢฎ⌮ࡣࠊ
࣑࣮ࣛࡢᅇ㌿࡟ࡼࡗ࡚௬᝿࣓࢝ࣛࡀᅇ㌿ࡋࠊᗘࡢ᧜ᙳ⏬ീࡀᚓࡽࢀࡿࠋࡑࡢ୰࠿ࡽᚲせ
࡞⏬ീࢆྲྀࡾฟࡍࠋග⥺᪉ྥ࡟ᚑࡗ࡚⏬ീฎ⌮ࢆ⾜࠺ࠋࡇࡢࣉࣟࢢ࣒࡛ࣛ౑⏝ࡍࡿ⏬ീࡣ
ᅇ㌿࣑࣮ࣛ࡟ࡼࡾ᧜ᙳࡋࡓࡶࡢ࡛࠶ࡿࡓࡵࠊ཯㌿ࠊᅇ㌿ฎ⌮ࢆ⾜ࡗࡓࠋ 
᧜ᙳ⏬ീ nᯛ┠  ᧜ᙳ⏬ീ n+1ᯛ┠    ᧜ᙳ⏬ീ n+2ᯛ┠ 
୰ᚰ⏬⣲ิ 
ᖏ≧⏬⣲ิ ྜᡂ⏬ീ 
- 15 - 
 
 
Fig. 2.9 自由視点画像生成フローチャート 
  
 
 
  
  
  
 
  
  
  
生成する視点 
角度θを入力 
生成に必要な仮想カメ 
ラ位置 E、E’を決定 
始点仮想カメラの撮影
画像を取り出す 
撮影画像を二次元回転
させる 
必要な画素列を算出 
帯状の画素列を取得 
して合成を行う 
生成する視野角の範囲内 
で新たな撮影画像を設置 
生成する視野角 
が終わり 
生成された自由視点 
画像を表示 
  
NO 
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2.4 全方位画像撮影システムによる実験 
提案手法の有効性を評価するため、全方位画像撮影システムを用いて全方位自由視点立
体画像の生成実験を行った。 
2.4.1 全方位画像撮影システムの構成 
 全方位画像撮影システムの外観を Fig. 2.10に、構成する各パーツ及び仕様を Table 2.1に
示す。試作システムの寸法は、220(横) ×510(縦) ×320(奥行き) mmである。 
 
 
Fig. 2.10 試作システム 
 
Table 2.1  試作システムの構成パーツの仕様 
構成パーツ 仕様 
ミラー 
外形寸法：135（幅）×177（高）mm 
種類：平面鏡 
カメラ 
メーカー：センサーテクノロジー 
型番：STC－C33USB（カラー） 
解像度：640（横）×480（縦）pixel 
外形寸法：50(幅)×108(高)×68(奥行)mm 
フレームレート：30 fps 
モータ 
メーカー：ORIENTAL MOTOR 
型番：US206－001 
種類：ACモータ 
外形寸法：59(幅)×86(高)×58(奥行)mm 
LED 
外形寸法：3 (直径) mm×7(縦)mm 
種類：白色 
出力 USB接続により画像を出力 
 
Mirror 
Camera 
White LED 
Motor 
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2.4.2 実験方法 
 実際の環境で、撮影した各画像（一部）を Fig. 2.11に示す。仮想カメラの位置に対応
して、画像が回転していることが確認することができる。 
 
 
30度回転                    50度回転 
80度回転                    110度回転 
170度回転                    210度回転 
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Fig. 2.14 実験結果画像 
 
 
 
 
( c )  90度視点  左視点画像                   右視点画像 
( d )  270度視点  左視点画像                    右視点画像 
( e )  340度視点 左視点画像                    右視点画像 
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Fig. 2.15 従来研究の結果画像 
 
Fig. 2.15は参考文献 12) で得られた結果画像である。参考文献 12) で示されたカメラと
ミラーを共に回転して三次元復元を行う方法では、左右両目のパノラマ画像から奥行を推
定して距離画像を生成して、画像を貼り付けて三次元復元を行っているのに対して、本章
で提案する方法は撮影された全方位画像から自由視点の視差画像を提示している。提案手
法で使用する画像列は、仮想カメラ位置で撮影した画像、つまりその位置での光線情報で
ある。撮影する仮想カメラで取得した光線情報に基づいて任意の自由視点の画像を生成す
ることができる。距離画像によって生成した視点に比べて、距離を計算することなく、本
手法では異なる視点に応じて必要な画像列で視点画像を再構築するため、オクルージョン
が生じない。本実験で得られた結果画像と従来研究の結果画像を比べてみるとオクルージ
ョンが生じていないことが確認された。 
また、上記実験結果から、自由視点立体画像の生成は可能であることが確認された。 
 
 
2.4.4 動画像への適用についての検討 
本章で提案した自由視点映像の作成原理から、動きのあるシーンの自由視点映像の生成
への適用は不向きである。実験で使用したカメラのフレームレートは 30 fpsであるため、動
物体を撮影して自由視点映像の生成は困難だと考えられる。撮影した全方位の画像群から
自由視点映像を生成しているため、フレーム画像の間隔は大きいため、生成された自由視
点映像には不連続した画像となってしまうからである。 
しかし、静止画においては、提案方法は仮想カメラが取得した光線そのものを視点映像
として提示することができる。また、異なる視点ごとに応じて視点画像を生成することが
可能であるため、オクルージョンが生じない特徴がある。 
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2.5 結論 
本章では、1台のカメラと 1枚のミラーを用いて自由立体視点画像を生成する手法を提案
した。 
提案手法では、1台のカメラと 1枚のミラーのみを使用するため、安価かつシンプルなシ
ステム構成となり、また、カメラは固定したままで回転ミラーによって画像の撮影を行う
ため、振動等の誤差が生じにくい特徴がある。さらに、同時に多人数にそれぞれが希望す
る方向の立体映像を生成可能である。 
自由視点画像の生成原理において、異なる仮想カメラで撮影した画像に対して、各々に
必要な画素列の計算が必要であるため、輻輳角を考慮した画素列の算出方法を考案した。
また、画像合成において、帯状の画素列を使用することによって、合成に必要な画像枚数
が減り、合成時間の短縮もできる。さらに、各仮想カメラによって撮影した画像の回転角
度を計測するために、白色 LEDを取り付けることで撮影画像の回転角度の算出は可能とな
る。 
提案手法の有効性を確かめるために、提案原理に基づいて全方位画像撮影システムを用
いて全方位自由視点立体画像生成の検証実験を行った結果、全方位フレーム画像が得られ、
得られた画像から自由視点立体画像を生成できることが確認された。 
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第 3章 高精度な全方位自由視点立体画像の生成 
3.1 緒論 
第 2章で提案した 1 台のカメラと 1 枚の回転ミラーを用いた自由視点立体画像生成シス
テム 24)～27)によって生成したい自由視点の位置に応じて、複数の撮影画像から画像列を抽出
して結合することによって自由視点画像を生成できる。仮想カメラの画像を画像列でつな
ぎ合わせると効率よく自由視点画像を生成できるが、不連続なエッジが生じる問題がある。
画像列の幅が大きくなると、撮影する回数は減るが、得られる光線情報が少なくなってし
まう。一方、画像列が短くなると、撮影回数も増えて処理時間がかかるため、自由視点画
像の生成効率が悪くなってしまう。 
近年、多視点画像をつなぎ合わせる機能を備えるデジタルカメラ 32)も商品化されている。
デジタルカメラを左右にゆっくりと移動しながら、移動方向に応じて複数枚の画像を撮影
すれば、一枚のパノラマ画像に合成できる。しかし、上記と同様な理由により合成画像に
もエッジ不連続の問題が生じる。 
エッジ不連続の問題を改善するため、画像列間における不連続なエッジを抽出し、それ
らの端点を用いて最小二乗法によって近似的に滑らかなエッジを得ることができる。しか
し、画像全体に歪みが生じてしまう。 
また、撮影画像の枚数を増やす方法も考えられる。自由視点画像を生成する際に、使用
する撮影画像の枚数を増やすと、1 枚の撮影画像から取り出す画像列の幅が小さくなるた
め、画像列間におけるエッジのつながりを滑らかにすることができる。例えば、生成する
自由視点画像の解像度が 640(横)×480(縦) ピクセルの場合、640 枚の撮影画像からそれぞ
れ 1ピクセルの画素列を取り出してつなぐため、画素列間におけるエッジの不連続は理論
上では発生しない。しかし、視野角を 60度にすると、一周で 6×640 枚の撮影画像が必要
となり、回転しながらの撮影であるため、現実的な方法ではない。 
本章では、スケーリング補間による滑らかな自由視点画像生成法を提案する。 
 自由視点画像を生成する際に、異なる視点で撮影した画像列を用いるため、同一の斜め
エッジでも異なる画像列の中での傾きが異なる。このまま画像列を結合させると、斜めエ
ッジが不連続になり、滑らかでない画像が生成される。そこで、画像を一方向に拡大、ま
たは縮小すると、画像中のエッジの傾きが変わることを利用して、画像列の中心から水平
方向へスケーリングすることによって、エッジの傾きを変える。これにより画像列中にあ
るエッジの端点を上下方向に移動させ、異なる視点から撮影した画像列中のエッジをつな
ぎ、滑らかな自由視点画像を生成する。 
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( a ) 全方位画像撮影システム ( b ) 自由視点画像の合成原理 
カメラ 
仮想カメラ 
回転軸 45度 
ミラー 
Image Plane 
撮影画像 
合成画像 
画像列 
O 
Pa 
Pb 
Pc 
Pd 
Ea 
Eb 
Ec 
Ed 
E 
Cb 
Ca 
Cc 
Cd 
O 
3.2 提案手法 
3.2.1 自由視点画像撮影システム 
 
 
 
Fig. 3.1 自由視点画像撮影システム 
 
Fig. 3.1 ( a ) に示すように、固定したカメラを鉛直上向きにし、上方に 45 度傾けたミラ
ーを設置する。固定カメラの光軸を中心に、ミラーを回転させることで全方位に撮影可能
な仮想カメラを形成することができる。 
全方位画像撮影システムを鉛直方向から見た場合を Fig. 3.1 ( b ) に示し、Oはミラーと仮
想カメラの回転中心であり、Fig. 3.1 ( a ) の仮想カメラレンズ中心の回転軌跡を外側の破線
の円で表し、Fig. 3.1 ( a ) のミラーが回転中心を Oとして回転した時のミラー面上の回転軸
の端点軌跡を内側の破線の円で表している。 
Fig. 3.1 ( b ) に視点 Eにおける自由視点画像生成のイメージを示す。Image Planeは視点 E 
にカメラをおく場合のカメラの撮像面である。EEcは CcEcと同じ光線であるため、位置 Cc
の仮想カメラで撮影された画像の画像列 Pcを自由視点 Eの合成画像の画像列とする。 
EEcと同様に EEa、EEb、EEdをもとに位置 Ca、Cbと Cdの仮想カメラで撮影された画像群
から画像列 Pa、Pbと Pdを取り出し、画像列 Pa、Pb、Pc、Pdをつなぎ合わせることにより自
由視点 Eの撮像面上の合成画像を生成する。なお、生成する視点位置によって使用する撮
影画像も変化するため、自由視点生成に必要なすべての画像列に対応する光線を算出する
必要があるが、詳細な算出方法を著者らが提案した自由視点立体画像生成システム 27)に記
述してある。 
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Fig. 3.2 自由視点の観察方向に関する定義 
 
Fig. 3.2 ( a ) に示すように、生成された自由視点画像は両眼視差画像であり、右視点 Eと
左視点 E’の距離を平均眼間距離の 65 mmにしているため、視点が円心を O、直径を EE’と
した円上にある。Ca位置を仮想カメラの回転開始位置とし、OSを基準線とした場合、視点
E と E’から基準線 OS と平行した光線 EV と E’V’を引き、これを視点の視線方向として定
義する。この時、視点の視線方向は仮想カメラの視線方向 D.V.と同じ方向で、EVと E’V’
は基準線 OSと平行であるため、なす角は 0度である。 
仮想カメラが反時計周りに、Fig. 3.2 ( b ) に示すような Cb位置までδ度を回転した場合、
視点 Eと E’も円上で回転され、視線方向 EVと E’V’は基準線 OS とのなす角がδとなるた
め、視点 Eと E’における観察方向はδ度である。 
 
 
3.2.2 スケーリング補間 
 3.2.1のシステムにおいては、ミラーの回転により、仮想カメラも回転する。回転しな
がら撮影を行う仮想カメラで撮影した各画像内においては傾いた物体のエッジの傾きが異
なる。 
上記のことについては、カメラを固定して表すと Fig. 3.3 のようになる。カメラを点 C に
置き、x軸に対して傾きがα度の物体 Sを撮影することについて考える。Fig. 3.3 ( a ) にお
いて、Aは y軸上の固定点であり、Bは回転中心を Oとし、y軸を回転軸として反時計に回
転する点である。物体 Sが ABの位置にあるとき、カメラ Cで撮影した画像は Image(AB)  
( a )  ( b )  
O S 
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Fig. 3.3 物体の傾きによる画像列の不連続 
 
である。物体 Sの撮像 Image(AB)上における傾きをαI(AB)とし、その中の自由視点画像生
成に必要な画像列を P(AB)とする。次に、回転点 Bが B1に回転し、撮影画像 Image(AB1)上
における物体 Sの傾きがαI(AB1
’)となり、自由視点画像生成に必要な画像列が P(AB1
’)とな
る。さらに、B1が B2に回転し、撮影画像 Image(AB2)上における物体 Sの傾きがαI(AB2
’)
となり、自由視点画像生成に必要な画像列が P(AB2’)となる。 
撮影画像 Image(AB) 、Image(AB1) 、Image(AB2) における物体 Sの傾きαI(AB)、αI(AB1
’)、
αI(AB2
’)は、物体の回転によって異なるため、Fig. 3.3 ( b ) に示したように撮影画像から取
り出した画像列 P(AB)、P(AB1
’)、P(AB2
’)を結合させても、エッジが途切れて不連続な画像
となってしまう。 
Fig. 3.3 ( b ) 左に示すように取り出した画像列 P(AB)、P(AB1
’)、P(AB2
’)を単純に合成する
と、同じエッジでも各画像列におけるエッジの傾きが異なるため、水平方向においては各
画像列に重なる部分が生じ、エッジがつながらない。この問題を解決するために、水平方
向に画像を拡大・縮小させると、画像中の斜めエッジの傾きが変わることを利用する。 
画像列 P(AB)、P(AB1
’)、P(AB2
’) の幅は固定であるため、拡大すると画像列にあるエッジ
の端点は上下方向に移動することになる。例えば、Fig. 3.3 ( b ) に示したように、画像列
P(AB1
’)において、画像列を水平方向へ拡大すると、エッジの端点 G1は下へ移動し、画像列
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P(AB2
’) において、画像列を水平方向へ拡大すると、エッジの端点 G2は上へ移動する。そ
して、拡大が適切であれば、端点 G1と G2 が同じ点となり、Fig. 3.3 ( b ) 右のように画像列
間において斜めのエッジがつながる。 
具体的には、Fig. 3.3 ( b ) 左に示すように、画像列 P(AB)の幅 Lよりも幅が小さい L’の画
素列を決め、L’の画素列を中心から水平方向へ幅 Lまで拡大する。画素列 P(AB1
’)、P(AB2
’)
に対しても同様な処理を施す。 
L’は次式により求める。 






=
η
L
L'                                          (3.1) 
式中のηはスケーリング係数である。 
 
  
- 28 - 
 
3.3 実験 
 まず、全方位画像撮影システムを用いて自由視点画像の生成を行い、生成された自由視
点画像を用いてスケーリング係数を求める実験を行った。次に、求められたスケーリング
係数を用いて自由視点画像の生成実験を行い、提案手法の有効性についての評価を行った。 
3.3.1 撮影システム 
全方位画像撮影システムの外観図を Fig. 3.4 ( a ) に示し、ミラーはギアモータの回転によ
って回転されている。モータによる回転速度は可変である。全方位の画像撮影を行う際に、
1回転に必要な最小回転時間は 0.4 sであり、1回転に必要な最大回転時間は 16 sである。
全方位画像撮影システムに取り付けたカメラのシャッター速度は 30
1 sであるため、ボケの
ないフレーム画像を撮影するために、1回転に必要な回転時間は 8 s以上でなければならな
い。また、回転時間は 8 s以下で撮影したフレーム画像を Fig. 3.4 ( b ) に示す。 
 
 
 
Fig. 3.4 全方位画像撮影システムによる画像撮影 
Gear Motor 
( a ) 全方位画像撮影システム 
( b ) 回転時間は 8s以下で撮影したフレーム画像 
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n フレーム画像 m 
画像列 画像列 
合成画像 
a 
LED 
LED 
( a ) 30度の合成画像          ( a’) 部分拡大した画像 ( b ) 90度の合成画像          ( b’) 部分拡大した画像 
仮想カメラの回転位置を知るために、装置の回転部分に白色 LED を取り付けた。LED は
ミラーの回転に伴い、画像上で円軌道を描くため、画像上の LED を検出すれば、フレーム
画像における仮想カメラ位置の角度検出が可能である。 
 
Fig. 3.5 フレーム画像からの画像列取り出しによる自由視点画像生成 
 
Fig. 3.5左側の画像は自由視点画像生成に必要なフレーム画像であり、右側の画像 a、b、
c は画像列を用いて視点画像を合成する途中画像である。自由視点画像を生成するとき、使
用するフレーム画像が第 n枚目の場合、視点画像生成に必要な画像列を取り出す必要があ
る。 
ミラーの回転によりフレーム画像も回転するが、検出された LEDの回転角度で画像を 2
次元回転変換させれば、正立画像に戻すことができる。そして、この正立した画像列をこ
れまで取り出した画像列 aとつなぎ合わせると Fig. 3.5の bになり、次にフレーム画像 mに
対しても同様な処理を行うと Fig. 3.5の cになる。 
視点生成に必要となるすべてのフレーム画像に対しても同様な処理を行うことで、自由
視点画像を生成できる。生成された 30 度方向の視点画像及び 90 度方向の視点画像を Fig. 
3.6 に示す。Fig. 3.6 ( a’ )、( b’ ) は Fig. 3.6 ( a )、( b ) の一部を拡大した画像であり、画像列
間におけるエッジが不連続であることが確認できる。 
Fig. 3.6 スケーリング処理なしの合成画像 
b c 
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3.3.2 スケーリング係数を求める実験 
 
 
Fig. 3.7 必要なフレーム画像数の算出 
 
本システムで使用するカメラの解像度は 640(横) × 480(縦)ピクセルであり、水平視野角Φ
は 60 度であるため、生成される自由視点画像と水平視野角も同じである。実験において、
Fig. 3.7に示すΦは 60 度であり、OE = 32.5 mm であり、仮想カメラの回転半径 OCaと OCb 
は 110 mm であるため、△CaEO と△EOCb では、∠EOCa=45.1747894748 度、∠EOCb = 
105.1747894939 度と求めることができる。 
また、θ = ∠EOCb −∠EOCaであるため、θ= 60.0000000191 度となる。θとΦの誤差が
非常に小さいため、一つの視点画像を生成する際に必要なフレーム画像数 N’は、次式を用
いて近似的に求めることができる。 





×Φ≈
360
' NN                                         (3.2) 
ただし、Φは自由視点画像の水平視野角であり、Nは 360度回転して撮影したフレーム画
像の枚数である。 
実験では、全方位画像撮影システムは 1回転に必要な時間は 12.8 sであり、カメラのフレ
ームレートは 30 fpsであるため、1周回転して撮影したフレーム画像の枚数 N = 384 枚であ
る。そのため、水平視野角は 60 度の視点画像を生成するには、式(3.2) により必要なフレ
ーム画像数 N’は 64 枚であると求められる。そのため、横幅は 640ピクセルの視点画像を生
成するのに、1 枚のフレーム画像から 10ピクセル幅の画像列が必要である。すなわち、固
定画像列の幅 Lは 10ピクセルである。L’について、1～9ピクセルまでの間で選択するこ
Ca 
Cb 
E 
E’ 
O 
Φ 
θ 
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生成した視点画像      L’=10 pixelsでスケーリング   L’=  5pixelsでスケーリング  L’=  6 pixelsでスケーリング 
   L’=  7 pixelsでスケーリング      L’=  8pixelsでスケーリング     L’=  9 pixelsでスケーリング 
とができるが、1～4ピクセルまでの画素列幅は短く、元の画像情報が少ないため、L’ = 5、
6、7、8、9 ピクセルの場合について実験を行った。Fig. 3.8 は、L’ = 5、6、7、8、9 ピク
セルでスケーリングを施した画像である。 
Fig. 3.8 スケーリング処理を行った画像 
 
一般的に画像中のエッジが連続している場合、画像は滑らかであるのに対して、エッジ
が多数に途切れている場合、画像の滑らかさは低下する。そのため、スケーリングを行っ
た後の画像列間のエッジが連続しているかについて評価を行った。 
Fig. 3.3 ( b ) 左に示したように、撮影位置が不連続であるため、同じ斜めの直線でも異な
る画像列の中では傾きが異なってしまう。そのため、一本のエッジでも水平方向では二重
に形成され、エッジが不連続になる。つまり、本システムでのエッジ不連続はエッジが二
重に生成されていることが原因である。2値化後の斜めエッジが多い場合、水平方向の近隣
画素間の輝度変化量の累積値が大きくなる。スケーリング処理によって二重に生成された
エッジが一重になると上記の累積値が小さくなるので、水平方向の近隣画素間の輝度変化
量の累積値を算出することで、エッジが連続しているかどうかを評価することができる。 
また、水平方向のエッジは、式(3.3)に示す Sobelオペレータを用いて検出した。検出され
たエッジ画像を Fig. 3.9 に示す。式(3.3)では、Vは各画素の画素値である。 
VEdgex ×










−
−
−
=
101
202
101
                             (3.3) 
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生成した視点画像      L’=10 pixelsでスケーリング   L’=  5pixelsでスケーリング  L’=  6 pixelsでスケーリング 
   L’=  7 pixelsでスケーリング       L’=  8pixelsでスケーリング      L’=  9 pixelsでスケーリング 
 
Fig. 3.9 合成画像のエッジ画像 
 
Fig. 3.9 において、L’ = 5、6、9、10 ピクセルでスケーリングしたエッジ画像から、画像
列間が不連続である場合、水平方向のエッジの輝度変化が激しいことが分かる。一方 L’ = 7、
8ピクセルでスケーリングした場合、画像列間のエッジが連続し、水平方向のエッジの輝度
変化が小さいことが分かる。 
 
 
Fig. 3.10 画素値幅に対する輝度変化量累積値△Diff 
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Fig. 3.10 は、L’ = 5、6、7、8、9 ピクセルでスケーリングした合成画像のエッジ画像に
対して水平方向の近隣画素間の輝度変化量の累積値△Diff を式(3.4) により求めたグラフで
ある。 
[ ] [ ]∑ ∑
−
=
−
=
+−=∆
1
0
1
0
,1,
H
i
W
j
jiIjiIDiff                      (3.4) 
Fig. 3.10 の結果から、観察方向が 60度の場合、L’ = 7ピクセルでのエッジの水平方向の
近隣画素間の輝度変化量の累積値は最小であるが、それ以外は、L’ = 8ピクセルの場合に
エッジの水平方向の近隣画素間の輝度変化量の累積値は最小であるため、最適の L’を 8ピ
クセルとする。式(3.1) よりスケーリング係数ηは 1.25となる。 
全方位画像撮影システムを用いて自由視点画像を生成する際に、回転する仮想カメラが
撮影した全方位画像から画像列を取り出してつなぎ合わせるによって視点画像を合成して
いる。本来、生成する視点から撮影物体までの距離を計算し、得られた撮影画像に対して
アフィン変換を行うことで画像列をより正確につなぎ合わせなければならないが、これで
は画像処理における計算量が大幅に増え、リアルタイム処理に適さない。提案手法では複
雑な計算が必要なく、近似的に視点画像を生成することができるが、不連続なエッジが生
じてしまう。しかし、提案手法のスケーリング処理を行うことで生成した視点画像が視覚
的に滑らかであることが確認された。また、画像が視覚的に滑らかであることは不連続な
エッジが少ないので、上記で説明した水平方向の近隣画素間の輝度変化量の累積値を用い
ることで評価可能であるため、本実験において上記の評価関数を用いることは妥当だと考
えられる。 
 
 
3.3.3 自由視点画像の生成実験 
3.3.2で求められた係数ηを用いて、Fig. 3.11 に示す異なる 3セットの撮影画像を使用し
て自由視点画像の生成実験を行った。 
生成される自由視点画像の解像度は 640(横)×480 (縦)ピクセルである。 
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 セット 1のフレーム画像の一部 
 セット 2のフレーム画像の一部 
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Fig. 3.11 自由視点画像の生成で用いるフレーム画像の一部 
 
セット 1 は、2.5( W )×3.0( H )×6.3( D ) m の廊下において午後 4時に撮影した画像で、
光源は自然光である。ミラーを 360 度回転させ、426 枚のフレーム画像を撮影した。この
場合、視野角が 60 度の視点画像を生成するには、式(3.2) により 71 枚のフレーム画像が必
要である。そのため、1枚のフレーム画像から取り出す画像列の幅 L = 9 ピクセルである。 
セット 2 は、4.2( W )×3.0( H )×2.5( D ) m の室内において正午に撮影した画像で、光源
は 36 ワットの蛍光灯 8 本である。ミラーを 360 度回転させ、384 枚のフレーム画像を撮
影した。この場合、視野角が 60 度の視点画像を生成するには、式(3.2) により 64 枚のフレ
ーム画像が必要である。そのため、1 枚のフレーム画像から取り出す画像列の幅 L=10ピク
セルである。 
セット 3 は、3.0( W )×3.0( H )×8.4( D ) m の室内において午前 10 時に撮影した画像で、
光源は自然光である。ミラーを 360 度回転させ、270 枚のフレーム画像を撮影した。この
場合、視野角が 60 度の視点画像を生成するには、式(3.2) により 45 枚のフレーム画像が必
要である。そのため、1枚のフレーム画像から取り出す画像列の幅 L=14 ピクセルである。 
また、撮影する際に使用するカメラのシャッター速度は、 30
1 sである。 
 セット 3のフレーム画像の一部 
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これらの画像列幅 L と 3.2.2 節で求められたスケーリング係数ηを式(3.1) に代入して L’ 
は 7、8 と 11 ピクセルとなる。 
画素列の幅 L’= 7、8 と 11 ピクセルで実験した結果を Fig. 3.12と Fig. 3.13 に示す。な
お、比較しやすくするために、生成された自由視点画像（スケーリングなしで生成した画
像）とスケーリングを施した画像の一部の拡大画像とそのエッジ画像を示す。 
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Fig. 3.12 実験結果 1 
       10度                  局所拡大画像                 エッジ画像 
       117度                  局所拡大画像                 エッジ画像 
       86度                  局所拡大画像                 エッジ画像 
L’ = 7 
スケーリング 
なしの画像 
スケーリング 
した画像 
L’ = 8 
スケーリング 
なしの画像 
スケーリング 
した画像 
L’ = 11 
スケーリング 
なしの画像 
スケーリング 
した画像 
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Fig. 3.13 実験結果 2 
       303度                  局所拡大画像                 エッジ画像 
       296度                  局所拡大画像                 エッジ画像 
       276度                  局所拡大画像                 エッジ画像 
L’ = 7 
スケーリング 
なしの画像 
スケーリング 
した画像 
L’ = 8 
スケーリング 
なしの画像 
スケーリング 
した画像 
L’ = 11 
スケーリング 
なしの画像 
スケーリング 
した画像 
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画素列の幅 L’= 7、8 と 11 ピクセルでスケーリングされた画像は、スケーリングなしで
生成した画像よりも画像列間が連続であり、滑らかな画像であることがわかる。定量評価
のため、それぞれのエッジ画像に対して、水平方向の近隣画素間の輝度変化量の累積値を
求め、これらの結果を Fig. 3.14 に示すグラフにプロットした。 
 
 
Fig. 3.14 Fig. 3.12と Fig. 3.13の輝度変化量の累積値 
 
Fig. 3.14 の実験結果から、L’= 7、L’= 8、L’= 11 ピクセルでスケーリングされた画像
における水平方向の近隣画素間の輝度変化量の累積値は、いずれもスケーリングなしで生
成した画像よりも小さいため、本章の提案手法であるスケーリング補間を用いて生成した
自由視点画像のほうがより滑らかであることが確認された。 
 
  
- 40 - 
 
3.4 結論 
 自由視点画像生成法が多数提案されているが、装置が複雑で高価である問題やオクルー
ジョンが発生する問題があった。近年、これらの問題を解決するため、多視点画像から画
像列を切り出し、つなぎ合わせて自由視点画像を生成する方法が提案されていた。しかし、
異なる視点で得られた画像の中の斜めエッジの傾きが異なるため、画像列のつなぎ目でエ
ッジが不連続になる問題があった。 
 
Fig. 3.15 比較画像 
 
 本章は、画像を拡大縮小するときに、エッジの傾きが変化することに着目し、スケーリ
ング補間を用いて画像列をつなぎ合わせる方法を提案する。提案方法により Fig. 3.15 ( a ) 
に示すように、生成された自由視点画像は従来法で生成された自由視点画像のオクルージ
ョンの問題( Fig. 3.15 ( b ) ) や画像列間におけるエッジ不連続の問題( Fig. 3.15 ( c ) ) を解決
できた。提案方法の有効性が、視覚的な評価及び数値評価実験により確認された。 
( a ) 提案手法による結果画
 
( b ) 従来研究の結果画像 
( c ) デジタルカメラによる合成画像 
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第 4章 奥行きの深い裸眼立体表示 
4.1 緒論 
第 2章と第 3章の提案手法により奥行きの深い自由視点立体画像を生成できるが、これ
に適した裸眼立体表示手法が必要である。裸眼立体表示手法 33)～45)の中でよく知られている
方式としてレンチキュラーレンズ方式 46)～50)がある。レンチキュラーレンズを用いる方式は
既存デバイスとの整合性が良く、最も実用化が進んでいる。しかし、多視点の視差画像を
レンチキュラーレンズの方向に合わせて交互に繰り返し並べて二次元的な電子表示パネル
に表示する従来の立体表示装置では、視差画像が不連続に切り替わるフリップ現象が自然
さを損ね、深い奥行感を視聴者に提供することができないため、臨場感が豊かな立体表示
が困難である。 
また、疎なレンズアレイを用いた手法が研究されている 51)～53)。この手法はピッチが大き
なレンズを用いるので、フリップを軽減できると同時に複数の画素観察を前提とするため、
クロストークが存在しない。 
しかし、この手法ではレンズ・表示画像間距離に対応した虚像面を作成するため、生成
された虚像面上では歪みのない立体像を表示できるが、虚像面以外において立体像は劣化
してしまうため、奥行きの深い立体表示が困難である。 
上記の問題を解決するために、モータ駆動ステージによってレンズ・表示画像間距離を
変化させる手法 54)が提案されている。この手法では振動するステージにレンズアレイを乗
せることによりレンズ・表示画像間距離を物理的に変化させ、立体像劣化を解消させてい
る。しかし、立体像を時分割で表示することになるため、立体像表示の際にチラツキが生
じてしまう問題や、レンズアレイの移動に応じて液晶に表示する画像を切り替えなければ
ならないため、応答速度が非常に速い液晶も必要になる問題がある。さらに、常にレンズ
アレイを振動させなければならないため、振動や騒音、耐久性の問題も存在する。また、
カメラを上下左右に移動してプロジェクタで投影した画像を撮影し、撮影された画像を合
成してレンズアレイに合わせて表示する手法 55) 56)も提案されている。この手法では、レン
ズアレイに合わせてカメラで横方向 280 枚、縦方向 210 枚の写真を撮影して合成画像を作
成する。レンズアレイの各レンズ下の表示画像の解像度を大きくすると、観察する際に画
像の奥行きを深くすることができるが静止画しか表示できないため、実用性が低い。 
本章では、表示物体の奥行きに応じて、表示する領域を分割し、複数枚の透過式ディス
プレイで表示することにより、奥行きの深い裸眼立体 表示方法を提案する。 
提案手法では、レンズ・表示画像間距離に対応した奥行き以外の立体像が劣化してしま
う問題を解決するために、複数枚の透過式ディスプレイを用いてそれぞれの画像を表示す
ることによって、レンズ・表示画像間距離を複数作成でき、それぞれの虚像面を生成する
ことができる。これによって、異なる奥行きを持つ立体画像に対してそれぞれの奥行きに
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対応した距離で生成した虚像面で画像を表示することができるため、立体像が劣化せずに
滑らかな立体表示を行うことができる。 
提案手法の特徴としては、レンズを動かす物理的な駆動部を必要としないため、振動や
騒音、耐久性の問題が生じない上に、立体表示装置の構造がシンプルである。また、立体
動画への拡張もできる。 
検証実験において、2 枚の透過式ディスプレイと 1 枚の iPad ディスプレイを用いて実験
システムを試作した。また、表示する立体画像を 3 層に分割して、それぞれの画像に対応
するディスプレイで表示し、提案手法の有効性を確認することができた。 
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4.2 提案手法  
4.2.1 立体画像劣化の原因 
Fig. 4.1 に示すように、ピッチが大きいレンチキュラーレンズを使用して立体表示を行う
際に、レンズ・表示画像間の距離 d はレンズの焦点距離 f と異なり、d < f であるため、表
示画像上の物体は奥行き L1 にある虚像面 1 にあるように観察される。この L1 は d と f を
式(4.1) に代入することで求められる。 
 
 
 
 
Fig. 4.1 立体像の劣化原因 
 
df
df
L
−
×
=1                                    (4.1) 
しかし、一つの表示画像に対して、一つの虚像面しか存在しないため、奥行きが異なる
物体を表示するとき、虚像面は一つしかなく、表示物体の一部分しか焦点が合わない。例
えば、表示画像上にある赤い物体が虚像面 1 上にあるなら、レンズを通る物体からの理想
の光線と、画像からの実際の光線が一致するため、表示する立体像が崩れることなく観察
することができる。 
d 
f 
L1 
L
2
 
焦点面 表示画像 レンズ 虚像面 1 虚像面 2 
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これに対して、虚像面 1 とは異なる奥行き L2 にある青い物体を表示する場合、実際に観
察される光線は虚像面 1 からの青色の実線になる。しかし、青い物体から出る理想の光線
は、虚像面 2 からの点線であるため、理想の光線と実際の光線との間にずれが生じてしま
い、観察された立体像が崩れてしまい、正しく再生されない問題がある。 
 
 
4.2.2 透過式ディスプレイによる表示装置の構築 
上記の問題を解決するために、本章では、表示する物体の奥行きに応じて、表示する領
域を分割し、複数枚の透過式ディスプレイを用いて表示することにより、奥行きの深い立
体表示方法を提案する。 
 
 
 
 
Fig. 4.2 提案システムイメージ 
 
具体的には Fig. 4.2 に示したように、立体像の奥行きに応じてレンズ・表示画像間の距離
を変化させる必要があるため、手前の赤い物体を 1層目として一つ目の透過式ディスプレ
イで表示し、奥の青い物体を 2層目として二つ目の透過式ディスプレイで表示した場合、
それぞれの表示画像に対してそれぞれの虚像面を生成することができる。そして、1層目の
透過式ディスプレイで表示する手前の赤い物体は、1層目に対応した虚像面で再生されるこ
とになり、2層目の透過式ディスプレイで表示する奥の青い物体は、2層目に対応した虚像
d 
f L1 
L
2
 
di 
焦点面 
透過式ディスプレイ B 
レンズ 
虚像面 1 虚像面 2 透過式ディスプレイ A 
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面で再生されることになる。そのため、それぞれの立体像が理想に近い位置で再生され、
理想の光線と実際の光線を一致させることができ、光線のずれを軽減できる。これにより、
ピッチが大きいレンズを用いても立体像の崩れを軽減できる立体表示は可能であるため、
より自然な裸眼立体表示は可能となる。また、層を多く分割することにより、より奥行き
の深い立体 表示を実現できる。 
提案システムを実現するために、光を透過する機能を持つディスプレイが必要である。
近年、LCD技術の向上により透過式ディスプレイが市販されるようになった。Fig. 4.3 ( a ) 
に示すのは、Samsung Electronics Co., Ltdが開発した透過式ディスプレイの実物画像である。 
 
 
Fig. 4.3 透過式ディスプレイの構造 
 
Fig. 4.3 ( b ) に示したのは、透過式ディスプレイの画素配置の実物画像である。透過式デ
ィスプレイの画素の配置順番は R、G、B となっているが、一般的な液晶ディスプレイと異
なるのは、各サブ画素の間に透明な領域が作られているところである。透過式ディスプレ
イを用いて画像表示を行う際に、この透明な領域は発光することなく、光を透過させる役
割を果たしている。そのため、透過式ディスプレイの背面から来た光が透明な領域を透過
するため、ディスプレイ自体が透けているように見える。提案手法では、表示する画像に
対して領域を分割した上、それぞれの奥行きに応じて各ディスプレイを重ねて表示する必
要があるため、後面に配置したディスプレイからの光線が、前面に配置したディスプレイ
を透過して観察されなければならないため、上記の透過式ディスプレイを用いることで提
案手法の目的を達成することができると考えられる。 
Fig. 4.2 のように 2 枚の透過式ディスプレイで表示システムを構築する際に、2 枚のディ
スプレイを同じ方向に配置すると、偏光フィルムの影響で画像を表示することができない。
そのため、Fig. 4.4 ( a ) に示すように、後面の透過式ディスプレイ Bを固定し、前面の透過
式ディスプレイ A を回転させて画像表示を行う必要がある。 
R    G   B    R    G    B サブ画素 
透過部分 
透過部分 
( a ) 透過式ディスプレイ ( b ) 画素配置の実物画像 
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2 枚の透過式ディスプレイを重ねて観察する場合、2 枚のディスプレイの間に距離があ
るため、Fig. 4.4 ( b ) のように透過式ディスプレイ A と透過式ディスプレイ B の画素ピッ
チ P1 が同じであるにもかかわらず、透視投影により視点 e から見た透過式ディスプレイ B 
のピッチが P2として観察される。なお、△eab と△ecd の相似関係から、P2（P2 < P1）を次
式により求めることができる。 
1
21
1
2 PDD
D
P ×
+
=                             (4.2) 
しかし、P1 と P2 は Fig. 4.4 ( c ) に示したようにそれぞれ異なる周期を有するため、P1
と P2 の周期間の微小のずれにより、モアレが生じてしまう。 
 
 
 
 
Fig. 4.4 モアレの軽減 
 
モアレを軽減するために、P2を大きくし、P2 = n×P1 （n = 2、3、4・ ・ ・）、つまり
P2 が P1の整数倍になるようにすれば二つの周期が重なり合うため、モアレを軽減すること
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ができる。また、透過式ディスプレイ A を回転させるため、Fig. 4.4 ( d ) に示したように
P2を回転した後の画素ピッチは、P2
’になり、次式により求められる。 
θcos
2'
2
P
P =                                         (4.3) 
ただし，回転角をθとする．そして，次式が成り立つ． 
( )4,3,2
cos 1
2 =×= nPn
P
θ                        (4.4) 
回転角θが適切であれば，モアレを除去することが可能である．回転角θに関する具体
的な検討は 4.3 節に示す． 
 
4.2.3 レンズ端における光線のずれの計算 
Fig. 4.2 に示したように、複数枚の透過式ディスプレイを用いることにより、レンズ・表
示画像間の距離を変化させることが可能となる。また、レンズ端における光線のずれを人
の目には分からない範囲にすることで、レンズ・表示画像間の距離が一定であっても表示
できる奥行きに幅を持たせ、より奥行きが深い立体表示を行うことができる。 
 
Fig. 4.5 レンズ端における光線のずれ計算 
視点 
レンチキュラーレンズ 
表示画像 
plane_i 
plane_0 
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そこで、Fig. 4.5 を用いてレンズ端における光線のずれを計算する。Fig. 4.5 に示したよ
うに、レンズピッチが u のレンチキュラーレンズを用いて、表示画像上に幅が pのオブジ
ェクトを表示し、本来理想な表示面 Plane_0 において幅は P0で表示されるが、実際に虚像
面 Plane_i で幅が Piの像として再生されるとした場合、観察する視点から幅が Piの再生像
はレンズ上で幅は u’の像として観察される。なお、視点からレンズ中心までの距離を L と
し、レンズ中心から表示画像までの距離を Li、レンズ中心から理想な表示面までの距離を
L0 とする。よって、視点 V とレンズピッチ AB から構成された△VAB、視点 Vと理想な
表示面 Plane_0 から構成された△VCDの相似関係から、次式が求まる。 
u
L
LL
P ×
+
= 00                                       (4.5) 
また，レンズ中心 Oと虚像面 Plane_i から構成された△OEF，レンズ中心 O と理想な表
示面 Plane_0 から構成された△OCD の相似関係から，次式が求まる． 
0
0
P
L
L
P ii ×=                                          (4.6) 
さらに、△VA’B’と△VEFの相似関係から、u’を求めることができる。 
i
i
P
LL
L
u ×
+
='                                      (4.7) 
式(4.5)と(4.6)を式(4.7)に代入して整理すると、 
u
L
L
LL
LL
u i
i
××
+
+
=
0
0'
                                 (4.8) 
レンズ端でのずれは、uと u’の差で求めることができるため、以下の式で表すことができ
る。 
2
1
2 0
0
' u
L
L
LL
LLuu i
i
×





×
+
+
−=
−
                           (4.9) 
 
これによって、レンズ端における光線のずれによって発生する立体像の崩れを定量的に
表すことができる。この誤差が 0 に近い範囲を一つの領域として表示することにより、表
示する立体画像に対して領域分割を行うことができ、有限の表示枚数でもより質の高い立
体画像を表示することができる。 
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4.2.4 透過式ディスプレイによる表示深度の繋ぎ合わせ 
 
 
   Fig. 4.6 立体画像表示深度が途切れる原因 
 
Fig. 4.6 ( a ) に示したように、CG 物体の深度は、Da から Dz までであるとし、Diで分割
すると、CG 物体が Da～Diと Di～Dzの二つの領域として分割されることになる。領域 1 (Da
～Di) を透過式ディスプレイ A で表示し、領域 2 (Di～Dz) を透過式ディスプレイ B で表示
することができる。 
視点位置 E1から視点位置 E2 に移動すると、透過式ディスプレイに対して斜め方向から
観察することになるため、Fig. 4.6 ( b ) のように CG 物体が途切れてしまう。これは、深度
Diで領域を分割したため、分割された二つの領域の深度は互いに重ならないため、左右に
視点位置を移動した場合、領域画像の接続する境目において、分割された二つの領域が連
続せず、途切れているように観察されるからである。 
透過式ディスプレイ B 
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( a ) 分割した立体画像をそれぞれの透過式ディスプレイで表示する 
( b ) 観察視点によって観察される途切れる表示画像 
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この問題を解決するために、領域分割を行う際に、各領域がある程度重なるように表示
することで解決できるが、各ディスプレイで表示した際に同じ領域が表示され、表示物体
の色が濃くなってしまう問題がある。本章では、各領域画像が重なる部分に対して徐々に
明度を変化させて明度に対してグラデーションすることによって、画像が重なっても均一
の色で表示することを可能にする。 
 
 
Fig. 4.7 グラデーションの原理 
 
具体的には、Fig. 4.7のように領域 1の画像を Image a、領域 2の画像を Image b とし、領
域 1の画像における重複領域をAB、領域 2の画像における重複領域をA’B’とする。AとA’、
Bと B’がそれぞれ対応する深度は Ds と De とする。 
領域ABの画像に対して、A から B まで元の明度から白までグラデーションし、領域A’B’
に対して、A’から B’まで白から元の明度までグラデーションを行う。その後、領域画像 AB 
と A’B’を重ねると、Image c のように表示する画像が同じ色にすることができる。これによ
って、領域が重複しても観察画像の色が濃くなることなく、領域画像の境目では画像がつ
ながり、連続した立体画像の表示ができる。 
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また、グラデーション処理を行う際に、表示画像に対して RGB 表色系から HLS 表色系
に変換し、明度 L( Lightness )のみを変化させることでグラデーションを実現する。なお、明
度に関する計算において、元の色の明度から白(255) まで変化させるケース( Case 1 ) と白
(255) から元の色の明度まで変化させるケース( Case 2 ) が存在する。次式を用いて、グラ
デーション値を算出することができる。 
1
255
Case
DD
LG
es
ii −
+=
                    (4.10) 
2
255
255 Case
DD
L
G
es
i
i −
−
−=
                   (4.11) 
 
ただし、Giは新たに算出される明度値であり、 Liは元の明度値であり、Dsと Deは、グ
ラデーションの開始位置とグラデーションの終了位置に相当する奥行きの値である。 
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4.3 実験及び考察 
4.3.1 CG物体の撮影モデル 
 CG 物体の作成及び撮影はレイトレーシングソフト POV-Ray を用いて行う。また、CG 物
体の撮影は、Fig. 4.8に示すような凸ミラーアレイを使った撮影モデルを用いて行う。 
 
 
Fig. 4.8 凸ミラーアレイも使った撮影モデル 
 
Fig. 4.8のように、凸ミラーアレイを用いることで、凸ミラーアレイに写った被写体の正
立像を撮影することができる。レンズによる屈折が起こらないため、歪まない画像を得る
ことができる。撮影像を表示する際に、凸ミラーアレイによるカメラ像 P に相当する位置
に凸レンズアレイを置けばよい。しかし、現実の装置で Fig. 4.8 のように撮影するとき、カ
メラと凸ミラーアレイの間に被写体が存在するため、撮影は困難である。 
POV-Rayでは、CG 物体に no_image 属性を指定し、直接カメラに写らないようにするこ
とができる。この CG 物体は凸ミラーに反射した像がうつるため、被写体の全てを no_image 
属性にすることで被写体を写すことなく、この撮影モデルを使用することができる。また、
凸ミラーアレイには no_shadowと no_reflection 属性を指定し、被写体への影や映り込みを
防止する。 
 
 
D 
凸ミラーアレイ 
P 
L 
被写体 
カメラ 
撮影イメージ 
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4.3.2 深度画像による領域分割 
 上記の撮影モデルで得られた画像を、奥行きの深さに応じて領域分割を行うが、任意の
奥行きで領域分割を可能にするために、撮影時に領域分割して撮影するのではなく、撮影
画像から切り出す方法を考える。撮影した画像に対して、奥行きの深さに応じて領域数を
任意に分割可能にするために、画像の深度を数値化する。そのため、0 から 255 まで変化
する輝度画像を用いて深度を表し、深度画像を作成していく。 
 
Fig. 4.9 深度画像の作成 
 
Fig. 4.9 ( a ) は CG画像であり、元画像を横から撮影した画像が Fig. 4.9 ( b ) になり、0 か
ら 255 まで変化する輝度画像を全ての CG 物体に貼り付けることによって Fig. 4.9 ( c ) の
ような深度画像を作成することができる。なお、奥行きは手前であるほど輝度値が 0 に近
づき、奥であるほど輝度値が 255 に近づくように輝度値を割り当てていく。これによって、
元画像と深度画像を用いて任意の奥行きに分割することが可能である。例えば、輝度値は
27～51 までの領域を 1 層目とし、51～109 までの領域を 2 層目とし、109～231 までの領
域を 3 層目として分割すると、Fig. 4.10 に示すような分割画像が得られる。 
 
Fig. 4.10 領域分割画像の一例 
( a ) 作成した CG画像 ( c ) 深度画像 ( b ) 深度の貼り付け 
( a ) 領域 1の分割画像 ( c ) 領域 3の分割画像 ( b ) 領域 2の分割画像 
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4.3.3 試作システムの配置 
提案手法の有効性を確認するため、Fig. 4.11 に示すようなレンチキュラーレンズ、透過
式ディスプレイと iPad ディスプレイを用いて実験システムを試作した。なお、検証実験で
は作成した CG 画像を 3 領域に分割してから表示を行うため、2 枚の透過式ディスプレイ
と 1 枚の iPad ディスプレイを使用する。なお、試作システムで使用する各部品のスペック
を Table 4.1 に示す。 
 
Fig. 4.11 試作システムのパーツ 
 
Table 4.1  試作システムの構成パーツ及び仕様 
構成パーツ 仕様 
レンチキュラーレンズ 
外形寸法：330（幅）×248（高）×2.3（奥）mm 
レンズピッチ：7.55 mm 
焦点距離：14.8 mm    屈折率：1.49 
透過式ディスプレイ 
表示領域：473.76（幅）×296.1（高）mm 
解像度：1920（横）×1080（縦）pixels 
透過率：15% 
iPadディスプレイ 
外形寸法：185.7（幅）×241.2（高）×9.4（奥）mm 
解像度：2048（横）×1536（縦）pixels 
画素ピッチ：0.096 mm 
( a ) レンチキュラーレンズ 
( c ) iPadディスプレイ 
( b ) 透過式ディスプレイ 
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試作システムによる立体表示実験では、Fig. 4.12 に示すように、分割した領域 1 の画像
(以後:1 層目画像) を透過式ディスプレイ A で表示し、分割した領域 2 の画像(以後:2 層目
画像) を透過式ディスプレイ B で表示し、分割した領域 3 の画像(以後:3 層目画像) を iPad 
ディスプレイで表示する。 
レンチキュラーレンズから透過式ディスプレイ A までの距離を d1とし、レンチキュラー
レンズから透過式ディスプレイ B までの距離を d2とし、レンチキュラーレンズから iPad
ディスプレイまでの距離を d3とし、観察視点 E からレンチキュラーレンズまでの距離を D 
とする。これらのパラメータを Table 4.2 に示す。 
 
Fig. 4.12 試作システムの配置図 
 
Table 4.2  レンズ・表示ディスプレイ間の距離(mm) 
D 500 
d1 5 
d2 11 
d3 14.6 
 
4.2.2節では、2 枚の透過式ディスプレイを回転して配置する必要があると述べたが、回
転角θについて式( 4.4 ) を用いて算出できる。その値を Table 4.3 に示す。なお、式(4.4) に
おいて P1 = 0.282 mm であり、P2は式(4.2) により、0.27 mm と求められる。 
 
 
レンチキュラーレンズ 
iPadディスプレイ 
透過式ディスプレイ A 
透過式ディスプレイ B 
d1 
d
2
 d3 
D 
E 
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Table 4.3  回転角θの値 
n 2 3 4 5 
θ(°) 58.5 69.6 74.9 78.0 
 
透過式ディスプレイ Aを回転させ、画素ピッチが透過式ディスプレイ Bの画素ピッチの
整数倍になったとき、モアレが生じない。Table 4.3の結果から、透過式ディスプレイ Aの
画素ピッチが透過式ディスプレイ Bの画素ピッチの 2倍、3倍、4倍、5倍になったとき、
それぞれの回転角は 58.5°、69.6°、74.9°、78.0°である。また、Fig. 4.13 にそれらの回
転角度で撮影した観察画像を示す。 
 
Fig. 4.13 モアレ除去の実験画像 
( a ) 58.5°の観察画像               ( b ) 69.6°の観察画像 
透過式ディスプレイ A 
( c ) 74.9°の観察画像               ( d ) 78.0°の観察画像 
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Fig. 4.13 の結果画像から、回転角θ= 58.5°以外の場合、色モアレが確認された。そのた
め、本システムでは 2 枚の透過式ディスプレイの回転角度を 58.5°に設定して実験を行う。 
また、2 枚の透過式ディスプレイの透過部と iPad ディスプレイの画素の位置関係によっ
て Fig. 4.14 ( a ) のような色モアレが生じる場合がある。これは、2 枚の透過式ディスプレ
イの透過部から iPad ディスプレイの特定色のサブ画素が観察されるため、縦に並ぶサブ画
素のラインは強い色モアレを生じさせる。 
 
Fig. 4.14 色モアレの軽減について 
 
縦方向に特定色のサブ画素のみを映すことがないようにするために、Fig. 4.14 ( b )のよう
に透過部に対して iPad ディスプレイを傾ける。一つの透過部が 1 サブ画素ずれるように傾
けることで、縦の透過部は RGB 三色が交互に並ぶことになり、単色ラインが形成されない
ので、色モアレを軽減できる。なお、本実験では iPad ディスプレイを 2 枚の透過式ディス
プレイに対して 38°傾けたとき、Fig. 4.14 ( c ) のように色モアレが発生しないことが確認
できた。 
Fig. 4.15 に示すように、光線がレンチキュラーレンズによって屈折されてしまう。屈折
しない場合と比べると、観察できる画素幅が異なる。例えば、レンズから透過式ディスプ
レイまでの距離は d1とするが、光線が屈折するため、観察できる画素幅は t
’である。しか
し、距離は d1で光線が屈折発生しない場合、観察できる画素幅は tとなるため、光線の屈
折が発生しても観察できる幅を tにするために、屈折を考慮したレンズから表示面までの距
離 d1
’ を算出する必要がある。 
 
 
 
 
 
( a ) 色モアレの結果      ( b ) 斜め配置による色モアレの軽減     ( c ) 色モアレの除去結果 
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Fig. 4.15 屈折を考慮したレンズ・表示ディスプレイ間の距離計算  
 
θ1 = 14.3°であり、Table 4.2から d1 = 5 mmであるため、次式を用いて aを求められる。 
11 tanθ×= da                                       (4.12) 
また、スネルの法則を用いて次式によりθ2を求められる。 
( )1112 sinsin θθ ×= − n                                 (4.13) 
ここで、n1はアクリルの屈折率（n1 = 1.49）である。 
そして、以下の式により d1
’を求めることができる。 
2
'
1 tanθ
a
d =                                     (4.14) 
同様な方法で、屈折を考慮したレンズから透過式ディスプレイ Bと iPad ディスプレイま
での距離 d2
’、d3
’も計算することができる。 
d1
’、d2
’、d3
’ を得られた後、これらの値を用いて 4.2.3 節で説明したようにレンズから表
示ディスプレイまでの距離における光線のずれの誤差が 0 に近い領域を一つの領域画像と
して分割する。その際に、各領域画像において表示できる奥行きの範囲が d1
’、d2
’、d3
’によ
って決まる。これらの結果を Table 4.4 に示す。なお、領域画像の切り出しは、深度画像を
用いて行うため、奥行きに対応する深度の値（輝度値）も Table 4.4 に示す。 
 
レンチキュラーレンズ 
屈折する場合光線の光路 
透過式ディスプレイ A 
θ1 
a t 
屈折しない場合光線の光
 
θ
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d
1
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Table 4.4  領域の重なりがない場合の分割用値 
屈折を考慮した距離(mm) 奥行き範囲(mm) 分割用輝度値 
d1
’ = 3.22 40～65 0～25 
d2
’ = 7.08 65～90 25～50 
d3
’ = 9.40 90～290 50～250 
 
Table 4.4 の結果から、分割された奥行きの範囲における重なりが 65 mm と 90 mmのみ
であるため、4.2.4節で述べたように左右に視点を移動して観察する際に、立体像が途切れ
て観察される可能性がある。 
そこで、Table 4.5 に示したようなデータで表示できる奥行きの範囲が重なるようにした。 
 
Table 4.5  領域の重なりがある場合の分割用値 
分割領域 奥行き範囲(mm) 分割用輝度値 
領域 1 40～75 0～35 
領域 2 55～100 15～60 
領域 3 80～290 40～250 
 
これにより、領域 1と領域 2の間では、55 mm ～75 mmの範囲で重なるようになり、領
域 2と領域 3の間では、80 mm ～100 mmの範囲で重なるようになった。 
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4.3.4 領域分割による立体表示  
上記の計算結果により、作成した CG 画像に対して 3 領域に分割して立体表示の実験を
行った。元画像と分割した各層の画像を Fig. 4.16 に示す。なお、分割した画像はグラデー
ション処理を行った画像である。 
 
Fig. 4.16 検証実験用各画像  
 
Fig. 4.16 ( a ) はオリジナル CG 画像であり、( b ) は凸ミラーアレイによって撮影した画
像であり、( b ) の深度画像を ( c ) に示す。また、Table 4.5に従って分割した 1 層目の領
域画像を ( d ) に、2 層目の領域画像を ( e ) に、3 層目の領域画像を ( f ) に示す。 
1 層目、2 層目、3 層目の領域画像を透過式ディスプレイ A、透過式ディスプレイ B と
iPad ディスプレイによって表示する。各分割された領域画像から、各画像においてグラデ
ーションが施されたことがわかる。また、1 層目と 2 層目、2 層目と 3 層目の間において
表示領域が重なっていることも確認できる。なお、実際に観察された立体画像を Fig. 4.17 に
示す。 
 
 
 
( a ) 作成した CG画像        ( b ) 凸ミラーアレイによる撮影画像        ( c ) 深度画像 
( d ) 分割した 1層目画像         ( e ) 分割した 2層目画像          ( f ) 分割した 3層目画像 
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Fig. 4.17 提案手法による実験結果画像  
 
Fig. 4.17 ( a ) は左の視点から観察した画像であり、( b ) は真ん中の視点から観察した画
像であり、( c ) は右の視点から観察した画像である。表示した物体が観察視点の移動につ
れ徐々に変化していることが観察できたため、視差を有することが分かる。 
比較するために、領域画像においてグラデーション処理を行わない場合の観察画像を Fig. 
4.18 に示す。 
 
Fig. 4.18 グラデーションなしの場合の実験結果画像  
 
Fig. 4.18 は表 Table 4.4 に示した奥行きデータに従って分割した画像である。分割の終了
点と開始点（Table 4.4 に示す 65 mm、90 mm）が重なるため、各ディスプレイで表示した
( a ) 左視点における観察画像   ( b )真ん中視点における観察画像    ( c ) 右視点における観察画像 
( a ) 左視点における観察画像   ( b )真ん中視点における観察画像    ( c ) 右視点における観察画像 
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際に、同じ領域が表示され、色が濃くなってしまった。また、重なる領域がわずかである
ため、左右に視点を移動した場合、各領域画像の接続する境目では、立体画像が途切れて
いるように観察された。 
これに対して、提案手法による結果画像における立体画像の色が滑らかに変化している
ことが観察できた。なお、左右に視点を動かした場合、各領域画像の境目では画像が途切
れることなく、滑らかな立体表示ができることも確認された。 
 
 
4.3.5 奥行きに関する考察 
提案手法によって得られた結果画像と領域分割なしで得られた結果画像が表現できる奥
行きを比較するために、領域分割なしの場合の立体表示実験を行い、実験結果を Fig. 4.19 に
示す。 
 
 
Fig. 4.19 領域分割なしの結果画像  
 
Fig. 4.19 ( a ) はレンチキュラーレンズと表示画像間の距離 = d1 における観察画像であ
り、( b ) はレンチキュラーレンズと表示画像間の距離 = d2 における観察画像であり、( c ) 
はレンチキュラーレンズと表示画像間の距離 = d3 における観察画像である。Fig. 4.19のい
ずれの画像においても、虚像面は一つしかないため、対応した虚像面以外で表示された立
体像が崩れてしまい、奥行きの深い立体表示ができない。 
( a ) レンズ・表示画像間距離 d1   ( b ) レンズ・表示画像間距離 d2    ( c ) レンズ・表示画像間距離 d3
 
レンチキュラーレンズ 表示画像 
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これに対して、提案手法を用いて立体表示を行った結果、Fig. 4.17 では手前、真ん中、
奥の各領域において立体像が崩れることなく、滑らかな立体表示ができることが確認でき
る。なお、これらの結果画像が表現できる奥行きのグラフを Fig. 4.20 に示す。 
 
 
Fig. 4.20 奥行きに関する評価グラフ  
 
Fig. 4.20 から、Fig. 4.19 ( a ) のようにレンズと表示画像間の距離は d1場合、奥行きが 40 
mm ～ 65 mm において立体表示ができるが、それ以外の奥行きで表示される立体像が崩れ
てしまい、立体表示ができない。同様に Fig. 4.19 ( b ) では奥行きが 65 mm～90 mmの間、
Fig. 4.19 ( c ) では奥行きが 90 mm ～290 mmの間において立体表示ができるが、それ以外
で表示される立体像が崩れてしまう。 
これに対して、提案手法によって得られた結果画像では奥行きが 40 mm ～290 mm まで
であり、表示される立体像は崩れることなく、滑らかな立体表示ができるため、領域分割
を行わない場合よりも深い奥行きの表現ができることが確認された。 
本実験では、領域分割を 3層にして検証実験を行ったが、3層の場合における表現できる
奥行きの範囲に関する検討が必要である。実験システムにおいて、レンチキュラーレンズ
から 3層目の iPadディスプレイまでの距離は d3 = 14.6 mmであるため、次式を用いて理論
的 d3 = 14.6 mmの場合では表現できる立体像までの距離 Liを求められる。 
iLdf
111
+=                                     (4.15) 
Fig. 4.19 ( a )      Fig. 4.19  ( b )     Fig. 4.19 ( c )      提案手法 
奥行き ( mm ) 
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ここで、fはレンチキュラーレンズの焦点距離であり、dはレンチキュラーレンズから表
示物体までの距離であり、Liはレンチキュラーレンズから再生した立体像までの距離である。 
そのため、理論上では d3 = 14.6 mmの場合、Li = 1080 mmと求められる。すなわち、iPad
ディスプレイで 3層目を表示した際に、表現できる奥行きは 1080 mmである。そこで、
Pov-Rayを用いて作成した CG物体を 1080 mmに設置して観察実験を行った。実験結果を
Fig. 4.21 ( a ) に示す。 
 
Fig. 4.21 表現できる奥行きの範囲に関する実験結果  
 
Fig. 4.21 ( a ) の実験結果画像から、観察画像はぼけており、立体観察はできないことが確
認された。その理由として、本実験で使用するレンチキュラーレンズのレンズピッチは 7.55 
mmであり、使用する iPadディスプレイの画素ピッチは 0.096 mmであるため、表示する立
体像が遠いほどレンチキュラーレンズを通して観察される画素数が減っていく。よって、
表示する画素数が少ないため、立体像がぼけて観察することができない。 
また、Li = 500 mmから 100 mm刻みで Li = 500 mm、400 mm、300 mmの場合における観
察実験を行い、観察した結果画像を Fig. 4.21 ( b )、Fig. 4.21 ( c )、Fig. 4.21 ( d ) に示す。実
験結果画像から、Li = 500 mmと Li = 400 mmにおいて表示する画像による立体観察ができな
いことが確認された。それに対して、Li = 300 mmの場合、表示する立体像のエッジが滑ら
かで立体観察ができることから、提案システムを用いて 3層による領域分割実験では、表
現できる立体像の奥行きの範囲は 0～300 mmであることが確認された。 
( a ) Li = 1080 mm  
 
( b ) Li = 500 mm   
( c ) Li = 400 mm   ( d ) Li = 300 mm   
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4.4 結論 
 本章では、複数の透過式ディスプレイを用いた奥行きの深い裸眼立体表示システムを提
案した。 
提案手法では、異なる奥行きが持つ立体画像に対してそれぞれの奥行きに対応した距離
で表示画像の領域を分割し、表示することによって、レンズ・表示画像間距離に対応した
奥行き以外の立体像の崩れを軽減することができ、滑らかな立体表示を実現できた。また、
透過式ディスプレイを用いてシステムを構築する際に生じるモアレについて、透過式ディ
スプレイを回転させ、2 枚の透過式ディスプレイの画素ピッチを整数倍関係にすることに
よって除去することができた。領域分割を行う際に、表示する立体画像を滑らかにつなぐ
ために、分割した各領域においてグラデーション処理を行うことも考案した。これにより
表示する立体像が途切れないで観察することができた。 
提案手法の有効性を確認するために、2 枚の透過式ディスプレイと 1枚の iPad ディスプ
レイを用いて実験システムを試作した。検証実験では、表示する立体画像の領域を 3層と
して分割させ、1層目と 2層目の領域画像を透過式ディスプレイで表示し、3層目の領域画
像を iPadディスプレイで表示した。実験の結果から、3層化の場合は、再生した立体像の
崩れを軽減できることを確認した。また、領域分割を行わない場合との比較実験により、
提案手法を用いることで表現できる奥行きが深くなることも確認できた。 
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第 5章 本研究の総括 
遠隔地の情景を、距離感を含めてまるごと視覚的にユーザに提示する技術を求められて
いる。遠隔地の風景や情報をユーザに提示する際に、まるでユーザ自身がその場所にいる
かのような没入感覚を与える技術であるテレプレゼンスに関する研究が盛んに行われてい
る。 
ユーザは自由な見回しができるようにするために、遠隔地の情報を取得する際に、より
広範囲の情報を取得する必要がある。距離感を伴った没入感覚を与えるために、立体視と
いう要素も不可欠である。これらの要求は、全方位 3次元自由視点画像の生成及び表示に
よって満たされる。 
全方位自由視点画像を生成するために、様々手法が提案さているが、撮影システムが複
雑である問題や生成した視点画像にオクルージョンが生じる問題があった。また、多視点
の視差画像を用いて立体表示を行う際に、レンチキュラーレンズ方式が既存デバイスとの
整合性が良く、最も実用化が進んでいるが、1つの虚像面で立体像を表示するため、対応す
る虚像面以外の立体像が劣化して奥行きの深い立体表示が困難である。 
上記の問題を解決するために、本論文の第 2章では、新たな全方位 3次元自由視点立体
画像を生成する方法を提案した上に、第 3章においてより高精度な自由視点立体画像を生
成するために、スケーリング補間を用いた方法を提案した。さらに、リアルな奥行き感を
得るために、第 4章では透過式ディスプレイを用いた裸眼立体表示システムを提案した。 
第 2章においでは、1台のカメラと 1枚の回転ミラーを用いて自由視点立体画像生成手法
を提案した。提案手法は、以下の特徴を有する。 
 1台のカメラと 1枚のミラーのみ使用するため、システムの構成がシンプルである。 
 カメラを動かさず、回転ミラーのみを動かして画像撮影を行うため、カメラの振動に
よる撮影画像間の誤差が生じない。 
 輻輳角が自由に変えることができるため、奥行きの深い自由視点画像の生成は可能で
ある。 
これにより、シンプルな構成で、かつずれやオクルージョンの少ない全方位自由視点立体
画像の作成を可能にした。全方位画像撮影システムを用いて全方位自由視点立体画像の検
証実験を行った結果、全方位のフレーム画像が得られ、得られた画像から自由視点立体画
像を生成できることが確認された。さらに、得られた 2枚の視差画像による立体視は可能
であることも確認された。また、自由視点画像を生成する際に、輻輳角を考慮した画像処
理アルゴリズムを考案して実装したことにより、忠実な奥行きを持つ自由視点画像を生成
できた。 
 提案した 1台のカメラと 1枚の回転ミラーを用いた自由視点立体画像生成システムを用
いて自由視点画像を作成する際に、異なる視点で撮影した画像列を用いるため、同一の斜
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めエッジでも異なる画像列の中での傾きが異なる。このまま画像列を結合させると、斜め
エッジが不連続になり、滑らかでない画像が生成される。 
第 3章では、上記の問題を解決するために、スケーリング補間を用いた方法を提案した。
画像を一方向に拡大、または縮小すると、画像中のエッジの傾きが変わることを利用して、
画像列の中心から水平方向へスケーリングすることによって、エッジの傾きを変える。こ
れにより画像列中にあるエッジの端点を上下方向に移動させ、異なる視点から撮影した画
像列中のエッジをつなぎ、滑らかな自由視点画像の生成を可能にした。提案手法は以下の
ような特徴を有する。 
 スケーリング処理だけで、画像列間におけるエッジの不連続の問題を解決でき、滑ら
かな自由視点画像を生成することができる。 
 撮影する仮想カメラで取得した光線情報に基づいて任意の自由視点画像を生成するこ
とができる。 
 生成する視点に応じて必要な画像列で視点画像を再構築するため、オクルージョンが
生じない。 
第 2章と第 3章の提案手法により、輻輳角を考慮したため、得られた自由視点立体画像
は、ユーザに異なる奥行きを持つ自由視点立体画像を提示することができる。この異なる
奥行きを持つ自由視点立体画像を表示ために、第 4章においては透過式ディスプレイを用
いた奥行きの深い裸眼立体表示システムを提案した。複数枚の透過式ディスプレイを用い
て画像を表示することによって、レンズ・表示画像間の距離を複数作成し、それぞれの表
示画像に対応した虚像面を生成することができる。これにより、異なる奥行きが持つ立体
画像に対してそれぞれの奥行きに対応した虚像面で画像が正しく再生されるため、立体像
が劣化せずに奥行きの深い立体表示を可能にした。提案手法は以下のような特徴を有する。 
 レンズを動かす駆動部を必要としないため、振動や騒音などの問題が生じない。 
 複数枚の透過式ディスプレイを用いることで多層な立体画像を表示することができる。 
 疎なレンチキュラーレンズと組み合わせることで、奥行きの深い立体動画表示システ
ムが実現可能である。 
2枚の透過式ディスプレイと 1枚の iPadディスプレイを用いて実験システムを試作した。
表示する立体画像を 3層として分割して立体表示を行った結果、表示する立体像が崩れる
ことなく、滑らかに表示できることが確認された。定量評価の結果から、従来よりも奥行
きの深い裸眼立体表示ができることが確認された。 
 これらのことから、本研究は、臨場感が豊かな全方位自由視点画像の生成及び奥行きの
深い裸眼立体表示に関して独創的かつ実用性に富んだ方式を与えた。 
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