Abstract
Introduction
Energy disaggregation, aiming at determining the component appliance contributions from an aggregated electricity signal [1] , uses machine learning and data mining techniques to study energy, energy consumption patterns and sustainability problems [2] [3] [4] . Outlier-free data is very important for building reliable systems models for energy disaggregation. Outliers are incorrect measurements unrelated to the actual output values, so they will affect the analysis of the data sets containing them [5] . In an automatic data acquisition environment, they arise from sporadic malfunctioning of the Reference Energy Disaggregation Data Set (REDD) collection sensors and equipment [1] . Most of times, these outliers affect accuracy in system modeling for energy disaggregation. It is important to identify and remove of these outliers [6] [7] .
Outlier detection refers to the problem of finding patterns in data that do not conform to expected behavior. There are many outlier detection methods cited in literature and all of these methods have shown to be able to detect obvious outliers [7] [8] [9] , but these methods could not detect outliers in multi-Gaussianity, multiple states processes, so the traditional outlier detection approaches become inappropriate. As an alternative technique, Bayesian inference-based Gaussian mixture model (GMM) has been developed and applied to outlier detection in complex industrial applications, which consist of multiple operating modes and have significant multi-Gaussianity in normal operating data [10] . It provides the way of Outlier detection for REDD.
However, the distribution of REDD not only obey multi-Gaussianity and models with multiple states but also exhibit significant nonlinearity and multidimensional due to various reasons such as time of day or weather conditions [2] . Thus the Gaussian mixture model can not efficiently capture the local nonlinear features and extract the sensitivity features of data [11] . Recently, a novel dimensionality reduction and subspace learning, called LPP was proposed by He and Niyogi [12] in differently with PCA based on preserving the global structure [13] . LPP is capable to recover important aspects of the intrinsic linear or nonlinear manifold structure by preserving local structure. Because of its ability to discriminate directions with the local largest variance in a given data set, now, LPP has been introduced for data preprocessing step in process monitoring and fault detection [14] . Thus, locality preserving projections can result in an appropriate representation of the data, which ensures outliers to stay away from the normal points.
In this paper, a novel outlier detection method was proposed by combining locality preserving projections with GMM and has greater robustness for outlier and noise compared to PCA in outlier detection problems. By using this approach, we conducted a thorough experimental investigation of our method on the REDD [2] .
The remainder of this paper is organized as follows. In Section 2, briefly reviews the locality preserving projections methods. In Section 3, locality preserving projections GMM based outlier detection is proposed. Experimental results are reported in Section 4. Concluding remarks are presented in Section 5.
LPP of Subspace Learning
LPP aims at optimally preserving the neighborhood structure and revealing the intrinsic manifold structure of the data more effectively. In this study, LPP will be used to extract the effective information and then generate subspace dataset as the inputs of GMM.
The optimization procedure of LPP includes two parts: firstly, an adjacency graph is built to describe the neighborhood relationship between the data points, and then LPP projection vectors are optimized so that the neighboring points in original space can remain close to each other in the low-dimensional embedding space.
The details of LPP algorithm is shown as follows. 
Where D is a diagonal matrix as
is usually called the Laplacian matrix. In order to remove the arbitrary scaling factor in the embedding, LPP imposes constrain as follows:
Combining Eqs. (3) and (4), the optimization problem in LPP is expressed as
The above problem can be solved by the generalized eigenvalue decomposition as
The solutions of Equation (5) 
Where i x is projected and then reduced to a d-dimensional vector i y , which preserves the local relationship with its neighbors. Based on the projected data set Y , the high-dimensional data space is reduced into low-dimensional data space, but retaining majority local variation information in the projected data set. With the reduced dimension and preserved local variance information, the extracted features Y will be used as the new input features of the outlier detection model. Therefore, LPP is capable of finding the optimal linear embedding that respects the structure presents in that matrix. The locality preserved character of the LPP algorithm makes it relatively insensitive to outliers and noise.
Outlier Detection Using GMM Based On LPP
GMM, aiming at offering a comparatively richer model than the single Gaussian [15] , can be viewed as a linear superposition of different Gaussian components in which each component is a basis function or a "hidden" unit. GMM can be expressed as
Where each Gaussian density   it is typical to introduce the log likelihood function defined as follows:
The model parameters are optimized in Matlab using Expectation-maximisation (EM) so as to maximize the likelihood of the observed data. A good reference o n the topic of expectation maximization is provided by Bishop [16] . The EM algorithm is initialized by centering the GMM components on randomly selected samples from the training set, it can not guarantee to find the global optimum, so that it is expected that the performance from different optimization runs will differ slightly. The EM optimization step is thus repeated a number of times, and the solution which offers the best results is subsequently selected.
Once a GMM is constructed by using the normal data set, it is then used to detect outlier. For each new input, GMM provides   P n x  (see Equation (8)), the unconditional probability density, which indicates how the input follows the probability distribution of the GMM trained by normal dataset. The GMM outputs corresponding to the outlier data should be enough smaller than outputs of the GMM for normal data, which is usually set to 5% in practice [18] .Thus, log likelihood can be a good quantification indication for evaluating. In general, since the log likelihood value is smaller than zero, to improve its intelligibility, negative log likelihood probability (NLLP) (Equation10)is used as the quantification indication in this study.
Experiment and Result Analysis

Data Description of Energy Disaggregation In House
In order to evaluate the proposed outlier detection approach in energy disaggregation, the actual electricity consumption measurements released by Kolteret al. [3] at http://redd.csail.mit.edu. are used here. The dataset contains both appliance and total consumption level data from six households in the USA collected in April and May 2011. The REDD consists of high frequency, 15kHz, whole home current and voltage data, low frequency power data of individual circuits and plugs sampled at an order around 1Hz. Some of the houses contain a single appliance (e.g., a dishwasher), other houses contain multiple appliances (e.g., lights, kitchen outlets), there are approximately 20 consecutive days of measurements available for each house.
Experiments and Result Analysis
In this study, we chose the energy consuming appliances in houses #5, and the 21 original features from the 26 multiple appliances (General information about experiments datasets which used is briefly introduced in Table 1 ). In order to investigate the effectiveness of the proposed approach, we extracted 1000 examples as normal data for train. And other 530 example are chose as the test data set which may include normal data and outlier data. All the samples (attribute) have been normalized into [0, 1]. 
The Effectiveness of Data Point Distribution Using Different Subspace Learning Between PCA and LPP
In this subsection, we visually compared effectiveness using different subspace learning between PCA and LPP. LPP and PCA of subspace learning techniques are implemented for finding the original manifold of the training data set in low dimensional space. PCA is based on the global geometric structure, LPP is based on preserving the neighborhood structure and revealing the intrinsic manifold structure of the data. The LPP and PCA are implement on the data set to obtain the three dimensional data vectors (in order to good data visualization). The projection of testing data on the selected three data vectors is performed by using Equation (7) . Data point distributions based on the subspace learning in three dimensional data space by LPP and PCA are shown in Figure 1 (a), (b) . From Fig.1 (a) , it is found that method based on PCA is difficult to describe the data set when the distribution of data is non-Gaussian, multi-dimensional and multiple states processes. From Figure 1 (b) , it is obvious that different Gaussian components are separated very effectively based on LPP. In comparison with PCA, LPP has a better separation of the four Gaussian components on low dimensional data space, and giving a better description to reflect the intrinsic structure of the input data. The local structure is more important for outlier detection in energy disaggregation based on GMM.
Outlier Detection Results in Energy Disaggregation
The outlier detection results in energy disaggregation based on GMM with LPP or PCA compared on REDD are shown in figures.2-3, respectively. During the training period, we use the normal dataset (i.e., 1000 samples) of choice to construct the corresponding GMM model and design two test scenarios are designed to examine the performance of Outlier detection in energy disaggregation based on GMM with LPP or PCA data preprocess.
LPP is first implemented based on the training data set according to Equation (7) to get subspace data projection. The first six eigenvectors corresponding to the larger six Eigenvalues are used to implement data projection. Then K-means clustering is implemented to identify the number of Gaussian components (i.e. the initialize parameters of GMM). (Experiments proved, GMM with 6 Gaussian components according to Equation (8) . that is enough for modeling the train data set.)The trained GMM is used to detect outlier for the 530 test sample. The negative log likelihood probability of each test sample is shown in Figure 3 . it is show that data points corresponding to the outlier state are well separated from the normal data points.
For the purpose of comparison, the PCA use the same dimensional data space for projection as LPP ways. The same test sample and initialize parameter of GMM are used. The results are shown in As shown in Figures.2-3 , we can observe the following: The proposed method achieves better performance compared on the method based on PCA method in outlier detection, From Figure 2 , method based on PCA only identified part of the outliers and part of normal samples are classified incorrectly and its probability density is too small, especially the sample points from Num. 230 to 310. It is clear that GMM in REDD based on PCA can not correctly building the multiple states and multiple Gaussian model, and bad for our outlier detection. Figure 3 shows the final NLLP curve of outlier detection in energy disaggregation using GMM based on LPP. We can observe that a large proportion of the outliers is identified and at the same time is classified correctly normal samples with probability density is not too small. Data preprocess based on LPP can preserve local structure of the original normal data set, and better for energy disaggregation research.
In order to typically evaluate the performance of outlier detection in differently ways, two types of rates are used: namely the fraction true-positive (TP) and the fraction false-positive (FP) [7] . The TP defined in Equation (11) is computed as the fraction of the number of correctly detected normal samples to the total number of normal data. The FP defined in Equation (12) is computed as the fraction of the number of outlier examples that are incorrectly detected as normal data to the total number of outliers.
Normal samples correctly classified TP= Total normal samples (11) Outliers incorrectly classified FP= Total outliers samples .
As shown in Tables 2, the outlier detection results based on GMM with LPP can significantly improve the performance of outlier detection in energy disaggregation, increase the fraction true-positive from 93.8% to 97%, decrease the fraction falsepositive from 35.48% to 25.8%. 
Conclusion and Future Work
The use of outlier-free data is very important for building reliable system models with machine learning and data mining techniques for energy disaggregation. This paper has proposed an LPP-based GMM approach for outlier detection on REDD.
The presented results clearly demonstrate that outlier detection using GMM based on LPP can obtain a fairly better and clearer separation outlier f rom normal data, at the same time maintain the original characteristics of the data. It showed stronger robustness, comparing with the PCA。 In the future, we would use outlier-free data of REDD to study energy, energy consumption patterns and sustainability problems.
