Abstract. We consider the problem of identifying an unknown Boolean function f by asking an oracle the functional values f (a) for a selected set of test vectors a ∈ {0, 1} n . Furthermore, we assume that f is a positive (or monotone) function of n variables. It is not known yet whether the whole task of generating test vectors and checking if the identification is completed can be carried out in polynomial time in n and m or not, where m = | min T (f )| + | max F (f )| and min T (f ) (respectively, max F (f )) denotes the set of minimal true (respectively, maximal false) vectors of f . To partially answer this question, we propose here two polynomial time algorithms that, given an unknown positive function f of n variables, decide whether f is 2-monotonic or not, and if f is 2-monotonic, output both sets min T (f ) and max F (f ). The first algorithm uses O(nm 2 + n 2 m) time and O(nm) queries, while the second one uses O(n 3 m) time and O(n 3 m) queries.
1. Introduction. We investigate in this paper the problem of identifying an unknown Boolean function f by successively constructing test vectors a ∈ {0, 1} n and asking an oracle their functional values f (a) (i.e. membership queries). We propose two polynomial time algorithms for a specific class of 2-monotonic positive Boolean functions.
Recall that a Boolean function (or simply called a function) f of n variables is a mapping f :{0, 1}
n → {0, 1}. We shall write g ≤ f if g(a) = 1 implies f (a) = 1 for vectors a ∈ {0, 1} n . If g ≤ f and there exists a vector a satisfying g(a) = 0 and f (a) = 1, we shall write g < f . A function f is called positive (or monotone) if a ≤ b (i.e., a i ≤ b i for i = 1, 2, . . . , n) always implies f (a) ≤ f (b). A vector a ∈ {0, 1} n is a true (resp. false) vector if f (a) = 1 (resp. f (a) = 0) holds. The set of true vectors and false vectors of f are respectively denoted T (f ) and F (f ). Call a true vector a minimal (resp. maximal) if there is no true vector (resp. false vector) b such that b ≤ a (resp. b ≥ a) and b = a. The sets of minimal true vectors and maximal false vectors are respectively denoted min T (f ) and max F (f ). The definition of 2-monotonicity is given in Section 2. We only point out here that the class of 2-monotonic positive functions properly includes the class of positive threshold functions [20, 26] .
The problem of identifying Boolean functions arises in various settings of theory and practice. A first application is the testing of logic circuits, i.e. the identification of the Boolean function realized by the circuit. This identification requires the selection of a (possibly small) set of binary vectors on which the circuit is to be tested. Another example is found in the process of forming a concept from partially observed data [6, 11] , in which hypotheses for the functional form of a hidden Boolean function are generated. It is assumed that the hidden function belongs to a specified subclass of Boolean functions, known a priori.
Probably the most rigorous mathematical basis for our problem is provided by the recent development of computational learning theory. The problem discussed in this paper is an example of exact learning (see e.g. [1] ), in which only membership queries are allowed. Our result shows that a polynomial time exact learning of this type is possible for the class of 2-monotonic positive Boolean functions.
If no a priori information is available about the Boolean function f , it is obvious that it cannot be identified unless the values f (a) for all 2 n vectors a ∈ {0, 1} n are tested. Therefore the problem becomes interesting only when some knowledge about f is at hand. An important class in the above problem setting of concept formation and learning theory is that of positive functions.
In this paper, a positive function will be considered identified if both the sets of minimal true vectors, min T (f ), and maximal false vectors, max F (f ), are explicitly obtained. We shall call these two sets the output of the identification algorithm, where the length of output is denoted
This definition, while it may appear somewhat redundant since either of these sets can be computed from the other, is justified by the following two reasons. First of all, in general, the computation of one of these sets from the other can take exponential time in the size of these sets. Second, the knowledge of both sets, min T (f ) and max F (f ), is necessary to ensure that the function obtained at the end of the algorithm is indeed completely specified. It is known that the total size m of these sets can become as large as
, and therefore polynomiality in n only cannot be expected. However, the complexity of an identification algorithm in terms of both the input and the output sizes is not known.
The papers by Angluin [1] and Gainanov [14] contain an algorithm that identifies min T (f ) of a positive function f of n variables by issuing O(n| min T (f )|) membership and equivalence queries. (Equivalence queries test whether the target function f is equivalent to the hypothesis f .) This means that the identification can be done in polynomial time if both membership and equivalence queries are allowed. An explanation for this is the fact that if f and f are not equivalent, the equivalence oracle returns a binary vector a at which f and f disagree, and which is sent then to the membership oracle. However, when only membership queries are allowed, the time to generate such query vectors must be taken into account, and, in spite of intensive studies on this topic (see, e.g., [4, 14, 15, 16, 24] ), it is not yet known whether this can be accomplished in polynomial time or not. Note however that if we measure the complexity only by n and m 1 = | min T (f )| (instead of m), Angluin obtained a negative result (see [1] ), showing that there exists a positive Boolean function f which cannot be identified by polynomial (in n and m 1 ) number of membership queries even if unlimited computation time is allowed. The underlying reason for this is that, for any vector a ∈ max F (f ), there exists another positive Boolean function f for which min T (f ) = min T (f ) ∪ {a}. Hence the information, necessary to distinguish between f and f , assumes a membership query for all such vectors a. This implies that the identification of f requires at least as many as m 0 = | max F (f )| membership queries, and this quantity m 0 is known to be exponential in n and m 1 for many positive Boolean functions. This is another reason to introduce in this paper the parameter m = m 0 + m 1 for evaluating the complexity of an identification algorithm.
It is being realized that the problem of identifying a general positive function by membership queries is equivalent to many other problems, in the sense that the former is solvable in polynomial time in n and m if and only if the latter problems are solvable in polynomial time. Among the many problems of this type (see e.g. [4, 12] ), we mention the dualization of positive Boolean functions, the recognition of self-dual positive functions, the recognition of saturated simple hypergraphs, and so forth. Although the exact complexity of these problems is still open, the recent result by Fredman and Khachiyan [13] shows that these problems can be solved in O(m o(log m) ) time, suggesting that it is quite unlikely that they are NP-hard.
The main results in this paper are two polynomial time algorithms (more precisely, incrementally polynomial time algorithms [17, 18] ), which, for a given unknown positive function f of n variables, decide whether f is 2-monotonic or not, and if it is 2-monotonic, output both min T (f ) and max F (f ). The first algorithm uses O(nm 2 + n 2 m) time and O(nm) queries, while the second one uses O(n 3 m) time and O(n 3 m) queries. (Throughout this paper, the stated computation time does not include the time spent on the oracle to answer the given membership queries.) A preliminary version of this paper has appeared as [7] . The proposed algorithms make use of the results of Gainanov [14] and Valiant [25] to generate a vector in min T (f ) ∪ max F (f ), and of a new characterization of 2-monotonic positive functions in terms of their sets of minimal true and maximal false vectors. They are also related to the results in [3, 5, 10, 21, 22] showing that the dualization of 2-monotonic positive functions can be done in O(mn) time. We also note that there are some other classes of positive functions for which polynomial time identification algorithms are known [19] , which are based on the concept of maximum latency of function classes.
In concluding this section, we comment that there is a wide spectrum of research about the exact learning of Boolean functions. Most of this research, however, is based on the model of using both membership and equivalence queries. In this model, in addition to the class of positive functions, there are a number of classes such as read-once functions (see, e.g., [2, 9] ), which are learnable in polynomial time in n and the length of the formula expressing the function. Recently, [8] showed that any Boolean function is polynomially learnable either as DNF (disjunctive normal form) or CNF (conjunctive normal form).
2. Definitions and Basic Properties. Let f be a positive function of n variables. f is completely characterized by one of the sets min T (f ) and max F (f ), since f is for example defined by
It is known in Boolean algebra that another characterization of a positive function f is that f has a disjunctive form in which all literals appear uncomplemented. In this case, each prime implicant of f corresponds one-to-one to a minimal true vector of f . The dual f d of a function f is defined by
wheref (respectivelyx) denotes the complement of f (respectively x). The Boolean expression of f d is obtained from that of f by exchanging ∧ (and) and ∨ (or), as well as the constants 1 and 0.
An assignment A of binary values 0 or 1 to k variables x i1 , x i2 , . . . , x i k out of all n variables is called a k-assignment, and is denoted by
where each of the values a 1 , . . . , a k is either 1 or 0. Let the complement of A, denoted byĀ, represent the assignment obtained from A by complementing all the 1's and 0's of A. When a function f (x) of n variables and a k-assignment A are given,
denotes the function of (n − k) variables obtained by fixing the variables x i1 , x i2 , . . ., x i k as specified by A.
Let f be a Boolean function of n variables. If either f A ≤ fĀ or f A ≥ fĀ holds for every k-assignment A, then f is said to be k-comparable. If a function f is kcomparable for every k such that 1 ≤ k ≤ m, then f is said to be m-monotonic.
(For more detailed discussion on these topics, see e.g. [20, 26] 
It can be shown that if f is positive, then it is 1-monotonic and f (xi←1) ≥ f (xi←0) holds for every i. Now consider a 2-assignment A = {x i ← 1, x j ← 0}. The relation f A ≥ fĀ (respectively, f A > fĀ) will be denoted by x i f x j (respectively, x i f x j ). Two variables x i and x j are said to be comparable if either x i f x j or x i f x j holds. When x i f x j and x i f x j hold simultaneously, we shall write x i ≈ f x j . If f is 2-monotonic, the binary relation f over the set of variables is known to be a total preorder. A 2-monotonic positive function f of n variables is called regular if
Any 2-monotonic positive function becomes regular by permuting the variables.
As an example, consider a function f = x 2 ∨ x 1 x 3 of three variables. It can be checked easily that f (x; x i ← 1) ≥ f (x; x i ← 0) for i = 1, 2, 3 as easily checked, and hence f is 1-monotonic and positive. The 2-monotonicity of f can be checked in the same way, and x 2 f x 1 ≈ f x 3 holds. Although f is not regular, after the relabeling x 1 = x 2 , x 2 = x 1 and x 3 = x 3 , it becomes a regular.
The property of 2-monotonicity was originally introduced in conjunction with threshold functions (e.g., [20, 26] ). A positive function f is called threshold if there exist n + 1 non-negative real numbers c 1 , c 2 , . . . , c n ≥ 0 and t such that:
As c i > c j implies x i f x j and c i = c j implies x i ≈ f x j , a threshold function is always 2-monotonic. The converse, however, is not true.
3. Outline of the Algorithms. We shall present an outline of our algorithms which, for a given unknown positive function f , decide whether f is 2-monotonic or not, and, if the function f is 2-monotonic, output min T (f ) and max F (f ). Both of the presented algorithms will be based on an oracle to obtain the values f (a) for a selected set of vectors a, i.e. on membership queries. The details of the steps of the algorithms and the analysis of their time complexity will be given in the subsequent sections.
In the proposed algorithms, we shall maintain two subsets of vectors M T and M F , such that
Let us define the sets of vectors T and F by
and let us call a vector a unknown if a ∈ T ∪ F, since f (a) for such a vector a cannot be deduced from the knowledge of M T and M F . Given a binary vector a = (a 1 , a 2 , ..., a n ), letā = (ā 1 ,ā 2 , ...,ā n ) denote its complement. Let us define further two positive functions g 1 and g 0 by
In each iteration of the algorithms, given the current sets M T and M F , we test whether the two functions g 0 and g 1 satisfy the following two conditions: (a) Both g 1 and g 0 are 2-monotonic. (b) The orders of variables for g 1 and g 0 coincide; i.e. x i g1 x j if and only if x i g0 x j for any i = j.
If these conditions do not hold, we shall distinguish two cases: (i) We can conclude that f is not 2-monotonic (and the algorithms stop).
(ii) We can find an unknown vector a with respect to the current M T and M F . In this case, with the aid of membership queries, another vector c is generated from a for which we have
Then M T or M F is augmented with c, and the algorithms proceed to the next iteration.
On the other hand, if g 1 and g 0 satisfy both of the above conditions (a) and (b), we test whether the current M T and M F satisfy
The following outcomes are possible:
. Our algorithms stop here.
(iv) Condition (8) does not hold. Then an unknown vector a is found and the algorithms proceed as in the above (ii).
The above procedure is repeated until it stops in (i) or (iii). The key tasks in an efficient implementation of these steps are the following: Task 1. Initializing the sets M T and M F . Task 2. Checking whether both of the conditions (a) and (b) hold for the current g 1 and g 0 of (6), and if not, either concluding that f is not 2-monotonic, or providing an unknown vector a. Task 3. Checking whether the termination condition (8) holds or not, and if not, providing an unknown vector a. Task 4. Given an unknown vector a, finding a vector c which satisfies (7) . These points will be separately discussed in the subsequent sections. As we shall see, task 1 is quite easy, and a polynomial time solution for task 4 is already wellknown. The contribution of this paper consists mainly in providing polynomial time algorithms for tasks 2 and 3 above.
Construction of a Minimal True
Vector or a Maximal False Vector of f . Given an unknown vector a of a positive function f , Gainanov [14] and Valiant [25] present an algorithm to enlarge the set M T ∪ M F , by finding a vector c satisfying (7) . It proceeds as follows.
Assume that an unknown vector a 0 = a satisfies f (a) = 1. For i = 1, 2, . . . , n, define
where e i denotes the i-th unit vector. Then c = a n satisfies c ∈ min T (f ) and c ≤ a, implying that c satisfies (7) .
The case of f (a) = 0 is treated symmetrically, and the algorithm produces a vector c ∈ max F (f ). In either case, at most n + 1 vectors are tested by membership queries and the total time required for this task is O(n).
As an example, consider a positive function f of five variables and assume that M T = ∅ and min T (f ) = {10100, 01010}. Let us test the vector a = (11110). Clearly, f (a) = 1 (since a > 10100), and the following sequence is generated.
Consequently, c = a 5 = (01010) is a minimal true vector.
5. An Algorithm for Identifying 2-Monotonic Functions. We present in this section an algorithm IDENTIFY-1 for identifying a 2-monotonic positive function in O(nm 2 + n 2 m) time by asking O(nm) queries. Another procedure that requires O(n 3 m) time and O(n 3 m) queries will be presented in the next section.
5.1. Initialization. If M T = ∅ and M F = ∅, any a is an unknown vector. It is convenient to start with a 1 = (111 . . . 1). If f (a 1 ) = 0, then the positivity of f implies that f is identically 0 (i.e., f is identified). Let us assume therefore that f (a 1 ) = 1, and let c 1 be the vector (satisfying (7)) obtained by the algorithm described in Section 4. A similar procedure is then applied to a 0 = (000 . . . 0). If f (a 0 ) = 1, then f is identically 1 (i.e., f is identified), otherwise a vector c 0 satisfying (7) is produced. Our algorithms initialize M T and M F as M T := {c 1 } and M F := {c 0 }.
5.2.
Checking the 2-monotonicity of g i . Since g 1 and g 0 of (6) can be treated in a similar manner, in this subsection we shall refer to either of g 1 and g 0 as g, and to either of the corresponding sets M T and CM F = {ā|a ∈ M F } as M . In other words, min T (g) = M holds. The algorithm described below decides if g is 2-monotonic or not, and if g is 2-monotonic, it also computes the g -order of the variables. The cases in which g is not 2-monotonic, or the orders g1 and g0 do not coincide will be discussed in the next two subsections.
Let us note that the existence of a pair of vectors a and b for which
and
x j , then there exist vectors a and b such that g(a ) = 1 (possibly a ∈ M ), g(b ) = 0, and (10) holds for a and b . By the definition of g, there exists a vector a ≤ a for which a ∈ M . For this vector a, g(a) = 1 holds and hence a ≤ b , which implies that a i = 1 and a j = 0. Let us then define a vector b by
Since b ≤ b follows from a ≤ a , the vectors a and b satisfy conditions (9) and (10) . Therefore the existence of a pair of vectors a and b satisfying (9) and (10) is a necessary and sufficient condition for x i x j . In other words, x i x j if and only if there is no pair a and b that satisfy (9) and (10), which is then equivalent to saying that, for every vector a ∈ M and indices i = j for which a i = 1 and a j = 0, (11) there exists a vector d ∈ M satisfying
Summarizing these we obtain the following. Lemma 5.1. . Given a positive Boolean function g with M = min T (g), and indices i = j, the following three conditions are equivalent:
(ii) There is no pair of vectors a and b satisfying (9) and (10).
(ii) For every vector a ∈ M satisfying (11) there exists a vector d ∈ M satisfying (12).
Let us observe that the existence of indices i = j for vectors a, d ∈ M satisfying (11) and (12) 
To test conditions (11) and (12), we shall construct for each a ∈ M an n × n matrix P (a), such that P ij (a) = 1 if a satisfies (11) and there is no d ∈ M satisfying (12) 0 otherwise, (14) and let
The next lemma follows immediatly from Lemma 5.1 and from the definition of P .
Lemma 5.2.. For a positive function g we have (i) x i ≺ g x j if and only if P ij = 0 and P ji > 0, (ii) x i ≈ g x j if and only if P ij = 0 and P ji = 0, (iii) x i and x j are not comparable (implying that g is not 2-monotonic) if and only if P ij > 0 and P ji > 0.
The 2-monotonicity of g can be tested by constructing the matrix P and applying Lemma 5.2. If g is 2-monotonic, the order g of the variables can also be obtained from P .
Let us now consider the computation of the matrices P (a) and P . Initially we start with P ≡ 0 corresponding to M = ∅. Let us assume, in the general step, that P for the current M has already been computed, and a new vector c is added to M .
Step 1. Initialize the matrix P (c) by setting P ij (c) := 1 if c i = 1 and c j = 0, 0 otherwise, (16) and let M := M ∪ {c} and P := P + P (c).
Step 2. Compare c with each e( = c) ∈ M to see if condition (13) holds. If c and e can be regarded as a and d in (13), respectively, then let P ij (c) := 0 for all the i and j satisfying (11) and (12) . Similarly if c and e can be regarded as d and a in (13), respectively, then let P ij (e) := 0 for all the i and j satisfying (11) and (12).
Step 3. Update the matrix P to reflect all modifications in Step 2.
The time required in Step 1 is clearly O(n 2 ). As noted in condition (13), there is a unique index j used in modifying matrices P ij (c) or P ij (e) in Step 2, and thus
Step 2 requires O(n) time for each vector e ∈ M . Hence the total time for Step 2 is O(n|M |). Finally, Step 3 to update P as a result of the changes of P ij (c) and P ij (e) in Step 2 can be done in O(n|M |) time. Therefore, the time required to increment M by a vector c is O(n|M | + n 2 ). Since the sets M T and M F can be incremented by at most | min T (f )| and | max F (f )| times, respectively, the total time required for this part is
When g is not 2-monotonic.
Assuming that the g tested in the previous section is not 2-monotonic, we show here that either one can conclude that f is not 2-monotonic or one can find an unknown vector (as discussed in (i) and (ii) of Section 3).
If g is not 2-monotonic, there must exist indices i = j for which P ij > 0 and P ji > 0. This implies by the definition of P that there exist vectors a, b ∈ M for which
Let us define the vectors a and b by complementing the i-th and j-th components of a and b, respectively. We shall consider the cases g = g 1 and g = g 0 separately.
If g = g 1 (and hence M = M T ), then the vectors a and b do not belong to T , i.e., there is no a ∈ M T or b ∈ M T such that a ≥ a or b ≥ b , since the existence of such an a ∈ M T (respectively b ∈ M T ) would contradict the assumption P ij (a) > 0 (respectively P ji (b) > 0) (in view of condition (13) 
5.4.
When the variable orders of g 1 and g 0 do not coincide. Assume that g 1 and g 0 of (6) are both 2-monotonic but the orders g1 and g0 of the variables do not coincide. In this case we shall identify an unknown vector.
For simplicity, let x i g1 x j but x i ≈ g0 x j or x i ≺ g0 x j . In order to avoid confusion, let us denote P ij (a) for g 1 (respectively for g 0 ) by P 1 ij (a) (respectively by P 0 ij (a)). Then, as discussed in Subsection 5.2, there is a vector a ∈ M T with P 1 ij (a) > 0 and a i = 1, a j = 0, (17) and the vector a obtained from a by complementing the components a i and a j does not belong to T (since there is no d ∈ M T satisfying (13) for this a). This a does not belong to F either, i.e., it is an unknown vector. Indeed, if a ∈ F , then there is a vector a ≥ a with a ∈ M F . It is easy to see that a i = 0, a j = 1, a i = 0, a j = 1, a k ≥ a k for k = i, j. Thereforeā i = 1,ā j = 0,ā i = 0,ā j = 1,ā k ≤ā k for k = i, j. Thenā ∈ CM F (i.e., g 0 (ā ) = 1) and a ∈ M T (i.e., g 0 (ā) = 0) together imply that there is no vector d for which the pairā and d satifies (13) . Thus, P 0 ij (ā ) > 0, in contradiction to the assumption that x i ≈ g0 x j or x i ≺ g0 x j .
Similarly, if x i g0 x j but x i ≈ g1 x j or x i ≺ g1 x j , then there is a vector a ∈ CM F satisfying (17) . Defining a similarly as above, we see thatā is an unknown vector.
5.5.
Checking if g 1 = f . Assume now that both g 1 and g 0 are 2-monotonic, and the orders g1 and g0 coincide. We show how to test condition (8) of Section 3, and how to obtain an unknown vector if (8) does not hold (i.e., steps (iii) and (iv) of Section 3). For simplicity of discussion, we assume in this subsection that (18) i.e. g 1 and g 0 are regular. The order (18) can be obtained in O(n log n) time by applying a sorting algorithm to the preorder gi . If the sets T and F are defined by (5) , then the definition of g 1 and g 0 shows that
From the assumption (18) and the definition of the gi order, it follows that the set T is left-shift stable, i.e., a ∈ T implies a + e i − e j ∈ T for any i < j such that a i = 0 and a j = 1, (20) where e i is the i-th unit vector, and similarly, F is right-shift stable, i.e., b ∈ F implies b − e i + e j ∈ F for any i < j such that b i = 1 and b j = 0. (21) Our test algorithm for condition (8) is based on the following lemma.
Lemma 5.3.. Assume that both of the functions g 1 and g 0 defined from M T and M F are 2-monotonic, and satisfy (18) . If M T , M F and T, F of (5) further satisfy the properties that (i) a − e j ∈ F for all a ∈ M T and for all j with a j = 1, and (ii) b + e j ∈ T for all b ∈ M F and for all j with b j = 0, then there is no unknown vector, i.e., M T = min T (f ) and M F = max F (f ) (hence
Proof. Taking any vector c ∈ F , we show that c ∈ T . (This proves that there is no unknown vector c ∈ T ∪ F .) Let us choose the maximum k such that the vector c k defined by
Obviously k < n and 
* ≤ c by (23), (24) and (25). This implies c ∈ T , proving the lemma. To prove (27), assume that and hence c k+1 ∈ F is implied by assumption (i) applied to d * ∈ M T . However, this contradicts the maximality of k, and hence (27) holds.
In order to check the conditions (i) and (ii) of this lemma, we shall need the following characterization, which follows directly from the definition of regularity. Furthermore, as pointed out in [23] , the existence of a ∈ M T (respectively, b ∈ M F ) satisfying a ≤ y (respectively, b ≥ y) for a given vector y can be tested in O(n) time, if g 1 defined by M T (respectively, g 0 defined by M F ) is regular. Such a procedure will be described below for the case of M T , as M F can be handled analogously.
Let us store all the vectors of M T in a binary tree B(M T ) of height n, in which the left edge (respectively, right edge) from a node in depth j − 1 represents the case x j = 0 (respectively, x j = 1). A leaf node v of B(M T ) in depth n stores the vector a ∈ M T , the components of which correspond to the edges of the path from the root to v. In order to have a compact representation, edges with no descendants are removed from B(M T ). An example for such a binary tree is shown in Fig. 1 corresponding to the set M T = {011, 101, 110}. Given a vector y, the algorithm starts from the root v 0 of B(M T ), and follows the edges down to the leaf corresponding to a vector a satisfying a ≤ y. At each node v j−1 of depth j − 1 in B(M T ), an edge is selected by the following rule: 1. If j ≤ n and y j = 0, then follow the left edge from v j−1 to the next node v j . If there is no left edge to follow, then stop (there is no a ∈ M T satisfying a ≤ y). 2. If j ≤ n and y j = 1, then follow the right edge from v j−1 . If there is no right edge from v j−1 , then follow the left edge to the next node v j . 3. If j = n + 1, then stop (the vector a associated with the current leaf v n satisfies a ≤ y). Based on Lemma 5.4 and on this algorithm, it is easy to see that condition (i) of Lemma 5.3 for a vector a ∈ M T , and condition (ii) for a vector b ∈ M F , can be checked in O(n) time, respectively. In the algorithm of this section, the sets M T and M F are gradually augmented. Therefore, in each iteration, the conditions (i) and (ii) have to be checked only for the newly added vectors a ∈ M T and b ∈ M F . Therefore, the total time needed for this part is
In this process, if condition (i) or (ii) of Lemma 5.3 fails to hold (i.e. either no b ∈ M F satisfies b ≥ a − e j or no a ∈ M T satisfies a ≤ b + e j ), then the vector a − e j or b + e j is an unknown vector for the current M T and M F . In other words, the computation in this subsection either concludes that g 1 = f holds, or provides a new unknown vector.
Remark. Although we did not need it in our algorithm, the condition M T = min T (f ) can also be checked by utilizing a polynomial time algorithm for dualiz-ing a regular function ( [3, 5, 10, 21, 22] ). Since max F (g 1 ) = {ā | a ∈ min T (g {The added c is unscanned. Although not explicitly stated, the matrices P (a) for a ∈ M and P are updated as described in Subsection 5.2.} 11 endif 12 endwhile {g 1 and g 0 are 2-monotonic, and satisfy (18) Let us note next that checking the 2-monotonicity of g 1 and g 0 , and computing their orders g1 and g0 is done by maintaining the matrices P (a) and P for M T and M F , as explained in Subsection 5.2. As discussed there, the total time required for this computation is
The conditions (i) and (ii) of Lemma 5.4 are tested in the inner repeat-loop of lines 13-17. As explained in Subsection 5.5, the total time needed for this step is
Finally, whenever an unknown vector is found, a new vector c in M T ∪M F is computed by the algorithm of Section 4. Since each execution requires O(n) time, the total time needed for this is O(nm). Summing these terms, we see that the time complexity of IDENTIFY-1 is
The number of queries, i.e., test vectors a for which f (a) are evaluated, is O(nm). This can be shown as follows. 6.1. Reducing time complexity of IDENTIFY-1. Since frequently m > n holds, the computation of the matrices P (a) and P for M = M T and M = CM F (see Subsection 5.2), requiring O(nm 2 + n 2 m) time, represents the most time consuming portions of IDENTIFY-1. We shall show here that in case m > n 2 , the total complexity can be reduced at the cost of increasing the number of queries.
We first consider the computation of P (a) and P . For simplicity, consider the case of M = M T and g = g 1 . Instead of conditions (9) and (10) The matrix P is then defined by (15) . Since here the condition g(b) = 0 in (9) is replaced by f (b) = 0, P (a) is independent of other members of M T . Therefore, once P (a) is computed at the time of generating a ∈ M T , it will not change later on. Also it is not difficult to show that Lemma 5.2 of Subsection 5.2 holds for the matrix P defined in this way.
The computation of the values P ij (a) for a ∈ M T is carried out by generating vectors b obtained by complementing the components a i and a j of a, for all pairs of indices i = j for which a i = 1 and a j = 0, and asking then the oracle whether f The analysis of the time and the number of queries proceeds in a manner similar to Subsection 5.6. The time required to construct each P (a), a ∈ M T ∪ M F , is O(n 2 ) as discussed in Subsection 6.1, and therefore the total time of these operations is
The number of queries in this part is also O(n 2 m). The operations related to determining if the vector b is unknown or not, and the generation of new vectors c, requires both O(n 3 ) time and queries, for every vector a ∈ M T ∪ M F . Therefore both the total time and the total number of queries of all these operations are
The total time and the number of queries to check conditions (i) and (ii) of Lemma 5.4 is O(nm) as described in Subsection 5.5. The rest of the computation can be treated as in Subsection 5.6, and will not increase the total complexity. Theorem 6.1.. Given an unknown positive function f of n variables, algorithm IDENTIFY-2 decides whether f is 2-monotonic or not, and if f is 2-monotonic, it outputs min T (f ) and max F (f ). The time required is O(n 3 m) and the number of queries to the oracle is O(n 3 m).
7. Discussion. Two polynomial time identification algorithms are presented in this paper for 2-monotonic positive functions. It would be important to reduce the time complexity and the number of queries further. It appears not unreasonable to conjecture that there is an algorithm with O(n 2 m) time and O(n 2 m) queries. Another more ambitious goal is to develop a polynomial time algorithm for identifying positive (not necessarily 2-monotonic) functions (or to disprove its existence). However, it is known for this case that Lemma 5.3 is no longer true [19] , and hence different novel approaches are needed.
