Existence and uniqueness theorems for solutions of inverse problems for determining weakly relaxation kernels in three-dimensional isotropic viscoelasticity are proved. ᮊ
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Ž . Here g g ‫ޒ‬ is the instantaneous elasticity tensor and M: 0, ϱ ª
Ž . ‫ޒ‬ is the tensor of relaxation or memory kernels. Further, there hold the momentum equations u t, x s t , x q F t, x , t g ‫,ޒ‬ x g ⍀ , 1.2 Ž . Ž . Ž . Ž .
i , t t i j, j i
where u is the displacement of ⍀ and F denotes the body forces. Using 1 Ž . Ž . 1.1 , the well-known equality ⑀ s u q u , and the symmetry rela- However, problems with unbounded kernels have practical interest, too. Many viscoelastic materials have rapidly decreasing memory in small time values and are therefore better described by relaxation kernels with Ž w x. singularities at t s 0 see 23 . In this case the corresponding inverse Ž . problems are more complicated because the integral term of 1.3 with singular M is not of lower order with respect to H H u any more.
We mention that in the case of parabolic integrodifferential equations, which describe the heat flow in media with memory, the situation is different from the one in the viscoelastic case. There the integral terms are Ž w x. of lower order even if the kernels are singular see 4, 5 . In this paper we prove the existence and uniqueness of a solution of an inverse problem for determining the relaxation kernels with weak singularities at t s 0 in three-dimensional isotropic viscoelasticity. Such a result for locally bounded differentiable kernels was previously obtained by w x Ž Grasselli 8, 10, 11 . Inverse problems for determining scalar one-dimen-. w x sional weakly singular relaxation kernels were studied in 17, 20 . Particuw x larly, 17 contains a method similar to the one used in the present paper.
Since in our case the kernels are contained in the main part of the Ž . system 1.3 , we cannot avoid certain monotonicity restrictions to the kernels. However, the restrictions we impose are naturally related to the physical dissipativity of the viscoelastic medium. The main idea is to search the solution M of the inverse problem as a sum of a singular monotone function and a smooth function equal to zero at t s 0. These two parts of M can be extracted from a special function H defined by means of the data of the inverse problem. The singular term of M coincides with the singular term of H and the smooth term of M is obtained from a fixed-point system by use of the smooth term of H. In the case where the singular and smooth parts of H are related to each other by a certain formula, then M contains only the singular monotone addend.
The plan of the paper is as follows. In Sections 2᎐5 we study an abstract hyperbolic identification problem and in Section 6 we apply the abstract results to the problem in viscoelasticity. Sections 7 and 8 contain proofs of auxiliary results.
FORMULATION OF THE ABSTRACT INVERSE PROBLEM
Before formulating the abstract inverse problem we introduce some w . p Ž . notation. Let V be a Banach space and J a subset of 0, ϱ . By L J; V , 1 -p -ϱ, we denote the space of abstract functions from J to V integrable in the Bochner sense with power p and equipped with the norm
where k is a nonnegative integer, consists of abstract functions which have distributional derivatives up to
js0
As usual, the subscript loc assigned to any of these function spaces denotes membership in the corresponding space when restricted to k Ž . bounded subsets of J. Further, C J; V stands for the space of continuous functions from J to V having continuous derivatives up to the order k in k Ž . J. If J is compact then C J; V is a Banach space with the norm Ž . By L L V , V we denote the space of linear bounded operators from a 1 2 Banach space V to another Banach space V . In the case V s V s V we 
Ž .

A2
A is a closed linear densely defined operator in X, such that
Ž . The problem we will consider is as follows. Given , g Y,
hold. Ž . In case M is also known the equation 2.1 together with the initial Ž . Ž . conditions 2.2 forms a direct problem for u: 0, ϱ ª Y. The additional Ž . condition 2.3 is given to recover the kernel M, too. In practice the function h contains certain observation information about u.
Next let us introduce the spaces for which we will seek the kernel M. First, we define the following set M M of monotone possibly singular 
, X is surjective for each ) 0, where I is the unity operator.
In the following we impose the natural assumption 
We note that every function M in M M has infinitely many different decompositions into the sum of monotone and smooth functions M q M , decompositions for a function M from M M, and the set of all first components of these decompositions,
Ž . Ž .
It is easy to verify that the implication
RESOLVENT OF THE DIRECT PROBLEM
In this section we prove the existence and establish some useful proper-Ž . Ž . ties of the solution operator of the direct problem 2.1 ᎐ 2.2 .
We begin by studying an abstract integral equation. Let, as above, Y be a Banach space and X a Hilbert space such that Y ; X densely. Further, 
hold for each t G 0 and y g Y.
The resolvent S t , if it exists, is unique Proposition 6.1 in 22 .
Ž .
Ž . Ž . LEMMA 1. Let 3.1 admit the a t -regular resol¨ent S t .
In particular, strong solutions are unique. 
Proof. Lemma 2 is a consequence of Theorem 6.4 and Corollaries 6.4 w x and 6.6 in 22 .
Ž . Ž .
Imposing stronger assumptions on A A the resolvent of 2.1 , 2.2 enjoys additional regularity properties.
Ž . z g Z. Then, the the resol¨ent S t from Lemma 2 satisfies the following Ž . stronger¨ersion of S3 :
w x Proof. Lemma 3 follows from Proposition 6.2 ii in 22 .
DIFFERENTIATED PROBLEM
Ž . Ž .
In this section we reduce the inverse problem 2.1 ᎐ 2.3 by differentiation to a system of integral equations of the second kind with respect to the second derivative of u and the first derivative of the perturbation part of the kernel M. Thereupon we formulate a lemma which states the existence and uniqueness of a solution to the obtained system. These Ž . Ž . results enable us to prove the main theorems about the problem 2.1 ᎐ 2.3 in the next section.
First, let us impose some further assumptions on the data of the problem.
Ž . A6 There exists a Banach space Z which is densely imbedded into
Ž . A7 The spaces Z and K satisfy the following property: there holds 5 5 5 5 5 5 Bz g Y and Bz F C z for each g K and z g Z, where
C is a positive constant independent of and z.
Ž . The assumptions A6 and A7 are necessary to improve the regularity Ž . Ž . of the resolvent of the direct problem 2.1 , 2.2 in subsequent discussions.
Ž . Ž . Ž . Namely, one can immediately check that A6 and A7 imply Ž . The last assumption A9 is a certain nonvanishing condition for ⌿ and w x . We mention that in the scalar case K s ‫,ޒ‬ dealt with in 17 , the factor Ž . is commutable with B and and the condition A9 is equivalent to the inequality ⌿B / 0.
Further, let us introduce the following abstract function depending on the observation function h and the data , , F of the direct problem Ž . Ž .
, 2.2 :
Ž . Ž . LEMMA 4. Let assumptions A1 ᎐ A9 be satisfied. Then, the following assertions hold:
.3 then the obser¨a-tion functions h and H fulfill the conditions
Ž . Ž . Ž . there holds P P H s P P M , and choosing M , M , H : 0, ϱ ª K so that
Ž . 
Ž . Ž . Proof. First, let us prove the assertions i and ii in the case when Ž . Ž . Ž . form A9 , we derive the formula 
is replaced with the equation
w ẍ s A A M )¨y t ) M ) B¨y M ) tB q B Ž . 0 1 1 w x w x q A A M q A AЈ M q F. 4 . 7 Ž . 0 0 Ž . Ž . 2 Žw . . Ž . Ž . i Let M, u g M M = C 0, ϱ ; Y solve 2.1 ᎐ 2.3 . We fix an arbi- Ž . Ž . trary pair M , M in P P M , set M s M q M ,w x hЉ s ⌿F q ⌿ A A M )¨y M ) t ) B¨q tB q B Ä Ž .
we first rewrite 4.8 in the form
Ž . by 2.8 implies the assertion P P H s P P M . 
and M , H g P P H . Then, from 4.10 we see that
Ä 4
Ž . Proof of Lemma 5 is included in Section 7 of the paper. The proof Ž . Ž . essentially uses the feature that the system 4.5 , 4.6 is of Volterra type and contains nonlinearities which have only convolution structure. This enables us to apply the Banach fixed point theorem in norms with exponentially decreasing weights for this system and reach the formulated Ž . global in t solvability result. The method of norms with exponential weights was applied to inverse problems of memory identification for the w x w x first time in 15 . Its more general treatment can be found in 18 .
MAIN ABSTRACT RESULTS
Ž . Ž .
In this section we prove two theorems about the problem 2.1 ᎐ 2. 
Ž .
Proof. The assertion i immediately follows from
w x w x Here A A H s tA y t ) H B and S s S H is the resol¨ent of the direct
Ž . Ž . we can apply Lemma 4 i . We immediately get the assertion a . Further, Ž . Ž . Ž . Ž . since P P H s P P M , for every M , M g P P M there exists a decom- 
THREE-DIMENSIONAL VISCOELASTICITY
Now let us return to the problem of the identification of relaxation kernels of a viscoelastic body briefly described in the Introduction of the paper. Our aim is to pose this problem more precisely and reformulate abstract Theorems 1 and 2 for it.
For the sake of simplicity let us discuss only the case of the isotropic body ⍀. Then, g and M have the forms Ž . Ž . Ž . Observing 6.1 , 6.2 and supposing that u t, x s 0 for t -0 Ž .
Ž . Let us complement the system 6.3 with the initial and boundary conditions
where ⌫ stands for the boundary of ⍀.
Since the kernels M 1 and M 2 are unknown, we must specify two additional conditions. Suppose that the strain vector acting on the boundary ⌫ and pointing in the direction of the vector n normal to ⌫ is known over two portions of ⌫, namely, n y u t, y n y d⌫ s h t , t g 0, ϱ , s 1, 2, 6.6
where ⌫ are subsets of ⌫ such that ⌫ 1 l ⌫ 2 has zero surface measure. We pose the following inverse problem: Given
Ž . Ž . and u: 0, ϱ = ⍀ ª ‫ޒ‬ such that 6.3 ᎐ 6.6 hold.
Ž . Ž . In order to study the inverse problem 6.3 ᎐ 6.6 by means of the abstract theory of Sections 2᎐5, we must introduce the corresponding spaces and operators. Let 
Next let us set
For any g K and linear C: Y ª X we define the image C: Y ª X of the operator at the point C by the formula Ž .
for w g X 6.13
respectively. Ž . Ž . Ž . Ž . Observing the definitions 6.7 ᎐ 6.14 , the inverse problem 6.3 ᎐ 6.6 Ž . Ž . can be written in the abstract form 2.1 ᎐ 2.3 .
Ž . Ž . Ž . One can immediately check that the assumptions A1 , A3 , and A4 are satisfied for the defined spaces X, Y, K and the operator ⌿. Let us Ž . Ž . Ž . consider the assumption A2 . Evidently, A, B g L L Y, X and A / л. Further, the operator A is densely defined and selfadjoint in X. This by w x Proposition 8.1 of Chapter A in 25 implies the closedness of A in X.
Ž . Thus, A2 holds, too.
Further, let us formulate a lemma which interprets the set of monotone kernels M M in terms of M 1 and
The tensor function M belongs to M M iff the pair
. Ž . M , M from 6.2 belongs to the space M M , which is defined as follows:
M2 there exist c , c G 0 such that
are of positi¨e type, and
hold for each ) 0.
The proof of Lemma 6 is included in Section 8 of the paper. Ž . The assumption A5 is satisfied provided that the inequalities
hold for the given Lame coefficients g 1 and g 2 . Indeed, in this case théŽ . zero element 0, 0 belongs to M M .
0Ž
. Remark 2. A necessary and sufficient condition for M3 is the inequality
. to be satisfied for any strain path ⑀ t in the space W 0, ϱ ; ‫ޒ‬ . To motivate this statement it is enough to mention that by the results of Ž . Ž . Section 8 of the paper the condition M3 is equivalent to M3 and by w x Ž . Ž . Definition 6.4 and Proposition 6.7 in 22 M3 is equivalent to 6.16 . The Ž . Ž w x. inequality 6.16 means the dissipativity of the body ⍀ cf. 6, 14 .Ž . Ž . A sufficient condition for M3 , M4 is the strong dissipativity of ⍀, Ž . which assumes the strict inequality in 6.16 for any strain path . pair M , M belongs to the set M M which is defined as
Here the set M M of smooth components is given by
. Ž .
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Ž . Ž . In order to apply Theorems 1 and 2 to the problem 6.3 ᎐ 6.6 , it Ž . Ž . Ž . remains to verify the assumptions A6 , A7 , and A9 for the introduced Ž . Ž . spaces and operators. The first two conditions A6 and A7 can be checked in a rather straightforward manner. The space Z in these conditions can be defined as 
Ž .
Next let us show that A9 is equivalent to the condition det P / 0, where n y y n y d⌫ n y ⌬ y n y d⌫ Ž . Ž . . from ⌳ , ⌳ . This is so iff det P / 0. But det P / 0 iff det P / 0.
Ž . Thus, A9 is equivalent to the condition det P / 0.
We observe that the operator ⌳ has the inversion formula
here P is the inverse of P. Making use of this formula the tensor
H t H 0 Ž . Ž .
. sol¨ent of the direct problem 6.3 ᎐ 6.5 with M , M replaced with
Ž . H , H and the¨ector functions b t, x , ␤ x gi¨en by the formulae
Ž . Our aim is to show that the operator G defined by GU s GU q f is a contraction in B if is large enough. 
where C , C , C are some constants depending on T. Ž .
where C , C are certain increasing functions and C is a constant. Ž .
where C is again an increasing function. In particular, since G0 s 0, Ž . M4 under the assumption M3 . Lemma 6 is proved.
