controller design approach for high precision pointing maneuver of flexible spacecraft by using adaptive structures is investigated in this paper. A parameter optimization technique is used to find out controller parameters minimizing a desired objective function which represents pointing performance of a flexible space structure. Multi-input and multi-output configuration used in this study also provides insight on the effectiveness of actuator location for improved performance. Copyright 0 1996
INTRODUCTION
Various control approaches have emerged for flexible spacecraft maneuver and vibration control tasks [ 1,2].
The inherent flexibility in the spacecraft makes control law design work very challenging. This is quite true, especially for the case where the desired maneuver accuracy is so high that the interaction between the structure and controllers should be fully taken into account. Active control design using adaptive structures due to its inherent advantages has received significant attention. One of the promising approaches is a feedback law based upon second order compensators which are driven by physical sensor outputs. For the case where position sensor outputs are available, this approach is called Positive Position Feedback (PPF). The PPF design method has been tested in a series of previous studies in conjunction with adaptive structures [3, 4] . It is considered as being useful for collocated sensor/actuator systems even in the presence of actuator dynamics which may cause a potential stability problem. The PPF design, however, has not been fully characterized in terms of robustness as well as performance criterion.
In this study, we investigate the PPF approach from performance perspective. This study is motivated by a control goal of minimizing tip displacement and rotation of a flexible spacecraft structure. In other words, the PPF performance is optimized for active vibration control of a flexible structure. The original PPF subject to a stability constraint is enhanced by optimizing design parameters associated with the PPF.
tPaper IAF 94.1.4.202, presented at the 45th International Asfronaufical Congress, Jerusalem, Israel, 9-14 October 1994.
Compensator design based upon position output only has some inherent advantages, due to the simple structure of the compensator, for which, the main role is to estimate rate information using the position sensor output. A difficult question on the PPF compensator design is how to select a stabilizing set of feedback gains under the influence of multi modes of vibration. The routine application of root locus analysis has limitations, especially for high order multi-input systems. The spectral distribution of the system natural frequencies influences the closed loop system performance in an undesirable manner; this is true in conjunction with arbitrary selected feedback gains.
The selection of PPF gains is dictated by a stability criterion which is in the form of positive definiteness of a matrix consisting of feedback gains and system parameters [3, 4] . It is not, however a straightforward procedure to rely on such a single criterion to find a desirable set of feedback gains. The stability criterion is a rather passive approach in the sense that one can have only stable regions of feedback gains. No particular insight on the efficiency of the feedback gains is provided by the stability criterion alone.
As an extension to the conventional PPF design approach, we seek to set up another criterion, i.e. a cost function to be minimized by feedback gains which are subject to the stability criterion at the same time. The cost function is usually selected in an effort to provide more efficiency of the control action to the system. Also, some of the robustness measures can be combined in the cost function for robustenss of the closed loop system. By introducing the cost function and associated stability constraints, we can find the feedback gains which achieve the design objective in a more systematical way. For a general linearized second order system, the governing equations of motion are given by Mij + Kq = a, Fu (1) where q is the generalized coordinate vector, a, is a constant related to actuator sensitivity, and M, K are the mass and stiffness matrices, respectively. The above equation can be rewritten in the modal coordinate form including modal damping as follows
The PPF design in the previous part can be characterized by a stabilizing feedback gain space as prescribed in eqn (6). The direct selection of feedback gains is not, however, a simple task due to the implicit form of the inequality constraint equation. Small gains are feasible choices since a, and a2 are usually in small orders of magnitude. However, especially for the multi-mode case, a more systematic approach is required for better performance of the compensator. ij+Drj+@=a, Fu (2) where q is the modal coordinate vector defined by q = @q, F = QTF is a modal control distribution matrix, and D is the modal damping matrix. Next, the compensator equation can also be written in the modal coordinate form as follows
Motivated by general optimization of a Linear Quadratic Regulator (LQR) cost function, we suggest the following cost function to be minimized by the feedback gains being subject to the constraint equation, eqn (6).
where y is a measurement vector from the sensor and a2 is a constant representing sensor sensitivity. As a special case of collocated sensor/actuator system, the measurement vector y is given by [4, 6] J(P) = ; s I (xTQ, x + uTQ,,u) dt (7) where E is a special constant matrix introduced to diagonalize a feedback gain matrix even in the case of single sensor/actuator system and multi-mode compensators. Now, by choosing an appropriate E and the control input u in the form of position feedback from compensator output, we arrive at the following set of system and compensator equations [3, 4] 
The stability condition for the two combined systems can be written as a2CTGC > 0 (6) i.e. the matrix should be positive definte. Note that feedback gain matrix G consists of each feedback gain which is associated with each flexible mode. It also should be noticed that the stability criterion in eqn (6) does not depend on the structural properties of the compensator. For a single mode control with single compensator, it can easily be shown that the controller efficiency is maximized when the compensator and system natural frequencies match together. This can be proven by using a frequency response function and phase relationship between compensator input governed by system dynamics and compensator output.
The above equation, for notational simplicity. is written as
where A= A -BG, and u = -Gx. Using the above equation, the cost function defined in eqn (7) becomes
Hence, our optimization problem can be restated as follows
Adaptive structures 177 where is = P, + P,,. Note that P, and P,, are positive The overall algorithm can be described as follows. definite matrices if A is stable and satisfy the First, we seek to find a design parameter vector p in following Lyapunov equations [5] such a way that
For later use in the optimization, the analytical expression for the partial derivative of the cost function J with respect to design parameters is given as follows [5] Minimize J(p), subject to 52 -alazCTGC > 0. (15) First, we define an objective function which is parameterized by a homotopy parameter y
where y is called a homotropy parameter sweeping from zero for a trivial case with Jo = J(pfcanblr) to unity with the final desired goal J0 = J,,,,. The initial choice of the parameter prEar,ble vector must be found to satisfy the inequality constraints in eqn (15). Sequential programming then consists of sweeping 7 with some adaptive increments dictated by convergence progress of updating design parameters p. Each y and corresponding J,,(y) defines a portable objective along the way toward Jeodl. J,,,,, may not be feasible in general, and should be interpreted as "the best one could hope for". When convergence to J,,(y) cannot be achieved for a small tolerance increase in y, we adopt the solution corresponding to the largest y for which convergence is achieved as the constrained minimum. We implement this strategy by forming a homotopy map
where V is the solution of the complementary Lyapunov equation
Therefore, by solving the two Lyapunov equations in eqns (12) and (14), we obtain the cost function and derivative of the cost function with respect to design parameters analytically. Next, we apply an optimization algorithm, so-called Homotopic Nonlinear Programming, by using the information obtained in the above stage.
Homotopic nonlinear programming
This algorithm is a modification of the original two-stage homotopic nonlinear programming method [7] . The central idea of this algorithm is the use of minimum norm differential correction to iteratively modify the design parameters [7, 8] . This algorithm has a close connection with generalized Newton processes for solving a system of underdetermined nonlinear equations. On each iteration, we seek to minimize the norm of s correction vector required to satisfy specified equality constraints. The constraint boundaries are swept in the homotopy process from constraints easily achieved initially to those of the final design. The constraint functions are locally linearized to provide a system of linear algebraic equations to solve for the correction vectors. Locally, only the active constraint set is considered, however, the active set is permitted to change as the iteration progress converges.
The homotopic method is a continuation method using a homotopy parameter which defines a family of sequential nonlinear programming problems. For a given value of the homotopy parameter, the design parameter vector is iteratively updated; upon convergence, the homotopy parameter is updated to transit to the next neighboring set of constraints and objective function. The most recently converged result is used as initial conditions in the iterations to satisfy the new objectives provided by incrementing the homotopy parameter. In the usual successful implementation of this approach, we reach the final desired objective by sweeping the homotropy parameter.
In order to solve the underdetermined vector function of eqn (17), we linearize eqn (17) with respect to variations in the local p(y) where
Since eqn (18) is usually underdetermined, we seek a particular solution in such a way that the correction vector Ap minimizes fApT W Ap satisfying eqn (18); the result is given by minimum norm differential correction
where W is a positive definite weighting matrix. Once we find Ap, we use the differential correction recursion
The iteration continues until Ap reach certain error tolerance limit. On the convergence of a specific y, the new objective function is defined by J,,(y) and the same procedure is taken until JgwI is achieved. If the constraint is violated during iterations, the design parameters p should be reset to satisfy the stability constraint equation. Unless the design parameters are updated on the violation of con- 
It is obvious that the eigenvalues of S are real, since S is a symmetric matrix. For stability margin of S, we introduce a set of constraint boundaries corresponding to each eigenvalue of S as follows /r, 2 i: . for all i.
(22)
The above constraints represent restatement of eqn (6) in the form of a set of scalar inequality constraints.
The constraint boundaries 1: are prescribed to provide enough stability margin. During the successive sequential programming stage, the stability condition is monitored to find a stabilizing set of feedback gains. If any of the constraints is violated, then the design parameters are updated so that the corresponding constraint set becomes an active set on the prescribed boundary.
When there are m constraint violations during iteration in such a way that i, < ;; . for i = 1.
. m
first we form a set of nonlinear equations r 7
x I -E.;
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In order to solve the above set of nonlinear algebraic equations, we take a similar approach as for solving the objective function equations. Next, we linearize the nonlinear equations with respect to the feedback gains and violated constraints where H,+IAp=O
The partial derivative dH,/dp, can be obtained analytically by using a commonly known eigenvalue 
On the other hand, the above set of equations in eqn (25) is usually underdetermined, therefore. can be represented by a minimum norm solution Ap = -wm-'eT(&f-'L"T)-'Hc.
Once the differential correction Ap is obtained we update the design parameters as follows P "CU = pold + Ap.
The constraint update loop should be nested inside the main loop for updating design parameters along with the homotopy parameter (y). Once the constraint is violated the design parameters are updated to satisfy the constraint equation, eqn (24), then on the next stage with new homotopy parameter ;', the design parameters are set free to change. If the constraints keep violated on the new objective function, the most recent set of design parameters which satisfy the prescribed constraint boundaries is taken as a sub-optimal solution [7] .
APPLICATION
An application has been made to demonstrate the technique developed up to now. The system used is a spacecraft model which has been used for vibration control experiment [9] . The schematic representation of the model is presented in Figs 1 and 2. As can be seen, it consists of two elastic structures connected in orthogonal configuration. It represents space structures such as antennas or reflectors. Three sets of sensors and actuators are located on the positions indicated in Fig. 1 . The deformed configuration and notations are provided in Fig. 2 . Previous studies using the same model have been conducted for experimental verification of PPF and further enhancement of the original PPF approach [9] .
The main objective of this study is to design compensators with optimized feedback gains. As a particular case, it is required to minimize the deflection and rotation at the tip of the second structure. This is a rather realistic goal in the sense that the tip movement represents degradation of antenna pointing accuracy.
In order to implement the optimization algorithm, first we seek to set up the cost function. The position vector locating the infinitesimal element of the first and second elastic domain is represented using the notations in Fig. 2 
The tip displacement of the second structure which is Furthermore, the total rotational angle at the tip can be written as the main parameter of concern can be written in terms of the tip position vectors of the first and @ = (c! + B)A, 
.
z J= [(Y;)' + w,(hcr + y:)' + wz@ + uTQu] dr

JO
where On the other hand, a mathematical model of the system is developed using the finite element method. Therefore, the system model can be written in terms of linearized second order vector equations as the tip pointing error, the following cost function is suggested for optimization (35) Fig. 2 . Deformed configuration and notations.
Ma+Kq=Fu. The piezoceramic actuator used in the previous study and in this analysis are known to produce bending moment, when driven by voltage actuation [4, 9] .
where C: is applied voltage, M., bending moment applied to the beam, and k is a constant which represents actuator characteristics.
This relationship in eqn (36) is incorporated into eqn (2) in the form of the input influence matrix (F) and applied inputs (~0. The piezoceramic sensor. on the other hand. produces a voltage signal proportional to the strain (or moment) level in the structure. and essentially is dual to the actuator in operational principle [4.9]
where M is the bending moment developed in the structure. Therefore, the actuator and sensor with the same operational principle can be described as eqn (4). For practical reasons. three flexible modes are included in the system model described in modal coordinates.
Each actuator plays the role of controlling all three modes, therefore need three sets ofcompensators and nine overall. In other words, the feedback gain matrix (G) has the form _ GI _ c;= Tables I-3 . The parameters used in this application are Q = IO-". and three sets of weighting factors (n,, II';). i.e. (1) \t', = 100, 1~~ = 100, (2) I(', = 500, ~1'~ = 100, (3) )I', = 100, 11'~ = 500, respectively. Tables l-3 present results with different  combinations of N', and 1~~. For verification of computer code and the characteristic of PPF, only the first flexible mode is excited first, which is followed by three modes excitation. For simplicity of analysis, the same values of initial gains are used for all different cases and the desired objective function in eqn (16) is set based upon the objective function with the initial gains. The homotopy parameter y is chosen as 0.9, so that the desired objective function does not produce unnecessarily high values of feedback gains. Also, the constraint equation is included as a part of the overall computational process to monitor the violation of eqn (6). In this special study, the selected objective functions turn out to prevent such cases.
The feedback gains corresponding to the first mode and compensator, as in the results, show higher sensitivity or increase in values from initial values. This is due to the essential characteristics of the PPF compensators which represent second order low pass
filters. In particular with the three modes excitation, all the feedback gains are activated considerably, which is in contrast with the case where the first mode is excited and the actuator 3 makes insignificant contribution. Also, the actuator located at the root of the first structure shows higher control authority compared with the other two actuators. This can be explained by the observation that the root position of the first structural element has the highest strain energy concentration. Furthermore, the results, by increasing w, = 500 (w2 = loo), are presented in Table 2 . As one could expect, the feedback gains increased compared with the case where wI = 100 (wz = 100). One important thing to be noted is the negative sign of one of the gains in Table 2 . This contradicts with the original definition of PPF (Positive Position Feedback). It is Increasing the weighting factor on the total tip believed that the gains are approaching the stability rotation so that w, = 100 (w2 = 500) has a significant boundary in eqn (6) causing numerical stability effect on the gains. The gains are biggest in this case, problem.
which implies that the rotation is more difficult to control than the displacement in this particular system. This confirms the visual observation of the responses of the actual system by a previous study [9] . Simulation results using the feedback gains obtained are presented in Figs. 3-5. Figure 3 presents results with wL = 100 (w2 = loo), Fig. 4 with w, = 500 (w2 = lOO), and Fig. 5 with wI = 100 (w2 = 500), respectively. The optimized gains suppressed the vibration more quickly than the initial gains. The gains obtained using wI = 100 (w2 = 500) show better time responses in Fig. 5 controlling both tip displacement and rotation more effectively compared with the results in Fig. 4 . The initial condition distribution has a significant effect on the optimization results, and a statistical analysis is recommended to take into account generic distribution of initial conditions.
Once again, it is not easy to make an initial guess when there are as many as nine or more feedback gains. The effect of increased weighting factor (wZ) visibly improves responses as expected from the optimization results. Our optimization approach provides us with a direct path to selecting a best set of stabilizing feedback gains for multi-input multioutput PPF compensators.
CONCLUSION
An optimization algorithm was successfully applied to designing an optimized compensator, so-called PPF (Positive Position Feedback) for control of flexible spacecraft model using adaptive structures. A nonlinear programming technique subject to a matrix constraint was used to minimize an objective function. The objective function can be selected based upon a specific mission requirement.
Application of the method was made for a flexible space structure model, and the results verify that the proposed method can be used to improve the performance of the conventional PPF approach.
