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Abstract 
 
The use of unmanned aerial vehicles (UAVs) have become a common task for many fields 
of operation and industries in the 21st century. For photogrammetric and remote sensing 
purposes the possibilities of a UAV have been studied and developed increasingly for about 
10 years. The most common products of UAV-photogrammetry are digital elevation models 
(DEM), digital terrain models (DTM), orthoimages and other 3D-models. UAVs have the 
means to produce these end products, but there is still work to do in the accuracy of the 
mentioned models. Especially when we want to reduce the size of the UAV and increase 
the efficiency of the operation. 
 
With large professional UAVs, it is possible to achieve a centimeter level accuracy of a 
photogrammetric process.  Consumer priced products and smaller UAVs create different 
challenges with the amount and weight of quality sensors compared to the carrying capac-
ity. This thesis studies the possibilities of acquiring a precise, georeferenced 3D-model 
from a video that has been collected with a small UAV. In the case study, a consumer 
grade, compiled UAV has been used with the worlds known action camera GoPro. GoPro 
adds its own challenges with the characteristics of its camera type. It is not possible to 
acquire as precise models with a mobile UAV compared to stationary images collected with 
a good quality perspective camera, but it is presumable that by 2020 the technology has 
developed so much, that anybody can buy a consumer priced camera equipped UAV to 
conduct centimeter level mapping- and modelling operations. 
 
For support of the case study, a state of the art literary research has been conducted about 
the basics of photogrammetry, UAVs and the use of UAVs in photogrammetry. The actual 
point cloud created in the case study, was compared to a TLS-acquired point cloud from 
the same object, but also to other accuracy results from same kinds of studies. 
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1 Johdanto 
Miehittämättömät lentoalukset eli UAV:t (Unmanned Aerial Vehicle) ja niiden käyttö on 
yleistynyt viimeisen 10 vuoden aikana merkittävästi. Kauko-ohjattavien lennokkien poten-
tiaalin ovat havainneet myös kartoitusalan lisäksi muut teknologian ja teollisuuden toimialat. 
Teknologian ja laitteiston kehittyessä on mahdollista suorittaa kartoitustoimenpiteitä ja fo-
togrammetrisen aineiston keräämistä entistä pienemmällä ja autonomisemmalla kalustolla. 
 
Kartoitus UAV:lla on mahdollista ja sitä on hyödynnetty jo useamman vuoden ajan. Kehi-
tyskohteena on edelleen riittävän tarkkuuden saavuttaminen ja automatisoitu prosessi. Tark-
kuuden parantamisessa on kokeiltu eri menetelmiä, mutta muun muassa sensorin valinta on 
yksi kriittinen osa kyseistä prosessia. Ellei UAV ole todella suurikokoinen, UAV:n kuorma 
ei yleensä kestä järeää ja painavaa sensorikalustoa. Tästä syystä esimerkiksi hyvälaatuisen 
laserkeilaimen kiinnittäminen UAV:hen on haastavaa. Vastaavasti tehokkaat kamerat ylittä-
vät yleensä hyötykuorman kestävän painorajoituksen. 
 
Haasteena on saada mittatarkkaa 3D-pistepilviaineistoa pienellä UAV:lla, jonka kuorman 
kantokyky on pieni. Lisäksi kaupallisesti kohtuuhintaisella kalustolla on vielä nykyään vai-
kea päästä mittatarkkoihin tuloksiin, vaikka tämän onkin arvioitu kehittyvän lähitulevaisuu-
dessa senttimetritason tarkkuuksiin. 
 
Tämän työn tavoite on tutkia GoPro:lla kuvatun videoaineiston soveltuvuutta georeferoidun, 
mittatarkan pistepilven muodostamisessa, kun kuvaus on suoritettu lentoa suorittavalta 
UAV-alustalta. Tarkoituksena on selvittää tarkkuuden suuruus, jota kyseinen menetelmä ky-
kenee tuottamaan yllä mainituilla vaatimuksilla. Tutkimuksella pyritään selvittämään geo-
referoidun, mittatarkan pistepilven muodostamisen mahdollisuuksia pienehköllä ja kohtuu-
hintaisella kalustolla. GoPro on tutkimuksessa käytettävänä kamerana siksi, että se on kau-
pallisesti myydyin ja tunnetuin pienikokoinen kamera (Kim et al. 2014, s. 82). Normaaliin 
perspektiivikameraan verrattuna GoPro luo paljon haasteita toimintaperiaatteidensa ja omi-
naisuuksiensa takia (esimerkiksi suuret piirtovirheet ja rolling shutter). Työ pyrkii selvittä-
mään 3D-mallin tuottamisen prosessin ongelmia, rajoitteita ja kehityskohteita yllä mainittu-
jen kalustorajauksien puitteissa. 
 
”Videosta muodoksi” (alun perin tunnettu termillä VHS to VRML) -ratkaisuja on tutkittu jo 
useamman vuoden ajan, mutta tämä työ (erityisesti tutkimusosa, kohta 3) on rajattu tutki-
maan nimenomaan keskivertokuluttajalle edullisia mahdollisuuksia toteuttaa georeferoidun, 
mittatarkan pistepilven tuottaminen. Kyseessä ei ole laajamittaisten alueiden kartoitus, vaan 
pistepilvimallin muodostaminen pienehköstä kohdealueesta viistokuvia (oblique images) 
hyödyntäen.  
 
Tutkimuskysymykset työlle ovat seuraavat: 
- Onko mahdollista muodostaa pistepilvi (3D-malli) kaupallisesti edullisella UAV:lla 
ja sensorilla kerätystä videokuvasta? 
- Saako yllä yllämainitusta pistepilviaineistosta mittatarkan 3D-mallin? 
- Pystyykö kyseisen aineiston sitomaan johonkin koordinaatistoon? 
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2 Teoria ja aikaisemman tiedon kuvaus 
Tässä osiossa esitetään kirjallisuuskatsaus työn aihepiiristä. Osio pyrkii selvittämään tähän 
päivään suoritettujen tutkimusten perusteella työtä koskevien tekniikoiden ja kehityksen ti-
lanteen. Kirjallisuuskatsaus toimii pohjana ja tukena työn myöhemmässä vaiheessa suorite-
tuille empiirisille tutkimuksille ja se pyrkii keskittymään erityisesti empiirisessä tutkimuk-
sessa käytettyihin menetelmiin ja tekniikkoihin, myös kaluston osalta. 
 
Teoriaosio koostuu kolmesta eri kokonaisuudesta. Aluksi esitetään selvitys miehittämättö-
mistä lentoaluksista ja niiden tämän hetkisestä tilanteesta yleisellä tasolla (kohta 2.1). Seu-
raavaksi (kohta 2.2) on tuotu esiin fotogrammetriset menetelmät ja pistepilven muodostuk-
seen liittyvät menetelmät. Lopuksi on vielä keskitytty nimenomaan miehittämättömillä len-
toaluksilla suoritettuun fotogrammetriaan ja fotogrammetrisiin toimenpiteisiin (kohta 2.3). 
 
2.1 Miehittämättömät lentoalukset 
Miehittämättömät lentoalukset ovat lisääntyneet 10 vuoden aikana valtavasti ja ne ovat nous-
seet puheenaiheeksi usealla eri saralla. Aihe koskettaa esimerkiksi teknologiaa, yksityisyys-
oikeuksia, turvallisuutta, operointisääntöjä ja jopa sodan ja rauhan sovellusmahdollisuuksia. 
Vuonna 2013 UAV:iden maailmanlaajuinen markkinaliikevaihto arvioitiin 5 400 miljoonan 
dollarin suuruiseksi ja sen on oletettu kasvavan 6 350 miljoonaan dollariin vuoteen 2018 
mennessä. (Colomina & Molina 2014, s. 79) 
 
Miehittämättömällä lentoaluksella (UAV) voi olla useita määritteitä. Yleisin tulkinta on, että 
UAV käsittää lukuisia erilaisia ilma-aluksia, joita ohjataan jollakin muulla tavalla, kuin kyy-
dissä olevan pilotin toimesta. Joskus lyhenne (UAV) voi kuitenkin tarkoittaa tarkemmin 
määriteltyä järjestelmää, esimerkiksi ilma-alusta, joka suorittaa tehtävänsä automaattisesti, 
käyttäen kyydissä olevia systeemejä. Toissijaiset tehtävät, kuten lentoon lähteminen ja las-
keutuminen voidaan suorittaa kauko-ohjatusti. (Pikner 2012, s. 752) 
 
Muita lyhenteitä, jotka kuvaavat miehittämättömiä lentoaluksia, ovat muun muassa MUAS 
(Miniature Unmanned Aerial System), MUAV (Miniature Unmanned Aerial Vehicle/ Micro 
UAV/ Mini UAV), MAV (Micro Aerial Vehicle), UAAV (Unmanned Automatic Aerial Ve-
hicle, RPAV (Remotely Piloted Aerial Vehicle), RPAS (Remotely Piloted Aerial System) ja 
UA (Unmanned Aircraft) (Pikner 2012, s. 753, Czyba et al. 2014, s. 261, Colomina & Molina 
2014, s. 79-80, Weiss et al. 2011, s. 854). Jotkut näistä tarkoittavat käytännössä samaa kuin 
lyhenne UAV, mutta osassa lyhenteistä voidaan tulkita joitain miehittämättömän lentoaluk-
sen erityispiirteitä, esimerkiksi kokoon tai ohjausmenetelmään liittyen. Colominan (2014, s. 
79) mukaan akronyymejä ja nimityksiä on lukuisia. Hän mainitsee englannin kielisistä lem-
pinimistä vielä ”Aerial robot” ja ”drone”. 
 
UAS (Unmanned Aerial System tai Unmanned Aircraft System) on laajemman kokonaisuu-
den käsite ja käsittää Colominan (2014, s. 81) mukaan systeemejä sisältävän lennokkisys-
teemin, jonka tarkoituksena on suorittaa tietty tehtävä. Hänen mukaansa UAS sisältää kolme 
pääkomponenttia. Nämä ovat itse miehittämätön lentoalus, ohjauskeskus (GCS, Ground 
Control Station) ja kommunikaatiota varten oleva tietoyhteys. Näiden pääkomponenttien li-
säksi tehtäväkohtaisia kriittisiä systeemejä ovat autopilotti, navigointisysteemit, kuvaussen-
sorit, mekaaniset servot ja langattomat systeemit. GCS:t ovat yleisen käsityksen mukaan 
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paikallaan olevia tai kuljetettavia laitteita ja ohjelmia, joilla seurataan ja ohjataan miehittä-
mätöntä lentoalusta. Ne ovat Colominan (2014, s. 82) mukaan yhtä tärkeitä kuin itse lento-
alukset, sillä ne havainnollistavat mahdolliset virheilmoitukset ja mahdollistavat ihmisen 
älyllisen puuttumisen operaatioon, jos jotakin odottamatonta ilmenee operaation aikana. Itse 
UAV on vain pieni osa tätä kokonaissysteemiä ja vaikka se on miehittämätön lentoalus, voi 
sen operointi vaatia joissain tapauksissa enemmän henkilöitä, kuin miehitetyllä lennolla, esi-
merkiksi pilotin, navigoijan, instrumenttien operaattorin ja operaation johtajan (Everaerts 
2008, s. 1187). 
 
UAV:iden määrä ja laatuerot ovat kasvaneet niin suuresti, että niitä voidaan luokitella usei-
den eri tekijöiden mukaan. Luokittelu voidaan suorittaa alustaan liittyvien ominaisuuksien 
tai tehtävään liittyvien ominaisuuksien suhteen. Alustaan liittyviä ominaisuuksia ovat kestä-
vyys, aerodynamiikka sekä koko ja paino. Tehtävään liittyviä ominaisuuksia mitataan muun 
muassa lentoetäisyyden, lentokorkeuden tai UAV-sovelluksen ja käyttötarkoituksen mu-
kaan. (Colomina & Molina 2014, s. 81) 
 
Nykyään UAV:ita on saatavilla monessa eri koossa ja muodossa ja monesti jaottelu suorite-
taan koon (ja siitä johdannaisen lentomatkan) suhteen. UAV:t voidaan koon puolesta jakaa 
kolmeen kategoriaan. Pienimmät ovat nano-mikro-mini-UAV:ita, joista esimerkiksi mini-
UAV:n operaatiosäde on maksimissaan 10 kilometriä ja lentoonlähhtömassa maksimissaan 
30 kiloa. Keskikokoiset UAV:t kuuluvat luokkaan joka on englanniksi ”Close-short-me-
dium-range UAS”. Näiden lentoonlähtömassa on 150 ja 1250 kilogramman välillä ja ne ky-
kenevät operoimaan 10-70 kilometrin säteellä. Suurimpaan luokkaan kuuluvat loput UAV:t, 
jotka kykenevät korkeimpiin lentokorkeuksiin ja vaativat ilmailun erikoisosaamista. Yleensä 
nämä ovat sotilasteollisuudessa käytettäviä UAV:ita. Kuva 1 havainnollistaa UAV:iden ja-
ottelun koon suhteen. (Colomina & Molina 2014, s. 81) 
 
Kuva 1 Colominan (2014, s. 81) esittämä UAV:iden luokittelu koon mukaan. 
 
Jaotteluja on useita erilaisia. Tahar (2011, s. 443) esittele artikkelissaan 15 eri luokkaan ja-
kautuvan luokittelun painon, lentoetäisyyden, lentokorkeuden ja kestävyyden perusteella. 
Michalecin (2016, s. 103) mukaan suurin osa miehittämättömistä lentoaluksista jaotellaan 
sen mukaan, miten alus suorittaa lentoonlähdön ja laskeutumisen. Näitä ovat joko vertikaa-
listi nousuun ja laskuun kykenevät (VTOL, Vertical Takeoff and Landing) tai kiinteäsiipiset 
(Fixed Wing) systeemit, jotka ovat malliltaan perinteisten lentokoneiden tapaisia ja näköisiä. 
VTOL tekniikalla toimivat UAV:t ovat usein kopterisysteemejä ja nämä ovat yleistyneet 
eniten erityisten lento-ominaisuuksiensa takia (Gil Martinez 2015). Kiinteäsiipiset alukset 
UAV
nano-micro-mini
< 150 kg
micro
< 5 kg
mini
< 30 kg
tactical
< 150 kg
close-short-
medium-range
150 - 1250 kg
others
> 1250 kg
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tarvitsevat nousuun ja laskuun joko kiitoradan tai jonkin katapulttiavusteisen laukaisumeka-
nismin ja ne vaativat tilaa kääntyessään (McKerrow 2004, s. 3596). VTOL tekniikalla toi-
mivat UAV:t voivat lentää hyvin hitaasti, pysyä paikallaan ja nousta ja laskeutua pienessäkin 
tilassa suoraan vertikaalin akselin suunnassa. 
 
UAV:ita voidaan jaotella myös niiden voimantuoton mukaan. Suurin osa käyttää virtaläh-
teenään akkuja, sillä näiden käyttö on helppoa ja tekniikka on kehittynyt sille tasolle, että 
pienemmillä akuilla pystytään saavuttamaan pidempiä lentoaikoja. Vaihtoehtoisesti UAV 
voisi toimia polttoaineen ja moottorin avulla. Tällaiset UAV:t ovat olleet laajemmassa käy-
tössä ennen akkujen kehitystä. Jotkin suuret UAV:t, esimerkiksi sotilasteollisuudessa, saat-
tavat edelleen käyttää polttoainesyöttöistä virrantuottoa, jolloin lentoaikoja voidaan kasvat-
taa erityisen pitkiksi. UAV lentonopeus riippuu UAV:n tyypistä, luokasta, voimantuottota-
vasta ja lentotekniikasta, mutta se voi olla peräti 400 km/h (Pikner 2012, s. 753). 
 
UAV:iksi voidaan luokitella myös miehittämättömät kuumailmapallot, ilmalaivan tapaiset 
radio-ohjattavat alukset, riippuliidintyyppiset UAV-alustat ja muut vastaavat (Colomina & 
Molina 2014, s. 81, Tahar et al. 2011, s. 443). McKerrow (2004, s. 3596) esittelee yhtenä 
UAV-luokkana VTOL ja kiinteäsiipisten lisäksi siipien räpytyksellä tai heiluttamalla toimi-
vat UAV:t, esimerkiksi pienet ötökän tapaiset järjestelmät. Kuvassa 2 on esitetty erilaisia 
UAV-tyyppejä. 
 
 
Kuva 2 Erilaisia ja eri luokittelukategorioihin kuuluvia UAV:ita (Colomina & Molina 2014, s. 94) 
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Vaikka UAV:t ovat olleet laajemmin pinnalla keskusteluissa ja tutkimuksissa vasta viimei-
sen 10 vuoden aikana, eivät ne kuitenkaan ole nykyajan uusi keksintö. Ensimmäiset miehit-
tämättömän lentoaluksen alustat on esitelty jo ensimmäisen maailmansodan aikaan 1910-
luvulla (Czyba, Szafranski et al. 2014, s. 261). Kiinteäsiipiset UAV:t ovat olleet armeijan ja 
meteorologian käytössä jo ennen 2000-lukua (Pounds, Mahony et al. 2002, s. 145). Käytän-
nössä UAS ovat syntyneet ja kehittyneet sotilasteollisuudessa, jonka jälkeen niiden kaupal-
liset hyödyt huomattiin ilman että ne saivat tieteellisten piirien huomiota vielä vuosikausiin  
(Colomina & Molina 2014, s. 80). Poundsin (2002, s. 145) mukaan VTOL-toimiset UAV:t 
ovat yleistyneet ensimmäisen kerran 2000-luvun taitteessa. Tällöin kyseisiä UAV:ita ja eten-
kin niiden navigointimahdollisuuksia eri sensoreiden avulla (esim. laskeutumisen helpotta-
miseksi) on ruvettu tutkimaan tarkemmin (Amidi, Kanade et al. 1998, Chahl, Srinivasan 
2000, Frazzoli, Dahleh et al. 2000, Saripalli, Montgomery et al. 2002, Shakernia, Ma et al. 
1999). Tekniikan kehitys ja autonominen lentomahdollisuus ovat mahdollistaneet nykyai-
kaisen tutkimuksen kehityksen ja nostaneet kiinnosta tieteellisissä piireissä, mutta myös te-
ollisuudessa ja harrastelijoiden parissa (Gil Martinez 2015, s. 865). 
 
UAV:iden kehitys ja monien uusien järjestelmien toteutus on ollut mahdollista teknisten 
osien ja laitteiden pienentyessä yhdessä uusien sensorisysteemien, alukseen upotettujen 
kontrollisysteemien sekä kehittyneiden kommunikointi- ja ohjausjärjestelmien kanssa. 
(Czyba et al. 2014, s. 261) 
 
UAV:t ovat saaneet suosiota ja herättäneet huomiota erityisen paljon viimeisen 10 vuoden 
aikana niiden taloudellisen valmistuksen, joustavan laukaisumahdollisuuden ja lukuisten eri 
applikaatioiden ansiosta (Gupta et al. 2014, s. 51). Colominan (2014, s. 80) mukaan kehitet-
tyjen UAV:iden ja UA-systeemien määrä on kolminkertaistunut vuosien 2005-2013 välillä. 
Moni toimiala ja teollisuuden haara ovat huomanneet UAV-tekniikan ja sen käyttömahdol-
lisuuksien mahdollisuudet ja tärkeyden (Czyba et al. 2014, s. 261). Suurin UAV:iden tuoma 
mahdollistus on se, että niillä voidaan suorittaa tehtäviä ja lentoja alueilla, joilla miehitetyn 
lennon suorittaminen olisi liian vaarallista, liian kallista tai muuten madotonta (Tomczyk 
2014, s. 1092). Tämä vähentää riskiä sekä ihmisille ja ympäristölle (Weiss et al. 2011, s. 
854). 
 
UAV:iden käyttösovelluksia ja toimialoja ovat sotilastoiminta, turvallisuus, vartiointi, et-
sintä, pelastustoimet, luonnonriskien hallinta ja analysointi, ympäristönsuojelu, maatalous, 
elokuvatuotanto, ilmaston ja sään seuraaminen, kartoitus, kulttuurillisten kohteiden taltiointi 
sekä infrastruktuurien hallinta ja seuranta rakennusalalla (Czyba et al. 2014, s. 261, Colo-
mina & Molina 2014, s. 91, Weiss et al. 2011, s. 854). Kuvassa 3 on esitetty Colominan 
(2014, s. 91) listaama jaottelu eri applikaatiosta. Kaikissa toimialojen sovelluksissa UAV-
avusteinen toiminta perustuu käyttötarkoitukseen kehitetyn UAV:n ja siihen liitetyn tarkoi-
tuksenmukaisen sensorin/sensoreiden toimintaan. Pienimmät UAV:t, jotka kykenevät leiju-
maan tasaisesti paikallaan (erityisesti 4-roottoriset multikopterit), soveltuvat hyvin myös si-
sätilakäyttöön (Czyba et al. 2014, s. 261). Jo 2000-luvun alkupuolella McKerrow (2004, s. 
3597) on todennut, että paikallaan leijuntaan kykenevien robottien (UAV) täytyy kyetä len-
tämään rajoitetuissa ympäristöissä, kuten käytävillä, portaikoissa ja ikkunoiden läpi, jotta ne 
olisivat käyttökelpoisia etsintä ja navigointitehtäviin urbaaneilla onnettomuusalueilla. 
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Kuva 3 UAV sovellukset luokiteltuna Colominan (2014, s. 91) mukaan 
 
2000-luvun alkupuolella erityisesti pienten UAV:iden kehitys aluemonitorointia varten oli 
kehityksen kohteena. Sekä kaupallisten UAV-palveluiden tarjoajat ja harrastekäyttäjät ovat 
olleet erityisen kiinnostuneita juuri VTOL-UAV:ista, sillä näiden käyttömahdollisuudet ovat 
kaikkein monipuolisimmat. VTOL tekniikalla toimiva UAV kykenee nousemaan ja laskeu-
tumaan hyvin pienessä tilassa vertikaalisti, mahdollistaen sen operoinnin pienissä, vaikeasti 
saavutettavissa tiloissa ja vaarallisilla alueilla. Se suorittaa monipuolisia tehtäviä lentämällä 
kohteensa yläpuolella tai ympärillä ilman, että pilotilla olisi suurta työmäärää tai riskiä. Tästä 
syystä juuri kyseisiä UAV:ita on käytetty erityisen paljon tutkimuksissa. (Capello et al. 2012, 
s. 559, Czyba et al. 2014, s. 262) 
 
Varsinaiset miehittämättömät lentoalukset koostuvat suurin piirtein samoista komponen-
teista, riippumatta UAV:n mallista. Kuvassa 4 on esitetty erään UAV:n komponentit ja näi-
den painojen suhteet aluksen kokonaismassaan. Kuvan tapauksessa on 4-roottorisen kopterin 
komponentit, jolloin mekaniikka on mahdollisimman selkeä. Esitetyt komponentit ovat ylei-
siä UAV:n komponentteja, joita löytyy myös muista roottorityyppisistä UAV:ista. 
 
UAV 
Sovellukset
Ei sotilaalliset, 
hallitukselliset
Siviilisektorin turvallisuus
Rajaturvallisuus
Rannikkovartiosto
Tulipalot ja hätätilanne-
palvelut
Metsäpalojen paikantaminen ja 
koordinointi
Merkittävän tapahtuman vastainen 
yhteistyö, hätäpelastus
Energiasektori ja 
kommunikaatioverkostot
Öljy- ja kaasuteollisuuden jakelun 
infrastruktuuri
Sähköverkostot
Raideverkoston valvonta
Maataloudellinen 
metsänhoito ja kalatalous
Ympäristönsuojelullinen valvonta
Sadon tomuttelu
Resurssien optimointi
Maan havainnointi ja 
kaukokartoitus
Ilmaston tarkkailu
Ilmakuvaus
Kartoitus ja maanmittaus
Maanjäristys/ maanliikkeiden tarkkailu
Saastumisen tarkkailu
Viestintä VHALE-alustat proxy-satelliitteinä
MALE UAS kommunikoinnin 
kattamiseksi
Kamera-alustat
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Käytännössä UAV:t koostuvat rungosta, kontrolliyksiköstä, radiosignaalin lähetinvastaan-
ottimesta, navigointijärjestelmästä (GPS ja INS), akusta, moottoreiden nopeuden- ja suun-
nan säätelijöistä (speed controller), moottoreista, propelleista (koptereissa), halutusta senso-
rista ja sensorin lähettimestä. Kuvassa 4 oleva autopilottijärjestelmä käsittää kontrolliyksi-
kön (ohjaa kaikkea aluksella tapahtuvaa toimintaa) sekä navigointijärjestelmän. 
 
 
Kuva 4 Erään UAV:n komponentit ja niiden suhde kokonaismassaan (Czyba et al. 2014, s. 263). 
 
Capello (2012, s. 559) väittää, että multiroottoriset UAV:t on kehitetty 2000-luvun alkupuo-
lella siitä syystä, että pienten kopteri-UAV:iden (esimerkiksi perinteisen helikopterin tapai-
sessa UAV:ssa, joilla on yksi propelli ja perässä pienempi pyrstöroottori tasaamaan kopterin 
tilaa) ohjaus ja hallinta ovat haastavaa ja lentäminen jopa vaarallista esillä olevien propellien 
johdosta (Guenard et al. 2005, s. 1, McKerrow 2004, s. 3596, Castillo et al. 2004, s. 510, 
Pounds et al. 2002, s. 145). Jopa taitavilla piloteilla on haasteita lentää tällaisia UAV:ita 
sisätiloissa ja seinien lähellä, joka saattaisi olla haluttua ja tarkoituksenmukaista joissakin 
tehtävissä. 
 
Tasaisen ja symmetrisen tapaiset multiroottorisysteemit ovat mekaanisen yksinkertaisuu-
tensa ansiosta helpompia valmistaa sekä hallita ja käsitellä (Gupta et al. 2014, s. 51). Lisäksi 
niillä pystytään paremmin saavuttamaan stabiili leijunta ja lentorata tasaamalla roottorien 
pyörimisnopeutta halutuksi. Propellit tuottavat työntövoiman, joka työntää ilmaa kohtisuo-
rasti pyörivän tasonsa suhteen jopa 2500 rpm (kierrosta per minuutti) vauhdilla (2004, s. 
3599). Erityisesti 4-roottoriset (quadrotor/ quadcopter) UAV:t, joita on joko ”plus”-muotoi-
sia tai ”risti”-muotoisia, ovat yleisiä (Czyba et al. 2014, s. 261). Neliroottoriset multikopterit 
vaativat myös vähemmän tekniikkaa kuin esimerkiksi 6-roottoriset (hexacopter) tai 8-root-
toriset (octocopter), joita myös valmistetaan ja käytetään. Tämän tutkimustyön empiirisissä 
kokeissa käytettiin 6-roottorista hexakopteria, josta löytyy tarkempaa tietoa työn kolman-
nesta osiosta. 
 
Markkinoilta on saatavilla lukuisia erilaisia miehittämättömien lentoaluksien systeemejä 
(UAS) sekä niihin liittyviä ohjelmistoja. Ne ovat vuoteen 2016 mennessä lisääntyneet lähes 
joka käyttöalalla, mutta silti viranomaisilla (kuten Yhdysvaltalainen FAA, Federal Aviation 
Administration) kesti vuoden 2016 syksyyn asti luoda kokonaisohjeistus niiden käytöstä. 
Ohjeista tai säännöksistä projektien toteuttamiseen liittyen on ylipäänsä kirjoitettu hyvin niu-
kasti tieteellisissä piireissä. (Michalec 2016, s. 102)  
 
Joitain säädöksiä ja sääntöjä FAA on kuitenkin määritellyt. Ensinnäkin se jaottelee UAS-
kokonaisuuksien kaupalliset operaatiot ja harrasteoperoinnin. Jos tekniikan käyttöönotolla 
voidaan jotenkin tukea kaupallisen toteutuksen tarkoituksia, täytyy operaatiosta olla FAA:n 
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vastuuvapautus. Muutoin käyttö on laitonta. FAA määrittelee kaupallisessa käytössä olevat 
UAV:t samankaltaisiksi, kuin perinteiset miehitetyt lentoalukset. Tämä tarkoittaa, että näi-
den käytössä on noudatettava samankaltaisia sääntöjä ja lakeja esimerkiksi lennonsuunnitte-
lun, lentäjän, ilmatilan säännösten ja rekisteröinnin suhteen. Jokaisesta käytössä olevasta 
UAV:sta täytyy löytyä tarkat tiedot, joten ne ovat ikään kuin rekisteröitävä jollakin tunnuk-
sella auton tai normaalin lentokoneen tavoin. Vuoden 2015 lopussa FAA vaati rekisteröi-
mistä kaikkien UAV:iden kohdalla riippumatta siitä, onko alus harrastekäytössä vai kaupal-
lisiin tarkoitukseen käytettävä. (Michalec 2016, s. 103) 
 
Muita osastoja UAV:iden säännösten ympärillä on myös. Colomina (2014, s. 83-84) luet-
telee FAA:n lisäksi muun muassa UASSG:n (Unmanned Aerial Systems Study Group), 
EASA:n (European Aviation Safety Agency), EDA:n (European Defence Agency), 
AUVSI:n (Association for Unmanned Vehicle Systems International), CASA:n (Civil Avi-
ation Safety Authority, Australia) ja CAA:n (Civil Aviation Authority, Iso-Britannia). Mo-
nia valvovia tahoja ympäri maailmaa on olemassa, mutta mitään yhtenäisiä globaaleja sään-
töjä ja ohjeistuksia ei ole vielä julkaistu. 
 
Jo vuosia UAV:iden tapauksessa on ilman tarkempia laissa määritettyjä sääntöjä noudatettu 
turvallisuuden takaamiseksi muutamia eri periaatteita. Maksimilentokorkeutena on pidetty 
150 metriä ja pääsääntönä on ollut, että alukseen pitää olla näköyhteys (VLOS, Visual Line 
Of Sight). FAA määrittelee, että vastuuvapautuksen saaneet kaupalliset toimet saavat lentää 
vapaasti 60 metriin asti. Korkeampaa lentoa vaativat korkeudet vaativat erikoisluvan. Li-
säksi virasto määrittelee myös VLOS määräyksen, tai maksimissaan 1 mailin (noin 1,6 km) 
lentoetäisyyden. Virasto määrittelee vielä kaupallisten operaatioiden lentäjältä lentäjän li-
senssiä ja operointialueen maanomistajan lupaa toimituksen suorittamiseen. Täytyy muistaa, 
että nämä säädökset ovat Yhdysvalloissa määriteltyjä, eikä täten ole samat globaalisti. 
(Michalec 2016, s. 103) 
 
Moni lentotehtäviin liittyvä seikka riippuu UAV:iden teknisistä ominaisuuksista. UAV:iden 
alkuajoista alkaen on yhtenä punnittavana asiana ollut UAV:n koko suhteessa sen teknisiin 
mittauslaitteisiin. Monessa tapauksessa pienikokoiset UAV:t ovat paras lähestymistapa ja 
suorittavat kyseisen tehtävän parhaiten, mutta tällöin kantokyky pienenee. Tällöin kameroi-
den ja sensoreiden laatu heikkenee. Lisäksi pienemmillä UAV:illa on pienemmät ja lyhyt-
kestoisemmat akut. Czyban (2014, s. 263) mukaan täytyy aina tehdä kompromissi lentoajan 
ja kantokyvyn lisäämisen suhteen. 
 
Havaintotulosten tarkkuuteen vaikuttaa suuresti myös sisäinen mittausjärjestelmä (IMU, In-
ternal Measurement Unit). Jos UAV on tarpeeksi pieni, ei IMUa saada välttämättä yhdistet-
tyä alukseen. Tätä asiaa voi joutua säätämään tehtäväkohtaisesti jokaista lentoa ajatellen. 
Varsinkin neliroottoristen (quad-koptereiden) kohdalla, systeemin suorituskykyyn vaikuttaa 
olennaisesti paino, koko ja virrankulutus. Toisaalta tekniikka kehittyy jatkuvasti ja mahdol-
listaa jatkossa pienempien miehittämättömien lentosysteemien käytön tarkemmissa tehtä-
vissä. (Michalec 2016, s. 103, Czyba et al. 2014, s. 261) 
 
Sotilasnäkökulmasta UAV:t ovat yksi tärkeimmistä apuvälineistä. Lähes jokaisessa kehitty-
neessä maassa on joko kehityksen alla tai kiinnostusta UAV-avusteiseen puolustus- ja soti-
lastoimintaan. UAV:t kykenevät suorittamaan tiedustelu ja taistelutehtäviä päivällä sekä 
yöllä, myös lähes missä tahansa säässä. Kuten muissakin käyttötarkoituksissa, myös soti-
laallisessa tarpeessa UAV:t ovat nimenomaan kustannustehokkaita verrattuna miehitettyihin 
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lentoihin. Lisäksi niiden koko mahdollistaa laajan skaalan variaatioita eri tehtävien suoritta-
misessa, riippuen erityisesti mallista ja koosta. Erityisesti UAV:t ovat olleet käytössä terro-
rismin vastaisessa työssä. Niiden avulla voidaan analysoida joukkojen sekä kaluston määrää 
ja laatua. Lisähyöty koetaan myös UAV:n häiveominaisuuksilla. Sitä on vaikeampi havaita 
tutkassa ja paljaalla silmällä, kuin miehitettyä lentoalusta. (Pikner 2012, s. 752-753) 
 
Alkuvaiheessa sotilaskäytössä olleet UAV:t ovat olleet suurikokoisia kiinteäsiipisiä aluksia. 
Näiden kantokyky on mahdollistanut erittäin tehokkaita kameroita ja mahdollisesti tu-
hoamistehtävissä käytettävää tulivoimaa. Hyvälaatuisilla kameroilla on pystytty suoritta-
maan tiedustelutehtäviä salassa korkeilta lentokorkeuksilta. Lisäksi UAV:iden avulla on 
pystytty maalittamaan tarkasti viholliskohteiden sijainnit ( Samad et al. 2013, s. 314). Pik-
nerin (2012, s. 752) mukaan nykyään trendi on siirtymässä myös pienikokoisten mini-
UAV:iden suuntaan. Tämä johtuu varmasti tekniikan kehityksestä.  
 
Erilaisten UAS-kokonaisuuksien voidaan ajatella olevan yksi työkalu muiden joukossa, joka 
tarjoaa dataa esimerkiksi paikkatietojärjestelmien (GIS) analysoitavaksi (Michalec 2016, s. 
102). Tutkijat ovat arvioineet, että UAV:iden käyttö saattaa siirtyä tulevaisuudessa tasolle, 
jossa useat UAV:t toimivat samanaikaisesti yhdessä, tavoitteenaan suorittaa jokin tehtävä 
yhdistetyin voimin (Pikner 2012, s. 756). 
 
2.1.1 GPS-järjestelmä ja navigointimekanismit 
Navigointitehtävä voidaan suorittaa joko manuaalisesti tai ennalta määritellyn reitin mukai-
sesti. Muitakin navigointivaihtoehtoja on ja välillä niitä joudutaan väkisinkin käyttämään, 
jos esimerkiksi operoidaan GPS-rajoitetulla alueella tai sisätiloissa, joissa sijaintitietoa ei 
voida paikantaa satelliittien avulla. Tässä kappaleessa pyritään selvittämään eri navigointi-
mekanismeja ja –mahdollisuuksia sekä niiden toimintaperiaatteita UAV:iden tapauksessa. 
 
UAV:n navigointi perustuu suurimmassa osassa tapauksista kahden erityyppisen sensorin 
tuottamaan tietoon. Toinen perustuu johonkin sijaintitiedon tarjoavaan järjestelmään 
(GNSS, Global Navigation Satellite System). Tämä on absoluuttinen sensori, joka kerää tie-
toa ympäröivästä ympäristöstä aluksen ympärillä. Yleensä käytössä on GPS (Global Posi-
tioning System), mutta absoluuttinen sensori voi olla myös maaston havainnointiin perus-
tuva navigointijärjestelmä (TANS), kuten risteilyohjuksissa. Nämä voidaan myös tarvitta-
essa yhdistää paremman tarkkuuden saavuttamiseksi. Absoluuttisen sensorin tiedot voidaan 
yhdistää aluksen sisäisiä liikkeitä ja orientaatiota tarkkailevien sensoreiden tietoihin. Näitä 
sensoreita ovat IMU (Internal Measurement Unit) ja INS (Inertial Navigation System). IMU 
tuottaa raakaa aineistoa gyroskooppien ja kiihtyvyysanturien avulla. INS on IMU, mutta sen 
tuottamaa sijainti-, nopeus- ja asentotietoja hyödyntävät navigointialgoritmit. (Caron et al. 
2006, s. 221, Kim 2004, s. 1031) 
 
Erityisen tärkeää ohjauksen ja navigoinnin kannalta on tietää aluksen asento ja suhtautumi-
nen muuhun ympäristöön eli kontrolli kuuden vapausasteen suhteen. Tämä tieto saadaan 
GPS-systeemin avulla joko INS:ään yhdistettynä tai ilman. Luonnollisesti tarkempi tulos 
tulee yhdistelmää hyödyntäen. Jatkuvan navigointitiedon saanti yhdessä suuren datamäärän 
prosessoinnin kanssa pystytään turvaamaan INS:n avulla. Lisäksi GPS-mittauksien avulla 
pystytään kalibroimaan IMU-järjestelmä, jolloin navigointi ja ohjaus helpottuvat, jos GPS-
signaali katoaa hetkellisesti. Perusajatuksena, jos GPS toimii tai on käytössä, navigointi pe-
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rustuu useamman asteen kalmanfiltterin käyttöön, arvioiden virheitä ja ennustaen sekä kor-
jaten kiihtyvyysanturin ja gyroskoopin suuntautumista. Kalmanfiltteri on hyvin tyypillinen 
ratkaisu ohjauksen avustuksessa. Sillä pyritään laajentamaan INS:n toimintaa ja tätä kautta 
saatuja nopeus ja sijaintitietoja verrataan GPS-tietoihin ja muiden sensoreiden tietoihin vir-
heen laskemiseksi. Lasketuista virheiden suuruuksista saadaan lineaarisella Kalman filtte-
rillä luotua arvio INS-virheistä, joiden avulla voidaan korjata sijainti ja nopeustietoja. Jos 
GPS ei toimi tai ole käytössä, oletetaan että kiihtyvyysanturin mittauksia dominoi painovoi-
man suuntainen vektori. Mitatut kulmasuuruudet integroidaan tietoihin, jotta voidaan ekstra-
poloida sen hetkinen asento ja suhtautuminen muuhun ympäristöön. Kalmanfiltteriä hyö-
dynnetään laskemaan kiihdytysanturin ja magnetometrin arvoja, jotta voidaan arvioida gyro-
skoopin ja asennon suuntautumista. Nämä voidaan korjata jälkikäteen.  (Wendel et al. 2006, 
s. 528, de La Parra & Angel 2005, s. 505, Ding & Hsiao 2013, s. 768)  
 
Ensimmäinen kontrollijärjestelmä UAV:lle on luotu jo vuonna 1995 (Tomczyk 2014, s. 
1092). Yleisesti ottaen miehittämättömien lentoalusten kokonaissysteemiin kuuluu yhden tai 
useamman UAV:n lisäksi maassa oleva kontrolliasema (GCS, Ground Control Station). Suo-
rituskykyinen kontrolliasema on erittäin tärkeä komponentti kokonaisuutta ajatellen, varsin-
kin laajamittaisimmissa tehtävissä. Se kerää tietoa lennon tilanteesta ja mahdollistaa komen-
tojen lähettämisen UAV:lle. GCS kerää tietoa muun muassa aluksen orientaatiosta sen ak-
seleiden X, Y ja Z suhteen (AHRS, Attitude and Heading Reference System) ja tietoa maan-
tieteellisestä sijainnista GPS:n avulla. Dingin (2013, s. 768) mukaan korkealaatuiset AHRS:t 
ovat yleensä liian painavia ja suuria pienen UAV:iden kyytiin. Halvemmat systeemit antavat 
helposti virheellistä tai epätarkkaa tietoa. Kontrolliasema selvittää myös lentonopeuden, 
aluksen korkeuden maanpinnasta ja akun kestoa koskevat tiedot. Yleinen kuvaus kontrolli-
järjestelmän mahdollisesta rakenteesta on esitelty kuvassa 5. (Czyba et al. 2014, s. 262) 
 
 
Kuva 5 Esitys UAV:n kontrollijärjestelmän sisältämistä elementeistä Tomczykin (2014, s. 1093) mukaan 
 
GCS pyrkii havainnollistamaan, opastamaan ja auttamaan lennon operaattoria lentotehtävän 
aikana. On myös mahdollista, että joissain operaatioissa on useampi UAV ilmassa työsken-
telemässä samanaikaisesti operaation hyväksi. Tällöin näitä kaikkia ohjataan yhden ja saman 
kontrolliaseman avulla. Tällöin operaattorin työmäärä luonnollisesti kasvaa. (Czyba et al. 
2014, s. 262) 
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UAV:n varsinainen ohjaukseen liittyvä kokonaisuus jakautuu Colominan (2014, s. 84) luo-
kittelussa kahteen osaan: navigointijärjestelmään ja orientaatiojärjestelmään. Navigointijär-
jestelmän sensoreihin kuuluu IMU, GNSS vastaanotin, baroaltimetri, kompassi ja mahdolli-
sia muita.  Yleisessä miehittämättömän lentoaluksen autonomisen ohjauksen (”autopilotin”) 
tapauksessa navigointijärjestelmä havainnoi aluksen sijaintia, nopeutta, ja asentoa ajan suh-
teen. Tämä on ilmaistu muodossa tPVA (time Position Velocity Attitude), jota navigointi-
järjestelmä ilmoittaa kontrolliasemalle (GCS) lennon ohjaamista varten. Erityisesti foto-
grammetriaan ja kaukokartoitukseen tarkoitetuissa UAV:issa on lisäksi aluksen oma orien-
taatiota määrittelevä järjestelemä, joka arvioi samoja parametreja, mutta ei välttämättä reaa-
liajassa. Ideaalisysteemissä navigointijärjestelmä on jaettu orientaatiojärjestelmän kanssa, 
mutta monesti nämä kaksi järjestelmää ovat erillisinä.  
 
Nykytekniikalla on pystytty integroimaan hybridimittausjärjestelmiä (HMU, Hybrid Mea-
surement Unit) pienille UAV-tyypeille. Näiden avulla voidaan lennon parametrit laskea joko 
reaaliajassa hybridi navigointijärjestelemillä tai jälkikäsittelynä hybridi orientaatiojärjestel-
millä. Näiden avulla päästään kallistus- ja nyökkäyskulmien osalta 0,015-0,2 asteen tark-
kuuteen ja kääntökulman kohdalla 0,03-0,5 asteen tarkkuuteen. Joissaan tapauksissa tark-
kuutta on parannettu esimerkiksi lisäämällä UAV:hen kaksi GNSS sensoria. (Colomina & 
Molina 2014, s. 84) 
 
Miehittämättömien lentoalusten kanssa toimiminen on tarkkaa ja marginaali virheen suuruu-
delle on todella pieni. Kontrolliasemien tärkeys kulminoituu ja tästä syystä kehitystyö on 
valtavaa. Uusia tapoja kehittää kontrolliasemia suoritetaan jatkuvasti, varsinkin jos tulevai-
suudessa ohjattavana on useampi UAV yhtäaikaisesti (Zawiski & Błachuta 2012, s. 1116)  
 
Ohjaustoimintojen ja kontrolliasemien kehitys on nykyään suuntautunut uudenlaisten tekno-
logioiden suuntaan. Esimerkiksi sijaintiääni, puheen tunnistus, tekstistä puheeksi –toiminnot 
ja operaattorin päänliikkeiden tunnistus ovat muuttumassa kontrolliasemien perusmenetel-
miksi (Czyba & Szafranski et al. 2014, s. 262).  Vuonna 2016 on esitelty ensimmäisiä näyt-
töjä mielen/ aivojen ohjauksella toimivista UAV:ista. 
 
UAV:n kontrollointi ja ohjaus voidaan toteuttaa sekä manuaalisesti sen hetken päätösten ja 
havaintojen perusteella, että automatisoituna, jolloin alus lentää ennalta määritellyn reitin 
mukaisesti suorittaen halutun tehtävän turvallisen reitin mukaisesti. Tässä tapauksessa kont-
rolliaseman tärkeys on erityisessä roolissa (de La Parra & Angel 2005, s. 504). Ennalta mää-
ritellyn lentoreitin automattinen ohjaus perustuu monesti siihen, että UAV:lle on asetettu 
reittipisteitä (x,y-koordinaatteja), joilla se käy ja joiden välit se lentää lyhintä reittiä (Gil 
Martinez 2015, s. 865). Gil-Martines osoittaa artikkelissaan mallin tämän kaltaiselle ohjaus-
periaatteelle, jossa uuden reittipisteen UAV saa aina juuri ennen saapumistaan sen hetkiselle 
tavoitereittipisteelle. 
 
Varsinkin automaattisille lennoille, joilla suoritetaan jotain tiettyä tehtävää, on tärkeää hyvä 
reittisuunnittelu. Kok (2016, s. 2) määrittelee reittisuunnittelun päätavoitteeksi tuottaa opti-
maalinen 3D lentoreitti huomioimalla laskennallinen aika ja reitin pituus lähtöpisteeltä pää-
tepisteelle. Hänen mukaansa kyseiseen tehtävään on olemassa useita algoritmivaihtoehtoja, 
jotka toimivat eri lähtökohdista. 
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Kontrollisysteemin tai ohjausjärjestelmän laajuus riippuu Czyban (2014, s. 262) mukaan 
UAV:n ja sen operaation laajuudesta. Yksinkertaisuudessaan kontrollijärjestelmä voi olla 
visuaaliseen havaitsemiseen (VLOS) perustuva radio-ohjaus. Jotkut ohjausjärjestelmät pe-
rustuvat kameran avulla saavutettavaan kopterinäkymään (FPV, First Person View), jolloin 
kamera välittää kuvaa UAV-operaattorin silmillä oleville videolaseille. Esimerkiksi UAV-
lennätyksen kilpailut käydään yleensä FPV-tekniikkaa käyttämällä. Maailmalla kopterien 
lennätyskilpailut ovat olleet esillä jo useamman vuoden, mutta ensimmäiset mikrokopterien 
lennätyksen Suomen mestaruus kilpailut järjestettiin lokakuussa 2016. 
 
Kontrollisysteemien alustoja on myös muokattavissa, kun osa on avointa lähdekoodia, esi-
merkiksi QGround-Control tai Paparazzi systeemi. Kaikkein kehittynein ja laajin kontrol-
lisysteemi voi olla laajempi ohjauskeskus. Tällaisia ovat esimerkiksi sotilaskäytössä olevan 
Predatorin GCS ja Boeingin X-45:n kontrolliasemat, joissa lentäjän lisäksi on erillisiä sen-
sorinkäyttäjiä ja koko operaatiolla saattaa olla useampi henkilö eri tehtävissä. (Czyba et al. 
2014, s. 262) 
 
Navigointi voidaan suorittaa myös aivan toiseen tapaan perustuen. Tämä tulee välttämättö-
mäksi silloin, kun käytössä ei ole GNSS-paikannusta, eli kun lennetään sisätiloissa tai 
muulla alueella, jossa ei satelliittipaikannussignaalia ole. Tällaisissa tapauksissa IMU toimii 
edelleen, mutta sen tukena täytyy olla jokin menetelmä, jolla navigointi suoritetaan. Monesti 
nämä perustuvat visuaaliseen ohjaukseen, jolloin kameran välittämästä kuvatiedosta laske-
taan reaaliajassa paikannusta ympäröivän ympäristön suhteen. Hyvin suosittu ja käytetty 
menetelmä on SLAM:iin (Simultaneous Localization and Mapping) perustuva navigointi. 
Tällöin käytetään monesti stokastisia differentiaaliyhtälöitä ja stokastisia yhtälöitä mittaus-
ten mallintamiseen ja menetelmä perustuu ”ennustuksen” kaltaiseen toimenpiteeseen arvi-
oidessa aluksen liikettä pohjautuen edellisiin ja tapahtuneisiin havaintoihin. Ennustuksen 
tyypillisin menetelmä suoritetaan Kalman-suotimella. (Colomina & Molina 2014, s. 90) 
 
Visuaaliseen konenäköön perustuva ohjausjärjestelmä on haasteellinen GPS-järjestelmään 
verrattuna muutaman eri syyn takia. Se vaatii huomattavan määrän laskentatehoa, jota ei 
välttämättä saada UAV:n kyytiin. Sama ongelma tulee laseretäisyyssensoreiden tai laserkei-
laintyyppisten ratkaisujen kanssa (Weiss et al. 2011, s. 854). Jos taas laskenta suoritetaan 
maassa olevalta kontrolliasemalta, täytyy varmistaa jatkuva radioyhteys UAV:hen. Visuaa-
liseen havaitsemiskykyyn perustuvia menetelmiä on tutkittu laajasti. Alla olevissa kappa-
leissa on esitelty aiheeseen liittyviä havaintoja. 
 
Yhtenä vaihtoehtona olisi käyttää ulkoisiin visuaalisiin havainnointilaitteisiin perustuvia 
menetelmiä, esimerkiksi tietyn tähyksen seuranta tai paikallaan olevien tunnettujen tähysten 
avulla navigointi. Nämä menetelmät ovat työläitä eikä sovellu tapauksiin, jossa täytyy lentää 
sellaisessa sijainnissa, joka on täysin tuntematon eikä ihminen pääse kyseiselle alueelle. 
Tästä syystä tehokkaampi ratkaisu on asentaa sensorijärjestelmä suoraan UAV:n kyytiin. 
Tällaiset ratkaisut eivät myöskään emittoi valoa tai radiosignaaleja. (Weiss et al. 2011, s. 
855, Lee et al. 2011, s. 373) 
 
Kuten aiemmin on mainittu, SLAM-algoritmin käyttö on hyvin suosittua. Kyseistä menetel-
mää ovat käyttäneet muun muassa Kim ja Sukkarieh (2004) sekä Weiss (Weiss et al. 2011, 
Kim & Sukkarieh 2004). Visuaalinen SLAM-algoritmi perustuu maastoavusteiseen navi-
gointijärjestelmään (TANS, Terrain Aided Navigation System) ja tavoite on arvioida UAV:n 
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asentoa lineaarisesti, jotta UAV:lla voitaisiin suorittaa kaikki perustoimenpiteet kuten lei-
junta, pisteen/linjan seuranta, vertikaalinen nousu ja laskeutuminen. Jotta tämä toimisi, täy-
tyy näiden toimia reaaliajassa ja olla yhteydessä johonkin verkkoon.  Weiss (2011, s. 855-
858) esittelee SLAM-algoritmiin perustuvan menetelmän, jossa UAV:n kamerakuvasta 
muodostetaan harva 3D-kartta ympäröivästä ympäristöstä. Kuvien perusteella UAV paikan-
taa itsensä tältä kartalta ja navigoi havainnoimassaan ympäristössä. Prosessi toimii reaaliai-
kaisesti lennon aikana. Näin kyetään toimimaan täysin tuntemattomassa ympäristössä, jossa 
ei ole GPS-signaalia. SLAM-algoritmi perustuu tehtävän kaksiosaiseen jakamiseen: seuran-
taan ja kartoitukseen. Seuranta keskittyy keskeisten piirteiden etsintään ja kartoitustehtävä 
suorittaa kuvablokin muodostuksen. Huomioitavaa on, että Weissin testi suoritettiin alaspäin 
suunnatulla kameralla, jolloin kuvakulma oli rajallinen ja kartoitus suoritettiin nimenomaan 
alapuolella olevasta näkymästä. 
 
Toinen vaihtoehto GPS-rajoitetuilla alueilla visuaaliseen havaitsemiseen perustuen on käyt-
tää vain SIFT-algoritmia, jolla kuvia pyritään yhdistämään. Menetelmä on muuttumaton mit-
takaavan suhteen ja se tunnistaa piirteitä rakentamalla kuvapyramiidin eri mittasuhteissa. 
SIFT-algoritmi toimii hyvin myös eri orientaatioiden kanssa, sillä se luo piirteiden kuvaus-
vektorit piirteiden referenssiorientaation mukaan. Algoritmi poimii piirteitä kuvasta ja valit-
see selkeimmät kuvausvektorit. Tämän jälkeen näiden piirteiden sijaintien orientaatio mää-
ritetään ja tiedot pisteestä tallennetaan karttatietokantaan. Yhdistämällä pisteitä ja karttatie-
tokannan tietoja voidaan arvioida UAV:n sen hetkinen sijainti. SIFT-algoritmi voidaan yh-
distää SLAM-menetelmän kanssa, jos käytetään myös AHRS- ja IMU-sensoreita. (Lee et al. 
2011) 
 
On myös mahdollista, että GPS-sijaintitieto katkeaa hetkellisesti tai paikoittain. Lyhyet kat-
kokset eivät haittaa, mutta joissain pidempien katkosten tapauksessa voidaan joutua turvau-
tumaan vaihtoehtoisiin navigointimahdollisuuksiin katkoksen sattuessa. Yleensä hetkelliset 
GPS-katkosten sijaintitiedot pystytään sitomaan ja arvioimaan oikeiksi jälkikäteen (Wendel 
et al. 2006, s. 527). 
 
2.1.2 Multikopterin ohjausperiaatteet 
Multiroottoristen UAV:iden (tai multikoptereiden) toimintaperiaatteet ovat samat, vaikka 
roottorien määrä vaihtuisikin. Ohjaus perustuu vaihtelemalla eri roottoreiden tuottamaa voi-
maa, eli propellien pyörimisnopeutta. Periaatteet eroavat perinteisen helikopterin ohjauspe-
riaatteista, jossa säädellään roottorivoiman lisäksi lapojen kulmaa ja propellisysteemin kul-
maa kopteriin nähden. Multikoptereiden tapauksessa roottoreita täytyy olla parillinen määrä, 
jotta UAV saadaan helposti stabilisoitua. Joka toinen roottori pyörii myötä päivään ja vas-
taavasti näiden väliin jäävät vierekkäiset roottorit pyörivät vastapäivään. Tällä tavoin vään-
tövoima voidaan tasata, jolloin kopterin nostovoima on tasainen jokaisen propellin/ roottorin 
osalta. UAV liikkuu eteenpäin, kun takana olevat roottorit pyörivät nopeammin, kuin edessä 
olevat. Tällöin vääntö näillä roottoreilla on suurempi ja UAV nyökkää eteenpäin (englan-
niksi pitch). Vastaavalla tavalla päästään taaksepäin lisätessä etummaisten roottoreiden 
vääntöä. Sivuille päästään kallistamalla (englanniksi roll), joka tapahtuu vaihdellessa si-
vuilla olevien roottoreiden vääntömäärää. Tällöin UAV:n suuntaorientaatio ei muutu. Suun-
taorientaatiota voidaan muuttaa kääntymällä pystyakselin suhteen (englanniksi yaw). Tämä 
saadaan aikaiseksi pyörittämällä joko myötä päivään tai vastapäivään pyöriviä roottoreita 
nopeammin, kuin toiseen suuntaan pyöriviä roottoreita (pitäen kokonais työntövoiman edel-
leen vakiona). Tällöin UAV voi pyöriä pystyakselinsa ympäri pysyen paikallaan. Koko 
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UAV:ta nostaessa kaikkien roottoreiden pyörimisvoimaa nostetaan ja laskiessa pyörimisvoi-
maa lasketaan. UAV kykenee täten liikkumaan kuuden vapausasteen mukaan (6DOF, 6 De-
grees of Freedom), mutta väkisinkin yhden suunnan liikuttaminen aiheuttaa myös liikettä 
jossakin tosiessa suunnassa ja muutos yhden propellin pyörimisnopeudessa aiheuttaa liikettä 
vähintään kolmen vapausasteen suhteen. (Capello et al. 2012, s. 559, McKerrow 2004, s. 
3596-3597, Castillo et al. 2004, s. 510, Guenard et al. 2005, s. 1-2, Wendel et al. 2006, s. 
529) 
 
Suurin osa varsinkin kuluttajahintaisten pienikokoisten UAV:iden ohjausjärjestelmistä pe-
rustuu alustaan kiinnitetyn kameran radioyhteydellä välittämään kuva-aineistoon. Tällöin 
vähintään UAV:n asento ja suhtautuminen muuhun ympäristöön täytyy olla automaattisesti 
ohjattua ja tasautuvaa. Manuaalisesti tapahtuva propellien mikro-ohjaus ja säätely vaativat 
erityistä harjaantumista ja ammattitaitoa. Tästä syystä autopilotin tyyliset ohjauskontrollerit 
suorittavat yleensä Eulerin kulmien tasaamisen, jotta aluksen operoija voi keskittyä spatiaa-
lisen sijainnin ohjaukseen. Automaattinen vakautus perustuu luonnollisesti GPS ja INS tie-
tojen saatavuuteen. (Wendel et al. 2006, s. 529, Gil Martinez 2015, s. 865) 
 
Castillo (2004, s. 511) esittelee yleistyksen multiroottorisen aluksen 6 vapausasteen koordi-
naateista muodossa 
 
    (1) 
 
Jossa, x,y ja z kuvaavat aluksen massakeskipisteen paikkaa ja ψ, θ ja ϕ kuvaavat kolmea 
Eulerin kulmaa (yaw, pitch, roll). Käytännössä malli jakautuu liikkeessä oleviin ja kierto-
koordinaatteihin seuraavalla tavalla: 
 
   (2) 
 
McKerrowin (2004, s. 3597-3598) mukaan on tärkeää hallita stabiili leijunta ja tasainen liik-
keen suunta. Tasapainoisen multikopterin leijunta tapahtuu, kun yhdenkään vapausasteen 
suhteen ei ole nettovoimaa. Pienikin voima aiheuttaa lineaarisen kiihtyvyyden, joka perustuu 
Newtonin toiseen lakiin (f=ma) ja pienikin vääntövoima aiheuttaa kulmakiihtyvyyttä (ρ=Iρ). 
Tasainen leijunta saavutetaan, kun roottoreiden aiheuttama työntövoima on tasaisesti yhtä 
paljon kuin UAV:n kokonaispaino. Neljän roottorin tapauksessa pätee tällöin 
 
𝐹1 + 𝐹2 + 𝐹3 + 𝐹4 = 𝑚𝑔     (3) 
 
Jossa 1,2,3 ja 4 kuvaavat eri roottoreita. Gupta (2014, s. 55-56) käyttää tutkimuksessaan 
samankaltaista UAV:ta, kuin tämän työn tutkimusosiossa on käytetty, joten ohjausmekanis-
mit on havainnollistettu sen avulla. Kuvassa 6 on esitetty 6-roottorisen hexakopterin orien-
taatio, propellien pyörimissuunnat ja roottorien nostovoimat. Kuvassa ω vastaa moottorien 
positiivista pyörimissuuntaa, f kuvaa pyörimisvoimaa ja sen suuntaa sekä τ osoittaa vääntö-
voimaa ja sen suuntaa. Malli vastaa tutkimusosiossa käytettyä UAV-mallia. 
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Kuva 6 Hexakopterin orientaatio, propellien pyörimissuunnat ja roottorien nostovoimat (Gupta et al. 
2014, s. 55). 
 
Kuvan 6 mukaan on voitu havainnollistaa ohjaustoimintojen mekaaninen logiikka taulu-
kossa 1. 
 
Taulukko 1 Hexacopterin ohjausmekanismin logiikka (Gupta, Jha et al. 2014, s. 56) 
Suunta Moottorinopeuden kasvu Moottorinopeuden lasku 
Ylös ω1, ω2, ω3, ω4, ω5, ω6 - 
Alas - ω1, ω2, ω3, ω4, ω5, ω6 
Vasemmalle ω3, ω4, ω5, ω6 ω1, ω2 
Oikealle ω1, ω2, ω3, ω6 ω4, ω5 
Eteenpäin ω1, ω5, ω6 ω2, ω3, ω4 
Taaksepäin ω2, ω3, ω4 ω1, ω5, ω6 
 
UAV:n varsinainen kontrollointi tapahtuu käytännössä joko automaatiolla valmiiksi asete-
tulla lentoradalla ja tehtävänohjauksella tai sitten manuaalisesti käyttäjän radio-ohjauksen 
avulla. Tapauksesta riippumatta varsinaisen komponenttien ohjauksen tehtävän aikana suo-
rittaa UAV:n kyydissä oleva kontrolliyksikkö (kontrolleri). Capellon (2012, s. 560) mukaan 
tätä kontrolliyksikköä tarvitaan jakamaan oikeat komentosignaalit oikeassa järjestyksessä ja 
sekoituksessa UAV:n eri komponenteille, kuten roottoreiden moottoreille, GPS:lle ja senso-
reille. Nämä signaalit saadaan UAV:n operaattorilta, joka ohjaa lentoa. Nämä voivat myös 
olla ennalta määriteltyjä automaatioitua lentoa varten. Kontrollerin toinen tehtävä on hallita 
kopterin komponenttien antamaa palautetta, ja pitää kopteri stabiilina. Capello esittelee ar-
tikkelissaan matemaattisen mallit, kaavat ja kuvaajat työntövoiman ja vääntövoiman suh-
teista kierrosnopeuksiin. 
 
2.2 Fotogrammetria ja pistepilvi 
Nykypäivänä fotogrammetristen sovellusten monipuolisuus ja määrä on kasvanut muiden 
tekniikoiden kehittyessä. Perinteisen kartoitustehtävän rinnalla on voitu keskittyä lähifoto-
grammetrisiin toimenpiteisiin, pienalueiden kartoituksiin sekä erilaisiin sensorialustoihin ja 
–systeemeihin. Esimerkiksi pistepilvien käyttö virtuaalitodellisuudessa (Virtual Reality, 
VR) ja lisätyssä todellisuudessa (Augmented Reality, AR) on ja tulee olemaan tulevaisuu-
dessa entistä suuremmassa käytössä. Hwang (2016) on julkaisussaan esittänyt UAV:iden ja 
fotogrammetrian menetelmin tuotetun pistepilven käyttöä ja sovellusmahdollisuuksia AR:n 
yhteydessä. Tätä voidaan hyödyntää esimerkiksi kaupunkisuunnittelussa ja tiedonkeruussa. 
Tässä kappaleessa esitellään fotogrammetrian perusajatus (2.2.1), georeferointi (2.2.2) ja 
pistepilven muodostamiseen liittyvät periaatteet 2.2.3). 
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2.2.1 Fotogrammetrian perusajatus 
Remondino (2003, s. 3) esittelee fotogrammetrian selityksen seuraavasti: ”Fotogrammetria 
hankkii luotettavia mittauksia ja 3D malleja kuvien avulla.” Perinteisen fotogrammetrian 
perustehtävänä on määrittää 3D-sijainti ja orientaatio jollekin objektille, suhteessa 2D-ku-
vauksen kuvanottohetkien kamerasijainteihin, kun kohteesta tiedetään joitakin piirteitä 
(Yuan 1989, s. 129). Fotogrammetria perustuu kuvahavaintoihin ja piirteiden mittauksiin. 
Piirteitä voidaan asettaa tunnetuilla tähyksillä (yleensä koordinaateiltaan tunnettuja kontrol-
lipisteitä), mutta myös luonnollisia piirteitä voidaan käyttää. Molemmissa tapauksissa piir-
teiden vastaavuus eri kuvilta täytyy selvittää ja varmistaa jollakin tavoin. Luonnollisesti ku-
vien pitää sisältää samaa informaatiota eli olla osittain päällekkäin. Yleisesti kartoitusfoto-
grammetriassa täytyy olla vähintään 60% lentosuunnassa ja 30% vierekkäisiltä linjoilta (Ta-
har et al. 2011, s. 444). Luonnollisten kohteessa ja/tai sen ympärillä olevia piirteitä selvite-
tään monesti piirteiden irrotus algoritmien avulla. Jotta fotogrammetrinen toimenpide ja las-
kenta onnistuisi, täytyy olla selvillä kameran kalibrointiparametrit (sisäinen orientointi) ja 
kameroiden sijainnit ja suuntaukset (ulkoinen orientointi). 
 
Kameran kalibrointi on yksi tärkeimmistä asioista fotogrammetrisissa toimenpiteissä. Sillä 
tarkoitetaan kameravakion, pääpisteen paikan sekä optiikan aiheuttamien virheiden määrit-
tämistä. Optiikan piirtovirheet voivat olla joko radiaalista piirtovirhettä tai tangentiaalista 
piirtovirhettä. Kameran kalibrointi on oleellista ja välttämätöntä myös konenäön sovelluk-
sissa (Zhengyou Zhang 2004, s. 892). Kun kameran sisäinen kalibrointi tunnetaan, voidaan 
suorittaa ulkoinen orientointi, joka tarkoittaa kuvanottopaikkojen/ kameroiden paikkojen ja 
kuvaussuuntien (kierrot ja kallistukset) selvittämistä suhteessa toisiinsa ja/tai haluttuun 
koordinaatistoon.(Yuan 1989, s. 129) 
 
Jotta voidaan suorittaa minkäänlaista laskentaa, kuvien yhteensovitusta tai muodostaa orto-
kuvia tai malleja kuvien avulla, täytyy kameran kalibrointiparametrien (eli kameran geomet-
riatietojen) olla tiedossa. Näiden avulla tunnetaan kameran sisäinen orientaatio ja pystytään 
käyttämään kyseisiä arvoja hyväksi geometrisissa laskennoissa käsitellessä kuvia. Kameran 
kalibroinnin pystyy suorittamaan joko erikseen juuri ennen tai jälkeen kuvaustehtävän (jol-
loin olosuhteet ovat säilyneet samana), suoraan kuvaustehtävän kuvista itsekalibroinnin me-
netelmin (self-calibration) tai näiden kahden yhdistelmällä. Mikä tahansa menetelmä onkaan 
kyseessä, niin nykyään se perustuu automaattiseen tunnistukseen, jota kutsutaan automaat-
tiseksi ilmakolmioinniksi (AAT, Automatic Aerial Triangulation) (Colomina & Molina 
2014, s. 90). 
 
Zhang (2004, s. 892) erittelee kalibrointimenetelmät karkeasti kolmeen luokkaan: 3D refe-
renssiobjektin mukaan kalibrointi, 2D referenssitason mukaan kalibrointi ja itsekalibrointi. 
Ensimmäiset kaksi tapahtuvat yllä mainitun tavan mukaisesti erillisesti kuvaustehtävästä, ja 
kolmas kuvaustehtävän aikana. 3D referenssiobjektin mukaan kalibroitaessa tunnetaan ob-
jektin/kohteen geometria 3D-avaruudessa. Yleensä kohteessa on kaksi tai kolme toisilleen 
ortogonaalista tasoa. 2D kalibroinnin tapauksessa käytetään monesti jotakin tasolle asetettua 
kuviointia, jonka geometria tunnetaan. Tätä tasoa kuvataan eri etäisyyksiltä, kulmista ja 
orientaatioasetelmista. Itsekalibroinnin Zhang kuvailee 0D-menetelmäksi, sillä siinä ei käy-
tetä mitään objektia, vaan kalibrointi suoritetaan kuvien vastaavuuksista. Koska itsekalib-
rointi perustuu kohdepisteiden käyttöön, se edellyttää vahvaa kuvausgeometriaa ja useita 
kuvia. Sen etuna on mittausolosuhteissa suoritettu kalibrointi. Remondino (2006, s. 2) kui-
tenkin huomauttaa, että itsekalibrointi johtaa huonojen geometrioiden takia helpommin huo-
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noon tarkkuuteen lopullisen rekonstruktion kohdalla ja täten suosittelee kalibroimaan kame-
ran erikseen. Erilliseen kalibrointiin voidaan käyttää myös erillistä testikenttää, jonka geo-
metria ja joitain pisteiden koordinaatteja tiedetään. Kalibrointilaskenta suoritetaan tavan-
omaisesti kollineaarisuusyhtälöiden avulla (kaava 4). On olemassa myös muita menetelmiä, 
esimerkiksi kalibrointi ortogonaalisten suuntien avulla ja pelkkien kulmien avulla kalib-
rointi. Lisäksi Zhang esittelee artikkelissaan kalibrointimenetelmän 1D-objektien avulla. 
 
Ulkoisen orientoinnin, eli kamerasijaintien ja orientaatioiden selvittäminen on yksi vanhim-
mista ja tärkeimmistä tehtävistä fotogrammetrian ja tietokonenäön tehtävissä (Long Quan & 
Zhongdan Lan 1999, s. 774). Se lasketaan kuuden muuttujan avulla, jotka muodostuvat ka-
meran projektiokeskuksen kolmesta koordinaatista sekä kolmesta kierrosta kamera- ja koh-
dekoordinaatiston välillä. Ulkoisen orientoinnin määrittämisen avuksi voidaan käyttää GPS- 
ja INS-tietoja, jos sellaisia on saatavilla. Eri koordinaatistojen suhteita toisiinsa saadaan sel-
vitettyä kiertomatriisin avulla. Tämä tulee välttämättömäksi, kun sama piste halutaan kuvata 
kahdessa eri referenssisysteemissä. Kiertomatriisi voidaan selvittää iteratiivisella menetel-
mällä tai ilman iterointia (Guidi et al. 2003, s. 671). Yhden kameran tapauksessa kuvia voi-
daan ottaa vain yksi kappale tiettynä ajankohtana, mutta tarkastellessa objektin piirteitä ku-
vassa, voidaan ratkaista ulkoinen orientointi (Yuan 1989, s. 129). 
 
 
Kuva 7 Vasemmalla yksinkertaistettu kameramalli ja oikealla koordinaatistojen kuvaus yhden kameran 
tapauksessa (J. S. C. Yuan 1989, s. 131) 
 
Fotogrammetrian päätehtäviin kuuluu eteenpäinleikkaus, jolla kahta tai useampaa kuvaa 
käyttämällä voidaan rekonstruoida kohde. Eteenpäinleikkauksella määritellään uuden koh-
depisteen 3D-koordinaatit. Laskenta perustuu perspektiiviseen geometriaan yksinkertaiste-
tun kameramallin mukaisesti. Tällöin kuvan piirteen pisteet projisoidaan kuvatasolle pisteen 
ja kameraorigon (projektiokeskipiste) kautta kulkevaa janaa pitkin. Geometrinen näkemys 
toiminnosta on esitetty kuvassa 7. Jotta eteenpäinleikkaus onnistuu, täytyy kuvien orientoin-
nit olla selvitettynä (yllä mainitut kalibrointiparametrit ja ulkoinen orientointi). Toiminto 
onnistuu myös, jos kuvien keskinäinen orientointi (suhde toisiinsa mallikoordinaatistossa) 
tunnetaan. Eteenpäinleikkaus lasketaan yleisesti kollineaarisuusyhtälöiden avulla, jotka ovat 
fotogrammetrian keskeisimpiä yhtälöitä (kaava 4). Kollineaarisuuehto johtaa matemaatti-
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sesti kahteen epälineaariseen yhtälöön jokaista piirrepistettä kohden. Tästä syystä rekonst-
ruoinnin onnistumiseen vaaditaan vähintään 3 vastinpistettä kahdelta eri kuvilta. (Yuan 
1989, s. 129) 
 
   (4) 
 
Perinteisillä kartoitustehtävillä on kartoitettu maanpintaa, jolloin on lennetty kuvan x mu-
kaisia lentolinjoja. Kuvassa 8 d vastaa kuvakokoa, a on lentolinjojen etäisyys toisistaan ja b 
on kuvanottopaikkojen välinen etäisyys (kanta). 
 
 
Kuva 8 Perinteisen kartoituskuvauslennon visuaalinen esitys (Suziedelyte Visockiene, Puziene et al. 
2016, s. 3). 
 
Yuan (1989, s. 129) kuvaa fotogrammetriaa toimintona, joka käsittelee 3D-avaruudessa ole-
vaa matemaattista esitystä geometrisista relaatioista fyysisten objektien välillä perustuen 
niitä kuvaaviin 2D-kuviin. Kollineaarisuusyhtälöt toteutetaan perinteisesti iteratiivisin las-
kentamenetelmin ja täten on keksitty yksinkertaistettuja ratkaisuja matemaattisen laskennan 
keventämiseksi. Tämä tulee erityisesti kyseeseen reaaliaikaisten toimintojen tapauksessa. 
Virheitä fotogrammetrisissa laskennoissa minimoidaan yleensä pienimmän neliösumman 
menetelmällä. Fotogrammetriaa on vuosien varrella käytetty keskeisesti ja rutiininomaisesti 
ilmakuvauksessa, kartografiassa ja kaukokartoituksessa. Muitakin ratkaisuja fotogrammet-
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risten toimenpiteiden suorittamiselle on olemassa. Yuan esittelee artikkelissaan vaihtoeh-
don, jossa kollineaarisuusehtoja ei käytetä. Tarkkuus on kääntäen verrannollinen kantaan 
(kameroiden etäisyyteen toisistaan kuvanottohetkien välillä) ja suoraan verrannollinen nä-
kökentän etäisyyden neliöön (Guidi et al. 2003, s. 669). 
 
Yllä esiteltävät laskennat ovat perusta kuvien stereoyhteensovitukselle, joka voidaan toteut-
taa eri aikaan tai eri näkökulmista kerättyjen kuvien vastaavuuksia etsimällä joko piirteitä 
tai intensiteettiarvoja vertaamalla. Tällä tavoin pyritään keräämään 3D informaatio kuvilta 
ja saadaan muodostettua haluttuja malleja kuten DTM (Digital Terrain Model), DSM (Digi-
tal Surface Model) tai jonkin kohteen 3D-malli. Intensiteettejä vertaamalla täytyy huomi-
oida, että eri kuvien valoarvot voivat vaihdella suurestikin. Tästä haasteesta on kerrottu lisää 
työn osassa 2.2.3. Stereoyhteensovitusta ja sen haasteita on tutkittu paljon jo vuosikymme-
nien ajan. (Heo et al. 2011) 
 
Fotogrammetrian ja kaukokartoituksen kautta tuotettavat perusmallit ovat muun muassa 
DSM (Digital Surface Model) ja ortokuvat. Ortokuva on kuva, jossa kaikilla elementeillä on 
sama mittakaava ja joka on virheetön ortogonaalinen projisointi ilman perspektiivisiä vaiku-
tuksia (Segales 2016, s. 931). DSM:ien ja ortokuvien luominen alkaa olla jo rutiinia, kun 
tiedetään kuvien ulkoinen orientointi ja kameran kalibrointiparametrit. Kyseistä mallinnus-
toimenpidettä on suoritettu automatisoituna jo yli 20 vuotta. (Colomina & Molina 2014, s. 
90) 
 
Perinteiseen fotogrammetriseen tehtävään on luotu erilaisia vaihtoehtoja ja menetelmää on 
sovellettu eri tarkoituksiin maastokartoituksen ohella. Yksi mahdollisuus fotogrammetrisen 
kartoitustehtävän suorittamiselle on lineaarista ”Pushbroom”-kameraa käyttämällä. Tällai-
nen kamera kuvaa maata kohden lentolinjan suuntaan kohtisuorassa olevan rivin yksi ker-
rallaan CCD-kennolle, ja lennon eteenpäin suuntautuva liike mahdollistaa kokonaiskuvan 
muodostumisen (Gupta & Hartley 1997, s. 963). Verrattuna perspektiivisiin kameroihin, yllä 
mainittu menetelmä eroaa epipolaarigeometrian osalta ja laskenta on Guptan (1997, s. 974) 
mukaan yksinkertaisempi, sillä moni fotogrammetrinen toimenpide, kuten kameran kalib-
rointi, ulkoinen orientointi ja relatiivinen orientointi voidaan suorittaa ilman iteratiivisia me-
netelmiä vaativia algoritmeja. Li (2004) esittää artikkelissaan DSM:n luomiseen tarkoitetun 
automaattisen menetelmän lineaarisille kameramalleille ja Quan (1999) selvittää artikkelis-
saan lineaarisen laskentamallin kameroiden sijainnin ja orientoinnin selvittämiselle. Viime 
vuosina on tapahtunut paljon tärkeää kehitystä lähifotogrammetrian saralla. Fiorillo (2016, 
s. 64) esittää kolme syytä kyseiselle kehitykselle. Hänen mukaansa tietokonenäön sovelluk-
set ovat kehittyneet siten, että ne kykenevät suorittamaan automaattisen kameran kalibroin-
titehtävän ja ulkoisen orientoinnin parametrien laskemisen. Toiseksi hän väittää fotogram-
metristen ohjelmien kehityksen ja kolmantena syynä hän pitää halpojen digitaalikameroiden 
laadun parantumisen. Tämä on johtanut myös esimerkiksi UAV:lla suoritettavan kartoituk-
sen ja kohteen mallinnuksen paranemiseen ja tämän työn tutkimusosion suorittamiseen. 
 
2.2.2 Georeferointi 
Georeferoinnilla tarkoitetaan kuvan tiedon (paikan/sijainnin) sitomista koordinaatteihin 
ja/tai karttaan. Georeferoidun kuvan minkä tahansa kohteen tai pisteen koordinaatit, eli si-
jainti luonnossa voidaan saada selville. Tämä mahdollistaa eri karttojen (ja/tai 3D-mallien) 
yhteensovittamisen, kun kyseinen kohde on kaikissa malleissa asetettu samaan paikkakoor-
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dinaatistoon. Toimenpide on hyvin yleinen fotogrammetrista kartoitusta suorittaessa. Läh-
tökohtana ulkoisen ja sisäisen orientoinnin pitää olla tiedossa. Georeferointi onnistuu, jos 
kuvatusta kohteesta tiedetään joidenkin pisteiden 3D-karttakoordinaatit. Nämä voivat olla 
tähyksin merkittyjä pisteitä tai luonnollisia pisteitä (GCP, Ground Control Points), joiden 
koordinaatit on mitattu ja jotka voidaan paikantaa myöhemmin kuvilta. Joissain tapauksissa 
ei ole mahdollisuutta GCP:ille. Esimerkiksi He (2015, s. 1) tutki jäätikön liikehdintää ja su-
lamista fotogrammetrian avulla (kuvaten 7 kuukauden välillä saman alueen), eikä tällaisella 
alueella ollut mahdollisuutta GCP:iden hyödyntämiseen. Georeferointi voidaan kuitenkin 
suorittaa myös, jos kuvauspaikkojen (kameran origon) 3D-paikkakoordinaatit tiedetään. 
Tämä onnistuu GPS:n ja IMU:n avulla, mutta on Hen mukaan edelleen haastava tehtävä ja 
hän suosittelee GCP:iden käyttöä, jos se on mahdollista. Tällöin pystytään suorittamaan 
suora georeferointi. Suoralla georeferoinnilla tarkoitetaan reaaliajassa tapahtuvaa georefe-
rointia, jossa ulkoinen orientointi selvitetään ulkoinen orientointi välittömästi mittauksen 
yhteydessä INS ja GPS avulla, eikä ilmakolmiointia lasketa (Eugster, Nebiker 2007, s. 4). 
Luonnollisesti tarkimpaan tulokseen päästään, jos voidaan hyödyntää molempia. Käytän-
nössä fotogrammetrian tehtävän voi siis suorittaa ilman georeferointia, mutta varsinkin kar-
toitustehtävissä on viisasta suorittaa georeferointi. Tämän työn tutkimusosiossa selvitetään 
georeferoinnin mahdollisuuksia pienkohdetta mallintaessa ja kartoitettaessa. Käytännössä 
tavoitteena olisi, että georeferoidulta pistepilveltä voitaisiin valita mikä tahansa 3D-piste ja 
saataisiin selville tämän koordinaatit. 
 
Kontrollipisteet ovat tärkeä osa geospatiaalisen aineiston muodostamista varten. UAV:lla 
kerätyllä datalla voi olla joko relatiivinen tarkkuus tai absoluuttinen tarkkuus. Relatiivisella 
tarkkuudella tarkoitetaan, että maassa olevat objektit ja kohteet säilyttävät kuvassa niiden 
relatiivisen muotonsa ja kokonsa. Tällöin esimerkiksi 50 hehtaarin alue voidaan mitata pro-
sessoidusta alueesta tietokoneella ja saadaan tulokseksi tarkalleen sama 50 hehtaaria. Abso-
luuttinen tarkkuus tarkoittaa, että jokainen kuvien perusteella muodostettu piste saa koordi-
naattiarvon, joka on täysin sama kuin todellisuudessa kyseisen kohdan koordinaatti on. 
(Michalec 2016, s. 105) 
 
Jos laskennassa käytetään GCP:itä (myös kalibroinnin tapauksessa), saadaan parhaat tulok-
set kun GCP:t ovat kohdealueen eri tasoilta ja levittäytyneenä ympäri koko aluetta. Tällöin 
laskenta tapahtuu laajemman alueen mukaan eikä aiheuta paikallista virhettä, jota saattaisi 
syntyä, jos GCP:t olisivat vain tietyssä osassa kohdealuetta (tai kaikki samalla tasolla). 
 
2.2.3 Pistepilven muodostaminen fotogrammetrisin menetelmin 
Pistepilveksi sanotaan jossakin koordinaatistossa (tai avaruudessa) olevaa aineistoa, jossa 
pisteet muodostavat kolmiulotteisen tietokonemallin. Pisteet kuvaavat fyysisiä rakennelmia, 
esineitä ja aineita. Lukuisten pisteiden avulla pistepilvi pyrkii osoittamaan kohteen kolmi-
ulotteisen mallin ja muodon. Remondino (2003, s. 2) jakaa käsityksen 3D mallien luomisesta 
2 systeemiin ja näistä ensimmäisen vielä kahteen mahdolliseen menetelmään: 
 
- 3D malli 
o Mittauksiin perustuva systeemi 
 Kolmiointiin perustuvat menetelmät 
 Menetelmät jotka eivät vaadi vastaavuuksia 
o Systeemi joka ei perustu mittauksiin 
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Systeemi, joka ei perustu mittauksiin tarkoittaa kaupallisia tietokoneanimointiin tarkoitettuja 
menetelmiä. Tässä tutkimuksessa keskitytään mittauksiin perustuviin systeemeihin. 3D-mit-
tauksia voidaan suorittaa Chenin (2000, s. 10) mukaan seuraavilla menetelmillä: 
 
- Aika/Valo mittaus  (Time/Light in Flight) 
- Laserkeilaus (Laser Scanning) 
- Moiré 
- Laserpilkkujen kuvioiden osa-alueistaminen (Laser Speckle Pattern Sectioning) 
- Interferometria (Interferometry) 
- Fotogrammetria (Fotogrammetry) 
- Laserseuranta systeemit (Laser Trackin System) 
- Strukturoitu valo (Structured Light) 
 
Eri menetelmien esittelyt löytyvät Chenin artikkelista, mutta yleisimmät mallit joilla piste-
pilviä nykyään muodostaan ovat laserkeilaus ja fotogrammetriset menetelmät. Vaikka laser-
keilaus on yleistynyt, on fotogrammetrialla täysin mahdollista tuottaa yhtä yksityiskohtaista 
3D-aineistoa kuvien perusteella (Remondino & Zhang 2006, s. 1). Laserkeilauksessa laser-
säteistä ja niiden takaisin heijastumisista voidaan säteilyn ajan suhteen laskea heijastuskohta. 
Täten saadaan kiinteiden rakennelmien pisteet kartoitettua ja mallinnettua. Fotogrammetri-
set menetelmät perustuvat kohdassa 2.2.1 selitettyyn perusajatukseen, jossa eri kuvilta löy-
detyt yhteiset pisteet pystytään mallintamaan kolmiulotteiselle tietokonemallille, kun sisäi-
nen ja ulkoinen orientointi tunnetaan. Laserkeilaus on suoraviivaisempaa ja tuottaa pistepil-
ven ilman, että aineistoa tarvitsee käsitellä. Toki useampi keilaus joudutaan rekisteröimään 
yhdeksi isoksi malliksi. Laserkeilaus ei kuitenkaan välttämättä ole nopeampi vaihtoehto fo-
togrammetrisiin menetelmiin nähden. Jos keilattava alue on suuri ja keilauksia on useita, 
niin maalaserkeilauksessa voi kestää hyvinkin paljon pidempää kuin fotogrammetrisilla me-
netelmillä suoritettu aineiston keruu. Strechan (2015, s. 222) suorittamassa tutkimuksessa 
aineiston keruu TLS-menetelmin kesti 4 tuntia, kun GoProlla aineiston keruu kesti vain 10 
minuuttia. Tuloksena oli saman kokoinen pistepilvi samasta kohteesta. Tässä tutkimuksessa 
keskitytään pistepilven muodostamiseen fotogrammetrisin keinoin. Seuraavissa kappaleissa 
on kuvattu menetelmä ja siihen vaikuttavia tekijöitä. 
 
Todellisten kohteiden 3D rekonstruointi (eli 3D mallin luominen) kuvamateriaalista on ollut 
tietokonenäön ja fotogrammetristen piirien tutkimuksen kohteena jo vuosikymmeniä. Se on 
haasteellinen tehtävä vajaiden, häiriöllisten ja harvojen aineistojen tapauksessa. Vaatimukset 
todellisten virtuaalimaailmojen luomisessa ja teollisuuden laadunvalvonnassa ovat nousseet. 
Nykyään tekniikan sovelluksia hyödynnetään korkealaatuisten pintamallien luomisessa 
ilma- ja UAV-kuvien pohjalta, objektien mallintamisessa elokuva- ja peliteollisuudessa, 
kulttuurillisten kohteiden taltioinnissa, laadunvalvonnassa ja jopa ajoneuvojen automaatti-
sessa ohjausavustuksessa. (Rothermel et al. 2012, s. 1, Fitzgibbon & Zisserman 1998, s. 1, 
Chen et al. 2000, s. 10, Fabio 2003, s. 1) 
 
Rekonstruoinnin tavoite voidaan kirjoittaa Remondinon (2003, s. 3) mukaan seuraavalla ta-
valla: Annetusta pistejoukosta P, jotka oletetaan olevan tuntemattomalla pinnalla S tai sen 
lähellä, pyritään luomaan pintamalli S’ joka likimääräisesti kuvaa S:ää. Täydellisen S:n re-
konstruointi on mahdotonta, sillä pinta käsittää loputtoman joukon pisteitä ja saatavilla on 
vain osa tästä joukosta. Tasaisilta pinnoilta ei suuria määriä pisteitä tarvittaisikaan mallin 
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muodostamiseksi, mutta yksityiskohtaisten piirteiden kohdalla pistetiheyden tulisi olla mah-
dollisimman suuri. Monesti aineistoja pitää enneminkin käsitellä ennen prosessointia (tur-
hien, virheellisten pisteiden poistamista jne.). 
 
Pistepilven muodostaminen perustuu yleisellä tasolla seuraaviin vaiheisiin (Chen et al. 2000, 
s. 12): 
 
- Päätetään/tiedetään globaali koordinaattisysteemi johon pyritään 
- Rekisteröidään lokaalit koordinaattisysteemit mittausten aikana 
- Valmistellaan taltiointi ja asetetaan sensori(t) halutuille paikoille 
- Lasketaan lokaali 3D-arvo jokaiselle objektin pisteelle 
- Eri mittauksista olevat lokaalit 3D-koordinaatit muunnetaan globaaliin systeemiin 
- Eri mittaukset yhdistetään käyttämällä pienimmän neliösumman periaatetta 
 
Pistepilveä voidaan käsitellä vielä jälkikäteen halutulla tavalla, esimerkiksi tasoittaen pintoja 
mesh-malleiksi, TIN-malleiksi ja liittämällä niihin tekstuuri alkuperäisten väriarvojen perus-
teella. 
 
Remondino (2006, s. 2-3) esittelee kaksi eri algoritmia pistepilven muodostamiseen foto-
grammetrisin keinoin. Molemmat pohjautuvat yllä esitettyyn yleiseen järjestykseen, mutta 
toimivat täsmennettynä kahden eri fotogrammetrisen tapauksen mukaan. Ensimmäinen on 
algoritmi pintamallin luomiseksi stereokuvaparien avulla. Se on alun perin otettu käyttöön 
ihmisen 3D-mallin luomiseksi (Remondino 2003) ja algoritmin toimintajärjestys on seu-
raava: kuvien ennakkokäsittely (tuodaan piirteitä paremmin esille), pisteiden etsintä ja yh-
distäminen, reunojen etsintä ja yhdistäminen ja 3D mallin luominen eteenpäinleikkauksen 
ja epipolaarigeometrian avulla (kuvaparien ja kolmen kuvan tapauksessa). Vaiheiden tar-
kempi kuvaus esitetty alla olevissa kappaleissa. Toinen esitetty algoritmi käsittelee usean 
kuvan tapausta ja on alun perin suunniteltu korkearesoluutioisen TLS-kuvien käsittelyyn. Se 
etsii kuvan ja objektin välisiä vastaavuuksia, vertaamalla pistettä yhdenaikaisesti kaikilla 
kuvilla joissa se on näkyvillä, etsien kollineaarisuusyhteyttä. Algoritmin perusajatus on seu-
raava: kuvien esikäsittely, useiden kuvien yhteensovitus ja lopuksi jalostettu yhteensovitus. 
Jälkimmäinen algoritmi vaatii erittäin tarkkaa orientointitietojen tuntemista (virhe maksi-
missaan 2-3 pikseliä), onnistuakseen. 
 
Pistepilven muodostaminen alkaa sensorivalinnan ja datankeruun suunnittelulla. Digitaali-
nen malli luodaan tyypillisesti yhdistämällä jollakin sensorilla kerättyjä pistepilviä, jotka on 
hankittu eri kulmista ja näkökulmista, jotta kokonaisuudessaan saataisiin taltioitua kohteen 
koko pinta. Chenin (2000, s. 15) mukaan suurimittakaavaiset tehtävät vaativat yleensä joko 
useita paikallaan olevia sensoreita tai yhden sensorin siirtämistä. Monisensorinen systeemi 
on monesti tarkasti kalibroitu ja tuottaa hyviä tuloksia, mutta ei ole niin joustava. Jousta-
vuutta on kuitenkin pyritty parantamaan erilaisin kannettavien/mobiilien alustojen (esim. 
UAV) avulla. Tärkeintä on Chenin mukaan kuitenkin suunnitella kuvausjärjestely niin, ettei 
3D-informaatiota jää taltioimatta kohteen jostakin osasta. (Guidi et al. 2003, s. 667, Chen et 
al. 2000, s. 15) 
 
Fitzgibbon (1998, s. 1-4) on esitellyt artikkelissaan 3D-mallin fotogrammetrisen muodosta-
misen vaiheet. Hänen tavoitteenaan oli luoda mahdollisuus tuottaa videoaineistosta realisti-
nen 3D-malli ilman, että käytetään kamerasijainteja ja kalibrointiparametreja, mutta myös 
ilman 3D kontrollipisteiden käyttöä. Tämä asetelma muistuttaa hyvin vahvasti tämän työn 
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tutkimusvaiheessa suoritettua tehtävää. Fitzgibbonin esittelemä menetelmä perustuu piirtei-
den tunnistukseen ja hänen mukaansa perusmenetelmä toimii vain, jos kuvilta löytyy tar-
peeksi merkittäviä ja selkeitä tekstuureita 2D-laskennan tueksi. Lisäksi hänen menetelmäs-
sään kuvanottovälit ovat pieniä, jotta ristikorrelaatiotekniikkaan perustuva menetelmä toi-
misi. Myös Remondinon (2006, s. 1) mukaan suuri osa pistepohjaisesta systeemeistä perus-
tuu lyhyeen kantaan ja toimivat vain ristikorrelaatioon perustuen. Pienen kannan hyvä puoli 
on Fizgibbonin mukaan se, että vastaavuuksien löytäminen yksinkertaistuu, sillä kuvat ovat 
samankaltaisia toistensa kanssa. Haittapuolena on se, että suuremmilla kuvanottoväleillä 
päästäisiin tarkempaan tulokseen suurempien kulmien ansiosta. Kannan suuruuden kokoa 
yritettiin arvioida myös tämän työn tutkimusosassa. Kuvassa 9 on esitetty mallin muodos-
tuksen vaiheet ja periaatteet. Kuva-aineistolle on ensin suoritettu piirteiden irroitus tietoko-
nenäön perusalgoritmeja käyttämällä, jonka jälkeen suoritetaan piirteiden yhdistäminen ja 
geometrian arviointi.  
 
 
Kuva 9 Vasemmalla yleiskuvaus pistepilven muodostamisen prosessista eri vaiheineen. Oikealla ylhäällä 
on esitetty kolmioinnin perusperiaate. Kahdelta eri kuvalta löytyvän pisteen avulla saadaan rekonst-
ruoituun malliin kyseinen pisteen 3D-koordinaatti siitä pisteessä, jossa kuvasäteet leikkaavat. Oikealla 
alhaalla esitetty malli, jossa kahden ensimmäisen kuvan perusteella on voitu selvittää pisteen tai suoran 
sijainti kolmannelle. (Fitzgibbon & Zisserman 1998, s. 1-4) 
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Piirteinä toimii hyvin selkeät pisteet, kuten kulmat ja viivamaiset rakennelmat, kuten katon 
reuna. Tämän jälkeen suoritetaan kolmiointi/ kuvablokin muodostus ja saadaan rekonstruoi-
tua 3D-malli, josta voidaan käsitellä haluttu loppuaineisto käyttäjäkohtaisesti. Rekonst-
ruointi tapahtuu kolmioinnin avulla, joka perustuu siihen, että kahdelta kuvalta löytyvä 3D-
piste noudattaa yksinkertaista lineaarisen relaation suhdetta. Kuten kuvassa 10 on esitetty, 
pisteiden tulee olla toistensa epipolaarisuorilla. Suoran löytäminen perustuu kuvan 9 oike-
assa alakulmassa olevaan periaatteeseen ja on esitetty kuvassa 11. Kolmiointi on perusta 
kaikille algoritmeille, jotka pyrkivät luomaan 3D-malleja 2D-kuvilta. 
 
 
Kuva 10 Ensimmäisen talon kuvassa olevan pisteen tiedetään olevan toisella kuvalla esitetyllä suoralla, 
perustuen epipolaariyhtälöiden ja –suoran käyttöön, jonka periaate on visualisoitus vasemmanpuoli-
simmassa kuvaesityksessä. (Fitzgibbon & Zisserman 1998, s. 3) 
 
Kuva 11 Kahden ensimmäisen kuvan suora löydetään kolmannelta kuvalta tietyltä suoralta, joka on 
voitu laskea ensimmäisten kahden kuvan perusteella. (Fitzgibbon & Zisserman 1998, s. 4) 
 
On huomioitava, että kuvamateriaalia voidaan kerätä ja analysoida eri lähtökohtiin perus-
tuen. Remondino (2006, s. 2-4) jakaa kuvausvaihtoehdot kolmeen skenaarioon riippuen ku-
vauskannan suuruudesta: lyhyt kanta, pitkä kanta ja leveä kanta. Lyhyt kanta tarkoittaa ta-
pauksia, joissa parallaksi on hyvin pieni, esimerkiksi videoaineiston jokaista ruutua käytet-
täessä. Tällöin lyhyttä parallaksia voidaan käyttää hyödyksi yhteneväisyyksien etsinnässä. 
Pitkän kannan malli on selvästi lyhyttä suuremmille kuvanottoväleille. Se voidaan toteuttaa 
videosta, mutta ei kaikkia ruutuja käyttämällä. Leveä kanta tarkoittaa erittäin suuria eroja 
kuvanottopaikkojen välillä, jossa kuvauskulmien välit voivat olla yli 20-25 astetta. Kuvien 
9-11 avulla selitetyt menetelmät kuvaavat pitkää kantaa noudattavia menetelmiä ja Remon-
dino kuvaa rekonstruoinnin toimintaperiaatteen samanlaiseksi, kuin yllä on selitetty. Muille 
toimintamalleille hän antaa hieman erilaisen ratkaisumenetelmän perustuen eri geometrisiin 
lähtökohtiin. 
 
Fotogrammetriseen prosessiin kuuluu kerätyn datan jälkikäsittely, joka käsittää kohteen ku-
vauksen jälkeiset toiminnot ja laskennat. Michalecin (2016, s. 104) mukaan ohjelmistopuo-
len kehityksen myötä on koettu vaikutus myös datan prosessointiin. Hän sanoo operaatiota 
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edeltävän suunnittelun olevan elintärkeää, mutta nykyisen ohjelmistotekniikan kehityksen 
myötä datan kerääminen on muuttunut helpompaan suuntaan ja tutkimuksissa on voitu vä-
hentää datankeruun tarkkuusvaatimuksia ja kontrollointimenetelmiä suurien datamäärien 
parissa. Toisin kuin perinteisissä menetelmissä, joissa käyttäjä on saattanut itse joutua ma-
nuaalisesti prosessoimaan kerättyä dataa, tietokoneiden ja ohjelmien laskentatehojen kehi-
tyksen kasvaessa tämä aspekti on poistunut kokonaan. Toisaalta tämä on luonut uudenlaisia 
haasteita, sillä vaikka datamääriä on voitu kasvattaa suunnattomasti, voi hyvin suurien data-
määrien prosessointi johtaa tietokoneen muistin loppumiseen ja ohjelman kaatumiseen. 
 
Pistepilviä muodostavat ohjelmat kykenevät konenäköominaisuuksien lisäksi suorittamaan 
automaattisen itsekalibroinnin (polttovälin, projektiokeskipisteen ja piirtovirheiden laskemi-
sen) sekä ulkoisen orientoinnin laskemisen. Nykyiset ohjelmat ovat kehittyneet UAV-kehi-
tyksen tavoin matemaattisesti niin tehokkaiksi, että ne kykenevät suorittamaan laskennat eri 
kiertojen välillä, mutta mahdollistavat myös laajanäkökulmaisten kalansilmälinssien käytön, 
ja täten suuremman valikoiman sensoreiden välillä. (Fiorillo et al. 2016, Strecha et al. 2015, 
s. 215) 
 
Jotkin ohjelmat muodostavat 3D malleja SfM-menetelmään (Structure from Motion) perus-
tuen. 3D malleja muodostavat ohjelmat, jotka perustuvat SfM menetelmään, tuottavat mallin 
kuvien yhdistämisen, näkymän rekonstruoinnin ja pistepilvien muodostamisen avulla. (Ya-
nagi & Chikatsu 2016, s. 147)  
 
 
 
Kuva 12 Vasemmalla erotuskuvien yhteensovituksen visualisointi ja oikealla esimerkki erotuskuvasta. 
(Hirschmuller 2008, s. 335-336) 
 
Tiheän yhteensovituksen ongelmana on vastaavien pikselien löytäminen kahdelta näky-
mältä, jotka kuvaavat samaa kohdetta. Varsinkin hienopiirteiset kohdat ja rajat voivat hel-
posti sumentua. Lisähaastetta aiheuttavat valaistuserot. Käyttämällä epipolaarikuvia, poten-
tiaaliset yhteneväisyydet löydetään samalta riviltä, jolloin ongelman voi kohdistaa eroavai-
suuksien löytämiseen. Monessa tosimaailmassa olevan kohteen tapauksessa tiheän stereo-
yhteensovituksen implementaatiot perustuvat SGM algoritmiin (Semiglobal Matching), joka 
estimoi eroavaisuuksia koko stereokuvaparilta. Algoritmi kykenee säilyttämään katkonaiset 
eroavaisuudet ja on vakaa algoritmi parametrien ja todellisen ajan laskennan suhteen. Algo-
ritmi perustuu yhtenäisen informaation pikselikohtaiseen yhteensovitukseen, jossa approk-
simoidaan globaali 2D-tasaisuuden rajoite yhdistämällä monia 1D rajoitteita. SGM-algorit-
min toiminta voidaan jakaa 4 suoritusvaiheeseen, jotka ovat yhteneväisten arvojen laskemi-
nen, arvojen yhteen laskeminen, eroavaisuuksien laskeminen/optimointi ja eroavaisuuksien 
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parantaminen. Viimeiseen kuuluu esimerkiksi karkeiden virheiden takia muodostuneiden 
huippuarvojen poistaminen (esimerkiksi jonkin raja-arvon avulla). SGM-menetelmän ta-
pauksessa erotuskuvista voidaan myös luoda ortokuvia, jotka saadaan yhdistettyä yhdeksi 
isoksi malliksi kuvien yhteensovituksen rakentamiseksi. Kuvassa 12 on esitetty visuaalinen 
esitys kyseisestä toiminnosta sekä esimerkki erotuskuvasta.  (Rothermel et al. 2012, s. 1&3, 
Hirschmuller 2008, s. 328-329) 
 
Malleja luodaan Rothermelin (2012, s. 4) mukaan kahdella eri menetelmällä. Jotta 3D malli 
voidaan muodostaa, vaatii se kohdassa 2.2.1 esitellyt tiedot orientaatioista, yhdistettävät ku-
vat ja vastaavat eroavaisuuskuvat. Toinen pistepilven muodostusmenetelmistä soveltuu di-
gitaalisen pintamallin (DSM) luomiseen ja toinen varsinaisen 3D-kohteen mallintamiseen. 
DSM tapauksessa riittää, että saadaan aikaiseksi 2.5D malli, joka luodaan laskemalla yksit-
täisten stereoparien pisteitä. Tässä tapauksessa kaikille pisteille määritellään jokin xy-pinnan 
sijainti ja korkeusarvo (z) lasketaan filtteröimällä mediaanin mukaan. Tämä vaihtoehto pätee 
erityisesti säännöllisillä lentolinjoilla kohtisuorasti alaspäin kuvattujen kartoituslentojen (ae-
rial) tapauksessa. Läheltä kuvattujen viistokuvien tapauksessa pistepilven muodostaminen 
perustuu eroavaisuuksien löytämiseen, sillä ensimmäinen laskentamalli jättäisi tärkeää in-
formaatiota pois laskennasta, koska kuvaussuunnan z arvo ei ole globaalissa koordinaatis-
tossa sama. 
 
Strecha (2015, s. 215) on selventänyt tutkimuksessaan perusmenetelmät ja matemaattiset 
kaavat, joiden mukaan moni nykyinen pistepilven muodostamiseen tarkoitettu ohjelma (esi-
merkiksi tässä tutkimuksessa käytetty Pix4Dmapper) laskee eri kuvapikseleille koordinaat-
teja. Mille tahansa maapallon koordinaattipisteelle (X, Y, Z), joka on kameran koordinaatti-
systeemissä, voidaan laskea saapuvan säteen ja kameran suunnan välinen kulma θ: 
 
    (5) 
Tätä kulmaa hyödyntäen voidaan mallintaa kameramalliin kuuluvan monijäseninen kertoi-
men pi avulla: 
 
    (6) 
 
Maapallon kordinaattipisteille (X, Y, Z) saadaan luotua projektio kuvan pikselin koordinaa-
teille (x,y) kaavojen 7 ja 8 avulla: 
 
    (7) 
    (8) 
 
Yllä olevissa kaavoissa c,d,e,f, , ovat affiinisen muunnoksen parametreja, joissa c ja f ku-
vaavat polttoväliä ja (cx, cy) on pääpisteen koordinaatti kuva-avaruudessa. monijäseninen 
kerroin pi on redundantti parametrien c ja f kanssa ja on täten arvoltaan yksi (1). 
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Tyypillisesti pistepilvien yhdistäminen tapahtuu Guidin (2003, s. 667) mukaan joko kuvaus-
paikkojen koordinaatit tuntemalla tai samoja piirteitä etsivien algoritmien, kuten ICP-algo-
ritmin (Iterative Closest Point) avulla. Jälkimmäisessä tapauksessa yksi aineisto toimii refe-
renssinä ja toinen asetetaan mahdollisimman tarkasti päällekkäin tämän kanssa iteratiivisen 
menetelmän aloittamiseksi. 
 
Pistepilvien ja 3D-mallien luomista on pyritty vuosien varrella automatisoimaan, mutta se 
on edelleen lähifotogrammetrisissa toiminnoissa suuri haaste varsinkin tähyksettömillä koh-
teilla/ kohdealueilla. Joitakin työkaluja ja ohjelmistoja kyseiselle ongelmalle on kehitetty, 
mutta ne ovat monesti keskittyneet ilmakuvauksen sovelluksiin. Automaattisen yhteensovi-
tuksen onnistuminen riippuu paljolti kuvauspaikkojen hyvästä ja kattavasta geometriasta 
sekä kuvien sisällöstä. Huomattavaa on myös, että vaikka orientaatiovaihe voitaisiinkin au-
tomatisoida, on operaatiossa välttämättä oltava jonkinasteista käyttäjän suorittamaa toimin-
taa. (Remondino & Ressl 2006, s. 1&6) 
 
Tarkkuusvaatimukset vaihtelevat tehtäväkohtaisesti. Esimerkiksi kulttuurillisten kohteiden 
taltioinnissa vaaditaan hyvin korkeaa tarkkuutta 3D-malleilta, jotta monimuotoiset yksityis-
kohdat saataisiin tallennettua. Eri tekniikoita on kehitetty vuosien varrella. Guidi (2003, s. 
667) esittelee menetelmän, jossa fotogrammetrinen laskenta yhdistetään etäisyystiedon 
kanssa. Remondinon (2006, s. 1-2) mukaan kulttuurilliset kohteet, jotka vaativat erityistä 
tarkkuutta toteutetaan käyttäjän avustamana toimenpiteenä eikä pyritä automatisointiin, sillä 
virheille ei ole varaa. Sittemmin laserkeilaimet ja tarkentuneet tekniikat ovat mahdollistaneet 
parempiin tuloksiin pääsemisen. Yksi tunnetuimmista kulttuurillisten kohteiden rekonst-
ruointiprojekteista oli Afganistanin Baymiyassa tuhotun suuren Buddhan rekonstruointi kol-
men eri aineiston perusteella (internetkuvat, turistin kuvat ja mittakuvat) sen jälkeen, kun 
patsas oli jo tuhottu (Grün et al. 2002). Tutkijat saavuttivat seuraavat standardipoikkeamat: 
internetkuvissa x- ja y-suunnassa 0,13 metriä ja z-suunnassa 0,3 metriä, turistikuvissa x- ja 
y-suunnassa 0,12 metriä ja z-suunnassa 0,17 metriä sekä mittakuvien tapauksessa x- ja y-
suunnassa 0,007 metriä ja z-suunnassa 0,14 metriä. 
 
3D-pistepilvistä voidaan muodostaa tasoitettuja ja yhtenäisempiä pintoja luoden aineistosta 
kolmiopintoja esimerkiksi RANSAC-menetelmällä (Fitzgibbon & Zisserman 1998, s. 7). 
Pisteiden perusteella muodostetuilla kolmioilla saadaan aikaan mesh-pinta, joka antaa tasai-
semman ja mahdollisesti oikeamman visuaalisen kuvan kohteesta pistepilveen verrattuna. 
(Remondino 2003). Carr (2001) esitteli artikkelissaan pintojen käsittelyyn ja tasoittamiseen 
luotuja menetelmiä ja vaihtoehtoja. 
 
Alla on esitetty vielä yleisimpiä kuvaukseen ja varsinkin kuvien perusteella 3D-mallin luo-
miseen liittyviä asioita. Kyseisiä asioita kannattaa ja tulee huomioida, jotta päästäisiin mah-
dollisimman hyvään tarkkuuteen, eikä turhaa virheellisyyttä syntyisi. 
 
Erilaiset Linssit – Kalansilmä ja ”normaali” 
Kalansilmälinssillä (Fisheye lens) on hyvin laaja näkökenttä ja se on hyödyksi esimerkiksi 
kapeiden tilojen kuvaamisessa ja muissa haastavissa kamera-aseman tilanteissa. Tämä laaja 
näkymä mahdollistaa sen, ettei kuvia tarvitse ottaa niin paljon halutun kokonaisuuden talti-
ointiin ja tällöin työtehokkuus pysyy hyvänä aineiston keruun osalta. Tämä on erittäin hyö-
dyllistä muun muassa urbaanien alueiden mallintamisessa ja kulttuurillisten rakennusten ta-
pauksessa. Haittapuolia ovat kuvien suuret piirtovirheet ja epäyhtenäiset resoluutiot. Tämän 
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takia kalansilmälinssejä ei usein käytetä fotogrammetriassa, sillä ne saattavat heikentää muo-
dostetun mallin tarkkuutta ja ovat haastavampia toteuttaa laskennassa. (Fiorillo et al. 2016, 
s. 64-65, Strecha et al. 2015, J. Covas et al. 2015)  
 
Dynamiikka, Valaistus, valkotasapaino 
Heo (2011, s. 807) kertoo, että suurin osa stereoyhteensovituksen algoritmeista olettavat 
vastaavien väriarvojen olevan toisiaan vastaavat, mutta todellisuudessa kuvien väriarvoihin 
vaikuttaa erilaiset radiometriset tekijät, kuten valaistuksen suunta, valaistuksen väri ja ku-
vausvälineen vaihdokset. Nämä muuttuvat hyvinkin helposti sään ja eri kameroiden välillä, 
mutta myös kameran säätöjä säätämällä. Vuorokauden ajat valoisan, hämärän ja pimeän vä-
lillä luovat myös oman vaikutuksensa. Salaman käyttö vaihtaa jälleen valon geometriaa ja 
laatua. Nämä tulisi ottaa huomioon mahdollisten liiallisten virheiden välttämiseksi ja Heo 
esitteleekin artikkelissaan tavan, joka on radiometrisista eroavaisuuksista piittaamaton. Me-
netelmä perustuu mukautuvaan normalisoituun ristikorrelaatioon. Värien muuttumattomuu-
teen perustuvia algoritmeja (jotka jakavat valaistuksen ja heijastuksien arvoja kuten ihmisen 
näkö) on tutkittu useammassa eri tutkimuksessa (Jobson et al. 1997, Funt et al. 2004, Land 
& McCann 1971, Kimmel et al. 2003, Brainard & Wandell 1986, Forsyth 1990, Finlayson 
et al. 2001). 
 
Rolling shutter 
Kuluttajahintaiset UAV:t, jotka ovat yleistyneet ammattikäytössä jopa kartoitustehtävissä ja 
3D-mallinnuksessa (yleensä pienien ja keskikokoisten alueiden tapauksissa), ovat yleensä 
tarkoitettu elokuvaukseen. Tällöin niiden sensorit (kamerat) ovat yleensä sellaisia, jotka lu-
kevat kuvatiedon CMOS-kennolle rivi kerrallaan (rolling shutter), toisin kuin koko kuvan 
kerrallaan tallentavat (global shutter) sensorit joita käytetään perinteisen lentokoneesta suo-
ritettavan fotogrammetrian tapauksissa. Tämä voi johtaa ylimääräisiin vääristymiin, kun ku-
vataan nopeasti liikkuvaa kohdetta tai kun käytetään nopeasti liikkuvaa sensoria, sillä koh-
teen/kameran sijainti kerkeää tällöin hieman muuttua kuvanmuodostumisen aikana. Tässä 
tapauksessa kuvan eri laidoilla on eri sijainti kohteen/kameran tapauksessa. Tapaus, jossa 
sensori liikkuu vastaa tässä tutkimuksessa tutkittua tapausta, jossa käytössä on elektronisella 
rolling shutterilla toimiva kamera (GoPro). Elektronista rolling shutteria käytetään yleisesti 
erittäin kompakteissa toimintakameroissa, älypuhelimissa ja kuluttaja-UAV:issa. Kameran 
kuvan tallennus voidaan toteuttaa myös elektronisella global shutterilla, mekaanisella rolling 
shutter tai mekaanisella global shutterilla. Global shutterien tapauksessa kuva tallentuu ker-
ralla, ja tällaiset kamerat olisi täten parempia fotogrammetrisissa toimenpiteissä. Jotta voi-
taisiin kartoittaa laajoja alueita tehokkaasti, täytyy kartoitus-UAV:n lentää mahdollisimman 
nopeasti (esimerkiksi 10 m/s, 50m korkeudella). Suurilla nopeuksilla rolling shutterilla toi-
mivat kamerat aiheuttavat vääristymää aineistossa. Rolling shutterin toimintaperiaate on esi-
tetty kuvassa 13. (Vautherin et al. 2016, s. 1-2) 
 
 
Kuva 13 Rolling shutterin periaate (Vautherin, Rutishauser et al. 2016, s. 3). 
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Vautherinin (2016, s. 1) mukaan rolling shutter ilmiön poistaminen laskennallisesti tapahtuu 
yleensä menetelmällä, joka olettaa nopeuden samaksi jokaisen kuvan valotuksen aikana. 
Vautherin esittää kuitenkin tavan, jolla se on mahdollista poistaa myös muuttuvan nopeuden 
tapauksessa. Strecha (2015, s. 221) on osoittanut tutkimuksessaan selkeän eron projektion 
xyz-virheissä global shutter ja rolling shutter kameroiden välillä. Saman kohdealueen tutki-
muksessa global shutter kameroiden projektiovirhe oli noin 0,5 pikseliä ja rolling shutter 
kameroilla (GoPro ja Phantom2 Vision) 2 tai 3 pikseliä. Hänen mukaansa näiden matemaat-
tisella korjaamisella päästään kuitenkin tarkempiin arvoihin. Toki virheen suuruus voidaan 
poistaa myös kiinnittämällä kamerat kuvauksen ajaksi paikoilleen. Lennon aikana suorite-
tuissa kartoituskuvauksissa (esimerkiksi ämän tutkimuksen tapauksessa) UAV voisi pysäh-
tyä kuvauspaikoille, jolloin ilmiöstä ei muodostuisi ongelmaa. 
 
Tässä tutkimuksessa käytettävän GoPro kameran linssi on kalansilmälinssi ja kamera tallen-
taa tietoa rivi kerrallaan (rolling shutter). Strecha (2015) on selvittänyt eri kameroiden ja 
linssien vaikutusta muodostetun pistepilven tarkkuuteen ja taulukossa 2 on esitetty hänen 
tutkimuksessa käytetyt kameramallit sekä niistä muodostettujen mallien tilastoja. Tästä voi-
daan päätellä, että sensorin valinnalla on väliä muodostetun pistepilven tarkkuudessa. 
Strechan tutkimuksessa todetaan, että pääsääntöisesti kalansilmälinsseillä kolmijalalta otet-
tujen kuvien tarkkuus on suuruusluokaltaan yhtä tarkka, kuin perspektiivisen linssin tark-
kuus. GoPron tapauksessa suurempaa vääristymää muihin kameroihin ja linsseihin verrat-
tuna aiheuttaa Strechan mielestä rolling shutterista johtuvat ilmiöt. 
 
Taulukko 2 Strechan (2015, s. 217) tutkimuksen kamera- ja linssimalleja sekä niiden tuottamia arvoja 
 
 
2.3 Fotogrammetrinen prosessi miehittämättömällä lentoaluksella 
Vaikka miehittämättömät lentoalussysteemit on esitelty modernissa fotogrammetriassa ja 
kaukokartoituksessa jo yli 30 vuotta sitten, ovat ne vasta viimeisen 7 vuoden aikana nousseet 
merkittävästi esille. Syynä tähän on, että sekä UAV:iden, että kartoitusmenetelmien kehitys 
on kehittynyt samanaikaisesti siihen pisteeseen, että UAV:iden käyttö fotogrammetrian ja 
kaukokartoituksen toimenpiteissä on voitu toteuttaa tehokkaasti ja vertailukelpoisesti perin-
teisiin menetelmiin verrattuna. (Colomina & Molina 2014, s. 79) 
 
Ensimmäinen selkeä UAV:lla suoritettu kuvauslento toteutettiin vuonna 1979 radio-ohjatta-
valla kiinteäsiipisellä UAV:lla, jonka pituus oli kolme metriä (Przybilla & Wester-Eb-
binghaus 1979). Vuonna 1980 kuvauslento suoritettiin radio-ohjattavalla helikopterilla, jolla 
kyettiin saamaan joitain ilmakuvia tutkittavaksi (Wester‐Ebbinghaus 1980). Colominan 
(2014, s. 81) mukaan 1980 luvulla tehty tutkimus on luonut hyvän pohjan nykyiselle kehi-
tykselle. Nykyään UAV-fotogrammetrialla tuotettavat pääsääntöiset aineistot ovat DSM-
malleja ja ortokuvia (Colomina & Molina 2014, s. 90). 
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Kartoitustehtävät perinteisin menetelmin voivat olla hyvinkin pitkiä prosesseja jotka kestä-
vät jopa puolesta vuodesta muutamaan vuoteen, esittää Visockiene (2014, s. 111). Hänen 
mukaansa UAV:iden käyttöönotto mahdollistaa tehokkaamman kartoituksen pienempiin 
maastokartoituksiin esimerkiksi karttojen päivityksiä varten, sotilaskäyttöön ja luonnon tut-
kimuksissa. Varsinkin, kun kyseiset kartoitustoimet pystytään nykyään suorittamaan auto-
maatiolentoratoja noudattaen. UAV kykenee tuottamaan myös helposti hyvälaatuista reso-
luutiota juuri silloin, kun sille on tarve (Lucieer et al. 2014, s. 99). Lisäksi kustannukset ovat 
huomattavasti pienemmät kuin miehitetyillä lennoilla tai satelliittikartoituksen menetelmin. 
Yanagi (2016, s. 147) käyttääkin termiä UAV-fotogrammetria (UAV photogrammetry) tä-
män menetelmän kuvaamiseksi ja esittää tulkinnaksi menetelmän, joka yhdistää UAV:iden 
käytön vapaasti saatavilla olevien internetpohjaisten 3D mallinnusohjelmien kanssa. UAV-
fotogrammetria on se menetelmä, joka täyttää aukon perinteisen maasta kuvatun viistoku-
vauksen ja lentokoneesta suoritetun ilmakuvauksen välillä (Unger et al. 2014, s. 601).  
 
Perinteisessä fotogrammetriassa tarvitaan kalliita laitteita ja kattavaa kokemusta. Lisäksi 
kartoitustehtävissä täytyy kameran positiot ja orientaatiot määrittää etukäteen GCP:iden 
avulla. UAV-kuvaus on mahdollistanut joustavamman tavan kartoitustoimituksen toteutta-
miselle (Yanagi & Chikatsu 2016, s. 147). Colomina (2014, s. 82) ja hänen tiiminsä kiteyt-
tävät UAV-fotogrammetrian koostuvan seuraavista asioista: Fotogrammetriaan tai kauko-
kartoitukseen pyrkivä UAV-operaatio suoritetaan yleensä ilma-aluksella, joka on joko kiin-
teäsiipinen tai roottorialus. Sen lentoonlähtömassa on maksimissaan 30 kg, operointietäisyys 
enintään 10 kilometriä ja se lentää alle 300 metrin korkeudella. Kyydissä UAV:lla on jokin 
optinen kamera (yleensä visuaaliseen spektriin kuuluva) ja sen ohjaus on hoidettu joko ma-
nuaalisesti ihmisen ohjaamana tai automaattisesti autopilotin avulla, jolloin se tukeutuu 
GNSS- ja INS-järjestelmiin. Operaation navigointi toteutetaan joko pelkän GNSS-järjestel-
män avulla tai yhdistetysti INS-järjestelmän kanssa. 
 
Kuten aiemmin kohdassa 2.1 on mainittu, tulee sensorien painoa ja määrää suhteessa UAV:n 
kokoon ja lentoaikaan miettiä tehtäväkohtaisesti. Monesti UAV-fotogrammetrista tehtävää 
suorittaessa ongelmaksi muodostuu nimenomaan UAV:n kantokyky ja valinta siitä, mitä 
mittalaitteita ja sensoreita pystytään UAV:n runkoon asentamaan, jotta haluttu kartoitusteh-
tävä (kaistaleveys, tarkkuus, resoluutio ym.) saadaan toteutettua halutuilla arvoilla. Mata-
lalla korkeudella toimivat UAV:t tuottavat resoluutioltaan tarkkaa kuvamateriaalia nykyta-
son kuluttajahintaisilla SLR (Single Lens Reflex) digikameroilla. Laserkeilaimilla olisi mah-
dollista toteuttaa tarkkoja malleja nopeasti, mutta näiden kohdalla on edelleen suuri ongelma 
UAV:iden kantokyvyn ja kuormamäärän suhde toisiinsa. Tästä syystä UAV-laserkeilausta 
ei vielä ole käytettävissä yhtä laajasti kuin perinteisiä kuvapohjaisia fotogrammetrisia me-
netelmiä. Everaerts (2008, s. 1190) kuitenkin kiteyttää, että UAV:illa on lennätetty instru-
mentteja, jotka kattavat koko kaukokartoituksen käyttämän spektriasteikon, mainiten erik-
seen multi- ja hyperspektraaliset menetelmät, radioaallot (RADAR), passiiviset mikroaallot 
ja laserkeilauksen (LiDAR). (Colomina & Molina 2014, s. 86, Everaerts 2008, s. 1190) 
 
Zongjianin (2008, s. 1183) mukaan UAV-kartoitukseen soveltuu joko lentoalus tai helium-
täytteinen ilma-alus. Hänen mukaansa käytännöllinen kantokyky on 15 kg asti, kuvauslen-
non korkeus 100 ja 4000 metrin välillä ja nopeus 18-160 kilometriä tunnissa. Varsinainen 
kartoitusprosessi UAV:lla hoidetaan samalla kolmiointiperiaatteella kuin perinteinen kartoi-
tustehtävä, mutta se vaatii Samdin (2013, s. 314) mukaan paljon GCP:itä. Fotogrammetri-
seen tehtävään suunnitellut kiinteäsiipiset ja roottoreilla toimivat UAV:t pystyvät lentämään 
täysin manuaalisen ohjauksen puitteissa, puolimanuaalisesti tai täysin automaattisesti ja 
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yleensä käytössä on sekä GPS, että INS sensori (Barazzetti et al. 2010, s. 1). Teoriassa ku-
vablokin muodostaminen pystytään siis suorittamaan suoran georeferoinnin avulla, mutta 
Barazzettin mukaan se on monesti haasteellista suurien vertikaalien rakennusten geometrian 
takia tai haastavilla GPS-signaalin alueilla. 
 
Kohdassa 2.2 on esitelty fotogrammetristen tuotosten tarkkuuteen vaikuttavia asioita, mutta 
Colomina (2014, s. 83) luettelee tärkeitä komponentteja UAV-fotogrammetrian laadukkaa-
seen toteutukseen. Hänen mukaansa aineiston keräämisen suunnittelu ja käsittely vaikuttavat 
suuresti lopputulokseen. Huomioitavia asioita ovat lentoradat, lentosuunnat, kuvauskaistat, 
nopeus, aluksen asento ja korkeus. Lisäksi täytyy kiinnittää erityistä ennakkohuomiota sen-
sorien konfigurointiin, jotta riittävän tarkkuuden saavuttamisen lisäksi aineiston kerääminen 
olisi tehokasta ja turvallista. Esimerkiksi perinteisen kartoituksen tavoin pintamallin kartoi-
tuksessa myös UAV:lla täytyy kuvien peitto toisiinsa nähden olla suuri (80% lentosuunnassa 
ja 60-80% sivuttaissuunnassa). UAV:iden tapauksessa tämä on jopa tärkeämpää aluksen ke-
vyen rakenteen ja siitä johtuvan heikon stabiliteetin takia. Barazzetti (2010, s. 1) muistuttaa 
myös, että automaattinen ilmakolmiointi (AAT, Automatic Aerial Triangulation) saattaa 
epäonnistua, jos kuvaustehtävän aikana ja/tai kuvissa on havaittavissa mittakaavaeroja, va-
lotuseroja, konvergentteja kuvia tai tukkeutumista. Valaistuseroja saattaa syntyä auringon 
heijastuksista, varjoista, hajaantuneesta valosta sekä eri sääolosuhteista ja nämä kaikki vai-
kuttavat muun muassa kuvan kontrastiin (Lucieer et al. 2014, s. 111-112). 
 
Tahar (2011, s. 443) tutki UAV-kartoituksen tarkkuutta kahdella eri vaihtoehdolla. Toinen 
suoritettiin kiinteiltä puurakenteisilta jalustoilta pysyvältä kamerasijainnilta ja toinen mobii-
lilta UAV-alustalta. Tarkkuuksien tulokset on esitetty kuvassa 14. Tutkimuksessa käytettiin 
hyväksi GCP:itä ja tarkistettuja pisteitä. Tahar toteaa, että RMSE-arvon tulisi olla alle 1, 
jotta tulokset olisivat tarkkuudeltaan hyvälaatuiset, ja painottaa, että ortokuvien ja DEM-
mallien tarkkuus riippuu GCP:iden tarkkuudesta. Barazzettin (2010, s. 5) on suositeltavaa 
tarkastaa UAV-fotogrammetristen toimenpiteiden tarkkuus verrattuna jonkin tarkemman 
3D-sensorin tuottamaan aineistoon. Tämän työn tutkimusosassa tämä vertailu suoritettiin 
samalta alueelta kerättyyn TLS-aineistoon. Barazzetti pääsi omassa tutkimuksessaan seuraa-
viin tarkkuuksiin: RMSE x suunnassa 4 cm, y suunnassa 3 cm ja z suunnassa 7 cm. 
 
 
Kuva 14 Taharin (2011, s. 446) tutkimuksessa selvitetty UAV-fotogrammetrian tarkkuus. 
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Monesa tapauksessa UAV:ita käytetään perinteisen kartoitustehtävän tapaan, jolloin alus 
lentää tietyn kohteen yläpuolella gridimäisen lentoreitin ja kuvaa alaspäin kohti maata suu-
rilla peittoprosenteilla (kuvan 8 mukaisesti). UAV:t ovat kuitenkin lisänneet myös viistoku-
vauksen ja erikoiskohteiden kuvauksien määrää. Riippumatta tehtävätyypistä, UAV:lla suo-
ritettavan fotogramemtrisen kokonaisuuden voi jakaa kolmeen pää-vaiheeseen (Suziedelyte  
et al. 2016, s. 1-2): 
 
1) Fotogrammetrisen projektin parametrit 
2) Kuvauslennon suorittaminen 
3) Kuvien prosessointi fotogrammetristen sovellusten avulla 
 
Tietotekniikan kehittyessä on päästy tilanteeseen, jossa käyttäjän on mahdollista luoda yk-
sittäisistä kuva-aineistoista useampia eri aineistoja. Jos aineiston kerääminen ja prosessointi 
on suoritettu järkevästi, voidaan luoda esimerkiksi tarkkoja ortokuvia, 3D pintamalleja, vär-
jättyjä pistepilviä, vektorimalleja ja muita aineiston visualisointeja yhdestä ainoasta UAV:lla 
kerätystä aineistosta. Esimerkkejä on esitetty kuvassa 15. (Michalec 2016, s. 104) 
 
 
Kuva 15 Esimerkkejä UAV:lla kerätystä kuvista tuotettavista aineistoista. Ylärivillä kahden kohteen 
ortokuva. Alla vasemmalla väritetty pistepilvi yläpuolen alueesta. Alla oikealla DSM malli yläpuolella 
olevasta alueesta. (Michalec 2016, s. 104) 
 
Fotogrammetriseen prosessiin vaikuttaa suuresti kameran ja sensorien tarkkuudet, sekä näi-
den stabiilius ja suhde UAV:n liikkeisiin. Monessa tapauksessa kameroiden tarkkuus on suo-
raan verrannollinen niiden kokoon ja painoon. Lisäksi UAV-järjestelmän liikkeitä ja sisäisiä 
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suhteita määritellään IMU:n avulla. Tästä voidaan muodostaa johtopäätös, että mikäli halu-
taan mahdollisimman tarkkaa kartoitus- tai mallinnusaineistoa, täytyy UAV:n koon kasvaa. 
Michalecin (2016, s. 103) mukaan pienemmät UAV:t, jotka täten omaavat vähemmän akku-
virtaa, eivät välttämättä kykene suorittamaan pidempiä tehtäviä tai tehtäviä, joissa vaaditaan 
painavaa kuormaa UAV:lle (sensoreita ja esimerkiksi IMU:a). Tekniikan kehittyessä tilanne 
kuitenkin paranee, sillä UAV:t muuttuvat tehokkaammiksi, ja pienemmässä koossa olevista 
sensoreista ja lisäosista saadaan entistä tehokkaampia. Michalecin mukaan tällöin voidaan 
pienemmilläkin UAV:illa suorittamaan esimerkiksi laserkeilausmenetelmin LiDAR kartoi-
tuksia. Colomina (2014, s. 86) toteaa, että lähitulevaisuudessa (2020 mennessä) jokaisen 
saatavilla olevilla kuluttajahintaisilla micro-UAV:illa tullaan ulkoisessa orientoinnissa pää-
semään senttimetriatason tarkkuuksiin. 
 
Barazzetti (2010, s. 2) on esittänyt tutkimuksessaan täysin automatisoidun prosessin UAV-
kuvausten orientointiin ja prosessointiin pistepilveksi. Menetelmä noudattaa selkeästi samaa 
yleiskaavaa, joka on esitetty pistepilven muodostamisesta kertovassa luvussa (kohta 2.2.3) 
ja on täsmennetty kuvassa 16. Niethammer (2010, s. 497) kuitenkin huomauttaa, että vaikka 
automaattiseen UAV-kartoitukseen kyetäänkin, niin ihmisen älyllinen vaikuttaminen lennon 
aikana on monessa tapauksessa parempi vaihtoehto, esimerkiksi yllättävien tilanteiden hal-
linnassa. 
 
 
Kuva 16 Barazzettin (2010, s. 2) prosessointikaavio UAV:lla kerättyjen kuvien automaattiselle proses-
soinnille kartoitusprosessissa. 
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Vaikka miehittämättömän lentoaluksen saakin nopeasti ilmaan ja kuvaamaan saavuttua koh-
dealueelle, vaatii spatiaalisesti tarkka fotogrammetrinen operointi kuitenkin ammattitaitoa 
lennon ja maassa olevien kontrollipisteiden (GCP, Ground Control Points) suhteen (Micha-
lec 2016, s. 105). Lisäksi täytyy miettiä kuvien informaation määrää suhteessa kohteen ku-
vauskohteeseen tai kohdealueeseen. Barazzetti (2010, s. 4) arvioi, että tapauksissa, joissa on 
löydetty useita yhdyspisteitä kuvilta, kannattaa käyttää jotakin supistusmenetelmää ennen 
yhdistämistä ja pienimmän neliösumman laskentaa. Tällöin normaalien CPU tehojen määrä 
riittää ja kykenee laskemaan kuvablokit tehokkaasti. Monesti yhdyspisteet eivät ole jakau-
tuneet tasaisesti, vaan joillain alueilla niitä on suuri määrä, kun toisilla niitä on liian vähän. 
 
Kuten perinteisessä fotogrammetrisessa kartoituksessa, myös UAV-lentoa varten suoritet-
tava kontrollipisteiden asettelu tulee suorittaa huolellisesti kattamaan koko kartoitettavan 
alueen ja niiden täytyy mukailla kohdealueen ominaisuuksia, jotta lopputuloksesta saadaan 
geospatiaalisesti mahdollisimman tarkka. Käytännössä, jos alueella on paljon vertikaaleja ja 
horisontaaleja eroja, tulisi kontrollipisteitä käyttää enemmän ja eri korkeustasoilla. Yleis-
sääntönä voidaan sanoa, että perinteisen kartoituksen mukaiset toimenpiteet ja konseptit ovat 
tärkeitä myös tässä tapauksessa. (Michalec 2016, s. 105) 
 
UAV-kartoitusta voidaan suorittaa monenlaisissa ympäristöissä ja erilaisilla alueilla, riip-
puen suoritettavasta kartoitustehtävästä. Kuten aiemmin on todettu, ovat UAV:t hyvä tapa 
kuvata vaarallisilla alueilla ja niillä saattaa päästä joillekin alueille, johon muulla tavalla ei 
ole pääsyä. Lucieer (2014) ja Niethammer (2010) keskittyvät maanvyörymien kartoittami-
seen vuoristoisilla alueilla ja molemmat toteavat UAV-alustojen olevan ideaalinen tapa suo-
rittaa maanvyörymien kartoitusta, sillä ne kykenevät keräämään korkearesoluutioista aineis-
toa sellaisella maastolla, jonne muutoin olisi haastava päästä. Niethammerin (2010, s. 496) 
mukaan maanvyörymien kartoitus tapahtuu sekä spatiaalisella, että temporaalisella tasolla, 
ja tuloksia arvioidaan vertaamalla kahta eri aineistoa.  
 
Berni (2009) osoittaa tutkimuksessaan, että UAV:illa pystytään kartoittamaan kasvillisuutta 
maanviljelyn sovelluksille vertailukelpoisin, ellei paremmin tuloksin, kuin perinteisillä kar-
toitusmenetelmillä. Erityisesti UAV:iden mahdollistama tiheämpi kartoitusrytmi on suuresti 
niiden eduksi. Maanviljelyn ja kasvillisuuden tutkittavia kohteita ovat viljelykasvien luokit-
telu ja kartoitus, viljelysten kasvun ja tuoton ennustaminen, viljelysten tilan määrittely, rik-
karuohojen tunnistus ja fotosynteettisen pigmentin tyytyväisyyden määrittäminen (Berni et 
al. 2009, s. 722). Niitä tutkitaan monesti myös lämpösensorien avulla. Tämä kaikki kyetään 
toteuttamaan UAV:n avulla. Kartoitustehtäviä voi suorittaa myös esimerkiksi sähkö- ja put-
kilinjojen tarkastuksessa (Michalec 2016) tai jäätikön sulamisen/siirtymisen seurannassa 
(He et al. 2015).  
 
Jizhou (2004) ja Unger (2014) ovat tutkineet UAV:n käyttöä rakennetun alueen ja rakennus-
ten kartoituksessa. UAV:iden avulla pystytään tuottamaan tarkennettua tietoa kaupunkikar-
toituksesta verrattuna perinteiseen kaukokartoitukseen ja fotogrammetriaan. Perinteiseen 
kartoituskuvaukseen verrattuna rakennuksia kuvataan monesti myös viistokuvauksen (obli-
que) menetelmin (kuva 17), jotta rakennuksen sivun informaatio taltioituisi myös (kuten tä-
män työn tutkimusosassa). Kuvablokin muodostaminen tapahtuu lähtökohtaisesti samalla 
kolmioinnin periaatteella kuin alaspäin kuvattujen kartoituskuvausten tapauksessa, mutta 
kuvien lähtökohdat ovat eri ja kuvaussuuntien orientaatio vaihtelee suuresti. Jizhou (2004, 
s. 2) suosittelee tutkimuksiensa perusteella, että optimaalinen kuvausjärjestely viistokuvissa 
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olisi kuvan 17 mukainen: kuvauskulma 45 astetta maahan nähden ja kuvauskorkeus 300 
metriä. Tällöin hyvä resoluutio ja tehokkuus säilyvät ja saadaan mahdollisimman paljon in-
formaatiota.  
 
 
Kuva 17 Optimaalinen viistokuvaus UAV:lla (Jizhou, Zongjian et al. 2004, s. 2) 
 
Verrattuna perinteiseen fotogrammetriseen rekonstruointiin kuvien perusteella, rakennusten 
tapauksessa Jizhou käyttää apuna myös tietoa, että rakennuksen seinät ja katto muodostuvat 
suurin piirtein X-, Y- ja Z-akselien tasojen suuntaisesti. Lisäksi hän käyttää menetelmässään 
apuna digitaalisen kartan tietoja kaupunkimallien rakentamisen parantamiseksi. Kuvassa 18 
on esitetty tuohon aikaan suoritettu mallinnus, jossa vasemmalla puolella on yksi UAV:lla 
kuvatuista ilmakuvista ja oikealla kuvien perusteella rekonstruoitu 3D-malli. Tapaus muis-
tuttaa kuvaustilanteeltaan tämän työn tutkimusosassa suoritettavaa tutkimusta, vaikka tark-
kuus onkin huonompi ja tarkoituksena ei ole päästä mittatarkkoihin tuloksiin (toisin kuin 
tämän työn tutkimuksessa). 
 
 
Kuva 18 UAV:lla kuvattu kohde ja kuvien avulla rekonstruoitu 3D-malli (Jizhou, Zongjian et al. 2004, 
s. 4) 
 
Luon (2016, s. 6778) mukaan 3D-rakennusten rekonstruoiminen kartoitusalalla on ollut eri-
tyisen kehityksen kohteena. Yleisissä tapauksissa 3D-kaupunkimalli luodaan yhdistämällä 
2D tosiortokuvia ja digitaalisia rakennusmalleja (DBM, Digital Building Model). Erityistä 
lisäarvoa visuaalisille esityksille tuo tekstuurin kerääminen ja liittäminen rekonstruoituun 
malliin. Pienkohteiden ja kaupunkimallien kartoitusta ovat tutkineet myös muun muassa Gui 
(2012) ja Frueh (2004). 
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On oletettavaa ja todettavissa, että VTOL UAV:t ovat soveliaampia pienempien polygoni-
muotoisten kohteiden datan keräämiseen, kun taas kiinteäsiipiset mallit soveltuvat paremmin 
laajojen kohdealueiden kartoitukseen johtuen niiden rakenteen ja lento-ominaisuuksien mu-
kaisista tasaisista lineaarisista lentolinjoista ja lentonopeuksista (Michalec 2016, s. 104). 
Zongjian (2008, s. 1183) muistuttaa myös, että toinen UAV-kartoituksen kategoria ja osa-
alue on erittäin korkealta suoritettavan kartoituksen UAV:t, joita hyödynnetään stratosfäärin 
korkeuksista. Tässä tutkimuksessa keskitytään kuitenkin matalammalla lentäviin UAV:ihin. 
 
Colominan (2014, s. 89) mukaan tällä hetkellä UAV-fotogrammetrian tärkeimpiä kehitys-
kohteita ja elementtejä ovat kuitenkin jälkikäsittely ja siihen liittyvät prosessointimahdolli-
suudet ja –ohjelmat. Vaikka prosessi pääperiaatteiltaan onkin samanlainen kuin perinteinen 
fotogrammetria, täytyy UAV-fotogrammetrian jälkiprosessoinnissa käyttää hienostuneem-
paa ja kehittyneempää prosessointia ja prosessointiohjelmia kompensoimaan minimaalisiksi 
suunniteltujen UAV:iden ja sensoreiden riittämättömyyttä ja tarkkuuspuutteita. Vielä 
vuonna 2014 suuri osa UAS-kuvista prosessoitiin ja orientoitiin kuvista kerätyn tiedon ja 
GCP:iden avulla, eikä navigaatio- ja orientaatiotiedoista. Colomina jaottelee UAV-tehtä-
vissä käytettävät kalibrointivaihtoehdot kolmeen luokkaan: ennakkokalibrointi (pre-calibra-
tion), itsekalibrointi (self-kalibration) ja näiden yhdistelmä. Ennakkokalibroinnissa kalib-
rointikuvat otetaan UAV-kuvaustehtävän mukaisella kameralla juuri ennen tai jälkeen itse 
kuvaustehtävän. Itsekalibrointi tapahtuu suoraan kuvaustehtävän mukaisista kuvista. Tätä 
käyttää esimerkiksi Pix4Mapper, jota käytetään tämän työn tutkimusosassa (kohta 3). 
 
Yksityiskohtaisempaa tietoa UAV:iden yleistilanteesta on saatavilla Colominan (2014) ar-
tikkelista, joka keskittyy kokoamaan yhteen laajan katselmuksen sen hetkisestä UAV:iden 
tilanteesta sekä näiden käytöstä fotogrammetriassa ja kaukokartoituksessa. 
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3 Tutkimusaineistot ja tutkimusprosessi (Case Study) 
Tutkimuksen tavoitteena oli selvittää UAV:lla lennetyn lennon aikana UAV:hen kiinnitetyn 
GoPron tuottaman videomateriaalin mahdollisuuksia pistepilven muodostamisessa. Kuten 
työn teoriaosuudessa on todettu, on pistepilven muodostaminen UAV:lla kuvatusta video-
datasta (myös GoProlla) mahdollista. Tämä tutkimus (case study) keskittyy selvittämään ja 
todentamaan, että yllä mainittu operaatio on mahdollista juurikin GoPro kameraa käyttä-
mällä. Lisäksi tutkimustyöllä pyrittiin selvittämään tarkkuus, johon tällä menetelmällä on 
mahdollista päästä tihennetyn pistepilven kohdalla. 
 
Koska GoPro on kaupallisesti tunnetuin pieni ja kestävä kameramalli, valittiin se tutkimuk-
sessa käytettäväksi kameraksi (Kim et al. 2014, s. 82). Haasteita tuottaa GoPro kameran 
kalansilmämäinen linssi (Fiorillo et al. 2016, s. 64), joka aiheuttaa suuria piirtovirheitä ja 
tekee kuvablokin muodostamisesta haasteellista ja täten prosessoinnin jälkeen aikaansaatu 
pistepilvi on mahdollisesti vääristynyt. Tämä tutkimus selvittää lopputuloksen vääristymien 
suuruuden. Työllä osoitetaan muodostetun pistepilven onnistuneisuus. Prosessin lopputulok-
sena saatua pistepilveä tarkastellaan visuaalisesti, mutta selvitetään myös sen tarkkuus to-
delliseen maastoon verraten. 
 
UAV lentojen kuvauskohteina tässä tutkimuksessa toimivat Lapinlahden sairaala (Lapinlah-
dentie 8, 00180 Helsinki) sekä Leppävaaran urheilustadion (Veräjäpellonkatu 17, 02650 Es-
poo). Tutkimus keskittyy Lapinlahden sairaalan alueeseen, sillä tältä alueelta on saatavilla 
vertailuaineistona aiemmin hankittu TLS aineisto (Terrestrial Laser Scanning, Maalaserkei-
laus). TLS laserkeilaus on kehittynyt nykytekniikalla todella tarkaksi. Tarkkuutta voidaan 
tarkastella eri laserkeilainvalmistajien internetsivuilta ja esimerkiksi Faro ilmoittaa tekni-
sissä tiedoissaan pystyvänsä toteuttamaan uusimmilla keilaimillaan noin 1 millimetrin tark-
kuuden, joten voidaan olettaa, että tällä tavoin kerätty aineisto on hyvä pohja UAV:lla kerä-
tyn aineiston vertaamiseen ja tarkkuuden määrittämiseen. 
 
Varsinaisen tutkimusprosessin suorittaminen koostuu neljästä vaihekokonaisuudesta: 
 
1) UAV:n ja tutkimuskaluston hankkiminen ja kokoaminen 
2) Tutkimuskohteen/ -kohteiden valitseminen ja tutkimusaineiston kerääminen 
3) Tutkimusaineiston käsittely ja prosessointi 
4) Prosessoidun loppuaineiston vertaaminen tarkkana pidettyyn vertailupohjaan 
 
Jotta prosessi olisi ylipäänsä mahdollista, on aluksi hankittava tai koottava tutkimukseen 
soveltuva UAV ja liitettävä tähän asianmukaiset sensorit ja mahdolliset lisäosat. Kohdassa 
3.1 esitellään tässä case studyssa käytetty kalusto ja laitteisto. Kyseisessä osiossa esitellään 
myös vertailuaineiston keräämiseen käytetty laserkeilain. Toisessa vaiheessa kerätään tutki-
musaineisto ja vertailuaineisto. Kohdassa 3.2 esitellään kuvaus tutkimuskohteista ja näiden 
ominaisuuksista. Kohdassa 3.3 tehdään selvitys tutkimuksessa käytetystä kuva-aineistosta ja 
sen laadusta. Prosessin kolmas vaihe koostuu tutkimusaineiston käsittelystä ja prosessoin-
nista. Kohdassa 3.4 esitellään aineiston käsittelyyn käytettyjä ohjelmia ja kohta 3.5 kuvailee 
tutkimusdatan prosessoinnin eri kokeita, joiden avulla pyrittiin parhaaseen mahdolliseen 
lopputulokseen. Viimeisenä vaiheena kerätyn ja prosessoidun aineiston tarkkuutta arvioi-
daan vertaamalla sitä tarkkana pidettyyn TLS aineistoon (vertailu esitetty kohdassa 4, Tut-
kimuksen tulokset, ja vertailun tuloksia on analysoitu kohdassa 5, Tulosten analysointi.) 
Koko tutkimusprosessi on esitetty prosessikaavion muodossa kuvassa 19. 
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Kuva 19 Prosessikaavio suoritetun tutkimuksen kulusta 
 
3.1 Käytetty laitteisto 
Tutkimuksessa käytettiin UAV:ta, joka on koottu itse vastaamaan laitoksen tutkimustarpeita. 
Kokonaisuus, jolla lennon aikana hankittu kuva-aineisto kerättiin, koostuu yksinkertaisuu-
dessaan itse miehittämättömästä lentoaluksesta (heksakopteri), kameran stabilisaattorista, 
kameran kiinnityksestä (eli mountista) ja GoPro-kamerasta. Tutkimukseen käytetty systeemi 
on esitetty kuvassa 20.  
 
Tutkimuksessa haluttiin keskittyä nimenomaan pienikokoisten ja kaupallisesti saatavien 
(COTS, Comercially of-the-shelf) miehittämättömien lentoalusten ja kameramallien käyttö-
mahdollisuuksiin pistepilven muodostamisessa. UAV:n pienestä koosta johtuen valitun ka-
meran koko ja paino on rajoitettu. GoPro on maailman tunnetuin ja ostetuin pienikokoinen 
kamera, jonka hintataso on kohtuullinen. Tästä syystä kyseinen kameramalli soveltuu tutki-
muksen toteuttamiseen oivallisesti. 
 
3.1.1 ARDUCopter ja UAV järjestelmän osat 
Tutkimuksessa käytetty kopteri on 3D Roboticsin valmistama kuusiroottorinen ArduCopter 
(malli Hexa-B). 3D Robotics (perustettu 2009) on Pohjois-Amerikan suurin UAV-kokonai-
suuksien (alustan ja osien) valmistaja (Stuart, Anderson 2015). Se tarjoaa erilaisia UAV-
paketteja, joista voi rakentaa ja koota juuri sellaisen kopterin, kun itse haluaa. Käytännössä 
kopterin perusosiin kuuluu runko, propellien moottorit ja propellit. Lisäksi tarvitaan virtaa, 
joka saadaan akun/ akkujen avulla. Lennon kannalta tärkeitä runkoon kiinnitettäviä osia ovat 
myös kontrollipiirilevy, speed-controllerit ja ohjausjärjestelmän runkoon tuleva osuus. 3D 
Roboticsin tuotteet ovat avointa lähdekoodia (Open Source), joten jokainen voi vapaasti oh-
jelmoida ja luoda juuri tiettyyn tarkoitukseen soveltuvan UAV:n ja järjestelmän. 
KALUSTO
•UAV ja sen osat (kokoaminen halutunlaiseksi)
•Sensorit
•Laserkeilain
AINEISTON 
HANKKIMINEN
•Kohdealue
•UAV lento ja kuvaus
•TLS laserkeilaus
PROSESSOINTI
•Videokuva-aineiston käsittely (kuvakaappausten erittely)
•Pistepilven muodostaminen kuva-aineistosta  (kokeita eri ohjelmilla)
•Yhtenäisen pistepilven muodostaminen TLS-aineistosta (Faro SCENE)
VERTAILU
•Kuvista muodostetun pistepilven vertaaminen laserkeilaamalla saatuun 
pistepilveen
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Kuva 20 Tutkimuksessa käytetty UAV suorittamassa kuvaustehtävää Leppävaaran urheilustadionilla 
16.06.2015. 
 
Tutkimuksessa käytetty UAV on koottu laitoksen tarkoituksiin sopivaksi kokonaisuudeksi. 
Taulukossa 3 on listattu osat, joista kopteri muodostuu. Suurin osa osista on ArduCopterin 
rakennussarjaan kuuluvia. Kopterissa on runkoon kiinnitettynä kontrollipiirilevy, joka ohjaa 
kokonaisuuden toimintaa. Navigointia suoritetaan GPS:n avulla ja ohjauksessa tarvittavia 
propellien tehoja säädellään nopeuden säätimien (speed-controller) avulla. Varsinainen 
kauko-ohjaus toteutuu deVention vastaanottimen saamien signaalien kautta ja lentotietojen 
seuranta onnistuu telemetriatietolähetinvastaanottimella. Lisäksi UAV:n pohjassa on ultra-
äänisensori, joka helpottaa ja automatisoi laskeutumistehtävää. Virran UAV saa akuista, 
jotka on sijoitettu mahdollisimman keskelle suuren massansa takia.  
 
Tutkimuksessa käytettyä UAV:ta on muokattu omaan käyttöön siten, että moottorit ja lavat 
ovat vaihdettu tehokkaampiin ja isompiin, jotta taakankantokyky kasvaisi. Tästä syystä 
myös sarjaan kytketyt akut on säädetty sopivammaksi (korkeampi jännite) kyseisille moot-
toreille. Kyseinen UAV pystyy kantamaan noin 3,5 kg painoisen kuorman ja lentoaika akulla 
on noin 20 minuuttia. Gupta (2014) on tutkimuksessaan koonnut hyvin samankaltaisen 
hexakopterin. Kopteri sisältää samat komponentit, mutta hieman eri merkkiset kuin tässä 
työssä käytetyt. Lisäksi lentoaika ja kuorman mahdollinen massa ovat suurin piirtein sama. 
 
ArduCopterin ohjauksen ja lennättämisen voi toteuttaa eri menetelmillä. Kopterissa on tele-
metriatiedon lähetinvastaanotin, jonka avulla kopteria pystyy ohjaamaan esimerkiksi tieto-
koneelta ja sille voidaan määrittää tietty lentorata. Toinen vaihtoehto on radio-ohjaus. Tätä 
varten kopteriin täytyy kiinnittää jokin vastaanotin, joka vastaanottaa servosignaalia yhteen-
sopivalta kauko-ohjaimelta. Kopterissa oleva vastaanotin välittää ohjaustiedot kopterin 
omalle kontrollipiirilevylle, joka lähettää servosignaaleja eteenpäin ja säätelee moottorien 
kierroksia speed-controllereiden avulla. Lisäksi kopterissa oleva oma IMU-järjestelmä tukee 
ohjaustoimintoja pitäen kopterin mahdollisimman hyvin tasaisessa lennossa. Tutkimuksessa 
käytetyssä kopterissa käytettiin deVentionin vastaanotinta ja kyseisen merkin DeVo-10 
kauko-ohjainta.  
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Kuusiroottorisessa kopterissa ohjautuvuus perustuu siihen, että joka toinen moottori ja pro-
pelli pyörivät aina samaan suuntaan (vierekkäiset pyörivät eri suuntiin) ja kierroksia sääte-
lemällä saadaan kopteri ohjautumaan haluttuun suuntaan. Jos esimerkiksi halutaan eteen-
päin, pyörittävät edessä olevat moottorit lapoja hitaammin kuin takana olevat pyörivät. (Ca-
pello et al. 2012, s. 559) Tarkempi kuvaus ohjauksesta on esitetty työn teoriaosuudessa koh-
dassa 2.1. 
 
Taulukko 3 Tutkimuksessa käytetty UAV ja sen osat 
Osa Malli Valmistaja 
Runko Arducopter Hexa-B 3DR 
Kopterin Control box Arducopter 3DR 
IMU Arducopter 3DR 
Telemetria lähetinvastaanotin Arducopter 3DR 
6 x Speed Controller Arducopter 3DR 
6 x Moottori 28-36 750KV PROPDRIVE 
6 x Propelli 3 pienempää, 3 isompaa Gemfan 
2 x Akku 4200mAh Li-Po Pack A-SPEC Turnigy nano-tech  
GPS 
 
Taoglas 
Ultra-ääni sensori 
  
Radio-ohjauksen vastaanotin DEVO RX1002 deVention 
 
3.1.2 Stabilisaattori 
Kamera täytyy saada kiinnitettyä miehittämättömään lentoalukseen jollakin tavalla. Jos ka-
mera olisi kiinnitetty kiinteästi suoraan UAV:n runkoon, välittyisi videokuvaan kaikki 
UAV:n kuuden vapausasteen mukaiset liikkeet joita syntyy heilumisen ja tärinän myötä. 
Stabilisaattorin tehtävänä on toimia kuvan vakauttajana. Se on kolmea akselia (X, Y, Z) 
pyörittävä mekaaninen varsi/laite, joka kiinnitetään toisesta päästä UAV:n runkoon ja toi-
seen päähän tulee käytössä oleva kamera.  
 
Tutkimuksessa käytetyn UAV:n pohjaan on kiinnitetty BGM4108-130 -stabilisaattori. Sta-
bilisaattori saa virran UAV:n akusta ja sen avulla se pyörittää eri akseleita tavoitteenaan 
pitää kamera, ja täten myös kuva, vakaana. Stabilisaattori korjaa kopterin heilumisesta joh-
tuvaa liikettä ja saa kuvan pysymään koko ajan kohtisuorassa ja tasaisena. Kyseisellä stabi-
lisaattorilla on oma IMU, joka laskelmoi stabilisaattorin liikkeitä.  
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3.1.3 GoPro 
GoPro on pienikokoinen, kevyt, kestävä ja kaupallisesti edullinen kamera, joka on suunni-
teltu pääsääntöisesti toiminnan ja liikkeen kuvaamiseen. GoPro tuottaa korkealaatuista video 
ja kuva-aineistoa. Syksyyn 2016 mennessä GoPro on julkaissut jo 5 eri mallia. Jokaisesta 
mallista on lisäksi muutaman hintaluokan variaatio, jossa ominaisuuksien määrä vaihtelee. 
Tässä tutkimuksessa käytössä oli GoPro Hero3 (Black edition) varsinaista tutkimusta varten. 
GoPron virallisilla nettisivuilla esitellään molempien kameramallin teknisiä tietoja. Voidaan 
todeta, että nämä vastaavat toisiaan. Tärkeimmät kuvaukseen liittyvät tekniset tiedot on esi-
tetty Taulukossa 4. 
 
Taulukko 4 GoPro Hero3 Black Edition ja Hero4 Black Edition kameratekniset arvot 
Digitaalisen videon formaatti H.264 
Kuvien tallennusformaatti JPEG 
Tehokas kuvaresoluutio 12 MP 
Optinen sensorityyppi CMOS 
f-stop f/2.8 
 
GoPron uusimmat mallit (Hero 3 Black editition, Hero 4 ja Hero 5) kykenevät parhaimmil-
laan kuvaamaan 4K-tasoista videota. Muitakin vaihtoehtoja videon laadulle ja formaatille 
on kameralla valittavissa, mutta näissä ei päästä yhtä hyvään resoluutioon. 4K-laatuisen vi-
deon resoluutio on 3840x2160 (16:9), jolloin keskipiste määräytyy paikaan x: 1920, y: 1080. 
Tämä mahdollistaa riittävän resoluution laadukkaille kuvakaappauksille, joten tätä vi-
deoasetusta käytettiin tutkimuksessa. Taulukosta 4 havaitaan, että kamerateknisten paramet-
rien lähtöarvot ovat samat Hero3 ja Hero4 kameroilla. Lopputulokseen ei pitäisi vaikuttaa 
kumman kameran lähtöparametreja sisäisessä ja ulkoisessa orientoinnissa käytetään. 
 
GoPron erityiset haasteet fotogrammetrisissa toimenpiteissä ovat enimmäkseen sen linssin 
piirtovirheistä johtuvat ongelmat. GoProlla on kalansilmämäinen (fisheye) linssi, joka mah-
dollistaa todella laajan näkökulman mutta aiheuttaa suuria piirtovirheitä (Fiorillo et al. 2016, 
s. 64). Piirtovirheiden suuruus on havaittavissa kuvassa 21. Tämän lisäksi vääristymää voi 
aiheutua GoPron CMOS kennon tavasta tallentaa tietoa. GoPro tallentaa tiedon elektroni-
sesti rivi kerrallaan (Electronic Rolling Shutter), jolloin kuvan alun ja lopun välillä saattaa 
esiintyä pieni viive (Vautherin, Rutishauser et al. 2016, s. 3). Tämä korostuu varsinkin ku-
vatessa liikettä tai kuvattaessa kohdetta järjestelmällä, joka on liikkeessä. Tämän tutkimuk-
sen tapauksessa jälkimmäinen vaihtoehto saattaa hyvinkin aiheuttaa vääristymää UAV len-
non aikana otettuun videoon. Luonnollisesti vääristymää voi koittaa parantaa hitaammalla 
lentonopeudella, mutta myös nopeammalla kuvausnopeudella. Tässä tutkimuksessa kuvaus-
nopeus on vain 15 fps, joten vääristymä voi aiheuttaa suurenkin vaikutuksen pisteiden vir-
heelliseen laskentaan kuvablokin muodostamisessa. 
 
Kuvausta suunnitellessa tulee huomioida myös, että GoPro kamerat ovat suunniteltu ulko-
käyttöön (f-stop arvo on kiinteä 2,8). Salamaa kameralla ei ole, eikä sellaista luonnollisesti 
videoiden kanssa käytetä. Vaikka käytössä olisi jokin ulkoinen salama tai valonlähde, täy-
tyisi tämän olla hyvin tehokas, jotta sellaisen käytöstä olisi hyötyä UAV kartoituksessa. 
Huonossa valossa (esim. sisätiloissa) kamera tuottaa heikkolaatuisia kuvia, joissa valon 
määrä ei ole riittävä. Tätä voidaan yrittää korjata esimerkiksi valkotasapainoa säätämällä, 
mutta parhaisiin tuloksiin UAV-kartoituksen kannalta päästään, kun kuvaus suoritetaan va-
loisana päivänä, valon ollessa tasaista kohdealueelle. 
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Kuva 21 GoPro kuva Lapinlahden sairaalasta, jossa piirtovirheet on korjattu. Kuvan kaarevat reunat 
johtuvat kalansilmälinssin aiheuttamien piirtovirheiden korjaamisesta. Täten kuvassa olevat suorat lin-
jat (esimerkiksi katon harja) kuvautuu korjauksen jälkeen oikeaoppisesti suoraksi eikä jää kaarevaksi. 
 
Kohdassa 3.5 selvitetään, että tutkimuksessa käytetyn pääasiallisen ohjelman, Pix4Dmappe-
rin, tietokonnasta löytyy GoPro Hero4 Black Edition kameran kalibrointiparametrit kuvien 
prosessointia varten. Tutkimusta varten suoritettiin testi, jossa otettiin kuva samasta kamera-
asemasta Hero 3 ja Hero 4 -kameralla. Tarkoitus oli vertailla kuvien ominaisuuksien eroja. 
Testin tuloksena selvisi, että kuvien piirrossa on hieman eroa. Kuvassa 22 on esitetty erotus-
kuva Hero 3:lla ja Hero 4:llä otetuista kuvista. Tämä täytyy huomioida kuvadatan käsittely-
vaiheessa. Näiden kahden mallin kuvaukseen liittyvät tekniset tiedot ovat taulukon 4 mukaan 
samat, ja kuvassa havaittava ero on pieni. Kokeen suoritusvaiheessa on saattanut esiintyä 
säännöllistä virhettä, jos kamera-asema ei säilynyt täysin samana eri kameroilla kuvia otta-
essa. Kuvassa 22 havaittava eroavaisuus on jokseenkin säännöllistä ja täten yllä mainittu 
virhe on hyvinkin mahdollinen. 
 
 
Kuva 22 GoPro Hero3 ja Hero4 kameroiden vertailukuva, jossa pohjalla on GoPro Hero4:lla otettu 
kuva ja päällä GoPro Hero3:lla otettu kuva. Kuvat pyrittiin ottamaan samasta kamera-asemasta ja 
orientoimaan kohdakkain toistensa kanssa vertailua varten.  
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3.1.4 FARO Maalaserkeilain 
Tutkimuksen viimeisessä vaiheessa UAV:lla ja GoProlla kerättyä tutkimusdataa verrattiin 
Faron laserkeilaimella tuotettuun TLS-dataan. Faro valmistaa kannettavassa koossa olevia 
CMM tuotteita (Coordinate Measuring Machine) ja 3D-kuvauksia suorittavia laitteita. TLS-
aineiston keräämistä varten käytettiin Faro Focus 3D 130 HDR maalaserkeilainta. Kyseisen 
laserkeilainmallin tarkempia teknisiä tietoja on esitetty taulukossa 5 (tiedot peräisin Faron 
internet sivuilta). 
 
Taulukko 5 Faro Focus 3D 130 HDR tekniset tiedot 
Etäisyysmittaustarkkuus +/- 2mm 
Kantama 0.6m - 130m 
Kohinan supistaminen (Noise reduction) 50 % 
HDR kuvan peitto (photo overlay) Kyllä 
HD kuvan resoluutio 165 megapikseliä (värillä) 
Skannausnopeus 976 000 pistettä sekunnissa 
Paino 5,2 kg 
 
Laserkeilainvalmistajan internetsivuilla luvataan mallin etäisyysmittaustarkkuudeksi par-
haimmillaan 2 millimetriä. Tämä on varsin riittävä tutkimuksen vertailupohjaksi. Tutkimuk-
sessa käytettiin myös laserkeilausaineiston yhteensovitukseen tarkoitettuja pallotähyksiä. 
 
3.2 Tutkimuskohde ja tutkimusdata 
Tutkimuskohteena/ -alueena toimi sekä Lapinlahden sairaala (Lapinlahdentie 8, 00180 Hel-
sinki), että Leppävaaran urheilustadion (Veräjäpellonkatu 17, 02650 Espoo). Analysoinnissa 
keskityttiin suurimmaksi osaksi vain Lapinlahden sairaalan alueeseen, sillä alueelta on ole-
massa tutkimusryhmän aikaisemmin hankkima TLS aineisto, johon UAV:lla kerättyä aineis-
toa voidaan verrata. 
 
 
Kuva 23 Lapinlahden sairaala, johon tutkimusalue on rajattu punaisella (kuva Googlen karttapalve-
lusta). 
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Kuvassa 23 on esitetty Lapinlahden sairaalan alue ja ne osat, joihin tutkimus keskittyy. La-
pinlahden sairaalan alue on puistomainen piha-alue, jonka keskellä kohoaa kaksi kerroksi-
nen sairaalarakennus. Rakennus on kooltaan hyvin suuri. Tutkimusaineisto on kerätty sai-
raalan eteläsivulta, itäsivulta ja itäiseltä sisäpihalta. Aineistoa ja mittauksia kerättiin seuraa-
vin menetelmin:  
  
- maalaserkeilaus (TLS) 
- UAV videokuvaa 
- kenttämittauksia 100m metrimitalla 
 
Sekä UAV-lennolla kuvatussa aineistossa ja TLS-aineistoa kerätessä, keskityttiin pääsään-
töisesti rakennuksen kuvaamiseen. Rakennuksella on lisäksi tasainen sisäpiha ja sen ympä-
rillä on hiekoitettuja parkkialueita, mutta myös hieman pinnanmuotoja sisältäviä puisto-
osuuksia. Kohde on hyvin tavanomainen, suorilla seinillä ja ominaisuuksilla oleva raken-
nelma ja sen ympäristö.  
 
Lapinlahden sairaalan alueella suoritettiin myös kenttämittauksia, jotta muulle aineistolle 
pystyttäisiin asettamaan oikea mittakaava. Kenttämittauksen tulokset: 
 
- Itäisellä sivustalla olevan päätyseinän leveys  10,72 metriä 
- Ikkuna-aukon leveys eteläisellä seinämällä  1,28 metriä 
- Sisäpihan ensimmäisen aitatolpan korkeus  2,72 metriä 
 
Lapinlahden sairaalan lisäksi UAV-lentojen kuvauskohteena toimi Leppävaaran urheilusta-
dion. Tämä kohde on monimuotoinen ja täynnä piirteitä. Katto, penkit ja katsomo kokonai-
suudessaan eivät jäljittele normaalin rakennuksen suorakulmaisia piirteitä. Katsomo kohoaa 
viistosti ja se sisältää paljon yksityiskohtaisia piirteitä, esimerkiksi kaiteet, rappuset ja itse 
penkit. Erityisten ja yksityiskohtaisten piirteiden vuoksi aineistosta on haastavampi muodos-
taa mittatarkkaa tai hyvälaatuista mallia. Leppävaaran aineistosta saatiin tukea, kun selvitet-
tiin parasta mahdollista pistepilven muodostukseen soveltuvaa ohjelmaa. 
3.2.1 UAV lennolla kuvattu aineisto 
Lapinlahden sairaalan alueella kuvaus suoritettiin 04.05.2015 ja Leppävaaran urheilustadio-
nilla 16.6.2015. Kuvaukset suoritettiin GoPro Hero 3 Black editionilla ja aineisto on 4K-
formaatissa olevaa videota, jota GoPro Hero 3 kykenee taltioimaan 15 kuvaa sekunnissa (15 
fps). 
 
Kuva-aineistosta täytyy huomioida, että käytetyllä kalustolla (UAV ja GoPro), GoPro-vi-
deokuvan laidassa näkyy koko ajan toinen UAV:n jalka/laskeutumisteline ja toisessa kul-
massa vähän johtoja. Tämä vaikuttaa laatuun kuvablokkia muodostaessa. 
 
Huomioitavaa on myös, että UAV lennot lennettiin satunnaisesti kohteiden alueella. Len-
noilla ei käytetty etukäteen suunniteltua automatisoitua lentorataa. Lennot suoritettiin ma-
nuaalisesti radio-ohjattuna ja vaikka UAV:lla on tällöin pyritty lentämään mahdollisimman 
kattavasti alueella, ei UAV:n nopeus pysy vakiona, eikä lentoa suoritettu kattamaan kohteen 
kuvausta esimerkiksi edestakaisin eri tasoissa suoritetuilta lentoradoilta. 
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Kuten kohdassa 3.1.3 esiteltiin, GoPron kuvantaltiointi tapahtuu rivi kerrallaan (rolling shut-
ter). Tämä täytyy huomioida tutkimusaineiston osalta. Parannukset ja ilmiön huomiointi tu-
lee suorittaa lennon suunnittelussa ja esimerkiksi GPS tiedot nopeuden arvioimiseksi jokai-
sen kuvan kohdalla ovat tärkeitä (Vautherin et al. 2016, s. 4-5). Koska tässä tutkimuksessa 
kuvattiin videota, ei kyseistä sijaintiaineistoa ole. Lisäksi korjaus vaatisi mielellään suunni-
teltua lentoa, jolla on tietyssä suunnassa olevat lentolinjat. Tulokset parantuisivat myös 
GCP:iden avulla, mutta vain GCP:iden määrittämän alueen sisällä olevista yhdyspisteistä 
(Vautherin et al. 2016, s. 7). Ulkopuolella oleville pitäisi edelleen tehdä rolling shutter kor-
jaus. Eli kuva voisi antaa erilaisia vääristymiä eri puolilla kuvaa. Tätä ei kuitenkaan tässä 
tapauksessa ole, sillä käytössä ei ollut GCP:itä. Rolling shutter lisäosan käyttö onnistuisi 
esimerkiksi Pix4Dmapperilla (versio 2.0 tai uudempi). (Vautherin et al. 2016) 
 
Rolling shutter ilmiön vaikutus kasvaa, jos lentonopeus eli liike kuvauksen aikana kasvaa. 
Myös alhainen kuvausnopeus vaikuttaa ilmiön suuruuteen kasvattavasti. Tässä tutkimuk-
sessa kuvausnopeus oli vain 15 fps, jotta videolle saatiin mahdollisimman hyvä resoluutio. 
Tämä lisää rolling shutter ilmiön vaikutusta (Vautherin et al. 2016, s. 3-4). Lento suoritettiin 
kuitenkin hyvin alhaisilla lentonopeuksilla ja pitkälti myös leijaillen kohteen ympärillä, jo-
ten voidaan olettaa, että vaikutus jää hyvin pieneksi, sillä Vautherin (2016, s. 5) esittää, että 
suuremmat vaikutukset havaitaan vasta yli 4 m/s nopeuksissa (riippuen käytetystä kame-
rasta). Toki lentonopeus on tämän tutkimuksen kohdalla ollut monen kuvan kohdalla hyvin 
erilainen eikä vakio, joten tämä saattaa vaikuttaa joissakin kuvissa. 
 
Koska käytössä ei ollut GPS-tietoja, eikä UAV:lla käytetty mitään muitakaan lisäominai-
suuksia (esimerkiksi automatisoitua lentoreittiä), vastasi koe käytännössä asetelmiltaan sa-
maa kuin millä tahansa kaupallisella UAV-kokonaisuudella (COTS Drone) kuvattu aineisto. 
Tällaisia kenen tahansa hankittavia kaupallisia UAV:ita on markkinoilla nykyään lukuisia 
kuluttajahinnoilla (Vautherin et al. 2016, s. 1). Jotkut näistä suorittavat jopa automatisoituja 
lentoja. Esimerkiksi loppusyksystä 2016 julkaistu GoPro Karma, kykenisi tuottamaan täysin 
vastaavan, ellei parempilaatuisen, tutkimusaineiston. Nämä UAV:t, joita myydään kokonai-
suutena, on suunniteltu siten, että kuvakulmassa ei näy mitään laskeutumistelineitä tai muita 
kokonaisuuden osia (vertauksena tässä työssä käytetty kuva-aineisto, jossa laskeutumisteli-
neestä näkyy huomattava osa sekä joissain tilanteissa hieman sähköjohtoa). Lisäksi GoPro 
malleista on nykyään tarjolla GoPro Hero5, jolla on luonnollisesti parempi laatu ja kuvaus-
ominaisuudet kuin edeltäjillänsä. 
 
3.2.2 Stereokuva 
Tutkimusta tehdessä kokeiltiin myös erilaista lähestymistapaa 3 dimensionaalisen (3D) ym-
päristön luomiseen UAV:n avulla. 3D-videot ovat yleistyneet viime vuosina huomattavasti 
ja tulevaisuudessa niiden oletetaan nousevan suosioon kotitalouksissa yhdessä vapaan kat-
selupisteen videoiden (Free Viewpoint Video, FVV) kanssa, sillä tekniikoita kehitetään par-
haillaan (Smolic et al. 2006, s. 2163). 3D renderöinti tapahtuu luomalla 2 näkymää (yksi 
molemmille silmille) ja yksi tapa tuottaa tällaista aineistoa on stereokuvauksen avulla. 
 
UAV:hen kiinnitettiin kaksi GoPro (Hero 3 Black) kameraa vierekkäin.  Molemmat asetet-
tiin kuvaamaan 4K-videota ja stabilisaattori huolehti, ettei kuvamateriaali tärissyt liikaa. 
Operointijärjestelmä on esitetty kuvassa 24. Kuvaus suoritettiin Leppävaaran urheilupuis-
tossa. Kuvauskohteena oli yleisurheilukentän katsomo eli Leppävaaran urheilustadion. Päivä 
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oli hyvinkin tuulinen, mutta myös kopterin ominaisuuksia haastavissa sääolosuhteissa halut-
tiin testata. UAV suoriutui voimakkaasta tuulesta hyvin ja videolaatu oli tasaista. 
 
Kahdella kameralla kerätyt videoraidat synkronoitiin ja 3D-video luotiin käyttäen hyväksi 
StereoMovie Maker -ohjelmaa. Lopputuloksesta saatiin näyttävää 3D-videota katseltavaksi 
3D-laseilla katsoessa. Toteutuksessa määritettiin sopiva vaakaparallaksin nollakohta ja pys-
typarallaksi nollattiin mahdollisimman tarkasti. Itse videota tarkasteltiin Steroscopic 
Playerin avulla 3D-lasien kanssa. Vaikka kameroiden kanta oli hyvinkin pieni (6 cm), oli 
lopputuloksena hyvinkin visuaalisesti mielenkiintoinen ja perspektiiviä kuvaava 3D-video. 
Tämä materiaali ei suoranaisesti tuota georeferoitua mittatarkkaa pistepilveä, mutta se saa-
daan nopeasti toteutettua ja toimii hyvänä esikatselun materiaalina itse kohteesta. Weiss 
(2011, s. 855) muistuttaa, että kyseisen menetelmän tehokkuus on huono, jos etäisyys koh-
teeseen on paljon suurempi kuin kanta (kuten tässä tapauksessa). Varsinaisen pistepilven 
muodostaminen onnistuu käyttämällä vain toisen kameran kuva-aineistoa. 
 
 
Kuva 24 Stereokuvauksjärjestelmä UAV:sta kahden GoPron avulla. 
 
3.2.3 TLS laserkeilausaineisto 
Tutkimuksen vertailuosiossa käytettävä laserkeilausaineisto koostui useasta eri keilauksesta 
Lapinlahden sairaalan alueella. Keilauksien yhteydessä on käytetty kuutta pallotähystä, jotka 
helpottavat eri keilausten yhteensovittamista ja sitomista toisiinsa. Keilaukset kattavat sa-
man alueen kuin UAV-lennolla kuvattu alue, joka on esitetty kuvassa 23. TLS-aineistoa voi-
daan pitää riittävän tarkkana selvittämään varsinaisen tutkimusmenetelmän (UAV ja GoPro) 
tarkkuutta, sillä esimerkiksi FARO lupaa kyseisessä keilauksessa käytetyn keilaimen tark-
kuudeksi parhaimmillaan +/- 2mm. TLS-aineisto keilattiin 06.05.2015 osana muuta tutki-
mustyötä.  
 
3.3 Aineiston käsittelyyn käytetyt ohjelmat 
Pistepilvien käyttö ja niiden hyödyntäminen eri alojen sovelluksissa ja työkaluina on lisään-
tynyt huomattavasti. Tästä syystä myös kyseisen aineiston muodostamiseen ja käsittelyyn 
tarvittavia ohjelmia ja ohjelmistoja on luotu eri tarkoituksiin ja eri lähtökohdista. Ohjelmia 
on sekä kaupallisia, että ilmaiseksi käyttöön ladattavia. Ohjelmat voidaan jakaa pistepilvien 
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muodostamiseen käytettäviin ohjelmiin ja pistepilven käsittelyyn käytettäviin ohjelmiin. Li-
säksi on monia ohjelmia, joita pystytään käyttämään jatkotoimenpiteissä tai jotka eivät suo-
ranaisesti ole pistepilvien käsittelyyn tarkoitettuja, mutta liittyvät jollain lailla pistepilvida-
tan käsittelyyn tai esimerkiksi jatkoprosessointiin ja -käyttöön. 
 
Kuten kohdassa 2.2.3 todettiin, pistepilviä voidaan muodostaa pääsääntöisesti kahdella ta-
valla, joko laserkeilaamalla tai fotogrammetrisin toimenpitein valokuvista. Laserkeilatessa 
pistepilvet muodostuvat automaattisesti keilauksen yhteydessä. Tällöin pistepilviä tarvitsee 
käsitellä vain niiden yhdistämiseksi. Fotogrammetrian menetelmillä muodostetut pistepilvet 
vaativat otettujen kuvien työstämistä ja prosessointia fotogrammetrisin toimenpitein, jotta 
pistepilvi on mahdollista muodostaa. Tähän tarkoitettuja ohjelmia on listattu alla: 
 
 Agisoft PhotoScan  Kaupallinen 
 Pix4Dmapper  Kaupallinen 
 DroneMapper  Kaupallinen 
 PhotoModeller  Kaupallinen 
 Bentley context capture Kaupallinen 
 123D Catch  Ilmaisohjelma 
 VisualSFM  Ilmaisohjelma, Yliopiston kehittämä (IFP) 
 SURE  Ilmaisohjelma, Yliopiston kehittämä (IFP) 
 
Käytännössä kaikki yllä olevista ohjelmista noudattavat kohdassa 2.2.3 esiteltyä tapaa pis-
tepilven muodostamisessa eli kun sisäinen kalibrointi on suoritettu, on mahdollista muodos-
taa harva pistepilvi ja täten selvittää ulkoinen orientointi. Näiden avulla pystytään tuotta-
maan tiheä pistepilvi ja luoda tästä esimerkiksi mesh-pinta. Ohjelmat tuottavat kuitenkin 
vain yhtäläisyysmallin (similarity model) (Yanagi & Chikatsu 2016, s. 148). 
 
Laadittua pistepilveä ja sen käsittelyä varten on olemassa erillisiä ohjelmia. Monella laser-
keilainvalmistajalla on omaa laserkeilausdataansa varten oma ohjelma, jolla aineistoa voi 
käsitellä ja muokata haluttuun muotoon. Pistepilvien käsittelyssä voidaan suorittaa pistepil-
ville erinäisiä toimenpiteitä kuten eri keilausten (tai pistepilvien) yhdistäminen, luokittelu, 
turhien pisteiden karsiminen, kohinan poisto. Alla on listattu joitain pistepilven käsittelyyn 
tarkoitettuja ohjelmia: 
 
 Faro SCENE  Kaupallinen 
 TerraSolid, Bentley Kaupallinen 
 Bentley Point Tools Kaupallinen 
 CloudCompare  Ilmaisohjelma 
 GeoMagic  Kaupallinen 
 
Pistepilvien käsittelyssä voi joutua suorittamaan myös muita alakohtaisia toimenpiteitä. Täl-
löin voidaan hyödyntää myös muita ohjelmia, jotka kykenevät suorittamaan erinäisiä yksit-
täisiä toimenpiteitä tai toimivat avuksi jatkotoimenpiteissä. Näitä ovat esimerkiksi: 
 
 MatLab  Matemaattinen suunnittelu- ja analysointiohjelma 
 Blender  Open source 3D creation 
 3DSMax  3D modelling, animation, rendering 
 CAD ohjelmat  Suunnitteluohjelmistoja, Autocad ja MicroStation 
  
48 
 
Tässä tutkimuksessa käytettiin pistepilven muodostamistoimenpiteeseen enimmäkseen 
Pix4Dmapperia. Tällä ohjelmalla suoritettiin suurin osa kokeista, sillä se osoittautui toimi-
vimmaksi ja kykeni prosessoimaan laajoja kuvakokonaisuuksia. Jotkut ohjelmat eivät jaksa-
neet prosessoida isoja aineistoja. Lisäksi Pix4Dmapperissa oli valmiina GoPro:n kameran 
sisäiset kalibrointitiedot valittavana pohjatiedoiksi, jolloin ensimmäisten testien perusteella 
selvisi, että Pix4D:llä päästiin visuaalisesti tarkimpaan lopputulokseen. Lopullinen malli, 
jota käytettiin vertailussa ja arvioinneissa on myös Pix4D:llä aikaansaatu tulos. Vertailuai-
neiston TLS-pistepilvien käsittelyssä käytettiin Faro SCENE ohjelmaa ja laadun tarkkuuden 
selvittämiseksi tehdyssä vertailutestissä CloudComparea. Yanagi (2016, s. 149) määrittelee 
Pix4Dmapperin erittäin käytännölliseksi UAV-fotogrammetriaan. Tutkimuksessa käytettiin 
Pix4Dmapperin versioita 1.4 ja 2.2, sillä alkukesästä 2015 saatavilla oli versio 1.4, jonka 
jälkeen ohjelmistosta ilmestyi uusi versio, versio 2.0, jossa on paljon uusia ominaisuuksia. 
Faro SCENE ohjelmasta käytettiin versiota 6.0 ja CloudComparella versiota 2.7. 
 
Pix4Dmapperin lisäksi fotogrammetrisista ohjelmista kokeilussa ja selvityksessä olivat Agi-
soft PhotoScan, Visual SFM, SURE ja 123D Catch. Seuraavissa kappaleissa on lyhyt kuvaus 
kaikista käytetyistä ohjelmista. Ominaista kaikille näille ohjelmille oli se, että ohjelmat pyö-
rivät melko raskaasti ja hidastavat koko tietokoneen muuta toimintaa. Suurien aineistojen 
prosessointiin tarvittaisiin jokin todella tehokas tietokone. 
 
Pix4Dmapper 
Pix4Dmapper on Sveitsissä vuonna 2011 perustettu yritys, joka on kehittänyt ja ylläpitää 
UAV-datan prosessointiin tarvittavaa ohjelmistoa. Yritys on EPFL:n (École polytchnique 
fédérale de Lausanne). Ohjelma keskittyy nimenomaan UAV-kartoituksen fotogrammetri-
siin toimenpiteisiin ja tarjoaa laajan valikoiman työkaluja kyseisen aineiston käsittelyyn. Se 
kuitenkin suorittaa fotogrammetrisen prosessoinnin täysin automaattisesti (suoran geomet-
rian kameroilla ja kalansilmälinssin tapauksessa) kohtisuorilla ilmakuvilla, viisto-, sisätila- 
ja maakuvauksen tapauksissa, vaikka kuvien sijaintitietoja ei olisi saatavilla (Strecha et al. 
2015, s. 215). 
 
Yritys myy eri tarkoituksiin (maatalous, kartoitus, rakennusala) kohdistuneita ohjelmaversi-
oitaan, tai Pix4Dmapper Pro -paketin, joka on versio yleiseen käyttöön ja kykenee kaikkien 
osa-alueiden toimenpiteisiin. Lisäksi yrityksellä on ilmaiseksi ladattava Discovery-versio, 
jolla pystyy käsittelemään aineistoa Pro-version kaikilla ominaisuuksilla, mutta ei pysty tal-
lentamaan muuta kuin ylilentovideoita videoformaatissa. Aineistoa pystyy siis käsittele-
mään, ja tutkimaan ohjelmassa, mutta siitä ei saa muuta hyötyä irti. Pro-version testilisenssin 
saa käyttöönsä 15 päivän ajaksi, jolloin kaikki Pro-version ominaisuudet ja tallennusmah-
dollisuudet ovat käytössä.  
 
Pix4D on käyttöliittymältään ja ulkoasultaan selkeä, moderni ja jäljittelee samaa asettelua 
kuin moni muu nykyaikainen vastaava ohjelma tai suunnitteluohjelma. Testiaineiston käsit-
tely toimii selkeästi ja johdonmukaisesti. Ohjelman päätoiminen toimenpide on tuottaa ku-
vista haluttu malli, halutussa muodossa. Ohjelma jakaa tehtävän kolmeen prosessoinnin pää-
vaiheeseen, joiden sisältö on esitelty tarkemmin Visockienen (2014) ohjelmaselvityksessä: 
 
1) Initial Processing 
2) Point Cloud and Mesh 
3) DSM, Orthomosaic and Index 
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Käyttäjä voi valita, mitkä vaiheet (yksittäisen tai kaikki) näistä kolmesta hän kulloinkin lait-
taa prosessoitumaan. Ohjelma suorittaa tämän jälkeen kyseiset operaatiot käytännössä täysin 
automaattisesti ja vie halutut tiedostomuodot (pistepilvi esimerkiksi LAS-muodossa, mesh-
verkko esimerkiksi OBJ-muodossa, laaturaportin PDF muodossa jne.) suoraan käyttäjän 
määrittelemiin kansioihin. Automaattista prosessia varten tarvitaan vain kuvat kohteesta, ka-
meran kalibrointitiedot (sisäisen orientoinnin). Lisäksi voidaan syöttää sijaintitiedot mah-
dollisista GCP:istä (Ground Control Points). Ensimmäinen vaihe suorittaa harvan pistepil-
ven muodostamisen ja kameroiden ulkoisen orientoinnin määrittämisen. Toinen vaihe suo-
rittaa ensimmäisen vaiheiden tietojen perusteella tihennetyn pistepilven muodostamisen ja 
luo näiden avulla mesh-pinnan. Kolmannessa vaiheessa ohjelma luo pintamallin (DSM, Di-
gital Surface Model) ja ortomosaiikin. Ohjelmalla on erittäin vakaa ja tehokas kameran ka-
librointialgoritmi ja se kykenee laskemaan 3D koordinaatin jokaiselle pikselille (Visockiene 
et al. 2014, s. 113). Ohjelma laatii prosessoinnin tuloksista laaturaportin (Quality Report), 
jossa kerrotaan tarkat tiedot visualisointien avulla muun muassa: 
 
 ulkoisesta kalibroinnista 
 sisäisestä kalibroinnista 
 blokkitasoituksesta 
 georeferoinnista 
 muodostetun pistepilven ominaisuuksista 
 
Käyttäjän tekemät valinnat ja ohjelman suoritukset tallentuvat erilliseen log-dokumenttiin. 
Ohjelmassa on lisäksi paljon työkaluja erinäisiä toimenpiteitä varten. Näitä ovat esimerkiksi 
mittaustyökalut, ortotason luominen halutusta pinnasta (esimerkiksi rakennuksen seinä) sekä 
mittakaavan ja orientaation määrittely (jos käytössä ei ole GCP-pisteitä). Voidaan myös to-
deta, että todella monessa aiheesta tehdyssä tutkimuksessa on käytetty Pix4Dmapperia. 
 
VisualSFM ja SURE 
VisualSFM (tulee sanoista Visual Structure From Motion) on ilmaiseksi ladattava 3D re-
konstruointiin tarkoitettu sovellus, joka perustuu structure from motion -tekniikkaan (SfM-
tekniikkaan) ja etsii pisteitä SIFT-algoritmin avulla. Sovelluksen on kehittänyt Changchang 
Wu, ja sen tarkempia periaatteita on esitelty hänen artikkelissaan (Wu 2013). Myös tämä 
ohjelma pitää sisällään erilaisia työkaluja, esimerkiksi mittausmenetelmiä. VisualSFM:n 
vahvuus on siinä, että se kykenee suorittamaan kuvien orientoinnin ja kameran kalibroinnin 
omatoimisesti. Tästä syystä se on työkalu ainoastaan harvan pistepilven (sparse point cloud) 
muodostamiseen. Tämän jälkeen tarvitaan, jokin toinen ohjelma toteuttamaan tihennetyn 
pistepilven muodostaminen (dense point cloud). Tihennetty pistepilvi voidaan muodostaa 
esimerkiksi VisualSFM:n lisäosan PMVS/CMVS työkalusarjan avulla tai jollakin erillisellä 
ohjelmalla, joka lukee VisualSFM:stä saatua nvm-formaattia. Tällainen ohjelma on esimer-
kiksi SURE.  
 
CMVS lukee pisteitä hajanaisesti löytämistään sijainneista ja saattaa tuottaa harvemman lop-
putuloksen. SURE lukee pisteitä joka paikasta tasaisesti ja luo lopputulokseksi yleensä hyvin 
gridimäisen lopputuloksen, missä pisteitä on tasaisin välein. Tästä syystä tätä tutkimusta teh-
dessä käytettiin SUREa paremman lopputuloksen toivossa. 
 
SURE on saksalaisen nFrames nimisen firman kaupallinen sovellus, mutta siinä on mahdol-
lisuus kuukauden kokeiluversiolle. Se lukee lähtödatana kokonaisuuden kuvia ja näiden si-
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säisen ja ulkoisen orientoinnin tiedot (VisualSFM tuottaa juuri nämä tiedot). Ohjelma suo-
rittaa ensin annettujen kuvien oikaisun vääristelemättömäksi, jonka jälkeen suoritetaan pa-
rikohtainen vertailu ja yhteensovitus Semi Global Matching (SGM) algoritmiä mukaillen. 
Algoritmin toiminta kuvailtu tarkemmin Rothermelin (2012) artikkelissa. 
 
Agisoft PhotoScan 
Myös Agisoftin PhotoScan on kaupallinen ohjelma. Agisoft on vuonna 2006 perustettu ve-
näläinen yritys, joka keskittyy konenäköteknologiaan. PhotoScan ohjelma täysillä ominai-
suuksilla on ostettavissa, mutta sen saa kokeiltavaksi kuukauden ajaksi. Ohjelmasta saa il-
maiseksi käyttöönsä myös demo version. Ohjelma käsittelee fotogrammetrisia toimenpiteitä, 
mahdollistaa tiheän pistepilven editoinnin ja luokittelun, DSM/DTM luomisen, ortomosaii-
kin valmistuksen, mittausominaisuuksien käyttämisen ja useita muita toimintoja. Ohjelma 
on verrattavissa saatavuudeltaan ja käytännön toiminnoiltaan Pix4Dmapper ohjelmaan, sillä 
myös se pystyy laskemaan pisteen todelliset maastokoordinaatit suoraan 3D-malliin, jos ku-
vista on osoitettu GCP:t (Yanagi & Chikatsu 2016, s. 151) PhotoScannia käytettiin yhdessä 
case studyn kokeessa. 
 
123D Catch 
123D Catch on hyvä esimerkki helppokäyttöisestä sovelluksesta, jonka avulla voi nopeasti 
luoda yksinkertaisia 3D-malleja arkipäiväisistä asioista/ kohteista. Sovellus on saatavilla il-
maiseksi mm. älypuhelimille ja käyttöliittymä on erittäin helppo käyttää. Käytännössä käyt-
täjä kuvaa kohteen eri kohdista sen ympäriltä (sovelluksen selkeän ohjeistuksen mukaisesti) 
ja lähettää kuvat prosessoitavaksi. Prosessoinnista palaa näytöllä pyöriteltävä ja tarkasteltava 
3D-malli kohteesta. Toki valotus, kuvien määrä, kohteen liikkumattomuus ja kuvien laadut 
vaikuttavat toteutuvaan malliin, mutta lähtökohtaisesti hyvin suunniteltu ja toteutettu kuvaus 
tuottaa kohtuullisen mallin tällä ohjelmalla.  
 
Faro SCENE 
Faro on laserkeilainvalmistaja, jonka omien pistepilvien prosessointiin ja käsittelyyn on 
luotu SCENE ohjelma. SCENE kykenee skannausten automaattiseen rekisteröintiin (skan-
nausten yhdistäminen piirrepohjaisesti), mutta keilausten yhdistäminen onnistuu myös pe-
rinteiseen tapaan tähysten avulla. 
 
SCENE itsessään pitää sisällään myös monia työkaluja muun muassa mittaukseen ja visu-
alisointiin (esimerkiksi ylilentovideot). Jos käyttäjällä ei ole tarvetta muille jatkotoimenpi-
teille datan kanssa, niin ohjelma on itsessään tehokas pistepilvien tutkimiseen ja käsittelyyn. 
 
CloudCompare 
CloudCompare on ilmaisohjelma, joka toimii avoimen lähdekoodin (open source) periaat-
teella. Se on vuonna 2004 Ranskassa luotu ohjelma pistepilvien käsittelyyn ja vertailuun. 
Ohjelman nimi paljastaa jo hyvin, että ohjelma avustaa pistepilviaineistojen yhdistämisessä 
ja tarjoaa eri työkaluja näiden analysoimiseen. Sen isoimpia tarkoituksia on avustaa poik-
keamien analysoinnissa, ja se on juuri mitä tässä tutkimuksessa kaivataan. 
 
3.4 Tutkimusdatan käsittely ja prosessointi 
Tämä työ keskittyy suurimmaksi osaksi kerätyn datan käsittelyyn ja prosessointiin. Koko 
diplomityön tavoite on tutkimuskysymysten mukaan selvittää nimenomaan, onko UAV:lla 
kerätystä kuvadatasta mahdollista saada aikaan georeferoitu ja mittatarkka pistepilvi, kun 
  
51 
 
käytettävänä kameramallina käytetään GoPro kameraa. Täten tutkimus kohdistuu pääsään-
töisesti juuri aineiston fotogrammetriseen käsittelyyn ja prosessointiin (videokuvadatasta 
pistepilveksi). Itse UAV:lla, siihen tulevilla lisäsensoreilla, vakautusjärjestelmällä ja kame-
ralla on luonnollisesti tärkeä rooli aineiston laatuun ja koko tutkimuksen lopputulokseen. 
Sama pätee lennon ja kuvauksen suunnitteluun. 
 
Tässä työssä käytettävänä oli Rakennetun ympäristön laitoksen UAV ja tähän liitetyt osat 
(kuten kohdassa 3.1 on esitelty) ja tutkimukseen haluttu kameramalli on nimenomaan 
GoPro. Tutkimusta eri laitekokonaisuuksien välillä ei suoritettu. Parhaan mahdollisen lop-
putuloksen kannalta, tutkittiin eri käsittelyohjelmia, jotka on tarkoitettu pistepilven muodos-
tamiseen. 
 
Kuten kohdasta 3.2 selviää, oli UAV-lentojen tutkimuskohteina 2 erilaista ympäristöä (La-
pinlahden sairaala ja Leppävaaran urheilustadion). Kohta 3.3 puolestaan selventää, että mo-
lemmilta kohteilta luotiin GoPro:lla kuvattu 4K tasoinen videoaineisto. Näiden aineistojen 
perusteella selvitettiin, millä ja miten saadaan aikaiseksi mahdollisimman hyvä pistepilvi-
aineisto. Lisäksi käsitellään myös Lapinlahden sairaalalta kerätty TLS aineisto vertailukel-
poiseksi malliksi, jotta UAV-lentojen kuvadatasta saadun pistepilven tarkkuutta voidaan 
analysoida. 
 
3.4.1 UAV kuvadatan käsittely 
UAV-lennoilta kerätty kuvadata on 4K tasoinen MP4-formaattinen videotiedosto, jossa vi-
deon alku alkaa siitä, että UAV on maassa ja GoPron videokuvaus laitetaan päälle. Video 
loppuu laskeutumiseen ja jonkun pysäyttäessä videon tallennus.  
 
Kaikki videokuvaus perustuu siihen, että video tallentaa peräkkäin ruutuja (ikään kuin ku-
vakaappauksia) linssin näkemästä alueesta. Näitä ruutuja voidaan tallentaa monella kame-
ralla, esimerkiksi GoProlla, 15 ruutua sekunnissa (fps, frames per second) tai 30 ruutua se-
kunnissa. Videota katsellessa, katsellaan käytännössä sitä, että nämä ruudut esitetään peräk-
käin kyseisellä nopeudella. Esimerkiksi 30 fps esittää sekunnissa useamman ruudun kuin 15 
fps jolloin 30 fps on videona sulavampaa liikettä. 
 
Fotogrammetriset toimenpiteet tapahtuvat aina kuvien avulla. Jos halutaan muodostaa vi-
deokuvasta pistepilvi/ 3D malli, täytyy videosta irrottaa kuvakaappauksia eli ruutuja haluttu 
määrä halutuilta paikoilta. Tämä on käsittelyn ensimmäinen vaihe, ennen kuin voidaan kä-
sitellä kuvia halutulla pistepilven muodostamiseen tarkoitetulla ohjelmalla. Jotkin ohjelmat 
pystyvät nykyään lukemaan suoraan videoaineistoa (esimerkiksi Pix4Dmapperin versio 2.0), 
mutta tällöinkin käyttäjä valitsee, kuinka monen ruudun välein ohjelma taltioi kuvan käsit-
telyprosessia varten. 
 
Käsittelyä varten irrotetut kuvat tuotettiin VLC media playerin kuvankaappaus-toiminnolla 
(Video - Take Snapshot). Asetuksista valittiin kaapattujen kuvien tallennusformaatiksi JPG. 
Kuvakaappauksia voi ottaa joko manuaalisesti itse videon aikana tai ohjelma voi tallentaa 
kuvakaappauksia koko aineistosta määritellyn ruutuvälin mukaan. Tutkimuksessa pyritään 
mahdollisimman automatisoituun prosessiin, joten jälkimmäinen vaihtoehto toteutettiin täy-
den aineiston prosessointia varten. Jos halutaan toteuttaa ruutujen irrotus manuaalisesti, 
VLC Media Playerillä on pikanäppäin kuvakaappausten sen hetkiseen tallentamiseen: Shift 
– S.  
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Isojen kuva-aineistojen prosessointiin saattaa kulua pistepilven muodostamiseen tarkoite-
tuilta ohjelmilta ja tietokoneelta paljon aikaa. Tästä syystä ohjelmien kanssa suoritettiin tes-
tejä ohjelman toiminnallisuuden selvittämiseksi vain muutamilla kuvilla eri kohteista (La-
pinlahden sairaala ja Leppävaaran urheilustadion). Nämä kuvat valittiin mielivaltaisesti 
kaappaamalla jostain tietystä rakennelman osasta kuvia siten, että muutamalla kuvalla saa-
taisiin katettua mahdollisimman paljon kyseistä rakennelman osaa. Lapinlahden sairaalan 
alueella kohteena oli yksi rakennuksen seinusta ja tästä valitsin 16 kuvaa. Leppävaaran ur-
heilustadionilla kohteena oli katsomon yksi osa ja valitsin 9 kuvaa testikokeisiin.  
 
Vaikka tutkimus keskittyykin Lapinlahden sairaalan aineistoon, Leppävaaran urheilustadio-
nin yhdeksän kuvan testiaineistolla huomioitiin kohderakennelmien erilaisuus ja ohjelmien 
suorituskyky tällaisten vaihtelevien piirteiden mallintamisessa. Leppävaaran aineiston tul-
kitseminen on tukena Lapinlahden sairaalan aineistolle. 
 
Kahdella ohjelmalla (Pix4Dmapper ja VisualSFM) pyrittiin laatimaan mahdollisimman 
tarkka malli koko aineisosta. Lapinlahden sairaalan videoaineistosta taltioitiin VLC Media 
Playerin toiminnolla joka viidestoista kuva eli kuvakaappaus tallennettiin yhden sekunnin 
välein. Alusta ja lopusta poistettujen nousu- ja laskeutumiskuvien jälkeen jäljelle jäi 10 mi-
nuuttia ja 52 sekuntia pitkästä videosta 609 kuvaa. Tätä 609 kuvan aineistoa käsiteltiin eri-
laisissa kokeissa yllä mainittujen ohjelmien avulla ja pyrittiin selvittämään ohjelma ja omi-
naisuudet, joilla päästään parhaaseen mahdolliseen lopputulokseen. Lisäksi yhdessä ko-
keessa valittiin 66 kuvaa manuaalisesti siten, että pyrittiin optimoimaan videoaineistosta ku-
via tasaisin välein ja siten, että ne kattaisivat koko UAV-lennolla kuvatun alueen. Lopuksi 
kokeiltiin Pix4D:n automaattista videon prosessointiin tarkoitettua toimintoa. Tällä kertaa 
kuvakaappaus tallennettiin joka 30 ruudun välein, eli 2 sekunnin välein, jolloin kuvia on 
yhteensä 326. Tässä tapauksessa alusta tai lopusta ei leikattu nousu- ja laskeutumiskuvia 
pois. 
 
Taulukko 6 Pistepilven muodostamisvaiheessa suoritetut kokeet 
Koe 
ID 
Ohjelma ja 
versio 
Kohde Kuvien 
määrä 
Kalibrointi Erityisyydet 
1 Pix4D 1.4 Lapinlahti 16 default  
2 Pix4D 1.4 Lapinlahti 16 GoPro 4  
3 Pix4D 1.4 Lapinlahti 16 itse asetetut  
4 Pix4D 1.4 Leppävaara 9 GoPro 4  
5 vSFM, SURE Lapinlahti 16 autom. kalibrointi  
6 vSFM, SURE Leppävaara 9 autom. kalibrointi  
7 Agisoft Lapinlahti 16 EXIF tiedoista  
8 vSFM, SURE Lapinlahti 609 autom. kalibrointi  
9 Pix4D 1.4 Lapinlahti 609 GoPro Hero4  
10 Pix4D 1.4 Lapinlahti 609 itse asetetut  
11 Pix4D 2.2 Lapinlahti 609 GoPro 4, oblique  
12 Pix4D 2.2 Lapinlahti 326 GoPro 4, oblique VIDEO aineisto 
13 Pix4D 2.2 Lapinlahti 609 GoPro 4, aerial prosessointialue 
14 Pix4D 2.2 Lapinlahti 609 GoPro 4, aerial  
15 Pix4D 2.2 Lapinlahti 66 GoPro 4, aerial  
16 Pix4D 2.2 Lapinlahti 326 GoPro 4, aerial VIDEO aineisto 
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GoPro kameralla otetut kuvat tulisi aina kuvata parhaimmalla mahdollisella resoluutiolla, 
jotta saataisiin mahdollisimman paljon 3D pisteitä pistepilveä muodostaessa. Lisäksi kuvia 
ei pidä muokata tai käsitellä ennen prosessointia. Taulukosta 6 löytyy kaikki testivaiheen ja 
isomman aineiston käsittelyä varten tehdyt kokeet ja niiden lähtöarvoja. 
 
Koe 1 
Ensimmäinen koe oli suurimmaksi osaksi Pix4D:n järjestelmään tutustumista ja aineiston 
käsittelyn kokonaisuuden ymmärtämistä. Ohjelma oli todella selkeä ja käyttäminen vaiva-
tonta. Askel askeleelta se ohjasi käyttäjää määrittelemään tarvittavat lähtötiedot: Projektin 
nimeäminen - projektin kansion määrittäminen - Projektin tyyli (uusi projekti) - Prosessoin-
titavan valinta (Aerial Oblique tai Terrestrial) -Kuvien valinta prosessointia varten. 
 
Ohjelma lukee kuvia JPG tai TIF muodossa. Tässä kokeessa kuvia on 16 kappaletta Lapin-
lahden sairaalan alueelta. Kontrollipisteitä ei tutkimuksessa käytetty, joten niitä ei tarvinnut 
erikseen määritellä ohjelman niitä pyytäessä. Kuvat ladattiin ohjelmalle ja ohjelma laitettiin 
suorittamaan prosessointia. Ensimmäisessä kokeessa kameran kalibrointitietoihin ei puu-
tuttu ja laskenta tapahtui oletuskameraparametreilla. Tästä kokeesta opittiin, että kameran 
kalibrointiarvojen määrittämisellä on väliä ja näiden merkitys on hyvin suuri lopputulokseen 
(ainakin kyseisellä ohjelmalla). 
 
Koe 2 
Tässä kokeessa keskityttiin kameraparametreihin, mutta muuten toimittiin samoin kuin en-
simmäisessä kokeessa. Pienen selvittelyn jälkeen selvisi, että Pix4Dmapperin pistepilven re-
konstruointi perustuu kalibroinnin osalta kaksivaiheiseen prosessiin. Ohjelmalle annetaan 
ensin kalibrointia varten alkuparametrit (initial camera parameters), joiden perusteella se 
aloittaa laskennan. Suoritettuaan kameroiden ulkoisen orientoinnin, ohjelma täsmentää 
myös sisäistä kalibrointia ja suorittaa affiinisen muunnoksen laskeakseen optimoidut para-
metrit. Pix4D määrittelee laadun ja tarkkuuden kalansilmälinsseillä edelleen hyväksi, jos 
alkuperäisten parametrien ero optimoituihin (polttovälin muutos) ei ole yli viittä prosenttia. 
 
Kameran alkuparametrit on mahdollista syöttää itse tai valita ohjelman omasta valmiista tie-
tokannasta (taulukosta) valmiina olevia kameroita. Ohjelmasta löytyy valmiit parametrit 
GoPro Hero4 Black-edition kameralle. Oletettavasti Pix4D tarjoaa kyseistä kameramallia 
valittavaksi luettuaan EXIF-tiedoista kuvien ominaisuuksista. GoPro Hero3 kameraa oh-
jelma ei tarjoa. Vaikka tutkimuksessa käytetty kamera oli GoPro Hero3 Black-edition, tässä 
kokeessa kokeiltiin ohjelman tarjoamia Hero4 (black edition) kalibrointiasetuksia, sillä ku-
ten kohdassa 3.1.3 on testattu, ovat eri GoPro mallien kuviin liittyvät tekniset parameterit 
hyvin samanlaiset. Vaikka eroavaisuutta kahden kameramallin välillä on havaittavissa, käyt-
tää Pix4D joka tapauksessa annettuja kameraparametreja vain lähtöarvoina, ja täten loppu-
tulos on optimoitu vastaamaan kuvablokin parametreja. Koko automaattisen prosessoinnin 
suorittamiseen (initial processing + densification) 16 kuvan kanssa meni 4min 22s (koulun 
työtietokonella). Koe osoittautui onnistuneeksi. Tuloksia voi tarkastella tulokset-osiosta. 
 
Koe 3 
Poiketen edellisestä kokeesta, tässä kokeessa pyrittiin määrittelemään alkukalibrointiarvot 
itse siten, että päästäisiin mahdollisimman lähelle ulkoisen kalibroinnin yhteydessä suorite-
tun laskennan sisäisten kalibrointiparametrien arvoja. Luonnollisesti näillä pyrittiin siis osu-
maan mahdollisimman lähelle GoPro Hero3 kameran todellisia kalibrointiarvoja. Näiden ar-
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vojen määrittäminen vain tiettyjen arvojen perusteella on haastavaa GoPro kameroiden ka-
lansilmälinssimäisistä ominaisuuksista johtuen. Pix4Dmapperin internet sivujen vinkkien 
perusteella määriteltiin kalibrointiarvot kuvan 25 mukaisesti. Ohjelmalla meni prosessoin-
tiin 6 minuuttia. Kokeen tuloksia tarkastellaan tulokset-osiossa. 
 
 
Kuva 25  Manuaalisesti määritetyt kameraparametrien arvot, joilla on pyritty mahdollisimman tarkasti 
GoPro Hero3 kameraparametrien todellisiin arvoihin. Arvoja on käytetty kokeissa 3 ja 10. 
 
Koe 4 
Tässä kokeessa käytettiin edelleen Pix4Dmapperia, mutta kohdealueena toimi Leppävaaran 
urheilustadion, joka sisältää hyvin erilaisia piirteitä kuin Lapinlahden sairaalan koealue. 
Kohde ei ole tasainen seinä vaan paljon eri pinnanmuotoja omaava urheilustadionin kat-
somo. Testissä käytettiin samoja asetuksia ja lähtöarvoja kuin kokeessa kaksi, vain kohde-
alue oli eri. Prosessoitavia kuvia tässä kokeessa oli yhdeksän. Aineiston käsittelyyn kului 4 
minuuttia 42 sekuntia eli suurin piirtein sama kuin kokeessa kaksi. Muodostunutta mallia ja 
onnistuneet tulokset on esitetty tulokset-osiossa. Koe vahvisti luotettavuutta Pix4Dmapperia 
kohtaan. 
 
Koe 5 
Tässä kokeessa prosessoitiin samoja 16 Lapinlahden sairaalan alueen kuvaa, kuin kokeissa 
1-3, mutta pistepilven muodostamiseen käytettiin VisualSFM:ää ja SUREa. Harvan piste-
pilven muodostamiseen (full 3D reconstruction) 16 testikuvan kanssa meni VisualSFM:llä 
aikaa 20 sekuntia. SURE käsitteli näitä vielä 7 minuuttia luodakseen tihennetyn pistepilven. 
Toisin kuin Pix4D:n kamerakalibrointi, VisualSFM suorittaa sisäisen ja ulkoisen orientaa-
tion laskemisen suoraan ohjelmassa. Kuvasta 21 huomataan, kuinka SURE on suorittanut 
korjauksen alkuperäiselle GoPro videosta kaapatulle kuvalle. Sama korjaus tehtiin jokaiselle 
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16 kuvalle ennen pistepilven muodostamista. Kuvasta havaitaan, kuinka paljon GoPron 
linssi aiheuttaa piirtovirhettä. 
 
SURE löysi pisteitä useita miljoonia per kuva, mutta hylkää niistä suurimman osan (noin 
95%). Silti jokaiselta kuvalta löytyy noin 0,1-0,5 miljoonaa pistettä hylkäysoperaation jäl-
keen. VisualSFM:llä pystyy myös määrittämään, että kameran kalibrointi on vakio. Tämä 
määritys on tehokas varsinkin, jos kyseessä on hyvä tiheä kuvajono. Koe osoitti, että myös 
kyseiset ohjelmat kykenevät tuottamaan hyvälaatuisia tuloksia annetusta aineistosta. 
 
Koe 6 
Tämän kokeen kohteena toimi jälleen Leppävaaran urheilustadion. Koe on lähtötiedoiltaan 
ja -arvoiltaan siis täysin sama kuin edellinen (koe 5), mutta koealue on vaihtunut. Tulokset-
osiossa esitellään tulkinta ohjelman suorituksesta. Kokeesta opittiin, että Pix4D suoriutui 
Leppävaaran haastavan kohteen mallintamisesta paremmin kuin VisualSFM ja SURE. 
 
Koe 7 
Tässä kokeessa käytettiin Agisoft PhotoScan ohjelmaa ja koealueena toimi Lapinlahden sai-
raala. PhotoScan toimii hyvin samankaltaisesti kuin Pix4D. Myös tällä ohjelmalla aluksi 
määritellyt (initial) parametrit tarkentuvat uudelleen optimoiduiksi parametreiksi kuvien yh-
teensovituksen yhteydessä (kuten Pix4Dmapperilla). Määritelmän ensimmäisistä paramet-
reista ohjelma lukee kamerakuvien EXIF-tiedoista. Tulokset esitellään työn tulokset-osiossa, 
mutta koe osoitti, että ohjelma ei pärjännyt yhtä hyvin kuin aikaisemmissa kokeissa käytetyt 
ohjelmat. Pix4D ja PhotoScan ovat hyvin samantyylisiä mutta Pix4D osoittautui ensimmäis-
ten kokeiden perusteella paremmaksi. VisualSFM ja SURE suorittavat pistepilven muodos-
tamisen erilaisen prosessin kautta, joten myös tätä haluttiin vielä kokeilla isommalla aineis-
tolla. 
 
Lopullisia tarkkuustutkimuksia varten halutaan suorittaa vertailu TLS aineistoon koko len-
toaineiston datasta. Koska TLS vertailuaineistoa on vain Lapinlahden sairaalan alueelta, kes-
kitytään jälkimmäisissä kokeissa vain tähän kohteeseen. Suuren kuva-aineiston kokeita suo-
ritettiin VisualSFM:n ja SUREN menetelmillä, sekä Pix4Dmapperilla kahdella eri alkupa-
rametrivaihtoehdolla. Seuraavat kappaleet kuvaavat näiden testien kulkua. 
 
Koe 8 
Tämä koe keskittyy koko videoaineistosta muodostetun 609 kuvan materiaalin prosessoin-
tiin VisualSFM:n ja SUREn avulla. VisualSFM jaksoi juuri ja juuri ladata aineiston ohjel-
maan. Tähän kului aikaa 7,5 minuuttia, eikä kaikkia kuvia ladattu graafisen muistin säästä-
miseksi. Tietokone oli todella jumissa koko latauksen ajan. Harvan pistepilven laskemista 
kone ei jaksanut suorittaa lainkaan ja täten tällä menetelmällä ei koko aineiston tuloksia ole 
tutkittu lainkaan. 
 
Koe 9 
Koe suoritettiin Pix4Dmapperilla, 609 kuvan kuva-aineistolla, kokeen 2 mukaisilla lähtöar-
voilla. Ensimmäisten kokeiden perusteella tämä koe tuottaisi parhaimman lopputuloksen. 
Aineiston käsittelyyn kului aikaa ”initial processing” -vaiheeseen 3h 13min ja ”densifi-
cation” -vaiheeseen 4h 10min, eli yhteensä 7h 23min (koulun työtietokoneella). Ohjelma 
kykeni suorittamaan pistepilven muodostamisen kokonaisuudessaan, toisin kuin edellisessä 
kokeessa käytetty ohjelma. Visockiene (2014, s. 121) kertoo Pix4D:n olevan tehokas suurien 
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kuvamäärien kanssa muihin ohjelmiin verrattuna. Tulosarvoja voi tarkastella kokeen laatu-
raportista (liite 3) ja tarkempia arvoja työn tulokset-osiosta. Tämän kokeen suoritusvaiheessa 
testilisenssi oli umpeutunut, joten malleja/ pistepilveä ei saatu tuotettua haluttuun tai käsi-
teltävään formaattiin. Koe osoitti, että näillä asetuksilla saadaan todella hyvä tulos vertailua 
varten. 
 
Koe 10 
Tutkimuksessa haluttiin testata myös kokeen 3 mukaisia kameran alkuparametreja (GoPro 
Hero3 Black editionin kalibrointiarvoihin pyrkiviä arvoja). Eroja kokeen 9 ja 10 välillä voi 
vertailla laaturaporteista (liitteet 3 ja 4) sekä työn tulokset osiosta. Tulosten perusteella voi-
daan todeta, että kokeessa 9 päästään huomattavasti tarkempiin ja parempiin tuloksiin. Jäl-
kimmäisissä kokeissa (kokeet 11-16) on käytetty täten ainoastaan GoPro Hero4 kalibrointi-
asetuksia. 
 
Koe 11 
Edellisten kokeiden perusteella on voitu todentaa, että tarkimpaan ja parhaimpaan tulokseen 
UAV lennolla kuvatun videoaineiston 609 kuvakaappauksen aineiston kanssa päästään 
Pix4Dmapperilla, käyttämällä pohjana kameran alkuarvoina GoPro Hero4 Black edition ka-
librointiarvoja (kokeiden 2 ja 9 mukaisesti). Tämän ja edellisen latauksen välissä ohjelman 
valmistaja oli julkaissut uuden version (versio 2.2) ohjelmasta. Latasin tämän uuden version 
tällä kertaa omalle kotitietokoneelleni, joka on suhteellisen tehokas ja täten ajattelin sen suo-
rittavan laskennat tehokkaasti. 
 
Ohjelman ulkoasu oli säilynyt pääpiirteissään samana. Suurin käyttöliittymään kohdistuva 
ero on, että uudessa versiossa projektin tyylin valinta on erilainen ja erillinen kokonaisuus. 
Versiolla 1.4 valittiin alussa kahden vaihtoehdon välillä, minkä tyyliset kuvat ovat kyseessä 
(aerial / terrestrial). Versiolla 2.2 valinnasta on oma suurempi valikkoikkuna, jossa vaihto-
ehtoja ovat muun muassa 3D Maps, 3D Models ja Agriculture. Tässä tapauksessa valittiin 
3D Maps. Ohjelman ohjeistuksen mukaan 3D Maps vastaa ilmakuvaukseen tarkoitettua pro-
jektia (aerial), jolloin tarkoitus on muodostaa DSM ja ortomosaiikki kartoitustarkoituksiin. 
Tällöin lennon tulisi olla lennettynä mielellään suunniteltuja linjoja pitkin ja kuvaussuunta 
pääsääntöisesti maata kohden. 3D Models vastaa viistokuvattua projektia (oblique), jolloin 
tarkoitus on luoda 3D malli mistä tahansa valokuvista, joilla on suuri peitto toisiinsa nähden. 
Tutkimuksen videoaineistoa ja sen kuvauskulmia ajatellen 3D Models on oikea vaihtoehto 
tehtävän suorittamiseen. Prosessointiin kului aikaa 13 tuntia. Kokeesta huomattiin, että tu-
lokset eivät olleet niin hyvät, kuin olisi toivottu, joten jatkotutkimuksia suoritettiin. 
 
Koe 12 
Pix4D versiolla 2.0 on mahdollista antaa ohjelmalle käsittelydataksi videoformaatissa olevaa 
aineistoa, josta ohjelma suorittaa laskennan. Tässä kokeessa kokeiltiin tätä toimintoa. Tuto-
rial videolla kerrotaan: Ohjelma jakaa videon ruutuihin (frame) ja käyttäjä saa itse päättää 
kuinka monen ruudun välein taltioidaan ruutu (kuvakaappaus) itse operaatiota varten. Kaik-
kea dataa ei todellakaan kannata ottaa, koska silloin tekee ”overkill”-efektin ja kuluttaa tur-
haan tunteja prosessointiaikaan. Ohjelma ottaa määritetyin väliajoin kuvan talteen proses-
sointia varten. Käytännössä ohjelma siis toteuttaa sisäisesti saman asian, kuin mitä aikaisem-
missa kokeissa tehtiin manuaalisesti (VLC-playerin kuvakaappaus toiminnolla). Huomioi-
tavaa on, että yksittäiset kuvat (still images) ovat aina parempia kuin video, sillä niissä on 
lähes aina parempi resoluutio. Todettakoon, että GoPro:lla kuvatusta 4K videosta saa kui-
tenkin riittävän laatuista aineistoa tätä toimintoa varten (4K videossa jokainen kuva/frame 
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on noin 8 megapikseliä, kun taas esimerkiksi Full HD kameralla vain 2 megapikseliä). Full 
HD videokuvadataa ei suositella huonon laadun takia. 
 
Tässä kokeessa määritettiin Pix4D kaappaamaan kuvan joka 30 ruudun välillä, jolloin kuva 
otetaan 2 sekunnin välein. Prosessointiaika oli 2 tuntia ja 15 minuuttia. Tuloksia esitellään 
tulokset-osiossa, mutta koska ne olivat oletettua heikommat, opittiin tästä kokeesta, että ko-
keen 11 lailla, Aerial Oblique -toiminto ei tuottanut kovinkaan hyvää mallia ja täten on syytä 
suorittaa lisää kokeita. 
 
Koe 13 
Kokeilun vuoksi kokeiltiin myös alkuvalinnoissa määritellä projektimuodoksi 3D Maps. 
Käytännössä tässä kokeessa suoritettiin kaikki samalla tavalla kuin kokeessa 11, mutta pro-
sessointityyli vaihdettiin 3D Modelsista 3D Mapsiin. Oma pöytäkoneeni suoritti kokeen pro-
sessointia 25h 40min. Tämä on huomattavasti enemmän kuin mitä koulun tietokone proses-
soi samaa 609 kuvan aineistoa (koe 9) ja mitä oma koneeni prosessoi samaa aineistoa, kun 
3D Models oli valittu prosessin tyyliksi. Suureen prosessointiajan eroon vaikuttaa varmasti 
tuo prosessointityylin valitseminen ja ohjelmaversio. Toisaalta suurin osa ajasta meni piste-
pilven muodostamiseen (noin 20h). Uskoisin, että jonkin verran ajan suureen eroon vaikuttaa 
myös se, että koulun koneella tehdessä minulla ei ollut enää pro-versiota käytössä ja malli 
tehtiin vain ohjelmaan pyöriteltäväksi. Nyt mallin lisäksi kone tallensi (export) myös itse 
pistepilviaineiston, mesh-aineiston, DSM:n ja Ortho-mallin. Saatu malli oli sen verran hy-
välaatuinen, että sen käsittelyä jatkettiin, tavoitteena saavuttaa lopullinen vertailuun sovel-
tuva malli. 
 
Kuten lähes kaikissa pistepilven käsittelyyn tarkoitetuissa sovelluksissa, Pix4D sovelluk-
sessa pystytään poistamaan turhia pisteitä. Pisteryhmiä voidaan myös luokitella. Tässä tes-
tissä turhat pisteet poistettiin ja jätettiin jäljelle käytännössä rakennus (Lapinlahden sairaala). 
 
Mittakaavan ja orientaation määrittäminen aineistolle on tutkimuksen kannalta tärkeää. 
Koska tutkimuksen aikana ei käytetty GCP:itä, eikä videokuvauksen aikana voida käyttää 
GPS- ja INS-aineistoa paikantamaan kuvanottopaikkoja tietyssä koordinaatistossa (ja täten 
mittakaavassa), on mittakaava jouduttu määrittelemään manuaalisesti mitatuista etäisyyk-
sistä (esitelty kohdassa 3.2). Lisäksi orientaatio pystytään määrittämään osoittamalla Z-ak-
selin suuntainen jana aineistosta. Tämä onnistuu esimerkiksi pystysuoran rakennuksen kul-
man avulla. Mittakaavan (scale) asettaminen sujui helpon työkalun avulla. Ensin määritel-
lään pistepilvestä jana kahden halutun pisteen, joiden etäisyys toisistaan tunnetaan, välillä. 
Tämän jälkeen pistettä tarkennetaan vähintään kahdelta kuvalta, joille jana ilmestyy. Ohjel-
man antama initial length itäpuolen päätyseinän mitalle oli 43,317 metriä. Asetettiin oikea 
arvo tälle etäisyydelle eli 10,72 metriä. Orientaation asettaminen Z-akselin mukaan toimi 
samalla tavalla, kuin mittakaavan asettaminen. 
 
Kun mittakaava- ja orientaatiovektorit on määritetty, täytyy aineisto uudelleenoptimoida 
näiden mukaan (reoptimize). Tämän suoritettua jo tallennettu pistepilvi ja mesh-pinta häviä-
vät projektin kohdekansiosta ja ohjelma vaatii, että prosessointi suoritetaan uudestaan näillä 
arvoilla oikeaoppisten tulosten luomiseksi. 
 
Tässä huomattiin, että aineiston käsittelyssä voi valita tietyn prosessointialueen ja täten da-
tamäärä pienenee huomattavasti, kun ohjelma ei yritä laskea prosessointialueen ulkopuolelta 
löytyviä pisteitä. Valittiin prosessointialueeksi vain sairaalan rakennus ja sen läheiset maa-
  
58 
 
alueet ja suoritettiin prosessointi uudestaan. Tällä kertaa aikaa prosessointiin ei kulunut yhtä 
pitkään kuin ensimmäisellä kerralla. Tämä johtuu varmasti prosessointialueen määrittämi-
sestä ja datamäärän vähentymisestä. Tuloksena saatiin hyvin suppea, vääristynyt ja outoon 
orientaatioon kääntynyt lopputulos. Uskoisin epäonnistumisen johtuneen siitä, että loin pro-
sessointialueesta liian pienen. Joidenkin kameroiden paikat (eli kuvanottopaikat) olivat pro-
sessointialueen ulkopuolella, jolloin malli vääristyi, kun ohjelma ei osannut orientoida näitä 
kameroita. 
 
Tässä kokeessa suoritettiin käyttäjäkohtaisia valintavirheitä, sekä mahdollisesti väärässä jär-
jestyksessä suoritettuja operaatioita. Ennen pisteiden poistoa, mittakaavan ja orientaation 
määrittelyä sekä uudelleen optimointia, tämän kokeen alussa suoritettavan prosessoinnin jäl-
keinen lopputulos vaikutti yllättävän hyvältä sekä visuaalisesti, että laaturaportin arvojen 
perusteella. Seuraavassa kokeessa (koe 14) alun valinnat, käsittely ja prosessointi tehtiin täy-
sin samalla tavalla, kuin tässä kokeessa, mutta jatkokäsittelyä on parannettu. 
 
Koe 14 
Tämä koe suoritettiin alussa kuten edellinen, 609 kuvaa prosessoitiin pistepilveksi. Tulos on 
hyvä sekä visuaalisesti, että laaturaportin arvojen perusteella. Tuloksia voi tarkastella laatu-
raportista (liite 8) ja tulokset osiosta muun muassa taulukosta 9.  
 
Prosessoinnin jälkeen määritettiin heti mittakaava ja suuntaorientointi. Tässä vaiheessa ei 
poistettu vielä mitään pisteitä. Uudelleen optimointiin ja prosessointiin ei määritetty min-
käänlaisia prosessointialueita. 
 
Noin vuorokauden kestävän uudelleenprosessoinnin jälkeen lopputulos vaikutti visuaalisesti 
samalta kuin lähtötilanteessa, mutta jostain syystä 55 kameraa oli orientoitunut väärin. Näi-
den kuvaussuunta oli ylöspäin kohti taivasta ja ulkoinen orientaatio oli epäonnistunut siten, 
että kuvauspaikat olivat suurin piirtein saman pisteen kohdalla. Kun nämä kamerat poisti ja 
laittoi ohjelman jälleen vuorokaudeksi prosessoimaan, syntyi hyvinkin mallikas aineisto. 
Kyseisen aineiston raportti on esitetty liitteessä 9. Samanlainen ongelma koettiin myös ko-
keen 11 yhteydessä, kun jälkeenpäin sille suoritettiin uudelleenoptimointi mittakaavan ja 
orientaation määrittämisen jälkeen. Tässä tapauksessa noin 15 kameraa olivat orientoitunut 
lentoradalle, joka suuntasi poispäin kohteesta.  
 
Ylimääräiset pisteet itse kohderakennuksen ympäriltä poistettiin. Tällä tavoin saatiin ai-
kaiseksi malli, jossa on jäljellä vain rakennus ja sen ympäröivä maa-alue. Tämä voidaan 
tallentaa (export) omana pistepilvikokonaisuutena vertailututkimuksia varten. Tutkimusta 
varten tallennettiin myös erillinen pienempi otos pelkästä talon kulmasta ja sivuseinästä. 
Näistä piirteistä löytyy eniten kuvia ja täten voidaan olettaa sen olevan tarkin kohta mallista. 
Tämä voidaan todeta myös visuaalisesti. Tämän avulla voidaan tarkastella ja sovittaa mallia 
yhteen tarkemmalla tasolla, sillä suurin osa virheellisistä ja epätarkoista pisteistä oli tämän 
alueen ulkopuolella. Kokonaisuudessaan tällä kokeella päästiin sellaiseen lopputulokseen, 
joka vastaa odotuksia ja on riittävän laadukas vertailua varten. 
 
Pix4D:llä on työkaluissa myös orthoplane-ominaisuus, jolla pystytään muodostamaan orto-
kuvia määritetystä pinnasta. Työkalua on kokeiltu tämän kokeen lopussa sairaalan eteläiseen 
seinään. Ortokuva seinästä on esitetty kuvassa 26. Huomataan, että ortokuva on visuaalisesti 
todella hyvä maa-aluetta lukuun ottamatta, mutta tätä ei olisi kuulunutkaan ottaa mukaan 
ortotason alueeseen, jonka perusteella laskenta on suoritettu. 
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Kuva 26 Ortokuva Lapinlahden sairaalan eteläisestä seinästä (tehty Pix4Dmapperilla). 
 
Koe 15 
Mahdollisimman suuren kuvamäärän käyttäminen ei välttämättä ole paras vaihtoehto. Hyvin 
suunniteltu kuvaus, vähemmällä kuvamäärällä voi tuottaa yhtä hyvälaatuisen pistepilven 
kuin esimerkiksi edellisissä testeissä 609 kuvaa käyttämällä. Lapinlahdesta aineiston kanssa 
kokeiltiin luoda aineisto, jossa valittiin kuvakaappauksista vain 66 kappaletta. Tämä ei toki 
ole varsinaisesti automatisoitu toimintatapa ja näin ollen manuaaliset vaiheet lisääntyvät. 
 
Aineiston prosessointiaika on minimaalinen isompaan dataan verrattuna, vain 19 minuuttia, 
mutta tästä aineistosta tuli todella vääristynyttä. Ylipäänsä ohjelma sai vain 44/66 kameraa 
ulkoiseen orientointiin ja orientointi oli mennyt hyvin suuresti pieleen. Moni kamera oli las-
kettu väärään paikkaan. 
 
Kokeesta opittiin, että pienellä kuvamäärällä ei päästä hyvään lopputulokseen, jolloin eri 
kuvien välillä ei ole tarpeeksi liitospisteitä ja peittoa. Alue on hyvin suuri, joten 44 kuvaa ei 
vain riitä pistepilven muodostamiseen. Täten esimerkiksi 609 kuvan sarja on paljon parempi, 
sillä kuvia on niin tiheään, että ne varmasti luovat hyvät kuvablokit. Vaikka aineistoa on 
todella paljon ja prosessointi on täten hidasta, niin lopputulos aineistosta on silti hyvä. 
 
Koe 16 
Viimeisessä kokeessa pyrittiin käyttämään vähemmän kuin 609 kuvaa mutta enemmän, kuin 
mielivaltaisesti valittuja 66 kuvaa. Kokeessa toistettiin kokeen 12 lähtötilanne, jolloin kalib-
rointiarvot määritettiin GoPro Hero4 mukaisesti (tietokannasta valittava valmis malli) ja ku-
via kaapattiin videosta joka 30 ruudun välein (yhteensä 326 kuvaa). Erona on, että tässäkin 
tapauksessa kuvausmetodiksi valittiin 3D Maps eikä 3D Models. 
 
Prosessointiaika (yhteensä noin 5h15min) oli huomattavasti vähemmän kuin 609 kuvan ai-
neistolla (kokeessa 13 aika oli 25h 40min), ja lopputulos vaikutti visuaalisesti hyvin saman-
kaltaiselta, ellei paremmalta. Laaturaportin arvoja on liitteessä 10 ja tulokset osiossa taulu-
kossa 10. Ohjelma poisti automaattisesti joitain kuvia kokonaan prosessista. Nämä ovat luul-
tavasti nousussa ja laskussa olleita kuvia, joissa näkyy käytännössä pelkästään vihreää nur-
mikkoa. Koska tulokset ovat yllättävän samankaltaiset kokeeseen 14 verrattuna, saadaan 
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prosessin tehokkuutta ja automaatiota lisättyä käyttämällä Pix4D:n omaa automaattista ku-
vankaappausta. Tämä koe osoittautui erittäin onnistuneeksi hyvän ja tarkan lopputuloksen 
muodostamisessa.  
 
Saadusta mallista tallennettiin (export) erilaisia mahdollisia malleja. Muun muassa versio, 
josta katon pisteet on karsittu pois ja mahdollisimman paljon ylimääräisiä pisteitä on pois-
tettu muualtakin. Tämä saattaa olla avuksi vertailussa, sillä katolle oli piirtynyt tiheässäkin 
pistepilvessä vain muutamia hajapisteitä, eivätkä ne oikein olleet hyviä mallin kokonaisuu-
den kannalta. Lisäksi aineistosta luotiin ja tallennettiin pistepilvi, jossa on pelkät seinät. Sa-
mat aineistot löytyvät maa-alueiden kanssa ja ilman. Kuvia eri lopputuloksista esitellään 
työn tulokset osiossa. 
 
3.4.2 TLS aineiston käsittely 
Raakakeilausaineisto käsiteltiin laserkeilainvalmistaja Faron omalla SCENE ohjelmalla, 
josta tutkimuksen aikana käytössä oli versio 6.0 uusilla käyttäjäystävällisillä ominaisuuk-
silla. Tutkimusta varten saatu raakadata koostui kahdeksasta skannauksesta Lapinlahden sai-
raalan alueelta. 
 
Ensimmäisenä täytyi selvittää kahdeksan skannauksen laatu, ominaisuudet ja sijainnit. Täten 
pystyttiin määrittelemään tutkimusta varten oleelliset skannaukset, eli ne jotka keskittyivät 
Lapinlahden sairaalan eteläiseen seinustaan, itäiseen päätyyn ja itäiseen sisäpihaan. Selvi-
tyksen jälkeen tarpeelliset skannaukset voidaan yhdistää ja kokonaisuus käsitellä yhdeksi 
kokonaisuudeksi, joka vastaa UAV:lla kuvattua aluetta vertailukelpoisena kokonaisuutena. 
 
Faro kehottaa omassa ohjeistuksessaan (version 6.0 tutorial video) käsittelemään keilauksia 
seuraavalla tavalla:  
 
1) Luo uusi projekti 
2) Prosessoi data 
3) Suorita keilausten yhteensovitus (registration) automaattisella metodilla  
4) Tarkista yhteensovituksen onnistuminen visuaalisesti ja myös laaturaportista.  
5) Poista ne alueet ja pisteet joita et tarvitse (polygon selection tool) 
6) Muodosta yhtenäinen pistepilvi (Explore  Create point Cloud) 
Oma työ pyrittiin suorittamaan yllä olevan rungon mukaisesti. Seuraavissa kappaleissa on 
kuvattu käsittelyn eri vaiheet keilauskokonaisuuden muodostamiseksi. 
 
Ensimmäisenä luotiin uusi projekti, johon kaikki 8 keilausta (Piha000 – Piha007) ladattiin. 
Aineisto prosessoitiin ja saatiin 8 erillistä keilausaineistoa, jotka kaikki olivat omassa koor-
dinaatistossaan. Tarkastellessa keilauksia yksi kerrallaan, voitiin todeta, että kolmea vii-
meistä keilausta (Piha005 – Piha007) ei tutkimuksessa tarvita, sillä ne siirtyivät rakennuksen 
sisään ja olivat täten turhia. Edellä mainitut keilaukset poistettiin. Ensimmäiset 5 aineistoa 
kuvasivat järjestyksessä juuri haluttua aluetta alkaen rakennuksen eteläsivustalta ja kiertäen 
järjestyksessä itäisellä sisäpihalla suoritettuun keilaukseen. 
 
Viidellä halutulla keilauksella suoritettiin automaattinen yhteensovitus (automatic registra-
tion), joka perustuu tekniikkaan, jossa eri keilauksia verrataan ylhäältä päin löytääkseen yh-
tenäisiä piirteitä (top view, cloud to cloud). Tuloksena syntyi 2 eri ryhmittymää (cluster). 
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Toinen koostui eteläisen seinän puolella olevista kolmesta skannauksesta ja toinen itäseinus-
tan ja sisäpihan portin alla suoritetusta skannauksesta. Kyseiset ryhmittymät ja keilausai-
neisto kokonaisuutena on esitetty kuvassa 27. Nämä kaksi ryhmittymää pyrittiin yhdistä-
mään manuaalisesti pallotähysten avulla, mutta tämä tuotti haasteita, eikä tuottanut tarkkuus-
arvojen perusteella riittävän tarkkaa ja hyvää tulosta. 
 
 
Kuva 27 Viidestä keilauksesta muodostettu malli rekisteröinnin ja kahden ryhmittymän yhdistämisen 
jälkeen. Eri ryhmiin kuuluvat pisteet kuvattu punaisella ja vihreällä. 
 
Keilausten yhteensovittaminen onnistui parhaiten manuaalisin toimenpitein pallotähyksiä 
hyväksikäyttäen. Jokainen viidestä keilauksesta yhdistettiin lisäämällä seuraava keilaus 
edelliseen käyttämällä hyväksi kuutta pallotähystä. Peräkkäisisissä keilauksissa kolme tä-
hystä pysyivät aina samassa paikassa, ja täten mahdollisti yhteensovituksen. Kun kaikki kei-
laukset oli yhdistetty, Faro SCENE suoritti uudelleenoptimoinnin (reoptimize) ja laski 
kaikki keilaukset samaan koordinaatistoon, luoden visuaalisesti eheän lopputuloksen. Tau-
lukossa 7 on esitelty yhteensovituksen tarkkuus ohjelman antamista tiedoista. Keilausten ar-
voissa on hieman heittoa, mutta peittoa on riittävästi (pienimmillään 35,8 prosenttia) ja suu-
rin keskivirhe pisteen lasketulle paikalle on 19,7 millimetriä. Huomioiden keilaustiheyden 
ja laitteen tekniset ominaisuudet (esitetty taulukossa 5), kokonaisuudesta voidaan todeta, että 
sovitus on onnistunut riittävällä tarkkuudella toimiakseen vertailuaineistona.  
 
Taulukko 7 Raakakeilausten yhteensovituksen tarkkuus 
Scan/Cluster Connections Mean Point 
Error [mm] 
Max. Point 
Error [mm] 
Min. Over-
lap % 
Piha000 2 14,90 23,90 74.5 
Piha002 2 19,70 23,90 35.8 
Piha003 2 10,80 15,50 35.8 
Piha004 1 6,10 6,10 42.6 
Piha001 1 5,90 5,90 76.8 
 
Yhteensovituksen jälkeen pistepilvestä poistettiin vertailun kannalta turhat alueet ja pisteet, 
jättäen jäljelle käytännössä rakennuksen seinämät ja sen ympärillä olevat lähimmät maa-
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alueet (kuva 28). Tästä pistepilvestä muodostettiin projektin uusi pistepilvi (Create Project 
Point Cloud). Tämä operaatio poistaa samalla kaksinkertaiset pisteet, luoden eheän kokonai-
suuden. Lopullinen vertailumalli sisältää 166 163 434 pistettä. 
 
 
Kuva 28 Visuaalinen esitys TLS-aineistosta muodostetusta ja käsitellystä pistepilvestä. 
 
Lopputuloksesta suoritettiin tarkkuusmittauksia, joita voidaan verrata kenttämittauksiin. 
Itäisen päätysivustan mitta on kohdan 3.2 mukaisesti 10,72 metriä. Kyseisen päädyn pituutta 
mitattiin Faro SCENEn mittaustyökalulla 3 kertaa, saaden tulokset 10,74 metriä, 10,70 met-
riä ja 10,72 metriä. Keskiarvo mittauksille on 10,72 metriä, joka vastaa kenttämittausta. 
Sama todettiin itäseinustalla olevan sisäpihan aidan ensimmäisen tolpan kanssa. Projektissa 
luodun pistepilven tarkkuuden selvittämisen jälkeen tallennettiin luotu pistepilvi vertailua 
varten. Tallennusformaattina olivat XYZ- ja E57-formaatti. 
 
3.4.3 UAV-aineiston ja TLS-aineiston vertailu 
Kun UAV:lla kuvatusta aineistosta oli kokeiden 1-16 perusteella muodostettu paras mahdol-
linen pistepilviaineisto, verrattiin tätä saman alueen TLS-aineistoon tarkkuuden selvittä-
miseksi. Aluksi avattiin CloudComparessa aiemmin (kohdassa 3.4.2) SCENE:llä luotu TLS-
malli (kuvan 28 mukainen). Noin 166 miljoonan pisteen pistepilveä harvennettiin vain yhden 
miljoonan pisteen kokoiseksi pistepilveksi, jotta käsittely ei olisi tietokoneelle niin raskasta. 
 
Seuraavaksi ohjelmaan ladattiin kokeesta 16 Pix4D:llä luotu pistepilvi. Tästä pistepilvestä 
luotiin mallin muodostusvaiheessa useita eri versioita, mutta yksi niistä oli laajuudeltaan 
vastaava TLS-aineiston kanssa (eli sisälsi kuvassa 28 esitetyt asiat ja alueet). Kyseinen malli 
on esitetty kuvan 41 vasemmassa alakulmassa ja muodostuu käytännössä rakennuksesta ja 
maa-alueen osista jotka ovat tutkimusalueella. Katto ja muut ylimääräiset pisteet on pois-
tettu. Tämä Pix4D:llä muodostettu malli sisältää   2 760 953 pistettä. CloudCompare avasi 
vaivatta sekä TLS-aineiston E57-formaatissa olevan mallin sekä UAV-aineiston LAS-for-
maatissa olevan aineiston. 
 
Visuaalisen tarkastelun perusteella mallit olivat samankokoiset, joten voitiin suorittaa koh-
dakkain asettelu. Mallit siirrettiin ensin manuaalisesti mahdollisimman lähelle toisiaan, 
jonka jälkeen niille suoritettiin automaattinen rekisteröinti kohdakkain asettelua varten. 
Tämä rekisteröinti perustuu ICP-algoritmiin (Iterative Closest Point). Tässä vaiheessa 
50 000 pisteen kanssa ja 1.0e-0.5 suuruisella RMS eron arvolla laskettu yhteensovitus antoi 
lopulliseksi RMS arvoksi 0,616578. Iterointikierroksia oli 20. Kuva 29 esittää näiden kahden 
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mallin yhteensovitusvaiheen ja automaattisen rekisteröinnin antamat arvot RMS:lle ja 
muunnosmatriisille. 
 
Kun mallit olivat kohdakkain, niitä voitiin verrata keskenään CloudComparen vertailutoi-
minnoilla. Vertailussa referenssipinnaksi asetettiin luonnollisesti TLS-aineisto, jotta nähtäi-
siin eroavaisuuksien suuruudet nimenomaan UAV-kuvauksella muodostetusta mallista. Ver-
tailu näytti onnistuneelta. 
 
Kevennetyn aineiston (harvennetun TLS-pistepilven) vertailun jälkeen suoritettiin lopulli-
nen vertailu täysikokoisilla aineistoilla. Vertailtiin siis keskenään TLS-aineiston 
166 163 434 pisteen pilveä UAV:lla ja fotogrammetrisilla toimenpiteillä hankittuun ja 
Pix4D:llä (kokeessa 16) muodostettuun 2 760 953 pisteen pilveen. Tällä kertaa automaatti-
nen rekisteröinti suoritettiin arvoilla, joilla pyrittiin entistä tarkempiin tuloksiin. Yhteenso-
vitus laskettiin 300 000 pisteen avulla ja RMS eroksi määriteltiin 1.0e-20 ja iterointikierrok-
sia suoritettiin jälleen 20 kappaletta. Suorituksen RMS-arvo oli 0,373355 yhteensovituksen 
jälkeen. Vertailu vaikuttaa jälleen onnistuneelta.  
 
 
Kuva 29 Pistepilvien rekisteröinnin visuaalinen esitys ja harvennetulla pistepilvellä suoritetun testin 
tulokset rekisteröinnille. Punainen väri kuvaa UAV:lla muodostettua mallia ja keltainen TLS-mallia. 
 
Koska eniten pisteitä on mallinnettu rakennuksen itäpäädyn ja eteläseinän kohdalle, testattiin 
erillistä vertailua myös aineistoilla, jossa pelkästään tämä alue oli asetettu vertailuun ja poik-
keama-analyysin kohteeksi (muut kulmaa ympäröivät pisteet poistettiin). Tässä tapauksessa 
TLS-aineisto koostui 9 358 614 pisteestä ja UAV-malli 959 488 pisteestä. Rekisteröinnin 
laskuarvot olivat samat kuin edellisessä. RMS-arvoksi tuli tällä tavoin 0,190529. Tuloksia 
ja kuvia esitellään työn tulokset-osiossa. 
 
Koska havaittiin eteläseinän kuvautuneen väärään tasoon, haluttiin tutkia myös aineiston 
yhteensovituksen onnistuneisuutta ja poikkeamaa aineistolla, josta kyseinen seinusta oli 
poistettu. Kuvassa 30 on esitetty kyseinen aineisto, josta on CloudComparella poistettu ete-
läseinustan pisteet ennen yhteensovitusta ja poikkeama-analyysiä. Kyseisessä vertailussa 
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TLS-pistepilvi koostui 112 445 394 pisteestä ja UAV-aineisto 1 321 978 pisteestä. Yhteen-
sovituksen arvot olivat jälleen samat kuin yllä mainitussa kokeilussa jolloin RMS:n suuruu-
deksi saatiin 0,418431 yhteensovituksen yhteydessä. 
 
  
 
Kuva 30 Vertailualue ilman eteläseinustaa. Vasemmalla alue kuvattuna yläpuolelta. Oikealla alueen 
yleiskuvaus. 
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4 Tutkimustulokset 
Osiossa 3.4.1 kuvailtiin UAV:lla kerätyn aineiston käsittelyä varten suoritetut kokeet, joiden 
tarkoituksena oli päästä parhaaseen mahdolliseen lopputulokseen. Kokeet 1-7 suoritettiin 
pienillä testiaineistoilla, jotta voitaisiin selvittää parhaat ohjelmavaihtoehdot varsinaisen laa-
jan aineiston käsittelyyn. Koe 8 osoitti, että VisualSFM ja SURE, eivät kyenneet toteutta-
maan projektia suuren datamäärän vuoksi. Kokeet 9-16 on suoritettu Pix4Dmapperilla, ja 
osoittavat eri vaihtoehtoja mahdollisista lopputuloksista. Kaikkien kokeiden tuloksia esite-
tään tämän osion ensimmäisessä kappaleessa (4.1). Lopussa esitellään vielä fotogrammetri-
sin menetelmin tuotetun pistepilven vertailu TLS-aineistoon ja kirjallisuuden arvoihin (4.2). 
 
4.1 Pistepilven muodostaminen 
Kokeet 1-4 suoritettiin Pix4Dmapperilla. Koe 1 tuotti todella vääristyneen ja karun tuloksen. 
Kuvanottopaikat eivät erottuneet ja muodostunut pistepilvi oli erittäin vääristynyt. Tämän 
kokeen myötä opittiin keskittymään kameran kalibrointiarvoihin ja kokeessa 2 päästiin en-
simmäisiin visuaalisesti näyttäviin ja oikeanlaisiin tuloksiin. Visuaalinen esitys tuloksesta 
on esitetty kuvassa 31. 16 kuvan tapauksessa alkuperäisen (initial) ja optimoidun (final/op-
timized) polttovälin (f) ero oli 4,51 prosenttia (Liite 1). Liitteestä voidaan myös havainnoida 
muita kameran alkuperäisten ja optimoitujen kameraparametrien eroja. Näihin kuuluvat 
muun muassa kameravakio (c) ja pääpisteen paikka (x,y). Ohjelma löysi keskimäärin 11 508 
pistettä per kuva ja pistepilvi muodostui 464 512 pisteestä, joiden tiheys oli 0,7 pistettä per 
neliömetri. 
 
 
 
Kuva 31 Pix4D:llä muodostettu tihennetty pistepilvi 16 kuvan aineistosta. Yläpuolella kokeesta 2 ja ala-
puolella kokeesta 3 muodostettu malli. Suuria eroja ei ole, mutta kokeessa 3 seinän oikea reuna on hie-
man vääristynyt ja kiertynyt (osoitettu punaisella ympyrällä). 
 
Visuaalisesti tulkittuna kokeen 3 tulokset vaikuttivat hyvin samankaltaisilta kuin GoPro 
Hero4 kameran valmiita kalibrointiasetuksia käyttämällä (koe 2), mutta joitain pieniä eroja 
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on havaittavissa (osoitettu kuvassa 31). Laaturaportin (liite 2) mukaan alkuperäisen ja opti-
moidun polttovälin ero oli 2,29 prosenttia, pisteitä löytyi keskimäärin 11467 per kuva ja 
pistepilvi muodostettiin 427 062 pisteestä joiden tiheys oli 0,49 per neliömetri.  
 
Koe 4 osoitti, että Pix4D kykenee muodostamaan epätasaisesta ja monia piirteitä sisältävästä 
aineistosta mallin, mutta esimerkiksi tuolirivit kuvautuvat ennemmin tasaisena pintana kuin 
kolmiulotteisina penkkirivistöinä. Ohjelma kuitenkin kykenee hahmottamaan pientä vaihte-
lua, ja esimerkiksi aineistosta luodussa mesh-pinnassa havaitaan pientä säännöllistä aaltoi-
levaa liikettä katsomon penkkiriveissä. Lisäksi ohjelma on kyennyt havaitsemaan kaiteiden 
muotoja. Piirteitä voi tarkastella kuvasta 32.  
 
 
Kuva 32 Kokeessa 4 muodostettu tihennetty pistepilvi (vasemmalla) ja siitä luotu mesh-pintamalli (oi-
kealla). Kohteena Leppävaaran urheilustadionin katsomo. 
 
Kokeessa 5 käytettiin ohjelmana VisualSFM:ää ja SUREa. Lopputuloksena oli visuaalisesti 
järkevältä vaikuttava malli, vaikka kyseessä olikin GoPro kamera. Myös SUREn tekemät 
piirtovirhekorjauskuvat (kuva 21) olivat mallikkaita ja korjaus vaikuttaa oikeaoppiselta, ta-
lojen suorien linjojen kuvautuessa suoriksi. SUREn muodostamasta tiheästä pistepilvestä 
huomataan seinän taipuvan hieman laidoilta ulospäin. Seinän taipuvuutta on verrattu 
Pix4Dmapperilla kokeesta 2 saatuun seinään kuvassa 33. Leppävaaran kohdealueen tapauk-
sessa (koe 6) VisualSFM ja SURE selviytyivät aineiston prosessoinnista, mutta aineisto oli 
jokseenkin vääristynyttä ja selkeästi epätarkkaa. Pinnat olivat ikään kuin kumpuilevia. 
 
 
Kuva 33 Seinää kuvaavat esitykset esitettynä CloudComparella. Vasemmalla SUREn muodostama malli 
(koe 5) seinän päädystä kuvattuna ja oikealla Pix4D:llä muodostettu malli (koe 2) yläviistosta kuvattuna. 
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Kokeessa 7 käytettiin Agisoft PhotoScan ohjelmaa. Tulokset Lapinlahden sairaalan 16 ka-
meran tapauksesta on tarkasteltavissa kuvassa 34, jossa tihennetystä pistepilvestä on esitetty 
mesh-verkko. Visuaalisen tulkinnan mukaan prosessi on luonut todella puutteellisen mallin, 
jossa seinä on lähes suora, mutta malli on muutoin vääntynyt ja vääristynyt. Ohjelma on 
kyennyt tuottamaan seinästä vain pienen osan ja kuvanottopaikat on laskettu väärin. Loppu-
tuloksessa esiintyy kumpuilua ja esimerkiksi maanpinta pyöristyy alaspäin, vaikka se on to-
dellisuudessa tasainen. 
 
Ensimmäiset seitsemän koetta antoivat ymmärrystä aineiston käyttäytymisestä sekä erilai-
sista tavoista muodostaa haluttu pistepilvi. Nämä kokeet osoittivat mikä toimii ja mikä ei, 
sekä kuinka hyvin eri ohjelmat kykenivät muodostamaan pistepilven. Koe 2 eli Pix4Dmap-
per, jossa kameran kalibroinniksi oli asetettu GoPro Hero4 Black edition kameran paramet-
rit, antoi visuaalisesti parhaimman näköisen ja eheimmän tuloksen verrattuna muihin kokei-
siin. Tällä ohjelmalla myös tihennetty pistepilvi oli kaikista tihein ja laajimmalta alueelta. 
Tämä voitiin todeta sekä Lapinlahden sairaalan, että Leppävaaran urheilustadionin aineistoa 
tutkiessa. Lapinlahden sairaalan 16 kuvan vertailussa Pix4D löysi 464 512 3D-pistettä ja 
tiheys oli 0,7 pistettä per neliömetri (liite 1). Pix4Dmapperilla, VisualSFM:llä ja SURElla 
sekä PhotoScanilla muodostettuja malleja on vertailtu visuaalisesti kuvassa 34. Kokeessa 3 
määritetyillä parametreilla päästiin myös hyvin samankaltaisiin tuloksiin, joten nämä mo-
lemmat menetelmät haluttiin ottaa jatkokäsittelyyn isomman kuva-aineiston prosessointiin. 
 
 
 
 
Kuva 34 Vertailu Pix4D:n (koe 2), SUREn (koe 5) ja PhotoScanin (koe7) välillä Lapinlahden sairaalan 
16 kuvan mukaan tuotetusta mallista. 
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Tutkimuksessa käytettäväksi ohjelmaksi valikoitui ensimmäisten pienillä kuvamäärillä suo-
ritettujen kokeiden perusteella Pix4Dmapper. Kun CloudComparella tutkitaan 16 kuvan tes-
tiaineiston kokeessa 2 Pix4Dmapperilla saatua pistepilviaineistoa (las-formaatti), sekä ko-
keessa 5 VisualSFM:llä ja SURElla muodostettua pistepilviaineistoa (las-formaatti), huo-
mataan, että Pix4Dmapperilla saatu aineisto on paremmin orientoitunut. Seinän suoruus on 
Pix4Dmapperilla paljon suorempi. Myös ulkonevat parvekkeet ovat paremmin esillä, kun 
VisualSFM:llä ja SURElla saaduissa kuvissa ulkonevaa pistejoukkoa ei ole lainkaan. On 
kuitenkin huomattava, että myös Pix4Dmapperin aineistossa seinän oikea yläkulma taipuu 
hieman ulospäin. Myös kokeessa 3 seinä on pääosin suora, mutta oikea yläkulma taittuu 
hieman (kuva 31). 
 
Pix4Dmapperilla tuotetut aineistot koko Lapinlahden sairaalan alueelta (suuret kuvamäärät, 
kokeet 9-16) näyttävät orientaatioltaan vielä paremmalta. Onnistuneissa koko aineiston ko-
keissa seinät ovat piirtyneet suoriksi. Toki kohinaa on myös havaittavissa runsaasti. Malliin 
muodostettuja 3D-pisteitä löytyy hyvinkin kaukaa kohdealueen ulkopuolelta. Kokeen 9 vi-
suaalisia tuloksia on esitetty kuvissa 35, josta edellä mainittuja asioita voidaan havaita. 
 
  
  
 
Kuva 35 Kokeen 9 tuloksia. Ylhällä vasemmalla yleiskuva muodostetusta tihennetystä pistepilvestä. Yl-
häällä oikealla harva pistepilvi, josta havaittavissa kohinaa. Alhaalla vasemmalla kuva suoraan yläpuo-
lelta, jossa havaittavissa seinien suoruus. Alhaalla oikealla lähikuva kulmasta, josta havaitaan myös sei-
nän suoruus ja ulonevat parvekkeet. 
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Koe 9 ja 10 erosivat toisistaan vain kameran parametrien alkuarvojen perusteella. Kokeessa 
9 käytettiin valmiiksi tietokannassa olevaa GoPro Hero4 kalibrointia ja kokeessa 10 käytet-
tiin itse syötettyjä kalibrointiarvoja, jotka pyrkivät jäljittelemään GoPro Hero3 kalibrointiar-
voja. Taulukko 8 esittää vertailun laaturaporttien (liite 3 ja 4) tärkeimmistä arvoista näiden 
kokeiden välillä. Kokeet 9 ja 10 erosivat muista kokeista ohjelmaversion perusteella. Kokeet 
on suoritettu Pix4Dmapper versiolla 1.4, kun kokeet 11-16 on suoritettu uudemmalla 2.2 
versiolla. 
 
Taulukko 8 Vertailu kokeiden 9 ja 10 laaturaporttien mukaisista tärkeimmistä arvoista 
Koe 9 Alkuperäinen prosessointi (INIT. PROCESSING) Koe 10 
13 303 Yhdyspisteitä per kuva (mediaani) 13 357 
609/609 (100%) Kalibroidut kuvat 609/609 (100%) 
5,57 % Relatiivinen ero alkuperäisestä lopulliseen (Ka-
meraoptimointi) 
0,35 % 
3474,28 Mediaani vastaavuuksista per kalibroitu kuva 3168,62 
2 237 482 2D yhdyspisteitä kuvablokin muodostuksessa 2 034 554 
758 044 3D yhdyspisteitä kuvablokin muodostuksessa 727 974 
 Tihennetty pistepilvi (DENSIFIED POINTCLOUD)  
5 Ryhmittymien määrä - 
4 476 217 Tihennettyjen 3D-pisteiden määrä 410 001 
13,26 Pistetiheys (per m/3) 5,55 
 
Ryhmittymien määrää (Number of clusters) ei määritelty kokeen 10 laaturaportissa. Kokeet 
2 ja 3 toteutettiin vastaavilla kalibrointiarvoilla, mutta huomattavasti pienemmillä kuva-ai-
neistoilla. Vaikka näiden kokeiden välillä ei ollut suurta eroa laaturaportissa eikä visuaali-
sessa tulkinnassa, niin suuremman aineiston tapauksessa (kokeet 9 ja 10) ero oli huomattava. 
Kameran optimoinnissa alkuperäisen ja lopullisen kameran parametrien ero saattaa helposti 
vaihdella kuvablokkia optimoidessa, mutta näiden välillä on tosiaan havaittavissa suuri ero. 
Lisäksi tihennetyn pistepilven pistetiheys ja 3D pisteiden määrä on kokeessa 9 huomattavasti 
suurempi, kuin kokeessa 10. Kokeen 10 visuaalinen tulos on esitetty kuvassa 36, josta voi-
daan havaita seinien kaarevuutta ja suurta eroa kokeen 9 tuloksiin (kuva 35). 
 
 
Kuva 36 Kokeen 10 harva pistepilvi. 
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Kokeet 11 ja 12 suoritettiin 3D Models projektimääritelmän mukaan. Tämä on Pix4D oh-
jeistuksen mukaisesti viistokuville (oblique images) tarkoitettu projektin tyyli. Kokeessa 11 
käytettiin samoja lähtöarvoja ja kuvamääriä kuin kokeessa 9. Laaturaportista (liite 5) ja tau-
lukosta 9 nähdään, että tulokset vaikuttavat arvojen perusteella kokonaisuudeltaan paljon 
paremmilta kuin minkään muiden tähänastisten kokeiden arvot. Visuaalisesti tulkittuna saatu 
pistepilvi oli kuitenkin kokenut suurta vääristymää (kuva 37), joten kokonaisuuden kannalta 
haluttiin testata vielä muita vaihtoehtoja ennen jatkokäsittelyä. 
 
 
Kuva 37 Kokeen 11 tulos, josta havaitaan vääristymää. Rakennuksen aita ja nurmi ovat kuvautuneet 
kahteen eri tasoon. 
 
Kokeessa 12 kokeiltiin Pix4D ohjelman videokäsittelyä pistepilven muodostamisessa. Tässä 
tapauksessa kuvia oli yhteensä 326 kappaletta. Koe 12 tuotti visuaalisesti erittäin vääristy-
neen tuloksen, josta ei saanut selvää. Liitteessä 7 on laaturaportti tuloksista. Laskennassa 
ulkoinen orientointi laskettiin vain 162 kameralle 326:sta, joka on vain noin 50 prosenttia. 
Seitsemän kuvaa on jouduttu jättämään pois kokonaan. Tästä syystä myös muut prosessoin-
tiin kuuluvat arvot jäivät heikoiksi. 3D pisteitä pistepilvestä löytyi vain 1 941 432 ja pisteti-
heys oli 0,6 pistettä per neliömetri. 
 
Kokeet 13-16 on suoritettu asettamalla projektin tyyliksi ilmakuvaus (aerial), joka soveltuu 
ohjelman ohjeistuksen mukaan gridimäisillä lentolinjoilla lennettyihin kartoituskuvauksiin. 
Kokeessa 13 opittiin mittakaavan ja orientoinnin asettamisesta, mutta valintoja tehtiin vir-
heellisesti ja väärässä järjestyksessä, joten tämä koe tuotti vääristyneen ja pilalle menneen 
lopputuloksen. Kokeessa 14 toimenpiteet suoritettiin oikeaoppisesti. Ensimmäisen proses-
soinnin arvoja voidaan verrata kokeen 9 ja 11 tuloksiin. Kokeissa 9, 11 ja 14 on kaikissa 
käytetty lähtödatana 609 kuvaa ja kalibroinnin lähtöarvona on toiminut tietokannasta val-
miiksi löytyvä GoPro Hero4 kalibroinnin arvot. Ainoat erot kokeiden ensimmäisen vaiheen 
prosessoinnissa (ennen mittakaavan ja orientaation määrittämistä) koskevat järjestelmäver-
siota ja projektin tyylin valintaa. Kokeessa 9 käytettiin versiota 1.4 ja valittuna oli ”Aerial 
Oblique” muotoinen projekti. Kokeissa 11 ja 14 käytettiin versiota 2.2, joka mahdollisti joko 
”3D Maps (aerial images) tai 3D Models (oblique aerial images). Kokeessa 11 valittiin 3D 
Models ja kokeessa 14 valittiin 3D Maps. Näiden kolmen kokeen ensimmäisen prosessoin-
nin laaturaportista (liitteet 3, 5 ja 8) saatuja tuloksia voi tarkastella taulukosta 9. 
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Taulukko 9 Vertailu kokeiden 9, 11 ja 14 laaturaporttien mukaisista tärkeimmistä arvoista 
Alkuperäinen prosessointi (INIT. PROCESSING) Koe 9 Koe 11 Koe 14 
Yhdyspisteitä per kuva (mediaani) 13 303 21 573 21 597 
Kalibroidut kuvat 609/609 
(100%) 
595/609 
(97%) 
552/609 
(90%) 
Relatiivinen ero alkuperäisestä lopulliseen (Kame-
raoptimointi) 
5,57 % 0,6% 0,01 % 
Mediaani vastaavuuksista per kalibroitu kuva 3474,28 3403,63 3618,02 
2D yhdyspisteitä kuvablokin muodostuksessa 2 237 482 2 077 037 2 028 396 
3D yhdyspisteitä kuvablokin muodostuksessa 758 044 820 113 803 617 
Tihennetty pistepilvi (DENSIFIED POINTCLOUD)    
Ryhmittymien määrä 5 2 2 
Tihennettyjen 3D-pisteiden määrä 4 476 217 7 194 877 5 817 320 
Pistetiheys (per m/3) 13,26 7,38 2,00 
 
Tuloksista voidaan havaita, että vanhemmalla versiolla (1.4.46) suoritetussa kokeessa 9, ai-
neistosta on löydetty paljon vähemmän yhdyspisteitä, kuin uudemmalla versiolla (2.2.25) 
suoritetuissa kokeissa 11 ja 14. Ohjelma on myös kokeessa 9 muuttanut helpommin kameran 
kalibrointiasetuksia optimoinnissa verrattuna kokeisiin 11 ja 12. Kuitenkin kuvablokin muo-
dostamisessa arvot ovat suurin piirtein samoja kaikilla kuvilla. Ero ohjelmaversioiden välillä 
on havaittavissa jälleen tihennetyn pistepilven (densified pointcloud) muodostamisvai-
heessa. Kokeessa 9 on pisteet määritelty viiteen ryhmittymään, kun jälkimmäisissä kokeissa 
ryhmittymiä on vain kaksi. Eniten 3D pisteitä pistepilveen on tuottanut koe 11, mutta vaikka 
kokeessa 9 on vähiten pisteitä, on sen tiheys suurin näistä kolmesta koeversiosta. 
 
 
Kuva 38 Suurin piirtein samasta kuvakulmasta esitetty kuva kokeen 9 (vasen) ja kokeen 14 (oikea) muo-
dostamasta tihennetystä pistepilvestä. 
  
Kuvasta 38 voidaan havaita tuloksen visuaalista vertailua kokeiden 9 ja 14 välillä. Pistepilvet 
ovat suoraan prosessoinnista tuotettuja aineistoja, eli niistä ei ole poistettu mitään ylimääräi-
siä pisteitä. Huomataan, että kokeen 9 pistepilven kaikki pisteet on keskittyneet itse raken-
nuksen rakenteisiin ja sen ympärillä oleviin maa-alueisiin. Toisin kuin kokeissa 11 ja 14, 
taivaalle ei ole piirtynyt/laskettu suuria määriä pisteitä. Jälkimmäisissä kokeissa (versiolla 
2.0) pisteitä on kertynyt hyvinkin paljon kohdealueen ulkopuolelle ja taivaalle, jotkut hyvin-
kin kauas itse kohteesta. Näitä on havainnollistettu kuvassa 39. Kokeen 14 visuaalisia tulok-
sia on esitetty kuvassa 40. 
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Kuva 39 Kauas mallista laskettuja pisteitä. 
  
 
 
 
Kuva 40 Kokeessa 14 väärin kuvautuneita/ laskettuja pisteitä (kaksi maakerrosta, "haamuportti" ja 
pisteitä rakennuksen sisällä ja maan alla). 
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Kokeissa 15 ja 16 haluttiin kokeilla pienemmillä kuvamäärillä muodostettua aineistoa. Koe 
15 tuotti todella vääristyneen tuloksen. Kokeessa 16 kokeiltiin uudestaan Pix4Dmapperin 
sisäistä videonkäsittelytoimintoa samalla periaatteella kuin kokeessa 12. Kokeen 16 tulos oli 
visuaalisesti hyvä vertailua varten. Mittakaavan ja orientaation määrityksen jälkeen tämä 
aineisto ei visuaalisen tulkinnan perusteella ole kalibroinut yhtään kameraa väärin (toisin 
kuin kokeessa 11, 14 ja 15), joten lähtökohdat uudelleen prosessointiin ovat parhaat tähän 
mennessä. Tulos uudelleen prosessoinnin jälkeen on hyvä vertailua varten. Raportti kokeen 
16 uudelleen prosessoinnista on esitetty liitteessä 11. Kokeen 16 lopputuloksista (mittakaa-
van ja orientaation asettamisen, uudelleenoptimoinnin ja uudelleenprosessoinnin jälkeen) on 
esitetty visualisointeja kuvassa 41. 
 
 
 
Kuva 41 Kokeen 16 tuloksia ja erilaisia malleja joita siitä luotiin. 
 
Visuaalisen vertailun perusteella videoaineistosta suoritettu testi (koe 16) tuotti paremman 
tuloksen kuin kokeessa 14. Maan alle ei ollut syntynyt ylimääräisiä pisteitä, ”haamuporttia” 
ei ollut, maanpinta tuntuu olevan tasaisempi ja täten parempi. Taivaalle ei kuvautunut pis-
teitä niin runsaasti ja rakennuksen sisältä ei löytynyt ylimääräisiä pisteitä (eli virheellisiä 
tuloksia). Täten aineiston ja pistepilven siivoaminen siedettävään kuntoon oli paljon hel-
pompaa. Maan pinnalla on edelleen hieman eri korkeuksia yhdessä kulmassa. Eteläinen sei-
nusta on kuvautunut hieman väärin muuhun malliin nähden. Kuvasta 42 havaitaan, että sei-
nusta on kuvautunut matalammaksi kuin rakennuksen muut seinämät, jotka ovat linjassa 
toistensa kanssa. Virheen suuruus on valtava, mutta vastaava virhe oli havaittavissa myös 
kokeen 11 ja 14 kohdalla, joten kokonaisuudessaan tämän kokeen aikaansaama pistepilvi on 
silti paras lopputulos ja täten sitä tulisi käyttää vertailussa TLS-aineiston kanssa.  
 
Tulokset olivat onnistuneita kokeiden 9, 11 ja 14 kanssa sekä laaturaportin arvojen perus-
teella, että visuaalisen tulkinnan perusteella. Taulukossa 10 on vertailtu tuloksia kokeen 9, 
14 ja 16 välillä. Kokeen 11 visuaalisesti tulkittu tulos oli heikko muihin verrattuna, joten sitä 
ei otettu vertailuun mukaan. Kokeen 9 ja 16 väliltä on myös esitetty visuaalinen vertailukuva 
rakennuksen kulman kohdalta (kuva 43). 
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Kuva 42 Kokeessa 16 muodostuneen pistepilven vääristymä havaittavissa kahden eri seinustan välillä. 
 
  
Kuva 43 Lapinlahden rakennuksen kulma vertailussa kokeen 9 (vasen) ja kokeen 16 (oikea) välillä. 
  
Taulukko 10 Vertailu kokeiden 9, 14 ja 16 laaturaporttien mukaisista tärkeimmistä arvoista 
Alkuperäinen prosessointi (INIT. PROCESSING) Koe 9 Koe 14 Koe 16 
Yhdyspisteitä per kuva (mediaani) 13 303 21 597 21 927 
Kalibroidut kuvat 609/609 
(100%) 
552/609 
(90%) 
268/324 
(84%) 
Relatiivinen ero alkuperäisestä lopulliseen (Kame-
raoptimointi) 
5,57 % 0,01 % 0,59 % 
Mediaani vastaavuuksista per kalibroitu kuva 3474,28 3618,02 3831,34 
2D yhdyspisteitä kuvablokin muodostuksessa 2 237 482 2 028 396 1 080 345 
3D yhdyspisteitä kuvablokin muodostuksessa 758 044 803 617 411 517 
Tihennetty pistepilvi (DENSIFIED POINTCLOUD)    
Ryhmittymien määrä 5 2 - 
Tihennettyjen 3D-pisteiden määrä 4 476 217 5 817 320 4 068 978 
Pistetiheys (per m/3) 13,26 2,00 2,95 
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Huomataan, että kokeessa 16, jossa kuvia on ollut vain noin puolet kokeeseen 9 ja 14 ver-
rattuna, yhdyspisteiden määrä on ollut kutakuinkin sama kuvaa kohden, mutta kuvablokin 
muodostuksessa määrä on ollut noin puolet muihin kokeisiin verrattuna. Tihennettyyn pis-
tepilveen on muodostunut lähes yhtä paljon pisteitä kuin muissakin kokeissa. Ero havaitaan 
pistepilven tiheydessä, joka on tässä tapauksessa hieman suurempi kuin esimerkiksi ko-
keessa 14, jossa muut lähtöarvot ovat olleet samat kuvien määrää lukuun ottamatta. 
 
Kokeiden 11, 13, 14 ja 16 kohdalla suoritettiin mittakaavan ja orientaation määrittäminen ja 
tämän mukaan optimoidut aineistot prosessoitiin uudelleen, jotta mittakaava ja orientaatio 
asettuisivat kohdalleen. Visuaalisesti tulokset eivät juurikaan muuttuneet, mutta laaturapor-
teissa oli suuriakin eroja. Koe 11 kohdalla uudelleen optimoinnissa oli suuri virhe kamera-
kalibroinnin kanssa. Koe 13 meni kokonaan pilalle prosessointialueen asettamisen takia. 
Koska kokeet 11 ja 13 eivät onnistuneet, on optimoitujen ja uudelleenprosessoitujen aineis-
tojen arvot esitetty vain kokeista 14 ja 16 (taulukko 11). Myös kokeessa 14 tapahtui uudel-
leenoptimoinnin jälkeen suoritetussa prosessoinnissa ulkoisen orientoinnin kohdalla virhe, 
kun 55 kameraa oli orientoitunut väärin kuvaamaan suoraan kohti taivasta (suurin piirtein 
Z-akselin suuntaisesti). Nämä kamerat kuitenkin poistettiin ja prosessointi suoritettiin jälleen 
uudestaan asiallisen lopputuloksen saavuttamiseksi. 
 
Taulukko 11 Vertailu kokeiden 14 ja 16 uudelleenoptimoinnin jälkeen suoritetun prosessoinnin tulosar-
voista 
Koe 14 Alkuperäinen prosessointi (INIT. PROCESSING) Koe 16 
21 597 Yhdyspisteitä per kuva (mediaani) 22 084 
552/554 (99%) Kalibroidut kuvat 315/319 (98%) 
0,79 % Relatiivinen ero alkuperäisestä lopulliseen (Ka-
meraoptimointi) 
0,60 % 
3631,54 Mediaani vastaavuuksista per kalibroitu kuva 4013,29 
2 063 324 2D yhdyspisteitä kuvablokin muodostuksessa 1 322 704 
774 340 3D yhdyspisteitä kuvablokin muodostuksessa 489 958 
 Tihennetty pistepilvi (DENSIFIED POINTCLOUD)  
2 Ryhmittymien määrä - 
8 176 164 Tihennettyjen 3D-pisteiden määrä 4 581 613 
247,46 Pistetiheys (per m/3) 368,73 
 
Kamerakalibroinnin alkuperäisten ja lopullisten arvojen ero on huomattavasti pienempi uu-
delleen optimoinnin jälkeen. Myös kuvien käyttöprosentti on säilynyt parempana. Toki ko-
keessa 14 on manuaalisesti poistettu kokonaan 55 kameraa. Kuvablokin muodostuksessa 
olevien pisteiden määrä on suurin piirtein sama kuin ennen optimointiakin. Kokeen 14 koh-
dalla iso ero on tihennetyn pistepilven 3D pisteiden määrän kohdalla. Ennen uudelleenopti-
mointia määrä oli 5 817 320 ja uudelleenoptimoinnin jälkeen 8 176 164. Prosentuaalinen ero 
on paljon suurempi kuin samassa tapauksessa kokeen 16 kohdalla. 
 
Suurin ero ennen optimointia ja optimoinnin jälkeen saaduissa tuloksissa on kuitenkin tihey-
den kohdalla. Se on molemmissa noin 100 kertaa suurempi uudelleen optimoinnin jälkeen 
suoritetun prosessoinnin jälkeen. Täytyy kuitenkin muistaa, että tulokset osiossa esitettyjen 
taulukoiden arvot ovat aina koko aineistosta, jossa on mukana kaikki pisteet ympäristöstä ja 
esimerkiksi kokeen 16 tapauksessa taivaalle kuvautuneet pisteet. Kun tuloksia käsitellään 
vertailukelpoiseen muotoon eli poistetaan ylimääräisiä pisteitä mallista, niin lopullisen mal-
lin pistemäärä luonnollisesti pienenee. 
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4.2 Muodostetun pistepilven tarkkuus 
Edellisessä kohdassa (4.1) vertailtiin erilaisia muodostettuja pistepilviä keskenään, jotta pys-
tyttiin selvittämään millä tavalla saadaan paras tulos. Tällä tavoin muodostetun mallin peri-
aatteita kannattaa täten hyödyntää vastaavissa tutkimuksissa. Suoritusta arvioitiin visuaali-
sen tulkinnan perusteella, sekä laaturaporttien arvoja vertaamalla. Tutkimustyön varsinaista 
onnistumista täytyy kuitenkin arvioida vertaamalla johonkin oletetusti tarkkaan tulokseen. 
Tässä tapauksessa kohdealueelta keilattuun TLS-aineistoon. Näitä arvoja voidaan vielä ver-
rata muissa tutkimuksissa saatuihin tarkkuuksiin. Tämän työn kohdalla on tärkeää huomi-
oida, että absoluuttista vertailua ei voitu suorittaa, sillä kumpikaan malli ei ole absoluutti-
sessa koordinaatistossa. Tällöin, jos UAV-aineistosta tuotettu malli on huono, rekisteröin-
nillä tulee ongelmia sen yhteensovituksessa ja vertailua on haastava tehdä. Jos esimerkiksi 
jokin seinä olisi kaareva, niin on vaikea asettaa kohtaa, jonka mukaan malleja verrataan. 
 
Vertailu TLS-aineistoon kuvilla  
Huomataan, että vertailussa käytettävissä pistepilvissä on huomattava ero pisteiden mää-
rissä. TLS-aineistosta muodostettu pistepilvi sisältää 166 163 434 pistettä ja UAV-aineis-
tosta saatu ja muodostettu pistepilvi sisältää 2 760 953 pistettä. Tällöin myös pistetiheydessä 
on valtava ero. Mallien vertailun laskenta suoritettiin ja tulokseksi koko aineistolle saatiin: 
- Mean distance = 0,184877 m 
- STD-deviation = 0,195109 m 
 
TLS-mallin ja UAV:lla tuotetun mallin kohdalla ilmenee luonnollisia eroja, sillä ne on to-
teutettu eri ajankohtina. Toisessa on autoja parkkipaikalla ja toisessa ei. Toisessa kasvilli-
suus on saattanut muuttua, tai pihatöitä on tehty siten, että maanpinta on hieman muuttunut. 
Nämä luovat luonnollisesti virhettä ja vaikuttavat yllä oleviin arvoihin. Kuva 44 on esittää 
UAV-aineistosta muodostettu värikoodattu vertailumallin, jossa on huomioitu eroavaisuudet 
suurimpaan kuvasta löytyvään eroon asti. Kuvan alaosassa (ja laidassa) esitetään myös his-
togrammi, jossa eroavien pisteiden määriä esitetään niiden suhteessa eron suuruuteen. Tästä 
huomataan, että isoja eroja on hyvin vähän, ja suurimmaksi osaksi erot ovat pieniä (lähes 
kaikki alle 50cm. Kuvasta voidaan keskeltä havaita kaksi ajoneuvoa (kuvautuneet vihreällä), 
jotka ovat olleet mukana UAV-kuvauksen aikana, mutta eivät laserkeilausaineistossa. 
 
 
 
Kuva 44 UAV:lla muodostetun pistepilven poikkeamaa kuvaava malli, jota ei ole käsitelty 
(suurimmatkin erot visualisoituna). Alla histogrammi pisteiden jakautumisesta virheen suuruuden 
suhteen. 
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Tulosten parempaa tulkintaa varten vertailuasteikon laajuutta muokattiin siten, että vain alle 
0,5 metriä olevat virheet lasketaan mukaan ja loput pisteet poistetaan näkyvistä (jolloin saa-
daan esimerkiksi autot poistumaan vertailulaskennan visualisoinnista). Myös väriskaala (si-
nisestä punaiseen) mahdutettiin tämän saman 0,0 metrin ja 0,5 metrin väliin. Tällöin histo-
grammi visualisoinnille on kuvan 45 mukainen ja tämän asteikon tuloksia rakennuksen alu-
eesta ja sen eri osista on esitetty visuaalisesti kuvassa 46. 
 
 
Kuva 45 Histogrammi vertailuasteikosta ja väriskaalasta asetettuna välille 0,0-0,5 metriä. 
 
 
 
 
Kuva 46 Vertailumalli esitetty eri kohdista. Keskellä eteläinen seinä. Vasemmalla alimpana kuva päältä, 
jossa nurmialue rajattu punaisella. 
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Tuloksia tarkastelemalla huomataan, että suuri osa rakennusta kuvaavista pisteistä eroaa 
maksimissaan noin 20 senttimetriä. Katon laidoilla ja yhdessä sisäpihan nurkassa on huo-
mattavissa reilusti suurempia eroja, paikoitellen jopa 50 senttimetriä. Näihin alueisiin ei ole 
kuitenkaan kummassakaan aineiston hankintatapauksessa keskitytty. Kaikkein tarkin alue 
vaikuttaa olevan rakennuksen itäinen pääty, joka on kuvassa 46 alhaalla keskellä. Eteläisessä 
pitkässä seinustassa (kuvan 46 keskellä) erot ovat hieman suuremmat ja seinän vasemmassa 
laidassa on havaittavissa yksi segmentti, jossa ero on merkittävästi suurempi, kuin muissa 
osissa. Kuten edellä on mainittu, eteläinen seinusta on muodostuneessa pistepilvessä mallin-
tunut matalammaksi, kuin rakennuksen muut seinät, jotka ovat linjassa. Tämä voidaan myös 
havaita tarkastelemalla tuloskuvia. Tästä syystä myös ikkunoiden paikat ovat mallinnettu 
virheellisesti. Tämä ilmiö havaitaan myös kuvan 46 keskimmäisestä kuvasta, jossa ikkuna-
ruudut hahmottuvat eteläseinustalla kahteen eri kohtaan, hyvin erillään toisistaan. Toisaalta 
virhe näyttää tasoittuvan parempaan suuntaan seinustan edetessä kulmasta poispäin. Myös 
itäpäädyn kohdalla ikkunoiden paikalla on pientä eroa. 
 
Maa-alueista löytyy suurta eroa tarkkuudessa riippuen maa-alueen sijainnista. Kuvan 46 va-
semmassa alakulmassa on esitetty kuvaus suoraan kohteen yläpuolelta, ja siihen on rajattu 
nurmialue punaisella. Muut maa-alueet ovat hiekkakenttiä. Pinnan laatu voidaan tarkastaa 
tutkimusalueen rajausta esittävästä kuvasta 23. 
 
Tuloksia haluttiin havainnollistaa ja tutkia lisää, joten suoritettiin vertailuja muillakin ar-
voilla, kuten 0,1 ja 0,01 metriin asti asetetulla mitta-asteikolla, siten, että muut yli tämän 
arvon menevät pisteet poistetaan mallista. Myös väriskaalan suuruutta muokattiin havain-
nollistaviin suuntiin.  
 
 
Kuva 47 Poikkeamaa esittävä malli, jossa pisteiden karsivaksi rajaksi ja visualisoinnin asteikoksi on 
asetettu 0,1 metriä. 
 
Kuvassa 47 on esitetty asteikko, joka päättyy 10 senttimetriin. Voidaan havaita, että UAV-
lennolla eniten pisteitä on muodostunut kohteen eteläseinästä ja itäpäädystä, jossa pisteitä 
on kuvautuneena vertailumallissa eniten. Huomataan, että iso osa pisteistä rakennuksen 
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muissa osissa puuttuu. Tässäkin tapauksessa vaikuttaa siltä, että itäpääty on onnistunut pa-
remmalla tarkkuudella, kuin pidempi eteläseinä.  
 
Eteläseinän ja itäpään kulman ympäriltä tutkittu vertailuaineisto (erillinen mallien yhdistä-
minen) on esitetty kuvassa 48. Tulokset eivät juurikaan eroa yllä tehdyistä vertailuista, joissa 
käytettiin koko aluetta vertailukohtana.  Erojen suuruudet ovat suurin piirtein samat ja kat-
torajasta huomataan näiden kahden seinustan eriävä mallinnuskorkeus. Myös ikkunoiden 
paikkavirheet ovat havaittavissa ja ne tosiaan tasoittuvat kulmasta poispäin siirtyessä.  
 
 
Kuva 48 Poikkeamaa esittävä malli pelkän rakennuksen kulman kohdalta, jossa pisteiden karsivaksi 
rajaksi ja visualisoinnin asteikoksi on asetettu 0,5 metriä. 
 
Viimeinen vertailu, jossa mallien yhteensovitus ja poikkeama-analyysi laskettiin ilman ete-
läseinustaa, on esitetty kuvissa 49 ja 50. Kuvissa on esitetty poikkeamanäkymät 50 sentti-
metrin raja-arvolla ja 10 senttimetrin raja-arvolla. 
 
 
Kuva 49 Poikkeama-analyysi ilman eteläseinää olevasta mallista 50 cm raja-arvolla. 
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Kuva 50 Poikkeama-analyysi ilman eteläseinää olevasta mallista 10 cm raja-arvolla. 
 
Tuloksista ja niiden visualisoinneista voidaan havaita, että tarkimmat ja vähiten poikkeavat 
alueet ovat nurmialueen molemmin puolin olevilla hiekkamaa-alueilla. Tarkkuudet koko 
mallin alueella vaihtelevat noin yhdestä senttimetristä puoleen metriin, joka on huomattavan 
iso vaihtelevuus kokonaisuudelle. Tuloksista huomataan, että seinustat ovat kuvautuneet 
suoriksi, mutta seinän piirteet (esimerkiksi ikkunat ja ikkunaraamit) ovat kuvautuneet koko 
aineiston ja kulma-alueen vertailussa radikaalisti väärin. Kun eteläistä seinää ei otettu mu-
kaan vertailuun, ovat alueet kuvautuneet paljon tarkemmin kohdakkain (havaitaan kuvista 
49 ja 50) itäpäädyn kohdalla. 
 
Vertailu muihin tutkimuksiin 
Alla on esitetty tieteellisten artikkelien tutkimuksista löydettyjä tuloksia tapauksista, jotka 
ovat samankaltaisia ja verrattavissa tähän tutkimustyöhön.  
 
Michalec (2016, s. 106) esittää samankaltaisessa tutkimuksessaan saadun tarkkuuden olevan 
+/- 4 cm horisontaalisessa suunnassa ja +/- 7 cm vertikaalissa suunnassa. Tutkimus suoritet-
tiin kiinteäsiipisellä UAV:lla noin 60 eekkerin (24 hehtaarin) kokoisella alueella, jossa oli 
mäkiä ja työmaa-alue. Jos tätä verrataan tässä tutkimuksessa saatuihin vertailumallin visu-
alisoinnin tuloksiin, ovat erot suurin piirtein samaa luokkaa seinän piirtymisen oikealle koh-
dalle piirtymisen kannalta, mutta seinän suuntainen virhe piirteiden suhteen on tässä tutki-
muksessa huomattavasti suurempi (varsinkin koko aineiston ja kulman vertailussa). Viimei-
sessä vertailussa, jossa eteläseinustaa ei ollut mukana, ero ei enää ole läheskään niin suuri, 
ja aineisto on kuvautunut itäpäädyn ja rakennuksen edustalla olevan maan perusteella pää-
sääntöisesti hyvinkin samoihin lukemiin (alle 10 cm kuvan 50 mukaisesti). Näiltä aluilta 
videomateriaalia oli eniten saatavilla. Vaikuttaisi myös, että ero on myös tässä tapauksessa 
pienempi vertikaalissa suunnassa kuin horisontaalisessa suunnassa.  
 
Täytyy huomioida, että Michalecin esittämässä tutkimuksessa käytössä, oli tarkkaan mitat-
tuja GCP:itä (4 kappaletta), joiden avulla päästään lähtökohtaisesti tarkempiin tuloksiin kuin 
omassa tutkimuksessa, jossa GCP:itä ei käytetty lainkaan. Lisäksi UAV:n tyyppi oli täysin 
erilainen (kiinteäsiipinen eikä VTOL) ja kuvauskulma oli suoraan maata kohden. 
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Vautherin (2016) esitti tutkimuksen, jonka tarkoituksena oli selvittää rolling shutter ilmiöön 
vaikuttavia tekijöitä ja kuinka ilmiön vaikutukset kyetään poistamaan UAV:lla epätasaisilla 
nopeuksilla lennetystä kartoituslennosta. Tuloksia tutkittiin lentämällä kolmella eri UAV:lla 
ja niiden rolling shutter kameralla saman kohdealueen yli. Eri kamerat kykenivät eri kuvaus-
nopeuksiin. Alueella oli käytössä GCP:itä. Yksi näistä kameroista oli myös GoPro, mutta 
tällä UAV:lla ja kameralla tutkimus ilmeisesti epäonnistui, sillä sen tietoja ei ollut mukana 
tuloksissa. Kahden muun kameran ja UAV:n kanssa kartoituslennot suoritettiin kolmella eri 
nopeudella. Vertailuaineistona tutkimuksessa toimi ammattikäyttöiseen kartoitukseen suun-
niteltu senseFly eBee, jonka kamera toimii global shutter periaatteella. Taulukko 12 esittää 
eri lennoilla käytetyt UAV:t, niiden kamerat ja kameran ominaisuudet. Taulukko 13 esittää 
tutkimuksessa suoritetut lennot eri nopeuksilla ja niiden tarkkuustuloksia. Tässä taulukossa 
on kaikkien lentojen tapauksessa suoritettu kuvablokin muodostus sekä ilman rolling shut-
teria poistavaa mallia ja rolling shutterin poistavaa laskennallista mallia hyödyntäen (jälkim-
mäinen merkattu tunnuksella ”RS”). Tuloksien arvoja omiin tutkimustuloksiin voidaan ver-
rata molempia rivejä tutkimalla. Huomataan, että ne ovat suuruusluokaltaan hieman tarkem-
mat kuin omassa tutkimuksessa. 
 
Taulukko 12 Vautherin (2016, s. 4) tutkimuksessa käytetyt UAV:t ja niiden kameramallit ominaisuuk-
sineen 
 
 
Taulukko 13 Vautherin (2016, s. 8) tutkimustulokset tarkkuuden osalta. 
 
 
Yanagi (2016, s. 148) onnistui tutkimuksessaan saamaan heksakopterilla lennetyllä UAV:lla 
RMSE arvot alle senttimetrin suuruiseksi. Hän käytti pistepilven luomiseen myös 
Pix4Dmapperia. 
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Strecha (2015) suoritti hyvin samankaltaisen tutkimuksen kuin tässä työssä. Hän selvitti eri-
laisilla perspektiivisiä ja kalansilmälinssiä käyttävillä kameroilla kerätyn tiedon vertailun 
TLS:n avulla kerättyyn vertailumalliin. Kohteena hänellä toimi linnoitusrakennus ja piste-
pilvien muodostamiseen hän käytti jokaisessa tapauksessa Pix4Dmapperia. Yhtenä selvityk-
sessä mukana olevana kamerana hänellä toimi GoPro Hero3+, mutta tällöin kuvaus suoritet-
tiin pitämällä kameraa kädessä. Tällä kameralla hän otti linnakkeesta 709 kuvaa. Toki hä-
nellä oli käytössään myös tarkasti mitattuja koordinaatteja joita hän käytti GCP:inä mallia 
luodessa. Lisäksi hänen tutkimuksessaan vain yhdessä tapauksessa käytetiin alustana 
UAV:ta. Strecha saavutti seuraavat tulosarvot GoPro Hero3+ kameralla: 
 
- keskiverto GSD   1,23 cm 
- 3D pisteitä kuvablokin muodostamiseen 864 360 
- uudelleenprojisoinnin keskivirhe  0,43 pikseliä 
- RMS käytettyjen GCP:iden kohdilla 2,6/2,5/2,2 (vasen/keski/oikea kohta) 
 
Kuva 51 esittää Strechan tutkimuksen vertailukuvan eri kameroilla saatujen aineistojen ja 
tarkan TLS-aineiston välillä. Vertailu on suoritettu CloudComparella. Huomataan, että 
GoPro:lla saatu aineisto on yksi niistä, joissa virhettä on havaittavissa eniten. Tämä voitiin 
havaita myös Strechan (2015, s. 218-220) tutkimuksessa olevista mallinnuskuvista 
(Pix4Dmapperin näkymä), joissa GoPron kuvista luotu malli oli eniten rakeinen ja epätasai-
nen muihin verrattuna. Taulukossa 14 on esitetty kyseisiin tuloksiin liittyviä eroja TLS-ai-
neistoon verrattuna. 
 
 
Kuva 51 Strechan (2015, s. 221) tutkimuksen tuloksia eri kalansilmälinssiä käyttävillä kameroilla. Eroa-
vaisuudet on ilmoitettu -15 cm ja +15 cm välillä. 
  
83 
 
 
Taulukko 14 Strechan (2015, s. 221) tutkimuksen kuvausjärjestelmät ja tarkkuustulokset. 
Lens type Camera/lens Acqui-
sition 
Acquisition 
time 
Deviation to 
laser (cm) 
perspective Sony NEX-7 16mm tripod ~20 min -0,2 +/- 4,5 
perspective Canon 7D 20mm tripod ~20 min -0,4 +/- 4,2 
fisheye Sony Alpha-7R fisheye 16mm tripod ~20 min -0,4 +/- 4,4 
fisheye Phantom Vision2 UAV ~15 min -0,7 +/- 6,3 
fisheye GoPro Hero3+ hand held ~10 min -1,3 +/- 7,1 
fisheye Canon 6D fisheye 8mm tripod ~20 min -2,8 +/- 6,0 
 
Segalesin (2016) suorittamassa tutkimuksessa hän käytti rakennuksen ja sen ympäristön 
mallintamiseen UAV-kartoitusta sekä jälkikäsittelyyn Pix4Dmapperia, eli tilanne oli sama, 
kuin omassa tutkimuksessani. Vertailun kohteena oli rakennuksen korkeus, mainostaulun 
pinta-ala ja hiekkakasan tilavuus. Kyseinen alue ja tuloksien tarkkuusarvioinnit on esitetty 
kuvassa 52. 
 
 
 
Kuva 52 Pix4D:llä luotu pistepilvi rakennuksesta ja sen ympärillä olevasta maastosta. Yläpuolella mit-
tauksista verratut virhearvioinnit (Segales 2016, s. 931-932). 
 
Gini (2013) tutki artikkelissaan eri ohjelmien eroavaisuuksia erityisesti Pix4D:n ja PhotoS-
canin välillä. Agisoft PhotoScanilla hän pääsi GSD:iden kohdalla 0,4-1,2 cm tarkkuuteen. 
Vertailuksi mainittakoon malli, jossa kuvauspaikat on staattisilta jalustoilta suoritettu hy-
vällä kameralla (Sony Cybershot F707). Remondinon tutkimuksessa koskien tähyksettömiä 
malleja hän pääsi viiden kuvan tapauksessa taulukon 15 mukaisiin tuloksiin pistepilven muo-
dostamisessa. 
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Taulukko 15 Remondinon (2006, s. 4) artikkelissa kokeiden perusteella saavutettu tarkkuus pistepilven 
muodostuksessa. Kuvia 5 kappaletta ja  
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5 Tulosten analysointi 
Tässä osiossa on analysoitu työn tutkimusten aikana saatuja tuloksia, huomioiden kirjalli-
suusselvityksen myötä saatujen tietojen ja opittujen asioiden merkitys ja vaikutus. Alla on 
esitetty tutkimusmetodit, sekä tutkimuksen työvaiheet suoritetussa järjestyksessä. 
 
5.1 Metodit 
Tulosten analysointi ja tästä johdettu pohdinta on suoritettu suurimmaksi osaksi vertailun 
menetelmin. Tätä kutsutaan myös komparatiiviseksi metodiksi. Vertailua on suoritettu saa-
tujen tulosten kesken sekä kirjallisuuden arvoihin perustuen. Vertailu antaa kuvan eri lähtö-
kohdista suoritettujen tutkimusten tulosarvoista sekä arvioista. Mitä enemmän vertailukoh-
teita on, sitä laajempi käsitys on mahdollista muodostaa vertailtavasta datasta ja sitä helpom-
paa on selvittää invariansseja syysuhteita tutkimusten tuloksista. 
 
Vertailu toteutetaan tutkimalla tapauksia, jotka kuuluvat samaan lajiin, mutta eroavat jollain 
tapaa toisistaan. Tässä tutkimuksessa eroavaisuuksia syntyy sekä aineiston hankintamene-
telmien välillä, sekä prosessointimenettelyiden välillä. Lisäksi saatuja tuloksia on vertailtu 
muihin aiheeseen liittyviin tutkimuksiin ja näiden kirjallisuudesta saatuihin tietoihin. 
 
Kokonaisvaltaisen vertailun avulla on pystytty muodostamaan hyvä käsitys prosessista ja 
sen eri vaikutustekijöistä. Tulosten analysointi –osiossa pyritään analysoimaan näitä teki-
jöitä ja saatuja tuloksia, joilla on pyritty aikaansaamaan mahdollisimman hyvä ja tarkka tulos 
tutkittavasta aineistosta. 
 
5.2 Analyysin työvaiheet 
Tutkimuksen analyysi on suoritettu seuraavassa järjestyksessä: 
 
1) Kokeista 1-16 saatujen tulosten analysointi työvaiheessa tulosten parantamiseksi 
2) Pistepilven muodostamisessa saatujen tulosten vertailu keskenään 
3) Muodostetun pistepilven tarkkuuden selvittäminen vertaamalla TLS aineistoon 
4) Muodostetun pistepilven tarkkuuden selvittäminen vertaamalla kirjallisuuteen 
 
Lisäksi tutkimuksen aikana heränneistä ajatuksista ja yleisistä tutkimukseen liittyvistä asi-
oista suoritettu pohdinta on kirjattu ylös. Yleinen analyysi prosessista on esitetty tämän osion 
ensimmäisessä kappaleessa (5.2.1) ja yllä olevan listauksen muut vaiheet kohdissa 5.2.2 ja 
5.2.3, yllä olevan järjestyksen mukaisesti. 
 
5.2.1 Yleinen analyysi toimenpiteestä 
Varsinaisen lähtöaineiston eli videokuvan kerääminen UAV:lla suoritettiin lentämällä koh-
dealueella manuaalisesti radio-ohjattuna. Toki kuvaussuunnat ja suurpiirteiset lentolinjat oli 
mietitty, mutta tarkempia etukäteen suunniteltuja lentolinjoja kokeessa ei toteutettu. Koska 
aineisto on kerätty videoimalla, ei tutkimuksessa ole GPS- ja INS-tietoja käytetty. Tästä 
syystä tutkimukseen ei ole saatavilla tarkkoja kuvanottohetkiä, joihin GPS tietoja pystyisi 
sitomaan. Suunnitellulla lennolla prosessi voisi olla reilusti tehokkaampaa. Tutkimuksen ta-
pauksessa kuvaustyyli oli viistokuvaus (oblique), joten kuvausetäisyydet ovat olleet hyvin 
erilaisia kohteen ympärillä. Yanagi (2016, s. 151) kehottaa tarkkuuden parantamiseksi, että 
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kuvien kuvausetäisyydet (-korkeudet) olisivat samat käyttäessä Pix4Dmapperia. Toki tämä 
pätee enemmän kohtisuoran ilmakuvauksen tapauksessa. 
 
Tässä tutkimuksessa haluttiin keskittyä nimenomaan videokuvana hankitun aineiston käsit-
telyyn. Tällä menetelmällä kerätty aineisto voitaisiin myös georeferoida GPS ja INS tietoja 
käyttäen, jos tiedettäisiin etukäteen kuvausnopeus (fps) ja kuinka monen ruudun välein ku-
vakaappaus tallennetaan tutkimusta varten. Tällöin voitaisiin ohjelmoida GPS tallentamaan 
sijaintitiedot saman aikavälin mukaisesti. Tämä lisäisi kuitenkin työmäärää ja ongelmaksi 
muodostuu aloituksen synkronointi samalle ajanhetkelle. Toki videokuvaa kuvaavalla len-
nolla voidaan päästä myös tarkempiin tuloksiin, jos lento on suunniteltu hyvin. Lentonopeu-
den ollessa vakio ja lentoradan ollessa järjestelmällinen sekä kattava, ilman ylimääräisiä len-
tolinjoja tai kuvaussuuntia, voidaan tuloksista saada lähes yhtä hyvää jälkeä kuin suunnitel-
lulla yksittäisiä kuvia keräävällä lennolla. Toki kuvia ottaessa päästään parempaan resoluu-
tioon ja täten tarkkuus paranee. Suunnitelmallisuus pätee erityisesti, jos suoritetaan kartoi-
tusta esimerkiksi DSM tai DTM luomiseksi, mutta asia vaikuttaa suuresti myös kohteen ku-
vaukseen ja mallinmuodostukseen (kuten tämän case-studyn tapauaksessa). 
 
Kuvakaappausten irrottaminen videosta sujuu hyvin automaattisesti VLC Media Playerin 
toiminnolla. Parhaimpaan tehokkuuteen päästään Pix4Dmapperin sisäisellä toiminnolla, 
joka tekee saman asian suoraan ohjelmassa ja aloittaa prosessoinnin. Täten kokonaisprosessi 
automatisoituu entisestään ja pistepilven luominen sujuu entistä nopeammin. 
 
Pix4Dmapper on tehokkaampi ja sai suoritettua tehtävän isollakin aineistolla, ilman että tie-
tokone meni ollenkaan jumiin. Ohjelman sisäiset laskenta-algoritmit ja käyttöliittymävaati-
mukset kohtaavat toki eri tietokoneilla eri tavalla, mutta normaalin pöytäkoneen tapauksessa 
(kokeita suoritettiin koulun tietokoneella ja omalla pöytäkoneellani) vaikuttaa siltä, että 
Pix4Dmapper suoriutuu työstä kevyemmin, kuin esimerkiksi VisualSFM ja SURE. Muu oh-
jelmien välinen vertailu selviää tutkimuksen työvaiheen osiossa 3.4.1, jossa ohjelmavalinnat 
on tehty sen mukaan, miten eri ohjelmat suoriutuivat pienellä kuvamäärällä suoritetuista ko-
keista. 
 
Pistepilven muodostamiseen vaadittujen kuvien määrä riippuu luonnollisesti niiden ulkoi-
sesta orientaatiosta ja suhteesta haluttuun kohteeseen. Jos kuvaus on suunniteltu ja suoritettu 
hyvin, ei kuvia välttämättä tarvitse niin paljon. Ohjelman esimerkkitapauksissa (kuvauksissa 
ja videoissa) hyvinkin kookkaista alueista on saatu tarkkoja ja selkeitä malleja aikaiseksi 
vähemmällä määrällä kuvia. Tällöin kuvanottopaikat ja niiden suhde toisiinsa on toki kan-
nattanut suunnitella hyvin. Ainakin kokonaisprosessin tehokkuus lisääntyisi, kun ohjelman 
prosessointiaika vähenisi. 609 kuvaa noin pieneltä alueelta on loppujen lopuksi todella pal-
jon. Määrän arvioiminen on käyttäjän vastuulla ja jokseenkin tapauskohtaista. 
 
Kokonaisuudessaan prosessin saa nopeammaksi ja yksinkertaisemmaksi, jos kuvauskoh-
teella olisi olemassa GCP-pisteitä. Tällöin prosessointi sujuisi lähes suoraviivaisesti suoraan 
videolta malliksi. Omien testien kohdalla kaikki muu hoitui ohjelman suorittamana, mutta 
mittakaavan asettaminen ja koordinaatiston orientaatio täytyy tehdä itse manuaalisesti. Tä-
män jälkeen aineisto täytyi uudelleenoptimoida (reoptimize) ja prosessoida uudestaan. Li-
säksi tämän tutkimuksen kohdalla ei mallia ole sidottu ollenkaan mihinkään koordinaatis-
toon, joka onnistuisi toki kentällä tehdyistä GPS-mittaustiedoista. Toki tällöin saisimme jäl-
leen kerran suoraan hyvät GCP:t, joiden avulla koko prosessista häviäisi ylimääräisiä työ-
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vaiheita ja se yksinkertaistuisi entisestään. Jos UAV:n sijaintitiedot tallennettaisiin, niin geo-
referointi onnistuisi tällöin myös helpommin ja malli voitaisiin luoda suoraan mittakaavaan. 
Reaaliaikaisella prosessoinnilla tämä onnistuisi myös suoralla georeferoinnilla. 
 
Prosessia voidaan nopeuttaa myös prosessointialueen järkevällä käytöllä. Pix4D:llä pystyy 
määrittämään ensimmäisen vaiheen eli harvan pistepilven muodostamisen jälkeen (Initial 
processing) prosessointialueen, joka karsii jatkolaskennasta pois kaikki alueen ulkopuolella 
olevan datan. Prosessointialueen määrittäminen on nopeaa ja helppoa, joten tällä pystyttäi-
siin helposti pienentämään prosessoitavan datan määrää, kun ohjelma ei prosessoinnin toi-
sessa vaiheessa (dense pointcloud) ota huomioon lukuisia hajapisteitä kohdealueen ympä-
rillä. Tällöin tulee kuitenkin huomioida, että alue on riittävän suuri, jotta kamerat mahtuvat 
helposti määritetyn prosessointialueen sisään. Kokeessa 13 kokeiltiin prosessointialueen 
käyttämistä ennen uudelleen optimoinnin vaatimaa uutta prosessointia, mutta oletettavasti 
alue oli liian pieni, sillä osa kameroiden lentolinjoista oli sen ulkopuolella. Tämä aiheutti 
suuren virheen tuloksissa, jonka johdosta koe jouduttiin suorittamaan uudestaan (koe 14). 
Prosessointialueen käyttöä ei myöhemmin enää tutkittu. Sitä kannattaa tutkia ja hyödyntää 
jatkotutkimuksissa. Oletettavaa on, että prosessointialuetta käyttäessä, kannattaa kuvauksen 
olla hyvin suunniteltu, siten, että kuvanotto suunnat ovat aina kohdetta kohden. Jos kuvanot-
topaikka on prosessointialueen laidalla ulospäin alueesta ja poispäin kohteesta, voi tämä ai-
heuttaa jälleen suuria virheitä ohjelman suorittaessa ulkoista kalibrointia. 
 
Rolling shutter – vaikutuksen minimoimalla tai kokonaan poistamalla, voitaisiin päästä tar-
kempaan malliin ja parempaan lopputulokseen (Vautherin et al. 2016, s. 7). Tässä tutkimuk-
sessa haluttiin tutkia nimenomaan GoPro kameran mahdollisuuksia. Jos kuvaukset haluttai-
siin suorittaa ilman kyseisestä ilmiöstä johtuvaa piirtovirhettä, olisi viisainta käyttää kame-
raa joka ei tallenna tietoja rivi kerrallaan, vaan suorittaa tallentamisen globaalisti (global 
shutter). Jos käytössä on kuitenkin kamera, joka tallentaa datan rivi kerrallaan (esimerkiksi 
GoPro), voidaan rolling shutter – ilmiötä pienentää hidastamalla lentonopeutta. Lisäksi len-
tonopeus kannattaa pitää samana koko lennon aikana. Lentonopeuden hidastamisen ei pitäisi 
olla ongelma, kun kohde tai kohdealue on pieni. Tällöin aikaa datan keräämiseen ei kulu 
kovinkaan paljon. Jos halutaan kartoittaa ja mallintaa suurempi alue, niin aikaa kuluu huo-
mattavasti enemmän, kun lentonopeus hidastuu. (Vautherin et al. 2016) 
 
Pix4Dmapperin versiossa 1.4 on alkuvalinnoissa valittavana projektin tyyliksi ”Aerial Obli-
que” tai ”Terrestrial”. Versiossa 2.0 valittavina vaihtoehtoina ovat ”3D Maps (Aerial)” tai 
”3D Models (Oblique)”. Näissä vaihtoehdoissa on hieman ristiin tulkittavaa. Tutkimuksen 
case studyä parhaiten kuvaava vaihtoehto on versiossa 1.4 tarjottu ”aerial oblique” (käytetty 
kokeessa 9), vaikka version 2.0 ohjelmaopastusten mukaan valinta ”3D Models (Oblique)” 
olisikin hyvä vaihtoehto kyseisen kaltaiseen projektiin (käytetty kokeessa 11). Outoa on, että 
tuloksia verratessa version 2.0 vaihtoehtojen välillä, parempaan tulokseen päästän ”3D Maps 
(Aerial)” toiminnolla (käytetty kokeessa 14), vaikka ohjelman ohjeistuksen mukaan tämä 
olisi väärä valintavaihtoehto kyseisen tyyppiselle projektille. Tällä valinnalla pistepilven las-
kemiseen käytetty aika oli paljon pidempi kuin ”3D Models (Oblique)”. Eri tyypin projektit 
toteuttavat laskennan ilmiselvästi eri tavalla (havaitaan tuloksista). Oletettavasti näiden las-
kennallinen ero on kutakuinkin sama, kuin mitä Rothermel (2012, s. 4) esittää artikkelissaan. 
Hänen mukaansa on kaksi tapaa lähestyä rekonstruointia. Ensimmäisessä lasketaan syvyyk-
siä (pisteitä) suoraan yksittäisistä stereopareista ja se soveltuu hyvin kun halutaan luoda 2.5D 
DSM eli kohtisuorasti alaspäin kuvatun ilmakuvauksen (aerial) tapauksessa. Tässä tapauk-
sessa kaikille pisteille määritellään maatason XY-pinnan mukaan sijainti ja korkeusarvo (Z) 
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filtteröidään mediaanin mukaan. Toinen vaihtoehto rekonstruoinnille on eroavaisuuksien 
laskemiseen perustuva algoritmi, joka soveltuu lähikuvauksille ja viistokuvaamiselle (obli-
que) varsinaisen 3D kokonaisuuden muodostamisessa. Ensimmäinen menetelmä ei toimisi 
tähän, sillä liikaa informaatiota menetettäisiin. Rothermelin esittämät vaihtoehdot ovat myös 
ristiriidassa tutkimustulosten mallien muodostusmenetelmien kanssa. 
 
Ohjelman eri versiot suorittavat laskennan luultavasti hieman eri tavoin, sillä saman kokeen 
suorittaminen kahden eri ohjelman välillä tuotti hyvin erilaiset tulokset, kuten tulokset osi-
ossa huomataan kokeen 9 ja 11 vertailussa. Kaikkien kolmen vaihtoehdon mukaan ohjelma 
on suorittanut laskennan hieman erilaisin algoritmein. Eroavaisuuksia ei käyttäjätasolle ole 
ilmaistu, vaikka niistä voisikin selvitä eri tuloksiin johtavat laskennalliset syyt. Laaturapor-
teista selviää, että kokeessa 9 suoritettu prosessointi tapa (processing type) on määritelty 
viistokuvaksi (oblique). Muita tietoja prosessoinnista ei version 1.4 raporteissa ole. Versiolla 
2.2 suorittujen kokeiden laaturaporteissa on olemassa erillinen kohta, joka kertoo proses-
sointi valinnoista (processing options). Kokeiden 11 ja 14 raporteista (liitteet x ja y) huoma-
taan, että prosessointivalinnat ovat hyvin samankaltaiset, eikä päävalinnoissa ole suuria 
eroja. Huomioitavaa on kuitenkin, että kokeen 11 raportissa on määritelty prosessointi tavan 
malliksi (detected template) ”3D Models”, mutta kokeen 14 kohdalla samassa kohdassa lu-
kee ”No Template Available”, vaikka alkuvalinnoissa oli valittu ”3D Maps”. Tämä voi joh-
tua siitä, että ohjelma ei ole tunnistanut kuvia ”3D Maps” mukaisiksi, ja on suorittanut pro-
sessoinnin jotenkin muuten. Tämä selittäisi parempien tulosten aikaansaamisen tällä mene-
telmällä.  
 
Visockienen (2014, s. 113) mukaan kompaktit kamerat (kuten GoPro) ovat erittäin sensitii-
visiä lämpötilan vaihteluille, tärinälle ja iskuille. Nämä tekijät voivat vaikuttaa lopputulok-
sen tarkkuuteen ja tästä syystä kameran kalibrointi täytyy suorittaa aina uudestaan jokaiselle 
lennolle. 
 
5.2.2 Pistepilven muodostaminen 
Ensimmäiset kokeet (kokeet 1-7) suoritettiin pienemmillä kuva-aineistoilla, kuin viimeiset 
kokeet (kokeet 8-16). Näiden ensimmäisten kokeiden (1-7) tuloksia on analysoitu lyhyesti 
seuraavissa kappaleissa. Jo ensimmäisten kokeiden kohdalla huomattiin, että alkuvaiheessa 
tehdyt pienetkin muutokset saattavat vaikuttaa lopputulokseen suuresti. Voidaan todeta, että 
onnistuneiden mallien luominen vaatii hyvää pohjatietoa ja käyttötaitoa prosessista ja var-
sinkin käsittelyohjelman mahdollisuuksista ja ominaisuuksista. Parhaisiin tuloksiin päästään 
vain, kun on saavutettu rutiini ohjelmien käytössä. Tästä esimerkkinä toimii kokeessa 7 käy-
tetty Agisoft PhotoScan, joka on laajasti käytössä oleva ja arvostettu ohjelma. Se kykenee 
luomaan hyviä malleja, mutta tämän tutkimuksen kokeessa, sillä aikaansaatiin malli, joka 
oli laadultaan heikko ja liian vääristynyt. Lopputulos olisi saattanut olla erilainen, jos käyt-
täjä olisi syöttänyt kameran kalibrointitiedot itse. Vaikka tämä olisi mahdollista, GoPron 
kalansilmälinssi tuottaisi jälleen hankaluuksia. Hyvin todennäköisesti tämä lienee myös suu-
rin syy tehdyn kokeen tuloksen vääristyneisyyteen ja ulkoisen kalibroinnin virheelliseen las-
kentaan. Joka tapauksessa tästä tutkimuksesta on huomioitava, että monilla muillakin ohjel-
milla olisi mahdollisesti kyetty suorittamaan haluttu mallinnustehtävä, saavuttaen tarkkoja 
ja vertailukelpoisia tuloksia, mutta ensikertaa käyttävälle Pix4D toimi ensimmäisillä yrittä-
millä parhaiten. 
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Kokeen 2 tulokset olivat yllättävän hyvät. Vaikka kuvia oli vain pieni määrä, niin lopputulos 
on selkeän oloinen, kuvauskulmat ja kuvanottopaikat on laskettu tarkasti ja nämä näkyvät 
ohjelman visuaalisessa esityksessä selkeästi (kuva 31). Näin ollen voidaan olettaa, että ku-
vauspaikat osuvat kohdalleen. Kokeen 3 tulokset olivat myös yllättävän hyvät, eivätkä eron-
neet suuresti kokeen 2 tuloksista. Eroa on kuitenkin havaittavissa (kuten kuvassa 31 havain-
noidaan), mikä on oletettavaa, sillä alkuarvot ovat asetettu erilaisiksi. 
 
Ottaen huomioon, että kokeessa 4 käytettyjä kuvia on vain yhdeksän kappaletta, ovat tulok-
set visuaalisesti todella hyvät, ja kuvaavat haastavaa kohdetta näyttävästi. Leppävaaran ur-
heilustadionin katsomo on kuitenkin hyvin monimuotoinen, ja tarkan mallin luominen on 
erittäin haastavaa. Vain yhdeksää kuvaa käyttämällä ei voidakaan olettaa tämän onnistuvan 
tarkasti.  
 
Kokeessa 5 on havaittu seinien taipumista. Tämä johtuu oletettavasti GoPro kuvien kalan-
silmälinssin piirtovirheistä, vaikka SURE onkin mallikkaasti onnistunut suorittamaan piir-
tovirheiden korjauksen. Omituista on, että Wu (2013, s. 7) toteaa artikkelissaan stabiiliin 
SfM-algoritmiin perustuvan VisualSFM:n toiminnan olevan sen verran tehokas, että se ky-
kenee suoirttamaan harvan pistepilven muodostuksen jopa 15 000 kameralla, mutta Lapin-
lahden 609 kuvan tapauksessa ohjelma ei onnistunut ja kaatui. Tämä voi toki johtua huonosta 
CPU-tehosta. 
 
Vertailu koe 9 ja 10 
Kokeiden 9 ja 10 välillä ei laaturaporttien antamissa arvoissa ole suuria eroja. Lähes kaikissa 
tapauksissa kokeessa 9 on saatu paremmat arvot, mutta kameran kalibrointiparametrien suh-
teellinen ero alkuperäisten ja lopullisten välillä on kokeessa 10 ollut paljon pienempi kuin 
kokeessa 9. Näiden perusteella ei kuitenkaan suuria eroavaisuuksia ole pistepilven muodos-
tamisessa havaittavissa. Visuaalinen tulkinta paljastaa kuitenkin suuriakin eroavaisuuksia. 
Varsinkin kokeessa 10 on pistepilven muodostamisessa sattunut virheitä. Koe 9 tuottaa pal-
jon tiheämmän ja selkeämmän pistepilven (kuvat 35 ja 36). 
 
Kokeessa 10 polttoväli ja pääpisteen paikka eivät ole muuttuneet juurikaan alkuperäisiksi 
annetuista arvoista. Ero on ollut vain 0,35 prosenttia. Ohjelma on siis kalibroinnin yhtey-
dessä laskenut, että arvot ovat olleet hyvinkin lähellä. Totuus on kuitenkin toinen, sillä ka-
librointiarvot eivät tuottaneet yhtä laadukasta jälkeä kuin kokeessa 9. Tulosten perusteella 
voidaan todeta, että kokeessa 9 päästään huomattavasti tarkempiin ja parempiin tuloksiin. 
Jälkimmäisissä kokeissa (kokeet 11-16) on käytetty täten ainoastaan GoPro Hero4 kalibroin-
tiasetuksia. 
 
Vertailu koe 9, 11 ja 14 
Visuaalisen vertailun perusteella vaikuttaisi siltä, että versiolla 1.4 tehty malli olisi tarkempi 
ja parempi kuin versiolla 2.0 prosessoitu aineisto. Lähtöaineistona toimi täysin sama 609 
kuvan kuva-aineisto. Yllämainittuja visuaalisia havaintoja tukee laaturaportin analyysissä 
esitetyt faktat pisteiden määrästä ja tiheydestä. Pistetiheyden ero oli käsittämättömän suuri. 
Pistetiheys on käytännössä se kaikkein tärkein mittari tällaisessa aineistossa. 
 
Kokeessa 9 kaikki kuvat on kalibroitu ja otettu mukaan laskentaan. Täten myös kameran 
kalibrointia on jouduttu optimoimaan 5,57 prosenttia. Uudemmalla ohjelmaversiolla (ko-
keissa 11 ja 14) kalibrointiarvot ovat pysyneet kutakuinkin samana. Tämän voidaan päätellä 
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johtuvan kalibrointiin mukaan lasketuista kameroista, sillä näissä kokeissa ohjelma on jättä-
nyt helpommin joitain kameroita pois laskennasta, saadakseen eron alkuperäisen ja lopulli-
sen kameraparametrien välillä pysymään mahdollisimman pienenä. Voidaan siis päätellä, 
että eri ohjelmaversioissa painotetaan eri asioita. Kameroita ei oteta laskentaan mukaan, jos 
kuvien välillä ei löydy vähintään 2000 yhdyspistettä kalibrointia varten (Visockiene et al. 
2014, s. 113) 
 
Vaikka kokeessa 9 on vähemmän yhdyspisteitä ja tihennetyn pistepilven 3D pisteitä, on tä-
män mallin pistetiheys reilusti suurempi kuin kahden muun mallin (kokeiden 11 ja 14). Tar-
kastellessa näiden kokeiden visuaalisten tulosten vertailukuvia 37 ja 38, voidaan päätellä, 
että lukemat johtuvat siitä, että uudemmilla versioilla (kokeet 11 ja 14) suoritetuissa proses-
soinneissa pisteitä on kuvautunut runsaasti taivaalle ja kohdealueen ympärille pitkänkin etäi-
syyden päähän. Strechan (2015, s. 217) mukaan viistokuvatuissa tai maakuvatuissa monen 
kuvan stereoprosessoinnissa näitä taivaspisteitä syntyy helposti. Hänen mukaansa Pix4D:ssä 
olisi myös työkalu, jolla rakennus pystytään rajata ja tätä ilmiötä minimoimaan, mutta sitä 
ei tässä tutkimuksessa käytetty. Tämä luo kokonaisaineistosta pistetiheydeltään harvemman 
aineiston ja selittää myös, kuinka yhdyspisteitä on löytynyt näissä jälkimmäisissä kokeissa 
enemmän, kun taivaalta on poimittu niin paljon yhdyspisteitä. Kokeen 9 tuloksissa taivaalta 
ei oltu poimittu niin paljon yhdyspisteitä, jolloin kuvien yhdyspiteiden mediaanin arvo on 
paljon pienempi kuin jälkimmäisillä kokeilla. Kokeen 9 tapauksessa taivaan pisteitä oli ku-
vattu vain katon ja seinien välittömään läheisyyteen. Koetuloksissa kokeen 9 tulokset vai-
kuttavat visuaalisesti paljon paremmalta ja tiheämmältä aineistolta. Harmillisesti tästä ai-
neistosta ei saatu tallennettua pistepilveä. 
 
Lisäksi kokeesta 14 löydettiin paljon muitakin virheellisiä pisteitä. Näitä virheitä on kuvattu 
kuvassa 40. Esimerkiksi maan taso oli muodostunut siten, että varsinaisen tiheämmän ker-
roksen päällä oli toinen kerros, jossa oli muutamia pisteitä. Tämä voi johtua kasvillisuudesta, 
mutta kerros vaikuttaa sen verran tasaiselta, että voidaan epäillä sen johtuvan toisesta klus-
terista (pistepilvi muodostui laaturaportin mukaan 2 klusterista). Joitain pisteitä löytyi ra-
kennuksen sisältä ja syvältäkin maan alta. Sisäpihan portin kohdalla mallin muodostus epä-
onnistui hyvinkin suuresti, sillä sen reflektio on kuvautunut leijumaan ilmaan sairaalan pi-
halle. 
 
Koe 16 
Koe 16 suoritettiin vielä uteliaisuudesta, vaikka kokeista 9, 11 ja 14 oli saatu jo hyvinkin 
kelvollisia tuloksia. Kokeen 16 tulos oli kuitenkin tulkinnan perusteella kokonaisvertailussa 
kaikkein paras. Tämä oli osittain jopa yllättävää, sillä kokeessa 12, jossa käytössä oli sama 
aineisto, mutta projektimuotona ”3D Models”, tulos oli todella huono. Voidaan havaita, että 
kuvien suuri lukumäärä ja tiheä väli, ei välttämättä ole se vaihtoehto, jolla päästään parhaa-
seen lopputulokseen. Esimerkiksi tässä tapauksessa vaikuttaa siltä, että 326 kuvan kanssa 
päästiin parempaan tulokseen, kuin 609 kuvan kanssa. Toki tähän saattaa vaikuttaa se, että 
kuvauslento on suoritettu summittain, ja täten silloin tällöin kuvaussuuntina esiintyy koh-
teesta poispäin oleva suunta. Kun kuvia on paljon, on näistä poispäin otetuista kuvista pys-
tytty muodostamaan osa mallia, mutta kun kuvia on kaapattu videosta harvemmalla aikavä-
lillä, niin kuvia on vähemmän ja tällöin näistä muutamasta kohteesta poispäin suunnatusta 
kuvasta ei ole pystytty muodostamaan osaa kokonaisuuteen ja ne on hylätty kalibroinnin 
yhteydessä. Täten lopputulos on silti parempi, sillä on pystytty keskittymään usealla kuvalla 
vain itse kohteeseen, eikä kokonaisuudessa ole häiritsemässä ulospäin suuntautuneita haja-
kuvia. 
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Kokeessa 16 maan pinnalla on edelleen hieman eri korkeuksia yhdessä kulmassa, mutta tämä 
johtunee korkeammasta kasvillisuudesta (pensaat ja kukkaistutukset). Rakennuksen koh-
dalla tässä kokeessa havaittiin eteläisen seinustan suuri ero muuhun rakennukseen verrat-
tuna. Seinusta oli kokonaisuudessaan kulman kohdalla kuvautunut alemmas kuin esimer-
kiksi itäpääty. Ero havaitaan parhaiten kattolinjasta (kuva 42). Itäpäädyn kattolinja jatkuu 
tasaisesti ympäri muun mallin. Tämä voi johtua ryhmittymien määrästä pistepilven muodos-
tuksessa. Vaikka kokeen 16 laaturaportissa (liite 10) ja taulukon 8 mukaan tälle kokeelle ei 
ryhmittymien (klusterien) määrää kerrottu, on hyvin todennäköistä, että ryhmittymät jakau-
tuvat kahteen (niin kuin muissakin 2.25 versiolla luoduissa malleissa). Oletettavasti ryhmit-
tyvät jakautuvat juurikin siten, että eteläseinustalta kuvatusta aineistosta tulee toinen ja toi-
nen muusta rakennuksesta, koska eteläseinustan ja itäpäädyn kulman ylitys tapahtuu lento-
linjoissa hyvin nopeasti ja täten näitä ei ole saatu liitettyä niin hyvin yhteen. Taulukko 8 
osoittaa myös, että kokeen 9 tapauksessa on ollut 5 ryhmittymää. Tällöin useampi ryhmit-
tymä on mahdollisesti saatu paremmin yhteen muodostaen eheämmän kokonaismallin. Ku-
van 43 kulmavertailu vasemmanpuoleisesta kokeen 9 esityskuvasta huomataan, että seinä-
linja jatkuu samalla linjalla myös eteläseinälle. Kokeen 9 tuloksista muodostettu malli olisi 
todennäköisesti ollut siis parempi.  
 
Käytännössä järkeviä tuloksia kokonaisuuden kannalta tuottivat kokeet 9, 11, 14 ja 16. 
Näistä parhaimman tuloksen raportin arvojen perusteella ja visuaalisesti tulkittuna on ha-
vaittavissa kokeessa 9. Malli oli eheä, ilman kohdealueen ympärille levinneitä pisteitä ja 
pisteet vaikuttivat kuvautuvan pienemmiksi ja tarkemmiksi tässä mallissa, kuin esimerkiksi 
kokeen 16 mallissa (vertailu esimerkiksi kuvassa 43). Tätä tulosta ei ole enää mahdollista 
käsitellä, sillä se oli teetetty Pix4Dmapperin versiolla 1.4, aikana jolloin käytössä ei ollut 
enää pro version testilisenssiä. Täten pistepilvidataa ei ole pystytty tallentamaan vertailua 
varten. Suorittaessa kokeita 11, 14 ja 16 oli valmistaja suorittanut ohjelmapäivityksen ja tu-
lokset on saatu 2.0 versiolla. Voidaan kuitenkin todeta, että saman valmistajan ohjelmalla 
on kyetty saamaan hyviä tuloksia, joten jatkotutkimusten kannalta olisi varmasti mahdollista 
päästä kokeen 9 kaltaisiin tuloksiin säätämällä joitain asetuksia ja parametreja vielä enem-
män oikeaan suuntaan. Täytyy myös muistaa, että kaikki tulokset muuttuivat hieman uudel-
leenoptimoinnin jälkeisessä prosessoinnissa varsinkin tiheyden osalta. 
 
Voidaan myös olettaa kokeen 16 tulosten olleen paremmat sen takia, että tässä tapauksessa 
uudelleen optimoinnin jälkeen suoritetussa prosessoinnissa ulkoinen kalibrointi ei kärsinyt, 
eikä tehnyt virheitä kuten kokeiden 11 ja 14 tapauksessa. Yhtään kameraa ei täten tarvinnut 
hylätä manuaalisesti. 
 
5.2.3 Muodostetun pistepilven tarkkuus 
Pistepilven tarkkuuden arvioinnissa todellisimman ja parhaan vertailun saavuttaminen on 
mahdollista vain vertaamalla sitä tarkkaan malliin. Vaikka kyseessä ei ole absoluuttinen ver-
tailu, on vertailutulokset hyvin kuvaavia ja oikeaoppisia verratessa TLS-aineistoon. 
 
Vertailu TLS-aineistoon 
Erot koko kohdealuetta kuvaavan mallin ympäristössä kiinteiden asioiden kohdalla vaihteli-
vat suurimmaksi osaksi noin 1-50 senttimetrin välillä. Tämä vaihtelu on todella suurta, mutta 
kuvasta 46 voidaan havaita, että suurimmat poikkeamat (yli 20 cm) tapahtuvat vain muuta-
massa kohdassa mallia. Luonnollisesti mallin reunoilla poikkeama on suurempaa, sillä sieltä 
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ei ole kummallakaan menetelmällä (TLS tai fotogrammetria) saatu yhtä paljon pisteitä. 
Nämä pisteet ovat olleet kaukana sensoreista, joten ne ovat epätarkempia. Lisäksi suuria 
poikkeumia on havaittavissa sisäpihalla rakennuksen seinissä. Täältä ei myöskään ole kum-
mallakaan sensorilla kerätty niin paljon aineistoa ja sensorit ovat olleet kaukana näistä sei-
nistä tai UAV:n tapauksessa tältä seinustalta on vain muutama kuva, sillä ohilento oli hyvin 
nopea. Muita vääristymiä aiheuttaa tosiaan muuttuneet tekijät eri taltiointihetkillä. 
 
Yllä mainittu poikkeaman suuruus on toteutunut koko aineiston ja kulman vertailun kohdalla 
seinän syvyyssuunnassa, joka osoittaa, että seinät ovat kuvautuneet jokseenkin suoriksi. 
Poikkeamat seinän suuntaisesti näissä tapauksissa ovat valtavat, kuten kuvista 46 ja 48 voi-
daan havaita. Varsinkin pitkä eteläseinusta on kuvautunut hyvin väärin. Loput seinät eivät 
täten välttämättä ole niin huonoja ja mukailevat alkuperäistä paljon paremmin. Kun yhteen-
sovitus CloudComparessa tehtäisiin muiden seinien avulla ja jätettiin eteläseinusta pois, 
päästiin huomattavan paljon parempiin tuloksiin. Tällöin myös seinien suuntainen ero oli 
samaa luokkaa kuin seinien syvyyssuunnassa. UAV-kuvausta tulisi parantaa, jotta päästäi-
siin parempiin ja tarkempiin tuloksiin koko alueen osalta. Kuvauksessa olisi täytynyt keskit-
tyä siihen että, juurikin tuon nurkan ylityskohdasta olisi mahdollisimman paljon kuvia. Us-
koisin, että tähän kahden segmentin muodostumiseen on vaikuttanut myös se, että juuri nur-
kan kohdalla kasvoi suuri puu hyvin lähellä seinää, jolloin kaikki kuvat jotka ovat lennon 
aikana kuvattu puun takaa, eivät näytä nurkkaa. Täten eteläseinustan sitominen muuhun ai-
neistoon ei ole onnistunut. Muualla alueella ei ole kuva-asemien ja rakennuksen välissä ollut 
tämän kaltaisia esteitä ja peittoja. Eli vaikka eteläseinustalta ja itäpäädyn kohdalta on kuvattu 
eniten pisteitä, ja täten oletettiin tämän olevan mallin tarkin kohta, niin rakennuksen jyrkkä 
kulma ja sen näkyvyyttä estävä puu ovat aiheuttaneet kahden eri mittakaavassa olevan ryh-
mittymän muodostumisen, joka on aiheuttanut suurta virheellisyyttä. Tämä on harmillista, 
sillä juuri kulman ympäriltä aineisto oli muutoin kaikkein tiheintä. Myös harjaantunut ohjel-
man käyttötaito voisi mahdollistaa joidenkin asetusten asettamista, joilla virheellisyys pys-
tyttäisiin välttämään. 
 
Täytyy muistaa, että aineisto ei tosiaan ole absoluuttisessa vertailussa, sillä kumpikaan läh-
töaineisto ei ole absoluuttisessa koordinaatistossa. UAV:lla tuotetun pistepilven mittakaava 
on määritetty itse. Tässä määrityksessä on hyvin todennäköisesti tapahtunut ainakin jonkin 
suuruinen mittausvirhe, sillä määritys riippuu sekä itse kenttämittauksista, että sen antamien 
pituuksien oikeellisista asettamisista itse muodostetulle mallille. Kenttämittaukset on pyritty 
tekemään mahdollisimman tarkasti, mutta mittaustuloksessa saattaa olla pientä virhettä. 
Toki yksi mittaus suoritettiin hyvin pitkältä kohdalta. Itäpäädyn seinän leveys oli kenttämit-
tauksien mukaan 10,72 metriä. Arvioisin virheen suuruuden maksimissaan 2 cm suuruiseksi. 
Toinen virhettä aiheuttava tekijä, on kun kyseistä kenttämittausta on asetettu tietokoneella 
muodostetulle mallille. Jos ei ole osuttu tarkalleen samoihin kohtiin, kuin missä mittaus on 
ollut, voi virhettä aiheutua. Tämä kuitenkin kuvien perusteella saatiin asettamisvaiheessa 
melko tarkasti. Arvioisin tämän virheen aiheuttavan myös maksimissaan 2 cm eron. Yh-
teensä oman arvion mukaan virhettä voi siis syntyä kuitenkin 4 senttimetriä pelkästään näistä 
kohdista. Nämä yllä mainitut tekijät saattavat hyvinkin viedä tuloksia johonkin suuntaan itse 
vertailussa. Esimerkiksi tuo arvioitu 4 cm vaikuttaisi paljon pisteiden poikkeaman visuali-
soinnin väreihin kuvan 49 kohdalla. Lisäksi vertailuaineistona käytetyn rekisteröidyn piste-
pilven tarkkuus oli Faro Scenen mukaan 1,7 cm. Yllä mainituista syistä johtuen voidaan  
helposti olettaa noin 5 cm suuruisia eroavaisuuksia syntyvän. 
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Vertailutuloksia ja -kuvia tutkiessa, voidaan kuitenkin todeta, että seinien syvyyssuunnan 
poikkeaman suuruus on ollut tasaista eri seinämillä (eli visualisoinneissa eri seiniltä löytyy 
suurin piirtein samoja värisävyjä seinäkohtaisesti). Tällöin voidaan olettaa, että malli on kui-
tenkin muodostettu tämän suhteen suhteellisesti oikein ja seinät ovat kuvautuneet suoriksi. 
Vertailumalli on viimeisen vertailun (ilman eteläseinää) kohdalla tasaisesti virheellinen, joka 
voi johtua esimerkiksi yllä mainitusta mittavirheestä. 
 
Maa-alueiden osalta on huomioitava, että laserkeilaus läpäisee kasvillisuutta, kun taas foto-
grammetrisin toimenpitein läpäisyä ei tapahdu. Täten esimerkiksi nurmikon kohdalla keilaus 
muodostaa pinnan mallin maanpinnan kohdalla ja UAV:lla hankittu aineisto on mitä toden-
näköisimmin muodostanut mallin ruohikon päältä. Toki nurmikon pituus on voinut lisäksi 
olla eri näiden kahden aineiston hankkimisen aikana. Tätä ilmiötä voidaan havaita selkeästi 
kuvasta 46, jossa alueella oleva nurmikkoalue on rajattu punaisella. Tasaisemmat hiekka-
parkkipaikat sen molemmin puolin esittävät paljon pienempää eroa. Pinnan laatu ja maa-
aines voidaan tarkastaa tutkimusalueen rajausta esittävästä kuvasta 23. Toisaalta viimeisen 
vertailun kohdalla, jossa mallit on sovitettu yhteen (rekisteröity) ilman eteläseinän vaiku-
tusta, myös nurmialue on kuvautunut tarkemmin TLS-aineiston mukaan (kuva 51). 
 
Kuten kuvassa 40 on esitetty, UAV:lla muodostetun pistepilven maa-alueissa oli hieman 
poikkeamaa ainakin ruohikon kohdalla, jolloin nurmen pinta oli kuvautunut kahteen tasoon. 
Tätä tapahtui kokeessa 14 enemmän kuin vertailussa käytetyn kokeen 16 mallissa, mutta 
myös vertailuun otetussa mallissa oli ilmiötä havaittavissa. Mahdollisesti pinnan poik-
keamaa on ollut myös hieman hiekka-alueiden kohdalla, vaikka näissä tapauksissa se on 
ollut hyvin mitätöntä. Kun malleja on sovitettu yhteen, ICP algoritmi vertaa kaikkia pintoja, 
mutta jos vallitseva vertailupinta on ollut maan pinnan alueet eikä rakennuksen seinät, niin 
tämä on saattanut johtaa siihen, että hiekka-alueilla mallin poikkeama on ollut pienempää 
kuin seinien kohdalla. Tällöin seinien poikkeama lisääntyisi, jos maanpinta on yllämaini-
tuista tasoeroista johtuen kuvautunut väärään paikkaan. 
 
Loppujen lopuksi tulokset eivät ole tarkkuudeltaan niin mittatarkkoja, että niitä voitaisiin 
käyttää tarkkuutta vaativissa mittauksissa, esimerkiksi rakennusteollisuudessa, mutta tie-
tyssä suuruusluokassa olevia mittauksia voidaan kyllä tekniikalla suorittaa. Alle 10 sentti-
metriä poikkeamaa sisältäviä pisteitä oli kuitenkin todella suuri osa mallista. Tarkalla ja hy-
vin suunnitellulla mittauksella voitaisiin tarkkuutta varmasti parantaa. 
 
Vertailu muissa tutkimuksissa saatuihin tuloksiin 
Tässä kohdassa on analysoitu joitain muiden suorittamia tutkimustuloksia, verraten niitä 
oman tutkimuksen tuloksiin. Näiden tarkoituksena on olla taustatukena ja aiheuttaa pohdin-
taa varsinaiselle omalle tutkimukselle, jossa kriittisempi vertailu on luonnollisesti saman 
alueen TLS-ainesitoon suoritettu vertailu. Tulokset-osiossa on esitetty useampi muiden tut-
kimusten saavuttama tarkkuustulos. 
 
Vautherinin (2016) tulokset olivat joitain senttimetrejä paremmat kuin omassa tutkimuk-
sessa. Toki hänen tutkimus keskittyi rolling shutter ilmiön eliminoimiseen. Eroavaisuuksia 
hänen kokeessaan oli myös kameroiden (mukaan lukien niiden kuvausnopeudet) mallien 
kanssa. Lisäksi hän käytti vertailuaineistona myös UAV:lla kuvattua aineistoa. Oletettavasti 
tämä ei ole yhtä tarkkaa kuin laserkeilattu aineisto. Tarkkuutta hänellä parantaa (sekä refe-
renssiaineiston, että tutkimusaineiston) kohdealueella käytetyt GCP:t. Muutamien senttimet-
rien parannus voi hyvinkin johtua näillä saavutetun georeferoinnin ansiosta. Tämä osoittaa 
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jälleen, että tarkimpaan tulokseen päästään varmasti, kun voidaan sitoa kartoitettava aineisto 
johonkin tunnettuun koordinaatistoon varmasti takkojen referenssipisteiden avulla. Myös 
Yanagin (2016, s. 149) mukaan tarkkuutta voidaan parantaa käyttämällä kuvablokin muo-
dostusta GCP:idem avulla ja tarkkuus paranee, mitä enemmän GCP:itä käytetään. 
 
Strecha (2015, s. 219) arvioi GoPron tapauksessa tuloksen tarkkuuden heikentymisen johtu-
van pääsääntöisesti rolling shutter –ilmiön vaikutuksesta. Hänen mukaansa hitaammalla ka-
meran liikkeellä olisi luultavasti kyetty saavuttamaan parempi tarkkuus. Joka tapauksessa 
kyseisessä artikkelissa on osoitettu, että kameramallilla on paljon vaikutusta mallin tarkkuu-
teen ja vaikka GoPro on erittäin nopea ja täten tehokas, päästään muilla kameramalleilla 
tarkempiin tuloksiin. Lisäksi voidaan todeta, että kalansilmälinssillä voidaan hyvinkin muo-
dostaa malli ja joissain tapauksissa (esimerkiksi ahtaissa tiloissa) se on paljon tehokkaampi 
ratkaisu perinteiseen suoran geometrian kameraan verrattuna. 
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6 Yhteenveto 
Tässä työssä selvitettiin miehittämättömien lentoalusten (UAV) ajankohtainen tilannekat-
saus, keskittyen erityisesti fotogrammetrisiin toimenpiteisiin ja kaukokartoitukseen. Tausta-
tueksi esiteltiin fotogrammetrian perusperiaate ja pistepilven muodostamisen prosessi erityi-
sesti viistokuvia hyödyntämällä. Varsinainen tutkimusosa keskittyi selvittämään UAV:lla 
taltioidun videokuva-aineiston käytettävyyteen kohteen mittatarkan ja georeferoidun piste-
pilven muodostamisessa. Erityishaasteita kuvaustilanteeseen muodosti käytettävän kame-
ran, GoPron, kuvausgeometria ja kuvan taltiointimenetelmä (rolling shutter). Tutkimuksen 
rajoituksina oli keskittyä pääsääntöisesti roottori-UAV:ihin ja videokuvaukseen. Lisäksi ra-
joituksena oli, ettei GPS:ää tai tähyksiä käytetty lainkaan case studyssa. Alla on esitetty yh-
teenveto saaduista havainnoista ja tutkimuksen tuloksista. 
 
Tässä työssä suoritetun tutkimuksen (case study) perusteella on kyetty saavuttamaan koko 
alueen kohdalla alle 0,5 metrin tarkkuus suurimmalta osalta pisteistä ja niiltä osin, kun ku-
vaus on ollut tiheintä, on tarkkuus 10 senttimetrin luokkaa. Huomioitavaa on, että tämän 
tutkimuksen aineistossa ei ollut käytettävissä UAV:n GPS- tai INS-tietoja, eikä minkäänlai-
sia ennalta määriteltyjä kontrollipisteitä oltu asetettu. Lähtöaineistona toimi ainoastaan 
UAV:lla kuvattu GoPro-video kohteen alueelta, suunnattuna lähtökohtaisesti kohderaken-
nusta kohden. Kuvien perusteella on mahdollista muodostaa vapaassa koordinaatistossa 
oleva 3D-malli. Tässä tapauksessa mittakaava määritettiin kenttämittauksien avulla, mutta 
mallia ei ole sidottu mihinkään globaaliin koordinaatistoon. 
 
Videokuvasta 3D-mallin tuottaminen toteutuu joka tapauksessa loppujen lopuksi kuvia/ yk-
sittäisiä ruutuja prosessoimalla. On olemassa ohjelmia, jotka tekevät tämän automaattisesti 
videoaineistosta (esim. Pix4Dmapper) tai sitten kuvakaappaukset voidaan taltioida manuaa-
lisesti tai jollakin videonkäsittelyyn tarkoitetulla ohjelmalla (esimerkiksi VLCmedia player). 
Yksittäiset kuvat (videosta kaapattuihin ruutuihin verrattuna) ovat aina parempi vaihtoehto 
tarkemman mallin aikaansaamiseksi, sillä tällöin päästään parempaan resoluutioon ja täten 
selkeästi tarkempaan ja parempaan lopputulokseen. 
 
Jos toteutetaan projekti, jossa halutaan saada videokuvasta georeferoitu pistepilvi, kannattaa 
videokuvan olla vähintään 4K-tasoista videota. Full HD ei riitä, sillä tällöin jokaisen ruudun 
(framen) suuruus on vain noin 2 megapikseliä, kun taas 4K videossa yksi ruutu on noin 8 
megapikseliä. 
 
Oli kyseessä sitten videokuvattu tai yksittäisiä stillikuvia keräävä lentotehtävä kohteen alu-
eella, lento kannattaa aina suunnitella hyvin tarkasti välttääkseen ylimääräistä aineistoa ja 
säästääkseen prosessointiaikaa. Jos lennetään mielivaltaisesti, niin luultavasti suuri osa ku-
vadatasta on turhaa pistepilven muodostamisen kannalta. Esimerkiksi jos UAV on leijunut 
paikallaan 10 sekuntia, kuvausnopeus 15fps ja kaapataan joka 15:sta ruutu videodatasta, niin 
9/10 kuvaa on aivan turhia halutun lopputuloksen kannalta. Vastaavasti, jos ei haluta niin 
paljon kuvia jälkiprosessointiajan pienentämiseksi, voidaan kuvankaappausväliä pidentää, 
mutta tällöin saatetaan menettää joitain tärkeitä alueita mallista, kun UAV:lla on lennetty 
jossain välissä suuremmalla nopeudella. 
 
Toki videon voisi katsoa läpi ja valita manuaalisesti sellaisia kuvia/ruutuja/frameja, jotka 
ovat sopivia laadukkaan kuvablokin muodostamiseen (esimerkiksi VLC media playerillä 
painamalla Ctrl+S), mutta tällöin häviäisi prosessin automaatio (joka tässä tutkimuksessa oli 
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yhtenä lähtökohtana). Tämä menetelmä mahdollisti tehokkaamman ja nopeamman proses-
soinnin pistepilven muodostamisvaiheessa ja jälkikäsittelyssä, mutta havaittiin että kuvia 
olisi tarvittu reilusti enemmän onnistuneen mallin luomiseksi. Lisäksi tehokkuudessa hävi-
tään, kun joudutaan käyttämään omaa aikaa manuaaliseen kuvakaappausten poimintaan. 
Manuaalinen ruutujen kaappaaminen ei täten ole suositeltavaa pitkän videon ja suuremman 
kohteen tapauksessa. 
 
Nämä yllä mainitut seikat huomioon ottaen, kaikkein tehokkaimpaan lopputulokseen pääs-
tään, kun UAV-kuvausprosessi on suunniteltu järkevästi. Tämä pitää sisällään oikeanlaisen 
kameran valinnan, kuvausolosuhteiden huomioimisen (sää, valaistus jne.), lentoratojen jär-
kevän suunnittelun kattamaan koko haluttu kohde, vakiolentonopeuden tai pysähtymisen ku-
vauspaikoilla, järkevän kuvauskorkeuden kohteen suuruuteen ja laatuun nähden ja järkevän 
kuvauskulman (noin 45 astetta) tai joissain tapauksissa kuvauskulmat. Lisäksi eri mittalait-
teistojen (muun muassa kamera, GPS ja INS) kalibrointi ja orientointi kannattaa todeta toi-
mivaksi ja riittäväksi halutulle tehtävälle. Kun yllämainitut asiat on huomioitu ja suunniteltu 
tehtävää tukevaksi, olosuhteet ovat hyvät sekä videokuvan taltioimiseen, sekä yksittäisten 
kuvien kuvaamiseen. Yksittäin otettuihin kuviin on myös mahdollista yhdistää GPS- ja INS-
sijaintitieto, jolloin georeferointi onnistuu nopeasti ja helposti, joten tästäkin syystä ne ovat 
tehokkaampi vaihtoehto videokuvaan verrattuna. 
 
Lähes kaikissa tapauksissa ja aikaisemmissa tutkimuksissa on myös suositeltu käyttämään 
kontrollipisteitä georeferoinnin suorittamiseksi. Joissakin tapauksissa tämä ei toki välttä-
mättä ole mahdollista. Myös suora georeferointi aluksen GPS- ja INS-tietojen perusteella on 
mahdollista, mutta parempaan tarkkuuteen päästään kohteen ja sen ympäröimän maaston 
GCP:itä käyttämällä. Yllämainituilla vaihtoehdoilla saadaan joka tapauksessa mittakaava 
selville kuvien perusteella, jolloin mittauksia on mahdollista suorittaa, ilman että mittakaa-
vaa tarvitsee erikseen määrittää kenttämittauksien perusteella (sillä tämä ei aina ole mahdol-
lista ja luo ylimääräisen vaiheen prosessiin). 
 
Jatkoa ajatellen on suositeltavaa, että sensori olisi jokin muu hyvälaatuinen digikamera, kuin 
GoPro, jolla virhettä syntyy piirtovirheistä ja rolling shutter -ilmiöstä. On suositeltavaa käyt-
tää global shutter -periaatteella toimivaa kameraa. GoPro mahdollistaa kuvausgeometrial-
laan toki sen, että laajan näkymän ansiosta informaatiota saadaan taltioitua pienemmällä ku-
vamäärällä joihinkin muihin perspektiivisiin kameroihin verrattuna. Jos GoProta halutaan 
käyttää, on suositeltavaa käyttää uusinta mahdollista mallia (esim. GoPro Hero 4 Black edi-
tion tai Hero5), jolloin kuvanlaatu on mahdollisimman hyvä ja esimerkiksi Pix4D tunnistaa 
nämä kamerat juuri oikeaksi kameraksi. Rolling shutter -ilmiölle on myös kehitetty korjaus-
menetelmiä (esimerkiksi Pix4Dmapperille), joita voidaan toki hyödyntää.  
 
Lisäksi videon automaattista pilkkomista kuviksi voisi kehittää älykkäämmäksi, esimerkiksi 
siten, että liian identtisistä (eli hyvin samaan suuntaan, samasta kohdasta otettuja) kuvista 
käytettäisiin vain yhtä. Tämä voitaisiin toteuttaa arvioimalla peräkkäin otettuja kuvapareja 
keskenään. Samoin epäterävät kuvat voitaisiin seuloa automaattisella algoritmilla. Tällöin 
kuvien määrä vähenisi ja laskenta muodostuisi tehokkaammaksi. 
 
UAV-laitteiston valinta on myös huomioitava. Nykyään on kuitenkin mahdollista hankkia 
hyvin monenlaisia ja erilaisia valmiita UAV:ita, joilla fotogrammetrinen tehtävä saadaan 
suoritettua suoraan paketista valmiina tulevalla laitteistolla. Välttämättä ei siis tarvitse koota 
koko UAS-kokonaisuutta itse. 
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Tässä tutkimuksessa malli (rakennus, Lapinlahden sairaala) muodostettiin viistokuvista. 
Olisi mielenkiintoista tutkia myös UAV:lla ja GoProlla hankittua kartoitusaineistoa laajem-
man alueen maastokartoituksen tapauksessa jossa kuvaus on suoritettu suoraan alaspäin 
maata kohden ja verrata saatua DTM/DSM mallia esimerkiksi valtakunnallisesti laserkeilat-
tuun ja tuotettuun pintamalliin tai muuhun tarkempaan aineistoon. 
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Bundle Block Adjustment Details
Number of 2D Keypoint Observations for Bundle Block Adjustment 2034554
Number of 3D Points for Bundle Block Adjustment 727974
Mean Reprojection Error [pixels] 0.390377
Internal Camera Parameters
_0.0_3840x2160 (RGB). Sensor Dimensions: 8.448 [mm] x 4.752 [mm]
EXIF ID: _0.0_3840x2160
Poly[0] Poly[1] Poly[2] Poly[3] c f d e PrincipalPoint x
Principal
Point y
Initial
Values -0.001428 1.0 -0.182400 0.241391 2950.00 2950.00 0 0 1988.16 1485.37
Optimized
Values -0.001666 1.0 -0.179138 0.296000 2960.34 2960.34 0 0 1978.40 1387.38
2D Keypoints Table
Number of 2D Keypoints per Image Number of Matched 2D Keypoints per Image
Median 13357 3169
Min 5736 167
Max 41125 8923
Mean 15824 3341
3D Points from 2D Keypoint Matches
Number of 3D Points Observed
In 2 Images 499899
In 3 Images 115874
In 4 Images 46565
In 5 Images 23781
In 6 Images 13478
In 7 Images 8480
In 8 Images 5387
In 9 Images 3500
In 10 Images 2497
In 11 Images 1747
In 12 Images 1270
In 13 Images 957
In 14 Images 788
In 15 Images 545
In 16 Images 478
In 17 Images 371
In 18 Images 317
In 19 Images 234
In 20 Images 237
In 21 Images 210
In 22 Images 134
In 23 Images 151
In 24 Images 115
In 25 Images 112
In 26 Images 100
In 27 Images 58
In 28 Images 76
In 29 Images 59
In 30 Images 49
In 31 Images 47
In 32 Images 45
In 33 Images 40
In 34 Images 40
In 35 Images 30
In 36 Images 31
In 37 Images 21
In 38 Images 29
In 39 Images 21
In 40 Images 15
In 41 Images 18
In 42 Images 13
In 43 Images 18
In 44 Images 16
In 45 Images 6
In 46 Images 7
In 47 Images 12
In 48 Images 7
In 49 Images 6
In 50 Images 5
In 51 Images 8
In 52 Images 6
In 53 Images 4
In 54 Images 3
In 55 Images 3
In 56 Images 3
In 57 Images 6
In 58 Images 2
In 59 Images 4
In 61 Images 3
In 62 Images 3
In 63 Images 2
In 66 Images 1
In 67 Images 2
In 68 Images 1
In 70 Images 1
In 71 Images 2
In 72 Images 1
In 73 Images 2
In 74 Images 1
In 75 Images 2
In 78 Images 1
In 79 Images 1
In 83 Images 1
In 85 Images 1
In 94 Images 1
In 95 Images 1
In 98 Images 2
In 102 Images 1
In 104 Images 1
In 106 Images 1
In 121 Images 1
In 123 Images 1
In 135 Images 1
In 139 Images 2
In 140 Images 1
In 161 Images 1
3D Points from 2D Keypoint Matches
Number of matches
25 222 444 666 888 1111 1333 1555 1777 2000
Figure 5: Top view of the image computed positions with a link between matching images. The darkness of the links indicates the number of matched 2D keypoints
between the images. Bright links indicate weak links and require manual tie points or more images.
Point Cloud Densification details
Summary
Processing Type oblique
Image Scale multiscale, 1/2 (half image size, default)
Point Density optimal
Minimum Number of Matches 3
Use Densification Area yes
Use Annotations yes
Time for Densification (without report and 3D textured mesh) 02h:54m:55s
Results
Number of 3D Densified Points 410001
Average Density (per m3) 5.55
Generated with Pix4Ddiscovery version 3.0.13
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Summary
Project koe11_uudelleenajo
Processed 2016-11-09 22:33:36
Camera Model Name(s) HERO4Black_0.0_3840x2160_4k_video (RGB)
Average Ground Sampling Distance (GSD) undefined
Time for Initial Processing (without report) 04h:31m:55s
Quality Check
Images median of 21573 keypoints per image
Dataset 595 out of 609 images calibrated (97%), all images enabled
Camera Optimization 0.6% relative difference between initial and optimized internal camera parameters
Matching median of 3403.63 matches per calibrated image
Georeferencing no, no 3D GCP
Calibration Details
Number of Calibrated Images 595 out of 609
Number of Geolocated Images 0 out of 609
Initial Image Positions
The preview is not generated for images without geolocation. 
Computed Image/GCPs/Manual Tie Points Positions
The preview is not generated for images without geolocation.
Bundle Block Adjustment Details
Number of 2D Keypoint Observations for Bundle Block Adjustment 2077037
Number of 3D Points for Bundle Block Adjustment 820113
Mean Reprojection Error [pixels] 0.327
Internal Camera Parameters
HERO4Black_0.0_3840x2160_4k_video (RGB). Sensor Dimensions: 5.952 [mm] x 3.348 [mm]
EXIF ID: _0.0_3840x2160
Poly[0] Poly[1] Poly[2] Poly[3] Poly[4] c d e f PrincipalPoint x
Principal
Point y
Initial Values 0.000000 1.000000 -0.020435 0.172260 -0.007555 2756.79 -0.28 -0.28 2756.79 1920.00 1080.00
Optimized Values 0.000000 1.000000 -0.049090 0.051095 0.177326 2804.85 -2.71 -2.71 2815.74 1943.80 1069.05
Uncertainties (Sigma) 0.002525 0.006458 0.005247 1.01 0.42 0.42 1.77 0.59 0.53
The number of Automatic Tie Points (ATPs) per pixel averaged over all images of the camera model
is color coded between black and white. White indicates that, in average, more than 16 ATPs are
extracted at this pixel location. Black indicates that, in average, 0 ATP has been extracted at this pixel
location. Click on the image to the see the average direction and magnitude of the reprojection error
for each pixel. Note that the vectors are scaled for better visualization.
2D Keypoints Table
Number of 2D Keypoints per Image Number of Matched 2D Keypoints per Image
Median 21573 3404
Min 19306 428
Max 36417 8032
Mean 22841 3491
3D Points from 2D Keypoint Matches
Number of 3D Points Observed
In 2 Images 627355
In 3 Images 108600
In 4 Images 37693
In 5 Images 17706
In 6 Images 9800
In 7 Images 5758
In 8 Images 3653
In 9 Images 2356
In 10 Images 1693
In 11 Images 1150
In 12 Images 823
In 13 Images 644
In 14 Images 452
In 15 Images 373
In 16 Images 303
In 17 Images 238
In 18 Images 199
In 19 Images 167
In 20 Images 142
In 21 Images 134
In 22 Images 107
In 23 Images 105
In 24 Images 68
In 25 Images 77
In 26 Images 53
In 27 Images 50
In 28 Images 42
In 29 Images 37
In 30 Images 37
In 31 Images 29
In 32 Images 29
In 33 Images 21
In 34 Images 20
In 35 Images 23
In 36 Images 12
In 37 Images 16
In 38 Images 19
In 39 Images 9
In 40 Images 8
In 41 Images 13
In 42 Images 9
In 43 Images 6
In 44 Images 5
In 45 Images 9
In 46 Images 3
In 47 Images 6
In 48 Images 4
In 49 Images 4
In 50 Images 2
In 51 Images 6
In 52 Images 3
In 53 Images 4
In 54 Images 4
In 55 Images 3
In 56 Images 3
In 57 Images 3
In 58 Images 2
In 59 Images 5
In 60 Images 1
In 61 Images 2
In 62 Images 3
In 63 Images 1
In 68 Images 2
In 71 Images 1
In 72 Images 1
In 74 Images 1
In 79 Images 1
In 81 Images 1
In 82 Images 1
In 86 Images 1
In 90 Images 1
In 93 Images 1
2D Keypoint Matches
Uncertainty ellipses 10x magnified
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Figure 5: Computed image positions with links between matched images. The darkness of the links indicates the number of matched 2D keypoints between the
images. Bright links indicate weak links and require manual tie points or more images. Dark green ellipses indicate the relative camera position uncertainty of the
bundle block adjustment result.
Relative camera position and orientation uncertainties
X [m] Y [m] Z [m] Omega [degree] Phi [degree] Kappa [degree]
Mean 0.049 0.052 0.034 0.074 0.036 0.047
Sigma 0.024 0.036 0.016 0.069 0.010 0.066
Initial Processing Details
System Information
Hardware
CPU: Intel(R) Core(TM) i5-2400 CPU @ 3.10GHz
RAM: 8GB
GPU: NVIDIA GeForce GTX 650 Ti (Driver: 10.18.13.6839), RDPDD Chained DD (Driver: unknown), RDP Encoder Mirror Driver
(Driver: unknown), RDP Reflector Display Driver (Driver: unknown)
Operating
System Windows 7 Professional, 64-bit
Coordinate Systems
Output Coordinate System Arbitrary (m)
Processing Options
Detected Template    3D Models
Keypoints Image Scale Full, Image Scale: 1
Advanced: Matching Image Pairs Free Flight or Terrestrial
Advanced: Matching Strategy Use Geometrically Verified Matching: no
Advanced: Keypoint Extraction Targeted Number of Keypoints: Automatic
Advanced: Calibration
Calibration Method: Standard
Internal Parameters Optimization: All
External Parameters Optimization: All
Rematch: Auto, yes
Bundle Adjustment: Classic
Point Cloud Densification details
Processing Options
Image Scale multiscale, 1/2 (Half image size, Default)
Point Density Optimal
Minimum Number of Matches 3
3D Textured Mesh Generation yes
3D Textured Mesh Settings: Resolution: Medium Resolution (default)Color Balancing: no
Advanced: 3D Textured Mesh Settings Sample Density Divider: 1
Advanced: Matching Window Size 9x9 pixels
Advanced: Image Groups group1
Advanced: Use Processing Area yes
Advanced: Use Annotations yes
Advanced: Limit Camera Depth Automatically yes
Time for Point Cloud Densification 07h:19m:43s
Time for 3D Textured Mesh Generation 27m:35s
Results
Number of Processed Clusters 2
Number of Generated Tiles 1
Number of 3D Densified Points 7194877
Average Density (per m3) 7.38
Generated with Pix4Dmapper Pro version 3.0.13
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Summary
Project lapinlahti_609_versio3
Processed 2016-10-27 15:56:16
Camera Model Name(s) HERO4Black_0.0_3840x2160_4k_video (RGB)
Average Ground Sampling Distance (GSD) undefined
Time for Initial Processing (without report) 04h:37m:21s
Quality Check
Images median of 21588 keypoints per image
Dataset 607 out of 609 images calibrated (99%), all images enabled, 2 blocks
Camera Optimization 0.77% relative difference between initial and optimized internal camera parameters
Matching median of 3622.46 matches per calibrated image
Georeferencing no, no 3D GCP
Calibration Details
Number of Calibrated Images 607 out of 609
Number of Geolocated Images 0 out of 609
Initial Image Positions
The preview is not generated for images without geolocation. 
Computed Image/GCPs/Manual Tie Points Positions
The preview is not generated for images without geolocation.
Bundle Block Adjustment Details
Number of 2D Keypoint Observations for Bundle Block Adjustment 2239206
Number of 3D Points for Bundle Block Adjustment 851832
Mean Reprojection Error [pixels] 0.331
Internal Camera Parameters
HERO4Black_0.0_3840x2160_4k_video (RGB). Sensor Dimensions: 5.952 [mm] x 3.348 [mm]
EXIF ID: _0.0_3840x2160
Poly[0] Poly[1] Poly[2] Poly[3] Poly[4] c d e f PrincipalPoint x
Principal
Point y
Initial Values 0.000000 1.000000 -0.020435 0.172260 -0.007555 2756.79 -0.28 -0.28 2756.79 1920.00 1080.00
Optimized Values 0.000000 1.000000 -0.026756 -0.066822 0.297490 2807.12 -1.80 -1.83 2820.02 1950.55 1067.63
Uncertainties (Sigma) 0.002199 0.005594 0.004507 0.88 0.41 0.41 1.56 0.52 0.49
The number of Automatic Tie Points (ATPs) per pixel averaged over all images of the camera model
is color coded between black and white. White indicates that, in average, more than 16 ATPs are
extracted at this pixel location. Black indicates that, in average, 0 ATP has been extracted at this pixel
location. Click on the image to the see the average direction and magnitude of the reprojection error
for each pixel. Note that the vectors are scaled for better visualization.
2D Keypoints Table
Number of 2D Keypoints per Image Number of Matched 2D Keypoints per Image
Median 21588 3622
Min 19306 419
Max 43737 8884
Mean 23134 3689
3D Points from 2D Keypoint Matches
Number of 3D Points Observed
In 2 Images 641195
In 3 Images 114697
In 4 Images 41321
In 5 Images 19617
In 6 Images 10888
In 7 Images 6632
In 8 Images 4415
In 9 Images 2962
In 10 Images 2057
In 11 Images 1442
In 12 Images 1091
In 13 Images 840
In 14 Images 681
In 15 Images 517
In 16 Images 401
In 17 Images 342
In 18 Images 306
In 19 Images 256
In 20 Images 217
In 21 Images 163
In 22 Images 138
In 23 Images 162
In 24 Images 128
In 25 Images 108
In 26 Images 109
In 27 Images 88
In 28 Images 69
In 29 Images 70
In 30 Images 70
In 31 Images 58
In 32 Images 51
In 33 Images 38
In 34 Images 31
In 35 Images 41
In 36 Images 28
In 37 Images 36
In 38 Images 23
In 39 Images 20
In 40 Images 27
In 41 Images 27
In 42 Images 21
In 43 Images 17
In 44 Images 24
In 45 Images 27
In 46 Images 27
In 47 Images 20
In 48 Images 14
In 49 Images 8
In 50 Images 6
In 51 Images 11
In 52 Images 11
In 53 Images 9
In 54 Images 11
In 55 Images 10
In 56 Images 10
In 57 Images 9
In 58 Images 8
In 59 Images 14
In 60 Images 9
In 61 Images 8
In 62 Images 15
In 63 Images 9
In 64 Images 2
In 65 Images 6
In 66 Images 6
In 67 Images 5
In 68 Images 9
In 69 Images 2
In 70 Images 9
In 71 Images 3
In 72 Images 3
In 73 Images 8
In 74 Images 5
In 75 Images 8
In 76 Images 2
In 77 Images 7
In 78 Images 3
In 79 Images 3
In 80 Images 6
In 81 Images 5
In 82 Images 2
In 83 Images 3
In 84 Images 3
In 85 Images 2
In 86 Images 2
In 87 Images 4
In 88 Images 2
In 89 Images 3
In 90 Images 3
In 91 Images 2
In 92 Images 3
In 93 Images 1
In 95 Images 1
In 96 Images 2
In 97 Images 2
In 98 Images 3
In 99 Images 1
In 100 Images 6
In 101 Images 1
In 103 Images 1
In 105 Images 2
In 107 Images 1
In 109 Images 2
In 110 Images 1
In 112 Images 1
In 113 Images 2
In 114 Images 2
In 115 Images 1
In 116 Images 2
In 117 Images 1
In 118 Images 1
In 127 Images 1
In 130 Images 1
In 131 Images 1
In 134 Images 1
In 136 Images 1
In 138 Images 1
In 142 Images 1
In 144 Images 1
In 146 Images 1
In 147 Images 1
In 149 Images 1
In 156 Images 1
In 160 Images 1
In 172 Images 1
In 174 Images 1
In 179 Images 1
In 182 Images 1
2D Keypoint Matches
Uncertainty ellipses 10x magnified
Number of matches
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Figure 5: Computed image positions with links between matched images. The darkness of the links indicates the number of matched 2D keypoints between the
images. Bright links indicate weak links and require manual tie points or more images. Dark green ellipses indicate the relative camera position uncertainty of the
bundle block adjustment result.
Relative camera position and orientation uncertainties
X [m] Y [m] Z [m] Omega [degree] Phi [degree] Kappa [degree]
Mean 0.023 0.030 0.012 0.104 0.043 0.064
Sigma 0.037 0.041 0.010 0.077 0.046 0.080
Manual Tie Points
MTP Name Projection Error [pixel] Verified/Marked
mtp1 0.845 3 / 3
mtp3 2.630 2 / 2
mtp4 5.130 3 / 3
Projection errors for manual tie points.The last column counts the number of images where the manual tie point has been automatically verified vs. manually
marked.
Geolocation Details
Scale Constraints
Scale
Name
Initial Length
[m]
Initial Length Accuracy
[m]
Computed Length
[m]
Computed Length Error
[m]
GCP/MTP Label
1
GCP/MTP Label
2
Scale 1 10.720 0.020 10.647 -0.073 mtp1(3) mtp2(3)
Scale constraints errors.
Orientation Constraints
Orientation Name Axis Angular Accuracy [degree] Computed Angular Error [degree] GCP/MTP Label 1 GCP/MTP Label 2
Orientation 1 Axis-Z 1.000 2.897 mtp3(2) mtp4(3)
Orientation constraints errors.
Initial Processing Details
System Information
Hardware
CPU: Intel(R) Core(TM) i5-2400 CPU @ 3.10GHz
RAM: 8GB
GPU: NVIDIA GeForce GTX 650 Ti (Driver: 10.18.13.6839), RDPDD Chained DD (Driver: unknown), RDP Encoder Mirror Driver
(Driver: unknown), RDP Reflector Display Driver (Driver: unknown)
Operating
System Windows 7 Professional, 64-bit
Coordinate Systems
Output Coordinate System Arbitrary (m)
Processing Options
Detected Template    3D Models
Keypoints Image Scale Full, Image Scale: 1
Advanced: Matching Image Pairs Free Flight or Terrestrial
Advanced: Matching Strategy Use Geometrically Verified Matching: no
Advanced: Keypoint Extraction Targeted Number of Keypoints: Automatic
Advanced: Calibration
Calibration Method: Standard
Internal Parameters Optimization: All
External Parameters Optimization: All
Rematch: Auto, yes
Bundle Adjustment: Classic
Point Cloud Densification details
Processing Options
Image Scale multiscale, 1/2 (Half image size, Default)
Point Density Optimal
Minimum Number of Matches 3
3D Textured Mesh Generation yes
3D Textured Mesh Settings: Resolution: Medium Resolution (default)Color Balancing: no
Advanced: 3D Textured Mesh Settings Sample Density Divider: 1
Advanced: Matching Window Size 9x9 pixels
Advanced: Image Groups group1
Advanced: Use Processing Area yes
Advanced: Use Annotations yes
Advanced: Limit Camera Depth Automatically yes
Time for Point Cloud Densification 07h:54m:54s
Time for 3D Textured Mesh Generation 24m:57s
Results
Number of Processed Clusters 4
Number of Generated Tiles 1
Number of 3D Densified Points 8807193
Average Density (per m3) 483.02
Generated with Pix4Dmapper Pro version 3.0.13
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Summary
Project lapinlahti_videosta_versio3
Processed 2016-10-30 01:33:38
Camera Model Name(s) HERO4Black_0.0_3840x2160_4k_video (RGB)
Average Ground Sampling Distance (GSD) undefined
Time for Initial Processing (without report) 01h:04m:53s
Quality Check
Images median of 23206 keypoints per image
Dataset 162 out of 319 images calibrated (50%), 7 images disabled
Camera Optimization 0.2% relative difference between initial and optimized internal camera parameters
Matching median of 3492.72 matches per calibrated image
Georeferencing no, no 3D GCP
Calibration Details
Number of Calibrated Images 162 out of 326
Number of Geolocated Images 0 out of 326
Initial Image Positions
The preview is not generated for images without geolocation. 
Computed Image/GCPs/Manual Tie Points Positions
The preview is not generated for images without geolocation.
Bundle Block Adjustment Details
Number of 2D Keypoint Observations for Bundle Block Adjustment 605996
Number of 3D Points for Bundle Block Adjustment 229289
Mean Reprojection Error [pixels] 0.384
Internal Camera Parameters
HERO4Black_0.0_3840x2160_4k_video (RGB). Sensor Dimensions: 5.952 [mm] x 3.348 [mm]
EXIF ID: _0.0_3840x2160
Poly[0] Poly[1] Poly[2] Poly[3] Poly[4] c d e f PrincipalPoint x
Principal
Point y
Initial Values 0.000000 1.000000 -0.020435 0.172260 -0.007555 2756.79 -0.28 -0.28 2756.79 1920.00 1080.00
Optimized Values 0.000000 1.000000 0.027224 -0.034102 0.200041 2757.35 -0.21 -0.21 2756.61 1920.13 1079.88
The number of Automatic Tie Points (ATPs) per pixel averaged over all images of the camera model
is color coded between black and white. White indicates that, in average, more than 16 ATPs are
extracted at this pixel location. Black indicates that, in average, 0 ATP has been extracted at this pixel
location. Click on the image to the see the average direction and magnitude of the reprojection error
for each pixel. Note that the vectors are scaled for better visualization.
2D Keypoints Table
Number of 2D Keypoints per Image Number of Matched 2D Keypoints per Image
Median 23206 3493
Min 18529 765
Max 41385 8715
Mean 24917 3741
3D Points from 2D Keypoint Matches
Number of 3D Points Observed
In 2 Images 174603
In 3 Images 29135
In 4 Images 11022
In 5 Images 4976
In 6 Images 2787
In 7 Images 1717
In 8 Images 1113
In 9 Images 803
In 10 Images 594
In 11 Images 406
In 12 Images 295
In 13 Images 229
In 14 Images 213
In 15 Images 184
In 16 Images 139
In 17 Images 123
In 18 Images 104
In 19 Images 94
In 20 Images 68
In 21 Images 47
In 22 Images 49
In 23 Images 44
In 24 Images 69
In 25 Images 34
In 26 Images 25
In 27 Images 33
In 28 Images 24
In 29 Images 26
In 30 Images 22
In 31 Images 22
In 32 Images 22
In 33 Images 19
In 34 Images 15
In 35 Images 16
In 36 Images 10
In 37 Images 11
In 38 Images 8
In 39 Images 7
In 40 Images 6
In 41 Images 10
In 42 Images 7
In 43 Images 9
In 44 Images 9
In 45 Images 3
In 46 Images 14
In 47 Images 5
In 48 Images 5
In 49 Images 8
In 50 Images 5
In 51 Images 4
In 52 Images 5
In 53 Images 3
In 54 Images 4
In 55 Images 8
In 56 Images 3
In 57 Images 5
In 58 Images 6
In 59 Images 7
In 60 Images 4
In 61 Images 1
In 62 Images 5
In 63 Images 3
In 64 Images 3
In 65 Images 5
In 66 Images 3
In 67 Images 5
In 68 Images 4
In 69 Images 2
In 70 Images 2
In 71 Images 2
In 72 Images 2
In 73 Images 3
In 75 Images 1
In 76 Images 2
In 78 Images 1
In 79 Images 2
In 82 Images 1
In 83 Images 2
In 85 Images 1
In 93 Images 1
2D Keypoint Matches
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Figure 5: Computed image positions with links between matched images. The darkness of the links indicates the number of matched 2D keypoints between the
images. Bright links indicate weak links and require manual tie points or more images.
Initial Processing Details
System Information
Hardware
CPU: Intel(R) Core(TM) i5-2400 CPU @ 3.10GHz
RAM: 8GB
GPU: NVIDIA GeForce GTX 650 Ti (Driver: 10.18.13.6839), RDPDD Chained DD (Driver: unknown), RDP Encoder Mirror Driver
(Driver: unknown), RDP Reflector Display Driver (Driver: unknown)
Operating
System Windows 7 Professional, 64-bit
Coordinate Systems
Output Coordinate System Arbitrary (m)
Processing Options
Detected Template    3D Models
Keypoints Image Scale Full, Image Scale: 1
Advanced: Matching Image Pairs Free Flight or Terrestrial
Advanced: Matching Strategy Use Geometrically Verified Matching: no
Advanced: Keypoint Extraction Targeted Number of Keypoints: Automatic
Advanced: Calibration
Calibration Method: Standard
Internal Parameters Optimization: All
External Parameters Optimization: All
Rematch: Auto, yes
Bundle Adjustment: Classic
Point Cloud Densification details
Processing Options
Image Scale multiscale, 1/2 (Half image size, Default)
Point Density Optimal
Minimum Number of Matches 3
3D Textured Mesh Generation yes
3D Textured Mesh Settings: Resolution: Medium Resolution (default)Color Balancing: no
Advanced: 3D Textured Mesh Settings Sample Density Divider: 1
Advanced: Matching Window Size 9x9 pixels
Advanced: Image Groups group1
Advanced: Use Processing Area yes
Advanced: Use Annotations yes
Advanced: Limit Camera Depth Automatically yes
Time for Point Cloud Densification 47m:59s
Time for 3D Textured Mesh Generation 21m:54s
Results
Number of Generated Tiles 1
Number of 3D Densified Points 1941432
Average Density (per m3) 0.6
Generated with Pro version 2.2.25
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Summary
Project lapinlahti_2016_2
Processed 2016-10-04 01:04:15
Camera Model Name(s) HERO4Black_0.0_3840x2160_4k_video (RGB)
Average Ground Sampling Distance (GSD) undefined
Area Covered undefined
Time for Initial Processing (without report) 04h:14m:22s
Quality Check
Images median of 21597 keypoints per image
Dataset 552 out of 609 images calibrated (90%), all images enabled
Camera Optimization 0.01% relative difference between initial and optimized internal camera parameters
Matching median of 3618.02 matches per calibrated image
Georeferencing no, no 3D GCP
Preview
 
Figure 1: Orthomosaic and the corresponding sparse Digital Surface Model (DSM) before densification.
Calibration Details
Number of Calibrated Images 552 out of 609
Number of Geolocated Images 0 out of 609
Initial Image Positions
The preview is not generated for images without geolocation. 
Computed Image/GCPs/Manual Tie Points Positions
The preview is not generated for images without geolocation. 
Overlap
Number of overlapping images: 1 2 3 4 5+
Figure 4: Number of overlapping images computed for each pixel of the orthomosaic. 
Red and yellow areas indicate low overlap for which poor results may be generated. Green areas indicate an overlap of over 5 images for every pixel. Good
quality results will be generated as long as the number of keypoint matches is also sufficient for these areas (see Figure 5 for keypoint matches).
Bundle Block Adjustment Details
Number of 2D Keypoint Observations for Bundle Block Adjustment 2028396
Number of 3D Points for Bundle Block Adjustment 803617
Mean Reprojection Error [pixels] 0.433
Internal Camera Parameters
HERO4Black_0.0_3840x2160_4k_video (RGB). Sensor Dimensions: 5.952 [mm] x 3.348 [mm]
EXIF ID: _0.0_3840x2160
Poly[0] Poly[1] Poly[2] Poly[3] Poly[4] c d e f PrincipalPoint x
Principal
Point y
Initial Values 0.000000 1.000000 -0.020435 0.172260 -0.007555 2756.79 -0.28 -0.28 2756.79 1920.00 1080.00
Optimized Values 0.000000 1.000000 -0.018584 0.165064 -0.002641 2756.79 -0.28 -0.28 2756.79 1920.00 1080.00
The number of Automatic Tie Points (ATPs) per pixel averaged over all images of the camera model
is color coded between black and white. White indicates that, in average, more than 16 ATPs are
extracted at this pixel location. Black indicates that, in average, 0 ATP has been extracted at this pixel
location. Click on the image to the see the average direction and magnitude of the reprojection error
for each pixel. Note that the vectors are scaled for better visualization.
2D Keypoints Table
Number of 2D Keypoints per Image Number of Matched 2D Keypoints per Image
Median 21597 3618
Min 19660 374
Max 36417 7857
Mean 22987 3675
3D Points from 2D Keypoint Matches
Number of 3D Points Observed
In 2 Images 615569
In 3 Images 106528
In 4 Images 37230
In 5 Images 17084
In 6 Images 9247
In 7 Images 5436
In 8 Images 3448
In 9 Images 2329
In 10 Images 1498
In 11 Images 1186
In 12 Images 745
In 13 Images 648
In 14 Images 421
In 15 Images 357
In 16 Images 261
In 17 Images 219
In 18 Images 187
In 19 Images 160
In 20 Images 127
In 21 Images 107
In 22 Images 84
In 23 Images 94
In 24 Images 72
In 25 Images 58
In 26 Images 47
In 27 Images 53
In 28 Images 44
In 29 Images 48
In 30 Images 47
In 31 Images 30
In 32 Images 27
In 33 Images 26
In 34 Images 19
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In 36 Images 13
In 37 Images 9
In 38 Images 9
In 39 Images 10
In 40 Images 10
In 41 Images 9
In 42 Images 13
In 43 Images 6
In 44 Images 12
In 45 Images 4
In 46 Images 7
In 47 Images 4
In 48 Images 5
In 49 Images 3
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In 53 Images 5
In 54 Images 1
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In 59 Images 4
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In 62 Images 2
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In 68 Images 1
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In 85 Images 1
2D Keypoint Matches
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Figure 5: Computed image positions with links between matched images. The darkness of the links indicates the number of matched 2D keypoints between the
images. Bright links indicate weak links and require manual tie points or more images.
Relative camera position and orientation uncertainties
Uncertainty computation failed.
Initial Processing Details
System Information
Hardware
CPU: Intel(R) Core(TM) i5-2400 CPU @ 3.10GHz
RAM: 8GB
GPU: NVIDIA GeForce GTX 650 Ti (Driver: 10.18.13.6839), RDPDD Chained DD (Driver: unknown), RDP Encoder Mirror Driver
(Driver: unknown), RDP Reflector Display Driver (Driver: unknown)
Operating
System Windows 7 Professional, 64-bit
Coordinate Systems
Output Coordinate System Arbitrary (m)
Processing Options
Detected Template No Template Available
Keypoints Image Scale Full, Image Scale: 1
Advanced: Matching Image Pairs Aerial Grid or Corridor
Advanced: Matching Strategy Use Geometrically Verified Matching: no
Advanced: Keypoint Extraction Targeted Number of Keypoints: Automatic
Advanced: Calibration
Calibration Method: Standard
Internal Parameters Optimization: All
External Parameters Optimization: All
Rematch: Auto, yes
Point Cloud Densification details
Processing Options
Image Scale multiscale, 1/2 (Half image size, Default)
Point Density Optimal
Minimum Number of Matches 3
3D Textured Mesh Generation yes
3D Textured Mesh Settings: Resolution: Medium Resolution (default)Color Balancing: no
Advanced: 3D Textured Mesh Settings Sample Density Divider: 1Maximum Number of Triangles per Leaf: 8
Advanced: Matching Window Size 7x7 pixels
Advanced: Image Groups group1
Advanced: Use Processing Area yes
Advanced: Use Annotations yes
Advanced: Limit Camera Depth Automatically no
Time for Point Cloud Densification 21h:23m:41s
Time for 3D Textured Mesh Generation 19m:48s
Results
Number of Processed Clusters 2
Number of Generated Tiles 1
Number of 3D Densified Points 5817320
Average Density (per m3) 2
DSM, Orthomosaic and Index Details
Processing Options
DSM and Orthomosaic Resolution 1 x GSD (7.62 [cm/pixel])
DSM Filters Noise Filtering: yesSurface Smoothing: yes, Type: Sharp
Raster DSM
Generated: yes
Method: Inverse Distance Weighting
Merge Tiles: yes
Orthomosaic
Generated: yes 
Merge Tiles: yes
GeoTIFF Without Transparency: no
Google Maps Tiles and KML: no
Time for DSM Generation 20m:17s
Time for Orthomosaic Generation 53m:33s
Generated with Pro version 2.2.25
Quality Report
Important: Click on the different icons for:
  Help to analyze the results in the Quality Report
  Additional information about the sections
 Click here for additional tips to analyze the Quality Report
Summary
Project lapinlahti_2016_2
Processed 2016-10-07 18:57:56
Camera Model Name(s) HERO4Black_0.0_3840x2160_4k_video (RGB)
Average Ground Sampling Distance (GSD) undefined
Area Covered undefined
Time for Initial Processing (without report) 04h:18m:56s
Quality Check
Images median of 21597 keypoints per image
Dataset 552 out of 554 images calibrated (99%), 55 images disabled
Camera Optimization 0.79% relative difference between initial and optimized internal camera parameters
Matching median of 3631.54 matches per calibrated image
Georeferencing no, no 3D GCP
Preview
 
Figure 1: Orthomosaic and the corresponding sparse Digital Surface Model (DSM) before densification.
Calibration Details
Number of Calibrated Images 552 out of 609
Number of Geolocated Images 0 out of 609
Initial Image Positions
The preview is not generated for images without geolocation. 
Computed Image/GCPs/Manual Tie Points Positions
The preview is not generated for images without geolocation. 
Overlap
Number of overlapping images: 1 2 3 4 5+
Figure 4: Number of overlapping images computed for each pixel of the orthomosaic. 
Red and yellow areas indicate low overlap for which poor results may be generated. Green areas indicate an overlap of over 5 images for every pixel. Good
quality results will be generated as long as the number of keypoint matches is also sufficient for these areas (see Figure 5 for keypoint matches).
Bundle Block Adjustment Details
Number of 2D Keypoint Observations for Bundle Block Adjustment 2063324
Number of 3D Points for Bundle Block Adjustment 774340
Mean Reprojection Error [pixels] 0.335
Internal Camera Parameters
HERO4Black_0.0_3840x2160_4k_video (RGB). Sensor Dimensions: 5.952 [mm] x 3.348 [mm]
EXIF ID: _0.0_3840x2160
Poly[0] Poly[1] Poly[2] Poly[3] Poly[4] c d e f PrincipalPoint x
Principal
Point y
Initial Values 0.000000 1.000000 -0.020435 0.172260 -0.007555 2756.79 -0.28 -0.28 2756.79 1920.00 1080.00
Optimized Values 0.000000 1.000000 -0.033779 -0.052312 0.283494 2799.56 0.73 0.72 2810.91 1954.23 1065.95
The number of Automatic Tie Points (ATPs) per pixel averaged over all images of the camera model
is color coded between black and white. White indicates that, in average, more than 16 ATPs are
extracted at this pixel location. Black indicates that, in average, 0 ATP has been extracted at this pixel
location. Click on the image to the see the average direction and magnitude of the reprojection error
for each pixel. Note that the vectors are scaled for better visualization.
2D Keypoints Table
Number of 2D Keypoints per Image Number of Matched 2D Keypoints per Image
Median 21597 3632
Min 19660 557
Max 36417 8944
Mean 22987 3738
3D Points from 2D Keypoint Matches
Number of 3D Points Observed
In 2 Images 581285
In 3 Images 104474
In 4 Images 37425
In 5 Images 17855
In 6 Images 9992
In 7 Images 6030
In 8 Images 4033
In 9 Images 2723
In 10 Images 1973
In 11 Images 1399
In 12 Images 1143
In 13 Images 830
In 14 Images 721
In 15 Images 563
In 16 Images 433
In 17 Images 376
In 18 Images 307
In 19 Images 278
In 20 Images 226
In 21 Images 195
In 22 Images 181
In 23 Images 174
In 24 Images 122
In 25 Images 124
In 26 Images 97
In 27 Images 110
In 28 Images 95
In 29 Images 90
In 30 Images 74
In 31 Images 56
In 32 Images 53
In 33 Images 56
In 34 Images 45
In 35 Images 52
In 36 Images 48
In 37 Images 32
In 38 Images 37
In 39 Images 35
In 40 Images 34
In 41 Images 22
In 42 Images 21
In 43 Images 29
In 44 Images 19
In 45 Images 30
In 46 Images 24
In 47 Images 16
In 48 Images 13
In 49 Images 20
In 50 Images 19
In 51 Images 13
In 52 Images 22
In 53 Images 18
In 54 Images 11
In 55 Images 6
In 56 Images 14
In 57 Images 14
In 58 Images 11
In 59 Images 11
In 60 Images 12
In 61 Images 8
In 62 Images 7
In 63 Images 10
In 64 Images 6
In 65 Images 7
In 66 Images 6
In 67 Images 4
In 68 Images 7
In 69 Images 12
In 70 Images 4
In 71 Images 6
In 72 Images 5
In 73 Images 12
In 74 Images 9
In 75 Images 3
In 76 Images 2
In 77 Images 1
In 79 Images 2
In 80 Images 4
In 81 Images 3
In 82 Images 6
In 83 Images 3
In 84 Images 5
In 85 Images 4
In 86 Images 2
In 87 Images 1
In 88 Images 5
In 89 Images 3
In 90 Images 1
In 91 Images 4
In 92 Images 2
In 93 Images 3
In 94 Images 3
In 95 Images 1
In 96 Images 1
In 97 Images 2
In 98 Images 4
In 100 Images 3
In 101 Images 2
In 102 Images 1
In 104 Images 3
In 106 Images 2
In 107 Images 1
In 109 Images 2
In 110 Images 1
In 112 Images 1
In 113 Images 2
In 114 Images 1
In 115 Images 2
In 116 Images 1
In 118 Images 2
In 120 Images 2
In 121 Images 1
In 122 Images 2
In 126 Images 1
In 128 Images 1
In 131 Images 1
In 132 Images 2
In 133 Images 1
In 135 Images 1
In 137 Images 1
In 138 Images 2
In 140 Images 2
In 141 Images 1
In 144 Images 1
In 148 Images 1
In 149 Images 2
In 151 Images 1
In 162 Images 1
In 164 Images 1
In 169 Images 1
In 175 Images 1
2D Keypoint Matches
Number of matches
25 222 444 666 888 1111 1333 1555 1777 2000
Figure 5: Computed image positions with links between matched images. The darkness of the links indicates the number of matched 2D keypoints between the
images. Bright links indicate weak links and require manual tie points or more images.
Relative camera position and orientation uncertainties
Uncertainty computation failed.
Manual Tie Points
MTP Name Projection Error [pixel] Verified/Marked
mtp1 2.525 3 / 3
mtp2 0.010 2 / 2
mtp3 0.905 3 / 3
mtp4 0.886 3 / 3
mtp5 0.153 2 / 2
mtp6 1.175 2 / 2
Projection errors for manual tie points.The last column counts the number of images where the manual tie point has been automatically verified vs. manually
marked.
Geolocation Details
Scale Constraints
Scale
Name
Initial Length
[m]
Initial Length Accuracy
[m]
Computed Length
[m]
Computed Length Error
[m]
GCP/MTP Label
1
GCP/MTP Label
2
Scale 1 10.720 0.005 10.940 0.220 mtp1(3) mtp2(3)
Scale 2 2.720 0.010 2.703 -0.017 mtp3(3) mtp4(3)
Mean [m] 0.101
Sigma [m] 0.119
Scale constraints errors.
Orientation Constraints
Orientation Name Axis Angular Accuracy [degree] Computed Angular Error [degree] GCP/MTP Label 1 GCP/MTP Label 2
Orientation 1 Axis-Z 0.010 0.050 mtp5(2) mtp6(2)
Orientation constraints errors.
Initial Processing Details
System Information
Hardware
CPU: Intel(R) Core(TM) i5-2400 CPU @ 3.10GHz
RAM: 8GB
GPU: NVIDIA GeForce GTX 650 Ti (Driver: 10.18.13.6839), RDPDD Chained DD (Driver: unknown), RDP Encoder Mirror Driver
(Driver: unknown), RDP Reflector Display Driver (Driver: unknown)
Operating
System Windows 7 Professional, 64-bit
Coordinate Systems
Output Coordinate System Arbitrary (m)
Processing Options
Detected Template No Template Available
Keypoints Image Scale Full, Image Scale: 1
Advanced: Matching Image Pairs Aerial Grid or Corridor
Advanced: Matching Strategy Use Geometrically Verified Matching: no
Advanced: Keypoint Extraction Targeted Number of Keypoints: Automatic
Advanced: Calibration
Calibration Method: Standard
Internal Parameters Optimization: All
External Parameters Optimization: All
Rematch: Auto, yes
Point Cloud Densification details
Processing Options
Image Scale multiscale, 1/2 (Half image size, Default)
Point Density Optimal
Minimum Number of Matches 3
3D Textured Mesh Generation yes
3D Textured Mesh Settings: Resolution: Medium Resolution (default)Color Balancing: no
Advanced: 3D Textured Mesh Settings Sample Density Divider: 1Maximum Number of Triangles per Leaf: 8
Advanced: Matching Window Size 7x7 pixels
Advanced: Image Groups group1
Advanced: Use Processing Area yes
Advanced: Use Annotations yes
Advanced: Limit Camera Depth Automatically no
Time for Point Cloud Densification 14h:09m:28s
Time for 3D Textured Mesh Generation 21m:11s
Results
Number of Processed Clusters 2
Number of Generated Tiles 1
Number of 3D Densified Points 8176164
Average Density (per m3) 247.46
Generated with Pro version 2.2.25
Quality Report
Important: Click on the different icons for:
  Help to analyze the results in the Quality Report
  Additional information about the sections
 Click here for additional tips to analyze the Quality Report
Summary
Project lapinlahti_video2
Processed 2016-10-10 01:47:01
Camera Model Name(s) HERO4Black_0.0_3840x2160_4k_video (RGB)
Average Ground Sampling Distance (GSD) undefined
Area Covered undefined
Time for Initial Processing (without report) 01h:27m:53s
Quality Check
Images median of 21927 keypoints per image
Dataset 268 out of 319 images calibrated (84%), 7 images disabled
Camera Optimization 0.59% relative difference between initial and optimized internal camera parameters
Matching median of 3831.34 matches per calibrated image
Georeferencing no, no 3D GCP
Preview
 
Figure 1: Orthomosaic and the corresponding sparse Digital Surface Model (DSM) before densification.
Calibration Details
Number of Calibrated Images 268 out of 326
Number of Geolocated Images 0 out of 326
Initial Image Positions
The preview is not generated for images without geolocation. 
Computed Image/GCPs/Manual Tie Points Positions
The preview is not generated for images without geolocation. 
Overlap
Number of overlapping images: 1 2 3 4 5+
Figure 4: Number of overlapping images computed for each pixel of the orthomosaic. 
Red and yellow areas indicate low overlap for which poor results may be generated. Green areas indicate an overlap of over 5 images for every pixel. Good
quality results will be generated as long as the number of keypoint matches is also sufficient for these areas (see Figure 5 for keypoint matches).
Bundle Block Adjustment Details
Number of 2D Keypoint Observations for Bundle Block Adjustment 1080345
Number of 3D Points for Bundle Block Adjustment 411517
Mean Reprojection Error [pixels] 0.333
Internal Camera Parameters
HERO4Black_0.0_3840x2160_4k_video (RGB). Sensor Dimensions: 5.952 [mm] x 3.348 [mm]
EXIF ID: _0.0_3840x2160
Poly[0] Poly[1] Poly[2] Poly[3] Poly[4] c d e f PrincipalPoint x
Principal
Point y
Initial Values 0.000000 1.000000 -0.020435 0.172260 -0.007555 2756.79 -0.28 -0.28 2756.79 1920.00 1080.00
Optimized Values 0.000000 1.000000 -0.044942 0.039869 0.188778 2800.69 -0.45 -0.46 2814.90 1941.01 1071.71
Uncertainties (Sigma) 0.000000 0.000000 0.000000 0.00 0.00 0.00 0.00 0.00 0.00
The number of Automatic Tie Points (ATPs) per pixel averaged over all images of the camera model
is color coded between black and white. White indicates that, in average, more than 16 ATPs are
extracted at this pixel location. Black indicates that, in average, 0 ATP has been extracted at this pixel
location. Click on the image to the see the average direction and magnitude of the reprojection error
for each pixel. Note that the vectors are scaled for better visualization.
2D Keypoints Table
Number of 2D Keypoints per Image Number of Matched 2D Keypoints per Image
Median 21927 3831
Min 18529 460
Max 41385 8800
Mean 24691 4031
3D Points from 2D Keypoint Matches
Number of 3D Points Observed
In 2 Images 310719
In 3 Images 54023
In 4 Images 19957
In 5 Images 9395
In 6 Images 5323
In 7 Images 3176
In 8 Images 2138
In 9 Images 1402
In 10 Images 1015
In 11 Images 787
In 12 Images 620
In 13 Images 456
In 14 Images 358
In 15 Images 290
In 16 Images 280
In 17 Images 215
In 18 Images 183
In 19 Images 147
In 20 Images 116
In 21 Images 95
In 22 Images 83
In 23 Images 71
In 24 Images 67
In 25 Images 60
In 26 Images 56
In 27 Images 39
In 28 Images 38
In 29 Images 38
In 30 Images 35
In 31 Images 46
In 32 Images 23
In 33 Images 23
In 34 Images 27
In 35 Images 16
In 36 Images 15
In 37 Images 14
In 38 Images 15
In 39 Images 17
In 40 Images 14
In 41 Images 17
In 42 Images 9
In 43 Images 7
In 44 Images 6
In 45 Images 2
In 46 Images 7
In 47 Images 12
In 48 Images 1
In 49 Images 2
In 50 Images 7
In 51 Images 5
In 52 Images 5
In 54 Images 5
In 55 Images 3
In 56 Images 1
In 57 Images 3
In 58 Images 2
In 59 Images 3
In 61 Images 2
In 62 Images 3
In 63 Images 1
In 64 Images 2
In 66 Images 3
In 67 Images 2
In 68 Images 2
In 69 Images 1
In 70 Images 2
In 73 Images 3
In 76 Images 3
In 77 Images 1
In 80 Images 1
In 82 Images 1
In 83 Images 1
2D Keypoint Matches
Number of matches
25 222 444 666 888 1111 1333 1555 1777 2000
Figure 5: Computed image positions with links between matched images. The darkness of the links indicates the number of matched 2D keypoints between the
images. Bright links indicate weak links and require manual tie points or more images.
Initial Processing Details
System Information
Hardware
CPU: Intel(R) Core(TM) i5-2400 CPU @ 3.10GHz
RAM: 8GB
GPU: NVIDIA GeForce GTX 650 Ti (Driver: 10.18.13.6839), RDPDD Chained DD (Driver: unknown), RDP Encoder Mirror Driver
(Driver: unknown), RDP Reflector Display Driver (Driver: unknown)
Operating
System Windows 7 Professional, 64-bit
Coordinate Systems
Output Coordinate System Arbitrary (m)
Processing Options
Detected Template    3D Maps
Keypoints Image Scale Full, Image Scale: 1
Advanced: Matching Image Pairs Aerial Grid or Corridor
Advanced: Matching Strategy Use Geometrically Verified Matching: no
Advanced: Keypoint Extraction Targeted Number of Keypoints: Automatic
Advanced: Calibration
Calibration Method: Standard
Internal Parameters Optimization: All
External Parameters Optimization: All
Rematch: Auto, yes
Point Cloud Densification details
Processing Options
Image Scale multiscale, 1/2 (Half image size, Default)
Point Density Optimal
Minimum Number of Matches 3
3D Textured Mesh Generation yes
3D Textured Mesh Settings: Resolution: Medium Resolution (default)Color Balancing: no
Advanced: 3D Textured Mesh Settings Sample Density Divider: 1Maximum Number of Triangles per Leaf: 8
Advanced: Matching Window Size 7x7 pixels
Advanced: Image Groups group1
Advanced: Use Processing Area yes
Advanced: Use Annotations yes
Advanced: Limit Camera Depth Automatically no
Time for Point Cloud Densification 03h:31m:31s
Time for 3D Textured Mesh Generation 13m:55s
Results
Number of Generated Tiles 1
Number of 3D Densified Points 4068978
Average Density (per m3) 2.95
Generated with Pro version 2.2.25
Quality Report
Important: Click on the different icons for:
  Help to analyze the results in the Quality Report
  Additional information about the sections
 Click here for additional tips to analyze the Quality Report
Summary
Project lapinlahti_video2
Processed 2016-10-10 13:36:18
Camera Model Name(s) HERO4Black_0.0_3840x2160_4k_video (RGB)
Average Ground Sampling Distance (GSD) undefined
Area Covered undefined
Time for Initial Processing (without report) 01h:10m:24s
Quality Check
Images median of 22084 keypoints per image
Dataset 315 out of 319 images calibrated (98%), 7 images disabled, 4 blocks
Camera Optimization 0.6% relative difference between initial and optimized internal camera parameters
Matching median of 4013.29 matches per calibrated image
Georeferencing no, no 3D GCP
Preview
 
Figure 1: Orthomosaic and the corresponding sparse Digital Surface Model (DSM) before densification.
Calibration Details
Number of Calibrated Images 315 out of 326
Number of Geolocated Images 0 out of 326
Initial Image Positions
The preview is not generated for images without geolocation. 
Computed Image/GCPs/Manual Tie Points Positions
The preview is not generated for images without geolocation. 
Overlap
Number of overlapping images: 1 2 3 4 5+
Figure 4: Number of overlapping images computed for each pixel of the orthomosaic. 
Red and yellow areas indicate low overlap for which poor results may be generated. Green areas indicate an overlap of over 5 images for every pixel. Good
quality results will be generated as long as the number of keypoint matches is also sufficient for these areas (see Figure 5 for keypoint matches).
Bundle Block Adjustment Details
Number of 2D Keypoint Observations for Bundle Block Adjustment 1322704
Number of 3D Points for Bundle Block Adjustment 489958
Mean Reprojection Error [pixels] 0.374
Internal Camera Parameters
HERO4Black_0.0_3840x2160_4k_video (RGB). Sensor Dimensions: 5.952 [mm] x 3.348 [mm]
EXIF ID: _0.0_3840x2160
Poly[0] Poly[1] Poly[2] Poly[3] Poly[4] c d e f PrincipalPoint x
Principal
Point y
Initial Values 0.000000 1.000000 -0.020435 0.172260 -0.007555 2756.79 -0.28 -0.28 2756.79 1920.00 1080.00
Optimized Values 0.000000 1.000000 0.083498 -0.319495 0.489558 2764.82 -1.45 -1.46 2756.73 1926.91 1079.76
Uncertainties (Sigma) 0.000000 0.000000 0.000000 0.00 0.00 0.00 0.00 0.00 0.00
The number of Automatic Tie Points (ATPs) per pixel averaged over all images of the camera model
is color coded between black and white. White indicates that, in average, more than 16 ATPs are
extracted at this pixel location. Black indicates that, in average, 0 ATP has been extracted at this pixel
location. Click on the image to the see the average direction and magnitude of the reprojection error
for each pixel. Note that the vectors are scaled for better visualization.
2D Keypoints Table
Number of 2D Keypoints per Image Number of Matched 2D Keypoints per Image
Median 22084 4013
Min 18529 437
Max 44620 8850
Mean 25000 4199
3D Points from 2D Keypoint Matches
Number of 3D Points Observed
In 2 Images 364331
In 3 Images 65595
In 4 Images 26721
In 5 Images 11028
In 6 Images 6317
In 7 Images 3858
In 8 Images 2613
In 9 Images 1813
In 10 Images 1367
In 11 Images 1000
In 12 Images 750
In 13 Images 591
In 14 Images 512
In 15 Images 393
In 16 Images 370
In 17 Images 316
In 18 Images 276
In 19 Images 201
In 20 Images 159
In 21 Images 168
In 22 Images 149
In 23 Images 122
In 24 Images 124
In 25 Images 104
In 26 Images 80
In 27 Images 89
In 28 Images 70
In 29 Images 71
In 30 Images 69
In 31 Images 69
In 32 Images 52
In 33 Images 48
In 34 Images 42
In 35 Images 43
In 36 Images 38
In 37 Images 32
In 38 Images 27
In 39 Images 30
In 40 Images 24
In 41 Images 19
In 42 Images 31
In 43 Images 18
In 44 Images 12
In 45 Images 10
In 46 Images 14
In 47 Images 11
In 48 Images 6
In 49 Images 14
In 50 Images 18
In 51 Images 14
In 52 Images 10
In 53 Images 5
In 54 Images 8
In 55 Images 5
In 56 Images 10
In 57 Images 1
In 58 Images 7
In 59 Images 8
In 60 Images 6
In 61 Images 7
In 62 Images 7
In 63 Images 6
In 64 Images 3
In 65 Images 2
In 66 Images 6
In 67 Images 6
In 68 Images 4
In 69 Images 5
In 70 Images 4
In 71 Images 1
In 73 Images 2
In 74 Images 2
In 75 Images 1
In 76 Images 5
In 77 Images 2
In 78 Images 2
In 79 Images 1
In 80 Images 1
In 82 Images 1
In 85 Images 1
2D Keypoint Matches
Number of matches
25 222 444 666 888 1111 1333 1555 1777 2000
Figure 5: Computed image positions with links between matched images. The darkness of the links indicates the number of matched 2D keypoints between the
images. Bright links indicate weak links and require manual tie points or more images.
Manual Tie Points
MTP Name Projection Error [pixel] Verified/Marked
mtp1 0.945 2 / 2
mtp2 0.317 2 / 2
mtp3 0.821 3 / 3
mtp4 0.876 3 / 3
Projection errors for manual tie points.The last column counts the number of images where the manual tie point has been automatically verified vs. manually
marked.
Geolocation Details
Scale Constraints
Scale
Name
Initial Length
[m]
Initial Length Accuracy
[m]
Computed Length
[m]
Computed Length Error
[m]
GCP/MTP Label
1
GCP/MTP Label
2
Scale 1 10.720 0.020 10.714 -0.006 mtp1(2) mtp2(2)
Scale constraints errors.
Orientation Constraints
Orientation Name Axis Angular Accuracy [degree] Computed Angular Error [degree] GCP/MTP Label 1 GCP/MTP Label 2
Orientation 1 Axis-Z 1.000 0.102 mtp3(3) mtp4(3)
Orientation constraints errors.
Initial Processing Details
System Information
Hardware
CPU: Intel(R) Core(TM) i5-2400 CPU @ 3.10GHz
RAM: 8GB
GPU: NVIDIA GeForce GTX 650 Ti (Driver: 10.18.13.6839), RDPDD Chained DD (Driver: unknown), RDP Encoder Mirror Driver
(Driver: unknown), RDP Reflector Display Driver (Driver: unknown)
Operating
System Windows 7 Professional, 64-bit
Coordinate Systems
Output Coordinate System Arbitrary (m)
Processing Options
Detected Template    3D Maps
Keypoints Image Scale Full, Image Scale: 1
Advanced: Matching Image Pairs Aerial Grid or Corridor
Advanced: Matching Strategy Use Geometrically Verified Matching: no
Advanced: Keypoint Extraction Targeted Number of Keypoints: Automatic
Advanced: Calibration
Calibration Method: Standard
Internal Parameters Optimization: All
External Parameters Optimization: All
Rematch: Auto, yes
Point Cloud Densification details
Processing Options
Image Scale multiscale, 1/2 (Half image size, Default)
Point Density Optimal
Minimum Number of Matches 3
3D Textured Mesh Generation yes
3D Textured Mesh Settings: Resolution: Medium Resolution (default)Color Balancing: no
Advanced: 3D Textured Mesh Settings Sample Density Divider: 1Maximum Number of Triangles per Leaf: 8
Advanced: Matching Window Size 7x7 pixels
Advanced: Image Groups group1
Advanced: Use Processing Area yes
Advanced: Use Annotations yes
Advanced: Limit Camera Depth Automatically no
Time for Point Cloud Densification 03h:32m:45s
Time for 3D Textured Mesh Generation 13m:36s
Results
Number of Generated Tiles 1
Number of 3D Densified Points 4581613
Average Density (per m3) 368.73
