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Abstract— This paper introduces an explicit reference governor
approach for controlling time delay linear systems subject to state and
input constraints. The proposed framework relies on suitable invariant
sets that can be built using both Lyapunov-Razumikhin and Lyapunov-
Krasovskii arguments. The proposed method is validated both numer-
ically and experimentally using several alternative formulations.
I. INTRODUCTION
Time delay systems are a class of dynamic systems in which the
reaction to an exogenous input is not instantaneous. This behavior is
often encountered due to the presence of propagation and transport
phenomena affecting the sensors, actuators, or communication
channels. The stability and stabilization of time delay systems has
been studied extensively in the literature, see e.g. [1]–[4].
In the presence of input saturation constraints, [5]–[7] propose
control design methods that ensure a satisfactory basin of attraction.
To address the presence of state constraints, [8], [9] illustrate how to
construct polyhedral forward-invariant sets for a given pre-stabilized
system. Although these a posteriori analyses can be useful for
tuning the feedback gain and increasing the set of admissible initial
conditions, the resulting control laws do not actively guarantee
constraint satisfaction.
For what concerns control methods that actively enforce con-
straints, the typical approach consists in formulating an optimal
control problem and solving it in real-time. Model Predictive
Control (MPC) schemes for time delay system subject to input con-
straints have been proposed in [10]–[13]. Additionally, Reference
Governor (RG) schemes have been proposed in [14]–[18]. The main
difference between MPC and RG is that the former generates the
control input based on the predicted system trajectories, whereas
the latter generates a reference for the pre-stabilized system and is
typically less computationally expensive due to its formulation [19].
The main drawback of these approaches is that the computational
cost of solving the optimal control problem is non negligible and
may sometimes be prohibitive for embedded hardware.
This paper introduces an Explicit Reference Governor (ERG)
scheme that actively enforces state and input constraints without
the need to solve an optimization problem. As detailed in [20], the
main idea behind the ERG approach is that it is possible to ensure
constraint satisfaction by pre-stabilizing the system and introducing
an add-on unit that suitably manipulates the derivative of the applied
reference. Since the ERG is based on set invariance principles, this
paper investigates the behavior that can be obtained using different
Lyapunov-Razumikhin and Lyapunov-Krasovskii level-sets. The
proposed scheme is validated both numerically and experimentally.
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Fig. 1. General architecture used by the ERG framework: the system is pre-
stabilized using a primary control loop and the ERG is used as an add-on
unit that provides constraint handling capabilities.
II. PROBLEM STATEMENT
In this paper we consider linear systems with input delay of the
form, {
x˙(t) = Ax(t) +Bu(t− τ),
y(t) = Cx(t) +Du(t− τ), (1)
where x(t) ∈ Rn is the state, u(t) ∈ Rm is the control input, y(t) ∈
Rp is the output, τ > 0 is a constant delay, and (A,B,C,D) are
suitably dimensioned matrices such that the system is stabilizable.
System (1) is subject to linear inequality constraints on both the
state and input vectors,
hTx,i x(t) + h
T
u,iu(t) + gi ≥ 0, i = 1, . . . , nc. (2)
Given an output reference signal r(t) ∈ Rp and given suitable initial
conditions, the objective of this paper is to design a closed-form
control strategy such that
1. For any piece-wise continuous signal r(t), not known in ad-
vance, constraints (2) are satisfied at all times;
2. If there exists t1 such that r(t) = r for t ≥ t1, and if
the reference r is consistent with the constraints (2), then
limt→∞ y(t) = r.
III. CONTROL STRATEGY
Following the reference governor philosophy, this paper proposes
a two-step approach for performing the constrained control of a
time delay system. The first step consists in pre-stabilizing the
system dynamics using a primary control loop. The second step then
ensures constraint enforcement with the aid of an auxiliary control
loop based on the ERG. Referring to Figure 1, this is achieved by
introducing an auxiliary reference signal v(t) ∈ Rp to decouple the
two control loops. The objective of the primary control loop is to
solve the following control problem.
Problem 1: Consider a constant reference v ∈ Rp, and let x¯v ,
u¯v be a steady-state equilibrium satisfying
Ax¯v +Bu¯v = 0, (3)
Cx¯v +Du¯v = v. (4)
The objective of the primary control loop is to design a control
feedback such that the equilibrium point x¯v , u¯v is Globally Asymp-
totically Stable (GAS). 
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The objective of the auxiliary control loop is to augment the
primary control law by providing constraint handling capabilities.
This is achieved by solving the following control problem.
Problem 2: Given the pre-stabilized system obtained as the so-
lution to Problem 1, and given suitable initial conditions xτ (0),
v(0), construct an auxiliary reference signal v(t) such that:
1. For any piecewise continuous reference signal r(t) ∈ Rp, the
trajectories of x(t), u(t) satisfy constraints (2).
2. For any constant reference signal r(t) = r ∈ Rp, that strictly
satisfies constraints (2), v(t) asymptotically tends to r. 
The following section addresses the design of the primary control
loop using well-known results from the existing literature. Particular
emphasis is given to the characterization of suitable Lyapunov level-
sets for the resulting pre-stabilized system. This will be used in
Section V which addresses the design of the auxiliary control loop.
IV. PRIMARY CONTROL
The stabilization of Linear Time-Delayed (LTD) systems not
subject to constraints is the subject of an extensive literature and
can be addressed using a variety of existing tools. Given a constant
reference v and a linear control law in the form
u(t) = u¯v +K(x(t)− x¯v), (5)
the dynamics of the closed-loop system satisfy
e˙(t) = Ae(t) +BKe(t− τ), (6)
where e(t) = x(t) − x¯v . Problem 1 can therefore be reduced
to finding a control gain K such that the origin of (6) is GAS.
Techniques for the stability analysis of time-delayed systems are
described in, e.g. [21] and references therein. For the reader’s
convenience, the following subsections provide a brief summary
of some of these results and characterizes the associated invariance
properties.
A. Stability Conditions without Delay
In the absence of delays, i.e. τ = 0, it is well-known that the
equilibrium point x¯v is GAS if and only if it is possible to compute
a quadratic function
W (e) = eTP e, (7)
such that P > 0 satisfies the Linear Matrix Inequality (LMI)
(A+BK)TP + P (A+BK) < 0. (8)
Indeed, the satisfaction of (8) is a sufficient (and necessary)
condition for ensuring the Lyapunov criterion W˙ (e) ≤ −γ(‖e‖),
where γ is a class K∞ function.
B. Delay-Independent Conditions
In the presence of a time delay τ > 0, it is not possible to
construct a quadratic function (7) which is monotonically time-
decreasing. However, if there exists P > 0 and q > 0 satisfying
the LMI [
ATP + PA+ qP PBK
∗ −qP
]
< 0, (9)
it can be proven, see e.g. [4, Theorem 3.2], that (7) satisfies the
Lyapunov-Razumikhin criterion
W˙ (e(t)) ≤ −γ(‖e(t)‖), if W (e(t+θ)) ≤ ρW (e(t)), ∀θ ∈ [−τ, 0],
for some ρ > 1. This implies that (7) is a Razumikhin function and
that
V (eτ (t)) = max
θ∈[−τ,0]
{e(t+θ)TP e(t+θ)}, (10)
where
eτ (t) = {e(t+ θ)}, θ ∈ [−τ, 0], (11)
is a Lyapunov-Krasovskii functional1 for the pre-stabilized system.
Unlike the case τ = 0, the LMI (9) is only a sufficient condition
for proving GAS. As a result, it may be possible to prove stability
for a wider range of systems by using more complex functions. A
possible example is the Lyapunov-Krasovkii functional
V (eτ (t)) = e(t)
TP e(t) +
∫ t
t−τ
e(s)TQe(s)ds, (12)
with P > 0, Q > 0 satisfying the LMI[
ATP + PA+Q PBK
∗ −Q
]
< 0. (13)
The idea behind equation (12) is that the fluctuations of the classical
quadratic term are compensated by the integral term to ensure that
V (eτ (t)) is monotonically time-decreasing. The advantage of this
method is that (13) is less restrictive with respect to the Razumikhin
conditions (9) since (13) also admits the solution Q = qP .
It is worth noting that both the LMIs (9) and (13) can only
be satisfied if there exists S > 0 such that ATS + SA < 0.
This implies that both methods require the open-loop system (1) to
be GAS. Although fairly restrictive, an appealing aspect of these
methods is that (9) and (13) do not depend on the actual value of
τ , and hence they yield GAS for arbitrarily large time delays.
C. Delay-Dependent Conditions
In many applications, it is common to observe that a closed-loop
system may become unstable given an excessive time delay. As a
result, it is reasonable to assume that, for many LTD systems, the
stability conditions should also depend on the value of τ . In this
setting, a well-known (albeit simple) approach for proving GAS is
the use of the Lyapunov-Krasovskii functional
V (eτ (t)) = e(t)
TP e(t) +
∫ t
t−τ
(θ − t+ τ) e˙(θ)TR e˙(θ)dθ, (14)
with P > 0, R > 0 satisfying the LMIΦ P −ΨT2 + (A+BK)TΨ3 −τΨT2 BK∗ −Ψ3 −ΨT3 + τR −τΨT3 BK
∗ ∗ −τR
 < 0, (15)
where Φ = (A + BK)TΨ2 + ΨT2 (A + BK), and Ψ2, Ψ3 are
slack variables. Once again, it is worth noting that the existence
of a Lyapunov-Krasovskii functional in the form (14) is only a
sufficient condition for GAS. As a result, the literature on time-
delayed systems presents several extensions aimed at reducing
the restrictiveness of the stability conditions (15), see e.g. [22].
Although this paper will not address other Lyapunov-Krasovskii
functionals for the sake of simplicity, it is worth noting that the
constraint enforcement strategy presented in the next section can
be easily extended to other LTD stability results.
V. AUXILIARY CONTROL
The objective of this section is to augment the pre-stabilized
system with an add-on control loop that ensures constraint sat-
isfaction. Motivated by the delay-free case derived in [20], the
Explicit Reference Governor is a constraint enforcement strategy
1The notation V (eτ (t)) is used as V is not simply a function of the
current state e(t), but rather is a functional that depends on the state
trajectories e(θ) within the past interval [t− τ, t].
that consists in assigning the dynamics of the auxiliary reference
v(t) as
v˙ = ∆(xτ (t),vτ (t))ρ(v, r), (16)
where xτ (t), vτ (t) are analogous to (11), and ∆(xτ ,vτ ), ρ(v, r)
satisfy the following definitions.
Definition 1: Let the prestabilized system (6) be subject to
constraints (2), let vˆ(θ |vτ (t)) be{
vˆ(θ) = v(t), ∀θ ≥ 0,
vˆ(θ) = v(t+ θ), ∀θ ∈ [−τ, 0 ). (17)
and let xˆ(θ |xτ (t),vτ (t)) denote the solution to{
˙ˆx(θ) = Axˆ(θ) +Buˆ(θ − τ), ∀θ ≥ 0,
xˆ(θ) = x(t+ θ), ∀θ ∈ [−τ, 0 ), (18)
where
uˆ(θ) = u¯vˆ(θ) +K(xˆ(θ)− u¯vˆ(θ)), ∀θ ≥ −τ. (19)
Given an auxiliary reference v strictly satisfying constraints (2), i.e.
hTi,x x¯v + h
T
i,u u¯v + gi > 0, i = 1, . . . , nc, (20)
a continuous functional ∆ : Rn[−τ,0]×Rp[−τ,0] → R is a “Dynamic
Safety Margin” if the following properties hold
∆(xτ ,vτ ) = 0 ⇒ ∆(xˆτ (θ), vˆτ (θ)) ≥ 0, (21a)
∆(xτ ,vτ ) ≥ 0 ⇒ hTx,ixˆ(θ) + hTu,iuˆ(θ) + gi ≥ 0, (21b)
∆(xτ ,vτ ) > 0 ⇒ hTx,ixˆ(θ) + hTu,iuˆ(θ) + gi > 0, (21c)
hTx,ix¯v + h
T
u,iu¯v + gi ≥ δ ⇒ ∆(x¯v, v) ≥ ε, (21d)
for all θ ≥ 0, for all i = 1, . . . , nc, and for a suitable value ε > 0,
given any δ > 0 hereafter denoted as a “static safety margin”. 
Definition 2: Given the steady-state constraints (20) and a static
safety margin δ > 0, a bounded and piecewise continuous function
ρ : Rp × Rp → Rp is an “Attraction Field” if, for any initial
condition v(0) satisfying hTi,x x¯v(0)+h
T
i,u u¯v(0)+gi ≥ δ, the system
˙ˆv = ρ(r, vˆ) is such that
1. For any piecewise continuous signal r(t) ∈ Rp, hTi,x x¯v +
hTi,u u¯v + gi ≥ δ, i = 1, . . . , nc;
2. Given a constant reference satisfying hTi,x x¯r+h
T
i,u u¯r+gi ≥ δ,
i = 1, . . . , nc, vˆ = r is an Asymptotically Stable equilibrium
of ˙ˆv = ρ(r, vˆ). 
The idea behind the ERG formula (16) is that, whenever
∆(xτ ,vτ ) = 0, it is possible to guarantee constraint satisfaction by
assigning v˙ = 0. This is due to the fact that (17)-(18) account for the
future trajectories of the system if the current value of the reference
v were to remain constant. Due to continuity, it is therefore possible
to assign v˙ 6= 0 without running any risk of constraint violation
as long as ∆(xτ ,vτ ) > 0. Finally, convergence to the desired
reference r is ensured by the fact that, for any strictly steady-state
admissible reference v, the condition ∆(xτ ,vτ ) = 0 cannot hold
indefinitely due to (21d), meaning that v(t) will eventually converge
to the equilibrium point of the vector field ρ(v, r), which is r.
Detailed proofs for the ideas behind these argumentations can be
found in e.g. [23]. The following subsections will illustrate how to
construct a suitable dynamic safety margin and attraction field for
LTD systems subject to linear constraints.
A. Dynamic Safety Margin
A possible way to satisfy requirements (21) would be to use
the minimal distance between the predicted trajectory and the
constraints, meaning
∆(xτ ,vτ ) = min
i=1,...,l
θ≥0
{hTx,ixˆ(θ) + hTu,iuˆ(θ) + gi}. (22)
The main issue with equation (22) is that the trajectories xˆ(θ),
uˆ(θ) would have to be computed over the infinite horizon θ ≥ 0.
As detailed in the following proposition, this limitation can be
overcome by computing the trajectory over a finite window of
duration T ≥ τ and bounding the remaining trajectories using
Lyapunov level-sets.
Proposition 1: Consider the trajectories (17)-(19), and let T ≥ τ
be a prediction horizon. Given
∆T (xτ ,vτ ) = min
i=1,...,l
θ∈[0,T ]
{hTx,ixˆ(θ) + hTu,iuˆ(θ) + gi}, (23)
and given
∆∞(xτ ,vτ ) = Γ(v)− V (eˆτ (T )), (24)
where V (eˆτ (T )) is a Lyapunov-Krasovskii functional evaluated on
eˆτ (T ) = xˆτ (T )− v, and Γ(v) is a threshold value satisfying
V (eˆτ (T )) ≤ Γ(v) ⇒ hTx,ixˆ(θ) + hTu,iuˆ(θ) + gi, ∀θ > T, (25)
for i = 1, . . . , nc, then
∆(xτ ,vτ ) = min{κ1∆T (xτ ,vτ ) , κ2∆∞(xτ ,vτ )}, (26)
is a dynamic safety margin for any κ1 > 0 and κ2 > 0. 
Proof: For what concerns the time window θ ∈ [0, T ], it is
sufficient to note that (23) captures the minimum distance between
the trajectory of (17)-(19) and the boundary of constraints (2). As
for the time window θ > T , it follows from (18) that vˆ(θ) = v
for θ ∈ [T − τ,∞). This implies that, at the end of the prediction
horizon T ≥ τ , the remaining behavior will be consistent with
those of an LTD system subject to a constant reference. Following
from the results presented in Section IV, the Lyapunov-Krasovskii
functional satisfies V (eˆτ (θ)) < V (eˆτ (T )), for all θ > T . This is
sufficient to ensure constraint satisfaction due to the definition of
the threshold value (25).
The basic idea behind Proposition 1 is that, although the auxiliary
reference v is a time-varying signal, its past history is only
important in the time window θ ∈ [0, τ ]. The properties discussed in
Section IV can thus be recovered by “freezing” the current reference
and performing forward predictions to account for the past history
of the reference. The remaining trajectories can then be bounded
using the level-sets of Lyapunov-Krasovskii functionals.
The final step for determining (26) is to compute a suitable
threshold value Γ(v), which can be interpreted as the value of
a level-set that is entirely contained in the constraints. To do
so, it is sufficient to note that the presented Lyapunov-Krasovskii
functionals (10), (12), and (14) all satisfy the quadratic lower bound
V (eˆτ (T )) ≥ eˆ(T )TP eˆ(T ). (27)
As a result, it follows from [24] that (25) can be satisfied for a
given constraint (2) for
Γi(v) =
(hTx,ix¯v + h
T
u,iu¯v + gi)
2
(hTx,i + h
T
u,iK)P
−1(hx,i + hu,iK)
. (28)
As a consequence, considering the collection of all the constraints,
it follows that Γ(v) = min{Γi(v)} for i = 1, . . . , nc. Note that
this approach is valid for any Lyapunov-Krasovskii functional that
satisfies (27). Since this is true for most results pertaining to LTD
systems, e.g. all the formulations provided in [21], the constraint
handling strategy presented in this paper is easily generalizable to
account for more advanced Lyapunov-Krasovskii functionals.
Remark 1: It is worth noting that the matrix P in equations (10),
(12), and (14) can be chosen freely as long as the corresponding
LMI is satisfied. In the case of Linear Time-Invariant systems, it has
been shown in [24] that, given a constraint hx(x¯v + e) + hu(u¯v +
Ke) + g ≥ 0, it is possible to maximize the ERG performance by
computing P as the solution to
min log detP
s.t. P ≥ (hx,i +KThu,i)(hTx,i + hTu,iK),
P > 0,
(A+BK)TP + P (A+BK)<0.
(29)
This is justified by the idea that P should be chosen so that
the volume of the largest Lyapunov level-set compatible with the
constraints is as aligned as possible to the constraint boundary while
also satisfying (8). Although in the case of time delay systems it is
somewhat less clear how the choice of P influences the performance
of the ERG, a practical approach for selecting the matrix P (as well
as the auxiliary variables q > 0, Q > 0, R > 0) is to solve the
optimization problem (29), where the last constraint is substituted
with the LMI (9), (13), or (15) depending on the selected Lyapunov-
Krasovskii functional. 
B. Attraction Field
This section addresses the design of the attraction field ρ(v, r).
Since this element of the ERG does not depend on the system de-
lays, it is possible to use the standard attraction/repulsion approach
[25]. Therefore, a possible solution is to use
ρ(v, r) = ρ0(v, r) +
l∑
i=1
ρi(v), (30)
with
ρ0(v, r) =
r − v
min{‖v − r‖ , η} , (31)
where η > 0 is an attraction term that points towards r ∈ Rp, and
ρi(v)=max
{
ζ − (hTx,ix¯v + hTu,iu¯v + gi)
ζ − δ , 0
}
hx,i +K
Thu,i
‖hx,i +KThu,i‖ ,
(32)
where ζ > δ is a repulsion term that points inside the ith constraint.
C. Main Result
By combining all the previous components, the following propo-
sition formally states the properties of the proposed constrained
control architecture.
Proposition 2: Let (1) be a time-delayed linear system subject
to a constant delay τ , and let (2) be a nonempty set of linear state
and input constraints. Moreover, given a primary control law (5),
let V (eτ ) be a Lyapunov-Krasovskii functional, and let (26) be
the associated dynamic safety margin. Then, given the attraction
field (30), and given an initial auxiliary reference v(0) such that
∆(eτ (0), v(0)) ≥ 0, the Explicit Reference Governor (16) ensures
the following properties:
1. For any piecewise continuous reference r(t) ∈ Rp Constraints
(2) are satisfied for all time instants t ≥ 0;
2. For any constant reference r ∈ Rp that strictly satisfies (2), the
system output y(t) asymptotically tends to r. 
Flow rate sensor
Actuated
valve
flow
direction
Fig. 2. Experimental setup.
Proof: By construction, (26) and (30) satisfy the requirements
of Definitions 1 and 2, respectively. Therefore, the statement follows
directly from the ERG framework detailed in [20].
It is worth noting that the systematic implementation of the
ERG framework to time-delayed systems is only limited by the
availability of suitable Lyapunov-Krasovskii functionals for the
primary control loop. Indeed, the main interest in the scheme is
that if the system can be stabilized without taking constraints into
account, then the ERG can be used as an add-on unit for handling
the constraints. The following section illustrates how the results
presented in this paper can be implemented in practice and also
shows that the overall performances of the controlled systems will
depend on the selected Lyapunov-Krasovskii functional.
VI. EXPERIMENTAL VALIDATION
To validate the results stated in this paper, the proposed strategy
is used to control the water flow in a pipe through an actuated valve.
The experimental setup is composed of a flow rate sensor Kobold
type DF-MA and of an actuated valve Burkert type 8605 (see Fig.
2). The identified dynamics for the open-loop system are
x˙(t) = ax(t) + bu(t− τ),
where x is the water flow rate [l/h], u is the opening percentage of
the valve [%], τ = 0.8 [s] is the delay, a = −0.82 [s−1], and b =
0.7279 [lh−1s−1]. The system is required to go from the starting
condition x(0) = 0 [l/h] to the desired set-point r = 26 [l/h] without
violating the constraint x ≤ 26.6 [l/h].
The proposed primary control law is
u(t) = u¯v + k(x(t)− v).
The stability of the closed-loop system depends on the value of the
control gain k. In particular, the following cases hold:
• For any k ∈ [−1.12, 1.12], the LMI (9) admits a solution, thus
implying that (10)-(12) are suitable Lyapunov functionals;
• For any k ∈ [−1.77, 0), the LMI (13) admits a solution, thus
implying that (14) is a suitable Lyapunov functional;
• For any k ∈ (−3.54,−1.77), asymptotic stability may be
proven using other Lyapunov functionals developed in the LTD
literature, see e.g. [21];
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Fig. 3. Numerical simulations of the closed-loop response for the case k =
−1. The dashed lines represent the auxiliary references v(t), whereas the
solid lines represent the state x(t). The constraint boundary is represented
by the dotted red line.
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Fig. 4. Experimental results of the closed-loop response for the case k =
−1. The dashed lines represent the auxiliary references v(t), whereas the
solid lines represent the state x(t). The constraint boundary is represented
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• For any k < −3.54 or k > 1.12, the system is unstable.
To study the behavior of designs based on both the Delay-
Independent and the Delay-Dependent conditions, the Explicit Ref-
erence Governor was tested for two different values of the control
gain. In both cases, the experimental results were compared to the
results of the numerical simulations.
A. Mild Control Action
Given k = −1, the Lyapunov functionals (10)-(12), and (14) can
be constructed for P = 1, Q = 0.86, and R = 0.95. Figures 3 and
4 provide the numerical and experimental comparisons, given
• No Reference Governor (No RG): The closed-loop system
is directly subject to a step variation of the desired reference;
• “Infinite” Horizon ERG (ERG-1): The auxiliary reference is
issued by an ERG, where (26) is computed with T = 7s and
κ1 = 50. Due to the sizable length of the prediction horizon,
the terminal dynamic safety margin ∆∞ is omitted;
• Razumikhin-Based ERG (ERG-2): The auxiliary reference
is issued by an ERG, where (26) is computed with T = 0.7s,
κ1 = 50, κ2 = 20. The terminal dynamic safety margin ∆∞
is based on the Lyapunov-Razumikhin functional (10);
• Krasovskii-Based ERG (ERG-3): The auxiliary reference is
issued by an ERG, where (26) is computed with T = 0.7s,
κ1 = 50, κ2 = 20. The terminal dynamic safety margin ∆∞
is based on the Lyapunov-Krasovskii functional (12);
• Krasovskii-Based ERG (ERG-4): The auxiliary reference is
issued by an ERG, where (26) is computed with T = 0.7s,
κ1 = 50, κ2 = 20. The terminal dynamic safety margin ∆∞
is based on the Lyapunov-Krasovskii functional (14).
As can be observed in the absence of a Reference governor, the
closed-loop system violates the constraints due to the delay-induced
overshoot. This issue is solved by augmenting the primary control
law with any of the proposed Explicit Reference Governors.
In terms of performance, the “infinite” horizon ERG achieves the
fastest response time due to the fact that it takes into account the
complete trajectory of the pre-stabilized system. Clearly, the main
drawback of this method is that it requires the predictions over a
long horizon, thus making it computationally expensive as well as
increasingly susceptible to modeling errors.
As for the other methods, the main advantage of performing
shorter predictions and using a terminal set has the double ad-
vantage of reducing the computational footprint and increasing the
overall robustness. Comparisons between the Razumikhin-based
Lyapunov functional versus the Lyapunov-Krasovskii functionals
show that the latter achieve a faster response. This is likely due
to the fact that (10) can remain constant up to the full time delay,
whereas both functions (12) and (14) are almost everywhere time-
decreasing.
B. Aggressive Control Action
Given k = −1.68, it is not possible to prove asymptotic stability
using delay-independent conditions. However, the Lyapunov func-
tional (14) holds for P = 1 and R = 0.64. Figures 5 and 6 provide
the numerical and experimental comparisons, given
• No Reference Governor (No RG): The closed-loop system
is directly subject to a step variation of the desired reference;
• “Infinite” Horizon ERG (ERG-1): The auxiliary reference is
issued by an ERG, where (26) is computed with T = 7s and
κ1 = 50. Due to the sizable length of the prediction horizon,
the terminal dynamic safety margin ∆∞ is omitted;
• Krasovskii-Based ERG (ERG-4): The auxiliary reference is
issued by an ERG, where (26) is computed with T = 0.7s,
κ1 = 50, κ2 = 20. The terminal dynamic safety margin ∆∞
is based on the Lyapunov-Krasovskii functional (14);
As in the previous case, the closed-loop system violates the
constraints in the absence of a Reference governor. This issue is
solved by augmenting the primary control law with an Explicit
Reference Governor.
As for the performance of the proposed ERG schemes, it is
counter-intuitive to note that the response of the “infinite” horizon
ERG is overall worse with respect to the Lyapunov-based ERG.
This is likely due to the fact that, by moving quicker in the
beginning, the “infinite” horizon approach causes a larger transient
response and ends up having to issue a more conservative action
later on.
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Fig. 5. Numerical simulations of the closed-loop response for the case k =
−1.68. The dashed lines represent the auxiliary references v(t), whereas the
solid lines represent the state x(t). The constraint boundary is represented
by the dotted red line.
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Fig. 6. Experimental results of the closed-loop response for the case k =
−1.68. The dashed lines represent the auxiliary references v(t), whereas the
solid lines represent the state x(t). The constraint boundary is represented
by the dotted red line.
It is worth noting that, even though Figures 3-4 and Figures 5-
6 present feature slightly different responses (likely due to model
mismatch), constraint satisfaction is still guaranteed. As discussed
in [23], this is due to the inherent robustness of the Lyapunov-based
ERG.
VII. CONCLUSIONS
This paper proposed an explicit reference governor approach
for the control of time delay systems subject to state and input
constraints. The method consists in pre-stabilizing the system using
a primary control loop and then introducing an auxiliary control
loop that ensures constraint satisfaction by suitably manipulating the
dynamics of the applied reference. The proposed scheme can be im-
plemented using a variety of Lyapunov-Razumikhin and Lyapunov-
Krasovskii functionals, although it has been shown in the numerical
and experimental validations that the resulting performance will
depend on the degree of conservativeness of the selected invariant.
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