Let O,(X) denote the increment in stimulus energy x that is required in order to produce the value s of a certain index of discriminability.
(Example: if x is luminance and the discriminability index is the signal-detectability index d', then d,.,(x) is the increment in x required to produce d' = 1.5.) The function d, is called the Weber function (for discriminability = s). A just-noticeable difference scale (JND scale) is a transformation of the stimulus continuum,
x + U(X), such that u[x + OS(X)] -u(x) = g(s).
That is, the u-scale difference between a stimulus x and the stimulus one S-JND higher is constant, g(s), independent of X; the u-scale difference between two stimuli separated by n s-JND's is n . g(s); g(s) is the u-scale size of one S-JND. This formalization of the concept of JND scale is due to Lute and Edwards (1958) , who pointed out that, in general, a JND scale does not exist; Eq. 1 can be solved only for special Weber functions. In particular, if the general linear form of Weber's Law holds, A,&) = k&)x + k&h then there are no function-pairs (u, g) satisfying Eq. 1, unless k, is propertional to k, , i.e., unless
where x,, is independent of S. The conditions that must be satisfied by a general Weber function O,(X), in order for a solution (u, g) Falmagne (1971) and Levine (1970) . Th e s y yh owed, among other things, that under the most commonly encountered conditions, the u-scale is unique (up to linear transformations) when it exists.
If the Weber function is given by Eq. 2, then simple substitution shows that the functions u(x) = a + b log@ + x0)
satisfy Eq. 1. In this case (Fechner's Law) the u-scale can be obtained by integrating the reciprocal of the Weber function:
The purpose of this note is to show that this formula can be generalized to other Weber functions. This is of interest both as a means of obtaining solutions to Eq. 1, when O,(x) is given in a closed functional form, and because Lute and Edwards explicitly asserted that Fechner's procedure of integrating dx/Ax gives wrong results except in the case of Ax given by Eq. 2. In the discussion, I shall try to reconcile Lute's and Edwards' assertion with the present result, and shall point out what is special about Weber's Law (Eq. 2).
To begin with, observe that one cannot simply write for an arbitrary Weber function A,(x). For one thing, it was just pointed out that solutions to Eq. 1 do not exist for arbitrary Weber functions. Thus, any method of integration can be applied only where we already know that the criteria for existence of a solution to Eq. 1 are satisfied. Secondly, the right side of Eq. 4 is a function of S, while the left side is not. Indeed, the integration performed above led to the u-scale [I/k(s)] log(x + x0) which does depend on S. But multiplying by [l/K(s)] is a permissible transformation, amounting to varying b in Eq. 3; thus, for Weber's Law, essentially the same scale was attained, regardless of the choice of s. For more general Weber functions, however, this need not hold.
This last point leads to the idea of normalizing the integral, by fixing the zero and units so as to retain the same u-scale for every S, at least approximately.
Thirdly, the right side of Eq. 4 is differentiable, so the left side must be also; we expect that a JND scale (u-scale) obtained by integration must satisfy some smoothness conditions. These considerations should lend some intuitive plausibility to the statement of the following theorem:
Let u be a real-valuedfunction on an open interval (a, /3), -cc < cy < /3 < + co, with a continuous, positive first derivative Du; let g be a real-valued function, the range of which has 0 as a limit point; and for all x, s such that x E (ar, /3) and u(x) + g(s) is in the range of u, let
Then for any x1 , x2 , x3 , x4 in (OL, p), with x3 # x4 , (5) (6) Note that Eq. 5 is equivalent to Eq. 1. The statement of the theorem is intended to include the assertions that both the integrals on the right side of Eq. 6 exist and that the indicated limit exists.
The following line of proof was suggested by Michael Levine.
Proof.
Since u has a positive first derivative, it is continuous and strictly increasing. Therefore u-l exists and O,(X) is well defined. Furthermore, since Du is positive, for every y in the range of U, Du-l(y) exists and is equal to l/Du[u-l(y)]. By the Theorem of the Mean applied to Eq. 5, for every X, s for which O,(x) is defined and nonzero, we have
where E(S, X) is strictly between 0 and g(s).
(7)
For any xi < x2 in (01, f3), choose 6 > 0 so small that u(xJ -6, U(ZJ + 6 are in the range of U. Then for 0 < 1 g(s)1 < 6, x1 < x < x2 , we have O,(x) defined and satisfying Eq. 7. Moreover, since Du is continuous, it is bounded on the compact interval [u-i[u(xi) -61, u-~[u(x~) + S]], and, hence, Du-l has a positive lower bound on the interval [u(xi) -6, u(x2) + 61. It follows that, for 0 < j g(s)/ < 6, the integral exists and is equal to To achieve this, it suffices to show that I/Du~l[u(x) + E(S, x)] converges uniformly on [xi , ~a] 
Let 17 > 0 be arbitrary. Let 6 be chosen as above and let the positive lower bound of Du-l in [u(xJ -6, u(xa) + 61 be p. Since Du-l is uniformly continuous on this interval, we can choose [ > 0 so small that for 1 yr -yz j < [, 1 Du-'(y,) -Du-l(y,) 1 < p2.
Then for 1 g(s)/ < inf(6, E}, we have
uniformly for x: in [x1 , x2]. This completes the proof. Note that the key to this proof is the normalization, which permits the factor g(s) to cancel out of the expression for d,(x).
If we define u,( 
DISCUSSION
There are two cases to discuss, First, in the situation where d Jx) is given as a function of s and x, then clearly, it makes sense to calculate the normalized integral g,(x) as above and to evaluate the limit to obtain u(x). To illustrate, consider the Weber function A,(x) = k(s)(x + xc@ + ik(s)Z.
We calculate the integral of dx/A S(x) by substituting for X, introducing a new variable w,:
We obtain
As we let k(s) -+ 0, the first term dominates, and the normalized ii, is approximately a linear function of w, . In turn, w, converges to (x + x0)*. If we substitute u(x) = (x + x& we find that Eq. 1 is satisfied with A,(x) given by Eq. 8 and withg(s) = &k(s). For Weber functions less contrived than Eq. 8, it may be necessary to resort to 596 KRANTZ numerical integration and to numerical approximation of the limit-which may amount merely to choosing a sufficiently fine JND size (index s) and hoping that the resulting integral is close enough to the limit. The estimated u-scale can always be checked by substituting back in Eq. 1. The special feature of the Weber-Law case (Eq. 2) is that no passage to the limit is needed: the ratio of US-differences is independent of s. The second case to discuss is where A,(x) is given as a function of X, for some fixed value s of the discriminability index. This is the typical case when the Weber function is estimated from data, rather than specified fully either by a theory or an overall generalization from data like Eqs. 2 or 8. Typically, the data yield estimates of a few points on each of several psychometric functions around different stimulus values (1) error in determining O,(xJ; (2) error in interpolating to get A,( yJ; (3) error in interpolating to get 24(X) for yi-r < x < yi . Note that, given the curve A, , there is no further error in determining u at the points y0 , yr ,..., yi . . . . and error source (3), for points between the yi , may be rather trivial, if the points yi are close enough together so that linear interpolation suffices.
If we carry out the first steps, through estimation of O,(X) as a smooth curve, as in the Lute and Edwards method, then integration can produce an additional source of error. To see this, let y,, , yr ,..., yi be as above (Eq. 9), so that the correct values are u(yJ = i. Integration
[normalized so u( y,,) = 0, u(yi) = I] gives:
In the last two expressions, we let %[ be any value of x between yl-r and y! , where l/A,(x) assumes its mean value over that interval, i.e., %/ is defined by A,(q) = ' j"
Ye -Ye-1 .%-I 2% .
The existence of such an %! is assured by the First Mean Value Theorem for integrals.
If the percentage variation in A,(x) on each interval (y!-r, ye) is negligible, then A dye-,)!A s@e> * 1, G = l,..., i, and the expression in Eq. 10 reduces to u(y,) = i, coinciding with the Lute-Edwards value. In fact, for the case where A, is an increasing function of x for each s, the above
