Denote by T n and S n the full transformation semigroup and the symmetric group on the set {1, . . . , n}, and E n = {1} ∪ (T n \ S n ). Let T (X, P) denote the set of all transformations of the finite set X preserving a uniform partition P of X into m subsets of size n, where m, n ≥ 2. We enumerate the idempotents of T (X, P), and describe the subsemigroup S = E generated by the idempotents E = E(T (X, P)). We show that S = S 1 ∪ S 2 , where S 1 is a direct product of m copies of E n , and S 2 is a wreath product of T n with T m \ S m . We calculate the rank and idempotent rank of S, showing that these are equal, and we also classify and enumerate all the idempotent generating sets of minimal size. In doing so, we also obtain new results about arbitrary idempotent generating sets of E n .
Introduction
Let S be a semigroup and E(S) = {s ∈ S : s 2 = s} the set of all idempotents of S. For a subset U ⊆ S, we write U sgp for the subsemigroup of S generated by U. We write U = U sgp if S is not a monoid, or else U = U ∪ {1} sgp = U sgp ∪ {1} if S is a monoid with identity 1. The rank of S, denoted rank(S), is the minimal cardinality of a subset U ⊆ S such that S = U . If S is idempotent generated, then the idempotent rank of S, denoted idrank(S), is the minimal cardinality of a subset U ⊆ E(S) such that S = U . Every monoid we consider will have an irreducible identity element; in other words, the only solution to the equation xy = 1 is x = y = 1. For such a monoid M, we see that: S = M \ {1} is a subsemigroup of M; rank(M) = rank(S); and M is idempotent generated if and only if S is, in which case, idrank(M) = idrank(S). This partially explains our slightly unusual definitions concerning generation and (idempotent) rank.
The full transformation semigroup on a set X, denoted T X , is the set of all transformations of X (i.e., all functions X → X), under the semigroup operation of composition. The group of units of T X is the symmetric group S X , consisting of all permutations of X (i.e., all bijections X → X). We also write E X = E(T X ) for the idempotent generated subsemigroup of T X . When X = n = {1, . . . , n}, we write T X = T n , and similarly for S n and E n . (Note that T 0 = S 0 = E 0 has a single element; namely, the empty map ∅.) A much celebrated result of Howie [15] states that E n = {1} ∪ (T n \ S n ), where 1 ∈ T n denotes the identity mapping. (Infinite E X was also described in [15] .) In a subsequent work, Howie [16] showed that rank(E n ) = idrank(E n ) = n 2 if n ≥ 3 (while rank(E 2 ) = idrank(E 2 ) = 2, and rank(E n ) = idrank(E n ) = 0 if n ≤ 1), and classified the minimal idempotent generating sets of E n , showing that these are in one-one correspondence with the strongly connected tournaments on n vertices; the enumeration of such tournaments was given by Wright [24] . These results of Howie initiated a vibrant direction for research in combinatorial semigroup theory. For example, they have been extended to semigroups of matrices [9, 10, 13, 18] , endomorphisms of (finite and infinite dimensional) independence algebras [11, 12] , and partitions [5, 7, 8, 19] . Now let X be an arbitrary set and P = {C i : i ∈ I} a partition of X; that is, the sets C i are non-empty, pairwise disjoint, and their union is all of X. The set T (X, P) = {f ∈ T X : (∀i ∈ I)(∃j ∈ I) C i f ⊆ C j }, consisting of all transformations of X preserving P, is a subsemigroup of T X , and may be thought of as the set of all continuous mappings with respect to the topology with basis P. This semigroup appears to have been introduced by Huisheng Pei [20] , who later characterised the regular elements of T (X, P) and described Green's relations [22] ; see also [23] . In [21] , Pei raised the question of determining rank(T (X, P)) in the case that the set X is finite and the partition P is uniform (i.e., |C i | = |C j | for each i, j), and obtained an upper bound of 6 for this rank. The question was settled in [2] where it was shown that rank(T (X, P)) = 4, making use of results on wreath products of symmetric groups and transformation semigroups; see also [1] for the calculation of rank(T (X, P)) for an arbitrary partition P of a finite set X.
The purpose of the current work is to consider the idempotent generated subsemigroup
of T (X, P) where X is finite and P is uniform. Our results include:
(i) characterisation and enumeration of the idempotents E(T (X, P)) -see Propositions 10 and 11,
(ii) description of the elements and structure of E(X, P) -see Proposition 13, (iii) calculation of rank(E(X, P)) and idrank(E(X, P)) -see Theorem 19,  (iv) classification and enumeration of the minimal idempotent generating sets of E(X, P) -see Theorem 23.
Note that by a "minimal generating set", we always mean a generating set of minimal size, rather than a generating set that is minimal with respect to set containment, but we will show that these two notions of minimality are equivalent in the context of idempotent generating sets of E(X, P) -see Theorem 23. In order to obtain the results alluded to in (iv), it is necessary to extend Howie's results from [16] and enumerate the idempotent generating sets of E n that are not necessarily minimal; we believe these results are interesting in their own right -see Theorem 6.
Preliminaries on T n
In this section, we record the results concerning T n , E(T n ) and E n = E(T n ) that we will need in what follows.
Recall that the rank of a transformation f ∈ T X is rank(f ) = |im(f )|, the cardinality of the image im(f ) of f . For k ∈ n, we will write D nk = {f ∈ T n : rank(f ) = k}. (These sets form the so-called D-classes of T n , and they form a chain,
No knowledge of Green's relations, which include the D relation, will be assumed but the reader may refer to a monograph such as [14, 17] for details if they wish.) For a subset U of a semigroup S, we write E(U) = U ∩ E(S) for the set of all idempotents in U. The next result is easily checked.
Proposition 1.
A transformation f ∈ T X is an idempotent if and only if f acts as the identity on its image. If n ≥ 1, then
From now on, we will write D n = D n,n−1 for n ≥ 2. By convention, we also define
By the previous proposition,
where e ij ∈ T n denotes the transformation that maps j to i and maps the rest of n identically; see Figure 1 for an illustration.
The idempotent e ij ∈ E(D n ) in the cases i < j (left) and i > j (right).
Note that the empty map ∅ ∈ T 0 is the identity element of T 0 . Since the set {f ∈ T n : rank(f ) ≤ n − 2} is an ideal of T n , and since E n = D n , it follows that whenever U is a generating set for E n , then so too is U ∩ D n . In particular, any minimal generating set for E n is contained in D n , and any minimal idempotent generating set is contained in E(D n ). See [6] for a presentation for E n with respect to the generating set E(D n ).
In [16] , Howie calculated the rank and idempotent rank of E n , and classified the (minimal) idempotent generating sets. (A classification of all the generating sets of E n may be found in [3] .) We now describe Howie's classification, as it features prominently in our results in subsequent sections.
We say that a digraph Γ on vertex set V is complete if its underlying undirected graph (obtained by changing each directed edge u → v to an undirected edge u − v and replacing any double edges with single edges) is the complete graph on V , and we say Γ is strongly connected if |V | = 1 or, for any u, v ∈ V , there is a directed path from u to v in Γ. In what follows, we interpret
Theorem 4 (Howie, [16] ). Let U ⊆ E(D n ) where n ≥ 0, and define a digraph Γ U with vertex set n and a directed edge i → j for each e ij ∈ U. Then E n = U if and only if the graph Γ U is strongly connected and complete. Further,
. There is a unique strongly connected, complete graph on vertex set 2 = {1, 2}, so there is a unique (minimal idempotent) generating set of E 2 , as may also be easily verified directly.
A digraph Γ on vertex set V is called a tournament if, for each u, v ∈ V with u = v, Γ contains exactly one of the edges u → v or v → u. Part (i) of the next result is due to Howie [16] , and part (ii) to Wright [24] .
Theorem 5 (Howie [16] and Wright [24] ).
(i) The minimal idempotent generating sets of E n with n = 2 are in one-one correspondence with the strongly connected tournaments on n vertices. (There is a unique minimal idempotent generating set of E 2 .)
(ii) Let w n denote the number of strongly connected tournaments on n ≥ 0 vertices. Then
where
In the course of our investigations, we will also need to know the total number of generating sets of E n consisting of k idempotents from D n , where k is not necessarily equal to the minimal size of
Let Γ be a complete digraph on vertex set V . We say that Γ has a double edge u − v if both u → v and v → u are edges of Γ. Define a relation ∼ Γ on the vertex set V by u ∼ Γ v if u = v or there is a directed path from u to v in Γ and one from v to u. The equivalence classes with respect to ∼ Γ are the strongly connected components of Γ. The set V /∼ Γ of strongly connected components is totally ordered: if A, B are two strongly connected components, we say A > B if every edge between a vertex from A and a vertex from B points from the vertex from A to the vertex from B. Because this is a total order, there is a maximal (and minimal) strongly connected component.
, let w nk denote the number of strongly connected, complete digraphs on vertex set n that have k double edges.
, w nk is equal to the number of subsets
The numbers w nk satisfy the recurrence
Proof. Parts (i) and (ii) are clear, based on Theorem 4, so it suffices to prove the recurrence for w nk . The value for n = 0 is clear. Now suppose n ≥ 1. Note that F nk is the total number of complete digraphs on vertex set n with k double edges, since to specify such a graph, we must choose the double edges in (
k ways, and then choose the orientation of the remaining edges in 2 ( n 2 )−k ways. From this value, we subtract the number of complete digraphs on vertex set n with k double edges that are not strongly connected. Clearly, there are no such graphs if n = 1 (in which case the stated recurrence says w 10 = F 10 = 1), so we assume n ≥ 2 for the remainder of the proof. Consider a complete, but not strongly connected, graph Γ on vertex set n with k double edges. To specify Γ, we first choose a subset M ⊆ n to be the maximum strongly connected component in the partial order on n/∼ Γ ; this may be done in n s ways, where |M| = s. We then choose the edges within M in w sl ways for some 0 ≤ l ≤ k, the edges within n \ M in F n−s,k−l ways, and the remaining edges all point from a vertex in M to a vertex in n \ M. Summing over all s, l gives the desired result. ✷
. We will not need part (ii) of the previous theorem, but it is included for completeness. Since any idempotent generating set for E n contains a generating set consisting of idempotents from D n (as noted in Remark 3), it follows that the total number of idempotent generating sets of E n is equal to
Note also that w n0 = w n and F n0 = F n , so the k = 0 case of the previous result is Theorem 5.
Calculated values of w nk and ( n 2 ) k=0 w nk may be found in Tables 1 and 2 . Table 1 also includes the values of w n = w n0 in the first column. Table 2 : Calculated values of ( n 2 ) k=0 w nk ; see Theorem 6(ii) for more details.
The next result shows that for idempotent generating sets of E n , "minimality" in terms of size is equivalent to "minimality" in terms of set containment.
Proposition 8. Any idempotent generating set for E n contains a minimal idempotent generating set.
Proof. The result is trivial for n = 2, since V = {e 12 , e 21 } is the unique (minimal idempotent) generating set for E 2 , so suppose n ≥ 3. Let U be an arbitrary idempotent generating set of E n .
As mentioned above in Remark 3, V = U ∩ D m is also an idempotent generating set of E n . It follows that the graph Γ = Γ V is strongly connected and complete. Suppose Γ has n 2 + k edges. If k = 0, then V is minimal, so suppose k ≥ 1, and let i − j be a double edge of Γ. Let Γ ′ (respextively, Γ ′′ ) denote the graph obtained from Γ by removing the edge i → j (respectively, j → i). It suffices to show that one of Γ ′ , Γ ′′ is strongly connected. Suppose Γ ′ is not strongly connected, and that the strongly connected components of Γ ′ are ordered by A 1 > · · · > A k . Then, since Γ is strongly connected, it must be the case that i ∈ A k and j ∈ A 1 . But then, clearly, Γ ′′ is strongly connected. This completes the proof. ✷ Remark 9. A generating set for E n need not contain a minimal generating set in general. For example, the four transformations ( 1 2 3 1 1 2 ) , ( 1 2 3 1 3 1 ) , ( 1 2 3 1 2 2 ) , ( 1 2 3 2 3 2 ) generate E 3 , although no proper subset does and rank(E 3 ) = 3.
Preliminaries on E(T (X, P))
For the duration of this section, we fix integers m, n ≥ 1, the set X = m × n, and the partition P = {C 1 , . . . , C m } of X into m subsets C i = {1}×n of size n. (If 0 ∈ {m, n}, then T (X, P) = T 0 , and everything we say in this section is trivial.) Recall that T (X, P) is the subsemigroup of T X consisting of all transformations f ∈ T X that preserve P; that is,
Note that T (X, P) is isomorphic to T n or T m if m = 1 or n = 1, respectively.
We now describe the notation we will be using for transformations from T (X, P). With this in mind, let f ∈ T (X, P). There is a transformation f ∈ T m such that, for all i ∈ m,
The transformation f ∈ T (X, P) is uniquely determined by f 1 , . . . , f m ∈ T n and f ∈ T m , and we will write f = [f 1 , . . . , f m ; f ]. The product in T (X, P) may easily be described in terms of this notation. Indeed, if f, g ∈ T (X, P), then f g = [f 1 g 1f , . . . , f m g mf ; f g]. The rule for multiplication illustrates the structure of T (X, P) as a wreath product T n ≀ T m , as noted in [1] . Note that f g = f g for all f, g ∈ T (X, P).
There is a useful way to picture a transformation f = [f 1 , . . . , f m ; f ] ∈ T (X, P). For example, with m = 5, and f = ( 1 2 3 4 5 2 2 4 2 5 ) ∈ T 5 , the transformation Figure 2 . 
may be calculated as in Figure 3 .
For the statement of the next result, for integers p ≥ 0 and q ≥ 1, let C (p, q) denote the set of all q-tuples (a 1 , . . . , a q ) of non-negative integers such that a 1 + · · · + a q = p.
Figure 3: Diagrammatic calculation of a product in T (X, P).
Proposition 10. A transformation f ∈ T (X, P) is an idempotent if and only if
(ii) f i ∈ E(T n ) for all i ∈ im(f ), and
If m, n ≥ 1, then
where the inner sums are over all l = (l 1 , . . . , l k ) ∈ n k and all a = (a 1 , . . . , a k ) ∈ C (m − k, k).
Proof. Consider an idempotent f ∈ E(T (X, P)). Then
from which we immediately obtain (i). For any i ∈ im(f ), we have if = i, so that
Conversely, it is easy to show that any transformation f ∈ T (X, P) satisfying (i-iii) is an idempotent.
In order to specify an idempotent f = [f 1 , . . . , f m ; f ] ∈ E(T (X, P)), we first specify k = rank(f ) ∈ m. Then im(f ) may be chosen in m k ways. Suppose we have chosen im(f ) = {q 1 , . . . , q k } ⊆ m. For each i ∈ k, f q i is an idempotent. We first choose the ranks, say l 1 , . . . , l k ∈ n of these idempotents, then their images in n l 1 , . . . , n l k ways, and then the images of the remaining elements of C q 1 , . . . , C q k in l n−l 1 1 , . . . , l n−l k k ways. We must then specify the images of the remaining elements of X. To do this, we first choose the sizes of the preimages q 1 f −1 , . . . , q k f −1 ; suppose these preimages have size a 1 + 1, . . . , a k + 1, noting that q i f −1 contains q i for each i. This may be done in m−k a 1 ,...,a k ways. Once we have done this, for each i ∈ k, we note that each element of j∈q i f −1 C j must map into im(f q i ), which has size l i ; so there are l We also give a recurrence that may be used to more easily compute the values of |E(T (X, P))|.
For the statement of this result, it will be convenient to allow 0 ∈ {m, n}, in which case
Proposition 11. Let e mn = |E(T (X, P))| where P is a uniform partition of the set X = m × n into m blocks of size n. Then
Proof. It is clear that e 0n = 1 for all n, so suppose m ≥ 1. An idempotent f ∈ E(T (X, P)) is uniquely determined by:
(i) the set A = {i ∈ m : if = 1f }, say of size k ∈ m -there are
(ii) the image i = 1f , which is an element of A -there are k choices for i, and we have i = jf for all j ∈ A, (iii) the component f i , which is an idempotent from T n , say of rank l ∈ n -there are ways for some a 2 ≥ 0, and so on. The n = 1 case of Proposition 11 gives the recurrence
. Values of |E(T (X, P))| are given in Table 3 . 1  2  3  4  5  0  1  1  1  1  1  1  1  1  1  3  10  41  196  2  1  3  21  256  4913  134496  3  1 10  189  9028  917705  172425016  4  1 41 2073  401560  233777121  349447639616  5  1 196 26553 21212980 74070192121 977698734939376   Table 3 : Calculated values of |E(T (X, P))| where P is a partition of X into m blocks of size n.
The semigroup E(X, P)
We now move on to study the idempotent generated subsemigroup E(X, P) = E(T (X, P)) of T (X, P). For simplicity, we will simply write E = E(T (X, P)) and S = E(X, P) = E . We will also assume from now on that m, n ≥ 2.
In what follows, certain special idempotents will play a crucial role. With this in mind, for i, j ∈ m with i = j and for any f ∈ S n , we write
where f is in the jth position. Note that here e ij = e ij;f refers to an idempotent from D m ⊆ T m , but elsewhere we will also refer to idempotents e rs ∈ D n ⊆ T n ; however, the context should always be clear, so there should be no confusion. Note that the transformations e ij;f trivially satisfy conditions (i-iii) of Proposition 10, so e ij;f ∈ E. If g ∈ T n and i ∈ m, we will write
, where g is in the ith position. For example, with m = 5, the transformations e 42;f and g (2) are pictured in Figure 4 . For any subset U ⊆ T n , and for any i ∈ m, we write
Figure 4: Diagrammatic representation of e 42;f (left) and g (2) (right) from T (X, P) with m = 5.
The next result characterises the elements of S = E , and also gives some information about the internal structure of S. Here and elsewhere, we will write A = B ⊔ C to indicate that A is the disjoint union of B and C.
Proposition 13. We have S = S 1 ⊔ S 2 and S 2 = S 1 S 3 , where
Further,
is the internal direct product of m isomorphic copies of E n ,
, a wreath product of T n with T m \ S m , (iii) S 3 is isomorphic to S n ≀ (T m \ S m ), a wreath product of S n with T m \ S m , and
Proof. To prove that S = E ⊆ S 1 ∪ S 2 , it suffices to show that (a) E ⊆ S 1 ∪ S 2 , and (b) S 1 ∪ S 2 is closed under multiplication on the left by the elements of E. First consider an idempotent f = [f 1 , . . . , f m ; f ] ∈ E. Since f ∈ E(T m ), it follows that either f ∈ T m \ S m or else f = 1. In the former case, we have f ∈ S 2 . In the latter, we have f 1 , . . . , f m ∈ E(T n ) ⊆ E n by Proposition 10(ii), whence f ∈ S 1 . So (a) holds. Now suppose f ∈ E and g ∈ S 1 ∪ S 2 . In particular, f , g ∈ E m . Now, if either f or g belongs to T m \ S m , then so too does f g = f g, so that f g ∈ S 2 . Next, suppose f = g = 1. Then f i , g i ∈ E n for each i, and it follows that f i g i ∈ E n for each i, whence f g = [f 1 g 1 , . . . , f m g m ; 1] ∈ S 1 . This completes the proof of (b).
We now show that
, we write f = e i 1 j 1 e i 2 j 2 · · · e i k j k , and note that f = [f 1 , . . . , f m ; e i 1 j 1 ]e i 2 j 2 ;1 · · · e i k j k ;1 , so it suffices to show that [f 1 , . . . , f m ; e ij ] ∈ S where, for simplicity, we have written i = i 1 and j = j 1 . For each r ∈ m, we may write f r = g r h r , where g r ∈ E(T n ) and h r ∈ S n . Then [f 1 , . where the product is calculated in ascending order of the indices k ∈ m \ {i, j} (although the order doesn't actually matter here). See Figure 5 for a diagrammatic verification of this fact where, for convenience, we have written m \ {i, j} = {a 1 , . . . , a m−2 } with a 1 < · · · < a m−2 , and drawn the transformations with the blocks arranged in the order C a 1 , . . . , C a m−2 , C i , C j .
Since each e ij;f belongs to S 3 , the previous paragraph also shows that S 2 = S 1 S 3 . Finally, statements (i-iv) are readily checked. ✷
Values of |S| = |E(X, P)| are given in Table 4 . 1  2  3  4  5  0  1  1  1  1  1  1  1  1  1  3  22  233  3006  2  1  3  41  1942  185361  28567286  3  1  22  1371  423991  364970873  668031464841  4  1 233  59473  123528568  999379708193  22206894087218296  5  1 3006 3077363 43123619167 3304719161323273 895805227489703588401   Table 4 : Calculated values of |E(X, P)| where P is a partition of X into m blocks of size n.
As a consequence of the previous proof, we have the following.
Corollary 14.
Let
ji : 1 ≤ i < j ≤ n, k ∈ m} and G 2 = {e ij;f , e ji;f : 1 ≤ i < j ≤ m, f ∈ S n }.
The generating set G 1 ∪ G 2 from Corollary 14 has size 2m
. Shortly, we will see that we may reduce this set further; in fact, we will see that we can use half the elements of G 1 ∪ G 2 in the case n ≥ 3. When n = 2, we need all the elements of G 1 and half the elements of G 2 . e ij;h j ) k∈m\{i,j} (e jk;h k e kj;1 ); see the proof of Proposition 13 for more details.
Proof. Part (ii) clearly follows from part (i). To show that S \ E (i)
n is an ideal of S, it suffices to show that, for all g, h ∈ S, gh ∈ E
n . ✷ For 1 ≤ i < j ≤ m, we write ε ij for the equivalence relation on m with unique non-trivial equivalence class {i, j}. We also write ∆ = {(i, i) : i ∈ m} for the trivial equivalence on m (i.e., the equality relation on m). Recall that the kernel of a transformation f ∈ T m is the equivalence ker(f ) = {(i, j) ∈ m × m : if = jf }. Of importance is the easily checked fact that ker(f g) ⊇ ker(f ) for all f, g ∈ T m . Lemma 16. Let 1 ≤ i < j ≤ m and f ∈ S n , and suppose e ij;f = gh where g, h ∈ S and g = 1. Then
Consequently, if G is an arbitrary generating set of S, then G contains such an element g for each 1 ≤ i < j ≤ m and f ∈ S n .
Proof. Now, [1, . . . , 1, f, 1 
∩ S n = {1}, it follows from Proposition 13 that either g = [1, . . . , 1; 1] = 1 or else g ∈ S 2 . We have assumed that g = 1, so it follows that g ∈ S 2 . But then ∆ = ker(g) ⊆ ker(gh) = ker(e ij ) = ε ij , so that ker(g) = ε ij . It follows that ig = jg. We also have 1 = g i h ig , so that h ig = g
. So g satisfies each of (i-iii). Now suppose G is an arbitrary generating set for S. Then by considering an expression e ij;f = h 1 · · · h k , where h 1 , . . . , h k ∈ G, we see that h 1 satisfies conditions (i-iii). ✷ Corollary 17. We have rank(S) ≥ mρ n + n! m 2
, where ρ 2 = 2 and ρ n = n 2 if n ≥ 3.
Proof. Let G be an arbitrary generating set for S. Lemma 15 (respectively, 16) tells us that G contains at least m × rank(E n ) = mρ n (respectively, n! m 2
) distinct elements from S 1 (respectively, S 2 ). Since S 1 ∩ S 2 = ∅, it follows that |G| ≥ mρ n + n! m 2 . Since this is true for any generating set, it follows that this value is a lower bound for rank(S). ✷ Our next goal is to show that the lower bound for rank(S) just obtained is in fact sharp, and also equal to idrank(S). To do this, it is sufficient to produce any idempotent generating set of S of the given size. However, since we also aim to classify and enumerate all minimal idempotent generating sets, it will be convenient to prove a more general result. With this in mind, we first introduce some notation. Let
For an idempotent generating set V of T m \ S m with V ⊆ D m (but not necessarily of minimal size), let
Note that for any 1 ≤ i < j ≤ m, exactly one of the following holds:
Proof. It is clear that W ⊆ E has the required size. So, by Corollary 14(ii), it remains to show that W contains each e ij;f ∈ G 2 . To simplify notation, let T = W . We first claim that T contains e ij;1 for each e ij ∈ V . Now e ij;1 belongs to W ⊆ T for each (i, j) ∈ Φ V . Next, suppose (i, j) ∈ Ξ V . Then either (i) e ij;1 ∈ W or (ii) e ji;1 ∈ W . Suppose (i) holds. We will show that e ji;1 ∈ T . (A similar argument shows that (ii) implies e ij;1 ∈ T .) Since B ij = ∅, W contains some e ji;g with g ∈ S n . Let q ≥ 1 be such that g q = 1. Then e ji;1 = (e ij;1 e ji;g ) q ∈ T , as we show in Figure 6 where, for convenience, we have only pictured the action of the transformations on the blocks C i and C j , all other blocks being mapped identically. This completes the proof of the claim. Since V is a generating set of T m \ S m , every e ij is a product of elements from V , so it also follows that T contains every e ij;1 .
Next, we show that T contains each e ji;f with (i, j) ∈ Φ V . Now W contains e ij;f −1 and we know that e ji;1 ∈ T . One may check diagrammatically that e ji;f = (e ij;f −1 e ji;1 ) q ∈ T , where q ≥ 1 is such that f q = 1. Now let (i, j) ∈ Ξ V . Then W contains each e ij;f with f ∈ A ij , and each e ji;f −1 with f ∈ B ij . The proof of the lemma will be complete if we can show that T contains (i) each e ij;f with f ∈ B ij , and (ii) each e ji;f −1 with f ∈ A ij . We will show that (i) is true, with (ii) being similar. Let f ∈ B ij . Then e ji;f −1 ∈ W , and we also know that e ij;1 ∈ T . As above, we see that e ij;f = (e ji;f −1 e ij;1 ) q for some q ≥ 1. ✷ 1 1 Figure 6 : Diagrammatic proof that (e ij;1 e ji;g ) q = e ji;1 ; see the proof of Lemma 18 for more details.
We are now ready to prove one of the main results of the paper. if n ≥ 3.
, and since we already know that idrank(S) ≥ rank(S) ≥ mρ n + n! m 2 , by Corollary 17, it suffices to show that V = S. But S = S 1 ∪ S 1 S 3 by Proposition 13, and clearly
. Since W = S 3 by Lemma 18 (and since 1 ∈ S 1 ), the proof is complete. ✷ Remark 20. With one exception, the expression for rank(S) given in Theorem 19 is valid if 1 ∈ {m, n}, if we also define ρ 1 = rank(E 1 ) = 0. When m = 1, the formula reduces to ρ n . When n = 1, it reduces to m 2
. So in both cases, we see that it agrees with Theorem 4, unless (m, n) = (2, 1), where the formula gives Table 5 . 2  3  4  5  6  7  8  9  10  1  1  2  3  6  10  15  21  28  36  45  2  2  6 12  36 140  750  5082  40376  362952  3628890  3  3 12 27  90 390 2205 15183 121044 1088748 10886535  4  6 20 48 168 760 4380 30324 242032 2177424 21772980  5  10 30 75 270 1250 7275 50505 403340 3628980 36288225  6  15 42 108 396 1860 10890 75726 604968 5443416 54432270  7  21 56 147 546 2590 15225 105987 846916 7620732 76205115  8  28 72 192 720 3440 20280 141288 1129184 10160928 101606760  9  36 90 243 918 4410 26055 181629 1451772 13064004 130637205  10 45 110 300 1140 5500 32550 227010 1814680 16329960 163296450 Table 5 : Calculated values of rank(E(X, P)) = idrank(E(X, P)) where P is a partition of X into m blocks of size n.
Next we aim to enumerate the minimal idempotent generating sets of S. Part of doing this involves showing that every such generating set has the form described in the previous theorem.
We also aim to show that any idempotent generating set of S contains a minimal (idempotent) generating set. In order to accomplish these aims simultaneously, we will need to prove a number of technical lemmas.
Lemma 21. Let U ⊆ E and 1 ≤ r < s ≤ m. Suppose e rs;1 = g 1 · · · g k , where g 1 , . . . , g k ∈ U and k is minimal among all such expressions of e rs;1 as a product of elements from U. Then
. . , g im ; g i ] for each i. First note that ε rs = ker(e rs ) = ker(g 1 · · · g k ) ⊇ ker(g 1 ), so that ker(g 1 ) = ε rs or ∆, the trivial equivalence. As in the first paragraph of the proof of Lemma 16, ker(g 1 ) = ∆ would imply that g 1 = 1, so that e rs;1 = g 2 · · · g k , contradicting the minimality of k. So we must in fact have ker(g 1 ) = ε rs . Since g 1 is an idempotent, it follows that g 1 = e rs or e sr . Suppose g 1 = e rs , the other case being similar. Since g 1 · · · g k = e rs;1 is injective when restricted to each C i , we see that g 1i ∈ S n for all i ∈ m. Since g 1 is an idempotent, Proposition 10 gives g 1i ∈ E(T n ) for all i ∈ im(g 1 ) = m \ {s}, so that g 1i = 1 for all such i. It follows that g 1 = e rs;g 1s ∈ G 2 . (Further considerations reveal that in fact g 1s = 1, but we do not need to know this.)
As an inductive hypothesis, suppose g 1 , . . . , g l−1 ∈ G 2 for some 2 ≤ l ≤ k. We must show that g l ∈ G 2 . Put h = g 1 · · · g l−1 and write h = [h 1 , . . . , h m ; h]. Again, we have h 1 , . . . , h m ∈ S n . Note that n − 1 = rank(e rs ) = rank(hg l · · · g k ) ≤ rank(h) ≤ rank(g 1 ) = n − 1, so it follows that rank(h) = n − 1. Say im(h) = m \ {q}. We also have rank(g l ) ≥ n − 1. Suppose first that rank(g l ) = n, so that g l = 1. Then Proposition 10 gives g li ∈ E(T n ) for each i. If g li = 1 for some i ∈ m \ {q}, then for any j ∈ m with jh = i, the restriction of hg l to C j would not be injective, and hence neither would the restriction of e rs;1 to C j , a contradiction. So it follows that g li = 1 for all i ∈ m \ {q}. But then g l acts as the identity on i∈m\{q} C i = im(h), and so hg l = h, giving e rs;1 = g 1 · · · g l−1 g l+1 · · · g k , again contradicting the minimality of k. Now suppose rank(g l ) = n − 1. Since rank(hg l ) = n − 1, and since im(h) = m \ {q}, it follows that g l = e pq or e qp for some p ∈ m \ {q}. A similar argument to that just used shows that if g l = e pq , then hg l = h, and we again obtain a contradiction. Finally, suppose g l = e qp . We again have g li ∈ E(T n ) for all i ∈ m \ {p}, and g lj ∈ S n for all j ∈ m \ {q}. It follows that g li = 1 for i ∈ m \ {p, q}. We also have im(g lq ) ⊇ im(g lp ) = n, by Proposition 10, so g lq = 1. It follows that g l = e qp;g lp ∈ G 2 , completing the proof. ✷ Proof. Part (i) follows from Lemma 22 and Theorem 19. For part (ii), suppose W is a minimal idempotent generating set of S. Then we must have W = W 1 ∪W 2 where W 1 , W 2 are as described in Lemma 22, so it follows that W has the form described in Theorem 19. By part (ii), a minimal idempotent generating set for S is completely determined by (using the notation of Lemma 18): , there are w mk choices of V with |Ξ V | = k and, for such a V , there are 2 n! − 2 ways to choose the subsets (A ij , B ij ) for each (i, j) ∈ Ξ V . ✷ Remark 24. With one exception, the expression given in Theorem 23 is valid if 1 ∈ {m, n}, if we also define σ 1 = w 1 = 1. When m = 1, the formula reduces to σ n (assuming 0 0 = 1). When n = 1, it reduces to w m . So in both cases, we see that it agrees with Theorem 5, unless (m, n) = (2, 1), where the formula gives w 2 = 0, even though there is actually a unique (minimal idempotent) generating set of E(X, P) ∼ = E 2 . Some calculated values are given in Table 6 . Table 6 : The number of minimal idempotent generating sets of E(X, P) where P is a partition of X into m blocks of size n.
