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REALITY INSTRUMENT USING HAPTIC FEEDBACK AND ACCURATE
PHYSICAL MODELLING
Silvin Willemsen, Razvan Paisa and Stefania Serafin
Multisensory Experience Lab, CREATE
Aalborg University Copenhagen
{sil, rpa, sts}@create.aau.dk
ABSTRACT
This paper proposes a multisensory simulation of a tromba
marina – a bowed string instrument in virtual reality. The
auditory feedback is generated by an accurate physical model,
the haptic feedback is provided by the PHANTOM Omni,
and the visual feedback is rendered through an Oculus Rift
CV1 head-mounted display (HMD). Moreover, a user study
exploring the experience of interacting with a virtual bowed
string instrument is presented, as well as evaluating the
playability of the system. The study comprises of both
qualitative (observations, think aloud and interviews) and
quantitative (survey) data collection methods. The results
indicate that the implementation was successful, offering
participants realistic feedback, as well as a satisfactory mul-
tisensory experience, allowing them to use the system as a
musical instrument.
1. INTRODUCTION
The tromba marina is a bowed monochord from medieval
Europe [1] (see Figure 1). The string rests on a loose bridge
that rattles against the body. This rattling mechanism cre-
ates a sound with brass- or trumpet-like qualities. Unlike
other bowed string instruments, different frequencies are
created by slightly damping the string with a finger of the
non-bowing hand as opposed to pressing the string fully
against the neck. This interaction at different locations
along the string triggers the different harmonics of the open
string. Furthermore, the tromba marina is bowed closer to
the nut, and the finger determining the frequency is closer
to the bridge (below the bow). As the tromba marina is a
rare instrument which can be merely found in museums,
very few have the opportunity to play it and discover its
interesting timbral possibilities. We wish to recreate the
feeling of playing this instrument by using physics based
multisensory simulations [2].
In the context of musical applications, physics based mul-
tisensory simulations have shown some interest in the sound
and music computing community. As stated in [3], the
combination of haptics and audio visual content has its
Copyright: © 2020 Silvin Willemsen et al. This is an open-access article distributed
under the terms of the Creative Commons Attribution 3.0 Unported License, which
permits unrestricted use, distribution, and reproduction in any medium, provided
the original author and source are credited.
Figure 1. A tromba marina owned by Nationalmuseet in
Copenhagen, Denmark.
own specific challenges worth investigating. Sile O’Modhrain
is one of the pioneers that noticed the tight connection be-
tween auditory and haptic feedback and investigated how
haptic feedback can improve the playability of virtual in-
struments [4]. At the same time, Charles Nichols devel-
oped the vBow, a haptic human computer interface for bow-
ing [5]. For several years, researchers from ACROE in
Grenoble have developed multisensory instruments based
on the mass-spring-system paradigm, with custom-made
bowing interfaces [6, 7]. Such multisensory simulations
have recently been made open source [8]. Haptic feedback
has also been combined with digital waveguide models for
simulating bowed string interactions [9].
Simulating the feeling of string-instrument vibrations is
particularly important since it has been shown how vibra-
tions’ level can be strongly perceived [10]. We use de-
mocratized VR technologies controlled by a commercial
device called the PHANTOM Omni (or simply Omni) by
SenseAble Technologies (now 3D Systems) [11]. The Omni
is a six-degrees-of-freedom system providing the tracking
and haptic feedback (up to 3.3 N) in our application. Us-
ing the same device, Avanzini and Crosato tested the in-
fluence of haptic and auditory cues on perception of ma-
terial stiffness [12]. Auditory stimuli were obtained using
a physically-based audio model of impact, in which the
colliding objects are described as modal resonators that in-
teract through a non-linear impact force [13]. Auditory
stiffness was varied while haptic stiffness was kept con-
stant. Results show a significant interaction between au-
ditory stiffness and haptic stiffness, the first affecting the
perception of the second. Passalenti et. al’s also used
the Omni to simulate the act of plucking a virtual guitar
string [14–16].
The goal of this project is to explore the experience of
interacting with virtual bowed instrument by using physics
based simulations and haptic feedback, together with a vi-
sual virtual reality (VR) experience. This effectively makes
the implementation a virtual reality musical instrument (VRMI)
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[17]. The tromba marina is used solely as inspiration be-
cause it affords itself to being a solid starting point by hav-
ing only one string. Besides that, the rarity of the instru-
ment ensures that the participants do not have prior expe-
rience playing a tromba marina, nullifying possible com-
parisons between a real instrument and the virtual one. At
no point the system was evaluated as an alternative to the
real tromba marina. The system (and its evaluation) is
targeted towards musicians in order to avoid discourage-
ment frequently encountered when non-musicians interact
with musical instruments. It is assumed that musicians ac-
knowledge that mastering any instrument require extended
study, therefore it is expected that they will not evaluate
this system exclusively based on its difficulty to play.
We start by describing the implementation of the system,
both from the hardware and software perspective in Sec-
tion 2, followed by presenting a study that evaluates the
setup in Section 3. Section 4 shows the results of the eval-
uation and Section 5 discusses these. Finally, concluding
remarks appear in 6.
2. IMPLEMENTATION
The virtual tromba marina consists of three main compo-
nents: auditory, visual and haptic feedback, all of which
will be elaborated on in this section. For visuals, the Ocu-
lus Rift CV1 setup was used [18]. The setup consists of
a head-mounted display (HMD) and a pair of of wireless
controllers that provide tracking information and user input
through several buttons and a joystick. A diagram showing
the full setup of the system can be found in Figure 2. The
controls, their mapping to the system and the final setup
of the system will also be presented. A video showing the
implementation can be found in [19].
2.1 Auditory Feedback
The audio is generated by a physical model of the tromba
marina presented in a companion paper [20]. Some pa-
rameters of the model are exposed and can be controlled
by the user. These are the velocity, force and position of
the bow and the position of the finger inducing the harmon-
ics. The algorithm will not be discussed in detail here, but
the mapping to the various parameters of the model will be
described in Section 2.4.
2.2 Visual Feedback
The application was built using the cross-platform game
engine Unity3D (or simply Unity) [21] which can be used
to build VR applications. Even though the visual feed-
back is not the focus of the implementation and eventual
evaluation, it was used to guide the users’ movements and
give them a sense of where the virtual instrument was lo-
cated. Figure 3 shows a screenshot of the view from the
HMD, depicting the virtual instrument, the bow and the
damping finger indicator. A 3D model of the tromba ma-
rina was made inspired by a real-life instrument (presented
in [22]) available to the authors. The overall environment
resembled a medieval room, providing context to tromba
marina’s historical nature.
Figure 2. Diagram showing the system layout of the appli-
cation. The user interacts with the system using the Omni
– which in turn provides haptic feedback – and the Ocu-
lus Touch controller. These trigger the physical model of
the tromba marina. Auditory feedback then comes from
speakers and visual feedback from the Oculus Rift head-
set. A detailed explanation can be found in Section 2.5.
Figure 3. The view from the head-mounted display
(HMD). The damping finger is highlighted and shown as
a transparent white sphere.
2.3 Haptic Feedback
The PHANTOM Omni (or simply Omni) is a six-degrees-
of-freedom tracking and haptic system developed by Sens-
Able Technologies (see Figure 4). The device has a pen-
shaped arm that a user interacts with.
The raw data provided by the Omni are 1) the absolute
position of pivot point B2 (three degrees of freedom), 2)
the rotation (three degrees of freedom), and 3) the pressure
(touching depth). The latter is calculated from the absolute
euclidean distance between the virtual collision point of
the object (in our case the bow) and the virtual position of
the pen.
The axes are labelled as follows in relation to the vir-
tual tromba marina (also see global coordinate system in
Figure 5): x-axis (width): horizontally across the sound-
board (the common interaction direction), y-axis (height):
floor to ceiling, and z-axis (depth): perpendicular to the
soundboard. The orientation of the Omni with respect to
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Figure 4. The PHANTOM Omni has six axes of rotation,
three of which provide force feedback (A1-3), and three
only tracking position (B1-3). Together, these axes pro-
vide six degrees of freedom: x, y and z positions of B2
(according to the shown coordinate system) and rotations
of the pen.
the aforementioned axis can be seen from the coordinate
system in Figure 4.
The fact that pivot points B1-3 do not provide force feed-
back gives rise to an issue in our application. The virtual
bow’s frog (where it is held by the player) has been placed
at the pivot point B2, whereas the interaction between the
virtual bow and string happens at an offset as seen in Fig-
ure 5. To solve this issue, we created a separate game ob-
ject with which the bow (pivot point B2 to be exact) will
interact with in the virtual world Figure 5. This ‘(hidden)
collision block’ lives in a local coordinate system and its
x and y-position exactly follow that of the Omni-pen. The
y-rotation will change the rotation of the local coordinate
system and uses the virtual string as the center point. If,
for any reason, the bow ends up behind the string, the col-
lision block will be offset to the left along the (local) x-axis
so that no collision occurs when trying to return the bow to
the normal playing area.
Through a list of pseudophysical parameters, the collision
forces computed by Unity’s physics engine are mapped
to the haptic feedback produced by the Omni. Through
empirical testing, the following pseudophysical parame-
ters have been found: Stiffness: 0.003, Damping: 0.0071,
Static Friction: 0, Dynamic Friction: 0.109, and Pop-through:
0. For more information, please refer to [23].
Throughout implementation, it was considered to actuate
the Omni’s pen with the output of the physical model used
for the auditory feedback, in order to replicate the stick-slip
interaction encountered in a real bowing scenario. This
was deemed unnecessary, as the Omni’s internal gearing
systems provide a similar, though uncorrelated, haptic feed-
back, which satisfied the authors.
2.4 Controls and Mapping
As most people are right-handed, it was chosen to also
have the bow in the right hand in the application. The
(now-local) x-velocity of the Omni is mapped to the bow
velocity, pressure to bow force and y-position (including
Figure 5. Top-down view of the global and local coordinate
system (x-z–plane). The rotation of the local coordinate
system around the (global) y-axis is determined by the y-
rotation of the bow. The (normally hidden) collision block
lives in the local coordinate system. Its (local) x and y-
position follows the (local) x and y-position of B2.
rotation around the local z-axis) to bow position. The left
hand is used to control the pitch by changing the position
of the damping finger along the string. This position is
defined as
xf = L · n−1, (1)
where L is the length of the string and n ∈ [2, 8]. If n is
an integer, it is the number of the harmonic we want to in-
duce. The lowest harmonic has been set at half the string
length L/2, meaning that the string is never completely
open. The highest harmonic (8 in this case) has been cho-
sen to be the one that can still be (comfortably) reached.
The location of the damping finger xf is controlled using
the ‘X’ and ‘Y’ buttons and the joystick on the left Oculus
Touch controller. The buttons are used for “discrete har-
monic” control of the damping finger, i.e. integer values of
n in Equation (1), where ‘Y’ increases n and ‘X’ decreases
it. The joystick allows for fine pitch control, i.e., decimal
values of n, and moves the damping finger up and down
the string. The latter could potentially create pitch glides
in the output sound of the application, but make it harder
to ‘hit’ a perfect harmonic according to Equation (1). If
a button is pressed while the current finger position is be-
tween two discrete points, the position will move to the
next or previous discrete position, depending on the button
pressed.
2.5 Physical Setup
The physical setup is shown in Figure 6. The Omni is
mounted on a stand at ~125 cm to match the approximate
bowing height of the real instrument. As can be seen in
Figure 6, the right Oculus Touch controller is mounted
right underneath the Omni. This is used to align the phys-
ical setup with the virtual tromba marina, both in the x-
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Figure 6. User interacting with the physical setup. The
Omni is mounted on a ~125cm stand together with the right
Oculus Touch controller used for location and tilting infor-
mation.
z–plane but also the height of the bow in the application.
After the scene is initialised the controller is used for a tilt-
ing interaction so that the instrument can rest on the user’s
body, as is done with the real instrument. The aforemen-
tioned alignment came with a drawback – as the center of
the x-axis range of the Omni was aligned with the tromba
marina and B2 was aligned with one end of the bow, only
half of the range of the Omni could be used for bowing.
The setup shown in Figure 2 is implemented as follows:
the user controls the application using the Omni (for track-
ing) and the left Oculus Touch controller which sends data
to the computer running the application. The Omni pro-
duces haptic feedback based on Unity’s physics engine cal-
culating the interaction force between the ‘(hidden) colli-
sion block’ and the virtual bow as shown in Figure 5. This
data simultaneously triggers the physical model which sends
its output to a pair of speakers. The user wears a HMD that
gives visual information about the location of the tromba
marina (and medieval scene). The user’s position in the VR
environment is controlled by the HMD, but this dataflow
is not visualised in the diagram. Lastly, the right Oculus
Touch controller is attached to the stand the Omni is at-
tached to, and sends position and tilting data to the appli-
cation.
3. EVALUATION
The goal of the study was to (1) evaluate the general expe-
rience of bowing in a VR environment using haptic feed-
back and accurate physical modelling and (2) to evaluate
the playability of a VR monochord instrument. This was
done by exploring the quality of the software, the acous-
tic model, the interface and the mapping, as proposed by
[24] and implemented previously in a similar study [25].
To meet this aim, an investigative study was performed
through which feedback on the virtual instrument was col-
lected. In order to ensure a high level of validity and re-
liability, a triangulation of methods has been used: think
aloud protocol [26] throughout the interaction, observa-
tion and post-study self report through a modified Usabil-
ity Metric for User Experience survey [27]. The study
concluded with an semi-structured interview based on the
observed actions, noted comments and questions loosely
revolving around goals, operators, methods and selection
method [28].
3.1 Participants
A total of 14 people (12 male, 2 female), 23-48 years old
(M=29.5, SD=7.65) participated in the study. All partici-
pants were students or staff at Aalborg University Copen-
hagen. The selection of participants was based on the sin-
gle criterion that one had to have experience playing a mu-
sical instrument. Over 70% of the participants have been
playing an instrument for more than 5 years, guitar being
the most common occurrence (25%). There was only one
participant experienced in playing bowed instruments (vi-
olin). The same participant mentioned playing the tromba
marina briefly before, but the majority of the other partici-
pants had never heard (of) it. All but one participant have
had tried VR experiences before joining the study.
3.2 Procedure and Task
The experiment started with the participant reading an in-
troduction about the experiment and completing a ques-
tionnaire covering several demographic questions (age, gen-
der, musical experience, familiarity with the tromba ma-
rina and VR experience). They were then introduced to
the setup and task, and controls were explained. The par-
ticipants were informed that the study is exploring the ex-
perience of bowing in a VR environment. It was empha-
sised that the most important part of the experiment was
for the participant to talk aloud with the phrase: “any-
thing positive, negative, basically anything that comes to
mind, please speak out loud”. Furthermore, the user was
instructed to bow above the damping finger (visualised as
a white sphere) at all times, as this is also the interaction
with the real instrument.
The interaction part was divided into two phases. Firstly,
the participants were asked to freely explore the instrument
on their own. Then, when they felt they are ready to move
on, an audio recording made by the authors using the ap-
plication was played, showcasing the system’s capabilities,
aiming to inspire the second phase of free exploration. It
was stressed that the participants did not have to recreate
what they heard, but to merely use it as inspiration. The
experiment concluded with participants completing a ques-
tionnaire covering usability and playability of the system.
Finally, a semi-structured interview was held which lasted
5 minutes on average.
Throughout the interaction phase, the participants’ ac-
tions were observed and noted by the authors, and their
comments written down. Most participants were encour-
aged again to think aloud during their exploration. The
full experiment lasted ~30 minutes for all participants.
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3.3 Measurements
Because the goal of the study was to investigate the over-
all experience of bowing in VR, as well as evaluate the
playability of the instrument, self-reporting measurements
were used in combination with the observations, interview
and think aloud notations. Specifically, after exposed to
the instrument, the participants were asked to fill out a
questionnaire containing 20 items related to the experience
of interacting with the VRMI. The items can be broadly
segmented into four categories: overall experience, haptic
feedback, auditory feedback and visual feedback. Table 1
presents the questions.
Questionnaire items:
Overall experience:
(1) It was easy to understand how to play the instrument.
(2) I felt the instrument was hard to play.
(3) I felt the instrument was expressive.
(4) The instrument’s capabilities did not match my expecta-
tions.
(5) I felt I could easily achieve my goals.
(6) I made many errors playing the instrument.
(7) I am satisfied with the instrument.
(8) I felt the instrument was boring.
(9) Interacting with the instrument was frustrating.
Haptic feedback:
(10) I felt the haptic feedback was realistic.
(11) I felt the haptic feedback was too strong.
(12) I felt the haptic feedback was natural.
Auditory feedback:
(13) I felt I was in control of the sound.
(14) I felt the audio was matching my actions.
(15) I felt the sound was matching the haptic feedback.
(16) I felt the sound was matching the visuals.
(17) I felt the sound was static.
Visual feedback:
(18) I felt the visual feedback was helping me play.
(19) I felt the visuals were confusing.
(20) I felt the visuals were matching my actions.
Table 1. The questionnaire items and corresponding an-
chors of the 5 point (1 – 5) rating scales (Strongly disagree
– Strongly agree).
4. RESULTS
This section presents the results obtained from the self-
reported measure regarding the participants’ experience as
well as the qualitative findings from interview, observa-
tions and think aloud.
4.1 Quantitative Data
The data obtained for the questionnaire items was treated
as ordinal and analysed in terms of central tendency (me-
dians and mode), interquartile ranges, minimum and max-
imum ratings. Figure 7 visualises the collected data. The
mode was considered only when different from the me-
dian, specifically question 8, 13 and 14. It is worth noting
that most of the items show a skewed normal distribution.
Question 1-9 paint a picture of how the instrument was
perceived by the users. Questions 1, 2, 4, 5, 6 and 9 cover
the perceived difficulty of using the system as a musical
instrument. The answers to these questions show that even
though participants generally found the instrument easy to
understand, they had difficulty playing it and reaching their
goals. Questions 3, 7 and 8 cover their general opinion
about the instrument. Participants generally felt satisfied
and not bored with the instrument. Questions 10-12 cover
exclusively the impressions about haptic feedback. It can
be seen that most participants found the haptic feedback to
be realistic and generally natural and the force to be not too
strong. The questions 13-17 approach the auditory aspect
of the instrument, focusing on its perceived characteristics.
As can be seen from questions 13, 14 and 17, the partic-
ipants felt a high level of command over the sound, and
were satisfied with mapping between the haptic and audi-
tory feedback. The same thing can be said about the visual
mapping, as indicated by question 16. Items 18-20 inves-
tigate the perceived visual quality. It can be seen that the
visuals helped the participants play and were implemented
well, i.e., not confusing and matching their actions.
4.2 Qualitative Data
In order to present an accurate representation of the find-
ings, this section will be split into two categories: actions
– covering the observed activities during the interaction
phase, and oral feedback – presenting the findings from
the think aloud protocol and interviews.
4.2.1 Observed Actions
Since there were no tasks given to the participants, all ac-
tions were noted and analysed. That said, most users per-
formed similar actions in their interaction phase. All par-
ticipants experimented with bowing at different heights,
but only a few of them tried to explore bowing heights for
all discrete pitches. Most of them were satisfied with trying
different heights on whatever pitch they found themselves
at that time. In a similar fashion, all participants experi-
mented with playing different pitches, both using the dis-
crete buttons as well as the joystick. It is worth mentioning
that many users tried to investigate the limits of the pitches
they could play. Higher pitches usually resulted in little
or no sound which was commented on by most. This be-
haviour is true to a real tromba marina, where higher har-
monics are harder to excite than lower ones. The majority
tried to perform some form of glissando, as well as bowing
with different velocities, usually commenting on the find-
ings. Due to the non-intrusive nature of observation, it was
impossible to notice the pressure applied with the bow, but
some participants explicitly mentioned that they tried to
experiment with different forces. This was especially true
in the second phase of interaction, when they experimented
with a higher dynamic range of sounds. Another common
occurrence was the attempt to play some sort of melody
or riff. Simple melodies like Mary had a little lamb, or
Twinkle twinkle little star were attempted, with various de-
grees of success. One participant tried to play a Mozart
segment. The last commonality was found in the attempt
to perform a sustained tone, with a constant bowing speed
and a back-and-forth motion.
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Figure 7. Boxplots visualizing the results related to the 20 questionnaire items (shown in Table 1) in terms of medians (red
lines), interquartile ranges (blue rectangles), minimum and maximum ratings (dashed lines), and outliers (red crosses). The
y-axis maps ”Strongly disagree – Strongly agree” to a 1 – 5 interval.
When it comes to seldom or individual actions, a great
variance in experimentation was observed. Participants
tried to hit the string with the bow, rotate the bow upwards
to the point of it being parallel to the string, move the bow
in an up-down (y-axis) motion, bow on the damping finger
indicator and underneath it or play some form of vibrato
or staccato. No one tried to tilt the stand supporting the
Omni.
4.2.2 Oral Feedback
Generally the overall impression of the instrument was pos-
itive, described with words like: cool, fun, interesting, weird,
as well as hard or difficult to play. One participant’s answer
encapsulates this very well by saying: “I got to express my
ideas, but not perfect them”.
Just as described in the previous section, there was a gen-
eral consensus on several reported characteristics. All par-
ticipants that attempted to play the highest harmonic said it
is hard to play, and that it felt frustrating. At the other end,
several participants expressed their preference towards lower
pitches, where some said that they prefer the sound pro-
duced when bowing under the damping finger (essentially
playing the lower-pitched open string). Besides that, many
reported that is was hard to maintain a sustained tone, re-
gardless of the pitch. Another sound-related report was
the inability to re-create the buzzing sound heard in the
recording; one of the participants familiar with the tromba
marina’s mechanism even mentioned specifically that he
“couldn’t get the bridge to rattle”. When it comes to the
pitch selection interface, the reports are very polarised be-
tween the joystick and the buttons. On one hand some de-
scribe the buttons as being more, fun, musical, melodic,
useful or easier, while describing the joystick as useless,
unrealistic, too hard or meaningless. On the other hand
some participants clearly preferred the joystick describing
it as natural, intuitive, interesting, expressive or humane,
but everyone mentioned that the sensitivity of the joystick
is too high, making it hard to land on the desired pitches.
Due to the incremental nature of the damping fingers’ po-
sition, it was impossible to skip over notes, a fact that was
mentioned in different forms by several participants. Some
noted that the control of the damping finger (‘Y’ for up the
string and ‘X’ for down) should have been inverted. Fur-
thermore, some would have liked a more physical interac-
tion for the damping finger, such as moving the controller
up and down rather than using buttons.
When it comes to the haptic feedback, the majority was
satisfied with it, mentioning that “it feels nice”, “it feels
good”, “is great”, “impressive - it felt natural”, or “it feels
real”, while one participant found it to be “wild and a bit
too powerful”. A special case related to the haptic feed-
back was the bounce obtained by hitting the virtual string
with the bow. Most subjects found it pleasing and were
intrigued by its realistic feel, but the violin player repeat-
edly mentioned that it is “unrealistic and way to powerful”.
One participant explicitly mentioned that the haptic feed-
back matches the auditory one, and his expectations.
Several participants noticed that the bow could rotate along
its axis and asked whether it made a sonic difference or
not, to which they were answered negatively. Besides that,
there were very few comments regarding the visual aspect
of the system, but most of these were positive. One par-
ticipant mentioned that sometimes there’s a gap between
the string and the bow, and that it would be nice to observe
one’s hands. No one mentioned anything related to the vi-
sual indication or the damping finger seen in Figure 3.
The overall interaction was described offering a high de-
gree of freedom on the bowing hand, but the pitch select-
ing hand was either not mentioned, or described as discon-
nected several times. Some agreed that the instrument is
hard to play, mentioning that it is frustrating. However,
most people estimated that they can perform better after
practising more.
5. DISCUSSION
In this section, both the evaluation procedure itself and the
results from Section 4 will be discussed.
5.1 Procedure
It is acknowledged that the cognitive load of speech and
playing an instrument are overlapping [29], therefore the
think aloud protocol might have not generated in the most
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abundant data possible. Most participants alternated be-
tween playing and speaking. This resulted in occasionally
long breaks in either activities, and required participants to
be encouraged to think aloud. Retrospectively, a structured
activity schedule allocating time for playing and feedback
could have been more productive. Similarly, using self
report through Likert scales require large sample sizes to
achieve a high level of accuracy [29]. Therefore the in-
terpretation of results rooted into the qualitative data, and
then validated using the quantitative data.
Furthermore, as the data we obtained was purely through
non-intrusive methods, it would have been useful to log
the raw data provided by the Omni (such as the bowing
pressure). This could then have been analysed to obtain a
better understanding of the user’s feedback.
Lastly, the audio did not fully match the sounds that were
possible to create with the application. As the recording
was quite distorted, the volume of the audio plugin was
turned down during the test, but the recording was not re-
made. This will be elaborated on below.
5.2 User Feedback
The generally positive oral feedback about the overall ex-
perience is backed up by the quantitative data which showed
that participants were satisfied and not bored with the in-
strument. They attempted to perform fundamental tasks
as producing a sustained tone or playing simple melodies
with various degrees of success, and when exposed to the
example recording, some tried to recreate the sounds heard
from the audio clip. Several participants mentioned that it
was difficult to achieve this particular goal, a problem that
finds its explanation in the difference in volume between
the recording and the experiment scenario as mentioned
above. This would be a point of improvement for future
testing, as it could have impacted the answers for question
5 – the lowest scoring question regarding the overall expe-
rience. Another reason for this question’s answers could
be linked to the inability to play the higher notes, or the
limited pitch range, as presented in Section 4, but these
characteristics are inherited from the physical characteris-
tics of the real instrument, so could be expected.
Interestingly, many participants believed that it was easy
to understand how to play the instrument, but that they
could become better after some more practice. This in-
dicates that the setup has a low “entry-level”, with an envi-
sioned high virtuosity ceiling. This is believed something
desirable when creating computer based instruments [30].
Even though the implementation was inspired by a real in-
strument with a possibly different learning curve, as men-
tioned, it was not our goal to recreate it.
The haptic feedback was considered positive and gen-
erally having an appropriate level of resistance to move-
ments. The answers to questions 10 (realistic haptic feed-
back) and 12 (natural haptic feedback) correlate positively
and question 15 (sound matching the haptic feedback) was
also answered positively, giving a strong indication that the
participants considered the haptic feedback real and ac-
cording to their expectations. It can be understood that
the realism of the haptic feedback is estimated considering
the multisensory experience and this result reassures that
bowing in VR with our setup is possible.
Furthermore, many participants noticed that they could
‘bounce’ the bow onto the string. Even though this be-
haviour was a byproduct of the implementation, partici-
pants generally liked this interaction and found it to be re-
alistic and exciting.
Many users noted that the full range of the bow could not
be used. As mentioned in Section 2.5, the virtual tromba
marina was aligned with the physical position of the Omni
and as the bow is held at one end, about half of the range
could not be used for bowing. This was a commonly re-
ported issue, and it could have impacted the answers for
questions 4, 5, and 9. The reason for aligning the physical
setup with the virtual tromba marina was the tilting inter-
action, so that if people wanted to interact with the entire
instrument, they would be able to grab the physical setup.
As none of the participants used this, we could discard the
aforementioned alignment to be able to account for the en-
tire range of the bow.
The polarisation of the participants’ opinion on the pitch
control – joystick versus buttons – was backed up by the
answers individuals gave on question 9 (interaction was
frustrating). It could be argued that users preferring the
joystick over the buttons had a harder time interacting with
the instrument than the people preferring the buttons. As
mentioned, all participants who mentioned the joystick in-
teraction said it was too fast, explaining the above.
6. CONCLUSIONS
This paper presents a virtual reality implementation of the
tromba marina and its evaluation. Our goal was to evalu-
ate the general experience of bowing in VR and to evaluate
the playability of our implementation. The results show
that the implementation was successful with participants
finding the haptic feedback realistic and the general expe-
rience enjoyable and interesting on one hand, and difficult
and frequently frustrating on the other hand. Nevertheless,
all sensory modalities we focused on (auditory, haptic and
visual) seemed to reinforce each other, inspiring partici-
pants to attempt to play melodies with the instrument. This
was considered to be an important achievement. Improve-
ments on our application include the pitch control, which
should either be more physical, i.e., moving the pitch hand
physically up and down the virtual string, or simply slower
continuous control. Besides that, a better physical setup,
allowing the users to utilise the entire bow is desired. The
findings of this paper prove that it is possible to create a
satisfactory bowed VRMI using off-the-shelf hardware and
accurate physical modelling.
Acknowledgments
We would like to thank Peter Williams for his valuable in-
sights on playing the tromba marina, feedback on our ap-
plication and providing access to his instrument replica.
This work is supported by NordForsk’s Nordic Univer-
sity Hub Nordic Sound and Music Computing Network
NordicSMC, project number 86892.
Proceedings of the 17th Sound and Music Computing Conference, Torino, June 24th – 26th 2020
307
7. REFERENCES
[1] The Editors of Encyclopædia Britannica, Encyclopædia Bri-
tannica. Encyclopædia Britannica, Inc., 2020.
[2] D. K. Pai, “Multisensory interaction: Real and virtual,”
Robotics Research. The Eleventh International Symposium,
pp. 489–498, 2005.
[3] F. Danieau, A. Lécuyer, P. Guillotel, J. Fleureau, N. Mol-
let, and M. Christie, “Enhancing audiovisual experience with
haptic feedback: a survey on hav,” IEEE transactions on hap-
tics, vol. 6, no. 2, pp. 193–205, 2012.
[4] M. S. O’Modhrain, “Playing by feel: incorporating haptic
feedback into computer-based musical instruments,” Ph.D.
dissertation, Stanford University, 2001.
[5] C. Nichols, “The vbow: development of a virtual violin bow
haptic human-computer interface,” pp. 1–4, 2002.
[6] J.-L. Florens and C. Cadoz, “Modèles et simulation en temps
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