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Abstract
This paper is dedicated to the study of weight complexes (defined
on triangulated categories endowed with weight structures) and their
applications. We introduce pure (co)homological functors that "ig-
nore all non-zero weights"; these have a nice description in terms of
weight complexes. For the weight structure wG generated by the orbit
category in the G-equivariant stable homotopy category SH(G) the
corresponding pure cohomological functors into abelian groups are the
Bredon cohomology associated to Mackey functors ones; pure func-
tors related to motivic weight structures are also quite useful. Our
results give some new weight structures and the conservativity of cer-
tain weight-exact functors; so they can be used to prove that a theorem
of J. Ayoub implies the conservativity of realizations of Q-linear geo-
metric motives over characteristic 0 fields. We also prove that certain
functors "detect weights", i.e., check whether an object belongs to the
given level of the weight filtration.
2010 Mathematics Subject Classification. Primary 18E30 18E40 14C15,
18G25 55P42 55P91; Secondary 55N91.
Key words and phrases Triangulated category, weight structure,
weight complex, weight-exact functor, conservativity, motives, pure functors,
equivariant stable homotopy category, Mackey functors, Bredon cohomology.
Contents
1 On weight structures, weight complexes, and weight spectral
sequences: basic theory and conservativity applications 4
∗The main results of the paper were obtained under support of the Russian Science
Foundation grant no. 16-11-00073.
1
1.1 Some (categorical) notation . . . . . . . . . . . . . . . . . . . 5
1.2 Weight structures: basics . . . . . . . . . . . . . . . . . . . . . 7
1.3 On weight Postnikov towers and weight complexes . . . . . . . 10
1.4 Weight spectral sequences: reminder . . . . . . . . . . . . . . 13
1.5 An application to "detecting weights" by weight-exact functors 14
2 Pure functors and detecting weights 17
2.1 Pure functors: equivalent definitions . . . . . . . . . . . . . . 17
2.2 Detecting weights via pure functors . . . . . . . . . . . . . . . 19
2.3 On smashing weight structures and pure functors respecting
coproducts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3 On explicit weight structures and pure functors 25
3.1 Constructing weight structures starting from negative subcat-
egories, and the conservativity of motivic functors . . . . . . . 26
3.2 On purely compactly generated weight structures . . . . . . . 29
3.3 On "variations" of weight Postnikov towers and weight com-
plexes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4 "Topological" examples 38
4.1 On equivariant spherical weight structures and Mackey functors 39
4.2 The case of trivial G: cellular towers . . . . . . . . . . . . . . 43
4.3 On the relation to adjacent (Postnikov) t-structures and con-
nective stable homotopy theory . . . . . . . . . . . . . . . . . 46
Introduction
In this paper we treat several questions related to weight complex functors;
the latter are defined on triangulated categories endowed with weight struc-
tures (as independently defined by the author and D. Pauksztello).
We give an important definition of pure (co)homological functors.1 Func-
tors of this type have already found interesting applications in several papers
(note in particular that the results of our §2.2 are important for the study of
Picard groups of triangulated categories in [BoT17]; other interesting pure
functors were crucial for [KeS17], [Bac17], [BoS14], and [Bon18a]). Pure
functors can be defined in two distinct ways: for a weight structure w on a
triangulated category C one can either demand that a (co)homological func-
tor H from C into an abelian category A kills objects whose "weights" are
1The relation of pure functors to Deligne’s purity of (singular and étale) cohomology
is recalled in Remark 2.1.3(3).
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either (strictly) positive or negative, or "reconstruct" H of this type from its
values on the heart Hw of w using the corresponding weight complex functor
(and one obtains a pure functor from any additive functor from Hw into A
using this method).
Now we recall that the original weight complex functor from [GiS96] has
associated certain complexes of Chow motives to varieties over characteristic
0 fields; this construction was vastly generalized to obtain a certain "weakly
exact" functor t : C → Kw(Hw) (certain "weak" category of complexes; see
Proposition 1.3.4 and Remark 1.3.5(3) below) associated to any weight struc-
ture w. These general weight complex functors are closely related to weight
spectral sequences (that generalize Deligne’s ones and also "calculate" the
values of pure functors; see Proposition 1.4.1). Moreover, the conservativity
properties of these functors enable us to prove that a weight-exact func-
tor (i.e., an exact functor that "respects" certain weight structures) whose
restriction to the heart is full and conservative is also conservative on weight-
bounded objects. Combined with the recent results of J. Ayoub, this state-
ment implies the conservativity of the Qℓ-étale (and de Rham) realization
on the category DMgmQ of geometric Voevodsky motives over a characteristic
0 field (see Remark 3.1.4(3)); this conservativity assertion has several nice
applications that were described in [Bon18b]. We also extend this result to
a bigger motivic category.
Furthermore, we apply our general theory to the case of the spherical
weight structure wG on the equivariant stable homotopy category SH(G);
here G is a compact Lie group and wG is generated by the (stable) orbit cat-
egory; the latter consists of spectra of the form form S0H (see §4.1), where H
runs through closed subgroups of H . For this weight structure SH(G)wG≥0
is the class of connective G-spectra, the heart HwG consists of retracts of
coproducts of S0Hi , the weight complex functor calculates the equivariant or-
dinary (RO(G)-graded) homology HG∗ as considered in [Lew92] and [May96],
whereas cohomological pure functors into abelian groups are representable
by Eilenberg-MacLane G-spectra and equal the Bredon cohomology functors
corresponding to Mackey functors. Moreover, in the case G = {e} (and so,
SH(G) = SH) the corresponding wsph-Postnikov towers are the cellular ones
in the sense of [Mar83, §6.3].
Now we describe the contents of the paper; some more information of this
sort can also be found at the beginnings of sections.
In §1 we recall a significant part of the general theory of weight structures.
Moreover, we treat weight complexes more accurately than in (section 3
of) [Bon10a]. Furthermore, we apply our theory to obtain a new theorem
on the conservativity of weight-exact functors; our results generalize certain
statements from [Wil18].
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In §2 we introduce and study pure (homological and cohomological) func-
tors. These functors are quite important (cf. §4 for "topological" examples,
whereas certain motivic examples were shown to be actual in several re-
cent papers). We relate them to "detecting weights" (i.e., we prove for a
w-bounded below object M that it belongs to the nth level of the weight fil-
tration whenever HAi (M) = 0 for all i < n, where H
A
∗ is a certain homological
functor). This matter is important for the categorical Picard calculations of
[BoT17]. We also study (smashing) weight structures and pure functors that
"respect coproducts".
In §3 we recall some statements that allow to reconstruct a weight struc-
ture starting from a subcategory of its heart. These theorems give the ex-
istence of so-called Chow weight structures on certain categories of Voevod-
sky motives; so we discuss the aforementioned motivic conservativity state-
ments. Moreover, we study pure functors and detecting weights for "purely
compactly generated" (smashing) weight structures. We also study possi-
ble "variations" of weight Postnikov towers and the corresponding weight
complexes (for a fixed object M of C); as a consequence, we obtain a new
existence of weight structure statement along with some more motivic con-
servativity results.
In §4 we relate our general theory to the stable homotopy category SH(G)
of G-equivariant spectra (for any compact Lie group G) along with the
"spherical" weight structure wG (generated by the stable orbit subcategory
of equivariant spheres). We prove that the corresponding pure cohomology
is Bredon one. In the case G = {e} we prove that singular homology detects
weights, and that wsph-Postnikov towers are the cellular ones in the sense of
[Mar83]. We also discuss the relation of our results to (adjacent) t-structures,
and to the connective stable homotopy theory as described in §7 of [HPS97].
The author is deeply grateful to prof. J.P. May for his very useful answers
concerning equivariant homotopy categories.
1 On weight structures, weight complexes, and
weight spectral sequences: basic theory and
conservativity applications
In §1.1 we introduce some notation and conventions.
In §1.2 we recall some basics on weight structures.
In §1.3 we recall the theory of weight complex functors. Our treatment
of this subject (along with weight Postnikov towers) is more accurate than
the original one in [Bon10a].
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In §1.4 we recall the basics of the theory of weight spectral sequences.
In §1.5 we apply our theory to obtain an interesting statement on the
conservativity of weight-exact functors.
1.1 Some (categorical) notation
• Given a category C and X, Y ∈ ObjC we will write C(X, Y ) for the
set of morphisms from X to Y in C.
• For categories C ′, C we write C ′ ⊂ C if C ′ is a full subcategory of C.
• We will say that D is an essentially wide subcategory of C if D is a full
subcategory of C that is equivalent to C. Moreover, we will say that
D is a skeleton of C if any two isomorphic objects of D are equal.
• Given a category C and X, Y ∈ ObjC, we say that X is a retract of Y
if idX can be factored through Y .2
• A (not necessarily additive) subcategory H of an additive category C is
said to be retraction-closed in C if it contains all retracts of its objects
in C.
• For any (C,H) as above the full subcategory KarC(H) of C whose
objects are all retracts of (finite) direct sums of objects H in C will
be called the Karoubi-closure of H in C; note that this subcategory is
obviously additive and retraction-closed in C.
• The Karoubi envelope Kar(B) (no lower index) of an additive category
B is the category of “formal images” of idempotents in B. So, its
objects are the pairs (A, p) for A ∈ ObjB, p ∈ B(A,A), p2 = p, and
the morphisms are given by the formula
Kar(B)((X, p), (X ′, p′)) = {f ∈ B(X,X ′) : p′ ◦ f = f ◦ p = f}.
The correspondence A 7→ (A, idA) (for A ∈ ObjB) fully embeds B
into Kar(B). Moreover, Kar(B) is Karoubian, i.e., any idempotent
morphism yields a direct sum decomposition in Kar(B). Recall also
that Kar(B) is triangulated if B is (see [BaS01]).
• The symbol C below will always denote some triangulated category;
usually it will be endowed with a weight structure w. The symbols C ′
and D will also be used for triangulated categories only.
2Certainly, if C is triangulated or abelian, then X is a retract of Y if and only if X is
its direct summand.
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• For any A,B,C ∈ ObjC we will say that C is an extension of B by A
if there exists a distinguished triangle A→ C → B → A[1].
• A class D ⊂ ObjC is said to be extension-closed if it is closed with re-
spect to extensions and contains 0. We will call the smallest extension-
closed subclass of objects of C that contains a given class B ⊂ ObjC
the extension-closure of B.
• Given a class D of objects of C we will write 〈D〉 for the smallest full
retraction-closed triangulated subcategory of C containing D. We will
call 〈D〉 the triangulated category densely generated by D. Certainly,
this definition can be applied in the case D = C.
• For X, Y ∈ ObjC we will write X ⊥ Y if C(X, Y ) = {0}. For D,E ⊂
ObjC we write D ⊥ E if X ⊥ Y for all X ∈ D, Y ∈ E. Given
D ⊂ ObjC we will write D⊥ for the class
{Y ∈ ObjC : X ⊥ Y ∀X ∈ D}.
Dually, ⊥D is the class {Y ∈ ObjC : Y ⊥ X ∀X ∈ D}.
• Given f ∈ C(X, Y ), where X, Y ∈ ObjC, we will call the third vertex
of (any) distinguished triangle X
f
→ Y → Z a cone of f .3
• Below A will always denote some abelian category; B is an additive
category.
• We will write K(B) for the homotopy category of (cohomological) com-
plexes over B. Its full subcategory of bounded complexes will be de-
noted by Kb(B). We will write M = (M i) if M i are the terms of the
complex M .
• We will say that an additive covariant (resp. contravariant) functor
from C into A is homological (resp. cohomological) if it converts distin-
guished triangles into long exact sequences.
For a (co)homological functor H and i ∈ Z we will write Hi (resp. H i)
for the composition H ◦ [−i].
3Recall that different choices of cones are connected by non-unique isomorphisms.
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1.2 Weight structures: basics
Let us recall some basic definitions of the theory of weight structures.
Definition 1.2.1. I. A pair of subclasses Cw≤0, Cw≥0 ⊂ ObjC will be said
to define a weight structure w on a triangulated category C if they satisfy
the following conditions.
(i) Cw≥0 and Cw≤0 are retraction-closed in C (i.e., contain all C-retracts
of their objects).
(ii) Semi-invariance with respect to translations.
Cw≤0 ⊂ Cw≤0[1], Cw≥0[1] ⊂ Cw≥0.
(iii) Orthogonality.
Cw≤0 ⊥ Cw≥0[1].
(iv) Weight decompositions.
For any M ∈ ObjC there exists a distinguished triangle
LM → M → RM→LM [1]
such that LM ∈ Cw≤0 and RM ∈ Cw≥0[1].
We will also need the following definitions.
Definition 1.2.2. Let i, j ∈ Z; assume that a triangulated category C is
endowed with a weight structure w.
1. The full category Hw ⊂ C whose objects are Cw=0 = Cw≥0 ∩ Cw≤0 is
called the heart of w.
2. Cw≥i (resp. Cw≤i, resp. Cw=i) will denote the class Cw≥0[i] (resp.
Cw≤0[i], resp. Cw=0[i]).
3. C [i,j] denotes Cw≥i ∩ Cw≤j; so, this class equals {0} if i > j.
Cb ⊂ C will be the category whose object class is ∪i,j∈ZC [i,j]; we will
say that its objects are the w-bounded objects of C.
4. We will say that (C,w) is bounded if Cb = C (i.e., if ∪i∈ZCw≤i =
ObjC = ∪i∈ZCw≥i).
5. We will call ∪i∈ZCw≥i (resp. ∪i∈ZCw≤i) the class of w-bounded below
(resp., w-bounded above) objects of C.
6. Let C ′ be a triangulated category endowed with a weight structure w′;
let F : C → C ′ be an exact functor.
Then F is said to be weight-exact (with respect to w,w′) if it maps
Cw≤0 into C
′
w′≤0 and sends Cw≥0 into C
′
w′≥0.
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7. Let D be a full triangulated subcategory of C.
We will say that w restricts toD whenever the couple (Cw≤0∩ObjD, Cw≥0∩
ObjD) is a weight structure on D.
8. We will say thatM is left (resp., right) w-degenerate (or weight-degenerate
if the choice of w is clear) ifM belongs to ∩i∈ZCw≥i (resp. to ∩i∈ZCw≤i).
9. We will say that w is left (resp., right) non-degenerate if all left (resp.
right) weight-degenerate objects are zero.
Remark 1.2.3. 1. A simple (and still useful) example of a weight structure
comes from the stupid filtration on the homotopy categories of cohomologi-
cal complexes K(B) for an arbitrary additive B (it can also be restricted to
bounded complexes; see Definition 1.2.2(7)). In this case K(B)wst≤0 (resp.
K(B)wst≥0) is the class of complexes that are homotopy equivalent to com-
plexes concentrated in degrees ≥ 0 (resp. ≤ 0); see Remark 1.2.3(1) of
[BoS18b] for more detail. We will use this notation below.
The heart of this weight structure is the Karoubi-closure of B in K(B);
hence it is equivalent to Kar(B).
2. A weight decomposition (of anyM ∈ ObjC) is almost never canonical.
Still for any m ∈ Z the axiom (iv) gives the existence of distinguished
triangle
w≤mM →M → w≥m+1M → (w≤mM)[1] (1.2.1)
with some w≥m+1M ∈ Cw≥m+1 and w≤mM ∈ Cw≤m; we will call it an m-
weight decomposition of M .
We will often use this notation below (even though w≥m+1M and w≤mM
are not canonically determined by M); we will call any possible choice either
of w≥m+1M or of w≤mM (for anym ∈ Z) a weight truncation ofM . Moreover,
when we will write arrows of the type w≤mM → M or M → w≥m+1M we
will always assume that they come from some m-weight decomposition ofM .
3. In the current paper we use the “homological convention” for weight
structures; it was previously used in [Wil15], [Wil18], [Heb11], [Bon14],
[BoI15], [BoS18b], [Bon16], [BoK18], [Bon18a], and in [Bon19], whereas in
[Bon10a], [Bon10b], and [BoT17] the “cohomological convention” was used.
In the latter convention the roles of Cw≤0 and Cw≥0 are interchanged, i.e., one
considers Cw≤0 = Cw≥0 and C
w≥0 = Cw≤0. So, a complex X ∈ ObjK(B)
whose only non-zero term is the fifth one (i.e., X5 6= 0) has weight −5 in the
homological convention, and has weight 5 in the cohomological convention.
Thus the conventions differ by “signs of weights”; K(B)[i,j] is the class of
retracts of complexes concentrated in degrees [−j,−i].
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We also recall that D. Pauksztello has introduced weight structures inde-
pendently (see [Pau12]); he called them co-t-structures.
Proposition 1.2.4. Let m ≤ l ∈ Z, M,M ′ ∈ ObjC, g ∈ C(M,M ′).
1. The axiomatics of weight structures is self-dual, i.e., for C ′ = Cop (so
ObjC ′ = ObjC) there exists the (opposite) weight structure w′ for
which C ′w′≤0 = Cw≥0 and C
′
w′≥0 = Cw≤0.
2. Cw≥0 = (Cw≤−1)
⊥ and Cw≤0 =
⊥Cw≥1.
3. Cw≤0 is closed with respect to all coproducts that exist in C.
4. Cw≤0, Cw≥0, and Cw=0 are additive and extension-closed.
5. The class C [m,l] is the extension-closure of ∪m≤j≤lCw=j.
6. If M ∈ Cw≥m then w≤lM ∈ C [m,l] (for any l-weight decomposition of
M). Dually, if M ∈ Cw≤l then w≥mM ∈ C [m,l].
7. If M is bounded above (resp. below) and also left (resp. right) w-
degenerate then it is zero.
8. For any (fixed) m-weight decomposition of M and an l-weight decom-
position of M ′ (see Remark 1.2.3(2)) g can be extended to a morphism
of the corresponding distinguished triangles:
w≤mM
c
−−−→ M −−−→ w≥m+1M


yh


yg


yj
w≤lM
′ −−−→ M ′ −−−→ w≥l+1M
′
(1.2.2)
Moreover, if m < l then this extension is unique (provided that the
rows are fixed).
9. Assume M ′ ∈ Cw≥m. Then any g ∈ C(M,M
′) factors through w≥mM
(for any choice of the latter object).
Dually, if M ∈ Cw≤m then any g ∈ C(M,M
′) factors through w≤mM ′.
10. If M belongs to Cw≤0 (resp. to Cw≥0) then it is a retract of any choice
of w≤0M (resp. of w≥0M).
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Proof. Assertions 1–6 and 8 were proved in [Bon10a] (cf. Remark 1.2.3(4) of
[BoS18b] and pay attention to Remark 1.2.3(3) above!).
To prove assertion 7 it suffices to consider the case where M is bounded
above and left w-degenerate since the remaining case is dual (see assertion
1). Now, these assumptions imply that M ∈ Cw≤n and M ∈ Cw≥n+1 for any
large enough n ∈ Z; hence M ⊥M , i.e., M = 0.
Assertion 9 follows from assertion 8 immediately. Lastly, assertion 10 is
immediate from the previous assertion (applied to the morphism idM).
1.3 On weight Postnikov towers and weight complexes
To define the weight complex functor we will need the following definitions.
Definition 1.3.1. Let M ∈ ObjC.
1. A datum consisting ofM≤i ∈ ObjC, hi ∈ C(M≤i,M), ji ∈ C(M≤i,M≤i+1)
for i running through integers will be called a filtration on M if we have
hi+1 ◦ ji = hi for all i ∈ Z; we will write Fil∗M for this filtration.
A filtration will be called bounded if there exist l ≤ m ∈ Z such that
M≤i = 0 for all i < l and hi are isomorphisms for all i ≥ m.
2. A filtration as above equipped with distinguished triangles
M≤i−1
ji−1
→ M≤i → Mi →M≤i−1[1] (1.3.1)
for all i ∈ Z will be called a Postnikov tower for M or for Fil∗M ; this tower
will be denoted by PoFil.
We will use the symbol Mp to denote M−p[p]; we will call Mp the factors
of PoFil.
3. If Fil∗M ′ = (M ′≤i, h
′
i, ji) is a filtration of M
′ ∈ ObjC and g ∈
C(M,M ′) then we will call g along with a collection of g≤i ∈ C(M≤i,M ′≤i)
a morphism of filtrations compatible with g if g ◦ hi = h′i ◦ g≤i and j
′
i ◦ g≤i =
g≤i+1 ◦ ji for all i ∈ Z.
Remark 1.3.2. 1. Composing (and shifting) arrows from triangles in PoFil for
all pairs of two subsequent i’s one can construct a complex whose ith term
equals M i (it is easily seen that this is a complex indeed; cf. Proposition
2.2.2 of [Bon10a]). We will call it a complex associated with PoFil.
2. Certainly, any filtration yields a Postnikov tower (uniquely up to a
non-unique isomorphism). Furthermore, it is easily seen that any morphism
of filtrations extends to a morphism of the corresponding Postnikov towers
(defined in the obvious way).
Moreover, any morphism of Postnikov towers gives a morphism of the
associated complexes.
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3. The triangles in PoFil also give the following statement immediately:
if a filtration of M is bounded then M belongs to the extension-closure of
{Mi}.
Definition 1.3.3. Assume that C is endowed with a weight structure w.
1. We will call a filtration (see Definition 1.3.1) Fil∗M of M ∈ ObjC
a weight filtration (of M) if the morphisms hi : M≤i → M yield i-weight
decompositions for all i ∈ Z (in particular, M≤i = w≤iM).
We will call the corresponding PoFil a weight Postnikov tower for M .
2. Postw(C) will denote the category whose objects are objects of C
endowed with arbitrary weight Postnikov towers and whose morphisms are
morphisms of Postnikov towers.
Cw will be the category whose objects are the same as for Postw(C) and
such that Cw(PoFilM , P oFilM′ ) = Im(Postw(C)(PoFilM , P oFilM′ )→ C(M,M
′))
(i.e., we kill those morphisms of towers that are zero on the underlying ob-
jects).
3. For an additive category B, complexes A,B ∈ ObjK(B), and mor-
phismsm1, m2 ∈ C(Hw)(A,B) we will writem1 ∽ m2 ifm1−m2 = dBh+jdA
for some collections of arrows j∗, h∗ : A∗ → B∗−1.
We will call this relation the weak homotopy one (cf. Remark 1.3.5(2
below).
Proposition 1.3.4. In addition to the notation introduced above assume
that B is an additive category.
1. Any choice of i-weight decompositions of M for i running through in-
tegers naturally yields a canonical weight filtration for M (with M≤i =
w≤iM).
Moreover, we have Cone(Yi →M) ∈ Cw≥i+1 and M
i ∈ Cw=0.
2. Any g ∈ C(M,M ′) can be extended to a morphism of (any choice of)
weight filtrations for M and M ′, respectively; hence it also extends to
a morphism of weight Postnikov towers.
3. The obvious functor Cw → C is an equivalence of categories.
4. Factoring morphisms in K(B) by the weak homotopy relation yields
an additive category Kw(B). Moreover, the corresponding full functor
K(B)→ Kw(B) is (additive and) conservative.
5. Let A : B → A be an additive functor, where A is any abelian cate-
gory. Then for any B,B′ ∈ ObjK(B) any pair of weakly homotopic
morphisms m1, m2 ∈ C(Hw)(B,B′) induce equal morphisms of the
homology H∗(A(Bi))→ H∗(A(B′i)).
11
6. Sending an object of Cw into the complex described in Remark 1.3.2(1)
yields a well-defined additive functor t = tw : Cw → Kw(Hw).
We will call this functor the weight complex one.4 We will often write
t(M) forM ∈ ObjC (resp. t(g)) assuming that some weight Postnikov
tower for M (resp. a lift of g to Cw) is chosen; we will say that t(M)
is a choice of a weight complex for M .
7. If M0
f
→M1
g
→M2 is a distinguished triangle in C then for any choice
of t(M0) and t(M2) there exists a compatible choice of (t(f), t(g)) (so,
the domain of this t(f) is the chosen t(M0) and the target of t(g) is
t(M2)) along with their lifts to K(Hw) that can be completed to a
distinguished triangle in K(Hw).
8. Assume that M is bounded above (resp. below). Then M ∈ Cw≤n
(resp. M ∈ Cw≥n) if and only if t(M) belongs to K(Hw)wst≤n (resp.
to K(Hw)wst≥n; cf. Remark 1.3.5(1) below).
9. Assume that M belongs to Cw=0. Then M is a retract of any choice of
M0.
10. Let C ′ be a triangulated category endowed with a weight structure w′;
let F : C → C ′ be a weight-exact functor. Then for any choice of
t(M) (resp. of t(g)) the complex F (M i) (resp. of F∗(t(g))) is a weight
complex of F (M) (resp. a choice of t(F (g))) with respect to w′.
Proof. Taking into account our definitions (cf. also Remark 1.3.2(2)), as-
sertions 1–8 follow immediately from the results of [Bon10a]; see Lemma
1.5.1(1,2) of ibid. (i.e., Proposition 1.2.4(8)), Lemma 3.1.4(I.1,II.1), Remark
3.1.7(2), Theorem 3.2.2(II), and Theorem 3.3.1(I) of ibid. (along with its
proof), and part IV of that theorem, respectively.
Assertion 9 is easy. Note that M0 is a choice of w≥0(w≤0M) (essentially
by the definition of t(M)); hence if M belongs to Cw=0 then M is a retract
of M0 according to Proposition 1.2.4(10) (applied twice).
Assertion 10 is easy as well; it suffices to note that weight-exact functors
send weight Postnikov towers in C into that in C ′.
Remark 1.3.5. 1. Combining parts 6, 3, and 4 of our proposition we obtain
that all possible choices of t(M) are homotopy equivalent.
Thus the assumptions that t(M) ∈ K(Hw)wst≥n and t(M) ∈ K(Hw)wst≤n
does not depend on the choice of t(M).
4The term comes from [GiS96]; yet the domain of the weight complex functor in that
paper was not triangulated, whereas the target was ("the ordinary") Kb(Choweff ).
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2. The weak homotopy equivalence relation was introduced in §3.1 of
[Bon10a] independently from the earlier and closely related notion of
absolute homology; cf. Theorem 2.1 of [Bar05].
3. It appears that t can "usually" be "enhanced" to an exact functor
tst : C → K(Hw); see Corollary 3.5 of [Sos17] and §6.3 of [Bon10a].
4. Our definition of weight complexes is not (quite) self-dual, since for
describing the weight complex of M ∈ ObjC in Cop (with respect to
wop; (see Proposition 1.2.4(1)) we have to consider w≥iM instead. One
may say that there exist "right" and "left" weight complex functors
possessing similar properties. They are actually isomorphic if C embeds
into a category that possesses a Quillen model (see Remark 1.5.9(1) of
[Bon10a]); the general case of this question was not studied in detail
yet.
5. The "only if" implication in Proposition 1.3.4(8) is quite easy and does
not require M to be bounded. Indeed, if M ∈ Cw≥n for some n ∈ Z
then we can take M≤i = w≤iM = 0 for all i < n, and so M i = 0 for
i > −n; if M ∈ Cw≤n then we can take M≤i = w≤iM =M for all i ≤ n
to obtain M i = 0 for i < −n.
Similarly, if M is left or right weight-degenerate then t(M) = 0.
1.4 Weight spectral sequences: reminder
Let us recall weight spectral sequences for cohomology and homology.
Proposition 1.4.1. I. IfH is a cohomological functor from C into an abelian
category A then for any M ∈ ObjC and any possible choice of t(M) there
exists a spectral sequence T = Tw(H,M) with E
pq
1 = H
q(M−p), such that
M i and the boundary morphisms of E1(T ) come from this t(M).
Moreover, Tw(H,M) is C-functorial in M and in H starting from E2.
It converges to Hp+q(M) whenever H kills Cw≥i and Cw≤−i for i large
enough, or if M is bounded above and H kills Cw≤−i for i large enough.
II. Dually, for a homological H ′ : C → A, any M ∈ ObjC, and any
possible choice of t(M) there exists a spectral sequence T = Tw(H ′,M) with
Epq1 (T ) = H
′
−q(M
p), such that the boundary morphisms of E1(T ) come from
t(M) as well.
Moreover, Tw(H ′,M) is C-functorial in M and in H ′ starting from E2,
and converges to H ′−p−q(M) whenever H
′ kills Cw≥i and Cw≤−i for i large
enough.
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Proof. I. This is (most of) Theorem 2.4.2 of [Bon10a] (yet take into account
Remark 1.2.3(3)!).
II. See Theorem 2.3.2 of [Bon10a] (yet note that the numeration of ho-
mology in the current paper is opposite to that in loc. cit.!).
Remark 1.4.2. Recall that all choices of t(M) (that come for weight Postnikov
towers for this object) are homotopy equivalent; yet it is not quite true that
all complexes that are K(Hw)-isomorphic to a given t(M) can be "realized"
by w-Postnikov towers (see Remark 3.3.4 below). However, this subtlety is
not really essential for the theory of weight spectral sequences.
Let us justify this claim for cohomological weight spectral sequences (com-
ing from part 1 of our proposition). For any complex (M ′i) ∈ ObjK(Hw)
that is homotopy equivalent to t(M) the homology of the complex Hq(M ′−∗)
is isomorphic to that forHq(M−∗) (for our fixed choice t(M) = (M i)). Hence
for any (M ′i) of this sort the corresponding E1-level of Tw(H,M) "fits" with
higher levels of T computed using any fixed weight Postnikov tower for M .
1.5 An application to "detecting weights" by weight-
exact functors
Proposition 1.3.4 easily implies that certain weight-exact functors are con-
servative. We will discuss some motivic applications of the following theorem
in Remark 3.1.4(2,3) below.
Theorem 1.5.1. Let C and C ′ be triangulated categories endowed with
weight structures w and w′, respectively; let F : C → C ′ be a weight-exact
functor (see Definition 1.2.2(6)).
Assume that the induced functor HF : Hw → Hw′ is full and conserva-
tive, M is an object of C, and n ∈ Z.
1. Suppose that M is w-bounded above (resp. below). Then F (M)
belongs to C ′w′≤n (resp. to C
′
w′≥n) if and only if M belongs to Cw≤n (resp.
to Cw≥n).
2. Assume that M is w-bounded above (resp., below) and F (M) = 0.
Then M is right (resp. left) w-degenerate.
3. Suppose that M is w-bounded above; for any i ∈ Z such that M ∈
Cw≤i and any N ∈ Cw=i assume that the homomorphism C(M,N) →
C ′(F (M), F (N)) induced by F is zero.
Then M is right w-degenerate.
Proof. 1. The "if" implication is immediate from the definition of weight-
exactness. So we verify the converse implication.
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It certainly suffices to consider the case whereM is w-bounded above and
F (M) belongs to C ′w′≤n since the remaining case is its dual (see Proposition
1.2.4(1)). We will write t(M) = (M i) for a choice of a weight complex for
M ; the boundary morphism of this complex will be denoted by di.
According to Proposition 1.3.4(8) it suffices to verify that t(M) ∈ K(Hw)wst≤n
(see Remark 1.2.3(2)). Now choose the minimal integer m ≥ n such that
t(M) ∈ K(Hw)wst≤m. Certainly, it suffices to prove that m = n.
Next, we can assume that M i = 0 for i < −m (see Remark 1.3.5(5)).
Moreover, the complex tw′(F (M)) = (M ′i) can be obtained from (M i) by
means of termwise application of F ; see Proposition 1.3.4(10); hence M ′i = 0
for i < −m as well.
Now suppose that m− 1 ≥ n. Then (M ′i) ∈ K(Hw′)wst≤m−1; hence the
morphism d′−m is split monomorphic, i.e., there exists s′ ∈ Hw′(M ′1−m,M ′−m)
such that s′ ◦ d′−m = idM ′−m. Since HF is full and conservative and Hw is a
retraction-closed subcategory of C, the morphism d−m is isomorphic to the
split monomorphism M−m → (M−m
⊕
C) ∼= M1−m according to Lemma
1.5.2 below (here C is some object of Hw). Thus t(M) actually belongs to
K(Hw)wst≤m−1 and we obtain a contradiction as desired.
2. If F (M) = 0 then F (M) belongs to Cw≤m and to Cw≥m for all m ∈ Z.
Hence the assertion follows from the previous one immediately.
3. To prove that M is right w-degenerate it certainly suffices to verify for
any m ∈ Z that M belongs to Cw≤m−1 whenever it belongs to Cw≤m. We
assume the latter and choose an m− 1-weight decomposition triangle
w≤m−1M →M → w≥mM → w≤m−1M [1].
We will write N for w≥mM ; note that N belongs to Cw=m according to
Proposition 1.2.4(6). Since F is weight-exact, the corresponding triangle
F (w≤m−1M)→ F (M)
z
→ F (N)→ F (w≤m−1M)[1] (1.5.1)
is an m− 1-weight decomposition of F (M).
Similarly to the proof of assertion 1, we choose t(M) = (M i) such
that M i = 0 for i < −m. Then Proposition 1.4.1(I) easily implies that
C(M,N) is the quotient of Hw(M−m, N [−m]) by the corresponding image
of Hw(M1−m, N [−m]). Moreover, since the functor F is weight-exact, we
can take tw′(F (M ′)) = (F (M i)) (see Proposition 1.3.4(7)); thus the group
C(F (M), F (N)) is the corresponding quotient ofHw′(F (M−m), F (N [−m])).
SinceHF is full, it follows that the homomorphism C(M,N)→ C ′(F (M), F (N))
is surjective under our assumptions; thus C ′(F (M), F (N)) = 0. We obtain
that the morphism z in (1.5.1) is zero. Hence the objects F (M) is a retract of
F (w≤m−1M); thus it belongs to C
′
w′≤m−1. Applying assertion 1 we conclude
that M belongs to Cw≤m−1 indeed.
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So, it remains to prove the following statement.
Lemma 1.5.2. Let B be an additive category, h ∈ B(M,N) (for some
objects M and N of C).
1. Let G : B → B′ be a full and conservative additive functor (so, we also
assume that B′ is additive), and assume that G(h) is split injective. Then h
is split injective as well.
2. Suppose that B is a full retraction-closed subcategory of a triangulated
category C and that h is split injective. Then N can be presented as the
direct sum M
⊕
N ′ for some N ′ ∈ ObjB so that h = idM
⊕
0 :M → N .
Proof. 1. Since G(h) splits, there exists s′ ∈ B′(G(N), G(M) such that
s′ ◦ G(h) = idG(M). Since G is full, there exists s ∈ B(N,M) such that
s′ = G(s). Since G is conservative and G(s ◦ h) = idF (M), the composition
s ◦ h is an automorphism c of M . Thus the morphism h is split by c−1 ◦ s.
2. Since C is a triangulated, h can be presented in the form desired in C.
Since B is retraction-closed in C, we obtain that the corresponding object
N ′ actually belongs to B.
Remark 1.5.3. 1. So, one may say that any functor F as in our theorem
"detects weights" of w-bounded objects, i.e., looking at F (M) one can find
out whether M ∈ Cw≥n and whether M ∈ Cw≤n.
2. Combining part 2 of our theorem with Proposition 1.2.4(7) we obtain
that F cannot kill w-bounded objects. Similarly, if M is as in part 3 of the
theorem and is bounded below then it is zero.
The first of these observations implies that our theorem substantially
generalizes Theorem 2.5 of [Wil18], where Hw was assumed to be semi-
primary (in the sense of [AKS02, Definition 2.3.1]) and Karoubian. Moreover,
part 1 of our theorem obviously implies Theorem 2.8(a–c) of ibid. (where
Hw was assumed to be semi-primary as well).
3. Proposition 3.2.1 of [Bon19] also gives a generalization of part d of
loc. cit.; however, a somewhat stronger assumption on HF is imposed (cf.
Corollary 3.1.3(2) below). Under this condition other parts of our theorem
are extended to objects that are not necessarily w-bounded either above or
below. An important tool for obtaining (unbounded) results of this sort was
the theory of morphisms killing weights (in a range); we do not treat this
notion in the current paper.
4. Even though the conditions of the theorem seem to be somewhat
restrictive, it appears to be rather difficult to weaken them. Obviously,
the "heart-conservativity" assumption in it cannot be dropped (cf. Remark
2.2.6(4) below).
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It is an interesting question to what degree the fullness condition can
be weakened. Looking at the proof of the theorem one can easily see that
instead of assuming that HF is (conservative and) full it suffices to assume
the existence of an additive functor G : Hw′ → B such that the composition
G ◦HF satisfies this condition. In particular, here one can take G to be the
functor that kills the radical morphism ideal of Hw′ (see Definition 1.4 of
[Wil15]).
2 Pure functors and detecting weights
In §2.1 we define pure functors as those that kill all weights except 0, and
prove that they can be expressed in terms of weight complexes.
In §2.2 we study conditions ensuring that a pure functor "detects weights
of objects". The results of this section are important for the study of Picard
groups of triangulated categories (endowed with weight structures) carried
over in [BoT17].
In §2.3 we prove a rich collection of properties of smashing weight struc-
tures (these are weight structures that "respect small coproducts") along
with those pure functors that preserve coproducts.
2.1 Pure functors: equivalent definitions
Let us define an important class of (co)homological functors from categories
endowed with weight structures.
Definition 2.1.1. Assume that C is endowed with a weight structure w.
We will say that a (co)homological functor H from C into an abelian
category A is w-pure (or just pure if the choice of w is clear) if H kills both
Cw≥1 and Cw≤−1.
Now we give an explicit description of pure functors.
Theorem 2.1.2. 1. Let A : Hw → A be an additive functor, where A is
any abelian category. Choose a weight complex t(M) = (M j) for each M ∈
ObjC, and denote by H(M) = HA(M) the zeroth homology of the complex
A(M j). Then H(−) yields a homological functor that does not depend on the
choices of weight complexes. Moreover, the assignment A 7→ HA is natural
in A.
2. The correspondence A → HA is an equivalence of categories be-
tween the following (not necessarily locally small) categories of functors:
AddFun(Hw,A) and the category of pure homological functors from C into
A.
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3. Assume that w is bounded. Then a (co)homological functor H from
C into A is w-pure if and only if it annihilates Cw=i for all i 6= 0.
Proof. 1. Proposition 1.3.4(3, 5,7) immediately implies that for any additive
A : Hw → A the functor HA is homological and does not depend on the
choices of weight complexes.
2. Firstly, let us prove that any functor of the form HA is pure. For
any M ∈ Cw≥1 ∪ Cw≤−1 we can choose t(M) with M
0 = 0 according to
Proposition 1.3.4(8); thus HA(M) = 0 in this case.
To finish the proof of the statement it suffices to verify that a w-pure
functor can be functorially recovered from its restriction to Hw. This is
immediate from assertion 1 combined with Proposition 1.4.1(II).
3. Immediate from our definitions combined with Proposition 1.2.4(5).
Remark 2.1.3. 1. The definition of pure functors is obviously self-dual (cf.
Proposition 1.2.4(1), i.e., H is pure (co)homological if and only if the func-
tor from C into Aop obtained from H by means of inversion of arrows is
cohomological (resp. homological).
Combining this observation with our theorem we obtain that the corre-
spondence (w,A) 7→ HA is self-dual as well (cf. Remark 1.3.5(4)).
We will use the following notation: for a contravariant additive functor
A′ from Hw into A we will write HA′ for the corresponding cohomological
pure functor; it certainly sends M as above into the zeroth homology of the
complex A′(M−j)
2. Immediately from the definition of pure functors, a representable func-
tor C(−,M) is pure if and only if M ∈ (Cw≥1 ∪ Cw≤−1)
⊥.
3. The author is using the term "pure" due to the relation of pure functors
to Deligne’s purity of cohomology.
To explain it we recall that various categories of Voevodsky motives are
endowed with so-called Chow weight structures; we will say more on them
in Remarks 3.1.4 and 3.2.7 below. Now, for any r ∈ Z the rth level of the
Deligne’s weight filtration both of singular and étale cohomology of motives
certainly kills Chow[i] for all values of i except one (and the remaining value
of i is either r or −r depending on the choice of the convention for Deligne’s
weights).5 Thus (the corresponding shifts of) Deligne’s pure factors of (sin-
5Certainly, singular (co)homology (of motives) is only defined if the base field k is
a subfield of complex numbers; then it is endowed with Deligne’s weight filtration that
can also be computed using wChow (see Remark 2.4.3 of [Bon10a]). On the other hand,
Deligne’s weight filtration for étale (co)homology can be defined (at least) for k being any
finitely generated field; the comparison of the corresponding weight factors with the ones
computed in terms of wChow is carried over in Proposition 4.3.1 of [BoL16]. Note also
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gular and étale) cohomology are pure with respect to wChow.
4. Note however the in the context of equivariant stable homotopy cat-
egories (see Theorem 4.1.1 below) pure (co)homology theories are usually
called ordinary or classical ones. Functors of this sort were essentially intro-
duced by Bredon (see condition (4) in §I.2 of [Bre67] and Remark 4.1.2(3)
below), and the spectral sequence argument used for the proof of Theorem
2.1.2(2) is rather similar to that applied in §IV.5 of ibid.
5. Part 1 of our theorem was applied in [BoT17] (see Proposition 3.5(ii)
of ibid.).
2.2 Detecting weights via pure functors
Let us prove that pure functors can be used to "detect weights" (cf. Remark
1.5.3(1)); these results are crucial for [BoT17].
It will be convenient for us to use the following definitions.
Definition 2.2.1. Let H be a (not necessarily additive) subcategory of an
additive category B.
1. We will call the full additive subcategory of B whose objects are all
retracts of arbitrary (small) coproducts of objects of H in B the coproductive
hull of H in B.
2. Let H ′ be the category of "formal coproducts" of objects of H, i.e.,
the objects of H ′ are of the form
∐
i Pi for (families of) Pi ∈ ObjH and
H ′(
∐
Mi,
∐
Nj) =
∏
i(
⊕
j H(Mi, Nj)). Then we will call Kar(H
′) the formal
coproductive hull of H.
Remark 2.2.2. Obviously, the coproductive hull of H in B, the category
H ′ mentioned in our definition, and the formal coproductive hull of H are
additive categories. Moreover, there exist fully faithful functors between the
Karoubi-closure of H in B and both aforementioned "coproductive hulls" of
H .
Proposition 2.2.3. 1. Let A : Hw → A be an additive functor (where A
is an abelian category; cf. Theorem 2.1.2) and assume that the following
conditions are fulfilled.
(i) the image of A consists of A-projective objects only;
(ii) if an Hw-morphism h is not split surjective (i.e., it is not a retraction)
then A(h) is not split surjective as well.
that in ibid. and in [Bon14, §3.4,3.6] certain "relative perverse" versions of these weight
calculations were discussed.
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Then for any M ∈ ObjC, n ∈ Z, and H = HA we have the following:
M is w-bounded below and Hi(M) = 0 (see §1.1) for all i < n if and only if
M ∈ Cw≥n.
2. Assume that Hw is an R-linear category, where R is a commutative
unital ring (certainly, one may take R = Z here), H is a full small sub-
category of Hw, A is the category of R-linear functors from Hop into the
category of R-modules (i.e., the objects and morphisms of A respect the R-
module structure on morphism groups), A is the corresponding Yoneda-type
functor, i.e., A(M) sends N ∈ ObjH into the R-module B(N,M) for any
M ∈ ObjHw; suppose in addition that the image of A is contained in the
coproductive hull of the image of its restriction to H in A.
Then A it fulfils condition (i) of assertion 1.
3. Assume that A is full and conservative. Then it fulfils condition (ii)
of assertion 1.
Proof. 1. The "if" part of the statement is very easy (for anyA); just combine
the definition of HA with Remark 1.3.5(5).
Now we prove the converse application; we argue similarly to the proof
of Theorem 1.5.1.
So, we choose the maximal integer m ≤ n such that M ∈ Cw≥m, choose
t(M) = (M i) such that M i = 0 for i > −m. According to Proposition
1.3.4(8), we have t(M) /∈ K(Hw)wst≥m+1; applying Lemma 1.5.2(2) (in the
dual form) we obtain that the boundary morphism d−m−1 : M−m−1 →M−m
is not split surjective. Applying our assumption (ii) on A we obtain that
the morphism A(d−m−1) does not split as well. Since A(M−m) is projective
in A, it follows that CokerA(d−m−1) ∼= Hm(M) 6= 0. Thus m ≥ n, and we
obtain the result in question.
2. This statement is much easier than its formulation. Objects of H
obviously become projective in the category A (see Remark 2.2.4(2) below).
Since coproducts and retracts of projective objects are projective, all elements
of A(ObjHw) are projective in A as well.
3. This is just a particular case of Lemma 1.5.2(1).
Remark 2.2.4. 1. Part 1 of our proposition is really similar to Theorem
1.5.1(1), and it may be called its "homological functor version". Its advantage
as a "weight detection method" is that pure functors are "easier to construct"
than weight-exact ones (thanks to Theorem 2.1.2; cf. also Corollary 2.2.5(2)
below). In particular, one can easily deduce Theorem 1.5.1 from Proposition
2.2.3 using certain functors similar to the ones that we will now describe.
2. In the current section we will only apply Proposition 2.2.3(2) (in
Corollary 2.2.5(2)) in the simple case where H is a an essentially wide small
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subcategory of Hw (see §1.1; so, we assume that Hw is essentially small and
then we can takeH to be a skeleton ofHw); in this case it follows immediately
both from Lemma 5.1.2 of [Nee01] and from Lemma 8.1 of [MVW06].
We have formulated the general case of our proposition for the sake of
applying it in Theorem 3.2.2 below. So we give some more detail for this
setting.
Choose an essentially wide small subcategory H0 of the Karoubi-closure
ofH in C. It is easily seen that the category A is equivalent to the category A′
of R-linear functors from Hop0 into R-modules. The category A
′ is obviously
Grothendieck abelian. Moreover, the projectives in it are precisely the objects
of the coproductive hull of the image of H0 in A
′ (see Definition 2.2.1(1))
and there are enough of them according to Lemma 8.1 of [MVW06]. Note
also that this hull coincides with the coproductive hull of the image of H0 in
A′.
Let us now deduce Propositions 4.6 and 5.2 of [BoT17] from our propo-
sition.
Corollary 2.2.5. 1. Let A : Hw→ A be a full additive conservative functor
whose target is semi-simple. Then for a w-bounded object M of C we have
M ∈ Cw=0 if and only if H
A
i (M) = 0 for all i 6= 0.
2. The assumptions of Proposition 2.2.3(1) are fulfilled whenever H is an
essentially wide small subcategory of the category Hw, whereas R and A are
as in part 2 of that proposition.
Proof. 1. Once again, the "if" part of the statement is obvious.
To prove the converse implication we note that our assumptions on C,A,
and M are self-dual (see Proposition 1.2.4(1) and Remark 2.1.3(1)). Thus
is suffices to prove that M ∈ Cw≤0. According to Proposition 2.2.3(1), for
this purpose it remains to verify that the image of A consists of projective
objects only. The latter is automatic since A is semi-simple.
2. This is very easy. Proposition 2.2.3(2) implies that all objects in the
image ofA are projective in A. Thus it remains to note that the functorA is a
full embedding according to the Yoneda lemma; hence it is also conservative.
Remark 2.2.6. 1. Immediately from Lemma 1.5.2(1) (that we have just ap-
plied) condition (ii) of Proposition 2.2.3 is fulfilled both for A and for the
opposite functor Aop : Hwop → Aop whenever A is a full conservative functor.
In particular, it suffices to assume that A is a full embedding.
Hence it may be useful to assume (in addition to assumption (i) of the
proposition) that the image of A consists of injective objects only (cf. Corol-
lary 2.2.5(1)).
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2. The objects in the essential image of the functor provided by Corol-
lary 2.2.5(2) may be called purely R-representable homology. Since they are
usually not injective in PShvR(B), a dual construction may be useful for
checking whether M ∈ Cw≤−m.
3. The boundedness assumption in Proposition 2.2.3 cannot be dropped
(unless certain additional restrictions are imposed).
Indeed, take B to be the category of free finitely generated Z/4Z-modules,
C = K(B), and w = wst. Then the complex M = · · ·
×2
→ Z/4Z
×2
→ Z/4Z
×2
→
Z/4Z
×2
→ . . . does not belong to Cwst≥i for any i ∈ Z, whereas its purely Z-
representable homology (as well as the Z/4Z-representable one) is obviously
zero in all degrees.
4. Condition (ii) of Proposition 2.2.3 is certainly necessary. Indeed, if
h ∈ Mor(Hw) does not split whereas A(h) does, then one can easily check
that Cone(h) ∈ Cw≥0 \ Cw≥1 and Hi(Cone(h)) = 0 for i 6= 1.
2.3 On smashing weight structures and pure functors
respecting coproducts
It is currently well known (in particular, from [Nee01]) that the existence of
all small coproducts is a very reasonable assumption on a ("big") triangulated
category. Now we relate it to weight structures and pure functors.
Definition 2.3.1. 1. We will say that a triangulated category C is smashing
whenever it is closed with respect to small coproducts.
2. We will say that a weight structure w on C is smashing if the class
Cw≥0 is closed with respect to small coproducts (cf. Proposition 1.2.4(3)).
3. We will say that a full triangulated subcategory D ⊂ C is localizing
whenever it is closed with respect to C-coproducts. Respectively, we will
call the smallest localizing subcategory of C that contains a given class P ⊂
ObjC the localizing subcategory of C generated by P.
Till the end of the section we will assume that C and w are smashing.
Let us prove several simple properties of smashing weight structures.
Proposition 2.3.2. Let i, j ∈ Z; let A be an AB4 abelian category, and A′
be an AB4* category. Then the following statements are valid.
1. The classes Cw≤j, Cw≥i, and C [i,j] are closed with respect to (small)
C-coproducts.
2. In particular, the category Hw is closed with respect to C-coproducts,
and the embedding Hw → C preserves coproducts.
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3. Coproducts of weight decompositions are weight decompositions.
4. Coproducts of weight Postnikov towers are weight Postnikov towers.
5. The categories Cw and Kw(Hw) are closed with respect to coproducts,
and the functor t preserves coproducts.
6. Pure functors C → A respecting coproducts are exactly the functors of
the form HA (see Theorem 2.1.2), where A : Hw → A is an additive
functor preserving coproducts. Moreover, this correspondence is an
equivalence of (possibly, big) categories.
7. Pure cohomological functors from C into A′ that convert coproducts
into products are exactly those of the form HA (see Remark 2.1.3(1))
forA : Hwop → A′ being an additive functor that sends Hw-coproducts
into products.
8. Assume that C satisfies the following Brown representability property:
any cohomological functor from C into Ab that converts C-coproducts
into products of groups is representable in C.
Then the pure functor HA (as above) is representable if and only if A
is a contravariant additive functor from Hw into Ab that converts Hw-
coproducts into products of groups. Thus the corresponding Yoneda
functor embeds the category of functors satisfying the latter conditions
into C.
9. Let D be the localizing subcategory of C generated by a class of objects
P, and assume that for any P ∈ P a choice of (the terms of) its weight
complex t(P ) = (P k) is fixed. Then any element of Cw=0 ∩ObjD is a
retract of a coproduct of a family of P k.
Moreover, if P ⊂ Cw=0 then for anyM ∈ ObjC any choice of its weight
complex t(M) is an object of the localizing subcategory of K(Hw) (cf.
Proposition 2.3.2(2)) generated by ObjHw.
10. For a sequence of objects Yi of C for i ≥ 0 and maps φi : Yi → Yi+1 we
consider D =
∐
Yi and the morphism a : ⊕ idYi
⊕
⊕(−φi) : D → D.
Then a cone Y of a (that is a homotopy limit of Yi as defined in [BoN93];
so we will denote Y by lim
−→
Yi = lim−→i≥0
Yi) is right (resp. left) weight-
degenerate whenever for all i ≥ 0 we have Yi ∈ Cw≤−i (resp. Yi ∈
Cw≥i).
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Proof. 1. The class Cw≤j is closed with respect to C-coproducts accord-
ing to Proposition 1.2.4(3). Next, Cw≥i is closed with respect to C-
coproducts immediately from Definition 2.3.1(1). It certainly follows
that C [i,j] possesses this property as well.
2. Immediate from the previous assertion.
3. If the triangles Li → Mi → Ri → Li[1] are weight decompositions
of certain Mi ∈ ObjC then the triangle
∐
Li →
∐
Mi →
∐
Ri →∐
Li[1] is distinguished according to Remark 1.2.2 of [Nee01]. Hence
this triangle is a weight decomposition of
∐
Mi according to assertion
1.
4. Immediate from the previous assertion.
5. Immediate from assertions 1 and 4.
6. Recall that pure functors are exactly those of the type HA, and the
correspondence A → HA is functorial; see to Theorem 2.1.2(2). Next,
if H respects coproducts then its restriction to Hw also does according
to assertion 2. Conversely, if A preserves coproducts then HA also does
according to assertion 5.
7. Similarly to assertion 6, A is the restriction of HA to Hw; hence it
sends coproducts into products according to assertion 2. Conversely,
if A sends coproducts into products then HA also does according to
assertion 5.
8. This is an obvious combination of assertions 7 and 2 (cf. also
assertion 6).
9. Combining assertion 5 with Proposition 1.3.4(7) we obtain that for
any M ∈ ObjD there exists a choice of t(M) all of whose terms are
coproducts of Dkl . If M also belongs to Cw=0 then we obtain that M is
a retract of an objectM0 of this form according to Proposition 1.3.4(9).
The "moreover" part of the assertion also follows from assertion 5 along
with Proposition 1.3.4(7) easily.
10. Recall that Y = lim
−→i≥0
Yi ∼= lim−→i≥0
Yi+j for any integer j ≥ 0
according to Lemma 1.7.1 of [Nee01]. Since the classes Cw≤−j and Cw≥j
are closed with respect to extensions and coproducts (see assertion 1
and Proposition 1.2.4(4)), we obtain that Y belongs to Cw≤1−j (resp.
Yi ∈ Cw≥j) whenever Yi ∈ Cw≤−i (resp. Yi ∈ Cw≥i) for all i ≥ 0, i.e.,
we obtain the result in question.
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Remark 2.3.3. 1. In all the parts of our proposition one can replace arbitrary
small coproducts by coproducts of less than α objects in all occurrences
(where α is any regular infinite cardinal). In particular, in assertion 5 one
can assume that C and Cw≤0 are closed with respect to C-coproducts of less
than α of their objects; then t preserves these coproducts as well.
2. Recall that the Brown representability property (see part 8 of our
proposition) is known to hold for several important classes of triangulated
categories (thanks to the foundational results of A. Neeman and others). In
particular, it suffices to assume that either C or Cop is generated by a set of
compact objects (see Definition 3.1.1 below).
3. Some of these statements can be generalized to so-called torsion theo-
ries; cf. Propositions 2.4(5) and 3.2(2,4) of [BoV19].
3 On explicit weight structures and pure func-
tors
In this section we recall two earlier statements on the construction of weight
structures "with a given heart", prove a new result of this sort, and describe
motivic examples to these assertions.
In §3.1 we recall that any negative densely generating subcategory H of C
gives a weight structure on it. Combining this statement with Theorem 1.5.1
we obtain a conservativity result that does not mention weight structures.
Moreover, we discuss Chow weight structures on categories of Voevodsky
motives, and demonstrate that Theorem 1.5.1 allows to deduce the conser-
vativity of étale realizations on the category DMgmQ of Q-linear geometric
motives from Theorem II of [Ayo18].
In §3.2 we recall that one can obtain a smashing weight structure on
(a smashing triangulated category) C from a negative compactly generating
subcategory H of C. We also study pure functors and detecting weights for
weight structures of this sort. Moreover, we prove that the Chow weight
structure wChow on the category "big" motivic category DMR is degenerate
(if R is not torsion and the base field k is "big enough").
In §3.3 we study in detail the relation between different "choices" of weight
complexes and weight Postnikov towers for a fixed objectM of C. This allows
us to construct some new weight structures; in particular we obtain one more
conservative "motivic" weight-exact functor.
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3.1 Constructing weight structures starting from nega-
tive subcategories, and the conservativity of motivic
functors
To recall some statements that allow constructing a weight structure from a
subcategory of its heart we will need the following definitions.
Definition 3.1.1. I. Let H be a full subcategory of a triangulated category
C.
We will say that H is negative (in C) if ObjH ⊥ (∪i>0Obj(H[i])).6
II. Assume that the category C is smashing.
1. An objectM of C is said to be compact if the functor HM = C(M,−) :
C → Ab respects coproducts.
2. We will say that C is compactly generated by P ⊂ ObjC if P is a set
of compact objects that generates it as its own localizing subcategory.
First we recall a statement that allows to construct all bounded weight
structures (cf. Proposition 1.2.4(5)).
Proposition 3.1.2. Assume that C is densely generated by its negative
additive subcategory B.
1. Then there exists a unique weight structure w on C whose heart
contains B. Moreover, this weight structure is bounded, Hw = KarC B, and
Cw≥0 (resp. Cw≤0) is the smallest class of objects that contains B[i] for all
i ≥ 0 (resp. i ≤ 0), is extension-closed and Karoubi-closed in C.
2. Let w′ be a weight structure on a triangulated category D. Then an
exact functor F : C → D is weight-exact with respect to (w,w′) (for w as
above) if and only if it sends B inside the heart Hw′.
Proof. 1. This is Corollary 2.1.2 of [BoS18b].
2. This is an immediate consequence of the description w given in asser-
tion 1 along with the fact that both C ′w′≥0 and C
′
w′≤0 are retraction-closed
and extension-closed in C ′; cf. also Lemma 2.7.5 of [Bon10b].
Let us combine this statement with Proposition 2.2.3 to obtain a conser-
vativity result that does not mention weight structures.
Corollary 3.1.3. 1. Let F : C → C ′ be an exact functor; assume that there
exists a negative additive subcategory B of C that densely generates it and
such that the full subcategory B ′ of C ′ whose object class equals F (ObjB)
is negative (in C ′), whereas the restriction of F to B is full and conservative.
6In several papers (mostly, on representation theory and related matters) a negative
subcategory satisfying certain additional assumptions was said to be silting.
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Then F is conservative itself, i.e., it does not kill non-zero objects.
2. The conservativity condition in assertion 1 is fulfilled if all endomor-
phisms of objects of B that are killed by F are nilpotent.
Proof. 1. Obviously, we can assume that the category C ′ is densely generated
by its subcategory B ′, and we will do so. Thus Proposition 3.1.2 yields the
following: C and C ′ are endowed with bounded weight structures w and w′,
respectively, such that Hw = KarC B, Hw
′ = Kar′C B, and F is weight-exact
with respect to them. Now we verify that the remaining assumptions of
Theorem 1.5.1 are fulfilled in this setting.
Since all objects of Hw are retracts of objects of B, the fullness of
the restriction of F to B implies the fullness of the corresponding functor
HF : Hw → Hw′. Thus it remains to verify that HF is conservative. For
an Hw-morphism g : M → N we should check that it is invertible whenever
F (g) is. Now the fullness assumption gives us the existence of a morphism
h ∈ Hw(N,M) such that F (h) is the inverse to F (g). It remains to verify
that the endomorphisms g ◦ h and h ◦ g are automorphisms. Thus it suffices
to verify that for any Q ∈ Cw=0 a morphism p ∈ C(Q,Q) is an automor-
phism whenever F (p) is. Next, Q is a retract of an object of S of B, and
since C is a triangulated then we have S ∼= Q
⊕
R (for some R ∈ ObjC;
actually, R belongs to Cw=0 as well). Thus F (p
⊕
idR) is an automorphism;
since the restriction of F to B is conservative, it follows that p
⊕
idR is an
automorphism as well. Hence p is an automorphism indeed.
2. A well-known easy fact; see Remark 3.1.5 of [Bon10a].
Remark 3.1.4. Let us describe the relation of our results to Voevodsky mo-
tives.
1. Let k be a perfect field of characteristic p (p may be a prime or zero);
let R be a Z[1
p
]-algebra, where we set Z[1
p
] = Z if p = 0. Denote by DMR the
smashing category of R-linear Voevodsky motives over k (see §4.2 of [Deg11]
or §1.1 of [CiD15]). The categoryDMR contains the additive category ChowR
of R-linear Chow motives that is negative in it (see Remark 3.1.2 of [BoK18]
or Remark 3.2.7 below). Thus we obtain a Chow weight structure on the
subcategory DMgmR densely generated by ChowR in DMR. Moreover, this
weight structure extends to a smashing weight structure on the whole DMR;
see Proposition 3.2.6 below.
This method of constructing the Chow weight structure originates from
§6.5 of [Bon10a] (cf. [Bon11] for the case p > 0); it was carried over to
relative motives in [Heb11] and [Bon14, §2.1], whereas in §2.3 of ibid., §2.1
of [BoI15], and [BoK18] some other methods were described.
Moreover, applying Theorem 2.1.2(3) we obtain that a (co)homological
functor from DMgmR is pure whenever it kills ChowR[i] for all i 6= 0. Further-
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more, Theorem 3.2.2(4) below gives a similar characterization of those pure
functors from DMR that respect coproducts.
2. Let us now describe an interesting weight-exact functor from DM that
is quite relevant for [Ayo18].
In this treatise the case p = 0 and R = k was considered. The category
DMk is equivalent to the category DAet(k, k) (of étale k-linear motives).
Now let us use the symbol Ω′ for the truncated de Rham spectrum τ≥0Ω
(see Theorem II of ibid.); note that it is a highly structured ring spectrum
with respect to the model structure on DAet(k, k) that was considered in
ibid.
Thus we can take C ′ to be the derived category of highly structured Ω′-
modules in DAet(k, k), C = DMgmk , and take F being the restriction to
DMgmk of the "free module" functor −⊗Ω
′ : DAet(k, k)→ C ′.
Next, we can take B either to be the subcategory Chowk ⊂ DAet(k, k) ∼=
DMk (of k-linear Chow motives) or the category of twists of motives of
smooth projective varieties by −(i)[2i] = 〈i〉 for i ∈ Z. The images of these
motives in C ′ give a negative category whose Karoubi envelope is the k-linear
category of k-motives up to algebraic equivalence (cf. the formula (xxviii) of
[Ayo18]; these statements are based on simple cohomological dimension and
Poincare duality arguments along with Remark 7.6 of [BlO74]).
It remains to note that the nilpotence assumption of Corollary 3.1.3(2)
easily follows from Corollary 3.3 of [Voe95]. We obtain that the functor F is
conservative (and "detects weights"; cf. Remark 1.5.3(1)).
3. Furthermore, Theorem II of [Ayo18] appears to imply that for anyM ∈
ObjDMgmk whose de Rham cohomology is zero the functor F kills all mor-
phisms fromM into Chowk[i] for any i ∈ Z such thatM ⊥ ∪j>iObjChowk[j].
Applying Theorem 1.5.1(3) we obtain that M = 0 (cf. Remark 1.5.3(2)).
Thus loc. cit. implies that de Rham cohomology is conservative on DMgmk
(this Conjecture II of ibid.). This is a very interesting observation (that is
substantially stronger than Theorem I of ibid.; this conservativity conjecture
was shown to have very interesting implications in [Bon18b]); the problem
is that the current version of [Ayo18] does not establish Theorem II of ibid.
unconditionally.
Note also that the conservativity of the de Rham realization on DMgmk
is equivalent to the conservativity of the Qℓ-adic étale realization on the
category DMgmQ (see the easy Proposition 5.3 of [Bon18b]; here l is any
prime number).
4. We also recall that some functors that are pure with respect to certain
Chow weight structures were crucial for the recent papers [KeS17], [Bac17],
[BoS14], and [BoT17]. All of these pure functors were defined in terms of
the corresponding weight complex functors (cf. Theorem 2.1.2). Moreover,
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in [Bon18a] functors that are pure with respect to certain Gersten weight
structures were considered.
3.2 On purely compactly generated weight structures
Now we pass to the study of a particular family of smashing weight structures
(in smashing triangulated categories).
First we recall the following well-known statement.
Lemma 3.2.1. Let P be a set of compact object of C. Then P compactly
generates C if and only if (∪i∈ZP[i])⊥ = {0}.
Proof. This is (a part of) [Nee01, Proposition 8.4.1].
Theorem 3.2.2. Let H be a negative subcategory of C such that ObjH
compactly generates C (so, H is small and its objects are compact in C);
P = ObjH. Then the following statements are valid.
1. C satisfies the Brown representability property (see Proposition 2.3.2(8)).
2. There exists a unique smashing weight structure w on C such that
P ⊂ Cw=0; this weight structure is left non-degenerate.
3. For this weight structure Cw≤0 (resp. Cw≥0) is the smallest subclass
of ObjC that is closed with respect to coproducts, extensions, and
contains P[i] for i ≤ 0 (resp. for i ≥ 0), and Hw is the coproductive
hull of H in C (see Definition 2.2.1(1)).
Moreover, Cw≥0 = (∪i<0P[i])
⊥.
4. Let H be a cohomological functor from C into an abelian category A
that converts all small coproducts into products. Then it is pure if and
only if it kills ∪i 6=0P[i].
5. Let F : C → D be an exact functor, where D is a triangulated category
that is closed with respect to small coproducts and endowed with a
smashing weight structure v. Then F is weight-exact if and only if it
sends P into Dv=0.
6. The category Ht ⊂ C of w-pure representable functors from C (so, we
identify an object of Ht with the functor from C that it represents) is
equivalent to the category AP of additive contravariant functors from
H into Ab (i.e., we take those functors that respect the addition of
morphisms).
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Moreover, AP (and so also Ht) is Grothendieck abelian, has enough
projectives, and an injective cogenerator. Restricting functors repre-
sentable by elements of P to Hw one obtains a full embedding Hw →
AP whose essential image is the subcategory of projective objects of
AP .
7. w restricts (see Definition 1.2.2(7)) to a bounded weight structure on
the subcategory of compact objects of C, and the heart of this restric-
tion is the Karoubi-closure of H in C (so, we consider only retracts of
finite coproducts
∐
Pi for Pi ∈ P).
Proof. Assertion 1 is a particular case of Proposition 8.4.2 of [Nee01].
Assertions 2–5 follow from Corollary 2.3.1 and Lemma 2.3.3 of [BoS17]
easily (see Remark 2.3.2(2) of ibid.).
6. Since objects of H are compact in C, Hw is naturally equivalent to the
formal coproductive hull of H (see Definition 2.2.1(2)). Thus Hw embeds
into the category AP . As we have noted in Remark 2.2.4(2) (we take R = Z
in that remark), the essential image of this embedding is the subcategory of
projective objects of AP . Moreover, the category AP has enough projectives;
since it is Grothendieck abelian, it also possesses an injective cogenerator.
It remains to prove that Ht is equivalent to AP . We recall that AP is
equivalent to the category AddFun(Hop0 ,Ab), where H0 is an essentially wide
small subcategory of the Karoubi-closure of H in C. Moreover, recall from
Remark 2.1.3(2) that pure representable functors are the ones represented
by elements of (Cw≤−1 ∪ Cw≥1)
⊥. Combining these statements with Theo-
rem 4.5.2(II.2) of [Bon10a] (along with Lemma 3.2.1) we easily obtain the
equivalence in question (cf. Proposition 4.3.3 below).
7. According to Lemma 4.4.5 of [Nee01], the subcategory of compact
objects of C equals 〈P〉. Thus it remains to apply Proposition 3.1.2(1).
Remark 3.2.3. 1. Let us make a few simple observations related to pure
functors.
If H ′ : C → A is a homological functor that respects coproducts then
applying part 4 of our theorem to the opposite (cohomological) functor
H from C into Aop we obtain that H ′ is pure if and only if it kills
∪i 6=0P[i].
Next, the description of Hw (combined with Theorem 2.1.2) immedi-
ately implies that two pure (co)homological functors H ′1 and H
′
2 from
C that respect coproducts (resp. H1 and H2 that convert coproducts
into products) are isomorphic if and only if their restrictions to H are.
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2. Let us now describe a simple example for our theorem that will be
useful for us below.
So, let B be a small additive category; define H ′ as the formal copro-
ductive hull of ObjB. Then we take C ⊂ K(H ′) to be the localizing
subcategory that is generated by ObjH ′. Obviously, the set P = ObjB
compactly generates C, and B is negative in C. Thus there is a unique
smashing weight structure w on C whose heart contains B. It is easily
seen that this w is the restriction of the weight structure wst (see Re-
mark 1.2.3(1)) from K(H ′) to C (see Remark 2.3.2(1) of ibid.). Thus
Cw≥0 = K(H
′)wst≤0, and part 3 of our theorem tells us that this class
also equals (∪i<0P[i])⊥.
3. In §2.3 of [BoS17] (cf. also §2.2 of ibid.) actually a much more general
setting of class-generated weight structures was considered. In particu-
lar, it is not necessary to assume that P is a set to have parts 2–4 of our
theorem. So the main problem with the corresponding weight struc-
tures is that it is not clear whether the categories of pure representable
functors are "nice enough".
4. Corollary 2.3.1(2) of [BoS17] says that for any infinite cardinal β the
weight structure w can be restricted (see Definition 1.2.2(7)) to the
subcategory of CβP that is generated in a certain sense by Pi ∈ P
by means of coproducts of cardinality less than β (cf. part 7 of our
theorem).
5. Another family of smashing weight structures that contains the one
considered in our theorem is that of compactly generated weight struc-
tures. It is described as follows: according to Theorem 5 of [Pau12],
for any set P of compact objects there exists a weight structure with
Cw≥0 = (∪i<0P[i])
⊥. Moreover, Theorem 4.3.1 of [Bon16] says that it
suffices to assume that P is a perfect set of objects to obtain this con-
clusion (recall that any set of compact objects is perfect in the sense
of Definition 3.3.1 of ibid.). However, there are no explicit descriptions
of hearts of weight structures obtained using these results, and so we
prefer not consider them in this paper.
Respectively, one may call weight structures studied in our theorem
purely compactly generated ones (to distinguish them from general com-
pactly generated ones).
Now let us study pure functors and detecting weights for weight structures
provided by our theorem (cf. Remark 3.2.5 below).
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Proposition 3.2.4. Adopt the notation and the assumptions of Theorem
3.2.2. Let us choose an injective cogenerator I of the category Ht; we will
write HI for the representable functor C(−, I) and AP for the Yoneda em-
bedding functor Q 7→ (P 7→ C(P,Q)) : Hw → AP (where P runs through
P). Let M be an object of C, n ∈ Z.
Then the following conditions are equivalent.
(i). t(M) ∈ K(Hw)wst≥n (cf. Remark 1.3.5(1)).
(ii). HAPj (M) = 0 for j < n.
(iii). M ⊥ ∪j<n{I[j]}.
(iv). Hj(M) = 0 for any j < n and any pure homological functor H .
Proof. Applying Proposition 2.3.2(9) we obtain that t(M) is an object of the
localizing subcategory K ′(Hw) of K(Hw) generated by ObjHw. Recalling
Remark 3.2.3(2) we deduce that t(M) ∈ K(Hw)wst≥0 if and only ofN [j] ⊥M
for all j < 0 and N ∈ ObjHw. Combining this statement with Theorem
3.2.2(3) we conclude that conditions (i) and (ii) are equivalent.
Next, for any J ∈ ObjHt and j ∈ Z the group C(M [−j], J) is isomor-
phic to the −jth homology of the complex C(Ms, J) according to Theorem
2.1.2(2). If J is an injective object of Ht then this groups is isomorphic to
AP(H
AP
j (M), J). Since I cogenerates Ht, we obtain that H
AP
j (M) = 0 if
and only if M ⊥ I[j]; hence conditions (ii) and (iii) are equivalent.
Lastly, condition (iv) certainly implies condition (ii), and it follows from
condition (i) according to Theorem 2.1.2(2).
Remark 3.2.5. 1. This statement can be thought about as a complement to
Proposition 1.3.4(8) (in our setting). Certainly, if M ∈ Cw≥n then it fulfils
(all) the conditions of our proposition, and the converse application is fulfilled
whenever M is w-bounded above.
2. A more or less explicit description of all objects fulfilling these condi-
tions is immediate from Corollary 4.1.4(1) of [Bon19].
Let us now prove that the Chow weight structure on DMR is "often"
degenerate.
Proposition 3.2.6. Let k be a perfect base field, p = char k; let R be a
commutative associative Z[1
p
]-algebra (where we set Z[1
p
] = Z if p = 0).
Denote by DMR the smashing category of R-linear Voevodsky motives over k
(cf. Remark 3.1.4(1)), and consider the subcategory ChowR of R-linear Chow
motives in it (see Remark 3.1.2 of [BoK18] or Corollary 6.7.3 of [BeV08]).
Then the subcategory H ⊂ DMR of twists of R-motives of smooth projec-
tive k-varieties by −(i)[2i] = 〈i〉 is negative and compactly generates DMR
(cf. Theorem 3.2.2).
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Moreover, if R is not torsion and k is of infinite transcendence degree
over its prime subfield then the corresponding weight structure wChow is right
degenerate.
Proof. These properties of H are rather well-known. The objects of H are
compact in DMR essentially by definition of the latter category; see Remark
4.11 of [Deg11], §1.1 of [CiD15], or §1.3 and 3.1 of [BoK18]. In Remark 3.1.2
of [BoK18] it is shown that H is negative in DMR; this is an easy application
of Corollary 6.7.3 of [BeV08]. Lastly, DMR is well-known to coincide with
its localizing subcategory generated by the subcategory DMgmR of compact
objects; see §3.1 of [BoK18]. Hence it suffices to recall that DMgmR is densely
generated by H; see Proposition 2.2.1(1) of [BoS14] or Theorem 2.2.1 of
[Bon11].
Now we demonstrate that DMR contains a right degenerate object when-
ever R is not torsion and k is of infinite transcendence degree over its prime
subfield. In this case Lemma 2.4 of [Ayo17] essentially gives a sequence of
morphisms between objects Yi = R(i)[i] (for i ≥ 0) such that the motif
Y = lim
−→
Yi (see Proposition 2.3.2(10)) is not zero (note that in loc. cit.
formally only the case R = Q and k ⊂ C was considered; yet the simple
proof of that lemma extends to our setting without any difficulty). Now,
R(i)[i] ∈ ObjChowR[−i] ⊂ DMRwChow≤−i; hence Proposition 2.3.2(10) gives
the statement in question.
Remark 3.2.7. Certainly, this weight structure wChow is also compactly purely
generated by any small essentially wide subcategory of ChowR = Kar(H) of
R-Chow motives (which it essentially small); whence we call it a Chow weight
structure (as well).
3.3 On "variations" of weight Postnikov towers and weight
complexes
Now we study the question of lifting wst-truncations and Postnikov towers
of t(M) to that of M ; so we (try to) describe all possible choices of weight
complexes for a fixed object of C (see Corollary 3.3.3(1)). These questions
are rather natural and actual even though somewhat technical.
As a consequence we obtain a new existence of weight structures state-
ment.
Proposition 3.3.1. Let M ∈ ObjC, m ∈ Z; assume that Hw is Karoubian.
1. Then for a complex C ∈ ObjK(Hw) there exists a choice of w≤mM
such that t(w≤mM) ∼= C if and only if C is a choice of wst≤m(t(M)) (note that
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this assumption does not depend on the choice of t(M) according to Remark
1.3.5(1)).
2. Assume that N ′ = w≤m+1M . Then for any m-wst-decomposition
triangle
C
e
→ t(N ′)
f
→ D
g
→ C[1] (3.3.1)
(in K(Hw))), where t(N ′) comes from a weight Postnikov tower PoN ′ for N ′,
there exist certain Postw(C)-morphisms PoN ′
fPostw(C)
−→ PoD˜
gPostw(C)
−→ PoN [1]
satisfying the following conditions: the corresponding weight complex mor-
phisms (fK(Hw), gK(Hw)) form a couple K(Hw)-isomorphic to (f, g) (with the
first "component" of this isomorphism being just idt(N ′)), and the underlying
C-morphisms N ′
fC
→ D˜
gC
→ N [1] extend to a C-distinguished triangle such that
the composed morphism N → N ′ → M gives an m-weight decomposition of
M .
3. Let B be a full additive subcategory of Hw. Then the full subcategory
CB of C consisting of those N ∈ ObjC such that there exists a choice of t(N)
belonging to K(B), is triangulated. Moreover, w restricts (see Definition
1.2.2(7)) to CB, and the heart of this restriction wB equalsKarC B ∼= Kar(B).
Proof. 1. Applying Proposition 1.3.4(7) to anym-weight decomposition ofM
(see Remark 1.2.3(2)) we obtain the existence of a K(Hw)-distinguished tri-
angle t(w≤mM) → t(M) → t(w≥m+1M) → t(w≤mM)[1]. Next, t(w≤mM) ∈
K(Hw)wst≤m and t(w≥m+1M) ∈ K(Hw)wst≥m+1 according to Proposition
1.3.4(8); hence t(w≤mM) is a choice of wst≤m(t(M)).
Now we prove the converse implication, i.e., that for any C = wst≤m(t(M))
there exists N = w≤mM such that t(N) ∼= C. We take N ′ to be a choice of
w≤m+1M ; then the complex C ′ = t(N ′) (as we have just proved) is a choice
of wst≤m(t(M)). So we take f ∈ K(Hw)(C,C
′) to be the morphism "com-
patible with idt(M)" via Proposition 1.2.4(8). Applying Proposition 1.3.4(1)
we obtain that f can be completed to a distinguished triangle of the form
(3.3.1). Thus the implication in question reduces to assertion 2.
2. We can certainly assume that m = −1. The idea is to "truncate" N ′
to obtain N .
The aforementioned Proposition 1.3.4(1) actually implies thatD ∈ K(Hw)wst=0.
Since Hw is Karoubian, we can assume D ∈ ObjHw. So we set D˜ = D. Let
us make a choice of N ′0 = w≥0N ′; it belongs to Cw=0 according to Propo-
sition 1.2.4(6) and arguing is above we obtain that N ′0 is also a choice of
wst≥0C
′. According to Proposition 1.2.4(9) the morphism f factors through
the weight truncation morphism N ′ → N ′0. So we set fC to be the cor-
responding composition N ′ → N ′0 → D and complete this morphism to
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a distinguished triangle N→N ′
fC
→ D
gC
→ N [1]. Next we apply Proposi-
tion 1.3.4(7) to the couple (fC , gC) to obtain certain choice of morphisms
PoN ′
fPostw(C)
−→ PoD˜
gPostw(C)
−→ PoN [1] such that PoD˜ is a Postnikov tower for D.
Proposition 1.3.4(7) also says that the corresponding couple (fK(Hw), gK(Hw))
can be completed to a distinguished triangle. Since D ∈ K(Hw)wst=0,
the arrow fK(Hw) is K(Hw)-isomorphic to f (since non-zero morphisms
in K(Hw)(N,D) do not vanish in Kw(Hw)(N,D)). Thus t(N) ∼= C and
(fK(Hw), gK(Hw)) ∼= (f, g). Applying Proposition 1.3.4(8) we obtain that
N ∈ Cw≤−1.
7 Lastly, for a cone P of the composed morphism N → N ′ →M
we have a distinguished triangle D → P → w≥1M → D[1] (by the octahedral
axiom); hence P ∈ Cw≥0; thus N = w≤−1M .
3. Proposition 1.3.4(7) obviously implies that CB is a triangulated sub-
category of C. Next, to prove that w restricts to CB it certainly suffices
to verify that for any object M of CB there exists a choice of w≤0M that
belongs to ObjCB as well. The latter statement follows immediately from
the definition of CB along with assertion 1.
Let us now calculate HwB. If M is the image of an idempotent endo-
morphism p : B → B for B ∈ ObjB then we can take t(M) = · · · → 0 →
B
idB −p→ B
p
→ B
idB −p→ B → . . . (the first B is in degree 0); hence HwB
contains KarC(B) ∼= Kar(B).
Conversely, let M belong to the heart of wB. Then we choose t(M) ∈
ObjK(B), and it remains to recall that M is a retract of the object M0
according to Proposition 1.3.4(9).
Remark 3.3.2. Adopt the assumptions of Proposition 3.3.2(3).
1. Let us describe a funny example to this statement. According to Propo-
sition 3.2.6 below there exists a left non-degenerate weight structure wChow
on the "big" motivic category DMR whose heart is the coproductive closure
of ChowR in this category (see Remark 3.2.7 and Theorem 3.2.2(2),3)). Thus
we can take B = ChowR in our proposition and consider the corresponding
subcategoryDMChowRR ⊂ DMR consisting of motives whose weight complexes
are complexes of Chow motives (i.e., not of their arbitrary coproducts). Ac-
cording to part 3 of our proposition, this "big" wChow on DMR restricts to a
weight structure on DMChowRR whose heart is equivalent just to ChowR.
Next we consider the functor F ′ : −⊗Ω′ : DAet(k, k)→ C ′ (as mentioned
in Remark 3.1.4(2)). According to Theorem 3.2.2(2,5) there also exists a
weight structure on C ′ such that F ′ is weight-exact (here we use the negativity
statement mentioned in Remark 3.1.4(2)). Thus one may apply Theorem
7Here we use the fact that N belongs to Cw≤0 that is immediate from Proposition
1.2.4(4).
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1.5.1 to the restriction F of F ′ to DAet(k, k)Chowk (so, we take R = k, where
k is characteristic 0 base field) as well; note that DAet(k, k)Chowk is obviously
bigger than DMgmk (look at
∐
i∈ZN [i] for any non-zero N ∈ ObjChowk).
Moreover, it appears (cf. Remark 3.1.4(3)) that combining Theorem II
of [Ayo18] with Theorem 1.5.1(3) one can deduce that all wChow-bounded
below objects of DAet(k, k)Chowk whose de Rham cohomology is zero are
right wChow-degenerate.
2. Actually, we would have lost no information if we had assumed that
B is Karoubi-closed in Hw in Proposition 3.3.2(3).
Indeed, let us demonstrate that CB = CKarC B. The latter assertion is
obviously equivalent to the fact that an object C of K(KarC B) is isomorphic
to an object of its full subcategory K(B). Since K(B) is a full triangulated
subcategory ofK(KarC B), it suffices to consider the case where C is bounded
either above or below. Moreover, applying duality we reduce the statement
to the case where C = (C i) is concentrated in non-negative degrees. Now we
present each C i as the image of an endomorphism pi of some Bi ∈ ObjD and
consider the morphisms ei : Bi → Bi+1 that factor through the boundaries
di : C i → C i+1 (cf. the definition of Kar(B) in §1.1). Then it is easily seen
that the totalization of the double complex
B0
id
B0 −p
0
−−−−−→ B0
p0
−−−→ B0
id
B0 −p
0
−−−−−→ B0
p0
−−−→ . . .


ye0


y0


y0


y0
B1
id
B1 −p
1
−−−−−→ B1
p1
−−−→ B1
id
B1 −p
1
−−−−−→ B1
p1
−−−→ . . .


ye1


y0


y0


y0
B2
id
B2 −p
2
−−−−−→ B2
p2
−−−→ B2
id
B2 −p
2
−−−−−→ B2
−p2
−−−→ . . .


ye2


y0


y0


y0
. . . −−−→ . . . −−−→ . . . −−−→ . . .
is homotopy equivalent to C (in K(KarC B)).
3. Now let us assume that B is Karoubi-closed in Hw (though this
condition is not really important as we have just demonstrated), and suppose
that C ′ is a full triangulated subcategory of C such that w restricts to it
and the heart of this restriction lies in B. Then any object of C ′ certainly
possesses a w-weight complex whose terms are objects of B. Thus C ′ is a
subcategory of CB, and we obtain that CB is the maximal subcategory of C
such that w restricts to it and the heart of this restriction is B.
Note in contrast that w restricts to the subcategory of C strongly gener-
ated by B and the heart of this restriction equals B according to Proposition
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3.1.2(1) (combined with Proposition 1.2.4(5)); this restriction of w is essen-
tially minimal among the restrictions whose heart equals B.
Now we prove a corollary that is actual for [BoS14].
Corollary 3.3.3. Assume thatM ∈ ObjC and t(M) is homotopy equivalent
to a complex (M ′i) ∈ ObjK(Hw).
1. Assume that M ∈ Cw≤0 and M
′i = 0 for j < 0. Then there exists a
weight Postnikov tower for M such that the corresponding weight complex
t′(M) equals (M ′i).
2. Assume that M is w-bounded and the complex (M ′i) is bounded.
Then M belongs to the C-extension closure of M ′i[−i].
Proof. 1. We set M≤i = M for i ≥ 0. According to Theorem 2.2.2(I.1,III.1)
of [BoS18b] there exists a triangulated category C ′ endowed with a weight
structure w′ such that C ⊂ C ′, w is the restriction of w′ to C, and that the
category Hw′ is Karoubian. Moreover, we can certainly assume that C is a
strict subcategory of C ′.
Now we apply Proposition 3.3.1(2) to C ′ repetitively starting fromM≤0 =
M to obtain a w′-Postnikov tower for M such that M i = M ′i for all i ∈ Z.
Being more precise, we set set M≤i = M for i ≥ 0, choose a w′-Postnikov
tower for M = M≤0, and starting from i = 0 on each step we take a w′-
Postnikov tower PoM≤i constructed earlier and construct a distinguished
triangle M≤i
ti→ M ′−i[i]
di→ M≤i−1[1] → M≤i[1] along with a lift of (ti, di)
to Postw′(C
′); we demand (ti,K(Hw), di,K(Hw)) to be isomorphic to the cor-
responding morphisms in the tower corresponding to the complex (M ′i).
These compatibilities of choices (of w′-Postnikov towers) allow us to compute
t(d′−iM ) : M
′−i →M ′1−i as ti,K(Hw)[1−i]◦di,K(Hw)[−i]. Since the restriction of
t to the lifts to Cw of Hw is a full embedding, we obtain that the boundary
morphisms in this t′(M) as the same as that for M ′i if i ≥ 0, and certainly
M ′i = 0 for i < 0.
It remains to check that this w′-Postnikov tower for M is simultaneously
a w-one. Since w is the restriction of w′ to C and M ′i ∈ ObjC, for this
purpose it suffices to verify that all M≤i are objects of C as well; the latter
fact is given by obvious downward induction (if i < 0; whereas for i ≥ 0 we
have M≤i = M ∈ ObjC).
2. We can certainly assume that M ′i = 0 for i < 0 and M ∈ Cw≥0.
Let us take some weight Postnikov tower for M such that the corre-
sponding complex t′(M) equals M ′i (as provided by the previous assertion).
Assume that M ′i = 0 for i ≥ j. Then the corresponding weight complex
t(M≤−j) is zero, and Proposition 1.3.4(8) implies that M≤−j = 0. Hence
this Postnikov tower is bounded (see Definition 1.3.1(1)); thus M belongs
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to the C-extension closure of M ′i[−i] by obvious induction (cf. Remark
1.3.2(3)).
Remark 3.3.4. 1. The author suspects that a more detailed treatment of
weight Postnikov towers would give a complete description of those (not
necessarily bounded from any side) (M ′i) ∈ ObjK(Hw) that come from w-
Postnikov towers forM . Most probably, any (M ′i) that isK(Hw)-isomorphic
to t(M) can be "realized" this way if Hw is Karobian.
It appears that this statement is easier to prove whenever there exists
a "lift" of t to an exact functor tst : C → K(Hw) (cf. Remark 1.3.5(3).
Indeed, then one can lift the stupid truncations of (M ′i) via tst to weight
truncations w≤jM (using the corresponding minor modification of Proposi-
tion 7(2)); connecting these objects via Proposition 1.2.4(8) gives a weight
Postnikov tower as desired.
2. Note however that it is important to assume thatHw is Karoubian. In-
deed, if p is an idempotent endomorphism of B ∈ ObjHw that does not give
an Hw-splitting then the 2-periodic complex · · · → B
idB −p
−→ B
p
→ B
idB −p
−→
B → . . . does not come from a weight Postnikov tower for M since the
corresponding M≤0 is a retract of B that cannot belong to ObjC.
This example demonstrates that the "lifting" questions treated in this
section are not trivial.
4 "Topological" examples
In §4.1 we prove that in the equivariant stable homotopy category SH(G) of
G-spectra there exists a weight structure wG generated by the stable orbit
subcategory (that consists of the spectra of the form S0H , where H is a closed
subgroup of G, i.e., wG is "generated by equivariant spheres"). Applying the
previous results to wG we obtain that this weight structure is closely related
to the connectivity of spectra, and the corresponding pure cohomology is
Bredon one (coming from Mackey functors).
Our section 4.2 is dedicated to the detailed study of the case G = {e}, i.e.,
of the stable homotopy category SH (along with the corresponding weight
structure wsph). We prove that wsph-Postnikov towers are the cellular ones
in the sense of [Mar83].8
8 We also conjecture in Remark 4.1.2(2) that this result extends to the case of general
SH(G); the problem is that in this case only the definition of skeletal filtrations of G-CW-
spectra is available (from [May96]), and this definition is "less algebraic" than the one of
Margolis.
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In §4.3 we discuss the relation of our results to t-structures (that are
adjacent to the corresponding weight structures) along with certain results
of [HPS97]; we do not prove anything new in this section.
4.1 On equivariant spherical weight structures andMackey
functors
Now let us apply the general theory to the study of equivariant stable ho-
motopy categories. Let us list some notation and definitions related to this
matter.
• G will be a (fixed) compact Lie group; we will write SH(G) for the sta-
ble homotopy category of G-spectra indexed by a complete G-universe.
• We take P to be the set of spectra of the form S0H , where H is a closed
subgroup of G (cf. Definition I.4.3 of [LMSC86]; recall that S0H is
constructed starting from the G-space G/H). We will use the notation
H for the corresponding (preadditive) subcategory of SH(G); so, it is
the (stable) orbit category of ibid.
Recall also that S0H [n] is the corresponding sphere spectrum S
n
H essen-
tially by definition (see loc. cit.).
• The equivariant homotopy groups of an object E of SH(G) are defined
as piHn (E) = SH(G)(S
n
H, E) (for all n ∈ Z; see §I.6 and Definition
I.4.4(i) of ibid.).
• We will write EMG for the full subcategory of SH(G) whose object
class is (∪i∈Z\{0}P[i])⊥ (its objects are Eilenberg-MacLane G-spectra;
see §XIII.4 of [May96]).
• We will write MG for the category of additive contravariant functors
from H into Ab (cf. Theorem 3.2.2(6)); its objects are the Mackey
functors in the sense of loc. cit. Respectively, AP will denote the
Yoneda embedding H →MG.
Recall here that for any Mackey functor M the corresponding (Bre-
don cohomology) functor H0G(−,M) is represented by some Eilenberg-
MacLane G-spectrum (see loc. cit.).
Now we relate the theory of weight structures to SH(G).
Theorem 4.1.1. The following statements are valid.
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1. The category C = SH(G) and the class P specified above satisfy the
assumptions of Theorem 3.2.2. Thus P gives a weight structure wG
on SH(G) whose heart is the coproductive hull of H in SH(G) and is
equivalent to the formal coproductive hull of H .
2. wG restricts to the subcategory of compact objects of SH(G); the heart
of this restriction wGfin is the Karoubi-envelope of the class of finite
coproducts of elements of P.
3. Let n ∈ Z. Then the class of n − 1-connected spectra (see Definition
I.4.4(iii) of [LMSC86]; i.e., this is the class (∪i<nP[i])⊥)) coincides with
SH(G)wG≥n. In particular, SH(G)wG≥0 is the class of connective spec-
tra, and wG-bounded below objects are the bounded below spectra of
loc. cit.
Moreover, SH(G)wG≥n is the smallest class of objects of SH(G) that
contains P[i] for i ≥ n and is closed with respect to coproducts and
extensions.
4. A (co)homological functor from SH(G) into an abelian category A that
respects coproducts (resp. converts them into products) is wG-pure if
and only if it kills ∪i 6=0P[i].
In particular, all Eilenberg-MacLane G-spectra represent wG-pure func-
tors.
5. The pure homological functor HAP is the (RO(G)-graded) equivariant
ordinary functor HG0 considered in [Lew92] (cf. also Definition X.4.1
of [May96]), and for any Mackey functor M the corresponding pure
functor HM coincides with H0G(−,M) in Definition X.4.2 and §XIII.4
of ibid.
6. The category EMG is naturally isomorphic toMG (in the obvious way);
thus EMG is Grothendieck abelian and has an injective cogenerator I.
7. SH(G)wG≤0 is the smallest subclass of ObjSH(G) that is closed with
respect to coproducts, extensions, and contains P[i] for i ≤ 0. This
class also equals ⊥SH(G)wG≥1;9 moreover, it is annihilated by Hi for
all i > 0 and for any pure homological functor H from SH(G).
Proof. 1. The compactness of the spectrum S0H for any closed subgroup H of
G is given by Corollary A.3 of [HKS18]; cf. also Lemma I.5.3 of [LMSC86].
The category H is a negative subcategory of SH(G) according to Lemma
9Recall here SH(G)wG≥1 is the class of 0-connected G-spectra.
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2.3(i) of [Lew92] (see also Proposition I.7.14 of [LMSC86] for a generaliza-
tion).
Next, P generates SH(G) as its own localizing subcategory according to
Theorem 9.4.3 of [HPS97].10
Lastly, we apply Theorem 3.2.2(3) to compute the heart of wG.
2. This is just the corresponding case of Theorem 3.2.2(7).
3. By definition, a G-spectrum N is n− 1-connected whenever piHi (N) ∼=
SH(G)(SiH , N) = {0} for all i < n and H being any closed subgroup of G.
Hence it remains to apply Theorem 3.2.2(3) to obtain all the statements in
question.
4. Immediate from Theorem 3.2.2(4) (cf. also Remark 3.2.3(1)).
5. Since the functor HG0 (resp. H
0
G(−,M)) respects coproducts (resp.
converts coproducts into products), combining the previous assertion with
Remark 3.2.3(1) we obtain that it suffices to compare the restrictions of
HG0 and H
AP (resp. H0G(−,M) of HM) to the categories H [i] for i ∈ Z.
Now, these restrictions are canonically isomorphic by definition (resp. by
the "dimension axiom" (XIII.4.4) of [May96]).
6. This is just the corresponding case of Theorem 3.2.2(6).
7. The first of these descriptions of SH(G)wG≤0 is given by Theorem
3.2.2(1). Next, SH(G)wG≤0 = ⊥SH(G)wG≥1 according to Proposition 1.2.4(2).
It remains to to recall the definition of pure functors to conclude the proof.
Remark 4.1.2. 1. Actually, our theory can be applied to a somewhat more
general ("topological") context that we now describe (cf. also part 3 of
this remark).
We choose a set of prime numbers S ⊂ Z; denote Z[S−1] by Λ. Since
SH(G) is a compactly generated, its Λ-linear version can be described
using a well-known theory that can be found in Proposition 5.6.2(I) of
[Bon16] (as well as in certain earlier papers of M. Levine and S. Kelly).
So, SH(G)Λ is the subcategory of Λ-linear object of SH(G) (i.e.,
E ∈ ObjSH(G) whenever p idE is an automorphism for any p ∈
S). Then there exists an exact (localization) functor lS : SH(G) →
SH(G)Λ that is left adjoint to the embedding SH(G)Λ → SH(G).
Moreover, SH(G)Λ is compactly generated by the set lS(P), and for
any compact E1, E2 ∈ ObjSH(G) we have SH(G)Λ(lS(E1), lS(E2)) ∼=
SH(G)(E1, E2)⊗Z Λ.
10Alternatively, note that the definition of SH(G) (see §I.5 of of [LMSC86]) immediately
implies that (∪i∈ZP [i])
⊥ = {0}, and it remains to apply Lemma 3.2.1 to obtain this
generation statement.
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Thus the Λ-linear version of Theorem 4.1.1 is fulfilled; one should put
SH(G)Λ instead of SH(G), lS(P) instead of P (the corresponding HΛ
is obtained from H by tensoring morphism groups by Λ), and the cor-
responding category MG,Λ is equivalent to AddFun(H
op,Λ−Mod).
2. It is certainly very convenient to compare pure functors by looking
at their restrictions to the subcategory H of Hw only; this was cru-
cial for the proof of part 5 of our theorem. Recall however that the
(co)homology functors coming from Mackey functors can be described
in terms of skeletal filtrations of G-CW-spectra (see §XIII.4 of [May96]).
Thus it would be nice to understand the relation between filtrations of
this sort and wG-Postnikov towers.
The author conjectures that a wG-Postnikov tower of a spectrum E
lifts to a skeletal filtration (in the category of G-CW-spectra) if and
only if the corresponding terms Ei ∈ SH(G)wG=0 are coproducts of
elements of P (i.e., one cannot take retracts of objects of this type
here). Note that the proof of this statement would closely relate the
filtrations on SH(G) given by wG with (a, b)-dimensional spectra of
[Gre92, Appendix A] (one considers the quotients of possible skeletal
filtrations for object of SH(G) in this definition).11 The author believes
that this conjecture is rather easy for those spectra that come from G-
CW-complexes, and requires certain (countable) homotopy colimit and
limit argument (cf. Definition 1.6.4 of [Nee01]) in general.
Note however that in the case G = {e} there exists an alternative notion
of a cellular tower considered in §6.3 of [Mar83]. Theorem 4.2.1(4) be-
low establishes that this notion is equivalent to that of a wsph-Postnikov
tower. One may say that this statement is related to the fact that in
this case the category of coproducts of copies of S0 (along with its
subcategory of finite coproducts) is idempotent complete.
3. It appears that the results of [LMSC86] are actually sufficient to gen-
eralize all the assumptions of our theorem to the case where C is the
stable homotopy category of G-spectra indexed on a not (necessarily)
complete G-universe. In particular, this universe can be G-trivial (i.e.,
G acts trivially on it); this allows us to apply it to the corresponding
representable functors as considered in §IV.1 of [Bre67].
Now let us formulate our weight detection statements in this setting. We
will freely use the notation introduced above.
11Probably, Corollary 3.3.3 can help to study this relation for finite G-spectra. One of
the problems here is that the additive hull of P is not Karoubian in general; cf. Theorem
A.4 and Remarks A.5 of ibid.
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Proposition 4.1.3. Consider the following conditions on an object E of
SH(G).
(i). E is connective.
(ii). Cj(E) = 0 for any wG-pure homological functor C from SH(G) and
j < 0.
(iii). Cj(E) = 0 for any wG-pure cohomological functor C from SH(G)
and j < 0.
(iv). E ⊥ I[j] (see Theorem 4.1.1(6)) for all j < 0.
(v). HAPj (E) = 0 for all j < 0.
Then the following statements are fulfilled.
1. Conditions (ii)-(v) are equivalent.
2. These conditions follow from condition (i).
3. The converse implication is fulfilled whenever E is m-connected for
some m ∈ Z.
Proof. 1. Conditions (ii) and (iii) are equivalent since we can just invert
arrows in the target. It remains to apply Proposition 3.2.4 to our setting.
2. Condition (i) implies condition (ii) just by the definition of purity.
3. Recall that Proposition 3.2.4 also implies that condition (ii) (as well
as (iv) and (v)) are equivalent to twG(E) ∈ K(Hw
G)wst≥0. Thus it remains
to apply Proposition 1.3.4(8).
4.2 The case of trivial G: cellular towers
Now we apply our results to the stable homotopy category SH (whose de-
tailed description can be found in [Mar83]). This corresponds to the case of
a trivial G in Theorem 4.1.1; so we will write EM for EMG and wsph for wG
in this case (and also use the remaining notation from this theorem).
Theorem 4.2.1. Set P = {S0}.
Then the following statements are valid.
1. The functor SH(S0,−) gives equivalences Hwsph → FreeAb (the cat-
egory of free abelian groups) and EM → Ab; thus AP is equivalent to
Ab as well.
Moreover, wsph restricts to the category of finite spectra, and the heart
of this restriction is equivalent to the category of free finitely generated
abelian groups.
2. The functor AP is essentially the singular homology functor Hsing.
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3. For any abelian group Γ and the corresponding spectrum EMΓ ∈
Obj EM the functor SH(−,EMΓ) is isomorphic to the singular coho-
mology with coefficients in Γ.
4. A wsph-Postnikov tower of a spectrum X ∈ ObjSH is a cellular tower
for E in the sense of [Mar83, §6.3].
5. Assume that the following statement is fulfilled for any object E of SH :
if Hsingi (E) = {0} for i > 0 and H
sing
0 (E) is a free abelian group then
E ∈ SHwsph≤0.
Then (conversely) a cellular tower for E in the sense of loc. cit. is a
wsph-Postnikov tower, and SHwsph≤n consists precisely of n-skeleta (of
certain spectra) in the sense of ibid. (cf. also Definition 6.7 of [Chr98]).
Proof. 1. Since the endomorphism ring of S0 is Z, Theorem 3.2.2(1) implies
that Hwsph is equivalent to the Karoubi envelope of the category of free
abelian groups, i.e., to FreeAb itself. Thus the corresponding category of
Mackey functors is equivalent to Ab, and applying part 6 of that theorem
we obtain that EM is equivalent to Ab as well. Lastly, applying part 2 of
the theorem we obtain that wsph restricts to finite spectra and compute its
heart.
2. Obviously, singular homology respects coproducts (since Hsing(−) ∼=
SH(S0,− ∧ EMZ) and the smash product in SH preserves coproducts; here
EMZ is the Eilenberg-MacLane spectrum corresponding to the group Z). It
is also pure since Hsingi (S
0) = {0} for i 6= 0. Thus comparing the restrictions
of Hsing and AP to the category H (whose only object is S0 in this case) we
obtain the isomorphism in question according to the aforementioned Theorem
3.2.2(6) (cf. also Remark 3.2.3(1)).
3. This is a well-known statement; it can also be easily deduced from
Theorem 3.2.2(6).
4. Let us recall that a cellular tower for X is a certain Postnikov tower
for X whose term X≤n (in the notation of Definition 1.3.1(2)) was denoted
by X(n) in §6.3 of [Mar83]. Respectively, the assumption on Xn in loc. cit.
says that Xn is a coproduct of S0[n] (since S0[n] is the n-dimensional sphere
spectrum) for all n ∈ Z; this statement is certainly fulfilled for wsph-Postnikov
towers (see Proposition 1.3.4(1)).
Next, X should be the minimal weak colimit of X≤n in the sense of §3.1
of ibid. To check this condition for X≤n = w
sph
≤nX we need some results of
[BoS17, §4.1].
Since wsph is a smashing left non-degenerate weight structure, Theorem
4.1.3(1,2) of [BoS17] implies that lim
−→
wsph≤nX
∼= X; here lim−→w
sph
≤nX denotes the
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countable homotopy colimit of these objects (see Definition 4.1.1 of [BoS17];
the notion was introduced in [BoN93]). It easily follows that the induced
homomorphism SH(X,E) → lim
←−
SH(wsph≤nX,E) is surjective for any E ∈
ObjSH , and the stable homotopy groups pi∗(X) of X are the colimits of
those of wsph≤nX (note that pii = SH(S
0[i],−)); here one can apply the well-
known Remark 4.1.2(2,3) of [BoS17]. Thus X is the minimal weak colimit of
wsph≤nX by definition.
Furthermore, assertion 2 of our theorem (combined with the definition
of pure homological functors) immediately implies that the inverse limit of
singular homology of wsph≤nX (when n goes to −∞) vanishes; this is the last
of the conditions in the definition of cellular towers.
5. Assume thatX(n) = X≤n is a cellular tower forX in the sense of Margo-
lis. Applying Proposition 6.12 of [Mar83] we obtain that Hsingi (X≤m) = {0}
whenever i > m ∈ Z and Hsingm (X≤m) is a free abelian group. Applying our
assumption we obtain that X≤m ∈ SHwsph≤m.
Next, since Xn ∈ SHwsph=n, the corresponding distinguished triangles
(1.3.1) imply that the homomorphism pii(X≤n) ∼= pii(X≤n+1) is bijective if
i < n ∈ Z and surjective if i = n. Applying the isomorphism lim
−→n
pii(X≤n) ∼=
pii(X) we obtain that pii(Cone(X≤n → X)) = {0} if i ≤ n. Hence Cone(X≤n →
X) ∈ SHw≥n+1 according to Theorem 4.1.1(3). ThusX≤n → X → Cone(X≤n →
X) → X≤n[1] is an n-weight decomposition of X, and we obtain that X≤n
give a weight Postnikov tower indeed.
To prove that second statement in our assertion it remains to recall that
n-skeleta are just the spectra of the form X(n) for X ∈ ObjSH (and some
cellular tower for X).
Remark 4.2.2. 1. The assumption made in part 4 of our theorem is given
by Theorem 4.2.3(6) of [Bon19]. Moreover, if we assume in addition that E
belongs to SHwsph≤m for some m ∈ Z then the statement easily follows from
Proposition 1.3.4(8), whereas the general case requires the theory of killing
weights (as developed in ibid.).
Note also that combining loc. cit. and related results with Theorem 4.1.1
will give several new statements on SH(G).
2. Parts 1, 2, 3, and 4 of our theorem were previously formulated by
the author in §4.6 of [Bon10a]. However, their proofs sketched in loc. cit.
contained significant gaps, and the theory developed in the current paper is
really useful for closing them.
Note also that part 4 of our theorem suggests that weight spectral se-
quences corresponding to wsph can be called Atiyah-Hirzebruch ones.
3. Since cellular towers are wsph-Postnikov towers, we obtain that Propo-
sition 6.18 of [Mar83] is the corresponding case of the weak functoriality of
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weight Postnikov towers (see Proposition 1.3.4(2)).
4.3 On the relation to adjacent (Postnikov) t-structures
and connective stable homotopy theory
Now we will relate the result of this section to t-structures. Though in
[BBD82] (where this notion was introduced) and in previous papers of the
author the "cohomological convention" for t-structures was used, we prefer to
use the homological convention that is "more coherent" with the topological
examples. So the corresponding versions of the definitions are as follows.
Definition 4.3.1. 1. A couple of subclasses Ct≤0, Ct≥0 ⊂ ObjC will be said
to be a t-structure t on C if they satisfy the following conditions:
(i) Ct≤0 and Ct≥0 are strict, i.e., contain all objects of C isomorphic to
their elements.
(ii) Ct≤0 ⊂ Ct≤0[1] and Ct≥0[1] ⊂ Ct≥0.
(iii) Ct≥0[1] ⊥ Ct≤0.
(iv) For any M ∈ ObjC there exists a t-decomposition distinguished
triangle
LtM →M → RtM→LtM [1] (4.3.1)
such that LtM ∈ Ct≥0, RtM ∈ Ct≤0[−1].
2. Ht is the full subcategory of C whose object class is Ct=0 = Ct≤0∩Ct≥0.
Remark 4.3.2. Let us recall some well-known properties of t-structures (cf.
§1.3 of [BBD82]).
1. The triangle (4.3.1) is canonically and functorially determined by M ;
thus Lt and Rt are functors.
2. Ht is an abelian category with short exact sequences corresponding to
distinguished triangles in C.
Moreover, have a canonical isomorphism of functors Lt ◦ [1] ◦Rt ◦ [−1] ∼=
[1] ◦Rt ◦ [−1] ◦ Lt (if we consider these functors as endofunctors of C). This
composite functor H t actually takes values in Ht ⊂ C, and it is homological
if considered this way.
3. We have Ct≤0 = (C
⊥
t≥0)[1]. Thus t is uniquely determined by Ct≥0
(and actually by Ct≤0 as well).
Now we recall some relations of t-structures to our results and formula-
tions above.
Proposition 4.3.3. Adopt the notation and assumptions of Theorem 3.2.2.
Then the following statements are valid.
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1. w is left adjacent to a certain (unique) t-structure t in the sense of
[Bon16, Definition 2.1.2(6)], i.e., Ct≥0 = Cw≥0.
2. The category Ht ⊂ C is the heart of this t, and the functor H t becomes
isomorphic with HAP when combined with the equivalence Ht → AP
provided by Theorem 3.2.2(6).
Proof. Immediate from Theorem 4.5.2 of [Bon10a].
Remark 4.3.4. 1. For C = SH (and P = {S0}) the corresponding t-structure
is often called the Postnikov t-structure; so the author suggest to use this
term for C = SH(G) (and for P as in the Theorem 4.1.1) as well. In
§3.2.B of [Mar83] the object LtM (resp. RtM ; here M is an object of SH)
in the distinguished triangle (4.3.1) was said to be of type M [0,∞] (resp.
M [−∞,−1]). Respectively, in (the proof of) Proposition 3.8 of ibid. certain
t-decompositions (4.3.1) were constructed; see also Proposition 7.1.2(c) of
[HPS97] for a more general (and "explicit") formulation of this sort.
Note also that this t does not restrict to finite spectra in contrast to wsph.
2. Let us now say more on the relation of weight structures to connective
stable homotopy theory as discussed in §7 of [HPS97].
In that section the corresponding triangulated category (we will write C
for it) was assumed to be monogenic, i.e., C is compactly generated by a set
{X} for some X ∈ ObjC. Next, the connectivity assumption on X in ibid.
means that X ⊥ X [i] for all i > 0. Applying Theorem 3.2.2(2,3) we obtain
a unique smashing weight structure on C whose heart consists of all retracts
of coproducts of copies of X.
Now, our weight structure approach give some new statements on the
corresponding class Cw≥0 = Ct≥0. We also obtain the class Cw≤0 that appears
to be new and important (even in the case C = SH). In particular, we use
this class to give a nice definition of weight Postnikov towers (that can also be
called cellular towers) for arbitrary objects of C (in contrast to Proposition
7.1.2(a) of ibid.). The notions of weight complex and weight spectral sequence
are also new for this context.
Moreover, note that we currently have a good understanding of weight-
exact localizations (achieved in [BoS18a, §4] and [BoS17, §3]; cf. the begin-
ning of §7 of [HPS97])
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