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ON THE CHARACTERISTIC POLYNOMIAL OF CARTAN
MATRICES AND CHEBYSHEV POLYNOMIALS
PANTELIS A. DAMIANOU
Abstract. We explore some interesting features of the characteristic poly-
nomial of the Cartan matrix of a complex simple Lie algebra. The charac-
teristic polynomial is closely related with the Chebyshev polynomials of first
and second kind. In addition, we give explicit formulas for the characteris-
tic polynomial of the Coxeter adjacency matrix, we compute the associated
polynomials and use them to derive the Coxeter polynomial of the underlying
graph. We determine the expression of the Coxeter and associated polynomials
as a product of cyclotomic factors. We use this data to propose an algorithm
for factoring Chebyshev polynomials over the integers. Finally, we prove an
interesting sine formula which involves the exponents, the Coxeter number and
the determinant of the Cartan matrix.
1. Introduction
The aim of this paper is to explore the intimate connection between Chebyshev
polynomials and root systems of complex simple Lie algebras. Chebyshev polyno-
mials are used to generate the characteristic and associated polynomials of Cartan
and adjacency matrices and conversely one can use machinery from Lie theory to
derive properties of Chebyshev polynomials. Many of the results in this paper
are well-known but we re-derive them in an elementary fashion using properties of
Chebyshev polynomials. In essence, this paper is mostly a survey but it also in-
cludes some new results. For example, the explicit factorization of the Chebyshev
polynomials in terms of the polynomials ψj(x) is new.
Cartan matrices appear in the classification of simple Lie algebras over the com-
plex numbers. A Cartan matrix is associated to each such Lie algebra. It is an ℓ× ℓ
square matrix where ℓ is the rank of the Lie algebra. The Cartan matrix encodes
all the properties of the simple Lie algebra it represents. Let g be a simple complex
Lie algebra, h a Cartan subalgebra and Π = {α1, . . . αℓ} a basis of simple roots for
the root system ∆ of h in g. The elements of the Cartan matrix C are given by
(1) cij := 2
(αi, αj)
(αj , αj)
where the inner product is induced by the Killing form. The ℓ × ℓ-matrix C is
invertible. It is called the Cartan matrix of g. The Cartan matrix for a complex
simple Lie algebra obeys the following properties:
(1) C is symmetrizable. There exists a diagonal matrix D such that DC is
symmetric.
(2) cii = 2.
(3) cij ∈ {0,−1,−2,−3} for i 6= j.
(4) cij = 0⇔ cji = 0.
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2The detailed machinery for constructing the Cartan matrix from the root system
can be found e.g. in [15, p. 55] or [18, p. 111]. In the following example, we give
full details for the case of sl(4,C) which is of type A3.
Example 1. Let E be the hyperplane of R4 for which the coordinates sum to 0
(i.e. vectors orthogonal to (1, 1, 1, 1)). Let ∆ be the set of vectors in E of length√
2 with integer coordinates. There are 12 such vectors in all. We use the standard
inner product in R4 and the standard orthonormal basis {ǫ1, ǫ2, ǫ3, ǫ4}. Then, it is
easy to see that ∆ = {ǫi − ǫj | i 6= j}. The vectors
α1 = ǫ1 − ǫ2
α2 = ǫ2 − ǫ3
α3 = ǫ3 − ǫ4
form a basis of the root system in the sense that each vector in ∆ is a linear
combination of these three vectors with integer coefficients, either all nonnegative
or all nonpositive. For example, ǫ1− ǫ3 = α1 +α2, ǫ2− ǫ4 = α2 +α3 and ǫ1− ǫ4 =
α1+α2+α3. Therefore Π = {α1, α2, α3}, and the set of positive roots ∆+ is given
by
∆+ = {α1, α2, α3, α1 + α2, α2 + α3, α1 + α2 + α3} .
Define the matrix C using (1). It is clear that cii = 2 and
ci,i+1 = 2
(αi, αi+1)
(αi+1, αi+1)
= −1 i = 1, 2 .
Similar calculations lead to the following form of the Cartan matrix
C =

 2 −1 0−1 2 −1
0 −1 2

 .
The complex simple Lie algebras are classified as:
Al, Bl, Cl, Dl, E6, E7, E8, F4, G2 .
Traditionally, Al, Bl, Cl, Dl are called the classical Lie algebras while E6, E7, E8, F4, G2
are called the exceptional Lie algebras. Moreover, for any Cartan matrix there ex-
ists just one simple complex Lie algebra up to isomorphism giving rise to it. The
classification of simple complex Lie algebras is due to Killing and Cartan around
1890. Simple Lie algebras over C are classified by using the associated Dynkin
diagram. It is a graph whose vertices correspond to the elements of Π. Each pair
of vertices αi, αj are connected by
mij =
4(αi, αj)
2
(αi, αi)(αj , αj)
edges, where
mij ∈ {0, 1, 2, 3} .
3Dynkin Diagrams for simple Lie algebras
✐ ✐ ✐ ✐ ✐. . .
An
✐ ✐ ✐ ✐ ✐. . .
Bn
≫
✐ ✐ ✐ ✐ ✐. . .
Cn
≪
 
 
 
❅
❅
❅
✐ ✐ ✐ ✐ ✐
✐
✐
. . .
Dn
✐ ✐ ✐ ✐ ✐
✐
E6
✐ ✐ ✐ ✐ ✐
✐
✐
E7
✐ ✐ ✐ ✐ ✐ ✐ ✐
✐
E8
✐ ✐ ✐ ✐
F4
≫
✐ ✐
G2
≪
For more details on these classifications see [15], [17]. The following result is
useful in computing the characteristic polynomial of the Cartan matrix.
4Proposition 1. Let C be the n×n Cartan matrix of a simple Lie algebra over C.
Let pn(x) be its characteristic polynomial. Then
pn(x) = qn
(x
2
− 1
)
where qn is a polynomial related to Chebyshev polynomials as follows:
An : qn = Un
Bn, Cn : qn = 2Tn
Dn : qn = 4xTn−1
where Tn and Un are the Chebyshev polynomials of first and second kind respec-
tively.
To a given Dynkin diagram Γ with n nodes we associate the Coxeter adjacency
matrix which is the n× n matrix A = 2I − C where C is the Cartan matrix. The
characteristic polynomial of Γ is that of A. Similarly the norm of Γ is defined to
be the norm of A. One defines, see [8], the spectral radius of Γ to be
ρ(Γ) = max{|λ| : λ is an eigenvalue of A} .
If the graph is a tree then the characteristic polynomial pA of the adjacency
matrix is simply related to the characteristic polynomial of the Cartan matrix pC .
In fact:
(2) an(x) = pn(x+ 2) .
Using the fact that the spectrum of A is the same as the spectrum of −A it
follows easily that if λ is an eigenvalue of the adjacency matrix then 2 + λ is an
eigenvalue of the corresponding Cartan matrix.
In this paper we use the following notation. Note that the subscript n, in all
cases, is equal to the degree of the polynomial except in the case of Qn(x) which is
of degree 2n.
• pn(x) will denote the characteristic polynomial of the Cartan matrix.
• an(x) will denote the characteristic polynomial of the adjacency matrix.
Note that
an(x) = pn(x + 2) = qn(
x
2
) .
• Finally we define the associated polynomial
Qn(x) = x
nan(x+
1
x
) .
Qn(x) turns out to be an even, reciprocal polynomial of the form Qn(x) =
fn(x
2), (see [2], [24]). The polynomial fn is the so called Coxeter polynomial of
the underlying graph. For the definition and spectral properties of the Coxeter
polynomial see, [1], [2], [3], [6], [16], [20], [22], [28], [30], [31]. The roots of Qn in the
cases we consider are in the unit disk and therefore by a theorem of Kronecker, see
[9], Qn(x) is a product of cyclotomic polynomials. We determine the factorization of
fn as a product of cyclotomic polynomials. This factorization in turn determines the
factorization of Qn. The irreducible factors of Qn are in one-to-one correspondence
with the irreducible factors of an(x). As a bi-product we obtain the factorization
of the Chebyshev polynomials of the first and second kind over the integers. More
precisely we prove the following result:
5Theorem 1. Let ψn(x) be the minimal polynomial of the algebraic integer 2 cos
2π
n
.
Then
Un(x) =
∏
j|2n+2
j 6=1,2
ψj(2x) .
Let n = 2αN where N is odd and let r = 2α+2. Then
Tn(x) =
1
2
∏
j|N
ψrj(2x) .
The irreducible polynomials ψn were introduced by Lehmer in [23]. The factor-
ization is consistent with previous results, e.g. [14], [27].
Using the factorization of the polynomials an(x) and pn(x) we obtain the fol-
lowing interesting sine formula. See [11] for various appearances and interesting
connections.
Theorem 2. Let g be a complex simple Lie algebra of rank ℓ, h the Coxeter number,
m1,m2, . . . ,mℓ the exponents of g, and C the Cartan matrix. Then
22ℓ
ℓ∏
i=1
sin2
miπ
2h
= det C .
2. Chebyshev polynomials
To compute explicitly pn(x), we use the following result, see [6] and [19].
Proposition 2. Let C be the n× n Cartan matrix of a simple Lie algebra over C.
Let pn(x) be its characteristic polynomial and define qn(x) = det(2xI +A). Then
pn(x) = qn
(x
2
− 1
)
, and an(x) = qn
(x
2
)
.
The polynomial qn is related to Chebyshev polynomials as follows:
An : qn = Un
Bn, Cn : qn = 2Tn
Dn : qn = 4xTn−1
where Tn and Un are the Chebyshev polynomials of first and second kind respectively.
Proof. We give an outline of the proof. Note that
qn
(x
2
− 1
)
= det
(
2
(
x− 2
2
)
In +A
)
= det (xIn − 2In +A)
= det (xIn − 2In + 2In − C)
= det (xIn − C) = pn(x) .
Furthermore, the matrix A for classical Lie algebras has the form
A =


0 1
1 0 1
. . .
. . .
. . .
. . .
. . .
. . .
1 0 1
1 D


,
6where D is
(0),
(
0 2
1 0
)
,
(
0 1
2 0
)
,

0 1 11 0 0
1 0 0


for the cases An, Bn, Cn, Dn respectively. The proof is by induction on n. Suppose
the result is proved for n and n − 1. To get qn+1(x), expand the determinant of
2xIn+1 +A by the first two rows to obtain
qn+1(x) = 2xqn(x)− qn−1 .
This is the recurrence relation satisfied by the Chebyshev polynomials Tn and Un.
Sections 3 and 4 cover in detail the cases An and Bn respectively. In section 5 we
outline the case of Dn.
Finally, note that
an(x) = pn(x + 2) = qn
(
x+ 2
2
− 1
)
= qn
(x
2
)
. 
It is clear from what follows in this paper, that Chebyshev polynomials were
designed in order to fit nicely the theory of complex simple Lie algebras. The pre-
cise definition and some basic properties of Un and Tn will be given in sections 3
and 4 respectively. In the case of exceptional Lie algebras, one can directly compute
(preferably using a symbolic manipulation package in the case of En) the charac-
teristic polynomials an(x) and pn(x) for each exceptional type. We present the
calculations in section 8.
3. Cartan matrix of type An
3.1. Eigenvalues of the An Cartan matrix. Toeplitz matrices have constant
entries on each diagonal parallel to the main diagonal. Tridiagonal Toeplitz matrices
are commonly the result of discretizing differential equations.
The eigenvalues of the Toeplitz matrix
(3)


b a
c b a
. . .
. . .
. . .
. . .
. . .
. . .
c b a
c b


are given by
(4) λj = b+ 2a
√
c
a
cos
jπ
n+ 1
j = 1, 2 . . . , n ,
see e.g. [29, p. 59].
The Cartan matrix of type An is a tri-diagonal matrix of the form.
(5) CAn =


2 −1
−1 2 −1
. . .
. . .
. . .
. . .
. . .
. . .
−1 2 −1
−1 2


.
It appears in the classification theory of simple Lie algebras over C.
7Taking a = c = −1, b = 2 in (4) we deduce that the eigenvalues of An are given
by
(6) λj = 2− 2 cos jπ
n+ 1
= 4 sin2
jπ
2(n+ 1)
j = 1, 2, . . . , n .
Let dn be the determinant of CAn . One can compute it using expansion on the
first row and induction. We obtain dn = 2dn−1 − dn−2, d1 = 2, d2 = 3. This is a
simple linear recurrence with solution dn = n+ 1.
We conclude that
n∏
j=1
4 sin2
jπ
2(n+ 1)
= n+ 1 .
Equivalently
(7) 22n
n∏
j=1
sin2
jπ
2(n+ 1)
= n+ 1 . (An sine formula)
We refer to this relation as the An sine formula.
3.2. Product of distances from 1 to the other roots of unity.
The following problem is well-known. Consider a regular polygon inscribed in
the unit circle with one vertex at the point (1, 0). Find the product of the distances
from the point (1, 0) to the other n− 1 vertices. The answer is n.
Proof. Consider the unit circle |z| = 1 in the complex plane. Let ω = e 2πin . Then
the other vertices of the polygon are the roots of unity ω, ω2, . . . , ωn−1. These
numbers together with 1 are roots of the polynomial zn − 1. Therefore
zn − 1 = (z − 1)(z − ω)(z − ω2) . . . (z − ωn−1) .
Divide both sides by z − 1 to obtain
zn−1 + zn−2 + · · ·+ z + 1 = (z − ω)(z − ω2) . . . (z − ωn−1) .
8Table 1. Determinants for Cartan matrices
Lie algebra An Bn Cn Dn E6 E7 E8 F4 G2
Det n+ 1 2 2 4 3 2 1 1 1
Substitute z = 1 and take absolute values to obtain the result. 
Let θ = 2π
n
. Then ωk = eikθ and the distance from 1 to ωk is
|1− ωk| = |1− (cos kθ + i sinkθ) | =
√
2− 2 coskθ = 2 sin kθ
2
= 2 sin
πk
n
.
As a result, we obtain the formula
(8)
n−1∏
k=1
sin
kπ
n
=
n
2n−1
.
This formula was standard in textbooks in the 19th century. For example, it is
derived in S. L. Loney’s book Plane Trigonometry, one of the books that Ramanujan
used to learn mathematics.
We are now in a position to give a different proof of the An sine formula (7).
Consider the formula (8) with n replaced by 2(n+ 1). It becomes
2n+1∏
k=1
sin
kπ
2(n+ 1)
=
n+ 1
22n
=
n+ 1
4n
.
We split the product on the left-hand side in the following way
n∏
k=1
sin
kπ
2n+ 2
2n+1∏
k=n+2
sin
kπ
2n+ 2
.
Note also that
2n+1∏
k=n+2
sin
kπ
2n+ 2
=
2n+1∏
k=n+2
sin
(
π − kπ
2n+ 2
)
=
2n+1∏
k=n+2
sin
2n+ 2− k
2n+ 2
π
=
2n−1∏
j=n
sin
2n− j
2n+ 2
π .
This last product is the same as
n∏
k=1
sin
kπ
2n+ 2
,
in reversed order. Consequently,
n∏
k=1
sin2
kπ
2(n+ 1)
=
n+ 1
4n
,
which yields exactly formula (7).
In table 1 we list the determinants for the Cartan matrices of simple Lie algebras.
93.3. Chebyshev polynomials of the second kind. The Chebyshev polynomials
form an infinite sequence of orthogonal polynomials. The Chebyshev polynomial
of the second kind of degree n is usually denoted by Un. We list some properties
of Chebyshev polynomials following [26], [32].
A fancy way to define the nth Chebyshev polynomial of the second kind is
Un(x) = det


2x 1
1 2x 1
. . .
. . .
. . .
. . .
. . .
. . .
1 2x 1
1 2x


,
where n is the size of the matrix. By expanding the determinant with respect to
the first row we get the recurrence
U0(x) = 1, U1(x) = 2x, Un+1(x) = 2xUn(x)− Un−1(x) .
It is easy then to compute recursively the first few polynomials:
U0(x) = 1
U1(x) = 2x
U2(x) = 4x
2 − 1
U3(x) = 8x
3 − 4x
U4(x) = 16x
4 − 12x2 + 1
U5(x) = 32x
5 − 32x3 + 6x
U6(x) = 64x
6 − 80x4 + 24x2 − 1 .
Letting x = cos θ we obtain
Un(x) =
sin((n+ 1)θ)
sin θ
.
There is also an explicit formula
(9) Un(x) =
n∑
j=0
(−2)j
(
n+ j + 1
2j + 1
)
(1− x)j .
Another formula in powers of x is
(10) Un(x) =
[n
2
]∑
j=0
(−1)j
(
n− j
j
)
(2x)n−2j .
The polynomials Un satisfy the following properties:
Un(−x) = (−1)nUn(x)
Un(1) = n+ 1
U2n(0) = (−1)n
U2n−1(0) = 0 .
Knowledge of the roots of Un implies
(11) Un(x) = 2
n
n∏
j=1
[
x− cos
(
jπ
n+ 1
)]
.
Setting x = 1 in this equation we obtain again the An sine formula (7).
Lemma 1.
pn(x) = Un(x/2− 1) ,
where Un is the Chebyshev polynomial of the second kind.
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Proof. We write the eigenvalue equation in the form det(xIn −CAn) = 0 where In
is the n× n identity matrix. Explicitly,
det (xIn − CAn) = det


x− 2 1
1 x− 2 1
. . .
. . .
. . .
. . .
. . .
. . .
1 x− 2 1
1 x− 2


=
det


2
(
x−2
2
)
1
1 2
(
x−2
2
)
1
. . .
. . .
. . .
. . .
. . .
. . .
1 2
(
x−2
2
)
1
1 2
(
x−2
2
)


= Un
(x
2
− 1
)
.

Remark 1. Note that
pn(0) = Un(−1) = (−1)nUn(1) = (−1)n(n+ 1) ,
which agrees (up to a sign) with the formula for the determinant of An.
We list the formula for the characteristic polynomial of the matrix An for small
values of n.
p1(x) = x− 2
p2(x) = x
2 − 4x+ 3 = (x− 1)(x− 3)
p3(x) = x
3 − 6x2 + 10x− 4 = (x− 2)(x2 − 4x+ 2)
p4(x) = x
4 − 8x3 + 21x2 − 20x+ 5 = (x2 − 5x+ 5)(x2 − 3x+ 1)
p5(x) = x
5 − 10x4 + 36x3 − 56x2 + 35x− 6 = (x− 1)(x− 2)(x− 3)(x2 − 4x+ 1)
p6(x) = x
6 − 12x5 + 55x4 − 120x3 + 126x2 − 56x+ 7
p7(x) = x
7 − 14x6 + 78x5 − 220x4 + 330x3 − 252x2 + 84x− 8 .
Using formula (9) we easily prove the following explicit formula.
Proposition 3. Let pn(x) be the characteristic polynomial of the Cartan matrix
(5). Then
pn(x) =
n∑
j=0
(−1)n+j
(
n+ j + 1
2j + 1
)
xj .
4. Cartan matrix of type Bn and Cn
4.1. Chebyshev polynomials of the first kind. The Chebyshev polynomials of
the first kind are denoted by Tn(x).
They are defined by the recurrence
T0(x) = 1, T1(x) = x, Tn+1(x) = 2xTn(x)− Tn−1(x) .
11
Using this recursion one may compute the first few polynomials:
T0(x) = 1
T1(x) = x
T2(x) = 2x
2 − 1
T3(x) = 4x
3 − 3x
T4(x) = 8x
4 − 8x2 + 1
T5(x) = 16x
5 − 20x3 + 5x
T6(x) = 32x
6 − 48x4 + 18x2 − 1 .
It is well-known that cos(nθ) can be expressed as a polynomial in cos(θ). For
example
cos(0θ) = 1
cos(1θ) = cos θ
cos(2θ) = 2(cos θ)2 − 1
cos(3θ) = 4(cos θ)3 − 3(cos θ) .
More generally we have:
cos(nθ) = Tn(cos θ) .
There is also an explicit formula
(12) Tn(x) = n
n∑
j=0
(−2)j (n+ j − 1)!
(n− j)!(2j)! (1− x)
j (n > 0) .
Another formula in powers of x is
(13) Tn(x) =
n
2
[n
2
]∑
j=0
(−1)j (n− j − 1)!
j!(n− 2j)! (2x)
n−2j .
The polynomials Tn satisfy the following properties:
Tn(−x) = (−1)nTn(x)
Tn(1) = 1
T2n(0) = (−1)n
T2n−1(0) = 0 .
Also
(14) Tn(x) = 2
n−1
n∏
j=1
[
x− cos
(
(2j − 1)π
2n
)]
.
Setting x = 1 in this equation gives the formula
n∏
j=1
sin2
(2j − 1)π
4n
=
1
22n−1
.
We can also write this formula in the form:
(15) 22n
n∏
j=1
sin2
(2j − 1)π
4n
= 2 . (Bn sine formula)
We refer to this relation as the Bn sine formula.
12
4.2. The characteristic polynomial. The Cartan matrix of type Bn is a tri-
diagonal matrix of the form
(16) CBn =


2 −1
−1 2 −1
. . .
. . .
. . .
−1 2 −1
−1 2 −2
−1 2


.
Since the Cartan matrix of type Cn is the transpose of this matrix we consider
only the Cartan matrix of type Bn. Using expansion on the first row it easy to
prove that det (CBn) = 2.
We list the formula for the characteristic polynomial of the matrix Bn for small
values of n.
p2(x) = x
2 − 4x+ 2
p3(x) = x
3 − 6x2 + 9x− 2 = (x− 2)(x2 − 4x+ 1)
p4(x) = x
4 − 8x3 + 20x2 − 16x+ 2
p5(x) = x
5 − 10x4 + 35x3 − 50x2 + 25x− 2 = (x− 2)(x4 − 8x3 + 19x2 − 12x+ 1)
p6(x) = (x
2 − 4x+ 1)(x4 − 8x3 + 20x2 − 16x+ 1)
p7(x) = x
7 − 14x6 + 77x5 − 210x4 + 294x3 − 196x2 + 49x− 2 .
By expanding the determinant of the matrix 2xI + A with respect to the first
row, we obtain the recurrence
q1(x) = 2x, q2(x) = 4x
2 − 2, qn+1(x) = 2xqn(x) − qn−1(x) .
One may define q0(x) = 2. The recurrence implies that qn(x) = 2Tn(x) where Tn
is the nth Chebyshev polynomial of the first kind.
Using formula (12) it is easy to show the following result.
Proposition 4. Let pn(x) be the characteristic polynomial of the Cartan matrix
(16). Then
pn(x) =
n−1∑
j=0
(−1)n+j 2n(n+ j − 1)!
(n− j)!(2j)! x
j .
5. Cartan matrix of type Dn
5.1. The characteristic polynomial. The Cartan matrix of type Dn is a matrix
of the form
(17) CDn =


2 −1
−1 2 −1
. . .
. . .
. . .
−1 2 −1 −1
−1 2 0
−1 0 2


.
Note that the matrix is no longer tri-diagonal. Using expansion on the first row
and induction it easy to prove that det (CDn) = 4.
We list some formulas for the characteristic polynomial of the matrix CDn for
small values of n.
13
p2(x) = x
2 − 4x+ 2 = (x− 2)2
p3(x) = x
3 − 6x2 + 10x− 4 = (x− 2)(x2 − 4x+ 2)
p4(x) = x
4 − 8x3 + 21x2 − 20x+ 4 = (x− 2)2(x2 − 4x+ 1)
p5(x) = x
5 − 10x4 + 36x3 − 56x2 + 34x− 4 = (x− 2)(x4 − 8x3 + 20x2 − 16x+ 2)
p6(x) = x
6 − 12x5 + 55x4 − 120x3 + 125x2 − 52x+ 4 = (x− 2)2(x4 − 8x3 + 19x2 − 12x+ 1) .
Proposition 5. Let pn(x) be the characteristic polynomial of the Cartan matrix
(17). Then
pn(x) = (x − 2)
n−1∑
j=0
(−1)n+j (2n− 2)(n+ j − 2)!
(n− j − 1)!(2j)! x
j .
By expanding the determinant of the matrix 2xI + A with respect to the first
row, we deduce the recurrence
q2(x) = 4x
2, q3(x) = 8x
3 − 4x, qn+1(x) = 2xqn(x)− qn−1 .
We may define q1(x) = 4x. It is clear that qn(x) = 4xTn−1(x) where Tn is the nth
Chebyshev polynomial of the first kind.
6. The Coxeter Polynomial
A Coxeter graph is a simple graph Γ with n vertices and edge weights mij ∈
{3, 4, . . . ,∞}. We define mii = 1 and mij = 2 if node i is not connected with
node j. By convention if mij = 3 then the edge is often not labeled. If Γ is a
Coxeter graph with n vertices we define a bilinear form B on Rn by choosing a
basis e1, e2, . . . , en and setting
B(ei, ej) = −2 cos π
mij
.
Ifmij =∞ we define B(ei, ej) = −2. We also define for i = 1, 2, . . . , n the reflection
σi(ej) = ej −B(ei, ej)ei .
Let S = {σi | i = 1, . . . , n}. The Coxeter group W (Γ) is the group generated by
the reflections in S. W has the presentation
W = 〈σ1, σ2, . . . , σn | σ2i = 1, (σiσj)mij = 1〉 .
It is well-known that W (Γ) is finite if and only if B is positive definite. A Coxeter
element (or transformation) is a product of the form
σα(1)σα(2) . . . σα(n) α ∈ Sn .
If the Coxeter graph is a tree then the Coxeter elements are in a single conjugacy
class inW . A Coxeter polynomial for the Coxeter system (W,S) is the characteristic
polynomial of the matrix representation of a Coxeter element. For Coxeter systems
whose graphs are trees the Coxeter polynomial is uniquely determined. This covers
all the cases we investigate. We define ρ(W ) to be the spectral radius of the
associated Coxeter adjacency matrix. A Coxeter system is called
(1) Spherical if ρ(W ) < 2
(2) Affine if ρ(W ) = 2
(3) Hyperbolic or higher-rank if ρ(W ) > 2.
In this paper we consider only spherical Coxeter systems. In this case B is positive
definite and the Coxeter element has finite order.
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Example 2. Consider a Coxeter system with graph A3.
✐ ✐ ✐
The bilinear form is defined by the Cartan matrix
 2 −1 0−1 2 −1
0 −1 2

 .
The reflection σ1 is determined by the action
σ1(e1) = −e1, σ1(e2) = e1 + e2, σ1(e3) = e3 .
It has the matrix representation
σ1 =

−1 1 00 1 0
0 0 1

 .
Similarly
σ2 =

1 0 01 −1 1
0 0 1

 , σ3 =

1 0 00 1 0
0 1 −1

 .
A Coxeter element is defined by
R = σ1σ2σ3 =

0 0 −11 0 −1
0 1 −1

 .
The Coxeter polynomial is the characteristic polynomial of R which is
x3 + x2 + x+ 1 .
Note that R has order 4, R4 = I. The order of the Coxeter element is called
the Coxeter number. Note that the roots of the Coxeter polynomial are −1,−i, i.
We can write i = i1,−1 = i2,−i = i3. The integers 2, 3, 4 are the degrees of the
Chevalley invariants and their product, 24, is the order of the Coxeter group.
6.1. Exponents. In general the order of the Coxeter group is
(m1 + 1)(m2 + 1) . . . (ml + 1)
where mi are the exponents of the eigenvalues of the Coxeter polynomial. The
factors mi+1 are the degrees of the Chevalley invariants. If ζ is a primitive h root
of unity (where h is the Coxeter number) then the roots of the Coxeter polynomial
are ζm where m runs over the exponents of the corresponding root system [4], [7].
This observation allows the calculation of the Coxeter polynomial for each root
system.
In table 2 we list the Coxeter number and the exponents for each root system.
Let us recall the definition of exponents for a simple complex Lie group G, see [3],
[5], [20]. We form the de Rham cohomology groupsHi(G,C) and the corresponding
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Table 2. Exponents and Coxeter number for root systems.
Root system Exponents Coxeter number
An 1, 2, 3, . . . , n n+ 1
Bn 1, 3, 5, . . . , 2n− 1 2n
Cn 1, 3, 5, . . . , 2n− 1 2n
Dn 1, 3, 5, ...., 2n− 3, n− 1 2n− 2
E6 1, 4, 5, 7, 8, 11 12
E7 1, 5, 7, 9, 11, 13, 17 18
E8 1, 7, 11, 13, 17, 19, 23, 29 30
F4 1, 5, 7, 11 12
G2 1, 5 6
Poincare´ polynomial of G as follows,
pG(t) =
ℓ∑
i=1
bit
i ,
where bi =dim H
i(G,C) are the Betti numbers of G. The De Rham groups encode
topological information about G. Following work of Cartan, Ponrjagin and Brauer,
Hopf proved that the cohomology algebra is isomorphic to that of a finite product
of ℓ spheres of odd dimension where ℓ is the rank of G. This result implies that
pG(t) =
ℓ∏
i=1
(1 + t2mi+1) .
The positive integers {m1,m2, ....,mℓ} are called the exponents of G. They are also
the exponents of the Lie algebra g of G.
One can also extract the exponents from the root space decomposition of g
following methods which were developed by R. Bott, A. Shapiro, R. Steinberg, A.
J. Coleman and B. Kostant. We describe a method which was observed empirically
by A. Shapiro and R. Steinberg and proved in a uniform way by B. Kostant. If
α ∈ ∆+, then we can express α uniquely as a sum of simple roots, α =∑ℓi=1 niαi,
where ni are non-negative integers. The height of α is defined to be the number
ht (α) =
ℓ∑
i=1
ni .
The procedure is the following.
Proposition 6. Let bj be the number of α ∈ ∆+ such that ht (α) = j. Then
bj − bj+1 is the number of times j appears as an exponent of g. Furthermore,
ℓ = b1 ≥ b2 ≥ · · · ≥ bh−1 ,
where h is the Coxeter number. Moreover, the partition of r = |∆+| as defined by
the above sequence is conjugate to the partition
h− 1 = mℓ ≥ mℓ−1 ≥ · · · ≥ m1 = 1 .
The Coxeter number is determined by the relation hℓ = 2r.
Example 3. Consider the example of A3. Recall that Π = {α1, α2, α3} and the
set of positive roots ∆+ is given by
∆+ = {α1, α2, α3, α1 + α2, α2 + α3, α1 + α2 + α3} .
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Table 3. Coxeter polynomials for Spherical Graphs
Dynkin Diagram Coxeter polynomial Cyclotomic Factors
An xn + xn−1 + . . . x+ 1
∏
d|(n+1)
d 6=1
Φd
Bn, Cn xn + 1
∏
d|N Φ2md(x)(∗)
Dn xn + xn−1 + x+ 1 Φ2
∏
d|N Φ2md(x)(∗∗)
E6 x6 + x5 − x3 + x+ 1 Φ3Φ12
E7 x7 + x6 − x4 − x3 + x+ 1 Φ2Φ18
E8 x8 + x7 − x5 − x4 − x3 + x+ 1 Φ30
F4 x4 − x2 + 1 Φ12
G2 x2 − x+ 1 Φ6
Therefore r = 6 and the Coxeter number is determined by hℓ = 2r, i.e., 3h = 12,
or h = 4. The number of roots of height 1 is 3, therefore b1 = 3. Similarly, b2 = 2
and b3 = 1. Therefore, the exponents are m3 = 3, m2 = 2 and m1 = 1.
The exponents of a complex simple Lie algebra are given in Table 2.
Note, in the Table, the well-known duality of the set of exponents:
(18) mi +mℓ+1−i = h
where h is the Coxeter number.
6.2. Cyclotomic polynomials. A complex number ω is called a primitive nth root
of unity provided ω is an nth root of unity and has order n. Such an ω generates
the group of units, i.e., ω, ω2, . . . , ωn = 1 coincides with the set of all roots of unity.
An nth root of 1 of the form ωk is a primitive root of unity iff k is relatively prime
to n. Therefore the number of primitive roots of unity is equal to φ(n) where φ is
Euler’s totient function.
We define the nth cyclotomic polynomial by
Φn(x) = (x− ω1)(x− ω2) · · · (x− ωs) ,
where ω1, ω2, . . . ωs are all the distinct primitive nth roots of unity. The degree of
Φn is of course equal to s = φ(n). Φn(x) is a monic, irreducible polynomial with
integer coefficients. For example Φ1(x) = x− 1, Φ2(x) = x+1, Φ3(x) = x2 + x+1
and Φ4(x) = x
2 + 1.
A basic formula for cyclotomic polynomials is
(19) xn − 1 =
∏
d|n
Φd(x) ,
where d ranges over all positive divisors of n. This gives a recursive method of
calculating cyclotomic polynomials. For example, if n = p, where p is prime, then
xp − 1 = Φ1(x)Φp(x) which implies that
Φp(x) = x
p−1 + xp−2 + · · ·+ x+ 1 .
In table 3 we list the Coxeter polynomial and its factorization as a product of
cyclotomic polynomials. The cases Bn and Dn are explained in remark 2.
Remark 2. (∗) xn + 1 is irreducible iff n is a power of 2, see [10]. If n is odd it
has a factor of x + 1 = Φ2(x). To obtain the factorization of x
n + 1 we use the
following procedure. Let n = 2αpk11 p
k2
2 . . . p
ks
s where the pi are odd primes. Define
m = 2α and N = pk11 . . . p
ks
s . The factorization of x
n + 1 is given by
xn + 1 =
∏
d|N
Φ2md(x) .
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(∗∗) In the case of Dn we use the same procedure with n replaced by n− 1.
Remark 3. In table 3 note the following: In the factorization of fn(x), the factor
of highest degree is Φh where h is the Coxeter number.
The roots of Un(x) are given by
xk = cos
(
kπ
n+ 1
)
k = 1, 2, . . . , n .
Therefore the roots of
an(x) = Un
(x
2
)
are in the interval [−2, 2]. If a monic polynomial with integer coefficients has all of
its roots in the interval [−2, 2] then they are of a special form. We follow the proof
from [12].
Proposition 7. Let λ be a non-zero real root of a monic polynomial p(x) ∈ Z[x].
If all the roots of p(x) are real and in the interval [−2, 2] then λ = 2 cos(2πq) where
q is a rational number.
Proof. Let n = deg(p) and define the associated polynomial
Q(x) = xnp(x+
1
x
) .
Denote by
λ = 2 cos θ1, 2 cos θ2, . . . 2 cos θn
the roots of p(x). Then
p(x) =
∏
j
(x− 2 cos θj)
Q(x) =
∏
j
(x2 − 2x cos θj + 1) =
∏
j
(x− eiθj )(x − e−iθj )
It follows from Kronecker’s Theorem, see [9], that eiθ1 is a root of unity and therefore
θ1
2π is rational. 
Given a graph Γ we define the associated polynomial Qn(x) by the formula
Qn(x) = x
nan(x+
1
x
) ,
where an(x) is the characteristic polynomial of the graph. It is clear that Qn(x) is
a reciprocal polynomial. In all the cases we consider Qn(x) is an even polynomial.
6.3. Associated polynomials for An. We present the factorization of Qn(x) for
small values of n as a product of cyclotomic polynomials. Note that Qn(x) is
an even polynomial. The reason: If n is even Un(x) is an even polynomial and
an(x) = Un(
x
2 ) is also even. Therefore Qn(x) is even. If n is odd then Un(x) and
an(x) are both odd functions. This implies that Qn(x) is even.
• A2 Φ3Φ6
• A3 Φ4Φ8
• A4 Φ5Φ10
• A5 Φ3Φ4Φ6Φ12
• A6 Φ7Φ14
• A7 Φ4Φ8Φ16
• A8 Φ3Φ6Φ9Φ18
• A9 Φ4Φ5Φ10Φ20
• A10 Φ11Φ22
• A11 Φ3Φ4Φ6Φ8Φ12Φ24
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The characteristic polynomial of the Coxeter transformation has roots ζk where
ζ is a primitive h root of unity and k runs over the exponents of a root system of
type An. Therefore
fn(x) = (x− ζ)(x − ζ2) . . . (x − ζn) .
⇒ (x− 1)fn(x) = xn+1 − 1
⇒ fn(x) = x
n+1 − 1
x− 1 .
Using formula (19) we obtain
fn(x) =
∏
d|n+1
d 6=1
Φd .
It is not difficult to guess the factorization of Qn(x).
Proposition 8.
(20) Qn(x) =
∏
j|2n+2
j 6=1,2
Φj(x) .
Proof. Since
Qn(x) = fn(x
2) =
∏
j|n+1
j 6=1
Φj(x)
we should know what is Φj(x
2).
It is well-known, see [10], that
Φj(x
2) =
{
Φ2j(x), if j is even
Φj(x)Φ2j(x), if j is odd
To complete the proof we must show that each divisor of 2n+ 2 bigger than 2
appears in the product (20). Let d be a divisor of 2n+2 bigger than 2. We consider
two cases:
i) If d is odd then since d|2(n + 1) we have that d|n + 1. Since Φd is a factor of
fn(x), then fd(x
2) = Φd(x)Φ2d(x), and therefore Φd appears.
ii) If d is even, then d = 2s for some integer s bigger than 1. Since 2s|2(n + 1)
we have that s|n + 1. Therefore Φs appears in the factorization of fn(x). If s is
odd then Φs(x
2) = Φs(x)Φ2s(x) and if s is even Φs(x
2) = Φ2s(x). In either case
Φ2s = Φd appears.

An alternative way to derive the formula for fAn is the following: Note that the
Coxeter adjacency matrix A is related to the Cartan matrix with A = 2I − C and
an(x) = pn(x+ 2) = qn(
x+2
2 − 1) = qn(x2 ). In the case of An we have
an(x) = Un(
x
2
) .
Therefore,
Qn(x) = x
nUn
(
1
2
(x+
1
x
)
)
.
Set x = eiθ to obtain
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Qn(x) = e
inθUn
(
1
2
(eiθ + e−iθ)
)
= einθUn(cos θ)
= einθ
sin(n+ 1)θ
sin θ
= einθ
(
ei(n+1)θ + e−i(n+1)θ
)
eiθ − e−iθ
=
x2(n+1) − 1
x2 − 1 .
Setting u = x2 we obtain
un+1 − 1
u− 1 = u
n + un−1 + · · ·+ u+ 1 .
This is of course the Coxeter polynomial of the An graph. Therefore Qn(x) =
x2n + x2(n−1) + · · ·+ x2 + 1 for all x ∈ C.
We present the characteristic polynomial of the adjacency matrix and the Cox-
eter polynomial for small values of n.
• A2 a2 := x2 − 1 f2 = Φ3
• A3 a3 := x3 − 2x f3 = Φ2Φ4
• A4 a4 = x4 − 3x2 + 1 f4 = Φ5
• A5 a5 = x5 − 4x3 + 3x f5 = Φ2Φ3Φ6
• A6 a6 = x6 − 5x4 + 6x2 − 1 f6 = Φ7
• A7 a7 = x7 − 6x5 + 10x3 − 4x f7 = Φ2Φ4Φ8
• A8 a8 = x8 − 7x6 + 15x4 − 10x2 + 1 f8 = Φ3Φ9
• A9 a9 = x9 − 8x7 + 21x5 − 20x3 + 5x f9 = Φ2Φ5Φ10
• A10 a10 = x10 − 9x8 + 26x6 − 35x4 + 15x2 − 1 f10 = Φ11 .
Note that an(x) is explicitly given by the formula
an(x) = Un(
x
2
) =
[n
2
]∑
j=0
(−1)j
(
n− j
j
)
(x)n−2j
due to (10).
6.4. Associated Polynomials for Bn and Cn. In the case of Bn we have
an(x) = 2Tn(
x
2
) .
Therefore,
Qn(x) = 2x
nTn
(
1
2
(x+
1
x
)
)
.
Set x = eiθ to obtain
Qn(x) = 2e
inθTn
(
1
2
(eiθ + e−iθ)
)
= 2einθTn(cos θ)
= 2einθ cosnθ
= 2einθ
1
2
(
einθ + e−inθ
)
= e2inθ + 1 = x2n + 1 .
20
Therefore Qn(x) = x
2n + 1 for all x ∈ C. As a result the Coxeter polynomial is
fn(x) = x
n + 1. We present the factorization of fn(x) for small values of n.
• B2 a2 = x2 − 2 f2 = Φ4
• B3 a3 = x3 − 3x f2 = Φ2Φ6
• B4 a4 = x4 − 4x2 + 2 f4 = Φ8
• B5 a5 = x5 − 5x3 + 5x f5 = Φ2Φ10
• B6 a6 = x6 − 6x4 + 9x2 − 2 f6 = Φ4Φ12
• B7 a7 = x7 − 7x5 + 14x3 − 7x f7 = Φ2Φ14
• B8 a8 = x8 − 8x6 + 20x4 − 16x2 + 2 f8 = Φ16
• B9 a9 = x9 − 9x7 + 27x5 − 30x3 + 9x f9 = Φ2Φ6Φ18
• B10 a10 = x10 − 10x8 + 35x6 − 50x4 + 25x2 − 2 f10 = Φ4Φ20 .
Write n = 2αN where N is odd. As we already mentioned
fn(x) = x
n + 1 =
∏
d|N
Φ2md(x) ,
where m = 2α. Therefore
fn(x) = x
n + 1 =
∏
d|n
d odd
Φ2α+1d(x) =
∏
d|N
Φ2α+1d(x) .
Proposition 9. Let r = 2α+2. Then
(21) Qn(x) =
∏
d|n
d odd
Φrd(x) .
Proof. It follows from the formula
Φk(x
2) = Φ2k(x)
when k is even.

Note that the an(x) polynomial is explicitly given in this case by the formula
an(x) = 2Tn(
x
2
) =
[n
2
]∑
j=0
(−1)j n(n− j − 1)!
j!(n− 2j)! (x)
n−2j
due to (13).
Since an(x) = 2Tn(
x
2 ) these polynomials satisfy the recursion
an+1 = xan(x)− an−1(x)
with a0(x) = 2 and a1(x) = x. We would like to mention a useful application
of these polynomials. One can use them to express xn + x−n as a function of
ζ = x+ 1
x
. For x = eiθ it is just the expression of 2 cosnθ as a polynomial in 2 cos θ.
This polynomial is clearly an(x), the adjacency polynomial of Bn.
Example 4. (
x+
1
x
)2
= x2 +
1
x2
+ 2 .
Therefore
x2 +
1
x2
= ζ2 − 2 = a2(ζ) .
Similarly
x3 +
1
x3
= ζ3 − 3ζ = a3(ζ) ,
x4 +
1
x4
= ζ4 − 4ζ2 + 2 = a4(ζ) .
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6.5. Associated Polynomials for Dn. In the case of Dn we have
qn(x) = 4xTn−1(x) .
Therefore,
an(x) = 2xTn−1(
x
2
) ,
and
Qn(x) = 2x
n(x+
1
x
)Tn−1
(
1
2
(x+
1
x
)
)
.
Using the methods of the previous section we obtain Qn(x) = x
2n + x2(n−1) +
x2 + 1. We conclude that fn(x) = x
n + xn−1 + x + 1. We present the formula for
an(x) and the factorization of fn(x) for small values of n.
• D4 a4 = x4 − 3x2 f4(x) = Φ22Φ6
• D5 a5 = x5 − 4x3 + 2x f5 = Φ2Φ8
• D6 a6 = x6 − 5x4 + 5x2 f6 = Φ22Φ10
• D7 a7 = x7 − 6x5 + 9x3 − 2x f7 = Φ2Φ4Φ12
• D8 a8 = x8 − 7x6 + 14x4 − 7x2 f8 = Φ22Φ14
• D9 a9 = x9 − 8x7 + 20x5 − 16x3 + 2x f9 = Φ2Φ16
• D10 a10 = x10 − 9x8 + 27x6 − 30x4 + 9x2 f10 = Φ22Φ6Φ18 .
Write n− 1 = 2αN where N is odd and r = 2α+1.
fn(x) = (x+ 1)(x
n−1 + 1) = Φ2(x)
∏
d|N
Φrd(x) .
Proposition 10.
(22) Qn(x) = Φ4(x)
∏
d|n−1
d odd
Φ2rd(x) .
7. Factorization of Chebyshev polynomials
7.1. Chebyshev polynomials of second kind. It is well-known that the roots
of Un are given by
xk = cos
kπ
n+ 1
k = 1, 2, . . . , n ,
as we already observed in (11).
We can write them in the form xk = cos kθ, where θ =
π
n+1 .
The roots of an(x) = Un(
x
2 ) are
λk = 2 cos
kπ
n+ 1
= 2 coskθ k = 1, 2, . . . , n ,
i.e. the roots of an(x) are
2 cos
miπ
h
where mi are the exponents of An and h is the Coxeter number for An.
• an(x)
The roots of an(x) = Un(
x
2 ) are
λk = 2 cos
kπ
h
= 2 cos kθ k = 1, 2, . . . , n .
Denote them by
λ1 = 2 cos θ1 = 2 cos θ, λ2 = 2 cos θ2, . . . , λn = 2 cos θn .
Note that θk = kθ and
θj + θn+1−j = π .
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This implies that λj = −λn−j+1. As a result
(23) {λj |j = 1, 2, . . . , n} = {−λj |j = 1, 2, . . . , n} .
• pn(x)
The roots of pn(x) are then
ξk = 2 + λk = 2 + 2 cos
kπ
n+ 1
= 2 + 2 cos θk = 4 cos
2 θk
2
.
It follows from (23) that the eigenvalues of C occur in pairs {2+ λ, 2− λ}.
This is a general result which holds for each Cartan matrix corresponding
to a simple Lie algebra over C, see [2, p. 345] for a general proof.
• Qn(x)
It follows from Theorem 7 that the roots of Qn(x) are
eiθ1 , eiθ2 , . . . , eiθn , e−iθ1 , e−iθ2 , . . . , e−iθn ,
or equivalently,
eiθ, e2iθ, . . . , eniθ, e(n+2)iθ, e(n+3)iθ, . . . , e(2n+1)iθ .
Note that
eiθ = e
iπ
h = e
2πi
2h .
As a result eiθ is a (2h)th primitive root of unity and therefore a root of the
cyclotomic polynomial Φ2h. The other roots of this cyclotomic polynomial
are of course ekiθ where (k, 2h) = 1. This determines Φ2h as an irreducible
factor of Qn(x). To determine the other irreducible factors we proceed as
follows: The root
e2iθ = e
2πi
h
is a primitive hth root of unity and the other roots of Φh are e
kiθ where
(k, 2h) = 2. In general for each d which is a divisor of 2h (but d 6= 1, 2)
we form Φd by grouping together all the e
kiθ such that (k, 2h) = 2h
d
. Since
e(n+1)iθ and e2niθ do not appear as roots of Qn(x) the cyclotomic polyno-
mials Φ1 and Φ2 do not appear in the factorization. You can consider this
argument as another proof of Proposition 20.
• an(x)
The roots of an(x) are of the form e
iθk + e−iθk , where eiθk is a root of
Qn(x). It is easy to see that each irreducible factor of Qn(x) determines
an irreducible factor of an(x) and conversely. In fact this is the argument
of Lehmer in [23]. If Φd is a cyclotomic factor of Qn(x) then Φd being a
reciprocal polynomial it can be written in the form
Φd(x) = x
mψd(x+
1
x
)
where m = degψn =
1
2φ(d). According to Lehmer the polynomial ψd
is irreducible. These polynomials are all the irreducible factors of an(x).
This fact is easily established by looking at the roots of an(x). The way
to determine the irreducible factors of an(x) is the following: Start with a
cyclotomic factor of Qn(x). For example, consider Φ2h(x). The roots of this
polynomial are ekiθ where (k, 2h) = 1. Take only ekiθ with (k, 2h) = 1 such
that 1 ≤ k ≤ n. The corresponding roots of an(x) are of course 2 cos kθ,
1 ≤ k ≤ n and (k, 2h) = 1. This determines the polynomial ψ2h. Then we
repeat this procedure with the other cyclotomic factors.
Example 5. To determine the factorization of U5(x) = 32x
5 − 32x3 + 6x. Since
n = 5, h = n+ 1 = 6 and θ = π6 . The roots of U5 are
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cos
π
6
cos
2π
6
cos
3π
6
cos
4π
6
cos
5π
6
.
The roots of a5(x) are
λ1 = 2 cos
π
6
λ2 = 2 cos
2π
6
λ3 = 2 cos
3π
6
λ4 = 2 cos
4π
6
λ5 = 2 cos
5π
6
.
The roots of Q5(x) are
e
π
6 , e
2π
6 , e
3π
6 , e
4π
6 , e
5π
6 , e
7π
6 , e
8π
6 , e
9π
6 , e
10π
6 , e11
π
6 .
We group together all eikθ such that (k, 12) = 1 i.e.,
e
π
6 , e
5π
6 , e
7π
6 , e
11π
6
which are the roots of Φ12(x). Note that
e
π
6 + e11
π
6 = e
π
6 + e−
π
6 = 2 cos
π
6
= λ1 =
√
3 ,
and
e
5π
6 + e
7π
6 = e
5π
6 + e
−5π
6 = cos
5π
6
= λ5 = −
√
3 .
These roots λ1 and λ5 are roots of ψ12 = x
2 − 3 which is an irreducible factor of
a5(x).
Then we group together all eikθ such that (k, 12) = 2 i.e.,
e
2π
6 , e
10π
6
which are the roots of Φ6(x). Note that
e
2π
6 + e
10π
6 = e
2π
6 + e−
2π
6 = 2 cos
2π
6
= λ2 = 1 .
Therefore x− 1 is the irreducible factor of a5(x) corresponding to Φ6(x).
Then we group together all eikθ such that (k, 12) = 3 i.e.,
e
3π
6 , e
9π
6
which are the roots of Φ4(x). Note that
e
3π
6 + e
9π
6 = e
3π
6 + e−
3π
6 = 2 cos
3π
6
= λ3 = 0 .
Therefore ψ4(x) = x is the irreducible factor of a5(x) corresponding to Φ4(x).
Finally we group together all eikθ such that (k, 12) = 4 i.e.,
e
4π
6 , e
8π
6
which are the roots of Φ3(x). Note that
e
4π
6 + e
8π
6 = e
4π
6 + e−
4π
6 = 2 cos
4π
6
= λ4 = −1 .
Therefore ψ3(x) = x + 1 is the irreducible factor of a5(x) corresponding to Φ3(x).
We end up with the integer factorization of a5(x) into irreducible factors:
a5(x) = x(x + 1)(x− 1)(x2 − 3) .
Since U5(x) = a5(2x) we obtain the factorization of U5(x):
U5(x) = 2x(2x+ 1)(2x− 1)(4x2 − 3) .
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In the following list we give the polynomial ψn corresponding to each cyclotomic
polynomial Φn up to n = 24.
ψ3(x) = x+ 1
ψ4(x) = x
ψ5(x) = x
2 + x− 1
ψ6(x) = x− 1
ψ7(x) = x
3 + x2 − 2x− 1
ψ8(x) = x
2 − 2
ψ9(x) = x
3 − 3x+ 1
ψ10(x) = x
2 − x− 1
ψ11(x) = x
5 + x4 − 4x3 − 3x2 + 3x+ 1
ψ12(x) = x
2 − 3
ψ13(x) = x
6 + x5 − 5x4 − 4x3 + 6x2 + 3x− 1
ψ14(x) = x
3 − x2 − 2x+ 1
ψ15(x) = x
4 − x3 − 4x2 + 4x+ 1
ψ16(x) = x
4 − 4x2 + 2
ψ17(x) = x
8 + x7 − 7x6 − 6x5 + 15x4 + 10x3 − 10x2 − 4x+ 1
ψ18(x) = x
3 − 3x− 1
ψ19(x) = x
9 + x8 − 8x7 − 7x6 + 21x5 + 15x4 − 20x3 − 10x2 + 5x+ 1
ψ20(x) = x
4 − 5x2 + 5
ψ21(x) = x
6 − x5 − 6x4 + 6x3 + 8x2 − 8x+ 1
ψ22(x) = x
5 − x4 − 4x3 + 3x2 + 3x− 1
ψ23(x) = x
11 + x10 − 10x9 − 9x8 + 36x7 + 28x6 − 56x5 − 35x4 + 35x3 + 15x2 − 6x− 1
ψ24(x) = x
4 − 4x2 + 1 .
Remark 4. Since ψn(x) is the minimal polynomial of 2 cos
2π
n
it is reasonable
to define ψ1(x) = x − 2 and ψ2(x) = x + 2. They correspond to the reducible
Q1(x) = (x− 1)2 and Q2(x) = (x+ 1)2 respectively.
Remark 5. To compute ψn is straightforward. We give two examples.
• n = 36. Since
Φ36 = x
12 − x6 + 1
the polynomial ψ36 is of degree 6. We need
x12 − x6 + 1 = x6ψ36(ζ)
where ζ = x+ 1
x
. Therefore
ψ36(ζ) = x
6 +
1
x6
− 1 = (ζ6 − 6ζ4 + 9ζ2 − 2)− 1 = ζ6 − 6ζ4 + 9ζ2 − 3 .
• n = 60. Since
Φ60 = x
16 + x14 − x10 − x8 − x6 + x2 + 1
the polynomial ψ60 is of degree 8. We need
x16 + x14 − x10 − x8 − x6 + x2 + 1 = x8ψ60(ζ)
where ζ = x+ 1
x
. Therefore
ψ60(ζ) = (x
8 +
1
x8
) + (x6 +
1
x6
)− (x2 + 1
x2
)− 1
= a8(ζ) + a6(ζ) − a2(ζ)− 1
= ζ8 − 7ζ6 + 14ζ4 − 8ζ2 + 1 .
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Example 6. To find the factorization of
U9(x) = 512x
9 − 1024x7 + 672x5 − 160x3 + 10x .
Since
Q9(x) = Φ4Φ5Φ10Φ20 ,
we have that
a9(x) = ψ4ψ5ψ10ψ20 = x(x
2 + x− 1)(x2 − x− 1)(x4 − 5x2 + 5) .
Finally
U9(x) = a9(2x) = 2x(4x
2 + 2x− 1)(4x2 − 2x− 1)(16x4 − 20x2 + 5) .
To conclude we state the following result:
Proposition 11.
Un(x) =
∏
j|2n+2
j 6=1,2
ψj(2x) .
7.2. Chebyshev polynomials of the first kind. The roots of Tn are given by
xk = cos
(2k − 1)π
2n
k = 1, 2, . . . , n .
Let h = 2n (h is the Coxeter number of the root system Bn) and θ =
π
h
. Then
xk = cos(2k − 1)θ k = 1, 2, . . . , n ,
i.e. the roots of Tn are
cos kθ
where k runs over the exponents of a root system of type Bn.
• an(x)
The roots of an(x) = 2Tn(
x
2 ) are
λk = 2 cos
(2k − 1)π
h
= 2 cos (2k − 1)θ k = 1, 2, . . . , n .
Denote them by
λ1 = 2 cos θ1 = 2 cos θ, λ2 = 2 cos θ2, . . . , λn = 2 cos θn .
Note that θk = (2k − 1)θ and
θj + θn+1−j = π .
This implies that λj = −λn−j+1. As a result
(24) {λj |j = 1, 2, . . . , n} = {−λj |j = 1, 2, . . . , n} .
• pn(x)
The roots of pn(x) are then
ξk = 2 + λk = 2 + 2 cos
(2k − 1)π
2n
= 2 + 2 cos θk = 4 cos
2 θk
2
.
It follows from (24) that the eigenvalues of C occur in pairs {2+ λ, 2− λ}.
• Qn(x)
It follows from Theorem 7 that the roots of Qn(x) are
eiθ1 , eiθ2 , . . . , eiθn , e−iθ1 , e−iθ2 , . . . , e−iθn ,
or equivalently,
eiθ, e3iθ, e5iθ, . . . , e(2n−1)iθ, e(2n+1)iθ, e(2n+3)iθ, . . . , e(4n−1)iθ .
Note that
eiθ = e
iπ
h = e
2πi
2h = e
2πi
4n .
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As a result eiθ is a (2h)th primitive root of unity and therefore a root of
the cyclotomic polynomial Φ2h = Φ4n. The other roots of this cyclotomic
polynomial are of course ekiθ where (k, 2h) = 1 and k odd. This determines
Φ2h as an irreducible factor of Qn(x). To determine the other irreducible
factors we proceed as follows: Take an odd divisor d of 4n. It is of course
an odd divisor of n as well. If we write n = 2αN where N is odd, this
divisor d is also a divisor of N . Use the notation r = 2α+2 and note that
2h = 4n = rN . We group together all eikθ where k is odd and (N, k) = N
d
.
Note that d = N corresponds to Φ4n. These roots define Φrd. You can
consider this argument as another proof of Proposition 21.
• an(x)
As in the case of An the roots of an(x) are of the form e
iθk + e−iθk ,
where eiθk is a root of Qn(x). Again, the irreducible factor of Qn(x) are in
one-to-one correspondence with the irreducible factors of an(x). We denote
the irreducible factors of an(x) with ψn as before.
Example 7. To determine the factorization of
T5(x) = T5(x) = 16x
5 − 20x3 + 5x .
Since n = 5, h = 2n = 10 and θ = π10 . The roots of T5 are
cos
π
10
cos
3π
10
cos
5π
10
cos
7π
10
cos
9π
10
.
The roots of a5(x) are
λ1 = 2 cos
π
10
λ2 = 2 cos
3π
10
λ3 = 2 cos
5π
10
λ4 = 2 cos
7π
10
λ5 = 2 cos
9π
10
.
Therefore, the roots of Q5(x) are
e
π
10 , e
3π
10 , e
5π
10 , e
7π
10 , e
9π
10 , e
11π
10 , e
13π
10 , e
15π
10 , e
17π
10 , e19
π
10 .
We group together
e
π
10 , e
3π
10 , e
7π
10 , e
9π
10 , e
11π
10 , e
13π
10 , e
17π
10 , e
19π
10
which are the roots of Φ20(x). These are all the exponentials e
ikθ with k odd and
(k, 20) = 1.
Note that
e
π
10 + e19
π
10 = e
π
10 + e−
π
10 = 2 cos
π
10
= λ1 ,
e
3π
10 + e
17π
10 = e
3π
10 + e
−3π
10 = cos
3π
10
= λ2 ,
e
7π
10 + e
13π
10 = e
7π
10 + e
−7π
10 = cos
7π
10
= λ4 ,
e
9π
10 + e
11π
10 = e
9π
10 + e
−9π
10 = cos
9π
10
= λ5 ,
These roots λ1, λ2, λ4 and λ5 are roots of ψ20 = x
4 − 5x2 + 5 which is an
irreducible factor of a5(x).
The only other odd divisor of 20 is 5. Therefore we group together
e
5π
10 , e
15π
10
which are the roots of Φ4(x). These are all the exponentials e
ikθ with k odd and
(k, 20) = 5. Noting that 20 = 22 · 5 we see that 1, 5 are just the positive divisors of
5.
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Note that
e
5π
10 + e
15π
10 = e
5π
10 + e−
5π
10 = 2 cos
5π
10
= λ3 = 0 .
Therefore x is the irreducible factor of a5(x) corresponding to Φ4(x).
We end up with the integer factorization of a5(x) into irreducible factors:
a5(x) = x(x
4 − 5x2 + 5) .
Since T5(x) =
1
2a5(2x) we obtain the factorization of T5(x):
T5(x) = x(16x
4 − 20x2 + 5) .
Example 8. To find the factorization of
T9(x) = 256x
9 − 576x7 + 432x5 + 20x3 + 9x .
Since
Q9(x) = Φ4Φ12Φ36 ,
we have that
a9(x) = ψ4ψ12ψ36 .
Since ψ4(x) = x and ψ12(x) = x
2− 3 and ψ36 = x6− 6x4 +9x2− 2 (Remark 5) we
have
a9(x) = x(x
2 − 3)(x6 − 6x4 + 9x2 − 3) .
Finally
T9(x) =
1
2
a9(2x) = x(4x
2 − 3)(64x6 − 96x4 + 36x2 − 3) .
To conclude we state the following result:
Proposition 12. Let n = 2αN where N is odd and let r = 2α+2. Then
Tn(x) =
1
2
∏
j|N
ψrj(2x) .
Remark 6. In the case of Dn
qn(x) = 4xTn−1(x) .
Therefore
an(x) = 2xTn−1(x) .
an(x0) = 0 ⇒ 2x0Tn−1(x0) = 0
⇒ x0 = 0, or x0 = 2 cos (2k − 1)π
2(n− 1) k = 1, 2, . . . , n− 1 .
In summary: The roots of an(x) are
2 cos
mi π
h
where h is the Coxeter number for Dn and mi are the exponents. It follows that 0 is
always a root and an(x) = xgn(x) where gn(x) is the an−1 characteristic polynomial
for Bn−1.
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8. Exceptional Lie algebras
8.1. G2. The Cartan matrix for G2 is(
2 −1
−3 2
)
.
The characteristic polynomial for a Lie algebra of type G2 is
p2(x) = x
2 − 4x+ 1 ,
since
q2(x) = 2T2(x)− U0(x) = 4x2 − 3
and
p2(x) = q2(
x
2
− 1) = x2 − 4x+ 1 .
The roots of a2(x) = x
2 − 3 are
2 cos
miπ
h
where m1 = 1 and m2 = 5 are the exponents of root system of type G2. The
Coxeter number h is 6.
Finally,
Q2(x) = x
4 − x2 + 1 = Φ12(x) ,
and
f2(x) = x
2 − x+ 1 = Φ6(x) .
8.2. Graph of type F4. The Cartan matrix for F4 is

2 −1 0 0
−1 2 −2 0
0 −1 2 −1
0 0 −1 2

 .
p4(x) = x
4 − 8x3 + 20x2 − 16x+ 1 ,
and
a4(x) = x
4 − 4x2 + 1 = ψ24(x) .
The roots of a4(x) are
1
2
(±
√
6±
√
2)
i.e.
2 cos
mi π
12
where mi ∈ {1, 5, 7, 11}. These are the exponents for F4 and being the numbers
less than 12 and prime to 12 imply
f4(x) = x
4 − x2 + 1 = Φ12(x) .
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8.3. En graphs.
• n = 6
The Cartan matrix for E6 is

2 0 −1 0 0 0
0 2 0 −1 0 0
−1 0 2 −1 0 0
0 −1 −1 2 −1 0
0 0 0 −1 2 −1
0 0 0 0 −1 2


.
q6(x) = 64x
6 − 80x4 + 20x2 − 1 = (2x+ 1)(2x− 1)(16x4 − 16x2 + 1)
p6(x) = (x− 1)(x− 3)(x4 − 8x3 + 20x2 − 16x+ 1)
a6(x) = x
6 − 5x4 + 5x2 − 1 = (x+ 1)(x− 1)(x4 − 4x2 + 1) = ψ3(x)ψ6(x)ψ24(x)
Q6(x) = (x
2 + x+ 1)(x2 − x+ 1)(x8 − x4 + 1) = Φ3(x)Φ6(x)Φ24(x) .
The exponents of E6 are {1, 4, 5, 7, 8, 11} and the Coxeter number is 12.
The subset {1, 5, 7, 11} produces Φ12 and {4, 8} produces Φ3. Therefore
f6(x) = Φ3(x)Φ12(x) .
The roots of a6(x) are
±1, 1
2
(±
√
6±
√
2)
i.e.
2 cos
mi π
12
where mi ∈ {1, 4, 5, 7, 8, 11}. These are the exponents for E6. The Coxeter
number is 12.
• n = 7
The Cartan matrix for E7 is

2 0 −1 0 0 0 0
0 2 0 −1 0 0 0
−1 0 2 −1 0 0 0
0 −1 −1 2 −1 0 0
0 0 0 −1 2 −1 0
0 0 0 0 −1 2 −1
0 0 0 0 0 −1 2


.
q7(x) = 128x
7 − 192x5 + 72x3 − 6x = 2x(64x6 − 96x4 + 36x2 − 3)
p7(x) = (x− 2)(x6 − 12x5 + 54x4 − 112x3 + 105x2 + 1)
a7(x) = x
7 − 6x5 + 9x3 − 3x = x(x6 − 6x4 + 9x2 − 3) = ψ4(x)ψ36(x)
Q7(x) = (x
2 + 1)(x12 − x6 + 1) = Φ4(x)Φ36(x) .
The exponents of E7 are {1, 5, 7, 9, 11, 13, 17} and the Coxeter number
is 18. The subset {1, 5, 7, 11, 13, 17} produces Φ18 and {9} produces Φ2.
Therefore
f7(x) = Φ2(x)Φ18(x) .
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• n = 8
The Cartan matrix for E8 is

2 0 −1 0 0 0 0 0
0 2 0 −1 0 0 0 0
−1 0 2 −1 0 0 0 0
0 −1 −1 2 −1 0 0 0
0 0 0 −1 2 −1 0 0
0 0 0 0 −1 2 −1 0
0 0 0 0 0 −1 2 −1
0 0 0 0 0 0 −1 2


.
q8(x) = 256x
8 − 448x6 + 224x4 − 32x2 + 1
p8(x) = x
8 − 16x7 + 105x6 + 364x5 + 714x4 − 784x3 + 440x2 − 96x+ 1
a8(x) = x
8 − 7x6 + 14x4 − 8x2 + 1 = ψ60(x)
Q8(x) = x
16 + x14 − x10 − x8 − x6 + x2 + 1 = Φ60(x) .
The exponents of E8 are {1, 7, 11, 13, 17, 19, 23, 29} which are the positive
integers less than 30 and prime to 30. Therefore
f8(x) = Φ30(x) .
9. The sine formula
To prove the sine formula we only will need the following Lemma which was
already proved by case to case verification:
Lemma 2. The roots of an(x) are
2 cos
miπ
h
where mi are the exponents of g and h is the Coxeter number of g.
Let θi =
miπ
h
. Then the roots of an(x) are λi = 2 cos θi, i = 1, 2, . . . , ℓ.
Recall the duality property of the exponents (18).
mi +mℓ+1−i = h .
It follows that
mi
π
h
+mℓ+1−i
π
h
= π .
As a result:
θi + θℓ+1−i = π .
Using this formula, we can infer a relationship satisfied by the roots of pn(x)
which are:
ξi = 4 cos
2 θi
2
.
Namely:
ξi + ξℓ+1−i = 4 cos
2 θi
2 + 4 cos
2 θℓ+1−i
2
= 4
(
cos2 θi2 + cos
2 π−θi
2
)
= 4
(
cos2 θi2 + sin
2 θi
2
)
= 4
It follows that the eigenvalues of the Cartan matrix occur in pairs ξ, 4− ξ.
Remark 7. The fact that the eigenvalues of C occur in pairs {ξ, 4 − ξ}, and a
different line of proof can be found in [2, p. 345].
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Theorem 3. Let g be a complex simple Lie algebra of rank ℓ, h the Coxeter number,
m1,m2, . . . ,mℓ the exponents of g and C the Cartan matrix. Then
22ℓ
ℓ∏
i=1
sin2
miπ
2h
= det C .
Proof. It follows from Lemma ( 2) that
an(x) =
ℓ∏
i=1
(
x− (2 cos mi π
h
)
)
.
Set x = 2.
an(2) =
ℓ∏
i=1
(
2− (2 cos mi π
h
)
)
= 2l
ℓ∏
i=1
(
1− cos mi π
h
)
= 2l
ℓ∏
i=1
2 sin2
mi π
2h
= 22l
ℓ∏
i=1
sin2
mi π
2h
.
To prove the formula we calculate an(2). We have
pn(x) = (x− ξ1)(x− ξ2) . . . (x− ξℓ) = (x− (4− ξ1))(x− (4− ξ2)) . . . (x− (4− ξℓ)) .
This implies that pn(4) = ξ1ξ2 . . . ξℓ = det C. Since an(x) = pn(x+ 2) we have
an(2) = pn(4) = det C .

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