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A detailed mathematical proof is given that the energy spectrum of a non-
relativistic quantum particle in multi-dimensional Euclidean space under
the influence of suitable random potentials has almost surely a pure-point
component. The result applies in particular to a certain class of zero-
mean Gaussian random potentials, which are homogeneous with respect
to Euclidean translations. More precisely, for these Gaussian random
potentials the spectrum is almost surely only pure point at sufficiently
negative energies or, at negative energies, for sufficiently weak disorder.
The proof is based on a fixed-energy multi-scale analysis which allows for
different random potentials on different length scales.
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1. INTRODUCTION
Even more than 40 years after Anderson’s pioneering paper [An], single-
particle Schro¨dinger operators with random potentials continue to play a
prominent roˆle for understanding the suppression of charge transport in
disordered solids by electronic localization. In this context both spectral
and dynamical criteria for localization are commonly studied. Spectral
localization means that there is only (dense) pure-point spectrum in cer-
tain energy regimes. In addition, the corresponding eigenfunctions are
often required to decay exponentially at infinity. As to criteria for dy-
namical localization, we mention a sufficiently slow long-time growth of
the spreading of quantum states or the vanishing of the direct-current
conductivity of the corresponding ideal Fermi gas at zero temperature;
see [FS, MH, GB, AG, BFM, DS] for works along these lines. Yet, the in-
terrelations between the different criteria are not understood in sufficient
generality and are presently under active debate [Si, RJLS, La, BCM, KL].
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The goal of this paper is to contribute to the understanding of spec-
tral localization for random Schro¨dinger operators in multi-dimensional
Euclidean space Rd. Using physical units in which the mass of the parti-
cle, its electric charge and Planck’s constant divided by 2π are all equal
to one, these operators are informally given by differential expressions of
the form
H(V ) =
1
2
(i∇+ a)2 + V . (1.1)
Here, i =
√−1 is the imaginary unit and∇ is the nabla operator. The non-
random vector potential a allows for the presence of a magnetic field ∇×a,
and the scalar potential V is an ergodic random field. We are primarily
interested in a constant magnetic field and a zero-mean Gaussian random
potential V . Under certain assumptions on the covariance function of V
we will show that the spectrum of H(V ) is almost surely only pure point
at sufficiently negative energies or, at negative energies, for sufficiently
weak disorder, see Theorem 2.12 below. In the physics literature such a
result has been inferred from non-rigorous arguments several decades ago
and is nowadays usually taken for granted. These arguments rely on the
idea that at sufficiently low energies even weak disorder should be able to
suppress quantum-mechanical tunnelling. Our point here is to present a
complete and detailed mathematical proof.
The first mathematical proof of spectral localization for arbitrary
space dimensions d ≥ 1 dates back to [FS], who considered Anderson’s
original model on the simple cubic lattice Zd. Their method of proof is
a so-called multi-scale analysis, where elements from Kolmogorov-Arnold-
Moser theory are invoked for coping with small denominators in order to
bound resolvents of finite-volume random Schro¨dinger operators with high
probabilities. Consequences of this method were elaborated on in [MS1,
DLS, FMSS, SW]. Using scaling ideas borrowed from percolation theory,
a substantial simplification and streamlining of the multi-scale analysis is
due to [Sp2, DK1]. Another breakthrough in proving spectral localization
for lattice models was [AM] where a completely different, technically much
less involved proof was presented; see also [Ai, Gra, Hu, AG, DMP3,
ASFH] for subsequent works along these lines. In contrast to the multi-
scale analysis the method of [AM] does not seem to be adaptable to general
continuum models as (1.1).
Notably, the first proof [MH] of spectral localization for a random
Schro¨dinger operator in multi-dimensional continuous space Rd appeared
shortly after [FS]. Yet, it took ten more years until these investigations
were continued in [CH1], a paper which opened the field for a deeper
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understanding of Schro¨dinger operators with random alloy-type potentials
in multi-dimensional continuous space. Spectral localization is now known
to occur near the band edges of the spectrum of randomly perturbed
periodic Schro¨dinger operators [Kl1, BCH2, KSS2, KSS1, V, St] and near
the band edges of disorder-broadened Landau levels arising from operators
of the form (1.1) [CH2, BCH1, W, DMP3]. Additional results are available
when restricting the latter onto the eigenspace of a single Landau level
[DMP1, DMP2, PS1, PS2]. In [Kl2] spectral localization is established
near the bottom of the spectrum, but without an otherwise frequently
used positivity assumption on the single-site potential, see also [BS] for
similar results for one dimension. Models with random point interactions
allow for more specific methods in order to prove spectral localization
[BG, DMP3, PS2]. Good overviews of the mathematical theory related to
Anderson localization can be found in the survey articles [Sp1, MS2, Ki1]
and the monographs [CL, PF, St].
To our knowledge, proofs of spectral localization in multi-dimensional
continuous space Rd have so far been completed only for alloy-type random
potentials and related ones. Basically, these potentials still have an un-
derlying lattice structure and, in some works [KSS2, Z, St], were allowed
to exhibit correlations via a long-range tail of the single-site potential.
In contrast, the methods developed in this paper are tailored for a wide
class of truly continuum random potentials in multi-dimensional continu-
ous space, which – as is the case for Gaussian random potentials – may
have unbounded fluctuations and genuine long-range correlations. Besides
mathematical challenges, the motivation for coping with these additional
difficulties stems from the fact that Gaussian random potentials are ap-
pealing for at least three reasons. First, there is a belief in the “normality
of the normal distribution” in nature. Second, the n-point cumulant func-
tions of Gaussian random potentials vanish for all n ≥ 3, a fact which
leads to computational simplifications. Third, the degree of randomness
can be varied by choosing different covariance functions, that is, 2-point
cumulant functions. For all three reasons Gaussian random potentials find
widespread applications in – if not dominate – the corresponding physics
literature, see for example the books [BEEK+, SE, LGP, E] and references
therein.
Due to the long-range correlations of Gaussian random potentials we
were not able to perform a “variable-energy” multi-scale analysis in the
spirit of [Sp2, DK1] in order to prove localization. Instead we build on
the “fixed-energy” multi-scale analysis of [DK2], which guarantees that
all events, whose joint probability has to be estimated, are far enough
apart. As a consequence, we obtain only algebraic (and not exponential)
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decay estimates. The necessary techniques for coping with continuum
Schro¨dinger operators are patterned after [CH1]. We also refer to the
remarks at the beginning of Section 3 for a brief description of the multi-
scale analysis used in this paper.
Part of the localization result, whose proof is presented here in full
detail, was announced in [FLM] and [FHLM1]. Its key ideas and the way
in which the assumptions on the Gaussian random potential enter were
briefly outlined in [FLM], as far as the absence of the absolutely continuous
spectrum is concerned. An important ingredient of the proof, a so-called
Wegner estimate for Schro¨dinger operators with Gaussian random poten-
tials, was formulated and proven in [FHLM2]. It is the purpose of this
paper to provide the remaining details for a complete proof of the absence
of both the absolutely continuous and the singular continuous spectrum.
One reason why we have decided to give a rather explicit exposition is
that our proof of spectral localization requires stronger assumptions on
the Gaussian random potential than those being sufficient for obtaining
the Wegner estimate. Another reason is that Stollmann’s recent book
[St] – the only source we are aware of which provides a detailed multi-
scale analysis for continuum models with long-range correlated random
potentials – does not cover the type of random potentials considered here.
The plan of the paper is as follows. Section 2 serves to fix the basic
notation and to give a precise definition of the random Schro¨dinger oper-
ators we are interested in. In Theorem 2.12 of Subsection 2.2 we state our
localization result for Schro¨dinger operators with Gaussian random po-
tentials. In Subsection 2.3 we recall the Wegner estimate from [FHLM2].
The multi-scale analysis is presented in detail in Section 3. All results
of Sections 3 and 4 are formulated and proven for a rather general class
of truly continuum correlated random potentials, which includes Gaus-
sian ones. The main technical result of the multi-scale analysis, resolvent
estimates on multiple length scales, is formulated in Subsection 3.2 as The-
orem 3.14. The transition to the infinite-volume resolvent is performed in
Subsection 3.3. In Section 4 we show how to build on the results from
Section 3 in order to conclude that the spectrum is only pure point in
certain energy regimes. Section 5 is devoted to the proof of the main
Theorem 2.12 for Gaussian random potentials. This is done by verifying
that the more general theorems of Sections 3 and 4 can be applied. In the
Appendix we present a simple explicit Combes-Thomas type of estimate
needed in Subsection 5.2.
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2. BASIC DEFINITIONS AND MAIN RESULT
In Subsection 2.1 we fix our notation, give a precise definition of
random Schro¨dinger operators and compile some basic facts. Our main
result is stated in Subsection 2.2. Finally, we recall a Wegner estimate in
Subsection 2.3.
2.1. Random Schro¨dinger Operators
As usual, let N := {1, 2, 3, . . .} denote the set of natural numbers and
N 0 := N∪{0}. Let R, respectively C , denote the field of real, respectively
complex, numbers and set R+ := {r ∈ R : r > 0} and R+0 := R+ ∪ {0}.
An open cube Λ in d-dimensional Euclidean space Rd, d ∈ N , is the d-fold
Cartesian product Λ := I × . . . × I of an open interval I ⊆ R, and ∂Λ
stands for the boundary of Λ. The open cube with edges of length l > 0
and centre x ∈ Rd is the set Λl(x) := {y ∈ Rd : |x − y|∞ < l/2}. Here
|x|∞ := maxj=1,... ,d |xj | denotes the maximum norm of x = (x1, . . . , xd) ∈
Rd. The Euclidean scalar product x · y :=∑dj=1 xjyj of x, y ∈ Rd induces
the Euclidean norm |x| := (x · x)1/2 of x ∈ Rd. We also write x2 := x · x.
The distance of two subsets Λ,Λ′ ⊆ Rd with respect to the Euclidean
(maximum) norm is defined as dist(∞)(Λ,Λ
′) := inf{|x−y|(∞) : x ∈ Λ, y ∈
Λ′}.
Given a Borel subset Λ ⊆ Rd we denote its volume with respect
to the d-dimensional Lebesgue measure as |Λ| := ∫
Λ
ddx. The Banach
space Lp(Λ) consists of the Borel measurable complex-valued functions
ϕ : Rd → C which are identified if their values differ only on a set of
Lebesgue measure zero and possess a finite norm
‖ϕ‖p;Λ :=


(∫
Λ
ddx |ϕ(x)|p
)1/p
if p <∞ ,
ess sup
x∈Λ
|ϕ(x)| if p =∞ .
(2.1)
We use the abbreviation ‖ϕ‖p := ‖ϕ‖p;Λ if there is no ambiguity. For
ϕ ∈ L2(Λ) we also use the notation ‖ϕ‖ := ‖ϕ‖2 and recall that L2(Λ)
becomes a separable Hilbert space when equipped with the scalar product
〈ϕ, ψ〉 :=
∫
Λ
ddx
(
ϕ(x)
)∗
ψ(x) . (2.2)
Here the star denotes complex conjugation. We write ϕ ∈ Lploc(Rd), if
ϕ ∈ Lp(Λ) for all Λ ⊂ Rd with finite volume. Finally, Cn(Rd) stands for
the vector space of functions ϕ : Rd → C which are n times continuously
Spectral Localization by Gaussian Random Potentials 7
differentiable and C∞0 (Rd) for the vector space of functions ϕ : Rd → C
which are arbitrarily often differentiable and have compact support.
The norm of a bounded operator A : L2(Λ) → L2(Λ) is defined as
‖A‖ := sup{‖Aϕ‖ : ϕ ∈ L2(Λ), ‖ϕ‖ = 1}. The d-dimensional gradient
or nabla operator ∇ := (∂/∂x1, . . . , ∂/∂xd) gives rise to the self-adjoint
negative Laplacian −∆ : D(−∆) ∋ ϕ 7→ −∇2ϕ with domain D(−∆) :={
ϕ ∈ L2(Rd) : ϕ, (∇ϕ)1, . . . , (∇ϕ)d are absolutely continuous on Rd and
∇2ϕ ∈ L2(Rd)}. Given a bounded open cube Λ ⊂ Rd, the self-adjoint
negative Dirichlet Laplacian is the operator −∆Λ : D(−∆Λ) ∋ ϕ 7→ −∇2ϕ
with domainD(−∆Λ) :=
{
ϕ ∈ L2(Λ) : ϕ, (∇ϕ)1, . . . , (∇ϕ)d are absolutely
continuous on Λ, ∇2ϕ ∈ L2(Λ) and ϕ(x) = 0 for all x ∈ ∂Λ}.
Definition 2.1. A random potential V on Rd is an Rd-homogeneous
random field V : Ω×Rd → R, (ω, x) 7→ V (ω)(x), on a complete probability
space (Ω,A,P) which is jointly measurable with respect to the product
of the sigma-algebra A of event sets in Ω and the sigma-algebra B d of
Borel sets in Rd. Moreover, defining the constants p(d) := 2 for d ≤ 3,
respectively p(d) > d/2 for d ≥ 4, we assume the existence of two reals
p1 > p(d) and p2 > p1d/[2(p1 − p(d))] such that
E
{‖V ‖p2p1;Λ1(0)} <∞ . (2.3)
Here, E{·} := ∫
Ω
dP(ω) (·) is the expectation associated with the proba-
bility measure P.
For later purpose we recall from [D] the following
Definition 2.2. Given a random potential V on Rd and a Borel sub-
set Λ ⊂ Rd, let the local sigma-algebra AV (Λ) be the sub-sigma-algebra
of events generated by the set of random variables {V (·)(x) : x ∈ Λ}. The
strong mixing coefficient of V is defined by
αV (L,G) := sup
{
κV (Λ,Λ
′) : Λ,Λ′ ⊂ Rd; dist∞(Λ,Λ′) ≥ L;
|Λ|, |Λ′| ≤ G}, (2.4)
where L,G > 0 and κV (Λ,Λ
′) := sup
{|P(A ∩ A′) − P(A)P(A′)| : A ∈
AV (Λ), A ∈ AV (Λ′)
} ≤ 1/4 measures the stochastic dependence of the
restrictions of V to Λ and Λ′, respectively.
Now we give the precise definition of random Schro¨dinger operators
of type (1.1) and collect some of their basic properties in
Proposition 2.3. Let a : Rd → Rd be a non-random, continuously
differentiable vector field with vanishing divergence, ∇ · a = 0, and let V
be a random potential on Rd in the sense of Definition 2.1. Then,
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(i) given a bounded open cube Λ ⊂ Rd, the associated finite-volume
random Schro¨dinger operator with Dirichlet boundary conditions
HΛ(V
(ω)) : D(−∆Λ) ∋ ϕ 7→ 1
2
(i∇+ a)2ϕ+ V (ω)ϕ (2.5)
is self-adjoint on L2(Λ) and its spectrum is purely discrete for P-almost
all ω ∈ Ω. Therefore the finite-volume integrated density of states
N
(ω)
Λ (E) :=
{
number of eigenvalues of HΛ(V
(ω)), counting
multiplicity, which are strictly smaller than E
}
(2.6)
associated with HΛ(V
(ω)) is well-defined for P-almost all ω ∈ Ω.
(ii) the operator C∞0 (Rd) ∋ ϕ 7→ 12 (i∇+ a)2ϕ+ V (ω)ϕ is essentially
self-adjoint for P-almost all ω ∈ Ω. Its self-adjoint closure H(V (ω)) on
L2(Rd) is called (the infinite-volume) random Schro¨dinger operator.
(iii) the mappings ω 7→ HΛ(V (ω)) and ω 7→ H(V (ω)) are measurable.
The same is true for the projection-valued spectral measures of HΛ and H
associated with the pure-point, the absolutely continuous and the singular
continuous component in the Lebesgue decomposition of their spectra.
Remark 2.4. We will primarily be interested in spatially constant
magnetic-field tensors ∂aj/∂xk − ∂ak/∂xj , j, k = 1, . . . , d, and have thus
dispensed with formulating Proposition 2.3 under weaker assumptions on
the vector potential a. The interested reader may consult e.g. [HS], [BHL2]
and [HLMW]. Since the proof of Proposition 2.3 is a standard result for
a = 0 [Ki1, CL], we will mainly comment on the changes required for
a 6= 0.
Proof of Proposition 2.3. (i) Since the bound (2.3) ensures
V (ω) ∈ Lp1loc(Rd) ⊆ Lp(d)loc (Rd) for P-almost all ω ∈ Ω, it follows that for
these ω’s the operator ia · ∇+ a2/2 + V (ω) is an operator perturbation of
−∆Λ with relative operator bound zero. Self-adjointness of HΛ(V (ω)) on
D(−∆Λ) is then guaranteed by the Kato-Rellich theorem. Since operator
boundedness with bound zero implies form boundedness with bound zero,
the discreteness of the spectrum of HΛ(V
(ω)) follows from that of −∆Λ
and the min-max principle, see e.g. Sect. 7.2 in [Ki1].
(ii) It is shown in the proof of Prop. V.3.2 in [CL] that (2.3) implies
the P-almost sure existence of a decomposition V = V1 + V2 with V1 ∈
L
p(d)
unif, loc(R
d), V2 ∈ L2loc(Rd) and V2(x) ≥ −cx2 for Lebesgue-almost all
x ∈ Rd with some constant c > 0. Here we say that a measurable function
ϕ : Rd → C belongs to the space Lpunif, loc(Rd), if supy∈Rd ‖ϕ‖p;Λ1(y) <∞.
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The claim thus follows from Thm. 2.5 in [HS], since L
p(d)
unif, loc(R
d) is a subset
of both L2loc(R
d) and the Kato class over Rd, see e.g. Prop. 4.3 in [AiS].
(iii) This is a consequence of the considerations in Sect. V.1 of [CL]
and of a straightforward generalization to non-zero vector potentials a of
Prop. V.3.1 in [CL].
In the next proposition we recall some important properties of ergodic
random Schro¨dinger operators. For assertion (i) to hold, it is essential
that, as usual, the pure-point spectrum of an operator is defined as the
closure of the set of its eigenvalues.
Proposition 2.5. In addition to the requirements of Proposition 2.3
assume that the vector potential a gives rise to a constant magnetic-field
tensor and that V is ergodic with respect to translations in Rd. Then
(i) The spectrum of H(V ), as well as its components in the
Lebesgue decomposition – the pure-point spectrum, the absolutely con-
tinuous spectrum and the singular continuous spectrum – are P-almost
surely equal to non-random closed subsets of the real line R.
(ii) If, in addition, E{exp[−tV (0)]} < ∞ for all t > 0, there exists
a non-random left-continuous distribution function N on R, called the
(infinite-volume) integrated density of states, such that
N(E) = lim
Λ↑Rd
N
(ω)
Λ (E)
|Λ| . (2.7)
More precisely, there is a set Ω0 ∈ A of full probability, P(Ω0) = 1, such
that (2.7) holds for all ω ∈ Ω0 and for all E ∈ R except for the at most
countably many discontinuity points of N .
(iii) If, in addition, E{|V (0)|r} <∞ for some r ≥ r′ + 1, where r′ is
the smallest even integer with r′ > d/2, one has the representation
N(E) = ‖f‖−22 E
{
Trace
(
f ∗Θ
(
E −H(V ))f)} (2.8)
with any non-zero f ∈ L2(Rd), which, inside the trace, is to be understood
as an operator of multiplication. Moreover, Θ
(
E −H(V (ω))) denotes the
spectral projection operator of H(V (ω)) associated with the open interval
]−∞, E[. As a consequence, the set of growth points of N coincides with
the P-almost sure spectrum of H(V ).
Proof. Concerning assertion (i) we refer to Thm. 1 in [KM]. The
existence and non-randomness of the integrated density of states is shown
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in Thm. VI.1.1 in [CL] for the case a = 0 by using functional-integral
techniques for the Laplace transforms of the density-of-states measures.
Employing the appropriate Feynman-Kac-Itoˆ formula and so-called mag-
netic translations, these methods generalize in a straightforward manner
to the present setting with a constant magnetic field [BHL1, U]. Note
also that pointwise convergence of the Laplace transforms of a sequence
of measures implies pointwise convergence of the associated distribution
functions at all continuity points of the limit. Alternatively, (2.7) may
be obtained from a purely functional-analytic argument, which is outlined
in [M]. The representation (2.8) claimed in (iii) is contained in [PF] as
Thm. 5.20 and Prob. II.4 in the case a = 0; for the extension to a 6= 0
see [HLMW]. The proof of (2.8) uses the resolvent of H(V ). In contrast,
the proof of part (ii) relies on semigroup techniques. This explains the
different assumptions in (ii) and (iii). The assertion on the growth points
of N follows from (2.8).
2.2. Gaussian Random Potentials and Main Result
A random field on Rd is called Gaussian, if all its finite-dimensional
marginal distributions are Gaussians. Such a random field is completely
characterized – up to equality in distribution – by its mean function Rd ∋
x 7→ E{V (x)} and its covariance kernel Rd×Rd ∋ (x, y) 7→ E{V (x)V (y)}.
The reader is referred to [Ad, Li, Y] for detailed expositions about Gaus-
sian random fields.
Definition 2.6. A Gaussian random potential on Rd (with zero
mean) is an Rd-homogeneous Gaussian random field V : Ω × Rd → R,
(ω, x) 7→ V (ω)(x), on a complete probability space (Ω,A,P) such that
E{V } = 0 and the covariance function Rd ∋ x 7→ C(x) := E{V (x)V (0)}
is continuous at the origin where it obeys 0 < C(0) <∞.
Remark 2.7. Given a Gaussian random potential on Rd there exists
a length ℓC > 0 such that C(x) > 0 for all x ∈ ΛℓC (0) due to our continuity
requirement.
Lemma 2.8. A Gaussian random potential on Rd is a random po-
tential on Rd in the sense of Definition 2.1.
Proof. A covariance function C which is continuous at the origin,
where it satisfies C(0) <∞, is bounded and uniformly continuous on Rd
by the Bochner-Khintchine theorem. Consequently, Thm. 3.2.2 in [F] im-
plies the existence of a separable version of V which is jointly measurable
with respect to the sigma-algebra A and the Borel sigma-algebra on Rd.
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From now on it is tacitly assumed that only this version will be dealt with
when we refer to a Gaussian random potential. It remains to verify (2.3).
To this end choose an even natural number p1 > p(d) + d/2. Then there
exists p2 ∈ R such that p1 > p2 > p1d/[2(p1 − p(d))]. Jensen’s inequality,
the homogeneity of V and the explicit computation of the arising Gaussian
integral now imply
E
{‖V ‖p2p1;Λ1(0)} ≤ (E{‖V ‖p1p1;Λ1(0)})p2/p1 = (E{|V (0)|p1})p2/p1
=
(
C(0)
)p2/2 p1/2∏
k=1
(2k − 1)p2/p1 <∞ . (2.9)
Remark 2.9. Given a Gaussian random potential V , then Lemma
2.8 allows to define the associated random Schro¨dinger operators as in
Proposition 2.3. Proposition 2.5 is then applicable, too, under the addi-
tional assumptions stated there. Note also that the additional require-
ments in parts (ii) and (iii) of Proposition 2.5 are fulfilled because of
E{exp[−tV (0)]} = exp{t2C(0)/2} <∞ for all t ∈ R.
Before we formulate a spectral-localization theorem for Schro¨dinger
operators with Gaussian random potentials, it is convenient to define a
couple of properties which a Gaussian random potential on Rd may have
or not.
(P) Its covariance function C is non-negative.
(H) C is locally Ho¨lder continuous at the origin with some Ho¨lder
exponent 0 < β ≤ 1, that is, C(0) − C(x) ≤ b |x|β∞ for all x in
some neighbourhood of the origin and some constant b > 0.
(R) C admits the representation
C(x) =
∫
Rd
ddy γ(x+ y)γ(y) , (2.10)
where γ is a non-negative function on Rd which satisfies the
inequality γ(x) ≤ γ0(1 + |x|)−ζ for all x ∈ Rd with some con-
stants γ0 > 0 and ζ > 13 d/2 + 1. Moreover, it is assumed
to be uniformly Ho¨lder continuous with some Ho¨lder exponent
0 < α ≤ 1, that is, |γ(x + y) − γ(x)| ≤ a |y|α∞ for all x ∈ Rd,
all y in some neighbourhood of the origin and some constant
a > 0.
(D) C decays (at least) algebraically at infinity, |C(x)| ≤ C0(1 +
|x|)−z for all x ∈ Rd with some constants 0 < C0 < ∞ and
z > 4d+ 3/2.
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(E) V is ergodic.
(M) There are constants K0 ≥ 2 integer, A > 0, 1 < ν < 1 + (8d)−1
and δ > 4(d − 1)(ν − 1)/(2 − ν) such that the strong-mixing
coefficient (2.4) of V satisfies the inequality
αV
(
lν/4, (K0 − 1)ld
) ≤ A(1 + l)−δ (2.11)
for all lengths l > 0.
Remarks 2.10. (i) The Ho¨lder continuity property (H) implies
the P-almost sure continuity, and hence local boundedness, of the realiza-
tions of V , see Section 5.1.
(ii) The existence of the representation (2.10) in itself with some
γ ∈ L2(Rd) is equivalent to the requirement that C is the Fourier transform
of a non-negative integrable function on Rd. This is in fact a rather
weak requirement which is sometimes referred to as the Wiener-Khintchine
criterion.
(iii) If C had a representation (2.10) with γ obeying
∫
Rd
ddx γ(x) =
0, then the Gaussian random potential could be constructed from a se-
quence of Poissonian random potentials in a suitably combined limit of in-
finite concentration of impurities and zero coupling of the single-impurity
potential. Within this interpretation γ would appear as the scaled impu-
rity potential of the Poissonian random potential.
(iv) Property (D) implies property (E), because according to Exam-
ple 1.15(c) in [PF] the decay of C at infinity implies even mixing.
(v) Property (R) implies properties (P), (H) and (D). If, in addition,
γ has compact support, then property (M) is implied, too. Indeed, for
Gaussian random potentials V the local sigma-algebrasAV (Λ) andAV (Λ′)
are independent, if dist∞(Λ,Λ
′) > L with L such that the support of C
obeys suppC ⊂ Λ2L(0).
(vi) Property (M) implies that the random potential V is strongly
mixing. More precisely, limL→∞ L
µαV (L,G) = 0 for all G > 0 and all
µ < δ/ν. The strong-mixing property is considerably stronger [D] than
the usually required ergodicity (E). We do not know however whether prop-
erties (M) and (D) are related to each other. In one dimension, strongly
mixing random fields are completely non-deterministic (in other words:
regular), see e.g. [Gri] or p. 21 in [D]. Whereas for one dimension there
is a well-developed theory [IR] characterizing the covariance functions of
strongly mixing Gaussian random potentials, this seems to be an open
problem for higher dimensions. However, more is known in the discrete
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case, that is, for random fields on the d-dimensional simple cubic lattice
Zd, see e.g. Sect. 2.1 in [D].
Examples 2.11. (i) The Gaussian random potential on R char-
acterized by the exponential covariance C(x) = C(0) exp{−|x|/ξ}, ξ > 0,
has the properties (P), (H), (D) and (M). While the first three are obvious,
the last one follows from Thm. 6 in Chap. VI of [IR].
(ii) The Gaussian covariance function C(x) =
C(0) exp{−x2/(2λ2)}, λ > 0, has the property (R) for arbitrary di-
mension d ≥ 1. Note that for d = 1 this example gives rise to a so-called
deterministic (in other words: singular) random field, whose realizations
are P-almost surely real-analytic functions [Bel]. Hence, property (M)
does not hold in d = 1, cf. Remark 2.10(vi). This is also meant as a
warning that even a very fast decay of C at infinity need not imply the
strong-mixing property.
Now we can state the main result of this paper.
Theorem 2.12. Let V be a Gaussian random potential on Rd with
covariance function Rd ∋ x 7→ σ2C(x), where σ > 0 and C has either
property (R) or the four properties (P), (H), (D) and (M). Let H(V ) be
the associated random Schro¨dinger operator defined on the Hilbert space
L2(Rd) as in Proposition 2.3. Then, given any σ > 0 there is a finite
energy E0 < 0 such that the spectrum of H(V ) in the half-line ]−∞, E0]
is P-almost surely only pure point. Moreover, given any finite energy
E0 < 0 there is a σ0 > 0 such that the spectrum of H(V ) in ]−∞, E0] is
P-almost surely only pure point for all σ ∈ ]0, σ0].
Remarks 2.13. (i) If the vector potential a generates a spatially
constant magnetic-field tensor, then the assumptions of Theorem 2.12 en-
sure that the components in the Lebesgue decomposition of the spectrum
of H(V ) are P-almost surely non-random sets, see Remark 2.9 and Propo-
sition 2.5(i). Moreover, the spectrum of H(V ) is P-almost surely equal to
the whole real line, as can be seen by following the steps in the proof of
Thm. 5.34(i) in [PF].
(ii) We believe that the assumption C ≥ 0 is only a technical one.
We need it for the proof of the Wegner estimate and in order to exclude
the existence of the singular continuous spectrum.
(iii) The assumptions of the theorem require a compromise between
local dependence and global independence of V , as can be inferred from
Remarks 2.10(i), (iv), (v) and (vi). From a physical point of view, both
requirements are plausible: The effective one-particle interaction potential
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should be smooth due to screening. By the same token it is expected that
impurities do not influence each other over large distances.
(iv) The assumptions of the theorem allow for deterministic random
potentials, cf. Example 2.11(ii). Since this is not the case for many other
localization results for multi-dimensional space, the method of proof which
we present here may also be interesting from a conceptual point of view.
(v) We are not able to prove exponential decay of the eigenfunc-
tions ψ
(ω)
n ∈ L2(Rd) associated with eigenenergies E(ω)n ∈] − ∞, E0]. If
such a result is true, it can certainly not be proven by a straightforward
modification of our approach.
(vi) It would be interesting to prove spectral localization also for
strong disorder or at positive energies, e.g. in between Landau levels. Un-
fortunately, we do not know of the appropriate initial estimates for the
multi-scale analysis.
(vii) The assertions of the theorem remain true with E0 below the
bottom of the spectrum of H(0), if H(0) is generalized to include a (suffi-
ciently well-behaved) periodic potential. For energies in the spectral gaps
of H(0) however, it is again the lack of appropriate initial estimates which
prevents us from proving localization.
Our proof of Theorem 2.12 relies on a multi-scale analysis which re-
quires a so-called Wegner estimate as an important ingredient. Such an
estimate bounds the mean number of eigenvalues in a given energy inter-
val of the finite-volume random Schro¨dinger operator by the length of the
interval and the volume of the cube.
2.3. Wegner Estimate for Gaussian Random Potentials
In Theorem 1 and Remark 3 (ii) of [FHLM2] a Wegner estimate is ob-
tained for Schro¨dinger operators with certain Gaussian random potentials
for the case without magnetic field. It was however already pointed out
there in the “Note added in proof” that the result continues to hold if a
suitable magnetic vector potential is included. Indeed, the two main tech-
nical steps in the proof remain valid in the presence of a (continuously
differentiable) vector potential a. The first step concerns the lowering
of the eigenvalues of HΛ(V ) in inequality (27) of [FHLM2] by Dirichlet-
Neumann bracketing and the subsequent introduction of “Neumann inter-
faces”. The second step is the application of the abstract one-parameter
spectral-averaging estimate Cor. 4.2 of [CH1]. Moreover, by applying the
diamagnetic inequality for Neumann partition functions, the Wegner con-
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stant (2.13) below, derived for the case a = 0 in [FHLM2], is seen to be
a Wegner constant also for a 6= 0. For the technical details we refer to
[HLMW]. We state the Wegner estimate as
Proposition 2.14. Let V be a Gaussian random potential on Rd
with property (P), let the associated finite-volume random Schro¨dinger
operator be defined as in Proposition 2.3 and define the length ℓC > 0
as in Remark 2.7. Then, for every energy E ∈ R there is a constant
0 < W (E) < ∞, depending on ℓC , such that for all E1, E2 ≤ E and all
bounded open cubes Λ ⊂ Rd with |Λ| ≥ ℓdC the averaged finite-volume
integrated density of states (2.6) obeys
E {|NΛ(E1)−NΛ(E2)|} ≤ |Λ| |E1 − E2|W (E) . (2.12)
Remarks 2.15. (i) The Wegner estimate (2.12) holds under
weaker assumptions on V which are stated in [FHLM2] or [HLMW]. Since
we need stronger assumptions on V in this paper in order to prove local-
ization, we contented ourselves to formulate Proposition 2.14 within the
latter setting.
(ii) The Wegner constant W (E) may be taken [FHLM2] as
W (E) =
exp{tE + t2CE/2}√
2πC(0) bE
(
2ℓ−1E + (2πt)
−1/2
)d
, (2.13)
where t > 0 is arbitrary and may be considered as a variational pa-
rameter. In (2.13) we are using the constants ℓE := inf{|E|−1/2, ℓC},
bE := inf |x|∞<ℓE/2{C(x)/C(0)} > 0 and CE := C(0)(2 − b2E). The sim-
ple (but not optimal) choice t = (2CE)
−1(−E +√E2 + 2CE/π) gives the
leading asymptotic low- and high-energy behaviour
lim
E→−∞
lnW (E)
E2
= − 1
2C(0)
, lim
E→∞
W (E)
Ed/2
=
3d e1/(2π)√
2πC(0)
. (2.14)
(iii) The Lipschitz continuity (2.12) of the averaged finite-volume
integrated density of states implies by the Chebyshev-Markov inequality
that the probability of finding the spectrum of HΛ(V ) near a given energy
E˜ is controlled by the inequality
P
{
ω : dist
(
spec
(
HΛ(V
(ω))
)
, E˜
)
< ε
}
≤ 2|Λ| εW (E) . (2.15)
It is valid for all bounded open cubes Λ ⊂ Rd with |Λ| ≥ ℓdC and for all
energies E˜ ∈ R and ε > 0 such that E˜ + ε ≤ E.
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(iv) Apart from [FHLM2], we know of [CH1, Ki2, KSS2, CHM, Z,
St], where a Wegner estimate is proven for correlated random potentials
in multi-dimensional continuous space.
Recalling Remark 2.9 and Proposition 2.5(ii) on the existence of the
integrated density of states, we conclude from the reasoning in [FHLM2]
that Proposition 2.14 has the following
Corollary 2.16. Assume that the vector potential a generates a con-
stant magnetic-field tensor and that the Gaussian random potential V has
the properties (P) and (E). Then, the integrated density of states N is ab-
solutely continuous on any bounded interval and its derivative, the density
of states, is locally bounded in the sense that
0 ≤ dN(E)
dE
≤W (E) (2.16)
for Lebesgue-almost all E ∈ R.
Remarks 2.17. (i) Of course, the assumption of a constant
magnetic-field tensor is not really necessary. Corollary 2.16 holds for all
vector potentials a which give rise to an ergodic random Schro¨dinger op-
erator H(V ).
(ii) One must not expect that (2.16) with W (E) given by (2.13)
is a sharp bound on the density of states dN/dE, since neither special
properties of the covariance function C have entered nor has the vector
potential a. Whereas we conjecture that (2.14) reflects the true asymptotic
behaviour at low energies of the density of states dN/dE, this should not
be true for the high-energy asymptotics. For example, we conjecture that
the density of states behaves like Ed/2−1 for E →∞ in the case a = 0.
3. MULTI-SCALE ANALYSIS
The heart of the localization proof given in this paper is a multi-scale
analysis in the spirit of the fundamental work [FS]. It provides prob-
abilistic bounds on the resolvents of finite-volume random Schro¨dinger
operators. The technical realization of the multi-scale analysis used here
is patterned after [DK2] and [CH1] in order to cope with a correlated ran-
dom potential and a continuous space, respectively; for the latter aspect
see also [FK]. In addition, to overcome difficulties arising from long-range
spatial correlations, we allow for different random potentials on different
length scales. The idea behind this is to replace a given long-range corre-
lated random potential V on the length scale Lk by the element Vk of a
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sequence {Vk}k∈N 0 of random potentials such that (i) {Vk} converges to
V in a suitable sense and (ii) each Vk has short-range correlations, but
its spatial extent grows with increasing k.
We do not restrict ourselves to Gaussian random potentials in this
section, but only require the setting of Proposition 2.3. The main technical
result of this section is stated as Theorem 3.14 in Subsection 3.2. In
Subsection 3.3 we perform the macroscopic limit to infinite volume.
3.1. Boxes and Geometric Resolvent Equation
A box B ⊆ Rd×R+0 is a pair (Λ, b) consisting of an open cube Λ ⊆ Rd
and the width b ≥ 0 of the frame {x ∈ Λ : dist∞(x, ∂Λ) ≤ b} of B. The
box B = (Λ, b) is said to be contained in the box B ′ = (Λ′, b′), in symbols,
B < B ′, if Λ ⊂ Λ′ and dist∞(Λ, ∂Λ′) > b′.
By definition, a (mollified) indicator function χB of a box B :=
(Λℓ(y), b) ⊂ Rd × R+0 has the properties
(i) 0 ≤ χB ≤ 1,
(ii) χB(x) =
{
1 if |x− y|∞ < ℓ/2− 2b/3 ,
0 if |x− y|∞ ≥ ℓ/2− b/3 .
Moreover, if b > 0 we infer from Uryson’s lemma in the version of Thm. 1
of Sect. 3.4 in [R] that
(iii) χB ∈ C∞0 (Rd),
(iv) there exist positive real constants κ1,κ2,κ4 > 0, which are
independent of B, such that
‖∇χB‖∞ ≤ κ1/b , (3.1)∥∥∇2χB∥∥∞ ≤ κ2/b2 , (3.2)∥∥∇2|∇χB|2∥∥∞ ≤ κ4/b4 . (3.3)
We set χ(Rd,0) := 1. For b > 0 we say that χ
∂
B is an indicator function of
the frame of the box B, if it has the properties
(i) χ∂B ∈ C∞0 (Rd),
(ii) 0 ≤ χ∂B ≤ 1,
(iii) χ∂B(x) =
{
1 if ℓ/2− 2b/3 ≤ |x− y|∞ ≤ ℓ/2− b/3 ,
0 if |x− y|∞ ≤ ℓ/2− b or |x− y|∞ ≥ ℓ/2 .
For an illustration of χB and χ
∂
B see Fig. 1. Finally, we introduce a frame
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✲
x1
✻
❞
1
ℓ
2
− b ℓ
2
− 2b
3
ℓ
2
− b
3
ℓ
2
χ∂
B(x)
χB(x)
Figure 1: Sketch of indicator functions of the box B = (Λl(0), b)
(dotted line) and of the frame of B (solid line) as a function of x1 for
xj = 0, j = 2, . . . , d.
operator ΓB as the first-order differential operator given by
ΓB :=
1
2
(∇2χB)− (i∇χB) · (i∇ + a) (3.4)
with domain D(−∆Λ) ⊂ L2(Λ). Here ∇nχB, n = 1, 2, acts as a multipli-
cation operator, and a is the vector potential, see Proposition 2.3.
Remark 3.1. Obviously, the following operator identities hold
χ∂
B∇nχB = ∇nχB , n = 1, 2 , (3.5)
ΓB = χ
∂
B ΓB = ΓB χ
∂
B on D(−∆Λ) for B = (Λ, b) . (3.6)
For the rest of this section let v ∈ Lp(d)loc (Rd) be a non-random real
scalar potential, let a : Rd → Rd be a continuously differentiable vector
potential with ∇·a = 0 and let HΛ(v) be defined as in (2.5). The constant
p(d) was defined in Definition 2.1.
Lemma 3.2. For b, b′ > 0 let B = (Λ, b) and B ′ = (Λ′, b′) be boxes
such that B < B ′. Then for all z ∈ C\R the geometric resolvent equation
(
HΛ′(v)− z
)−1χB =
χB
(
HΛ(v)− z
)−1
+
(
HΛ′(v)− z
)−1
ΓB
(
HΛ(v)− z
)−1
(3.7)
holds on L2(Λ′).
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Remark 3.3. (i) For (3.7) to make sense as an operator iden-
tity on L2(Λ′), operators which are a priori only defined on L2(Λ) are
supposed to be trivially extended to L2(Λ′) by setting them to zero on
L2(Λ′ \ Λ). This convention will be used throughout the paper without
further notice.
(ii) The proof of Lemma 3.2 follows from writing ΓB = χB
(
HΛ(v)−
z
)− (HΛ(v)− z)χB.
In what follows it will be useful to introduce the abbreviations
RB ′, B(v, z) := ΓB ′
(
HΛ′(v)− z
)−1χB (3.8)
and
WB ′, B(v, z) := ΓB ′
(
HΛ′(v)− z
)−1χ∂
B . (3.9)
We will omit the arguments v and z when this does not cause confusion.
Remarks 3.4. (i) The definitions of χ, χ∂, R and W imply for all
B < B ′ < B ′′ the relations
RB ′′,B ′ χB = RB ′′,B , (3.10)
RB ′′,B ′ χ
∂
B =WB ′′,B . (3.11)
(ii) Using the definitions of R andW , the geometric resolvent equa-
tion of Lemma 3.2 with boxes B < B ′ implies
RB ′,B(v, z) =WB ′,B(v, z)RB,(Λ,0)(v, z) . (3.12)
We finish this subsection with a lemma which estimates RB′,B in
terms of a “localized” resolvent by bounding ΓB′ . This result will only be
needed in Section 5.
Lemma 3.5. Consider two boxes B = (Λ, 0) and B′ = (Λ′, b′) with
b′ > 0, Λ ⊆ Λ′ and Λ′ bounded. Then one has
sup
η>0
‖RB′,B(v, E + i η)‖ ≤ ΦB′(E − v) sup
η>0
∥∥χ∂
B′
(
HΛ′(v)−E − i η
)−1χB∥∥
+Θ
(
b′ − dist∞(∂Λ′,Λ)
) 21/2κ1
b′
sup
η>0
∥∥(HΛ′(v)− E − i η)−1∥∥1/2 (3.13)
for Lebesgue-almost all E ∈ R. Here we used Heaviside’s unit-step func-
tion Θ(t) :=
{
1 if t > 0
0 if t ≤ 0 and introduced the functional
ΦB′(f) :=
1
b′2
(
κ2
2
+
√
κ4
2
+ 2 (b′κ1)2 ‖max{0, f}‖∞;Λ′
)
, (3.14)
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which is defined for real-valued functions f ∈ L∞(Λ′). If f /∈ L∞(Λ′), we
set ΦB′(f) :=∞.
The proof of Lemma 3.5 relies on a partial-integration result for the
scalar product (2.2) on L2(Λ). It is an extension to non-zero vector po-
tentials a of Eq. (2.7) in [CFKS] and replaces the wrong equality at the
bottom of p. 175 in [CH1].
Lemma 3.6. Let Λ be a bounded open subset of Rd, let ψ ∈
D(−∆Λ), let φ ∈ C2(Rd) real and let a : Rd → Rd be continuously
differentiable with ∇ · a = 0, then
〈φ, |(i∇+ a)ψ|2〉 = 1
2
〈∇2φ, |ψ|2〉+ Re{〈ψφ, (i∇+ a)2ψ〉} . (3.15)
Proof. Using |∇ψ|2 = (1/2)∇2|ψ|2 − Re{ψ∗∇2ψ}, we rewrite the
left-hand side of (3.15) as〈
φ,
(
(1/2)∇2|ψ|2 + Re{ψ∗(i∇)2ψ}+ a2|ψ|2 + 2Re{(i∇ψ) · aψ∗}
)〉
.
(3.16)
The first term on the right-hand side of (3.15) follows from a double partial
integration and the rest from the reality of φ and the gauge condition
∇ · a = 0.
Proof of Lemma 3.5. We infer from the definition (3.4) of ΓB′ and
(3.2) that
∥∥ΓB′ψ∥∥ ≤ κ2
2b′2
∥∥χ∂
B′ψ
∥∥+ ∥∥(∇χB′) · (i∇+ a)ψ∥∥ . (3.17)
When applied to ψ =
(
HΛ′(v) − E − iη
)−1χB g, where g ∈ L2(Λ′) with
‖g‖ = 1, Eq. (3.17) yields the claim of the lemma, provided the second
term on the right-hand side of (3.17) is shown to be appropriately bounded
in terms of
∥∥χ∂
B′ψ
∥∥. To do so we estimate
∥∥(∇χB′) · (i∇+ a)ψ∥∥2 ≤ ∥∥ |∇χB′ | |(i∇+ a)ψ| ∥∥2
= 〈|∇χB′ |2, |(i∇+ a)ψ|2〉 . (3.18)
Since D(HΛ′(v)) = D(−∆Λ′), we can apply Lemma 3.6 to the scalar prod-
uct. Together with
(i∇+ a)2ψ = 2χB g + 2(E + iη − v)ψ (3.19)
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this gives∥∥(∇χB′) · (i∇+ a)ψ∥∥2
≤ 1
2
〈∇2|∇χB′ |2, |ψ|2〉+ 2Re
{〈
ψ|∇χB′ |2,
(
χB g + (E + iη − v)ψ
)〉}
≤
(
κ4
2b′4
+
2κ21
b′2
‖max{0, E − v}‖∞;Λ′
) ∥∥χ∂
B′ψ
∥∥2
+Θ
(
b′ − dist∞(∂Λ′,Λ)
) 2κ21
b′2
‖ψ‖ . (3.20)
To derive the first line of the last inequality, we refer to (3.5), (3.3) and
(3.1). The second line follows from the Schwarz inequality, (3.1) and
‖g‖ = 1. Thus, the claim is obtained by inserting (3.20) into (3.17) and
by observing
√
α2 + β2 ≤ α + β for α, β ≥ 0.
3.2. Estimating Resolvents on Multiple Length Scales by Induction
Throughout this subsection we will consider a fixed real number ν > 1
and a fixed natural number N > 4. Given a length L > 22ν/(ν−1)N and a
point x ∈ Rd, we define a family of N + 1 nested boxes
BLn (x) :=


(
ΛL/(4N)(x), 0
)
if n = 0 ,(
ΛnL/N(x),
(L/N)1/ν
4N
)
if 1 ≤ n ≤ N − 1 ,(
ΛL(x), L/(4N)
)
if n = N ,
(3.21)
see Fig. 2.
Definition 3.7. Let E ∈ R and r > 0. The potential v is said to
be (r, E, L, x)-regular, if
sup
η>0
∥∥RBLN (x),BL0 (x)(v, E + iη)∥∥ ≤ L−r . (3.22)
Now we come to the deterministic part of the recursion clause of the
multi-scale analysis. The aim is to infer the (r, E, L, x)-regularity of a suit-
able potential v′ from the (r, E, ℓ, y)-regularity of v on the smaller length
ℓ := (L/N)1/ν for suitable y ∈ Rd. To this end, choose a natural number
2 ≤ S ≤ N − 1, a sequence {ns}s=1,... ,S of natural numbers with 1 ≤
n1 < . . . < nS ≤ N − 1, and apply (3.10) and (3.12) to get RBLN (x),BL0 (x) =
WBLN (x),BLn1 (x)
RBLn1 (x),B
L
0 (x)
, where the pair of arguments (v, E+iη) has been
suppressed in the three operators. Using (3.11) and (3.12) we derive the
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Figure 2: Sketch for d = 2 of the boxes defined in (3.21).
relationWBLN (x),BLns (x) = WBLN (x),BLns+1(x)
WBLns+1(x),BLns (x)
for s = 1, . . . , S−1
which, upon iteration with respect to s, leads to
RBLN (x),BL0 (x) =WBLN (x),BLnS (x)
· . . . · WBLn2 (x),BLn1 (x)RBLn1 (x),BL0 (x) (3.23)
for the given pair (v, E + iη). For each 1 ≤ n ≤ N − 1 we “tile” – as
indicated in Figure 3 – the frame of BLn (x) with a total number
τLn ≤ 2d
(
4nL(N/L)1/ν + 1
)d−1
(3.24)
of boxes Bℓ0(y), whose centres y define the set T
L
n (x), that is, suppχ
∂
BLn (x)
⊆⋃
y∈TLn (x)
Λℓ/(4N)(y). Hence, χ
∂
BLn (x)
≤ ∑y∈TLn (x) χBℓN (y)χBℓ0(y) and one de-
duces for n < n′ ≤ N with the help of Remarks 3.4∥∥WBL
n′
(x),BLn (x)
∥∥ ≤ ∑
y∈TLn (x)
∥∥RBL
n′
(x),BℓN (y)
χ
Bℓ0(y)
∥∥
≤
∑
y∈TLn (x)
∥∥WBL
n′
(x),BℓN (y)
∥∥∥∥RBℓN (y),Bℓ0(y)∥∥ . (3.25)
This motivates the following two definitions.
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Figure 3: Sketch of the geometric situation on the frame of BLn (x) for
1 ≤ n ≤ N − 1 and d = 2. The points marked by ⋆ make up the set
TLn (x) and are the centres of the “tiling” of the frame of B
L
n (x). For
one y ∈ TLn (x) the boxes Bℓ0(y) and BℓN (y) are sketched.
Definition 3.8. Let w ≥ 0. The potential v is said to be
(w,E, L, x)-non-resonant, if
max
1≤n≤N−1
sup
η>0
∥∥RBLn (x),BL0 (x)(v, E + iη)∥∥ ≤ Lw (3.26a)
and
max
1≤n<n′≤N
max
y∈TLn (x)
sup
η>0
∥∥WBL
n′
(x),BℓN (y)
(v, E + iη)
∥∥ ≤ Lw , (3.26b)
where ℓ := (L/N)1/ν .
Definition 3.9. The potential v is said to be (r, E, L, S, x)-frame-
regular, if there exist S natural numbers 1 ≤ n1 < . . . < nS ≤ N − 1 such
that v is (r, E, ℓ, y)-regular for all y ∈ TLns(x) and all 1 ≤ s ≤ S, where
ℓ := (L/N)1/ν .
Up to this point we were only concerned with a single potential v.
In order to allow for another potential v′, which is supposed to have the
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same properties as v, we use the first resolvent equation
RBLN (x),BL0 (x)(v
′, z) = RBLN (x),BL0 (x)(v, z) +D
L
x (v
′, v, z) , (3.27)
where Im z 6= 0 and DLx is defined in
Definition 3.10. The potential v is said to be an (r, E, L, x)-
approximation of the potential v′ if
sup
η>0
∥∥DLx (v′, v, E + iη)∥∥ ≤ L−r2 . (3.28)
where
DLx (v
′, v, z) := RBLN (x),(ΛL(x),0)(v, z)
(
v − v′) (HΛL(x)(v′)− z)−1 χBL0 (x) .
(3.29)
Combining (3.27) with (3.23) – (3.25) we summarize the deterministic
part of the recursion clause of the multi-scale analysis in
Lemma 3.11 (Deterministic Part). Let (S − ν)r > νw(S + 1) +
(d−1)(ν−1)S and assume L to be sufficiently large. If v is (r, E, L, S, x)-
frame-regular, (w,E, L, x)-non-resonant and an (r, E, L, x)-approximation
of v′, then v′ is (r, E, L, x)-regular.
Next we come to the probabilistic part of the recursion clause of the
multi-scale analysis. For this purpose let V˜ be a random potential on Rd
in the sense of Definition 2.1. In order to allow for spatially correlated
random potentials it is necessary to control the probability for the joint
occurrence of spatially separated events. More precisely, we have to ensure
that this probability decreases sufficiently fast with increasing separation.
Definition 3.12. Let K ≥ 2 integer and ̺, ϑ > 0. A random po-
tential V˜ is said to be (K,L, ̺, ϑ)-independent, if
P
(
K⋂
k=1
Ak
)
≤ (L/N)−Kϑ̺/ν (3.30)
for all local events Ak ∈ AV˜ (Λk), k = 1, . . . , K, which satisfy P(Ak) ≤
(L/N)−̺/ν , and all Borel sets Λk ⊂ Rd subject to |Λk| ≤ (L/N)d/ν and
dist∞(Λk,Λk′) ≥ L/(4N) , for k 6= k′ . (3.31)
The sub-sigma-algebra AV˜ (Λk) was defined in Definition 2.2.
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Lemma 3.13 (Probabilistic Part). Let 2 ≤ S ≤ N − 2 and let(
(N−S)ϑ−ν)̺ > (ν−1)(d−1)(N−S). Assume L to be sufficiently large
such that, among others, ℓ := (L/N)1/ν ≥ 41/(ν−1). If V˜ is (N−S, L, ̺, ϑ)-
independent and
P
{
ω : V˜ (ω) is (r, E, ℓ, x)-regular
} ≥ 1− ℓ−̺ (3.32)
for all x ∈ Rd, then
P
{
ω : V˜ (ω) is (r, E, L, S, x)-frame-regular
} ≥ 1− L−̺/2 (3.33)
for all x ∈ Rd.
Proof. We will estimate from above the probability for the event
that V˜ is not (r, E, L, S, x)-frame-regular. Introducing the event
A(y) := {ω : V˜ (ω) is not (r, E, ℓ, y)-regular } ∈ AV˜ (Λl(y)) , (3.34)
one gets from elementary set-theoretic algebra
P
{
ω : V˜ (ω) is not (r, E, L, S, x)-frame-regular
}
≤
∑
1≤n1<...<nN−S≤N−1
P
(
N−S⋂
k=1
( ⋃
yk∈ T
L
nk
A(yk)
))
≤
∑
1≤n1<...<nN−S≤N−1
∑
y1∈ TLn1
. . .
∑
yN−S∈ TLnN−S
P
(
N−S⋂
k=1
A(yk)
)
.(3.35)
By assumption one has P
(
A(yk)
) ≤ ℓ−̺, |Λℓ(yk)| = ℓd and
dist∞
(
Λℓ(yk),Λℓ(yk′)
)
≥ L/(2N) − ℓ ≥ L/(4N) for k 6= k′. Thus, the
(N − S, L, ̺, ϑ)-independence of V˜ implies
P
(
N−S⋂
k=1
A(yk)
)
≤ (L/N)−(N−S)̺ϑ/ν . (3.36)
With the help of this inequality and (3.24) one gets an (n1, . . . , nN−S)-
independent upper bound for the sums over y1, . . . , yNS in the last line of
(3.35). The remaining multiple sum gives a binomial coefficient. Hence
P
{
ω : V˜ (ω) is not (r, E, L, S, x)-frame-regular
}
≤
(
N − 1
N − S
)
(2d)N−S
[
4(N − 1)L
(
N
L
)1/ν
+ 1
](d−1)(N−S)(
N
L
)(N−S)̺ϑ/ν
≤ L−̺/2 , (3.37)
if L is sufficiently large.
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BL0 (x)
❈
❈
❈
❈❈❲
BL1 (x)
✁✕
BL2 (x)
✁✕
BL3 (x)
✁☛
BL4 (x)
✁☛
Bℓ0(y1)
❈
❈
❈❈❲
Bℓ4(y1)
✄
✄✎
Bℓ4(y3)
✄
✄✎
Figure 4: Sketch of the geometric situation considered in Theorem
3.14 for d = 2, N = 4 and S = 2. The points y1 and y3 are elements
of the sets TL
1
(x), respectively TL
3
(x).
The main technical result of this paper, Theorem 3.14 below, is a
multi-scale analysis for truly continuum correlated random potentials.
More precisely, it involves a sequence {Vk}k∈N 0 of random potentials which
converges suitably to a random potential V .
Theorem 3.14. Let V and Vk, k ∈ N 0, be random potentials on
Rd in the sense of Definition 2.1. Assume that the underlying probability
space is the same for all these random potentials and that the assumptions
of Proposition 2.3 hold. LetN ≥ 4 and 2 ≤ S ≤ N−2 be natural numbers,
let ϑ, ν, ̺, r, w, L0 be positive constants such that ν > 1, L
ν−1
0 ≥ 4 and
let {Ik}k∈N 0 be a sequence of Lebesgue measurable sets such that Ik ⊆
I0 ⊆ R for all k ∈ N 0. Define a sequence of lengths {Lk}k∈N 0 through
Lk := N
νk−1
ν−1 Lν
k
0 , that is,
Lk+1 = NL
ν
k (3.38)
and assume that the following five conditions hold for all k ∈ N 0:
(i) (S − ν)r > (ν − 1)(d− 1)S + νw(S + 1).
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(ii)
(
(N − S)ϑ− ν)̺ > (ν − 1)(d− 1)(N − S).
(iii) Vk is (N − S, Lk, ̺, ϑ)-independent.
(iv) For all E ∈ I0, for all x ∈ Rd and for both U (ω) = V (ω)k+1 and
U (ω) = V (ω) one has
P
{
ω : V
(ω)
k is (w,E, Lk, x)-non-resonant and
an (r, E, Lk, x)-approximation of U
(ω)
} ≥ 1− L−̺k /2 .
(v) For all E ∈ Ik and for all x ∈ Rd one has
P
{
ω : V
(ω)
k is (r, E, Lk, x)-regular
} ≥ 1− L−̺k .
Then there is a k0 ∈ N such that for all k > k0, for all E ∈ Ik0 and for all
x ∈ Rd one has
P
{
ω : V (ω) is (r, E, Lk, x)-regular
} ≥ 1− L−̺k . (3.39)
Remark 3.15. The subsequent proof shows that (3.39) also holds
with V (ω) replaced by V
(ω)
k . In either case one should notice that for all
k > k0 Eq. (3.39) holds for all energies E in the fixed set Ik0 , whereas
the so-called Initial-Estimate Assumption (v) is only required to hold for
energies in sets Ik which may become gradually smaller with increasing k.
Proof of Theorem 3.14. Theorem 3.14 is proven by induction on k.
Pick k0 ∈ N such that L := Lk0+1 is large enough as required for the
applicability of Lemmas 3.11 and 3.13. Let U (ω) stand for either V (ω) or
V
(ω)
k0+1
. Due to Assumption (i) we can apply Lemma 3.11 with v = V
(ω)
k0
and v′ = U (ω). For given E ∈ R and given x ∈ Rd this yields
P
{
ω : U (ω) is (r, E, Lk0+1, x)-regular
}
≥ −1 + P{ω : V (ω)k0 is (r, E, Lk0+1, S, x)-frame-regular }
+ P
{
ω : V
(ω)
k0
is (w,E, Lk0+1, x)-non-resonant and
an (r, E, Lk0+1, x)-approximation of U
(ω)
}
. (3.40)
Thanks to Assumptions (ii), (iii) and (v) we thus conclude from
Lemma 3.13 and (iv) that for all E ∈ Ik0 and all x ∈ Rd
P
{
ω : U (ω) is (r, E, Lk0+1, x)-regular
} ≥ 1− L−̺k0+1 . (3.41)
Choosing U (ω) = V (ω) in (3.41), we obtain (3.39) for k = k0+1. Choosing
U (ω) = V
(ω)
k0+1
in (3.41), we get for all E ∈ Ik0 the substitute for (v) on
the length scale Lk0+1 which allows one to repeat the above procedure
inductively.
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3.3. Macroscopic Limit and Absence of the Absolutely Continuous
Spectrum
Starting from the multi-scale estimates (3.39), one can try to cal-
culate a variety of quantities, describing dynamical localization prop-
erties, e.g. conductivities in the sense of Kubo or diffusion exponents
[FS, MH, GB, AG, BFM, DS]. Here we shall concentrate on spectral
properties. The assertion of the following theorem for the infinite-volume
random Schro¨dinger operator H(V ) allows one to exclude the absolutely
continuous spectrum for the energies under consideration and also serves
as a starting point for the exclusion of the singular continuous spectrum
with the help of the methods of Theorem 4.1.
Theorem 3.16. Assume the situation of Proposition 2.3. Fix N ∈
N, a Lebesgue measurable set I ⊆ R, L0 > 1, ν > 1 and set Lk :=
N
νk−1
ν−1 Lν
k
0 for k ∈ N. Assume further that
P
{
ω : V (ω) is (r, E, Lk, 0)-regular
} ≥ 1− L−̺k (3.42)
and
P
{
ω : dist
(
spec
(
HΛLk (V
(ω))
)
, E
)
≤ L−mk
}
≤ L−µk W˜ (3.43)
holds for all k ∈ N and all E ∈ I with suitable constants r, ̺,m, µ, W˜ > 0,
obeying r > 4mν. Then, for all functions ϕ ∈ L2(Rd) obeying |ϕ(x)| ≤
ϕ0(1+ |x|)−β for Lebesgue-almost all x ∈ Rd with some constants ϕ0 <∞
and β > 2mν2, the inequality
sup
η>0
∥∥(H(V (ω))−E − iη)−1ϕ∥∥ <∞ (3.44)
holds for Lebesgue ⊗ P-almost all pairs (E, ω) ∈ I × Ω.
Proof. We show that the theorem is a special case of Corollary 2.2
in [CH1]. The inequalities r > 4mν and β > 2mν2 imply the existence
of r′ < r with 4mν < r′ < 2 β/ν. Then estimate (3.42) still holds
when r is replaced by r′. Now we choose the quantities lk, εk, f of [CH1]
according to lk = Lk, εk = L
−r′/2
k−1 , f(t) = N
−mt2mν/r
′
. The sequences lk,
resp. εk, are monotone increasing, resp. decreasing with limk→∞ εk = 0.
Since r′ > 4mν one has 1/f ∈ L2loc(R). The sequences L−µk , L−̺k and
ε−1k+1l
−β
k−1 are summable because µ, ̺ > 0 and β > r
′ν/2. Hence, all the
assumptions of Corollary 2.2 in [CH1] are satisfied such that (3.44) follows
P-almost surely for all E ∈ I. Since the resolvent of H(V (ω)) is jointly
measurable in E and ω, the subset of pairs (E, ω) ∈ I×Ω for which (3.44)
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holds is measurable with respect to the product-sigma-algebra and has
full Lebesgue ⊗ P-measure by Fubini’s theorem.
Corollary 3.17. Under the assumptions of Theorem 3.16 the ran-
dom Schro¨dinger operator H(V ) has P-almost surely no absolutely con-
tinuous spectrum in I.
Proof. Let {un}n∈N be a complete orthonormal sequence of vectors
in L2(Rd) and suppose that |un(x)| ≤ un,0(1 + |x|)−β for all x ∈ Rd with
some constants un,0 < ∞ and β as in Theorem 3.16. It suffices to show
that the event {
ω : 〈un, Fac(V (ω), I)un〉 = 0 for all n ∈ N
}
(3.45)
occurs with probability one. Here, 〈·, ·〉 is the scalar product (2.2) on
L2(Rd), and Fac(V
(ω), ·) denotes the absolutely continuous component
arising in the Lebesgue decomposition of the projection-valued spectral
measure of H(V (ω)). But this follows from∫
Ω
dP(ω) 〈un, Fac(V (ω), I)un〉
=
1
π
∫
Ω
dP(ω)
(∫
I
dE lim
ηց0
Im
〈
un,
(
H(V (ω))− E − iη)−1un〉
)
=
1
π
∫
I×Ω
dE ⊗ dP(ω) lim
ηց0
(
η
∥∥(H(V (ω))− E − iη)−1un∥∥2)
= 0 , (3.46)
where we have used the Theorem of Fatou and de la Valle´e Poussin, see
e.g. Thm. A.10 in [PF], Fubini’s Theorem and (3.44).
4. PURE-POINT SPECTRUM
From the last section we know that the results of the multi-scale
analysis for energies in I ⊂ R suffice to exclude the existence of the ab-
solutely continuous spectrum of the infinite-volume random Schro¨dinger
operator H(V ) in I with probability one. In order to exclude the singu-
lar continuous spectrum as well, and hence to show that the spectrum of
H(V ) is P-almost surely only pure point in I, additional assumptions and
efforts are needed. This is accomplished by Theorem 4.1 below, which
adapts and elaborates on some results of Simon and Wolff [SW], How-
land [Ho] and Combes and Hislop [CH1] in order to be applicable to truly
continuum random potentials admitting a rather general one-parameter
decomposition.
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Theorem 4.1. Assume the situation of Proposition 2.3. Further-
more, let n > d/4 be a natural number such that
(i) E
{|V (0)|2n} =: cn <∞,
(ii) V admits a one-parameter decomposition
V (ω) = U (ω) + λ(ω)u
for P-almost all ω, where U : Ω × Rd → R is a random field
(which, in general, is not homogeneous), u ∈ Ln(Rd) ∩ L∞(Rd)
is a strictly positive function and λ : Ω→ R is a random vari-
able whose conditional probability measure relative to the sub-
sigma-algebra AU ⊆ A generated by {U(x)}x∈Rd has a density
̺ : Ω × R → R+ with respect to Lebesgue measure, which is
measurable with respect to the product sigma-algebra AU ⊗L.
Here, L is the sigma-algebra of Lebesgue measurable sets in R,
(iii) there exists I ∈ L such that for P-almost all ω ∈ Ω one can find
I0 ∈ L with I0(ω) ⊆ I and |I\I0(ω)| = 0 such that
sup
η>0
∥∥(H(V (ω))−E − iη)−1u1/2∥∥ <∞ for all E ∈ I0(ω) .
Then, the spectrum of H(V ) is P-almost surely only pure point in I.
The proof of Theorem 4.1 relies on a deterministic result about the
instability of the singular continuous spectrum under perturbations. We
quote a special case of Thm. 3.2 in [CH1] as
Proposition 4.2. Let h0 be a self-adjoint operator with domain
D(h0) ⊆ L2(Rd). For a bounded, non-negative, self-adjoint operator h1
and ξ ∈ R define h(ξ) := h0 + ξh1 on D(h0) and assume that
(i) there is J ∈ L such that h1/21 (h0 −E − iη)−1h1/21 is compact for
all η > 0 and all E ∈ J ,
(ii) there is J0 ∈ L with J0 ⊆ J and |J \J0| = 0 such that
sup
η>0
∥∥(h0 − E − iη)−1h1/21 ∥∥ <∞ for all E ∈ J0 ,
(iii) the subspace {h1/21 ψ : ψ ∈ L2(Rd)} is dense in L2(Rd).
Then, for Lebesgue-almost all ξ ∈ R the spectrum of h(ξ) is only pure
point in J with finitely degenerate eigenvalues.
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Proof of Theorem 4.1. Let us define the functionX : Ω×R → {0, 1}
by setting X(ω)(ξ) = 0, if a one-parameter decomposition of V exists in
the sense of Assumption (ii), the operator H(U (ω)) + ξu is self-adjoint
and its spectrum is pure point in I. Otherwise we set X(ω)(ξ) = 1. The
joint measurability of the random potential V implies that the random
potential
(
(ω, ξ), x
) 7→ U (ω)(x) + ξu(x) is jointly measurable with respect
to the product sigma-algebra (AU⊗L)⊗B d, where B d is the sigma-algebra
of the Borel sets in Rd. Accordingly, [KM] implies the joint measurability
of X with respect to the completion (AU ⊗L)˜ of AU ⊗L induced by the
product measure P⊗ Lebesgue. We also define the Ω-subsets
Ω1 :=
{
ω ∈ Ω : X(ω)(λ(ω)) = 0} ,
Ω0 :=
{
ω ∈ Ω :
∫
R
dξ X(ω)(λ(ω) + ξ) = 0
}
.
(4.1)
Apart from the P-null set allowed for in Assumption 4.1(ii), Ω1 is the set
of ω’s for which H(V (ω)) enjoys the property of being self-adjoint with
only pure-point spectrum in I. Hence, we know from Proposition 2.3(iii)
that Ω1 ∈ A. Analogously, up to the same P-null set, Ω0 is the set of
ω’s such that for Lebesgue-almost all ξ ∈ R the operator H(V (ω)) + ξu is
self-adjoint with only pure-point spectrum in I. The A-measurability of
Ω0 follows from the completeness of A, the joint measurability of X and
Fubini’s theorem.
We split the rest of the proof into two parts. In part a) we show that
P(Ω0) = 1 implies P(Ω1) = 1 and in part b) that the assumptions of the
theorem imply P(Ω0) = 1.
a) Suppose P(Ω0) = 1, then we have
0 = E
{∫
R
dξ X(λ+ ξ)
}
= E
{∫
R
dξ X(ξ)
}
, (4.2)
and Fubini’s theorem gives X(ω)(ξ) = 0 for almost all pairs (ω, ξ) ∈ Ω×R
with respect to the completed measure (P ⊗ Lebesgue)˜. It follows the
existence of Y : Ω×R → {0, 1} such that X ≤ Y , Y is AU⊗L-measurable
and X(ω)(ξ) = Y (ω)(ξ) for P⊗Lebesgue almost all (ω, ξ) ∈ Ω×R. Indeed,
the level set {(ω, ξ) ∈ Ω× R : X(ω)(ξ) = 0} ∈ (AU ⊗ L)˜ differs at most
by a (P⊗Lebesgue)˜-null set from a product measurable set Ξ ∈ AU ⊗L.
Now define Y (ω)(ξ) = 0 for all (ω, ξ) ∈ Ξ and Y (ω)(ξ) = 1 elsewhere. Thus,
we conclude from Fubini’s theorem that
0 = E
{∫
R
dξ ̺(ξ) Y (ξ)
}
= E
{
E
{
Y (λ) | AU
}}
= E{Y (λ)} . (4.3)
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The second equality in (4.3) follows from a slight generalization of the
“Disintegration Theorem 5.4” in [Ka] and uses the fact that the AU ⊗L-
measurable Lebesgue density ̺ provides a regular version of the condi-
tional probability measure of λ for given AU . Hence, Y (ω)(λ(ω)) = 0 for
P-almost all ω ∈ Ω. Since 0 ≤ X ≤ Y this implies P(Ω1) = 1.
b) The aim is to derive P(Ω0) = 1 from the conclusion of Proposi-
tion 4.2. To this end we have to ensure that the assumptions of Proposi-
tion 4.2 are satisfied for P-almost all ω ∈ Ω when setting h1 = u, J = I
and h0 = H(V
(ω)).
Recall that by assumption, u is a strictly positive, bounded func-
tion and that by Proposition 2.3(ii) H(V ) is P-almost surely essentially
self-adjoint on C∞0 (Rd). Obviously, Assumption 4.1(iii) is identical to As-
sumption 4.2(ii), if we also set J0 = I0(ω).
As to Assumption 4.2(iii), suppose that ϕ is in the orthogonal com-
plement H⊥ of the norm-closed subspace H := {u1/2ψ : ψ ∈ L2(Rd)}cl of
L2(Rd). Since u1/2ϕ ∈ H it follows that
0 = 〈ϕ, u1/2ϕ〉 =
∫
Rd
ddx |ϕ(x)|2(u(x))1/2 . (4.4)
But u(x) > 0 for Lebesgue-almost all x ∈ Rd implies ϕ(x) = 0 for
Lebesgue-almost all x ∈ Rd so that H⊥ = {0} and H = L2(Rd), proving
4.2(iii).
It remains to verify Assumption 4.2(i), that is, the P-almost sure
compactness of u1/2
(
H(V ) − E − iη)−1u1/2 for all η > 0 and all E ∈ I.
Because of the boundedness of u it is sufficient to show that the operator
u1/2
(
H(V (ω))− z)−1 (4.5)
is compact for z equal to some fixed z0 ∈ C \R for P-almost all ω ∈ Ω.
Note that compactness of (4.5) for some z0 implies compactness of (4.5)
for all z ∈ C \R. Hence the set of ω’s for which (4.5) is compact does not
depend on z ∈ C \R. By the second resolvent equation
u1/2
(
H(V (ω))− z0
)−1
= u1/2
(
H(0)− z0
)−1
− u1/2(H(0)− z0)−1V (ω)(H(V (ω))− z0)−1 , (4.6)
it suffices in turn to prove compactness of u1/2
(
H(0) − z0
)−1
and of
u1/2
(
H(0) − z0
)−1
V (ω) for P-almost all ω ∈ Ω. We note that the va-
lidity of the resolvent equation (4.6) itself is ensured by this compactness
and the fact that (4.6) obviously holds on the subspace
{
ψ ∈ L2(Rd) : ψ =
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(
H(V (ω))− z0
)
φ, φ ∈ C∞0 (Rd)
}
which, according to the Cor. on p. 257 in
[RS1] is dense in L2(Rd), because H(V (ω)) is essentially self-adjoint on
C∞0 (Rd).
To show this compactness put z0 = E˜ + iη with E˜ < 0, η 6= 0,
and observe the diamagnetic inequality (see e.g. [CFKS]) for the integral
kernels of the resolvents of H(0) and −∆/2∣∣(H(0)− z0)−1(x, y)∣∣ ≤ (−∆/2− E˜)−1(x, y) =: G1(x− y) , (4.7)
which are jointly continuous on {(x, y) ∈ Rd × Rd : x 6= y}. Let n > d/4
be the natural number defined in Assumption 4.1(i). Then, we have for
both j = 0 and j = 1 the inequality
E
{
Trace
{[(
u1/2(H(0)− z0)−1V j
)(
u1/2(H(0)− z0)−1V j
)†]n}}
≤ E
{∫
Rd
ddx1
∫
Rd
ddy1 . . .
∫
Rd
ddxn
∫
Rd
ddyn
(
n∏
ν=1
u(xν) |V (yν)|2j
)
×G1(x1 − y1)G1(y1 − x2) · . . . ·G1(xn − yn)G1(yn − x1)
}
≤ cjn
∫
Rd
ddr2 . . .
∫
Rd
ddrn G2(−r2)G2(r2 − r3) ·. . .·G2(rn−1 − rn)G2(rn)
×
∫
Rd
ddr1 u(r1)u(r1 + r2) · . . . · u(r1 + rn)
≤ cjn ‖u‖nn G2n(0) . (4.8)
To obtain the second inequality in (4.8) we have used the iterated Ho¨lder
inequality in order to employ Assumption 4.1(i), the convolution property
Gk+1(x− y) =
∫
Rd
ddw Gk(x− w)G1(w − y) (4.9)
for the k-times iterated integral kernel Gk(x− y) :=
(−∆/2− E˜)−k(x, y)
and the change-of-variables r1 := x1, rl := xl − x1 for l = 2, . . . , n. The
last inequality in (4.8) follows from the iterated Ho¨lder inequality and
(4.9). Since u ∈ Ln(Rd) and G2n(0) = (2π)−d
∫
Rd
ddp
(
(p2/2) − E˜)−2n,
the upper bound (4.8) is finite because of n > d/4. Hence, the operator
u1/2(H(0)− z0)−1V j is P-almost surely compact for both j = 0 and j = 1
by Prop. 6 on p. 42 in [RS2].
5. PROOF OF THE MAIN THEOREM 2.12
In this section we prove Theorem 2.12 by showing that the assump-
tions of the more general theorems of Sections 3 and 4 are fulfilled for the
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Gaussian random potentials under consideration. The main result of this
section is the following Theorem 5.1, which establishes multi-scale esti-
mates in the low-energy and weak-disorder regime. These estimates for
the finite-volume resolvents will then be transported to the infinite-volume
resolvent in Corollary 5.2 by means of Theorem 3.16. Given Corollary 5.2,
the proof of Theorem 2.12 is finally completed by an application of The-
orem 4.1.
Theorem 5.1. Let V be a Gaussian random potential on Rd with
covariance function x 7→ σ2C(x), where σ > 0 and C has either property
(R) or the three properties (P), (H) and (M). Let H(V ) be the associated
random Schro¨dinger operator as in Proposition 2.3. Then there are a
natural number N ≥ 4 and positive reals ν, ̺, r obeying
1 < ν < 1 +
1
8d
(5.1)
and
4νd < r (5.2)
such that the following two statements hold.
(i) For every σ > 0 there is 1 < L0 < ∞ and −∞ < E0 < 0 such
that
P
{
ω : V (ω) is (r, E, Lk, x)-regular
} ≥ 1− L−̺k (5.3)
for all x ∈ Rd and all E ∈ ] −∞, E0], where Lk := N
νk−1
ν−1 Lν
k
0 ,
k ∈ N.
(ii) For every E0 < 0 there is 1 < L0 < ∞ and σ0 > 0 such that
for all σ ∈ ]0, σ0] the inequality (5.3) holds for all x ∈ Rd, all
E ∈ ]−∞, E0] and all k ∈ N .
For the time being let us assume that Theorem 5.1 is valid and pro-
ceed with the proof of Theorem 2.12.
Corollary 5.2. Assume the situation of Theorem 5.1. Then, for all
functions ϕ ∈ L2(Rd) with |ϕ(x)| ≤ ϕ0(1 + |x|)−β for some constants
ϕ0 <∞ and β > 2d+ 3/4 the inequality
sup
η>0
∥∥(H(V (ω))−E − iη)−1ϕ∥∥ <∞ (5.4)
holds for Lebesgue ⊗ P-almost all pairs (E, ω) ∈ ]−∞, E0]× Ω.
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Proof. We check that the assumptions of Theorem 3.16 are fulfilled
for I :=]−∞, E0]. Obviously, (5.3) provides (3.42). Since property (R) of
a Gaussian random potential implies property (P), the requirement (3.43)
follows from the Wegner estimate in the weakened form (2.15), viz.
P
{
ω : dist
(
spec
(
HΛLk (V
(ω))
)
, E
)
≤ L−mk
}
≤ 2Ld−mk W (E0 + L−m0 )
(5.5)
for all k ∈ N and all E ∈ ] − ∞, E0]. Thanks to (5.2) there exists a
real constant m such that d < m < min{r/(4ν), d + (4ν)−2}. Hence,
µ := m− d > 0, r > 4mν and, since 2mν2 < 2d+ 3/4 according to (5.1),
we obtain the lower bound β > 2d+ 3/4 for the decay exponent β.
Proof of Theorem 2.12. We check the assumptions of Theorem 4.1
with I :=]−∞, E0]. Assumption 4.1(i) is obviously fulfilled for Gaussian
random potentials for any n ∈ N .
Concerning Assumption 4.1(ii) we introduce a one-parameter decom-
position of V by defining the function
u(x) := N−1/2
∫
Rd
ddy e−y
2/2C(x− y) (5.6)
for x ∈ Rd, N := ∫
Rd
ddx e−x
2/2
∫
Rd
ddy e−y
2/2C(x− y) being a normaliza-
tion constant, the centred Gaussian random variable
λ(ω) := N−1/2
∫
Rd
ddy e−y
2/2 V (ω)(y) (5.7)
with variance E(λ2) = 1 and the non-homogeneous Gaussian random field
U (ω)(x) := V (ω)(x)− λ(ω)u(x) . (5.8)
Due to the Gaussian nature of both λ and U , and due to E{λU(x)} = 0
for all x ∈ Rd we conclude that the random variable λ is stochastically
independent of {U(x)}x∈Rd . Hence, the conditional probability density
ξ 7→ ̺(ω)(ξ) = (2π)−1/2 exp{−ξ2/2} of λ, given {U(x)}x∈Rd, is independent
of ω and has clearly the desired measurability properties. Note that u ∈
L∞(Rd) is a strictly positive function because of Remark 2.10(v), property
(P) and C(0) > 0. Moreover, it follows from the same remark and property
(D) that
|u(x)| ≤ u0(1 + |x|)−z (5.9)
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for all x ∈ Rd, where 0 < u0 < ∞ and z > 4d + 3/2. Hence, u ∈ Ln(Rd)
for any natural number n > d/4.
Finally (5.9) ensures that u1/2 is an admissible choice for ϕ in Corol-
lary 5.2, and Assumption 4.1(iii) is seen to hold by Corollary 5.2 and
Fubini’s theorem.
It remains to prove Theorem 5.1 by checking that the assumptions
of Theorem 3.14 hold. This will be done in Subsection 5.4 below. The
first three subsections are devoted to necessary preparations concerning
the control of large fluctuations, the initial estimates and the control of
long-range correlations, respectively.
5.1. Controlling Large Fluctuations
Typical realizations of Gaussian random potentials are unbounded.
It is however possible to bound the probability that the absolute value of
the realizations in a given cube exceeds a given value . This Le´vy type of
“maximal inequality” is the content of
Lemma 5.3. Consider a Gaussian random potential V on Rd with
property (H). Then, its realizations x 7→ V (·)(x) are P-almost surely con-
tinuous functions on Rd and there exists a length 1 < ℓH <∞ such that
P
{
ω : sup
x∈Λℓ(0)
|V (ω)(x)| ≥ E
}
≤ 22(d+1) exp
{
− E
2
200C(0) ln ℓ
}
(5.10)
holds for all ℓ ≥ ℓH and all E ≥ 0. The length ℓH depends only on the
value of the Ho¨lder exponent and the size of the neighbourhood referred
to in property (H).
Proof. We deduce the lemma from Thm. 4.1.1 in [F]. When adapted
to a homogeneous random field and a cube Λℓ(0) with edges of length
ℓ > 0, this theorem implies that, if
J (ℓ) :=
∫ ∞
1
dp sup
|x|∞≤ℓ 2−p
2
√
C(0)− C(x) <∞ , (5.11)
then the realizations of V are P-almost surely continuous functions on
Λℓ(0), and the inequality
P
{
ω : sup
x∈Λℓ(0)
|V (ω)(x)| ≥ E
}
≤ 5
2
22d
∫ ∞
ξℓ(v)
dq e−q
2/2 (5.12)
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holds for all E ≥ 0 obeying
ξℓ(E) := E
[√
C(0) + (2 + 23/2)J (ℓ)
]−1
≥ √1 + 4d ln 2 . (5.13)
First, we verify that condition (5.11) is fulfilled for all ℓ > 1 as a conse-
quence of property (H). To this end we introduce θ > 0 to characterize the
size of the neighbourhood referred to in property (H) by |x|∞ ≤ θ. With-
out restriction we may assume that θ ≤ min{1, (2C(0)/b)1/β}. Hence,
property (H) implies
sup
|x|∞≤ℓ 2−p
2
(
C(0)− C(x)) ≤ b(ℓ 2−p2)β (5.14)
for all p ≥ p0 :=
√(
ln(ℓ/θ)
)
/ ln 2. By extending the lower limit of the
integration in (5.11) to zero, splitting the integral into two parts at p0 and
using |C(x)| ≤ C(0) in the first, respectively (5.14) in the second part,
one arrives at the upper bound
J (ℓ) ≤
√
2C(0)
ln(ℓ/θ)
ln 2
+
√
2bℓβ
β ln 2
∫ ∞
√
(β/2) ln(ℓ/θ)
dp e−p
2
. (5.15)
Hence, J (ℓ) is finite and Thm. 4.1.1 in [F] is applicable. In order to reduce
the right-hand side of (5.12) to the more explicit (but less sharp) bound
claimed in (5.10), we exploit∫ ∞
s
dp e−p
2 ≤
√
π
2
e−s
2
, (5.16)
for s ≥ 0, which follows from Formula 7.1.13 in [AbS]. Using this and
θβ ≤ 2C(0)/b, we continue to estimate (5.15) from above by
J (ℓ) ≤
{√
2
ln 2
(
1− ln θ
ln ℓ
)
+
√
π
β(ln 2)(ln ℓ)
}√
C(0) ln ℓ . (5.17)
The term in curly brackets in (5.17) approaches
√
2/ ln 2 for ℓ → ∞.
Thus one can find a length 1 < ℓH <∞, depending on θ and β, such that√
C(0) + (2 + 23/2)J (ℓ) ≤ 10
√
C(0) ln ℓ (5.18)
holds for all ℓ ≥ ℓH. Upon inserting this inequality and (5.16) into (5.12),
we deduce (5.10) for all E obeying the condition (5.13). For those E
not obeying (5.13), the inequality (5.10) is trivially true, because then its
right-hand side is bigger than one by (5.18).
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Remark 5.4. The bound (5.10) is very rough as can be inferred
from the exact asymptotic behaviour
lim
v→∞
1
v2
lnP
{
ω : sup
x∈Λℓ(0)
|V (ω)(x)| ≥ v
}
= − 1
2C(0)
. (5.19)
It is valid under the assumptions of Lemma 5.3 and the additional require-
ment that C(x) 6= C(0) for all x ∈ Λℓ(0) \ {0}, see e.g. Thm. 8 in Sect. 14
of [Li] or [Ber]. For more stringent, but less explicit bounds than (5.10)
the reader may consult [F, Li].
5.2. Initial Estimates
For the Gaussian model considered here, we are able to show spectral
localization for low energies or weak disorder.
Lemma 5.5 (Low Energies). Let ̺, r0 > 0, 0 < r < r0 and N ∈ N
be given and assume that the Gaussian random potential V with covari-
ance function x 7→ σ2C(x) has property (H). Then, for every given σ > 0
there is a length 0 < LH < ∞ such that for every L ≥ LH there is
−∞ < ε(L) < 0 with
P
{
ω : V (ω) is (r, E, L, x)-regular
} ≥ 1− L−̺ (5.20)
for all E ∈ ] −∞, ε(L)] and all x ∈ Rd. The length LH depends on N, r0
and on the Ho¨lder exponent and the size of the neighbourhood referred to
in property (H).
Proof. Let
Eσ(L) := σ
√
200C(0) ln(L) ln
(
22(d+1) L̺
)
(5.21)
and set ε(L) := −Eσ(L) − ∆E with some ∆E > 0 fixed, but arbitrary.
Let ω ∈ Ω such that the inequality
sup
y∈ΛL(x)
{|V (ω)(y)|} ≤ Eσ(L) (5.22)
is satisfied. Then, Lemma 3.5 and the Combes-Thomas Lemma A.1 imply
the estimate for all E ≤ ε(L)
sup
η>0
∥∥RBLN (x),BL0 (x)(V (ω), E + iη)∥∥ ≤
(
L
√
v
(ω)
0 − E
)−r
g
(
L
√
v
(ω)
0 − E
)
.
(5.23)
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Here, v
(ω)
0 := infy∈ΛL(x){V (ω)(y)} and we have defined a function g on R
by
g(z) := cN z
r+(d−3)/2
(
1 +
d2
8c˜N z
)
exp{−c˜N z} (5.24)
with suitable constants cN , c˜N < ∞ depending only on N . Observe that
there exists L0 ≡ L0(N, r0,∆E) such that g satisfies the inequality
g
(
L˜
√
∆E
) ≤ (∆E)r/2 (5.25)
for all L˜ ≥ L0 and all 0 < r < r0. Clearly, (5.25) also holds with L˜ =
L
√
(v
(ω)
0 −E)/∆E, if L ≥ L0 and E ≤ ε(L), because v(ω)0 − E ≥ ∆E
for all ω obeying (5.22). Therefore we have (r, E, L, x)-regularity of V (ω)
under this condition. But according to Lemma 5.3 the probability of the
event (5.22) is, independently of x, at least 1−L−̺ provided L ≥ ℓH. The
proof is completed by setting LH := max{ℓH, L0}.
Lemma 5.6 (Weak Disorder). Let ̺, r0 > 0, 0 < r < r0 and
N ∈ N be given and assume that the Gaussian random potential V with
covariance function x 7→ σ2C(x) has property (H). Then, for every given
energy −∞ < E0 < 0 there is a length 0 < LH < ∞ such that for every
L ≥ LH one can find σ(L) > 0 with
P
{
ω : V (ω) is (r, E, L, x)-regular
} ≥ 1− L−̺ (5.26)
for all E ∈ ] − ∞, E0], all x ∈ Rd and all σ ∈ ]0, σ(L)]. The length
LH depends on N, r0, E0 and on the Ho¨lder exponent and the size of the
neighbourhood referred to in property (H).
Proof. Given −∞ < E0 < 0 and σ > 0, set ∆E := −E0/2 and
Eσ(L) as in (5.21). As in the proof of Lemma 5.5 we infer the existence of
a finite length LH := max{ℓH, L0(N, r0,−E0/2)}, which is independent of
σ, such that the inequality (5.26) holds for all E ≤ −Eσ(L) + E0/2. The
proof is completed by requiring Eσ(L) ≤ −E0/2, that is σ ≤ σ(L) with
σ(L) := −(E0/2)
[
200C(0) ln(L) ln
(
22(d+1) L̺
)]−1/2
. (5.27)
Remarks 5.7. (i) The low-energy initial estimate, Lemma 5.5,
could have also been obtained by using the Wegner estimate (2.15) to-
gether with the decay of W (E) for E → −∞ instead of the Combes-
Thomas estimate (A.1). But this would require property (P) in addition
to property (H). In any case, we would not know how to derive the weak-
disorder initial estimate without the Combes-Thomas estimate.
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(ii) The reason why we are not able to prove a strong-disorder ini-
tial estimate is that controlling the frame operator (3.4) with Lemma 3.5
requires a control of the excursions of the random potential V to extremely
negative energies. But these unwanted events occur with increasing prob-
ability if the disorder is increased, see the exact asymptotics (5.19). A suc-
cessive application of the Wegner estimate (2.15) instead of the Combes-
Thomas estimate would not cure the situation either, because our Wegner
constant (2.13) does not vanish in the strong-disorder limit.
5.3. Controlling Long-Range Correlations
In this subsection we are concerned with Assumption (iii) of Theo-
rem 3.14, which ensures that sufficiently spatially separated events are suf-
ficiently decorrelated. We will distinguish the two different cases whether
the random potential V has property (M) or property (R).
In case of property (M) we will apply Theorem 3.14 with Vk = V for
all k ∈ N 0 in Subsection 5.4 below. For this purpose we will need
Lemma 5.8. Let V be a Gaussian random potential on Rd with
property (M) and put ϑ0 := ν/2 + (2/δ)(d− 1)(ν − 1) < 1. Then, for all
integers 2 ≤ K ≤ K0, all ϑ0 < ϑ < 1 and all ̺ > 0 obeying
(4/K)(d− 1)(ν − 1)/(2ϑ− ν) < ̺ ≤ δ/K (5.28)
there exists a finite length LM > 0 such that the random potential V is
(K,L, ̺, ϑ)-independent in the sense of Definition 3.12 for all L > LM.
The length LM depends on K, ϑ and ν.
Remark 5.9. For Lemma 5.8 to hold it is irrelevant whether V is
Gaussian or not.
Proof of Lemma 5.8. Let N ∈ N and let A, ν, K0 and δ as in prop-
erty (M). By Definition 2.2 of the strong-mixing coefficient we have for
all integers 2 ≤ K ≤ K0 and all Ak ∈ AV (Λk), k = 1, . . . , K, with
|Λk| ≤ (L/N)d/ν and dist∞(Λk,Λk′) ≥ L/(4N) for k 6= k′ that
P
(
K⋂
k=1
Ak
)
≤ P(A1) P
(
K⋂
k=2
Ak
)
+ αV
(
L/(4N), (K − 1)(L/N)d/ν
)
.
(5.29)
Iterating this inequality and using P(Ak) ≤ (L/N)−̺/ν , where ̺ > 0 as
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required in Definition 3.12, we obtain
P
(
K⋂
k=1
Ak
)
≤ (L/N)−K̺/ν
+ αV
(
L/(4N), (K − 1)(L/N)d/ν
)K−2∑
k=0
(L/N)−k̺/ν . (5.30)
The k-sum is bounded from above by K − 1 for L ≥ N and property (M)
yields for all ̺ ≤ δ/K
P
(
K⋂
k=1
Ak
)
≤ [1 + (K − 1)A] (L/N)−K̺/ν . (5.31)
Since δ > 4(d − 1)(ν − 1)/(2 − ν), inequality (5.28) is satisfied for all
ϑ0 < ϑ < 1 and (3.30) of Definition 3.12 holds for all L > LM := N [1 +
(K − 1)A]ν/[K̺(1−ϑ)].
In case of property (R) we now construct a sequence {Vk}k∈N 0 of
Gaussian random potentials such that Vk satisfies Assumption (iii) of The-
orem 3.14 on length scale Lk and converges suitably to V .
Lemma 5.10. For N ≥ 4 integer and a monotone increasing se-
quence {Lk}k∈N 0 of length scales with L0 > 8N and limk→∞Lk = ∞
define the box Bk :=
(
ΛLk/(4N)(0), 1
)
and set B∞ := (R
d, 0). Let V be
a Gaussian random potential on Rd with property (R). Then there exist
Gaussian random potentials Vk : Ω × Rd → R, (ω, x) 7→ V (ω)k (x), with
covariance functions
x 7→ Ck(x) := E{Vk(x)Vk(0)} :=
∫
Rd
ddy γk(y) γk(x+ y) , (5.32)
where γk := γχBk , such that for all k ∈ N 0
(i) 0 < C0(0) ≤ Ck(0) ≤ Ck′(0) ≤ C(0) for all k′ ≥ k,
(ii) Vk has property (H) uniformly in k with the same Ho¨lder expo-
nent and the same neighbourhood as V ,
(iii) Vk is (K,Lk, ̺, ϑ)-independent in the sense of Definition 3.12
for all K ≥ 2 integer, ̺ > 0 and 0 < ϑ ≤ 1,
(iv)
P
{
ω : sup
x∈ΛL(0)
|V (ω)k (x)− V (ω)k′ (x)| ≥ E
}
≤ 22(d+1) exp
{
− E
2L2ζ−dk
γ˜ lnL
}
(5.33)
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for all k ≤ k′ ≤ ∞, all E ≥ 0 and all L ≥ L˜. Here we have
set V∞ := V , and γ˜ and L˜ are some strictly positive constants
which are independent of k and k′.
Remark 5.11. It follows from (5.38) below that Vk(x) converges for
all x ∈ Rd to V (x) in P-mean-square sense. Moreover, assertion (iv) of the
lemma implies that Vk converges also uniformly in x on bounded cubes to
V in probability.
Proof of Lemma 5.10. We denote the Fourier (-Plancherel) trans-
form of f ∈ L2(Rd) by fˆ : Rd ∋ q 7→ fˆ(q) := (2π)−d/2 ∫
Rd
ddx e−iq·x f(x).
The matrix-valued function Rd ∋ x 7→ D(x) with matrix elements
Dk,k′(x) :=
∫
Rd
ddq eiq·x |γˆk(q)||γˆk′(q)| , k, k′ ∈ N 0 ∪ {∞} , (5.34)
is continuous in x due to |γˆk||γˆk′| ∈ L1(Rd), which follows from γk ∈
L2(Rd) and thus γˆk ∈ L2(Rd). Each Dk,k′ is a real-valued and even func-
tion in x, because |γˆk(q)|2 = γˆk(q)γˆk(−q). Moreover, since each Dk,k′ has a
non-negative Fourier transform which factorizes in k and k′, the Bochner-
Khintchine theorem implies that x 7→ D(x) is a matrix-valued covariance
function. Therefore – see e.g. Thm. 4.2 in [Li] or Appendix A.4 to Part I
of [GJ] –, there exists a sequence {Vk}k∈N 0∪{∞} of jointly Gaussian ho-
mogeneous random fields on some complete probability space (Ω′,A′,P ′)
with zero mean and covariance E{Vk(x)Vk′(0)} = Dk,k′(x). Without loss of
generality we assume that the original probability space (Ω,A,P) under-
lying V coincides with (Ω′,A′,P ′). The same arguments as in the proof of
Lemma 2.8 show that each Vk has a separable and jointly measurable ver-
sion. We only consider these versions. Since the non-negative function γ
is determined by (2.10) only up to Euclidean translations, we can assume
without loss of generality that γ(0) > 0. Thus we have 0 < Ck(0) ≤ C(0)
for the covariance function Ck(x) := Dk,k(x) of Vk for all k ∈ N 0 ∪ {∞}.
Moreover, the sequence {Ck(x)}k∈N 0 is increasing for all x ∈ Rd. This
proves that {Vk}k∈N 0 is a sequence of Gaussian random potentials on Rd
in the sense of Definition 2.6 whose covariance functions satisfy asser-
tion (i) of the lemma. In particular, the relation C∞ = C allows one to
identify V∞ and V .
As to Assertion (ii), we remark that for all k ∈ N 0 an indicator
function χBk ∈ C∞0 (Rd) of the box Bk is uniformly Ho¨lder continuous
with exponent one,∣∣χBk(x+ y)− χBk(x)∣∣ ≤ dκ1 |y|∞ for all x, y ∈ Rd , (5.35)
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as a consequence of the mean-value theorem and the boundedness (3.1).
Note that the constant κ1 does not depend on k. Therefore we get, uni-
formly in k,
|γk(x+ y)− γk(x)| ≤
(
γ0 dκ1 sup
y∈U
{|y|1−α∞ }+ a
)
|y|α∞ (5.36)
for all x ∈ Rd and all y ∈ U , the neighbourhood of the origin referred to
in property (R) for V . Hence, γk is uniformly Ho¨lder continuous for all
k ∈ N 0 with the same exponent α and the same neighbourhood of the
origin as given for γ.
Assertion (iii) follows from γk(x) = 0 for all |x|∞ ≥ Lk/(8N). Hence,
Ck(x) = 0 for all |x|∞ ≥ Lk/(4N) by (5.32), and the Gaussian nature
of Vk implies the stochastic independence of events which are at least a
distance Lk/(4N) apart.
Assertion (iv) will be deduced from an application of Lemma 5.3 to
the left-hand side of (5.33). To this end observe that by construction
the difference Vk − Vk′ is also a Gaussian random potential on Rd for all
k, k′ ∈ N 0 ∪ {∞}. Its covariance function
E
{(
Vk(x)− Vk′(x)
)(
Vk(0)− Vk′(0)
)}
= Ck(x) + Ck′(x)− 2Dk,k′(x)
(5.37)
has property (H) with the same Ho¨lder exponent α and the same neigh-
bourhood as given for the covariance function of V . This follows from
assertion (ii) and Dk,k′(0) − Dk,k′(x) ≥ 0 for all x ∈ Rd. Moreover, since
the Fourier transformation is an isometry on L2(Rd), we conclude for
k < k′ the inequality
E
{(
Vk(0)− Vk′(0)
)2} ≤ ∥∥∥ ̂(γk − γk′)∥∥∥2= ∥∥γk − γk′∥∥2 ≤ γ˜
200
Ld−2ζk (5.38)
with some k, k′-independent constant 0 < γ˜ <∞ and ζ taken from prop-
erty (R). Hence, (5.33) follows from Lemma 5.3 for all L ≥ L˜ = ℓH with
L˜ being also independent of k and k′ due to the uniform Ho¨lder property
(ii) of Vk − Vk′.
5.4. Proof of Theorem 5.1
We are now in a position to prove Theorem 5.1. This proof also
completes the proof of the main Theorem 2.12.
Proof of Theorem 5.1. We show that Theorem 5.1 follows from an
application of Theorem 3.14. To do so we have to check the assumptions
of this theorem.
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Let N = 4 and S = 2. Choose the exponents ν and r such that
1 < ν < 1 +
1
8d
, (5.39)
4dν < r < 4d+
1
2
=: r0 (5.40)
in accordance with (5.1) and (5.2). The precise value of ν will be fixed later
on. In case that V has properties (P), (H) and (M) – let us call this simply
case (PHM) – we set Vk = V for all k ∈ N 0. In case that V has property
(R) we use the sequence of Gaussian random potentials constructed in
Lemma 5.10 for the sequence (3.38) of length scales Lk. For the low-
energy assertion (i) of Theorem 5.1 we consider σ > 0 arbitrary, but fixed,
and set Ik =]−∞, ε(Lk)] in Theorem 3.14, ε(L) being the energy defined
in Lemma 5.5 and given explicitly below (5.21). For the weak-disorder
assertion (ii) of Theorem 5.1 we set Ik =] − ∞, E0] for all k ∈ N 0, but
allow only for disorder strengths σ ∈]0, σ(Lk)] on the length scale Lk with
σ(L) given by (5.27) in the proof of Lemma 5.6. For the time being we
suppose that the initial length satisfies L0 > max{22/(ν−1), LH, LM}. The
length LH is to be taken from Lemma 5.5 for the low-energy assertion,
respectively from Lemma 5.6 for the weak-disorder assertion. The length
LM was defined in Lemma 5.8.
Hence, considering case (PHM), we conclude that Lemma 5.5, respec-
tively Lemma 5.6, provides the Initial-Estimate Assumption 3.14(v) for
assertion (i), respectively assertion (ii), of Theorem 5.1 for any 0 < r < r0
and ̺ > 0. The same is true for case (R), because Lemma 5.10(i) and (ii)
ensure that Lemmas 5.5 and 5.6 remain true with the same constants LH,
ε(L) and σ(L) of case (PHM), if V is replaced by Vk.
Next we come to Assumptions 3.14(ii) and (iii). First, we consider
the case (PHM) and fix ν as required by property (M). Obviously, both
assumptions then follow from Lemma 5.8 with K = N−S = 2. Moreover,
observing (5.39) and choosing ϑ > max{3/4, ϑ0}, the left inequality in
(5.28) guarantees that Assumptions 3.14(ii) and (iii) hold for some
̺ < 1/2 . (5.41)
Concerning case (R), Assumption 3.14(iii) holds for all 0 < ϑ ≤ 1 and all
̺ > 0 by Lemma 5.10(iii). Thus we may also pick ν, ̺ and ϑ as in case
(PHM), thereby satisfying Assumption 3.14(ii) and (5.41).
Taking into account (5.39) and (5.40), it follows that a sufficient con-
dition for Assumption 3.14(i) to hold is
w < d− 1/4 . (5.42)
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We will show below that in case (PHM) Assumption 3.14(iv) is satisfied
for all ̺, w > 0 which obey
w > ̺+ d+ 1− 2
ν
. (5.43)
We will also show below that Assumption 3.14(iv) is satisfied in case (R)
if in addition to (5.43) the inequality
ζ >
d
2
+ r + 2w +
2
ν
− 1 (5.44)
is assumed for the exponent ζ . Since Assumptions 3.14(ii) and (iii) can be
fulfilled for some ̺ < 1/2 and since ν obeys (5.39), it follows that (5.42)
and (5.43) are compatible. Moreover, since property (R) requires ζ >
13d/2+1, the condition (5.44) does not impose a further restriction beyond
(5.39), (5.40) and (5.42). Up to now we have shown that Assumptions
3.14(i), (ii), (iii) and (v) can be satisfied under the conditions (5.43) and
(5.44). Thus, in order to complete the proof it remains to show that (5.43)
and (5.44) are sufficient conditions for Assumption 3.14(iv) to hold.
We consider both cases (PHM) and (R) simultaneously. Since Vk = V
for all k in case (PHM), there is less to prove in case (PHM) than in case
(R). Let E ∈ I0, x ∈ Rd and U = V or U = Vk+1. Then, the inequality
P
{
ω : V
(ω)
k is (w,E, Lk, x)-non-resonant and
an (r, E, Lk, x)-approximation of U
(ω)
}
≥ P
{
ω : Φ
B
Lk
n (x)
(E − V (ω)k ) < gn for all 1 ≤ n ≤ 4
and dist
(
E, spec
(
HΛnLk/4(x)(V
(ω)
k )
)) ≥ gnL−wk for all 1 ≤ n ≤ 4
and dist
(
E, spec
(
HΛLk (x)(U
(ω))
)) ≥ L−w′k
and
∥∥V (ω)k − U (ω)∥∥∞;ΛLk (x)
(
Lwk +
16
√
2κ1
Lk
√
g4
L
w/2
k
)
≤ L
−w′−r
k
2
}
(5.45)
is valid for all w′ > 0 and all gn > 0, n = 1, . . . , 4. It follows from
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Definition 3.8, Definition 3.10 and the inequalities∥∥R
B
Lk
n (x),B
Lk
0 (x)
(Vk, E + iη)
∥∥ ≤ Φ
B
Lk
n (x)
(E − Vk)
∥∥(HΛnLk/4(x)(Vk)− E)−1∥∥,
(5.46)∥∥W
B
Lk
n′
(x),B
ℓk
4 (y)
(Vk, E + iη)
∥∥ ≤ Φ
B
Lk
n′
(x)
(E − Vk)
∥∥(HΛn′Lk/4(x)(Vk)− E)−1∥∥,
(5.47)∥∥DLkx (U, Vk, E + iη)∥∥ ≤∥∥Vk − U∥∥∞;ΛLk (x)
∥∥(HΛLk (x)(U)−E)−1∥∥
×
{
Φ
B
Lk
4
(x)
(E − Vk)
∥∥(HΛLk (x)(Vk)−E)−1∥∥
+
16
√
2κ1
Lk
∥∥(HΛLk (x)(Vk)−E)−1∥∥1/2
}
,
(5.48)
where 1 ≤ n < n′ ≤ 4, y ∈ TLkn (x), ℓk := (Lk/4)1/ν . To derive the latter
three inequalities Lemma 3.5 and (3.11) have been used. Note that in
case (PHM) the last two lines of (5.45) have simply to be omitted. Since
P(A ∩ B) ≥ P(A)− P(Ω\B) for A,B ∈ A, we bound the right-hand side
of (5.45) from below by
P
{
ω : Φ
B
Lk
n (x)
(E − V (ω)k ) < gn for all 1 ≤ n ≤ 4
}
−
4∑
n=1
P
{
ω : dist
(
E, spec
(
HΛnLk/4(x)(V
(ω)
k )
))
< gnL
−w
k
}
− P
{
ω : dist
(
E, spec
(
HΛLk (x)(U
(ω))
))
< L−w
′
k
}
− P
{
ω :
∥∥V (ω)k − U (ω)∥∥∞;ΛLk (x) > L
−(w′+w+r)
k
2
(
1+
16
√
2κ1
L
1+w/2
k
√
g4
)−1}
.
(5.49)
Choosing gn = ΦBLkn (x)
(
E − v0(Lk)
)
with
v0(L) := −σ
√
200C(0) ln(L) ln
(
22(d+2)L̺
)
, (5.50)
the first probability in (5.49) is seen to be bounded from below by P
{
ω :∥∥V (ω)k ∥∥∞;ΛLk (x) < −v0(Lk)} ≥ 1 − L−̺k /4 by virtue of Lemma 5.3. The
probabilities in the second and third line of (5.49) are estimated from
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above with the Wegner bound (2.15) and the last probability is estimated
from above with Lemma 5.10(iv). Thus, (5.49) is bounded from below by
1− L
−̺
k
4
− 2W0
4∑
n=1
(n
4
)d
gn L
d−w
k − 2W0 Ld−w
′
k
− 22(d+1) exp

− L
2(ζ−d/2−w′−w−r)
k
4γ˜ lnLk
(
1 +
16
√
2κ1
L
1+w/2
k
√
g4
)−2
 . (5.51)
The constant W0 > 0 is an upper bound on the arising Wegner constants
which is uniform in k due to Lemma 5.10(i), (2.13) and because the subset
{E + gnL−wk + L−w
′
k : E ∈ I0, 1 ≤ n ≤ 4, k ∈ N 0} of the real line has a
finite supremum. The latter is true because of (5.39) and the estimate
gn = ΦBLkn (x)
(
E − v0(Lk)
) ≤ 162
(Lk/4)2/ν
(
κ2
2
+
√
κ4
2
+ 2
L2kκ
2
1
162
|v0(Lk)|
)
,
(5.52)
where we have used the definition (3.14) of the functional Φ. Again by
(3.14), it follows that
√
g4 ≥ 16
√
κ2/2 L
−1
k . (5.53)
Combining the inequalities (5.45), (5.49) and (5.51), choosing w′ = w−1+
2/ν and observing (5.52), (5.53), (5.43) and (5.44), we infer the existence
of a finite length LR > 0 such that
P
{
ω : V
(ω)
k is (w,E, Lk, x)-non-resonant and
an (r, E, Lk, x)-approximation of U
(ω)
} ≥ 1− L−̺k (5.54)
for all Lk > LR. This establishes Assumption 3.14(iv) and thus completes
the proof of the theorem.
APPENDIX. AN EXPLICIT COMBES-THOMAS ESTIMATE
The initial estimates of the multi-scale analysis are obtained in Sub-
section 5.2 with the help of a norm estimate for the “localized” finite-
volume resolvent at energies below the bottom of the spectrum. In the
literature such type of estimates go with the names of J.-M. Combes and
L. E. Thomas [CT], see also [BCH2] and [St].
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Lemma A.1. Let v ∈ L∞(Λ) be a bounded potential on the
bounded open cube Λ ⊂ Rd. Let Λ1,Λ2 ⊂ Λ be disjoint Borel subsets
of Λ such that δ := dist(Λ1,Λ2) > 0 and let fj : Λ → [0, 1] be a mea-
surable function with support in Λj for j = 1, 2. Then one has for all
E < v0 := ess infx∈Λ{v(x)} the inequality
∥∥f1(HΛ(v)− E)−1f2∥∥ ≤
√|Λ1||Λ2|
2(d+1)/4(πδ)(d−1)/2
(v0 − E)(d−3)/4
×
(
1 +
d2
8δ
√
2(v0 − E)
)
exp
{
−δ
√
2(v0 − E)
}
, (A.1)
where HΛ(v) is defined on L
2(Λ) as in (2.5).
Proof. Let ϕ ∈ L2(Λ). From the Feynman-Kac-Itoˆ representation
of the Schro¨dinger semigroup e−tHΛ(v), t > 0, see e.g. [BHL2], and the
explicit form of the heat kernel one obtains the inequality∥∥f1 e−tHΛ(v)f2 ϕ∥∥2
≤ e−2tv0
∫
Rd
ddx
(
f1(x)
)2(∫
Rd
ddy
e−(x−y)
2/(2t)
(2πt)d/2
f2(y) |ϕ(y)|
)2
. (A.2)
The fact that f1 and f2 are supported in spatially separated regions allows
one to bound the right-hand side of (A.2) by
e−2tv0
e−δ
2/t
(2πt)d
‖f1‖2 〈f2, |ϕ|〉2 . (A.3)
Estimating the scalar product by the Schwarz inequality and observing
‖fj‖2 ≤ |Λj|, we conclude for the operator norm∥∥f1 e−tHΛ(v)f2∥∥ ≤√|Λ1||Λ2| e−tv0 e−δ2/(2t)
(2πt)d/2
. (A.4)
Therefore, by Laplace transforming e−tHΛ(v) with respect to t, we get the
inequality
∥∥f1(HΛ(v)− E)−1f2∥∥ ≤ 21/2+d/4
√|Λ1||Λ2|
(2π)d/2
(
δ√
v0 − E
)1−d/2
×K1−d/2
(
δ
√
2(v0 − E)
)
, (A.5)
where E < v0, Kν denotes the modified Bessel function of the second kind
with index ν, and formula 3.471.9 in [GR] has been used. Upon inserting
the series expansion 8.451.6 in [GR] for Kν , truncating it after the zeroth
term and estimating the remainder, we arrive at (A.1).
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