ABSTRACT Magnetic Resonance Imaging (MRI) is an important imaging techniques. However, it is a time-consuming process. The aim of this study is to make the imaging process efficient. MR images are sparse in the sensing domain and Compressive Sensing exploits this sparsity. Locally sparsified Compressed Sensing is a specialized case of CS which sub-divides the image and sparsifies each region separately; later samples are taken based on sparsity level in that region. In this paper, a new structured approach is presented for defining the size and locality of sub-regions in image. Experiments were done on the regions defined by proposed framework and local sparsity constraints were used to achieve high sparsity level and to reduce the sample set. Experimental results and their comparison with global CS is presented in the paper.
Introduction
With advancement in medical sciences and technology, many tools have been developed for disease diagnostics and treatment. The process of diagnosis varies from analysis of different kinds of body tests (e.g. Blood test, Urine, Lipid Profile etc) to advanced imaging techniques. X-rays, Ultrasound, Computed Topography (CT) scan, Positron Emission Topography (PET), Magnetic Resonance Imaging (MRI) and many other techniques have been employed in hospitals all over the world to provide better health facilities to people. MRI generates detailed images of the highly dense systems of the human body. It distinguishes tissues and organs depending on their densities, thus, making it highly recommendable for detection of tumors. Another advantage is that MRI does not have harmful effects on human body like X-rays and Computed Tomography (CT) scans.
Traditional MRI is a time consuming method which makes it more challenging for critical patients and children as they have to stay still during the process. Researchers are working on rapid MRI to speed up the MR imaging process. MR machines work on the principle of magnetic resonance. An outer magnetic field is applied to align the particles inside the human body. During the relaxation state of these particles, an energy signal is captured by the sensors. These signals are digitized as Fourier coefficients and later transformed into the images. Due to many physical and physiological constraints, sample acquisition process cannot be sped up [1] . However, parallel imaging or reduced sample set [2] can speed up the image acquisition process. Rapid MRI techniques can be categorized as. a) Parallel imaging using increased number of receiver coils. b) Image generation using reduced sample set.
Parallel imaging uses methods like Parallel MRI with Adaptive Radius in k-Space (PARS) [3] , SENSitivity Encoding (SENSE) [4] , GeneRalized Autocalibrating Partially Parallel Acquisitions (GRAPPA) [5] and AntiAliasing Partially Parallel Encoded Acquisition Reconstruction (APPEAR) [6] . Some of these methods require explicit coil sensitivities making them prone to error. Parallel imaging can further be categorized based on image reconstruction; methods which produce one image from all the coils or methods which generate separate images for each individual coil [7] . The literature survey shows that the artifacts produced from coil by coil methods are less visually apparent [8] .
The methods for decreased sample sets or reduced measurements are based on the idea of exploiting the redundancy in MR images. Compressive Sensing in MRI is also based on this idea that most of the image data is redundant and can be discarded. To acquire a diagnostic quality image from an under-sampled Fourier, different techniques are used in [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] .
Our method also comes in category (b) as it investigates a more specialized and improved form of Compressive Sensing in MRI. Most of the energy in MR images is located around center while away from the origin there are very few data values. In this paper, a novel framework is proposed to define the optimum sub-regions for non-uniform compressive sensing. Non-uniform sparsity is exploited to achieve the reduced sample set and time efficiency. This process defines the local regions based on the 
Background

Compressive ensing
Compressive Sensing (CS) is based on the idea to undersample the sparse k-space (2-D grid Fourier coefficients). K-space can be expressed as
where F is Fourier operator, y is received signal and x is the required image. Compressive sampling suggests that k-space should be partially scanned to store only adaptively chosen coefficients [20] . The under sampled k-space can be formulated as
where F u is operator for partial Fourier. Compressive sampling requires transform sparsity for image reconstruction. Let Ψ be the sparse transform domain for image x a = Ψ.x (3a)
by substituting x in (2)
As x is sparse, the best solution will be to find the sparsest solution for a. This can be achieved by minimizing the sparsifying norm (L0 norm) of the signal.
where is noise and
solving L0 norm is NP hard problem. CS proposes that minimized L1 norm (
can be used to obtain the sparsest solution of x, if it holds certain conditions. Minimizing L1 norm is a convex optimization problem and there are many efficient algorithms to find it [21] 
Compressive Sensing suggests that a signal of size N with a sparsity level S, can be reconstructed by taking O(Slog(N/S)) random samples, where the expected error is no more than the traditional methods [22] . In other words, S sparse signal of size N , can be recovered almost exactly by collecting K random samples where
Whereas K is less than N . The study shows that equispaced samples cause coherent noise and the original signal is unrecoverable. So, K samples must be randomly selected [20] . The literature shows that two to five samples for each nonzero term are required and a non linear reconstruction method (L1 minimization) can recover the exact signal [22] . 
Compressive sensing with local sparsity constraints
Fourier domain is the sensing domain for MR images, as it measures frequency data. However, CS requires transform sparsity in any orthonormal fixed basis. For an image to hold the sparsity S in any transform domain Ψ means that a diagnostic quality image approximation can be generated using only S largest transform coefficients from the fully sampled image and discarding everything else. Thus, in transform domain Ψ sparsity level S is the percentage of coefficients that are required to generate a diagnosticquality image [1] . In this approach, CS uses a global sparsity level S in transform domain Ψ to define the image as shown in Figure 1 .
Eq. (7) shows that sparsity level S is directly related to number of samples K. A better sparsity measure will result in reduced sample set. The literature shows that most of the image energy is contained near origin while areas near borders are low energy areas. Sparsity varies in different regions e.g. origin has more coefficients as compared to boundaries. Sparsity is non-uniformly distributed and this property of MR images can be exploited to compress or sparsify images further without affecting image quality. The application of locally sparsified regions increases the efficiency as it maximizes the chance of selecting significant coefficients. A global sparsity constraint that scans full image and chooses the largest coefficients out of it, reduces the probability of selecting the important coefficients which have relatively less magnitude. However, when a local constraint is applied on sub-regions, it will select significant coefficients within local regions. In this scenario, every coefficient is just competing only with the coefficients around it not with whole k-space. Hence, the probability of selection of the significant coefficients in the k-space is increased by exploiting the non-uniform sparsity and using local constraints [23] .
Mathematically it can be stated as a sorted priority queue where all i − 1 items must be selected for the selection of any item i.
where ψ be the sorted sparse vector of size N in any transform domain Ψ and ψ i be any significant coefficient which holds image data. Suppose that for a diagnosticquality image, ψ i be the last significant coefficient that is required . Thus, global sparsity level S in this case is equal to i which is S = i because to select ψ i all i−1 coefficients must be selected irrespective of their significance. This makes i the required sparsity level or maximum threshold. Now ψ is divided in t sub-vectors which are also sorted this can be stated as n 1 , n 2 ...n j ...n t where n 1 + n 2 ... + n j ... + n t = N .
. . .
In a priority queue, the chances that any i th item will be selected are dependent on its position in the queue, whereas number of possible positions are directly dependent on the total size of the vector. Any item i has better chance of selection if it resides in a vector of size n j instead of N as n j < N , while i will only be compared with a subset of transform coefficients instead of all N coefficients. Therefore, any method based on local regions (comparing items within a small range) will sparsify images better by increasing the probability of selection for all significant coefficients.
The Problem and Proposed Solution
The problem is how to define the size and number of subdivisions prior to image acquisition process. Wavelets sparsify MR images better as shown in Figure 1 . Hence, using ψ = wavelets, experimental results show good image recovery with lesser coefficients. However, the method to identify appropriate number of sub-divisions (t) and their respective sizes n 1 , n 2 ...n j ...n t was not suggested [23] .This paper addresses the problem and proposes a structured method to define the number of sub-divisions and their sizes.
Total number of sub-regions
The literature shows that total random sampling for compressive sensing in MRI is not feasible as it increases the time overheads more than sampling whole k-space. For 2D Cartesian trajectories, randomness is generated by taking random samples in one dimension while leaving the other dimension unchanged i.e. horizontally or vertically [1] . Figure 2 shows the energy distribution of k-space in horizontal and vertical directions. It can be seen that in any direction the distribution is same i.e. high energy is confined in the middle while the ends or edges have low energy.
While choosing the value for t (total number of subregions), it is important that value should neither be very small nor too big. A small value of t will not allow exploitation of the non-uniform nature of sparsity in k-space as it would be similar to a global region and global sparsity constraint. On the other hand, a large value of t means having too many local regions. Sampling each sub-region separately is equivalent to randomly sampled k-space, therefore any large value of t will result in increased sampling overhead rather than making it efficient [1] . Non-uniform 1. Low energy/sparsity area before the peak. 2. Peak section or high energy area in the middle. 3. Low energy/sparsity area after the peak.
Based on this information it can be safely concluded that t = 3.
Determining the size of sub-regions
If the size of the high energy area which lies near origin can be determined, the upper and lower sub-regions will be defined automatically. Defining the middle region is critical as this region contains high energy values and any wrong estimation can result in high noise levels. Based on required field of view (FOV) and resolution, k-space origin can be calculated. Let x 0 and y 0 be the origin coordinates. The energy decreases gradually as you move away from the origin. The idea is to calculate the high energy region based on its distance from origin. However, sub-regions will be defined in one dimension (either vertical or horizontal). One dimension Euclidean distance is simply the distance between two rows (in horizontal direction) or two columns (in vertical direction). Therefore, the distance ∆ which is required to segment the image can be stated as
Based on FOV and image resolution, ∆ can vary. PSF (Point Spread Function) is used to assure that appropriate value of ∆ is being selected. PSF is a technique to analyze noise or interference based on the image reference point.
Where x be the vector which is all zeros except 1 at the i th location, i be the reference pixel and j is the pixel where interference of i will be analyzed. For a fully sampled image, P SF (i; j) = 0, given that i = j. Multiple values of ∆ can be chosen, partial Fourier will be taken based on different values of ∆ and image will be generated. PSF will analyze the contribution of each intensity pixels on the resultant noise. Once ∆ is determined it can be set for future use without having any prior image information just based on required resolution.
Methodology
To speed up the MR image acquisition process, Nonuniform compressive Sensing is used. Wavelets are used as sparsifying transform domain and L1 minimization is used for image reconstruction. For measuring the quality of reconstructed image, Mean Structural Similarity Index (MSSIM) is used. It quantifies the structural differences between under-sampled image and original image. It basically works on the principles of human visual system and measures only the visible difference. MSSIM is used instead of measuring SNR(Signal-to Noise Ratio) because under-sampling in compressive sensing reduces the apparent SNR without any visible artifacts [1] .
where x j and y j are the image contents at j th local window.
where C 1 and C 2 are the constant and µ and σ are mean and standard deviation respectively. MSSIM resultant values are always in the range of [-1,1] where -1 is the lowest quality and it gives +1 if both images which are under comparison are exactly same. A diagnostic quality image must have a value of MSSIM near +1 [24] . 
Prerequisites
Due to non-uniform sparsity, each sub division holds different sparsity level. The idea is to use different amount of sampling for different areas thus reducing overall sampling amount. To implement non-uniformly sparsed compressive sensing, ∆ and the sparsity levels of each sub-division must be known.
• Total number of sub-regions t = 3
• ∆ was estimated and tested using PSF.
• In transform domian (Ψ) local sparsity levels (s1, s2 and s3) were estimated. Only s1, s2 and s3 percent largest coeffcients were taken from their respective sub-region and rest were discarded to estimate local sparsity levels. Figuratively the process is shown in figure 3 .
Algorithm for ompressive ensing with locally sparsified egions
INPUTS:
• y -k-space measurements.
• s 1 , s 2 ...s t sparsity levels for t regions and their respective sizes n 1 , n 2 ...n t .
• Ψ -Sparsifying transform.
• -Constant for data consistency constraint used in compressive sensing MRI.els.
OUTPUTS:
• m -Regenerated image from under-sampled Fourier.
• mssim -Quality Index for recovered image.
ALGORITHM:
• Generate F u k under-sampled Fourier Operator for kspace such that it has s k random sample in its respective region n k .
• Generate a combined under-sampled Fourier operator F u .
• Minimize min Ψm 1 s.t. y − F u m < • Calculate mssim for recovered image m.
Experimental Evaluation and Discussion
To determine the appropriate value of ∆ for image of resolution 512x512, experiments were done on brain image and PSF was analyzed. Results are shown in figure 4 . It shows when the ∆ is equal to 50 and 100, the energy spike in center is not differentiable because the level of interference is so high, while for ∆ = 200 the central spike can be seen as the interference level is low. Therefore, the selected value of ∆ = 200 for image resolution 512x512.
A series of experiments was done on six images of the brain, angiography, heart, spine, knee and wrist of size 512x512. Each image was sub-divided into three regions Local and global sparsity constraints were applied on each image and images were compared. Globally sparsified images were reconstructed using S = 10% while locally sparsified images were reconstructed using sparsity levels of s1 = 5%, s2 = 10%, s3 = 5%. MSSIM was calculated for both images and the results are summarized in Table 1 . Results show very good recovery as the sample set was reduced by 30% further without affecting image quality. For globally sparsified compressive sensing, 40% samples were taken which is 512 * 512 * .4 = 104857.6 samples whereas for locally sparsified regions 20%, 40%, 20% samples were taken which is (200 * 512 * .4)+(156 * 512 * .2 * 2 = 72908.8) samples. Figure 5 shows comparison of different methods based on amount of required sampling for the image of size 512x512.
MRI images are non-uniformly sparse in their Fourier domain. By dividing the image into sub-regions based on sparsity level one can further reduce the sample set without affecting the image quality. Study tells that sub-regions can be easily identified based on image resolution, energy distribution and PSF. Experimental results show reduced sample set up to 30% and a good quality image recovery thus, making MR image acquisition process time efficient. This work determines the size and location of disjoint subregions for 2-D Cartesian trajectory. Future work will investigate behavior of this technique with overlapping regions and different MRI trajectories.
