We present new and accurate near-infrared (NIR) J, K-band time series data for the Galactic globular cluster (GC) M5 = NGC 5904. Data were collected with SOFI at the NTT (71 J + 120 K images) and with NICS at the TNG (25 J + 22 K images) and cover two orthogonal strips across the center of the cluster of ≈ 5 × 10 arcmin 2 each. These data allowed us to derive accurate mean K-band magnitudes for 52 fundamental (RR ab ) and 24 first overtone (RR c ) RR Lyrae stars. Using this sample of RR Lyrae stars, we find that the slope of the K-band Period Luminosity (PLK) relation (−2.33 ± 0.08) agrees quite well with similar estimates available in the literature. We also find, using both theoretical and empirical calibrations of the PLK relation, a true distance to M5 of 14.44 ± 0.02 mag. This distance modulus agrees very well (1σ) with distances based on main sequence fitting method and on kinematic method (14.44±0.41 mag, Rees 1996), while is systematically smaller than the distance based on the white dwarf cooling sequence (14.67±0.18 mag, Layden et al. 2005), even if with a difference slightly larger than 1σ. The true distance modulus to M5 based on the PLJ relation (14.50 ± 0.08 mag) is in quite good agreement with the distance based on the PLK relation further supporting the use of NIR PL relations for RR Lyrae stars to improve the precision of the GC distance scale.
INTRODUCTION
Galactic Globular Clusters (GGCs) are crucial stellar systems to constrain the input physics adopted to construct evolutionary and pulsation models (Renzini & Fusi Pecci 1988; Marconi et al. 2003; Cassisi 2010) , to investigate the kinematic properties of gas-poor, compact systems (Meylan & Heggie 1997) and to constrain the formation and evolution of the Galactic spheroid (halo, thick disk, bulge; e.g. Mackey variables (RRLs), which are fundamental distance indicators for low-mass, old stellar populations. They are bright enough to have been detected in several Local Group galaxies (e.g. Dall'Ora et al. 2003 Pietrzyński et al. 2008; Greco et al. 2009; Fiorentino et al. 2010; Yang et al. 2010) . They can also be easily identified, since they have characteristic light curves and periods. The most popular methods to estimate their distances are the visual magnitude -metallicity relation and the near-infrared (NIR) Period-Luminosity (PL) relation (e.g. Bono 2003; Cacciari & Clementini 2003) . The reader interested in other independent approaches based on RRL to estimate stellar distances is referred to the thorough investigations by, e.g., Marconi et al. (2003); Di Criscienzo et al. (2004) ; Feast et al. (2008) .
The visual magnitude -metallicity approach appears to be hampered by several theoretical and empirical uncertainties affecting both the zero-point and the slope . The NIR PL relation seems very promising, since it shows several indisputable advantages. Dating back to the seminal investigation by Longmore et al. (1986) it has been demonstrated on empirical basis that RRL do obey to a well defined K-band PL relation. The key reason why the PL relation shows up in the NIR bands is mainly due to the fact that the bolometric correction in the NIR bands, in contrast with optical bands, steadily decreases when moving from hotter to cooler RRLs. This means that they become brighter as they get cooler. The pulsation periods -at fixed stellar mass and luminosity-become longer, since cooler RRLs have larger radii. The consequence is a stronger correlation between period and magnitude when moving from the I-to the K-band.
The advantages of using NIR PL relations to estimate distances are manifold. i) Evolutionary and pulsation predictions indicate that the NIR PL relations are minimally affected by evolutionary effects inside the RRL instability strip. The same outcome applies for the typical spread in mass inside the RRL instability strip (Bono et al. 2001 . This means that individual RRL distances based on the NIR PL relations are minimally affected by systematics introduced by their intrinsic parameters and evolutionary status. ii) Theory and observations indicate that fundamental (F or RR ab ) and first overtone (FO or RRc) RRL do obey independent NIR PL relations that are linear over the entire period range covered by F and FO pulsators.
The NIR PL relations together with the aforementioned features have also three positive observational advantages. a) The NIR magnitudes are minimally affected by reddening uncertainties. This means that the RR Lyrae NIR PL relations can provide robust distance estimates for systems affected by differential reddening. b) The luminosity amplitude in the NIR bands is at least a factor of 2-3 smaller than in the optical bands. Therefore, accurate estimates of the mean NIR magnitudes can be obtained with a modest number of observations. Moreover, empirical light curve templates (Jones et al. 1996) can be adopted to improve the accuracy of the mean magnitude even when only a single observation is available. c) Thanks to the unprecedented effort by the 2MASS project (Skrutskie et al. 2006) , accurate samples of local NIR standard stars are available across the sky. This means that both relative and absolute NIR photometric calibrations do not require supplementary telescope time.
The use of the NIR PL relations is also affected by four drawbacks.
-Empirical estimates of the slope of NIR PL relations show a significant scatter from cluster to cluster. They range from ∼ −1.7 (IC4499 Sollima et al. 2006) to ∼ −2.9 (M55, Sollima et al. 2006 ) and it is not clear yet whether this change is either intrinsic or caused by possible observational biases. -Both theoretical and empirical investigations of the PLK show a not-negligible scatter of the zero point. This is a crucial point, as we plan to adopt the PLK as a tool to derive distances. Indeed, if we set as a reference logP = −0.5 and [F e/H] = −1.5, the most robust absolute magnitude estimates range from MK,−0,5,−1,5 = −0.33 (infrared flux method, Longmore et al. 1990 ) to MK,−0,5,−1,5 = −0.46 (HB models, Catelan et al. 2004 ; empirical calibration Sollima et al. 2006) , with intermediate values of MK,−0,5,−1,5 = −0.39 (pulsational models Bono et al. 2001; HB models,Cassisi et al. 2004 ).
-Evolutionary and pulsation predictions indicate that the intrinsic spread of the NIR PL relations decreases as soon as either the metallicity or the HB-type of the Horizontal Branch (HB) is taken into account Cassisi et al. 2004; Catelan et al. 2004; Del Principe et al. 2006) . This means that accurate distance estimates of field RRLs do require an estimate of the metallicity. Moreover, no general consensus has been reached yet concerning the value of the coefficient of the metallicity term in the NIR Period-Luminosity-Metallicity (PLZ) relations. The current estimates for the K-band range from 0.08 (Sollima et al. 2006) to 0.23 ) mag/dex based on cluster and field RRLs, respectively. -The use of the template light curves does require for each object accurate estimates of B/V-band amplitudes and of the epoch of maximum.
To address these problems our group undertook a longterm project aimed at providing homogeneous and accurate NIR photometry for several GCs hosting sizable samples of RRLs and covering a wide range of metallicities. We have already investigated the old LMC cluster Reticulum (Dall'Ora et al. 2004 , hereinafter paper I), the GGC M92 (Del Principe et al. 2005 , hereinafter paper II) and ω Centauri (Del Principe et al. 2006, hereinafter paper III) .
In this paper we present new results for the GGC M5 (NGC5904). This system is a typical halo globular cluster, and indeed, it is located at a distance of only ∼ 7 kpc from the Sun, 5.5 kpc from the Galactic Center, and 4.9 kpc above the Galactic disc (Zinn 1985) ; its space motion is ∼ 490 kms −1 (Cudworth & Hanson 1993) . Moreover, it has a low reddening (E(B − V ) = 0.03, according to the Harris catalog, Harris 1996 , and its new revision Harris 2010) and metal-intermediate composition, with estimates ranging from −1.0 dex (Butler 1975) to −1.346 dex (Carretta et al. 2009 ). This cluster is a very good target to investigate the NIR PLZ relation, since it hosts a rich sample of RRLs (∼ 130 in the 2002 release of the Clement's on-line catalog, Clement et al. 2001) . The RR ab stars have an average period of ∼ 0.55 d, making M5 as one of the classical Oosterhoff type I clusters (Oosterhoff 1939) . It is located only two degrees from the celestial equator, and therefore, the search for cluster variables has been performed using telescopes from both hemispheres. According to Sawyer Hogg (1973) a total of 97 variables were present in M5 and among them 93 were RRLs. A significant fraction of these variables were discovered by Bailey & Pickering (1917) with the remaining stars identified by Oosterhoff (1941) . The central regions of M5 have been surveyed photographically by Gerashchenko (1987) and Kravtsov (1988) who found an additional 27 variables. Subsequently, Cohen & Matthews (1992) supplemented the catalog with five other variables, while Reid (1996) presented observations of 49 RRLs, three of which were new discoveries. Brocato et al. (1996) added 15 new variables located across the central regions of the cluster. More recent investigations by Sandquist et al. (1996) and Drissen & Shara (1998) identified 28 previously unknown variables, while Kaluzny et al. (2000) and Caputo et al. (1999) identified 32 new variables. We end up with a sample of 102 variable stars, and among them 71 are F and 31 FO RRLs.
The paper is organized as follows: in Sec. 2 we discuss the observations and the strategy adopted to perform the photometry and to calibrate the data. The RRL properties and the approach adopted to determine their light curves are presented in Sec. 4, while in Sec. 5 we present the PLK and the PLJ relations. Finally, in Sec. 6, we summarize the current findings and briefly outline future perspectives. Fig. 1 ). We collected 71 (228 s of total exposure) J-and 120 (1529 s) Ks-bands useful frames with SOFI, and 25 (193 s) J-and 22 (184 s) K ′ -bands images with NICS. The number of epochs for recovered RRLs ranges from 1 to 16. The log of observations is given in Table 1 .
OBSERVATIONS AND DATA REDUCTION
The raw SOFI frames were first corrected for the crosstalk effect with the IRAF 3 procedure crosstalk.cl, available in the SOFI web pages. Data were then pre-processed with our IRAF-based custom pipeline, which corrects for bias, flat field and bad pixel mask, and subtracts the sky contribution with a two-step technique as described in Pietrzyński & Gieren (2002) . The NICS images were corrected for cross-talk with a FORTRAN program made available in the NICS web pages, and thereafter pre-processed with the same pipeline described above, without applying any bad pixel mask.
Photometry
For each image, a preliminary PSF model and a list of stars were produced with the DAOPHOTIV/ALLSTAR package (Stetson 1987 (Stetson , 1994 . In order to cross-match individual star catalogs, we computed geometric transformations with the DAOMATCH/DAOMASTER programs (Stetson 1994) , Figure 1 . The coverage of the two data sets collected with the SOFI@NTT/ESO telescope (red squares) and NICS@TNG (blue squares), superimposed to M5. The showed picture has been obtained by aligning the NIR images to a WFI@2.2 MPG/ESO I-band reference frame using as a reference a 2.2@MPG/ESO I-band image, available in the ESO data archive. A master star list was therefore produced on the total stacked image. We then performed a first ALLFRAME (Stetson 1994 ) run, and a second star list was built on the median of the star-subtracted input images, which was merged with the previous one, in order to get a more complete input catalog. New accurate, spatially varying, PSF models were subsequently computed on the individual images, after cleaning each PSF star of contamination by faint neighbors, and a second ALLFRAME run was performed. We ended up with a final catalog of 38,131 sources.
Calibration
We calibrated each individual image to the Two Micron All Sky Survey (2MASS) photometric system, by selecting clean local 2MASS standards (i.e. bright and reasonably isolated, by taking advantage of the 2MASS photometric flags). The SOFI images collected before April 2003 are affected, due to the misalignment of the Large Field objective, by a strong distortion on a strip of ∼ 200 pixels wide along the xaxis. We found that the difference between instrumental and 2MASS magnitudes can attain values of the ∼ 0.3 magnitudes in this region of the detector. Therefore, we wrote an ESO-MIDAS (Munich Image Data Analysis System) procedure to simultaneously correct for this positional effect and to get standard photometric zero-points. The procedure performs a polynomial regression of the instrumental magnitude as a function of the x, y and 2MASS magnitude variables. The accuracy of the calibration, evaluated as the standard deviation of the fit, varies with the images from approximately 0.01 to 0.06 mag. We explicitly note that a spatially varying PSF might introduce a positional effect. How- Table 1 . Observing Log.The first column shows the date of observation, written as day/month/year. The second, third, fourth and fifth column list the instrument used, the filter, the number of epochs collected and the total exposure time, respectively. The last column reports the average seeing, computed as the median seeing measured on the individual images. ever, to overcome this problem the selected PSF stars for each image are uniformly distributed across the frame. The difference between instrumental and 2MASS magnitudes in the region not affected by distortions is minimal. Therefore the positional effect seems to be caused by the objective misalignment.
DATE
We did not include color terms in the calibration, since they are negligible in the range of colors of interest. The SOFI data have minimal color dependence, as shown in the SOFI web pages 4 , while the NICS K ′ -band data typically have a non-negligible dependence on the color, which in the original transformation by Wainscoat & Cowie 1992 is given in terms of the H −K color. In fact, by combining the transformation between the K ′ and the standard K filter in the Caltech photometric system (CIT, Frogel et al. 1978) , as described in Wainscoat & Cowie (1992) , with the transformations between the 2MASS and the CIT systems (Carpenter 2001) , we end up with the following transformation:
Since the typical (H − K) HB colors range from −0.1 to +0.05, and considering that the RRL Instability Strip is confined to an even narrower color range, we conclude that the maximum systematic error is ∼ 0.01 magnitudes. Fig. 2 shows the observed K-(J − K) color-magnitude diagram. Stars plotted in this figure were selected by choosing only stars with small photometric contamination by close companions, using the SEPARATION index (Stetson et al. 2003) . The contamination limit was set to 3, meaning that we selected only stars whose ratio (expressed in magnitudes) between the central surface brightness and the sum of the brightnesses of all other stars out to 10× the FWHM is equal or larger than 3 (= a factor of 16 in flux). This means that we selected only stars whose correction for photometric contamination by other stars was smaller than ∼ 15%. Since ALLFRAME fits the PSF model on each individual star when all the other stars in the image have been digitally subtracted, any uncorrected photometric contamination remaining should therefore be much smaller. We show only stars with estimated ALLFRAME photometric standard errors smaller than 0.04 mag, both in the J and K band, corresponding to a signal-to-noise ratio on individual images of S/N ∼ 5. Below this limit, we consider that the measurements on the individual images do not have sufficient accuracy to be included in our catalog. Adopting these cuts, we end up with 11800 star-like sources. Red and green filled circles represent RR ab and RRc stars (see below), while cyan filled circles show variable stars excluded from the PLK and PLJ analysis (see Sec. 5). Our photometry covers the full range of magnitudes running from the Tip of the Red Giant Branch (RGB, K ∼ 8) down to ≈ 0.5 magnitude below the Turn-Off (TO, K ∼ 17) region. The photometric limit can therefore be approximately located at K ≈ 18 mag, where the intrinsic photometric uncertainty is of the order of ∼ 0.03 mag in the K band. The CMD clearly shows the bump of the RGB, at K ≈ 13 mag, as well as the separation between the RGB and the Asymptotic Giant Branch (K ≈ 12.5). The intrinsic features of the CMD and a comparison with evolutionary predictions will be addressed in a forthcoming paper.
THE COLOR-MAGNITUDE DIAGRAM

RR LYRAE STARS
We recovered computed for each epoch of observation. The total exposure for each epoch was split into a number of shorter frames, and the final mean magnitude was estimated as an average of the measurements over all the individual frames. The K-band light curves of RRLs are almost sinusoidal and the luminosity amplitude in this band is also modest. However, the most accurate results for the mean magnitudes are achieved by using the light curve templates provided by Jones et al. (1996) . The use of the template yields accurate mean magnitudes even when only a single epoch is available. Note that the use of the template requires accurate ephemerides and B-band amplitudes. Therefore, we mined the available literature to get updated periods, epochs of maxima and B-band amplitudes. In most cases the B-band amplitude was not available, and we transformed the V -band amplitude into the B-band one using the relation AB = 1.264 * AV + 0.028 (Jones et al. 1996) . Table 2 lists our adopted parameters: the name of the variable (following the number scheme proposed in Caputo et al. 1999) , the adopted period with the related reference, the epoch of maximum with the associated reference, the computed intensity-averaged K-band magnitude with the uncertainty σ, the variable type (fundamental, first overtone or Blazkho RRLs) and the B-band amplitude AB, with the reference. For the Blazkho RRLs we follow the classification proposed by Jurcsik et al. (2010) . Moreover, in several cases the period and the epoch of maximum were not available from the same reference, and we imposed a shift to the phased light curve to reasonably match the template. Shifts are listed in column 8 of Table 2 . Finally, column 9 lists the adopted V -band magnitude as extracted by the optical light curves of the unpublished archive of author PBS. In some cases the epoch was not available in literature and we used the epoch of our first measure to calculate the intensity-averaged K-band magnitude. It is worth noting that period changes among the M5 RRLs have been detected by Storm et al. (1991) ; Reid (1996) ; Szeidl et al. (2010) , but these changes are minimal and do not affect the conclusions of this investigation. An updated and homogeneous photometric catalog of the M5 RRLs is highly desirable. Note that RRLs for which the B/V amplitude was not available in the literature were neglected. The intensity-weighted mean magnitudes -computed by DAOMASTER-of these objects are listed in column 4 of Table 2 . We also excluded a few variables that were heavily contaminated by bright neighbors or by close companions (see Sec. 4.1). The distance estimates based on the PLK relation rely on 52 RR ab and 24 RRc variables. Some example of RRL light curves are depicted in Fig. 3 . Black and red filled circles represent the SOFI and the NICS observations, respectively. The complete atlas of the light curves is available in the electronic version of this paper.
Notes on individual variables
V25: for this variable we did not find any amplitude information in the literature. However since the pulsation cycle was evenly covered, we fitted the observed data with a spline curve, getting a light curve (red curve in Fig. 3 ) with a shape very similar to the template available for similar periods. V84: actually this variable is a type II Cepheid, whose Kband light curve was presented by Matsunaga et al. (2006) , and it is included in our photometric catalog. Unfortunately, most of our measurements of this star are above the nonlinearity level, and we were not able to produce a reliable light curve. V86: this variable is heavily contaminated by close neigh- Storm et al. (1991) . B96: Brocato et al. (1996) . R96: Reid (1996) . DS: Drissen & Shara (1998) . C99: Caputo et al. (1999) . O99: Olech et al. (1999) . K00: Kaluzny et al. (2000) . S10: Szeidl et al. (2010) .
bors.
V96: this variable is heavily contaminated by close neighbors. V104: this variable has been claimed to be a RR ab variable by Reid (1996) , but Drissen & Shara (1998) reported it as an eclipsing binary. We found that this variable does not fit the PLK relation (see Fig. 4 ), since its magnitude is ∼ 0.2 mag brighter than the expected magnitude for its period, while the observed dispersion of the PLK relation is ∼ 0.15 mag at the 3σ level. This gives support to the Drissen & Shara (1998) interpretation, as also stated in Caputo et al. (1999) . However, Olech et al. (1999) reported this star as a multiperiodic variable, with a first overtone radial pulsation and a second period connected with non-radial pulsation. V106: this variable is heavily contaminated by close neighbors. V107: this variable is heavily contaminated by close neighbors.
V108 this variable appears to be overluminous in the PLK plane (see Fig. 4 ), and both overluminous and redder than expected from its pulsation period in the CMD (magenta point in Fig. 2 ). We therefore suspect that this variable is blended with a red companion, and we excluded it from our analysis. V111: this variable is heavily contaminated by close neighbors. V113: according to Caputo et al. (1999) this variable shows a (B − V ) color significantly bluer than the blue limit of the instability strip, but with a luminosity which agrees with the average luminosity of the other variables. Excluding subtle effects of blending or crowding, the blue color remains unexplained. However, we found that this variable fairly matches the PLK relation and we used it in our analysis. V115: this variable is heavily contaminated by close neighbors. V118: this variable appears to be over-luminous in the PLK plane (green point in Fig. 4) , and it has not been used for our PLK analysis. Since it does not seem to be blended, its over-luminosity in the K-band is unexplained. We therefore dropped this star from the present study. V120: this variable is heavily contaminated by close neighbors. V125: this variable is heavily contaminated by close neighbors. V156: this variable appears both overluminous and red in the CMD. We therefore suspected that this variable is blended with a red companion, and we excluded it from our analysis. In Fig. 3 we plot this variable after shifting the K magnitude by 1 mag, to preserve the readability of the figure.
THE PLK AND THE PLJ RELATIONS
In the following we compare our data with the available PLK calibrations, which can be divided into three broad groups: pulsational (Bono et al. 2001; Bono et al. 2003) , synthetic (Cassisi et al. 2004; Catelan et al. 2004 ) and empirical (Sollima et al. 2006 ) PLK relations. We also compare our data with the PLJ calibration provided by Catelan et al. 2004 . Fig. 4 shows the observed mean K-band magnitudes of the detected variables as a function of the period (observed PLK relation), the empirical fit (rms= 0.05) to the data (blue line) is K = −2.33(±0.08) log P + 13.28(±0.02),
obtained fundamentalizing the first overtone pulsators (filled circles) by applying the relation log PF = 0.127 + log PF O (Di Criscienzo et al. 2004) , to use the same PLK relation for fundamental (open circles) and first overtone pulsators. We remark that this offset is consistent with that implied by the difference in log P at costant K in Fig. 4 . The slope in Eq. 1 is consistent within 1σ with the empirical values found for this cluster (−2.42 ± 0.23 Longmore et al. 1990 ; −2.27 Sollima et al. 2006, unfortunately without uncertainty) . Observed mean K-band magnitudes of R ab and RRc are shown separately as a function of the period in Fig. 5 . Symbols are the same of Fig. 4 . Solid blue and red lines show the empirical fits to the RR ab and RRc variables, respectively, in particular for the RR ab variables: K = −2.50(±0.14) log P + 13.24(±0.04)
and for RRc: Carpenter (2001) . The weighted average of these estimates gives an apparent distance modulus DMK = (14.42 ± 0.06) mag, where the adopted uncertainty is the standard deviation (rms). The adopted reddening toward M5 is E(B − V ) = 0.03 mag, as taken from the Harris (2010) catalog. We combine this value with the reddening law from Cardelli et al. (1989) of AK = 0.114 × 3.1 × E(B − V ) which gives an absorption in the K-band of AK = 0.011 mag. Correcting the distance modulus for the reddening, we find that the true value is DM0 = (14.41 ± 0.06) mag. These results indicate that the current distance estimate to M5 is minimally affected by reddening uncertainties and by uncertainties in the extinction law (McCall 2004; Bono et al. 2010) .
In order to improve the theoretical calibration of the PLZK relation, Bono et al. (2003) devised a new pulsation approach that relies on mean K-band magnitudes and (V − K) colors. In particular, they derived new period-luminositycolor-metallicity relations for RR ab and RRc variables (see their relations [7] and [8] ) that include the luminosity term. According to these relations, one finds that accurate V , K photometric measurements of both RR ab and RRc variables provide excellent proxies for the effective temperature, and can in turn be adopted to estimate the luminosity level. We therefore adopted accurate V -band magnitudes extracted by optical light curves of the PBS unpublished archive (shown in the last column of Table 2 ) and we compared our empirical slopes in Eqs. 2 and 3 with the theoretical predictions, being −2.102 and −2.265 for RR ab and RRc stars, respectively. Once we transform the observations into the Bessell & Brett (1988) system and after correcting for the reddening, we find a value of DM0 = (14.46 ± 0.09 rms) mag using the RR ab stars, while using the RRc stars we find DM0 = (14.46 ± 0.05 rms) mag. Note that the dispersion of the distance estimates based on RRc stars is almost a factor of two smaller than the distance based on RR ab stars, because the width in temperature of the region of the instability strip in which the FOs are pulsationally stable is typically a factor of two narrower than for the Fs. This means that the intrinsic dispersion in the infrared luminosity of FOs is systematically smaller than for Fs.
The evolutionary calibrations by Cassisi et al. (2004) and Catelan et al. (2004) are based on the Horizontal Branch morphology and on the RRL pulsational proper- we apply the correction for the difference in the photometric system and for the reddening, and having fundamentalized RRc variables, we find a true distance modulus to M5 of DM0 = (14.41 ± 0.05 rms) mag.
A very similar approach was devised by Catelan et al. (2004) who provided average relations, to be used when the HB type is not known a priori . However, we adopted their calibration with Z = 0.0005 and HBT = 0.414, obtaining the calibration MK = −2.355(log PF) − 1.172. Again, once we apply the correction for the difference in the photometric system and for the reddening, and having fundamentalized Sollima et al. (2006) , using a collection of data for 86 RRLs, found a true distance to M5 (14.35 ± 0.15 mag) that agrees well with the current estimates.
We end this section with a discussion of the observed PLJ relation. Fig. 6 shows observed mean J magnitudes of the considered RRLs vs. log P . The RRc variables have been fundamentalized. Since in the literature there are no suitable templates to adopt, and since the uneven phase coverage of the observations did not allow us to interpolate the observed data with spline curves, we simply used intensityweighted mean magnitudes, as computed with DAOMAS-TER. To reduce subtle effects for uneven light curve sampling, we used for the PLJ only stars with a good phase coverage, therefore ending up with 35 RR ab and 23 RRc stars. The observed slope is −1.85 ± 0.14, which is in very good agreement with the available theoretical calibration (MJ = −1.773 log P + 0.190 log Z − 0.141, Catelan et al. 2004 ). In passing, we note that F and FO pulsators seem that the distances based on the two PLK and PLJ calibrations provided by Catelan et al. (2004) are slightly longer than the others, but with an excellent internal agreement.
All predicted and empirical slopes and the distance moduli based on the above relations are listed in Table 3 .
DISCUSSION
On the basis of our data, we found that the weighted mean of the different theoretical and empirical calibrations of the PLK relation gives a true distance modulus of 14.44 ± 0.02 mag.
The distance to M5 based on the PLK relation also agrees quite well with similar estimates available in the literature, but based on different distance indicators. The distance estimates listed in Table 4 Storm et al. 1994) . On the other hand, our distance is systematically longer than the distance to M5 provided by Di Criscienzo et al. (2004) using synthetic horizontal branch models and pulsation properties of RRLs and the difference is larger than 1σ.
In this context it is noteworthy that the distance based on the PLK relation agrees with the distance based on the proper motions (m − M )0=14.44 ± 0.41 mag by Rees (1996) . Even though the intrinsic error of the quoted distance estimates differ by more than one order of magnitude, the two distances taken at face value agree quite well. If this agreement is not fortuitous, due to the large error bar in the Rees (1996) estimate, this would be first time that kinematic distances agree with other distance indicators. Typically, the kinematic distances to GCs are 0.2-0.3 magnitudes smaller than distance moduli based either on the PLK relation of RRLs, or on main-sequence fitting, or on the tip of the Red Giant Branch (TRGB, Bono et al. 2008) . The reasons for such discrepancies are not clear yet, but the current agreement appears very promising to further constrain the occurrence of possible systematic errors.
On the other hand, the distance based on the fitting of the White dwarf cooling sequence (m − M )0=14.67 ± 0.18 mag provided by Layden et al. (2005) is approximately 0.2 mag larger than distances based on other methods. The difference with the distance based on the PLK relation and on main-sequence fitting is on average slightly larger than 1σ. This is also an interesting occurrence, since distance moduli to GCs based on the fitting of the white-dwarf cooling sequence are typically 0.1-0.3 mag smaller than distances to GCs based either on the TRGB, or on the PLK relation or on the main sequence fitting Moehler & Bono 2008) .
We have also investigated the PLJ relation of RRL stars in M5, and from a sample of 35 RRab and 23 RRc (fundamentalized) variables we found an empirical slope of −1.85 ± 0.14. The uncertainty in the slope of the PLJ relation is almost a factor of two larger than the uncertainty in the slope of the PLK relation (0.14 vs 0.08) because the luminosity amplitude in the J-band is larger in the K-band, and also because we still lack accurate J-band light curve templates. Therefore, the mean J-band magnitudes were estimated as a time average and only for RRLs with good phase coverage. Homogeneous sets of time series data both in J and K are required to constrain on an empirical basis the intrinsic spread of PLK and PLJ relations. Finally, we mention that by adopting the calibration of the PLJ relation provided by Catelan et al. (2004) , we found a true distance modulus to M5 of 14.50 ± 0.08 mag. The distances based on Reid (1998) Main sequence fitting −1.10 E(B − V ) = 0.02 14.52 ± 0.15 Carretta et al. (2000) Main sequence fitting −1.10 E(B − V ) = 0.035 14.48 ± 0.05 Layden et al. (2005) Main sequence fitting −1.11 E(V − I) = 0.046 14.45 ± 0.11 Storm et al. (1994) Baade-Wesselink −1.40 E(V − I) = 0.02 14.37 ± 0.18 Di Criscienzo et al. (2004) RRL pulsation properties −1.26 E(B − V ) = 0.03 14.32 ± 0.04 Rees (1996) Proper motions . . . . . . 14.44 ± 0.41 Layden et al. (2005) White dwarf fitting −1.11 E(V − I) = 0.046 14.67 ± 0.18 the PLJ and on the PLK relations agree quite well, but the intrinsic error of the former is a factor of two larger. The distances to M5 based either on the PLK or on the PLJ relation agree quite well with distances based on independent robust standard candles. This finding further supports the key role that accurate NIR photometry of cluster variables (RRL, type II Cepheids) can play in the improvement of GC distance scale (Matsunaga et al. 2010) . Moreover and even more importantly, the comparison with M5 distances based on different distance indicators strongly supports the evidence that M5 might be a fundamental laboratory to constrain on a quantitative basis the thorny systematic uncertainties that might affect the most popular primary distance indicators. It goes without saying that this sanity check would benefit by further improvements in the precision of the kinematic distances and/or in the geometrical distances based on possible eclipsing binary systems in M5.
In a future paper we plan to compare optical and NIR photometry of M5 with evolutionary predictions, in particular for advanced evolutionary phases.
