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Abstract—In this paper, the expressions for the forced termi-
nation probability, blocking probability and aggregate goodput
of a single channel SU network with fixed packet size are derived.
For a given SU data rate and fixed header length, it has been
shown that there exists an optimal payload length for SUs packets
which maximizes the aggregate goodput. Using the derived
results, the impact on the aggregate goodput by three channel
allocation methods i.e., intuitive, optimal, and proposed heuristic
is investigated in a multiple channel CR network. Numerical
studies show that the goodput of the proposed heuristic method
is about 90-95% of that of the optimal method, and about 20-
25% better than that of the intuitive method. Simulation results
are also included.
I. INTRODUCTION
Years of growth in wireless communication services and
conservative spectrum allocation policies have created a short-
age of vacant spectrum bands (channels). On the other hand,
experimental studies [1] [2] have shown that the utilization of
licensed (primary) frequency channels is generally quite low.
It is clear that the future growth of wireless communications is
very much dependent on increasing the efficiency of primary
spectrum.
Cognitive radio [3] also known as opportunistic spectrum
access (OSA) has emerged as a promising solution to in-
crease the spectrum efficiency [4]. Cognitive radio enables
the unlicensed (secondary) users to opportunistically build
transmission links using vacant primary channels. However,
to avoid interference to primary users (PUs) the secondary
users (SUs) must immediately vacate these channels when PUs
reappear. Due to the arrival of a PU, an active SU connection
(packet) is terminated prematurely. This is referred to as the
forced termination. The blocking of a new SU packet occurs
when there is no vacant channel.
To understand the system wide benefits of the CR networks,
various authors studied the performance of a SU stream in
terms of quality of service i.e, forced termination probability,
blocking probability. In previous work, for a spectrum pooling
system, the authors in [5] provide a numerical study of the
forced termination and blocking probabilities experienced by
SUs. It has been shown that bandwidth utilization increases
when a primary network is aware of SUs existence and assign
channels so as to avoid SUs termination. In [6], for an expo-
nentially distributed packet length of SUs, authors analyzed the
impact of spectrum handoff on forced termination probability,
blocking probability. However, the analysis presented in [5]
[6] is restricted to an exponentially distributed SU connec-
tion length and doesn’t consider the transmission overhead.
Authors in [7] have proposed and analyzed random access
schemes employing different sensing and backoff mechanisms
for throughput maximization. However, the analysis is limited
to saturated SU traffic conditions.
In context of allocation, the authors in [8] proposed co-
operative and non cooperative channel allocation strategies
based on color-sensitive graph coloring model. In [9], the
authors proposed heuristic channel allocation algorithms based
on multichannel contention graph and linear programming.
In [10], authors derive the optimal access probabilities for
fairness among two independent SUs in terms of throughput.
The authors in [11] discussed the coexistence of dissimilar
SUs in a cognitive radio network, using spectrum utilization
as the benchmark. The techniques presented in [9] [10] [11]
only discuss spectrum sharing without modelling the impact
of SUs forced termination and blocking.
In this paper, firstly, using a continuous time Markov model
the expressions of forced termination probability, blocking
probability and aggregate goodput are derived for CR networks
with a single channel and SU packet stream. An example of a
practical single channel network is the current IEEE 802.11.
For a fixed header length, it has been shown that there exists
an optimal payload length which maximizes the aggregate
goodput. We then apply these results to the CR networks with
multiple channels and SU packet streams. The objective is
to find the optimal channel allocation scheme for individual
packet streams which maximizes the aggregate goodput. The
optimal scheme is calculated by using an exhaustive search. In
order to reduce the computational complexity of the search, a
heuristic method is proposed based on an intuitive approach.
Numerical results show that the proposed method has a
significant improvement over the intuitive method, and closely
follow the performance results of the optimal method.
The rest of the paper is organized as follows. In Section
II we introduce the system model and key assumptions made
throughout the paper. In Section III the mathematical analysis
for the forced termination probability, blocking probability,
goodput and optimal payload length of SU packets are pro-
vided. In Section IV, we investigate the optimal, intuitive
and heuristic channel allocation methods for multiple SU
packet streams in multi-channel CR networks. The numerical978-1-4244-5213-4/09/ $26.00 ©2009 IEEE 476
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investigations are carried out in Section V. Finally, the main
findings are outlined in Section VI.
II. SYSTEM MODEL
We consider a single channel secondary network overlaying
a primary network using the same channel. The arrivals of new
PU and SU packet streams follow an independent Poisson
process denoted by λp and λs, respectively [5] [6]. It is
assumed that the primary network is an M/M/1/1 loss network
[12] in which the mean service rate of PUs packets is μp.
Within a SU stream each SU packet has a fixed header length
1
μh
and the payload length 1μfp . We assume that SU perfectly
sense the status of the channel. The overlap time of PU and
SU packets is not modelled and on the arrival of a PU packet
the SU on the channel is terminated without any delay.
The system state is represented by (i, j, k), where j(i) ∈
{0, 1} represents the status of the PU (SU) packets on the
channel, i.e., the value of 0/1 shows the absence/presence of
a user packet. When i = 1, k ∈ {1, ..,K} in system state
represents the phase of a SU packet. The details on the concept
of the phase representation is explained in the next section.
III. SINGLE CHANNEL AND SINGLE SU PACKET STREAM
In this section we calculate the forced termination probabil-
ity, blocking probability and goodput of SU packets with fixed
payload length. The total SU packet length can be expressed
by the sum of overhead and the payload lengths, i.e.,
1
μf
=
1
μh
+
1
μfp
(1)
Due to the presence of fixed length SU packets, the system
is not purely Markovian and cannot be represented by a simple
birth-death process [13]. Here, we adopt the approach as
in [12] to model the fixed length SU packet by a Markov
chain. In this approach, each SU packet is represented by a
continuous stream of K exponentially distributed sub-packets
with independent and identical distributions. Note that the total
length of these K i.i.d sub-packets is Erlang distributed and
the individual sub-packet has an average length of 1Kμf . It
is well known [12] that as K → ∞ the total length of all
sub-packets is same as that of the fixed length SU packet 1μf .
In the K-node Markov chain representation, the kth state
models the arrival of the kth sub-packet. We call these states
k ∈ {1, . . . ,K} as the phases of a fixed length SU packet.
Fig. 1 shows the complete system Markov chain model with
the states represented by (i, j, k). Note that the states inside the
dotted line models the fixed length SU packet. The total mean
departure rate from each phase of SU packet is (Kμf + λp)
where Kμf is the completion rate of each i.i.d sub-packet and
λp is the termination rate due to the arrival of a PU packet. A
set of balance equation of the system Markov chain (Fig. 1)
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Fig. 1. System Markov chain model of SU packets
is shown as follows.⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
(λs + λp)P (0, 0, 0) = μpP (0, 1, 0) + KμfP (1, 0,K)
(Kμf + λp)P (1, 0, 1) = λsP (0, 0, 0)
(Kμf + λp)P (1, 0, 2) = KμfP (1, 0, 1)
.
.
.
(Kμf + λp)P (1, 0,K) = KμfP (1, 0,K − 1)
(2)
The set of balance equations in (2) represents the equilibrium
point of the system Markov chain. The state probabilities
P (i, j, k) at an equilibrium point are calculated by solving
(2) under the following fundamental constraint i.e.,
P (0, 0, 0) + P (0, 1, 0) +
K∑
k=1
P (1, 0, k) = 1 (3)
Using state probabilities P (i, j, k), the expressions for forced
termination probability, blocking probability and goodput are
derived below.
A. Blocking probability
In Fig. 1, an incoming SU packet is blocked when the
channel is occupied by either a PU or another SU packet. The
blocking probability PKfB in this scenario can be expressed as
PKfB = 1− P (0, 0, 0) (4)
The blocking probability of a fixed length SU PB packet can
be calculated by taking the limits i.e., PB = lim
K→∞
PKfB . After
some simple algebraic manipulations of (2), (4) and using the
following well known identity
ex = lim
n→∞
(
1 +
x
n
)n
, (5)
the PB becomes
PB = 1− μpλp
(λp + μp)
(
λs + λp − e−
λp
μf λs
) (6)477
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B. Forced termination probability
Forced termination probability is defined as the probability
that an ongoing SU packet is terminated prematurely. In an
equilibrium status, the sum of forced and unforced termination
rate of SU packets on the channel must equal to the admission
rate which is defined as the incoming rate minus the blocking
rate. Therefore, the forced termination probability can be
defined as follows
PKfF =
SU forced termination rate
SU Admission Rate (7)
From Fig. 1,
∑K
k=1 P (1, 0, k)λp is the total forced termina-
tion rate of SU packets and (1−PKfB )λs is the admission rate.
Using the above definition, the forced termination probability
of SU with Erlang-K distributed packet length can be written
as
PKfF =
K∑
k=1
P (1, 0, k)λp
(1− PKfB )λs
(8)
Using (2) and (4), the above equation can be expressed as
PKfF =
λp
Kμf
K∑
k=1
(
Kμf
Kμf + λp
)k
(9)
The forced termination probability PF of SU packets with
fixed length can be derived from (9). This is achieved by
first calculating the sum of the geometric series and thereafter
taking the limits PF = lim
K→∞
PKfF . The final expression of
PF is given below
PF = 1− e−
λp
μf (10)
C. Goodput
Assuming the normalized date rate R = 1 bits per unit time.
The aggregate network goodput is defined as the product of the
number of completed SU packets per unit time and the average
duration of the completed packets. Given the arrival rate λs,
the SU packet completion rate is given by (1−PB)(1−PF )λs.
The average payload duration of the completed SU packets
is 1μfp . Therefore, the aggregate payload goodput ρ can be
written as
ρ = (1− PB)(1− PF )θs (11)
where θs = λsμfp is the data rate of the incoming SU packets
without overhead.
D. Optimal SU PayLoad Length
In this section, we investigate the optimal payload length of
SU packets which maximizes the aggregate goodput for a fixed
header length and data rate. Mathematically, the optimization
problem can be expressed by
μ∗fp = argmax
μfp
{ρ}
s.t.
λs
μfp
= θs,
1
μh
= c
(12)
By substituting λs = θsμfp and 1μh = c in (11), the critical
points of the above optimization problem can be calculated by
d
dμfp
ρ = 0. From this, the optimal fixed payload length μ∗fp
of SU packets must satisfy the following equation.(
λp
μ∗fp
√
θs
)2
+
λp
μ∗fp
+ e
−λp(c+ 1μ∗
fp
)
= 1 (13)
The root of equation (13) can be calculated numerically
using the standard techniques in [14]. Note that the mean
optimal payload length 1μ∗
fp
must always be less than the mean
interarrival length 1λp of PU packets as the right hand side of
the (13) requires the middle term on the left λpμ∗
fp
< 1.
IV. MULTIPLE CHANNELS AND MULTIPLE SU PACKET
STREAMS
In this section we investigate the channel allocation for
multiple SU packet streams in a multi-channel CR network.
Specifically, the objective is to allocate the number of SU
streams to each channel such that the sum of the goodputs
from all channels is maximized.
Let N be the total number of SU streams I ∈ {1, . . . , N}
in M PU channels J ∈ {1, . . . ,M}. We assume these streams
are i.i.d. with the same mean arrival rate λs and service rates
μs. The PU arrival and service rates are {λ1p, . . . , λMp } and
{μ1p, . . . , μMp }. Now let Nj denotes the number SU streams
on channel j, then using the sum property of Poisson process
[12] the arrival rate of combined SU stream on channel j is
Njλs. From (6), (10) and (11) the goodput ρj on channel j
is given by following expression.
ρj =
μjpλ
j
pe
− λ
j
p
μf Njλs
μs(λ
j
p + μjp)
(
Njλs + λ
j
p − e−
λ
j
p
μf Njλs
) (14)
To find the optimal channel allocation which maximizes the
sum goodput, the objective function can be written as
Nj
∗ = argmax
Nj
M∑
j=1
ρj , (15)
and
M∑
j=0
Nj = N
The optimal solution {N∗j } can be easily obtained by an
exhaustive search method.
A. Heuristic Approach
In order to reduce the computational complexity of the
above exhaustive search method, we propose a heuristic chan-
nel allocation method. In this method, we consider two key
factors which affect the goodput on individual channels. The
first is the average channel opportunity and the second is
the completion factor of SU packets. The average channel
opportunity Oj is given as
Oj = 1−
λjp
λjp + μjp
(16)478
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where λ
j
p
λjp+μ
j
p
is the PU occupancy on channel j. Since
the completion probability of SU packets on channel j is
proportional to μsλj as shown in (10), the completion factor
is given by
Cj =
μs
λjp
(17)
The number of SU streams allocated to channel j needs
to be proportional to OjCj , while satisfying the constraint∑M
j=0 Nj = N . Therefore, Nj has the following form
Nj =
⎢⎢⎢⎢⎢⎢⎣ OjCjNM∑
j=1
OjCj
⎤
⎥⎥⎥⎥⎥⎥
(18)
where · indicates the rounding to nearest integer.
V. NUMERICAL RESULTS
A. Single channel and Single SU packet stream
In this section, we investigate the forced termination prob-
ability PF , blocking probability PB , and goodput ρ in a
single channel CR network. In all the examples, we set
λp = 1, μp = 4 which gives a PU channel occupancy of
20%. In computer simulations, the following methods are used
to compute the forced termination probability PF , blocking
probability PF and aggregate goodput ρ.
PF = lim
T→∞
Total No. of terminated packets in [0, T ]
Total No of Admitted packets in [0, T ]
PB = lim
T→∞
Total No. of blocked packets in [0, T ]
Total No. of Generated packets in [0, T ]
ρ = lim
T→∞
Total Payload length of completed packets [0, T ]
T
In Fig. 2 the blocking probability PB , forced termination
probability PF are plotted against the mean payload length
1
μfp
, for an incoming data rate θs = 1. In the figure, PF is an
increasing function whereas PB is a decreasing function. This
is expected, because for the forced termination probability,
longer the packet length the more chances of collision with
PU packets. For the blocking probability, due to the fixed
payload intensity, smaller packet lengths means faster arrival
rates, therefore more chances that SU packets are blocked.
Fig. 3 shows the goodput curves ρ of the SU packets under
the same condition as above. The figure shows that there exists
an optimal payload length which maximizes the goodput. The
reason is that the goodput is a function of blocking and forced
termination probabilities, and the duration of the payload. For
a given data rate, the higher the payload length, the smaller
the blocking probability, the more efficient is the transmission
per packet. On the other hand, large packet size results in
higher forced termination probability, hence reduced goodput.
Therefore, combining all these factors, there is an optimal
tradeoff which maximizes the goodput.
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Fig. 2. Left: Forced termination probability PF , Right: Blocking probability
PB versus SU mean payload length 1µfp given {λp, μp} = {1, 4},θs = 1
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Fig. 3. Aggregate payload throughput of SU packets ρ versus mean payload
length 1
µfp
( given {λp, μp} = {1, 4}, θs = 1
B. Multiple Channel and Multiple SU packet streams
In this subsection we compare the results of optimal al-
location with an intutive method and the proposed heuristic
allocation method. The intuitive method is based on the belief
that the number of SU streams on the channel is proportional
to the average channel opportunities, i.e.,
Nj = OjN (19)
For the numerical example we choose the number of PU
channels M = 3, the arrival rate and service rate of each
SU packet stream λs = 0.2 and μfp = 1.5, respectively. The
header length of each packet is fixed 1μh = 6. The PU arrival
rate and service rates are {λ1p, λ2p, λ2p} = {0.9, 1.5, 3} and
{μ1p, μ2p, μ2p} = {0.9, 3.5, 12} which corresponds to the PU
channel occupancy of {0.5, 0.3.0.2}.
In Fig. 4, the sum goodput of all channels is plotted against
the total number of SU streams N . The differences between
the proposed and intuitive methods are about 20-25%, whereas479
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Fig. 4. Sum goodput of SU packet streams given M = 3, λs = 0.2, μfp =
1.5, μh = 6 {λ1p, λ2p, λ2p} = {0.9, 1.5, 3}, {μ1p, μ2p, μ2p} = {0.9, 3.5, 12}
the differences between the proposed and optimal methods are
about 5-10%.
VI. CONCLUSION
In this paper, using a continuous time Markov model, we
have presented the exact solutions for the forced termination
and blocking probabilities, and aggregate goodput for a single
channel CR network overlaying a primary network. For a
given data rate and fixed header length it has been shown that
there exists an optimal payload length which maximizes the
aggregate goodput. In multiple channel CR networks we pro-
posed a low complexity heuristic channel allocation method.
Numerical results show that proposed method achieves about
20-25% performance improvement over the intuitive method
while trailing the optimal by about 5-10%.
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