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Résumé – Dans cet article, nous présentons le corrélogramme qui représente un outil de caractérisation de texture et qui prend en 
compte les propriétés spatiales des niveaux de gris. On lui a appliqué notre nouvelle approche de codage détaillée dans le paragraphe 2. 
Ces caractéristiques de texture sont extraites en utilisant les matrices du corrélogramme du fait de leur richesse en information de 
texture. On applique, tout d’abord, un premier codage qui réduira le nombre de niveaux de gris en passant de 256 niveaux à 9 niveaux 
de gris ; Il est utilisé pour coder les textures originelles. Puis ensuite, on effectuera un deuxième codage qui fait augmenter les niveaux 
de gris à 16, mais  en parallèle, fais améliorer la qualité de l’image et c’est à ce niveau que l’on va extraire les attributs de texture. 
Enfin, la classification par SVM sera réalisée à la fois sur le corrélogramme avec quantification et avec codage, afin de montrer 
l’efficacité de ce dernier par rapport à la méthode universelle de la quantification. 
Abstract – In this article, we present the correlogram which represents a tool for characterization of texture and which takes into 
account the space properties of the gray levels. We applied to him our new approach of coding detailed in paragraph IV.  These texture 
characteristics are extracted using correlogram matrix because of their wealth of information about texture. We will first present a 
primary coding method that reduces grey levels from 256 levels to only 9 levels; this phase will serve to code original textures. A 
second coding method is then applied; it re-evaluates the number of gray levels from 9 to 16 and improves image quality by the same 
time. It is on this level that we will extract the attributes from texture. Finally, SVM classification will be carried out at the same time on 
the correlogram with quantification and coding method, in the goal to show the effectiveness of this last compared to the universal 
quantification method.  
 
1. Introduction 
La texture est une des plus importantes caractéristiques 
utilisées pour identifier les différentes régions d’une image, 
elle est étudiée depuis une vingtaine d’années et plusieurs 
techniques ont été développées pour l’analyser. Son étude 
est difficile, car il n’existe pas de définition universelle 
permettant d’appréhender la notion de texture. Néanmoins, 
de nombreuses méthodes, utilisant des modèles statistiques 
ou structurels, ont été développées pour caractériser les 
textures. Du fait de leur richesse en information de texture, 
nous avons choisi d’utiliser les matrices du corrélogramme 
des niveaux de gris. Généralement, comme pour les 
matrices de cooccurrence, pour caractériser la texture, on 
extrayait un certain nombre de paramètres statistiques 
calculés sur ces matrices (les paramètres définis par 
Haralick), dont les plus utilisés sont l’énergie, l’entropie, le 
contraste et le moment inverse de différence. 
Un corrélogramme présente les corrélations spatiales 
entre les niveaux de gris en fonction de la distance 
interpixel. Pour une image A de N pixels, quantifiée sur n 
couleurs{ }nccc ,...., 21 . Chaque pixel p en (x, y) est doté 
d’une couleur A(p) : 
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Pour une distance { }Nd ,...2,1∈ fixé à priori, le 
corrélogramme de la couleur i par rapport à la couleur j est 
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γ  donne la probabilité de trouver à une distance k un 
pixel de niveau de gris jc . 
Au vu des images sur lesquelles nous souhaitons 
travailler, nous nous sommes intéressés à l’analyse 
d’images satellitaires en utilisant une approche de type 
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région, sachant que cette dernière est caractérisée par ses 
propriétés texturelles. 
Les images acquises par les satellites constituent une 
source d’information inégalée pour la reconnaissance, le 
suivi, la précision, la gestion des ressources et des activités 
humaines de notre planète. 
Elles sont un moyen efficace et économique pour 
extraire de précieuses informations géographiques et de 
véritables outils à la décision. 
Ces images contribuent à observer et analyser les 
phénomènes d’évolution du territoire et ainsi à appréhender 
aux mieux les changements sur de larges zones ou sur des 
sites précis. 
Cet article est structuré comme suit : dans la section 2, 
nous discutons de notre algorithme proposé pour le codage 
des niveaux de gris appliqué au corrélogramme. Ensuite, 
dans la section 3, On va s’intéresser à la classification par 
SVM pour tester et afficher la pertinence et l’efficacité de 
notre approche. Enfin, nous finirons notre travail par une 
conclusion. 
2. Expérimentation 
La recherche en traitement d’images et en vision par 
ordinateur s’est orientée pendant de nombreuses années sur 
l’extraction de l’information et sur la reconnaissance des 
éléments qui constituent l’image. 
Nous nous intéressons dans cet article à l’extraction du 
contenu des images satellites à fin d’appliquer la 
classification. 
Pour évaluer et tester notre approche, nous avons utilisé 
une base constituée d’images satellites.  
Trois étapes différentes peuvent être employées pour 
calculer les caractéristiques de l’image : 
− La première consiste à diviser chaque image, en 
niveau de gris, en des imagettes ou des blocs de taille 
32*32 répartis selon la classe de l’imagette comme le 
montre la figuré ci-dessous : 
 
 
 
FIG. 1 : Extraction de classes de textures de gauche à 
droite : zone urbaine, sol, forêt, mer, route 
 
− la plupart des méthodes existantes d’extraction 
d’information texturelle agissent directement sur 
l’image originelle ou sur des images résultantes d’un 
filtrage. La méthode d’investigation développée ici 
est le codage de texture de niveaux de gris. Ce codage 
consiste à affecter à chaque pixel de l’image une 
valeur de code et non un niveau de gris. En effet, on 
transforme l’espace de départ (image originelle) pour 
créer un espace intermédiaire (image codée) mettant 
en évidence l’information texturelle. C’est ensuite à 
partir de cet espace qu’on extrait les caractéristiques 
de texture : 
a. Premier codage : Si on prend une image à niveau de 
gris définie sur un support de E 8_connexe (une fenêtre 
3*3), on va ordonner les neuf pixels du voisinage par ordre 
croissant de leur niveau de gris, puis on affecte au pixel 
traité, le plus haut rang correspondant à son niveau de gris 
dans la suite ordonnée. 
Cette approche nous a permis de diminuer la taille de la 
matrice du corrélogramme mais aussi de dégrader la qualité 
de l’image, d’où la nécessité du deuxième codage. 
b. Deuxième codage : Il va nous permettre d’améliorer 
la qualité de l’image tout en augmentant le nombre des 
valeurs des niveaux de gris de 9 à 16. Il permet en fait de 
rajouter l’information d’amplitude, qu’on a perdue au 
premier codage ; En effet, il se peut que deux pixels de 
niveaux de gris très différents se voient affectés une même 
valeur suite au premier codage, il a fallut donc rééquilibrer 
cette situation en réintégrant l’information en amplitude 
provenant de l’image initiale.  
Le principe est le suivant: on parcourt l’imagette initiale et 
l’imagette codée, chacune de taille 3*3, pixel par pixel et 
on va tester les valeurs des niveaux de gris des deux 
imagettes et leur affecter de nouvelles valeurs. 
Soit x la valeur du niveau de gris de l’image initiale, I 
celle de l’image codée et C la nouvelle valeur du pixel. 
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c. Extraction de caractéristiques : Après avoir codé les 
textures et avant de réaliser les classements, il faut extraire 
des attributs caractéristiques de texture de chacune des 
imagettes. 
De nombreuses études ont proposé des définitions au 
terme de texture en associant à chaque fois les schémas 
d’analyse permettant d’atteindre les paramètres ainsi 
définis (Haralick), (Gagalowicz). Les méthodes proposées 
expriment l’interaction spatiale existant entre un pixel et 
ses voisins, à une distance donnée (corrélogramme), à une 
distance donnée pour une direction imposée (cooccurrence) 
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ou sur une séquence de pixels proches dans une direction 
donnée (longueur de plages). 
 Dans cet article, nous avons utilisé les paramètres 
extraits du corrélogramme. 
En disposant de notre base d’exemple, l’objectif est de 
réaliser un système de classification, en utilisant le Support 
Vector Machine, pour évaluer l’efficacité de l’approche 
proposée. 
Le SVM permet de classifier des objets, chacun étant 
décrit par un vecteur caractéristique de dimension N ; Il 
consiste à chercher géométriquement la surface de 
séparation optimale entre chaque deux classes dans 
l’espace de dimension N. Dans le cas de données non 
linéairement séparables, le SVM simule la projection des 
données dans un espace de dimension supérieure ; celles-ci 
deviennent alors linéairement séparables dans ce nouvel 
espace. 
Au niveau de la classification, la chaîne de traitement 
comprend deux étapes : 
a. L’apprentissage est réalisé à partir d’un certain 
pourcentage d’imagettes prises au hasard. On détermine le 
vecteur caractéristique de chacune d’elles, puis on fournit 
les vecteurs ainsi déterminés au classifieur qui déterminera 
la surface de séparation optimale pour chacun des couples 
de classes. 
b. Le test est à son tour effectué, à partir des imagettes 
restantes. On détermine là encore les vecteurs 
caractéristiques, puis on les soumet au classifieur. 
3. Résultats 
Les résultats ci-dessous ont été obtenus avec une base 
d’images constituée de 120 imagettes. 
La courbe représentée par la couleur verte décrit le 
résultat de la classification, en appliquant  la nouvelle 
approche du codage sur le corrélogramme, tandis que la 
courbe en bleu représente le pourcentage de la 
classification résultant de l’utilisation de la quantification.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
FIG. 2 : la courbe représentant le taux de classification 
du noyau linéaire du classifieur en fonction du paramètre C  
 
FIG. 3 : la courbe représentant le taux de classification 
du noyau polynomial du classifieur en fonction du 
paramètre C  
 
 
 
FIG. 4 : la courbe représentant le taux de classification 
du noyau gaussien du classifieur en fonction du paramètre 
C  
Les graphes ci-dessus sont beaucoup plus révélateurs de 
l’efficacité et de la pertinence du codage appliqué sur le 
corrélogramme comparé à la méthode universelle de la 
quantification. 
Pour différents noyaux (kernels) du classifieur et pour 
différentes valeurs de C, les résultats obtenus dénotent que 
le noyau gaussien est le meilleur ; il permet d’obtenir des 
taux de classification très importants.  
4. Conclusion 
Nous avons testé notre approche de codage sur les 
caractéristiques de texture du corrélogramme. Nous avons 
montré sa pertinence, qui a été évaluée au moyen d’une 
procédure de classification appliquée à 120 imagettes. Sur  
cette base, les résultats de classification sont nettement 
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supérieurs à ceux obtenus à partir du corrélogramme avec 
quantification. En l’occurrence, avec notre méthode, nous 
montrons que, pour un paramètre C égale à 1000 et un 
noyau polynomial, le pourcentage de classification atteint 
80% alors qu’il n’atteint que 53.3% avec la quantification. 
L’objectif de ce papier est de mettre en valeur 
l’efficacité du corrélogramme avec la nouvelle approche du 
codage. Ce dernier met en évidence l’information texturelle 
recherchée et donne des résultats satisfaisants de la 
classification , la chose que la quantification ne permet pas, 
et supprime l’information superflue de façon à diminuer la 
quantité de données à analyser et donc diminuer les temps 
de calcul.  
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