In the first step we show that the first rn coefficients of the Gegenbauer expansion (based on C_(x), for 0 _< n E rn) of any L2 function can be obtained, within exponential accuracy, provided that both $ and m are proportional to (but smaller than) N.
In the second step we construct the Gegenbauer expansion based on Cnx , 0 _< n _< rn from the coefficients found in the first step. We show that this series converges exponentially with N, provided that the original function is analytic (thou gh non-periodic).
Thus we prove that : The Gibbs phenomenon can be completely overcome.
1The first author would like to thank P. D. has a discontinuity at the boundary x = 4-1 if it is extended periodically with period 2. The Thus there is no convergence in the maximum norm.
When one uses a filter in the Fourier space, 
and (for A > 0)
Note that the Gegenbauer polynomials thus defined are not orthonormal.
norm of C_(x)
is given by the following lemma.
(2.2)
In fact, the There exists a constant A independent of A and n such that
The proof follows from (2.4) and the Stirling's formula (2.5)-(2.6).
Finally we would like to quote the Rodrigues'forrnula [2, page 175].
Lemma 2.4
The Gegenbauer polynomials are explicitly given by
The Truncation Error
In this section we consider an arbitrary 
where the Gegenbauer coefficients are defined by
with h_ given by (2.4).
Since we do not know the function f(x), but rather its truncated Fourier series fg(x) (denned in (1.2)), we have only an approximation to/_(1) which we denote by 0:
Notice that 9_(1) depends on N. At this stage we would like to define the truncation error In the next two theorems we bound the truncation error in terms of N, the number of given Fourier coefficients, m the number of Gegenbauer polynomials, and X.
is an L2 function on [-1, 1], then there exists a constant A which is independent of )% m and N, such that the truncation error defined in (3.4) satisfies the following estimate:
As a first step we consider the special function f(x) = e i''_:_ with In[ > N. In this special case fN(X) = 0 and we obtain have, for 0 < 1 < m,
where in the second step we used the formula (2.2) for C_ (1), and in the last step we used (t+x)r(l+2_) the fact that l! is an increasing function of l.
We now return to the general function f(x), which satisfies
is an L2 function, its Fourier coefficients ](n) are uniformly bounded,
We thus have, using the result for the special case e i'_ in (3.8),
We can now estimate the truncation error (3.4) by (3.14)
Proof:
We use Stirling's formula (2.5)-(2.6) to obtain, from the previous estimates on the truncation error in (3.5) and some simple algebra, _,,rr((f+2a)N)r(aN) 2 < itN2q N with q defined by (3.14).
If we take a = f in (3.14), we obtain
which attains its minimum value q = e-_ at f -2,,
--_-_. 
Since C_o(X) = 1, the remaining integral is simply hto+_ and can be obtained from (2.3)-(2.4):
a(_,Oc(p)v"_r(l+ _ + ½) I]_(z)l < h_2'p'(l + A)F(/+ )_)
and finally using the definition of G(A,I) from (2.10) we get (4.3).
[2 
We can thus sum (4.5) for m + 1 _< I < c_ to obtain by virtue of the discussion in Section 4.
We are ready to state our main theorem.
Theorem

Removal of the Gibbs Phenomenon
Consider an analytic and non-periodlc function
Assume that the Fourier coefficients
Let ._x(1), 0 < I < m be the Gegenbauer expansion coefficients of fg(x) = _,N=_ y ](k)e ik'_ explicitly given by
.2) o<lkl_<N
Then for A = m = fiN where fl < _, we have I:<> <,>.:
The first term is the regularization error and has been estimated in 
6
Numerical Results
In this section we demonstrate the theory using numerical examples. We implement the method in the following way. Assume that the first 2N + 1 Fourier ) for -N < k < N, as defined in (1.1), are given. We compute the approximate Gegenbauer coefficients _x(1), for 0 < l < m, defined in (3.3), using the following formula given in Remark 3.1: 
Oh(t)= ,_o,](o) + r(A)i'(/+ A) _] J,+_(_rk) ](k
which can be found in [1, page 175].
We remark that the implementation described above are subject to round off effects for large _ and m. We use a Cray-YMP to carry out all the computations. Our implementation can give accurate result only when the error is no smaller than 10 -9 . And we will show results only in those cases. A better way to implement this method might be through Chebyshev polynomials.
For the purpose of testing we consider the following examples. There are several topics which are not addressed in this paper and will be discussed in a future paper:
( 
