Q M IIJBβll = Inf ίllΛβll: W?cC, (ί 4 )?cZ)} .
Then the problem of finding the optimal quadrature formula, as described above, is closely related to whether the sequence (K(t, t k ))t =ι , for any choice of the n knots (t k )l, forms an extended complete Tchebycheff system on D (see definition below) or not ([7] , [8] ). Therefore, the optimality of a quadrature formula is closely connected to the notion of total positivity of K(z, t) on D.
Here, we extend the notion of total positivity to the complex case. By doing so, we also give a geometrical interpretation to certain Wronskians of reproducing kernels. These geometrical quantities are connected to Gaussian curvatures of Kahler metrics induced by the reproducing kernels.
When D is simply-connected (that is when the automorphism group of D is transitive) these curvatures are negative constants, thereby proving that the kernels are totally positive and moreover yielding an efficient method for computing the relevant determinants. In general, the reproducing kernels of multiply-connected domains are not totally positive.
l Total positivity* We introduce some definitions and notation from the theory of total positivity. We shall use Karlin's book [6] (especially pp. 11-49) as basic reference. DEFINITION 
A sequence of real-valued continuous functions φ^x), φ 2 (x),
, ΦJx) is said to constitute a Tchebycheff system {T-sy stem) on [a, b] 
for all a ^ x ι < x 2 < < x n ^ δ. The sequence is called a complete
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T-system (CT-system) on [α, b] if φ l9
, φ k is a T-system for k = 1, • , n. The sequence is called a Descartes system (D-system) The lemma now follows from Lemma 2. Proof. Let (t n ) be a dense sequence in D and consider the sequence of functions ψ n (z) = UT(2, ί" % ), w = 1, 2, . Then (f n ) c IZ" and since the polynomials are contained in H this sequence is linearly independent. Moreover, if (/, ψ n ) = 0, n = 1, 2, , / e H, then / = 0. Let (φ n ) be an orthonormal basis of H. Then where, according to the previous lemmas, the infinite sum on the right is independent of the choice of the basis and it converges absolutely and uniformly on compacta of D.
We need the following lemma which is, to a certain extent, a reformulation of the Cauchy-Binet formula (see [6] 
The last sum is strictly positive by assumption, thereby proving the theorem.
A somewhat converse of this theorem is contained in the following: THEOREM 2. Let [a, b] 
, forms a CTsystem on [a, b] .
Clearly, (τ/r fc ) so defined is linearly independent. Further, suppose there is an / e H such that (/, ψ k ) = 0, k = 1, 2, . Thus /(0 fc ) = 0, with lim k^oo θ k eD and hence / = 0. Moreover,
since a < θ aχ < θ a2 < < θ a% < 6. This proves (1) . To prove (2), we apply the Gram-Schmidt procedure on (ψ k ) to obtain the orthonormal basis (φ k ) given by Φi= Ψ Φn = χ /llχ ll, χ = t* -Σ (Ψ», <**)<** > w = 2, 3, ... .
fc = l
Now it is easily verified that
for a ^ t, < t 2 < <t n <^h, since 0,0/U is also CT on [α, 6] . This concludes the proof of the theorem.
Let t G D and consider the closed convex subsets of H
Since H contains the polynomials these subsets are not empty. Let φ k (z) = φ k (z; t) be the unique solution of the minimal problem
Clearly, the sequence (φ k )ΐ= 0 forms a complete orthogonal system in H. Therefore,
where Inserting (3) in (2), and using Lemma 5, we obtain, after some manipulations,
We therefore obtain THEOREM 
K(z, t) is ETP on D if and only if, for any teD, the orthonormal basis (ψ h (z\ t))ΐ =0 is ECT on D.
We remark that, for the fixed point teD, we have
It is of course clear that the assumption that H contains the polynomials can be replaced by the requirement that for any t e D, A k (t) Φ 0, k = 0, 1, . Note also that
and moreover the λ's introduced above are connected to certain Gaussian curvatures of Kahler metrics induced by K(t, t). More explicitly, the Kahler metric
has the Gaussian curvature
Therefore, using (4) and (5) 
. Let D be a simply-connected domain and assume that each automorphism w -w(z) induces an isometry T of H(D W ) onto H(D Z ), given by (Tf
where the X 3 --Xj(t 0 ), j = 0, 1, , m -1, are positive constants and U is any point of D.
Proof. T: H(D W ) -* H(D Z )
, (the subscript in D w means that D is described in the w-plane), is an isometry of the corresponding Hubert spaces. Therefore,
Inserting (7) in (2) we obtain, after some manipulations
Since D is homogeneous (i.e., the automorphism group of D is transitive) it follows, from (7) and (8) that J(z, t) is constant in D. We evaluate this constant at a fixed point t o eD. According to (4) and (5) 
, where λ, = X 3 {t Q ) are positive constants. Therefore (6) is true.
COROLLARY.
Under the assumptions of Theorem 4 and if, in addition, K(z, t) never vanishes in D, then K(z, t) is ETP on D.
REMARK. In the case of Theorem 4, REMARK. When z and t are on the imaginary axis, i.e., when z -iy, t = ir, y > 0, r > 0, we have K u (iy, -ir) 
is ETP on (0, oo) x (0, oo) for v> -1. Especially, when v -0, K 0 (iy, -ir) -l/(r + y) is the famous Cauchy kernel. The fact that this kernel is ETP is used to establish the wellknown Mϋntz theorem on best polynomial approximation.
If U is mapped conf ormally onto the unit disc Δ = {w: \ w \ < 1} the mapping w(z) = e iθ (z -a)/(z -α), a e U, induces the natural isometry of the corresponding Hubert spaces. Consequently,
Using (10) 
If v = 0 then for
We again map U onto the unit disc Δ by w -
is an isometry of the Hubert space of functions on A onto 3f v . But 1 -| w | 2 = 21 w'\ Im «. Therefore, using (11) and (12) is conformally invariant we obtain: (1) (D*) onto iϊ (1) (Z)). Therefore, Proof. According to (15) we can assume that D is bounded by N D analytic curves. We use the identity ( [2] , p. 100) connecting K D (z, t) with the slit mapping. From the above mentioned identity follows that for each fixed t e D, K D (z, t) has 2{N D -1) zeros (counting multiplicities) in D and none near 3D.
is conformally invariant. Since D is simply-connected it follows by the Riemann mapping theorem that J D (z, t) is a constant for all simply-connected domains. Therefore, According to (13) E"j(w, τ) = K^w, τ) = τr"7(l -wr) 2 . Hence, using (15) and (16) 
(see also [4] ).
Similarly to Theorem 7 we have THEOREM 
K D (z, t) is ETP on D if and only if N D = 1.
Proof. This follows from (14), (17) and the fact K D (z, t) has (for fixed t e D) N D -1 zeroes (counting multiplicities) in Ό and none near 3D, ([21, p. 118) .
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