In this paper the inverse eigenvalue problem of recovering the real coefficients in a Sturm-Liouville problem with nonselfadjoint boundary conditions depending on the spectral parameter from the eigenvalues is solved using entire-function theory and the solution of a Marchenko integral equation.
Introduction
Small transversal vibrations of a nonhomogeneous string are described by the boundary value problem ∂ 2 u ∂s 2 We remark that α > 0, β ∈ R and q ∈ L 2 (0, a) is real valued. It follows from (1.12), (1.15) and the inequality ρ [x] ε > 0 that the operator A defined by
2 (0, a) : f (a) + β f (a) = 0, f (0) = 0 is strictly positive selfadjoint. We shall consider the problem (1.9)-(1.11) under the general conditions that q ∈ L 2 (0, a) and A is selfadjoint and bounded below, but not necessarily strictly positive. For α = 1 and β = 0 we obtain the so-called Regge problem [11, 19, 20] . When α > 0, α = 1 and β ∈ R, the Riesz basis properties of the root functions of problem (1.9)-(1.11) were studied in [4, 10, 21] .
Problem (1.9)-(1.11) can be treated as a spectral problem for a nonmonic quadratic operator polynomial, i.e. a quadratic operator polynomial where the leading coefficient is not the identity operator. Indeed, denote by A 1 the following operator acting on the Hilbert space L 2 (0, a) ⊕ C: This operator with dense domain is selfadjoint and bounded below and has the same spectrum as A. Its spectrum consists of normal eigenvalues accumulating at infinity, because it has a compact resolvent. Put 16) where I denotes the identity operator. It is clear that M 0 and K 0 (i.e. that M and K are bounded non-negative selfadjoint). Problem (1.9)-(1.11) is nothing but the spectral problem for the operator polynomial
where
In this paper we primarily study the inverse problem of constructing the real potential q in the problem (1.9)-(1.11) from its eigenvalues. First we prove that the eigenvalues of this problem coincide with the zeros of the entire function
where s(λ, x) is the solution of (1.9) with initial conditions ϕ(λ, 0) = 0 and ϕ (λ, 0) = 1. If α > 0 and α = 1, the asymptotics of the eigenvalues can easily be established. In this case well known properties of so-called sine-type entire functions can be employed to solve the inverse spectral problem, leading to two variants, one for 0 < α < 1 and one for α > 1. When eigenvalues in the closed lower half-plane are absent, ϕ(λ) belongs to the so-called Hermite-Biehler class [12] and hence the solution of the inverse eigenvalue problem simplifies considerably. For α = 1 it is generally very difficult to solve the inverse problem, because of anomalies in the asymptotic behaviour of the eigenvalues. For instance, if α = 1, β = 0 and q = 0, we have ϕ(λ) = e iλa , and hence there are no eigenvalues at all [19] . Further, as one easily verifies, if α = 1 and β = 0, the eigenvalues are not confined to a horizontal strip (as when α > 0 and α = 1), but instead tend to infinity in absolute value with a logarithmic growth of the imaginary part. For these reasons we have decided to study the inverse eigenvalue problem only for 0 < α < 1 and α > 1.
The present inverse eigenvalue study fits into a long tradition of reconstructions of Schrödinger equation potentials from spectral data, ever since the seminal papers by Borg [1, 2] on the necessity of using the spectra for two different boundary conditions for the same equation to reconstruct the potential. A more profound study of the properties of pairs of sequences leading to a unique determination of the potential was made by Levitan and Gasymov [15] . Expositions and reviews of the existing literature on the subject have been given by Levitan [14] . More recent results were obtained by Gesztesy and Simon [6] . Generalizations for some first-order systems and, by consequence, for higher-order equations were obtained by Malamud [16] .
Let us describe the organization of this paper. In section 2 we give definitions and mention certain properties of operator polynomials. In section 3 we study the direct problem and in section 4 the inverse problem.
Basic properties
In this section we give some definitions and basic properties involving isolated eigenvalues of operator polynomials. The first part follows from the fact that the operator polynomial L(λ) is compactly invertible for λ = −iγ with γ > 0 large enough. The second statement follows from the existence of only one linearly independent solution of (1.9) which vanishes at x = 0. The proof of the third part is almost the same as the proofs of corollary 2.1, lemma 2.4 and theorem 2.1 in [18] , where the operator M 0 (i.e. M is strictly positive). However, if M 0, K 0 and M + K 0, which is true in our case, the proof given in [18] remains valid.
Main results on the direct problem
To state these results, let
be the eigenvalues of L(λ) located in the closed lower half-plane and hence on the nonpositive imaginary axis, numbered such that 0
Theorem 3.1. We have the following. 
the number of purely imaginary eigenvalues in each of the intervals (iγ
k , iγ k+1 ) for k = 1, . . . , κ − 1 is odd. (3) If γ 1 > 0, then
In parts (2)-(5), algebraic multiplicities are taken into account when counting eigenvalues.
Proof. The spectrum of problem (1.9)-(1.11) coincides with the set of zeros of the entire function
where the prime denotes the derivative with respect to x. Here s(λ, x) is the solution of (1.9) satisfying the initial conditions
We need the following proposition.
Proof of proposition 3.2. The functions s (λ, a) and s(λ, a) are even functions of λ and therefore
Let ϕ(−iγ ) = 0 for some γ > 0. Then due to (3.1) we obtain
Substituting (3.2) and (3.3) into (3.4), we obtain
Combining (3.5) and (3.6) we obtain
Substituting (3.7) into (3.5) we obtain
To continue the proof, let us consider the operator polynomial L(λ) in which α occurs as a parameter, as an operator polynomial L(λ, α), keeping λ as the spectral parameter. The spectrum of L(λ, 0) = λ 2 I − A 1 is symmetric with respect to both the real and the imaginary axis. The eigenvalues of L(λ, α) are piecewise analytic functions of α, which may lose their analyticity only when they collide [5, 7] .
In the case of the nonmonic operator polynomial (1.17), differentiation of the identity (L(λ j , α)y j (α), y j (α)) = 0 with respect to α, where λ j (α) is a purely imaginary eigenvalue of L(λ, α) and y j (α) is the corresponding eigenvector, leads to the following identity (cf, e.g., [18] ):
where K 1 is defined by (1.16) and the prime indicates the derivative with respect to α. Consequently,
In the next proposition it is proved that the numerator and denominator of (3.9) are positive numbers.
Proposition 3.3. We have (My
Proof. Since M 0 and K 0, the identities (My j (0), y j (0)) = 0 and (K 1 y j (0), y j (0)) = 0 imply that My j (0) = 0 and K 1 y j (0) = 0, respectively. The former yields y j (α = 0, x) ≡ 0, implying y j (α = 0, a) = 0 and hence y j (α = 0) = 0, which is a contradiction. The latter yields y j (α = 0, a) = 0. On the other hand,
which means that
Hence y j (α = 0, x) ≡ 0, which is a contradiction.
Let us continue the proof of theorem 3.1. Taking into account the symmetry of the problem on reflection with respect to the imaginary line, we have λ −k (α) = −λ k (α) for all not purely imaginary λ −k (α) with α 0, and hence new eigenvalues can appear on the imaginary axis only in pairs, which implies statements (1)-(3) of the theorem.
Let us consider the asymptotics of ϕ(iτ, α) for α ∈ (0, 1) and τ → +∞. We use the well known formulae [17] 
where the function K (x, t) has partial derivatives of first order such that K x (a, t) and K t (a, t) belong to L 2 (0, a) as functions of t, and
Substituting (3.10)-(3.11) into (3.1) and setting λ = iτ we obtain
where the α-dependence has been expressed explicitly and the order constant does not depend on α. This means that no eigenvalues arrive from or arrive at +i∞ along the imaginary axis as α increases from zero to any value in (0, 1). As a result, the statements (4) and (5) regarding the case α ∈ (0, 1) are true. Now let α > 1 be fixed and replace q(x) by ηq(x). Then the eigenvalues of problem (1.9)-(1.11) are piecewise analytic functions of η [5, 7] . For η = 0 the problem (1.9)-(1.11) can be easily solved explicitly and hence it is clear that the number of purely imaginary eigenvalues is equal to unity. Equation (3.12) shows that |ϕ(iτ )| → +∞ as τ → +∞ uniformly in η ∈ [0, 1] for any q ∈ L 2 (0, a). This means that there are no eigenvalues arriving from or arriving at infinity along the imaginary axis as η increases from zero to unity. By the same token, since 13) there are also no eigenvalues arriving from or arriving at −i∞ along the imaginary axis as η increases from zero to unity. Due to the symmetry of the problem on reflection with respect to the imaginary line, new eigenvalues can appear on the imaginary axis only in pairs. This means that for α > 1 the number of purely imaginary eigenvalues (with multiplicities taken into account) is odd. Then assertion (5) follows. Assertion (4) now follows if we take into account assertion (3).
Inverse problem
In [9] the following theorem was stated without proof. 
where g > 0, h ∈ R and 0 =k∈Z |µ k | 2 < +∞.
Then there exist α ∈ (0, 1), β ∈ R and real q ∈ L 2 (0, a) which generate the problem (1.9)-(1.11) with spectrum {λ k } 0 =k∈Z .
The proof of this theorem was given in [8] . In the proof, it was used that, under the conditions of theorem 4.1, the function ϕ(λ) in (3.1) can be represented in the form
and belongs to the so-called Hermite-Biehler class (see below for the definition of this class).
In [8] the inverse eigenvalue problem of constructing the potential q ∈ L 2 (0, a) in (1.9)-(1.11) from its eigenvalue spectrum was solved under the condition that there are no eigenvalues in the closed lower half-plane. In this paper we consider the same inverse problem, but without restricting the eigenvalues to the upper half-plane. In other words, we aim at a generalization of theorem 4.1 in which condition (2) no longer appears. In this case the function ϕ(λ) in (3.1) does not belong to the Hermite-Biehler class.
Definition 4.2.
A sequence of complex numbers {λ k } k∈Z or {λ k } 0 =k∈Z is said to be properly enumerated if
not purely imaginary. (3) A certain complex number appears in the sequence at most finitely many times.
All sequences of complex numbers used in this paper are properly enumerated.
Definition 4.3. An entire function ω(λ) is said to belong to the Hermite-Biehler class HB [12] if it has no zeros in the closed lower half-plane and
ω(λ)/ω(λ) < 1, Im λ > 0. (4.2)
Definition 4.4. The function ω ∈ HB is said to belong to the symmetric Hermite-Biehler class SHB if
Any function ω ∈ HB can be presented in the form [12] ω(λ) = P(λ) + iQ(λ),
where P(λ) and Q(λ) are real entire functions (i.e., they are real on the real line). Moreover, if ω ∈ SHB, then (4.3) implies that
This means that for ω ∈ SHB the functions P(λ) andQ(λ) = λ −1 Q(λ) are even entire functions satisfying 
. , κ) (with the exception of λ −1 if it is equal to zero) are not terms of the sequence. (4) If κ 2, then the number of terms in the intervals
is odd. Then there exists a unique four-tuple {a, q, β, α} ∈ B − such that {λ k } 0 =k∈Z is the spectrum of problem (1.9)-(1.11) generated by the four-tuple.
(4.6) By (4.1), this limit exists. As will be shown shortly, this limit a will turn out to be the length of the interval on which (1.9) is valid. Consider the auxiliary function
Then ϕ 0 ∈ SHB. Let us denote its properly enumerated sequence of zeros by {λ
Then the functions P 0 (λ) andQ 0 (λ) are both even functions. Let us introduce the real entire functionsP
Since the zeros {ζ
k } 0 =k∈Z of P 0 (λ) and the zeros {ξ 
for any fixed t ∈ [0, 1].
Proof of proposition 4.8. There exists ∈ N such that Re λ s > 0 for s +1 and Re λ s < 0 for s −( + 1). For such λ s we define
So it remains to construct the piecewise analytic functions involving the purely imaginary eigenvalues λ s (0 < |s| ). Now let λ − j be a (purely imaginary) term in the closed lower half-plane. Consider 
Next, for s = 0, . . . , κ − 2 and t ∈ 1+s κ+2 , 2+s κ+2
we define
, 1 we define
which completes the proof.
Continuing the proof of theorem 4.7, let us construct the function 11) and then define P(λ) = P(λ, 1) andQ(λ) =Q(λ, 1). Next, put
and then defineP(λ) =P(λ, 1) and˜Q(λ) =˜Q(λ, 1). Denote by {ζ k (t)} 0 =k∈Z the set of zeros of P(λ, t) and by {ξ k (t)} 0 =k∈Z the set of zeros of
are the zeros ofP(λ, t) and {ξ k (t) 2 } ∞ k=1 are the zeros of˜Q(λ, t). Proposition 4.9. For any fixed t ∈ [0, 1], the sets of zeros
Proof of proposition 4.9. Due to (4.7), this statement is true for t = 0. The functionsP(λ, t)
and˜Q(λ, t) are entire functions of λ for every t ∈ [0, 1] and continuous functions of t ∈ [0, 1] for every λ ∈ C. This means that the inequalities (4.12) can only be violated if for some
However, either identity implies
and, consequently,
where ξ k (t 1 ) is real or purely imaginary. Since proposition 4.8 implies that ϕ(λ, t) can have a real zero only at the origin for any t ∈ [0, 1], we conclude that ξ k (t 1 ) is purely imaginary or zero. Since P(λ, t) andQ(λ, t) are even functions of λ, we have Let us consider the auxiliary function
Then it is clear that ϕ 00 (λ) is a sine-type function. Direct computation shows that the zeros of ϕ 00 (λ) behave asymptotically as follows: 14) where 0 =k∈Z |d k | 2 < ∞. Comparing (4.14) with (4.1) we obtain
Using lemma 5 of [13] , we obtain 15) where c 0 ∈ C \ {0} and T ∈ C are constants and ψ ∈ L a , the class of entire functions of exponential type a whose restrictions to the real line belong to L 2 (R). Due to the symmetry of our problem with respect to the imaginary axis, we have {c 0 , T } ⊂ R. Substituting (4.13) into (4.15) we obtain
where ψ 1 ∈ L a . The constants c 0 , T , g and h can be found as follows: 
where, clearly, α > 0. We will prove below that these α and β are the numbers α and β we are looking for. PutP
where α and β follow from (4.23) and (4.24). The functionP(λ) is even. Thus we define the entire function˜P 
where ψ j ∈ L a ( j = 3, 4) are even functions. Making use of lemma 3.4.2 of [17] , we obtaiñ 
Let us prove that q is the potential we are looking for and that it is unique. Indeed, we have and hence the set of zeros of ϕ(λ) coincides with the spectrum of problem (1.9)-(1.11). Since α ∈ (0, 1) as a result of (4.23), the four-tuple {a, q, β, α} ∈ B − . This completes the proof of theorem 4.7.
Let us give more details on the construction of the real potential q of the problem (1.9)-(1.11) from the properly enumerated sequence {λ k } 0 =k∈Z such that this sequence becomes the spectrum of the problem. Let us first indicate the quantities to be computed from {λ k } 0 =Z using previous equations. First we evaluate the interval length a with the help of (4.6). We also evaluate g and h from (4.18) and (4.19) and then α from (4.23). Note that α thus obtained belongs to (0,1). Next we compute the function ϕ(λ) with the help of (4.9), and the functions P(λ) andQ(λ) using (4.10) and (4.11) with t = 1. Next, we evaluate c 0 and T from (4.17) and (4.20) and then β from (4.24). Finally, we computeP(λ) using (4.25).
Let We then solve the Marchenko integral equation
which has a unique solution [17] . With the help of the expression [17] K (x, x) = 
29)
be true for some g > 0, h ∈ R and k∈Z |µ k | 2 < +∞.
Then there exists a unique four-tuple {a, q, β, α} ∈ B + such that {λ k } k∈Z is the spectrum of problem (1.9)-(1.11) generated by the four-tuple.
The proof of theorem 4.12 is similar to the proof of theorem 4.7. Equation (4.23) for constructing α from the spectral data is now as follows: should be replaced by k.
