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Abstract
We revisit the Ising-nematic quantum critical point with an m-dimensional Fermi surface by applying
a dimensional regularization scheme, introduced in Phys. Rev. B 92, 035141 (2015). We compute the
contribution from two-loop and three-loop diagrams in the intermediate energy range controlled by a
crossover scale. We find that for m = 2, the corrections continue to be one-loop exact for both the
infrared and intermediate energy regimes.
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I. INTRODUCTION
Unconventional metallic states lying outside the framework of Laudau Fermi liquid theory have
been the subject of intensive studies [1–23] in the recent times. From the point of view of condensed
matter systems, we want to construct minimal field theories that can capture universal low-energy
physics, thus enabling us to understand the dynamics in controlled ways.
Non-Fermi liquids arise when a gapless boson is coupled with a Fermi surface. Depending on
the system, the critical boson can carry zero momentum or some finite momentum. In the former
case, examples include the Ising-nematic critical point [7, 11, 19–21, 24–38] and the Fermi surface
coupled with an emergent gauge field [22, 23, 39–42], when the fermions lose coherence across the
entire Fermi surface. The latter scenario is realised in systems like the spin density wave (SDW) or
charge density wave (CDW) critical points [12–14, 18, 43, 44], where electrons on hot spots (or hot
2
lines) play a special role because these are the ones which remain strongly coupled with the critical
boson in the low energy limit. The above systems are examples of critical Fermi surfaces where the
Fermi surfaces are well-defined through weaker non-analyticities (such as power-law singularities)
of the electron spectral function [45, 46], although there is no finite jump or discontinuity in the
electron occupation number as is seen in Fermi liquids. The Fermi surface at the quantum critical
point is thus identified from a non-analyticity of the spectral function. The latter is inherited
from that of the underlying Fermi liquid before the coupling with a gapless boson is turned on
right at the quantum phase transition point. The effect of such coupling of the Fermi surface with
critical bosons on potential pairing instability is another topic which has been examined carefully
[22, 23, 47, 48].
In this paper, we will focus on the Ising-nematic quatum critical point. This system is worthy
of investigation because there has been considerable experimental evidence that a nodal nematic
phase occurs in certain cuprate superconductors in the underdoped regime, and probably a quan-
tum phase transition occurs from this anisotropic state to an isotropic one. Measurements of
strongly temperature-dependent transport anisotropies [49] and neutron scattering experiments
[50] performed on such materials provide such evidence. Let us first review the dimensional reg-
ularization scheme that has been devised to study such critical points [17, 20]. Denoting the
dimension of Fermi surface by m and the space dimensions by d, the number of spatial dimensions
perpendicular to the Fermi surface is given by (d−m). while d controls the strength of quantum
fluctuations, the m tangential directions control the extensiveness of gapless modes. Tuning d,
we can compute the upper critical dimension dc(m) as a function of m, such that theories below
upper critical dimensions flow to interacting non-Fermi liquids at low energies, whereas systems
above upper critical dimensions are expected to be described by Fermi liquids. In our earlier work
in Ref. [20], we have shown that theories with m = 1 are fundamentally different from those with
m > 1. This is due to an emergent locality in momentum space that is present for m = 1 [9]. On
the other hand, for non-Fermi liquids with m > 1, any naive scaling based on the patch description
is bound to break down as the size of Fermi surface (kF ) qualitatively modifies the scaling. This is
the result of a UV/IR mixing, where low-energy physics is affected by gapless modes on the entire
Fermi surface in a way that their effects cannot be incorporated within the patch description [20].
In Ref. [20], we identified the upper critical dimension dc(m) at which the one-loop fermion
self-energy diverges logarithmically. Using  = dc(m) − d as an expansion parameter, we could
perturbatively access the stable non-Fermi liquid states that arise in d < dc(m). While computing
two-loop corrections, we found that there exists a crossover scale defined by the dimensionless
quantity,
λcross ≡ e˜2
(
kF
Λ
)m−1
, (1.1)
where e˜ is the effective coupling constant which remains small during perturbative expansions and
Λ is the Wilsonian cut-off for energy scales and momenta away from the Fermi surface. For m = 1,
3
the kF -dependence drops out from everywhere. Since e˜ ∼ O() within the perturbative window,
one always deals with the limit
λcross << 1 for m = 1 . (1.2)
The m > 1 case is quite different. In the λcross >> 1 limit for m > 1, the higher-loop corrections
have been shown to be suppressed by positive powers of e˜ and Λ/kF . Due to this suppression by
1/kF , there is no logarithmic or higher-order divergence at the critical dimension. As a result, the
critical exponents are not modified by the two-loop diagrams in the kF →∞ limit. However, there
exists a large energy window for small  and (m− 1), before the theory enters into the low-energy
limit controlled by λcross >> 1. In this paper, we will carry out two-loop and three-loop calculations
in this intermediate energy scale characterized by λcross << 1, in order to examine whether there
are non-trivial quantum corrections from higher-loop diagrams for m > 1. We will also compute
those three-loop diagrams in the λcross >> 1 limit and confirm that the Λ/kF -suppression continues
to hold as predicted in Ref. [20].
The paper is organized as follows: In Sec. II, we revisit the action which describes the Ising-
nematic quantum critical point for a system with an m-dimensional Fermi surface embedded in d
spatial dimensions, providing a way for achieving perturbative control by dimensional regulariza-
tion. In Sec. III, we continue to review the renormalization group scheme applied for locating the
infrared fixed point. In Sec. IV, we explain the crossover scale that governs the transition from
infrared to intermediate energy scales. The counterterms obtained from two-loop diagrams are dis-
cussed in Sec. V, followed by a computation of the critical exponents in Sec. VI. We conclude with
a summary and some outlook in Sec. VII. Details on the computation of the Feynman diagrams
at two-loop and three-loop orders can be found in Appendices A and B respectively.
II. MODEL
In the patch coordinate system used in Ref. [20], the action for the Ising-nematic critical point
involving an m-dimensional Fermi surface embedded in d spatial dimensions, can be written as
S =
∑
j
∫
dkΨ¯j(k)
[
iΓ ·K + iγd−m δk
]
Ψj(k) exp
{L2(k)
µ k˜F
}
+
1
2
∫
dk L2(k) φ(−k)φ(k)
+
i e µx/2√
N
∑
j
∫
dkdq φ(q) Ψ¯j(k + q) γd−mΨj(k) . (2.1)
Here, K ≡ (k0, k1, . . . , kd−m−1) includes the frequency and the first (d − m − 1) components
of the d-dimensional momentum vector, L(k) ≡ (kd−m+1, . . . , kd) and δk = kd−m + L2(k). In
the d-dimensional momentum space, k1, .., kd−m (L(k)) represent(s) the (d − m) (m) directions
perpendicular (tangential) to the Fermi surface. The spinor ΨTj (k) =
(
ψ+,j(k), ψ
†
−,j(−k)
)
includes
the right and left moving fermion fields ψ+,j(k) and (ψ−,j(k)) with flavour j = 1, 2, .., N . Γ ≡
4
(a) (b) (c)
FIG. 1. The one-loop diagrams for (a) the boson self-energy, (b) the fermion self-energy, and (c) the
vertex correction (c). Solid lines represent the bare fermion propagator, whereas wiggly lines in (b) and
(c) represent the dressed boson propagator which includes the one-loop bosonic self-energy correction
computed from (a).
(γ0, γ1, . . . , γd−m−1) represents the gamma matrices associated with K. Since we are ultimately
interested in the physical situations when co-dimension 1 ≤ d − m ≤ 2, we consider only 2 × 2
gamma matrices with γ0 = σy, γd−m = σx and Ψ¯ ≡ Ψ†γ0. The theory has an implicit UV cut-off
for K and kd−m, which we denote as Λ and we are interested in the limit Λ kF corresponding to
the low energy effective action. Here the dispersion is kept parabolic, while the exponential factor
effectively makes the size of the Fermi surface finite by damping the propagation of fermions with
|L(k)| > k1/2F as the bare fermion propagator is given by G0(k) = 1i Γ·K+γd−mδkK2+δ2k exp
{
− L
2
(k)
µ k˜F
}
.
Let us review the results found from the one-loop diagrams in Fig. 1 for the above action. The
dressed boson propagator, which includes the one-loop self-energy is given by
D1(k) =
1
L2(k) + βd e
2 µx
(µ k˜F )
m−1
2 |K|d−m
|L(k)|
, (2.2)
to the leading order in k/kF , for |K|2/|L(k)|2, δ2k/|L(k)|2 << kF . Here
βd =
Γ2(d−m+1
2
)
2
2d+m−1
2 pi
d−1
2 | cos{pi(d−m+1)
2
}|Γ(d−m
2
)Γ(d−m+ 1)
(2.3)
is a parameter of the theory that depends on the shape of the Fermi surface. The one-loop fermion
self-energy Σ1(q) blows up logarithmically in Λ at the critical dimension
dc(m) = m+
3
m+ 1
. (2.4)
Now we consider the space dimension d = dc(m) − . In the dimensional regularization scheme,
the logarithmic divergence in Λ turns into a pole in 1/:
Σ1(q) =
− e2(m+1)/3
k˜
(m−1)(2−m)
6
F N
u1

+ finite terms
 (iΓ ·Q) , (2.5)
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to the leading order in q/kF , where
u1 =
1
pi
m−2
2 (4pi)
3
2(m+1) 2m−1| sin{(m+ 1)pi/3}|β
2−m
3
d (m+ 1)
×
Γ( m+4
2(m+1)
)
Γ(m/2)Γ( 2−m
2(m+1)
)Γ( 2m+5
2(m+1)
)
. (2.6)
The one-loop vertex correction vanishes due to a Ward identity [17].
III. RENORMALIZATION GROUP EQUATIONS
To remove the UV divergences in the  → 0 limit, we add counterterms using the minimal
subtraction scheme, such that the renormalized action is given by:
Sren =
∑
j
∫
dkB Ψ¯Bj(kB)
[
iΓ ·KB + iγd−mδkB
]
ΨBj(kB) exp
{L2(k),B
kF,B
}
+
1
2
∫
dkB L
2
(k) φB(−kB)φB(kB)
+
i eB√
N
∑
j
∫
dkB dqB φB(qB) Ψ¯Bj(kB + qB) γd−mΨBj(kB) , (3.1)
where
K =
Z2
Z1
KB , kd−m = kB,d−m , L(k) = L(k),B ,
Ψ(k) = Z
−1/2
Ψ ΨB(kB) , φ(k) = Z
−1/2
φ φB(kB) ,
eB = Z
−1/2
3
(
Z2
Z1
)(d−m)/2
µx/2 e , kF = µ k˜F , (3.2)
with
ZΨ = Z2
(
Z2
Z1
)(d−m)
, Zφ = Z3
(
Z2
Z1
)(d−m)
. (3.3)
The subscript “B” denotes the bare quantitites.
The renormalized Green’s functions, defined by〈
φ(k1)..φ(knφ)Ψ(knφ+1)..Ψ(knφ+nψ)Ψ¯(knφ+nψ+1)..Ψ¯(knφ+2nψ)
〉
= G(nψ ,nψ ,nφ)({ki}; e˜, k˜F , µ)δd+1
nφ+nψ∑
i=1
ki −
2nψ+nφ∑
j=nφ+nψ+1
kj
 ,
satisfy the RG equations{
−
2nψ+nφ∑
i=1
(
zKi · ∇Ki + ki,d−m
∂
∂ki,d−m
+
L(ki)
2
· ∇L(ki)
)
− dk˜F
dl
∂
∂k˜F
− de˜
dl
∂
∂e˜
+2nψ
(
−2 dc − 2 + 4−m
4
+ ηψ
)
+ nφ
(
−2 dc − 2 + 4−m
4
+ ηφ
)
+dc − + 1− m
2
+ (dc − −m)(z − 1)
}
G(nψ ,nψ ,nφ)({ki}; e˜, k˜F , µ) = 0 . (3.4)
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Here
e˜ ≡ e
2(m+1)/3
k˜
(m−1)(2−m)
6
F
, (3.5)
z is the dynamical critical exponent, and nψ (nφ ) is the anomalous dimensions for the fermion
(boson), which can be expressed as
z = 1 +
∂ ln(Z2/Z1)
∂l
, nψ = −1
2
∂ ln(Zψ)
∂l
, nφ = −1
2
∂ ln(Zφ)
∂l
.
(3.6)
Earlier, from the computation of one-loop beta functions [20], it has been established that the
higher order corrections are controlled not by e, but by the effective coupling e˜. The one-loop beta
function for e˜ is given by
de˜
dl
=
(m+ 1) 
3
e˜ − (m+ 1)u1
3N
e˜2 , (3.7)
to order e˜2, which shows that that there is an IR stable fixed point at
e˜∗ =
N
u1
+O(2) . (3.8)
IV. CROSSOVER SCALE
The interplay between kF and Λ plays an important role for m > 1 in determining the mag-
nitudes of the higher-loop corrections [20]. Let k = (K, kd−m,L(k)) be the momentum that flows
through a boson propagator within a two-loop or higher-loop diagram. When |K| is of the order
Λ, the typical momentum carried by a boson along the tangential direction of the Fermi surface is
given by
|L(k)|3 ∼ α˜Λd−m , (4.1)
where
α˜ = βd e
2 µx (µ k˜F )
m−1
2 , (4.2)
as can be seen from the form of the boson propagator in Eq. (2.2). If
(
α˜Λd−m
)1/3
>> Λ1/2, the
momentum imparted from the boson to fermion is much larger than Λ1/2, supressing the loop
contributions by a power of Λ/kF at low energies. On the contrary, no such suppression arises
if
(
α˜Λd−m
)1/3
<< Λ1/2. The crossover is controlled by the dimensionless quantity,defined in
Eq. (1.1), which determines whether
(
α˜Λd−m
)1/3
>> Λ1/2 or
(
α˜Λd−m
)1/3
<< Λ1/2.
V. COUNTERTERMS AT TWO-LOOP LEVEL
It has been demonstrated earlier [20] that all loop corrections beyond one-loop level are expected
to be suppressed by positive powers of e˜ and Λ/kF in the λcross >> 1 limit for m > 1. Here we
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focus on the two-loop corrections for the λcross << 1 limit, which includes the m = 1 case. The
details of the computation can be found in Appendix A. We have used Π2(q) to denote the two-
loop boson self-energy obtained from Fig. 2(a). Σ2a(q) and Σ2b(q) are the fermion self-energy
corrections computed from Fig. 3(a), which are proportional to γd−m δq and (Γ ·Q) respectively.
Other diagrams in Figs. 2(b)-(e) and 3(b)-(c) do not contribute [17]. From the Ward identity,
the vertex correction at the two-loop level can be obtained from the two-loop fermion self-energy
correction.
Being UV-finite, the diagram in Fig. 2(a) renormalizes βd in the boson propagator by a finite
amount, βad ∼ O(e˜/N), where
Π2(k) = β
a
d e
2 µx k
m−1
2
F . (5.1)
The numerical factor βad can be computed for the desired values of d and m from the expressions
in Appendix A 1. Once this correction is fed back to the one-loop fermion self-energy in Eq. (2.5),
we obtain a correction to the UV-divergent fermion-self energy given by:
Σba2 (k) =
β
2−m
3
d
(βd − βad)
2−m
3
Σ1(k)− Σ1(k) = (2−m) β
a
d
3 βd
Σ1(k) =
(
− e˜
2
N2
u′2

+ finite terms
)
(iΓ ·K),
(5.2)
where
u′2 = −
(2−m) βad
3 βd
N2 Σ1(k)
e˜2 (iΓ ·K) (5.3)
is a number independent of e˜, k and N .
The two-loop fermion self-energy in Fig. 3(a) is given by
Σ2(q) =
(i e)4µ2x
N2
∫
dp dlD1(p)D1(l)γd−mG0(p+ q) γd−mG0(p+ l + q) γd−mG0(l + q) γd−m.
(5.4)
The computation described in Appendix A 2 gives
Σ2(q) = − e˜
2 u2
N2 
(iΓ ·K)− e˜
2 v2
N2 
(i γd−mδk) + finite terms, (5.5)
where u2 and v2 are obtained from the expressions there.
The counterterms that are necessary to cancel the UV divergences upto two-loop level are given
by
S
(2loop)
CT =
∑
j
∫
dk Ψ¯j(k) [iA
(2)
1 (Γ ·K) + iA(2)2 γd−mδk] Ψj(k)
+A
(2)
2
i e µx/2√
N
∑
j
∫
dk dq φ(q)Ψ¯j(k + q) γd−mΨj(k) ,
(5.6)
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where
A
(2)
1 = −
e˜2
N2
(u2 + u
′
2) , A
(2)
2 = −
e˜2
N2
v2 . (5.7)
We have also computed some relevant three-loop diagrams in Appendix B, both for the λcross 
1 and λcross  1 limits. It is found that none of these diagrams produce a divergent contribution
in either limit and the one-loop exactness for m = 2 continues to hold even in the intermediate
energy range characterized by λcross  1.
VI. CRITICAL EXPONENTS
The counter terms up to the two-loop level are given by
Z1,1 = − e˜
N
u1 − e˜
2
N2
(u2 + u
′
2) , Z2,1 = −
e˜2
N2
v2 , Z3,1 = 0 . (6.1)
The beta function for e˜ is then given by
β =
(m+ 1) 
2
e˜− (m+ 1)
2
(
3
m+1
− ) u1
9N
e˜2 − (m+ 1)
3
(
3
m+1
− ) {u21 + 6 (u2+u′2−v2)m+1 }
27N2
e˜3 ,
(6.2)
which has a stable interacting fixed point at
e˜∗
N
=

u1
− u2 + u
′
2 − v2
u31
2 . (6.3)
To the two-loop order, the dynamical critical exponent and the anomalous dimensions at the
critical point are given by
z = 1 +
m+ 1
3
+
(m+ 1)2
9
2 , ηψ = − 
2
+
(m+ 1) v2
3u21
2 , ηφ = − 
2
. (6.4)
For m = 2, we have found that u2 = v2 = u
′
2 = 0 for both λcross  1 and λcross  1. The answers
for the m = 1 case reduce to those found in Ref. [17].
VII. CONCLUSION
To summarize, we have revisited the Ising-nematic quantum critical point with anm-dimensional
Fermi surface by applying a dimensional regularization scheme. We have considered the behaviour
of two-loop and three-loop diagrams in the intermediate energy range controlled by a crossover
scale determined by the dimensionless parameter λcross. We have found that for m = 2, the results
continue to be one-loop exact for both the infrared and intermediate energy regimes. We have
thus shown that the critical exponents at the low-energy fixed point are not modified by these
9
q q
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p + l + qp + q
l
(a)
(b) (c)
(d) (e)
FIG. 2. The diagrams for two-loop boson self-energy.
higher-loop diagrams, due to the UV/IR mixing for m > 1. This is likely to be the case for all
other higher-loop diagrams as well.
A few comments are in order. We would like to stress that UV/IR mixing is not an artifact of the
chosen RG scheme, as of course no physical observable should. This is not observed in relativistic
field theories where we do not have a finite-density electron-system and hence no concept of Fermi
surface or kF . The reason that kF becomes a “naked” scaled for m > 1 is that the massless boson
affects the low-energy physics by inducing strong interactions between the fermionic modes on
the entire Fermi surface. We expect such behaviour to also emerge in systems with finite-density
electrons interacting with massless transverse gauge bosons.
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FIG. 3. The diagrams for two-loop fermion self-energy.
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(g) (h) ( i) ( j)
FIG. 4. The diagrams for two-loop vertex corrections.
Appendix A: Computation of the Feynman diagrams at two-loop Level
All the two-loop diagrams are shown in Figs. 2, 3 and 4. The black circles in Figs. 2 (d)-(e),
3(c) and 4(i)-(j) denote the one-loop counterterm for the fermion self-energy,
i A
(1)
1 Ψ¯(Γ ·Q)Ψ. (A1)
Among the self-energy diagrams, only Figs. 2(a) and 3(a) contribute [17]. The vertex correction
can be obtained from the fermion self-energy correction through the Ward identity.
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Here we consider the energy limit λcross << 1, which includes the case with m = 1.
1. Two-loop contribution to boson self-energy
We compute the two-loop boson self-energy shown in Fig. 2 (a):
Π2(q) = −e
4µ2xN
N2
∫
dl dpD1(l) Tr{γd−mG0(p) γd−mG0(p+ l) γd−mG0(p+ l+ q) γd−mG0(p+ q)} .
(A2)
Taking the trace, we obtain
Π2(q) = −e
4µ2x
N
∫
dl dpD1(l)
B1
D1 exp
(
−L
2
(p) + L
2
(p+q) + L
2
(p+l) + L
2
(p+l+q)
kF
)
, (A3)
where
B1 = 2 [ δp+l δp+q+l − (P + L) · (P + L + Q) ] [ δp+q δp − (P + Q) ·P ]
− 2 [ (P + L) · (P + Q) ] [ (P + L + Q) ·P]
+ 2 [ (P + L) ·P] [ (P + L + Q) · (P + Q) ]
− 2 [ δp+l (P + L + Q) + δp+l+q (P + L) ] · [ δp+q P + δp (P + Q) ] ,
D1 = [ δ2p + P2] [ δ2p+q + (P + Q)2 ] [ δ2p+l + (P + L)2] [ δ2p+l+q + (P + L + Q)2] . (A4)
Shifting the variables as
pd−m → pd−m − L2(p) , ld−m → ld−m − pd−m − L2(p+l) ,
we can substitute
δp → pd−m , δp+q → pd−m + 2 L(p) ·L(q) + δq , δl+p → ld−m , δp+l+q → ld−m + 2 L(p+l) ·L(q) + δq .
Integration over pd−m and ld−m gives us
Π2(q) = −e
4µ2x
N
∫
dL(l) dL dL(p) dP
(2pi)2 d
D1(l)
B2
D2 exp
(
−L
2
(p) + L
2
(p+q) + L
2
(p+l) + L
2
(p+l+q)
kF
)
, (A5)
where
B2 = 2 ( |P + L|+ |P + L + Q| ) ( |P + Q|+ |P| )
×
{
[ |P + L| |P + L + Q| − (P + L) · (P + L + Q) ] [ |P + Q| |P| − (P + Q) ·P ]
− [ (P + L) · (P + Q) ] [ (P + L + Q) ·P ] + [ (P + L) ·P ] [ (P + L + Q) · (P + Q) ]
}
−2 ( 2 L(p+l) · L(q) + δq) ( 2 L(p) · L(q) + δq )
× [ |P + L + Q| (P + L)− |P + L|(P + L + Q)] · [ |P + Q|P− |P| (P + Q) ] , (A6)
D2 = 4 |P| |P + Q| |P + L| |P + Q + L|
[(
2 L(p+l) · L(q) + δq
)2
+ (|P + L|+ |P + Q + L|)2
]
×
[ (
2 L(p) · L(q) + δq
)2
+ (|P|+ |P + Q|)2
]
. (A7)
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Without loss of generality, we can choose the coordinate system such that L(q) = (qd−m+1, 0, 0, . . . , 0)
with qd−m+1 > 0. After making a further change of variables as
L→ L−P, P→ P− Q
2
, 2 |L(q)| pd−m+1 + δq → pd−m+1 , (A8)
and integrating over pd−m+1 (neglecting the corresponding exponential damping part), we obtain:
Π2(q) ' −e
4µ2x
N
∫
dL(l) dL
(2pi)d
du(p) dP
(2pi)d−1
D1(L(l), |L−P|) B3(L,P,Q)D3(l,P, q) exp
(
−3 u
2
(p)
kF
)
' −e
4µ2x
N
(
kF
12pi
)m−1
2
∫
dL(l) dL
(2pi)d
dP
(2pi)d−m
D1(L(l), |L−P|) B3(L,P,Q)D3(l,P, q) ,
(A9)
where
u(k) = (kd−m+2, . . . , kd) ,
B3(L,P,Q) = B4(L,P,Q) D¯(L,P,Q) , (A10)
D3(l,P, q) = 8 |L(q)| D4(L,P,Q)
{
D¯2(L,P,Q) + 4(L(q) · L(l) )2
}
,
B4(L,P,Q) =
( |L−Q/2| |L + Q/2| − L2 + Q2/4 ) ( |P−Q/2| |P + Q/2| −P2 + Q2/4 )
− [ (L−Q/2) · (P + Q/2) ] [ (L + Q/2) · (P−Q/2) ]
+ [ (L−Q/2) · (P−Q/2) ] [ (L + Q/2) · (P + Q/2) ]
− |L + Q/2| |P + Q/2| [ (L−Q/2) · (P−Q/2) ]
+ |L + Q/2| |P−Q/2| [ (L−Q/2) · (P + Q/2) ]
+ |L−Q/2| |P + Q/2| [(L + Q/2) · (P−Q/2) ]
−|L−Q/2| |P−Q/2| [ (L + Q/2) · (P + Q/2) ] , (A11)
D4(L,P,Q) = |L−Q/2| |L + Q/2| |P−Q/2| |P + Q/2| , (A12)
D¯(L,P,Q) = |L−Q/2|+ |L + Q/2|+ |P−Q/2|+ |P + Q/2| . (A13)
Note that we can ignore the exponential damping part for L(l).
For λcross << 1, the angular integrals along the Fermi surface directions give a factor propor-
tional to∫
dΩm−1
∫ pi
0
dθ
D¯(L,P,Q) sinm−2 θ
D¯2(L,P,Q) + 4(|L(l)| |L(q)| cos θ)2 '
∫ pi
0
dθ sinm−2 θ
D¯(L,P,Q) =
2 pim/2
D¯(L,P,Q) Γ (m
2
)
(A14)
in the limit D¯(L,P,Q)
2 |L(l)| |L(q)| >> 1, which is valid when |L(q)|2 <<
Λ
(λcross)
1
m+1
. This follows from the fact
that the main contribution to the integral over |L(l)| comes from |L(l)| ∼ α˜ 13 |L − P| d−m3 (see also
Eqs. (1.1) and (4.1) ).
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Integrating |L(l)|, we get
Π2(q) ∼ −
e4µ2x pi
(
kF
12pi
)m−1
2
24N |L(q)| α˜ (2−m)3 sin
(
(m+1)pi
3
) ∫ dL dP
(2pi)2d−2m
B4(L,P,Q)
D¯(L,P,Q)D4(L,P,Q) |L−P| (d−m) (2−m)3
.
(A15)
If we work in the the (d−m)-dimensional spherical coordinate system such that
P ·Q = |P| |Q| cos θp , L ·Q = |P| |Q| cos θl , P · L = |P| |L|(cos θp cos θl + sin θp sin θl cosφl) ,
(A16)
the integration measures are given by
dP =
2pi
d−m−1
2
Γ
(
d−m−1
2
) |P|d−m−1 sind−m−2 θp d|P| dθp ,
dL =
2pi
d−m−2
2
Γ
(
d−m−2
2
) |L|d−m−1 sind−m−2 θl sind−m−3 φl d|L| dθl dφl .
(A17)
The factor 1
Γ( d−m−12 )
from these integration measures then clearly cancels out the apparent diver-
gence from the 1
sin( (m+1)pi3 )
factor in Eq. (A15) for m = 2.
In order to extract the leading order dependence on |Q|, we write Q = |Q|n, where n is the
unit vector along Q, and redefine variables as
L = L˜ |Q| , P = P˜ |Q| . (A18)
For d = dc − , the total powers of e come out out to be 2 + 2 (m+1)3 . Hence we find that
Π2(q) ∼ −e
2 k
m−1
2
F |Q|
3
m+1
N |L(q)| e˜
∫
dL˜ dP˜
(2pi)2d−2m
B4(L˜, P˜,n)
D¯(L˜, P˜,n)D4(L˜, P˜,n) |L˜− P˜| (d−m) (2−m)3
. (A19)
The UV-divergent behaviour will be dictated by the form of the integrand for |L˜|  1 and |P˜|  1.
In this limit,
|L˜± n/2| ≈ |L˜| ± L˜ · n
2 |L˜| +
1
8 |L˜| −
(n · L˜)2
8 |L˜|3 , |P˜± n/2| ≈ |P˜| ±
P˜ · n
2 |P˜| +
1
8 |P˜| −
(n · L˜)2
8 |P˜|3 , (A20)
so that
B4(L˜, P˜,n)
D¯(L˜, P˜,n)D4(L˜, P˜,n)
≈ −L˜
2 P˜2 + (L˜ · P˜) |L˜| |P˜|+ (L˜ · n)2 P˜2 + (P˜ · n)2 L˜2 − |L˜| |P˜| (L˜ · n) (P˜ · n)− (L˜ · P˜) (L˜ · n) (P˜ · n)
2 |L˜|3 |P˜|3
(
|L˜|+ |P˜|
) ,
(A21)
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which shows that the degree of divergence for the L˜ and P˜ integrals is 1−2m
m+1
at d = dc. This means
that the integrals are convergent and there is no UV divergence. We get a finite correction
Π2(q) ∼ e˜
N
Π1(q) , (A22)
which is suppressed by e˜
N
compared to the one-loop result. However, the overall coefficient of this
correction vanishes at d−m = 1, as can be clearly seen from Eq. (A21).
2. Two-loop contribution to fermion self-energy
The two-loop fermion self-energy in Fig. 3(a) is given by
Σ2(q) =
(ie)4µ2x
N2
∫
dp dl D1(p)D1(l) γd−mG0(p+ q) γd−mG0(p+ l + q) γd−mG0(l + q) γd−m .
Using the gamma matrix algebra, we find that the self-energy can be divided into two parts:
Σ2(q) = Σ2a(q) + Σ2b(q) , (A23)
where
Σ2a,2b(q) =
i e4 µ2x
N2
∫
dp dl D1(p)D1(l)
Ca,b
[(P + Q)2 + δ2p+q] [(P + L + Q)
2 + δ2p+l+q] [(L + Q)
2 + δ2l+q]
,
(A24)
with
Ca = γd−m
[
δp+q δp+l+q δl+q − δp+l+q {Γ · (P + Q)} {Γ · (L + Q) }
− δl+q {Γ · (P + Q)} {Γ · (P + L + Q)} − δp+q {Γ · (P + L + Q)} {Γ · (L + Q)}
]
,
Cb = [ Γ · (P + Q) ] [ Γ · (P + L + Q) ] [ Γ · (L + Q) ] − δp+q δl+q [Γ · (P + L + Q)]
−δp+l+q δl+q [ Γ · (P + Q) ] − δp+q δp+l+q [ Γ · (L + Q) ] . (A25)
Shifting the variables as
pd−m → pd−m − δq − 2 L(p) · L(q) − L2(p) , ld−m → ld−m − δq − 2 L(l) · L(q) − L2(l) ,
and integrating over pd−m and ld−m, we obtain
Σ2a(q) =
i e4 µ2x
4N2
∫
dPdL
(2pi)2d−2m
dL(p) dL(l)
(2pi)2m
γd−m (δq − 2 L(l) · L(p)) C¯a(L,P,Q)D1(p)D1(l)
(δq − 2 L(l) · L(p))2 + C¯(L,P,Q)2 ,
Σ2b(q) =
i e4 µ2x
4N2
∫
dPdL
(2pi)2d−2m
dL(p) dL(l)
(2pi)2m
C¯(L,P,Q) C¯b(L,P,Q)D1(p)D1(l)
(δq − 2 L(l) · L(p))2 + C¯(L,P,Q)2 , (A26)
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where
C¯(L,P,Q) = |P + Q|+ |L + Q|+ |P + L + Q| ,
C¯a(L,P,Q) = 1− [Γ · (P + Q)] [Γ · (P + L + Q)]|P + Q| |P + L + Q| −
[Γ · (P + L + Q)] [Γ · (L + Q)]
|P + L + Q| |L + Q|
+
[Γ · (P + Q)] [Γ · (L + Q)]
|P + Q| |L + Q| ,
C¯b(L,P,Q) = [Γ · (P + Q)] [Γ · (P + L + Q)] [Γ · (L + Q)]|P + Q| |P + L + Q| |L + Q| −
[Γ · (L + Q)]
|L + Q| +
[Γ · (L + P + Q)]
|L + P + Q|
− [Γ · (P + Q)]|P + Q| .
(A27)
a. For 2−m away from zero
The angular integrals along the Fermi surface directions give a factor proportional to∫
dΩm dΩm−1
∫ pi
0
dθ˜
δq − 2 |L(l)| |L(p)| cos θ˜{
C¯(L,P,Q)2 + (δq − 2 |L(l)| |L(p)| cos θ˜)2
}2 sinm−2 θ˜
' 4pi
m δq{
δ2q + C¯(L,P,Q)2
}
Γ2
(
m
2
) , (A28)
for Σ2a; and ∫
dΩm dΩm−1
∫ pi
0
dθ˜
sinm−2 θ˜{
C¯(L,P,Q)2 + (δq − 2 |L(l)| |L(p)| cos θ˜)2
}2
' 4 pi
m{
δ2q + C¯(L,P,Q)2
}
Γ2
(
m
2
) , (A29)
for Σ2b, when
C¯(L,P,Q)
2 |L(l)| |L(p)| >> 1 is satisfied. For λcross << 1, the terms only from the limit
C¯(L,P,Q)
2 |L(l)| |L(p)| >> 1 are important. This follows from the fact that the main contribution to the
integrals over |L(l)| and |L(p)| come from |L(l)| ∼ α˜ 13 |L| d−m3 and |L(p)| ∼ α˜ 13 |P| d−m3 respectively.
We can extract the UV divergent pieces by setting Q = 0 for Σ2a(q) and expanding the integrand
for small |Q| for Σ2b(q). Integrating over |L(l)| and |L(p)|, we get
Σ2a(q) ∼ i e
4 µ2x γd−m δq
α˜
2 (2−m)
3 N2 sin2
(
(m+1)pi
3
) ∫ dP dL
(2pi)2d−2m
C¯a(L,P, 0)
( |L| |P| ) (d−m) (2−m)3 {δ2q + (P + L+ |P + L| )2}
,
(A30)
Σ2b(q) ∼ i (Γ ·Q) e
4 µ2x
α˜
2 (2−m)
3 N2 sin2
(
(m+1)pi
3
) ∫ dP dL
(2pi)2d−2m
C ′b(L,P, δq)
( |L| |P| ) (d−m) (2−m)3 {δ2q + (P + L+ |P + L| )2}
,
(A31)
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where
C ′b(L,P, δq)
=
P + L+ |P + L|
PL |P + L| (d−m)
×
[
(d−m− 1){L2 + P 2 + (P · L) + PL− (P + L)|P + L|}+ 2P 2L2 − 2(P · L)2|P + L|2 ]
+
[
δ2q − (P + L+ |P + L| )2
δ2q + (P + L+ |P + L| )2
](
1 +
(P · L)
PL
)
(P + L− |P + L| ) (P + L+ 2|P + L| )
|P + L|2 .
(A32)
In Eq. (A32), we have used the equality (P·Q)(Γ·L) = (P·L)(Γ·Q)/(d−m). This holds inside the
integration because the denominator in Eq. (A31) is invariant under (d−m)-dimensional rotation,
and the transformations Pν → −Pν , Lν → −Lν for each ν. We then perform the rescaling
Pν → Pν |δq| , Lν → Lν |δq| , (A33)
and for d −m > 1, introduce the spherical coordinate in (d −m) dimensions to integrate over L
and P. Let θ be the angle between L and P. Making a change of variables
L→ P l (0 < l <∞), P → P, (A34)
for dc − d =  , we obtain
Σ2a(q) ∼ i e˜
2 γd−m δq
N2 |δq|2 (m+1)/3
∫
dΩd−m
∫
dΩd−m−1
×
∫ ∞
0
∫ ∞
0
dl dP P 1−
2 (m+1) 
3 l−
m+1
3

∫ pi
0
dθ
( sin θ)
1−2m
m+1
− ( 1 + cos θ )
1 + P 2 [ 1 + l + η ]2
(
1− 1 + l
η
)
, (A35)
Σ2b(q) ∼ i (Γ ·Q) e˜
2
N2 |δq|2 (m+1)/3 (d−m)
∫
dΩd−m
∫
dΩd−m−1
∫ ∞
0
∫ ∞
0
dl dP P 1−
2 (m+1) 
3 l−
m+1
3

×
∫ pi
0
dθ ( sin θ)
1−2m
m+1
−
[ 1− P 2(1 + l + η)2
{ 1 + P 2(1 + l + η)2 }2
(1 + l − η)(1 + cos θ)(1 + l + 2η)
η2
+
1 + l + η
1 + P 2 (1 + l + η)2
1
l η
{( 2−m
m+ 1
− 
)(
1 + l2 + l (1 + cos θ)− (1 + l) η)+ 2 l2 sin2 θ
η2
}]
,
(A36)
where η ≡ η(l, θ) ≡ √1 + l2 + 2l cos θ . In order to extract the leading 1/ contribution in
Eqs. (A35)-(A36), we use∫ ∞
0
dP P 1−
2 (m+1) 
3
1 + P 2 (1 + l + η)2
=
pi
2 sin
(
(m+1)pi 
3
) 1
(1 + l + η)2−
2 (m+1) 
3
,
∫ ∞
0
dP P 1−
2 (m+1) 
3 [ 1− P 2 (1 + l + η)2 ]
[ 1 + P 2 (1 + l + η)2 ]2
= − (1−
2 (m+1)
3
 ) pi
2 sin
(
(m+1)pi 
3
) 1
(1 + l + η)2−
2 (m+1) 
3
. (A37)
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Let us also compute the residue when d−m is away from 1. In that case,
Σ2a(q) ∼ 3 i e˜
2 γd−m δq
2 (m+ 1) N2
4 pid−m−1/2
sin2
(
(m+1)pi
3
)
Γ
(
d−m
2
)
Γ
(
d−m−1
2
)
×
∫ ∞
0
dl
∫ pi
0
dθ
( sin θ)
1−2m
m+1 ( 1 + cos θ )
[ 1 + l + η ]2
(
1− 1 + l
η
)
=
3 i e˜2 γd−m δq
2 (m+ 1) N2
4pid−m−1/2
sin2
(
(2−m)pi
3
)
Γ
(
3
2 (m+1)
− 
2
)
Γ
(
2−m
2 (m+1)
− 
2
)
×
∫ pi
0
dθ
( sin θ)
1−2m
m+1 ( 1 + cos θ )
8 sin4
(
θ
2
) [4− cos θ{4− 2 ln (cos2(θ/2))}+ 6 ln (cos2(θ/2)) ]
=
3 i e˜2 γd−m δq
(m+ 1) N2
pid−m−1/2
sin2
(
(2−m)pi
3
)
Γ
(
3
2 (m+1)
)
Γ
(
2−m
2 (m+1)
− 
2
)
×
∫ pi
0
dθ
( sin θ)
1−2m
m+1 (1 + cos θ)
(1− cos θ)2
[
4− cos θ
{
4− 2 ln
(
1 + cos θ
2
)}
+ 6 ln
(
1 + cos θ
2
)]
=
3 i e˜2 γd−m δq
(m+ 1) N2
pid−m−1/2
sin2
(
(2−m)pi
3
)
Γ
(
3
2 (m+1)
)
Γ
(
2−m
2 (m+1)
− 
2
) × Iua ,
Iua =
∫ 1
−1
du
(√
1− u2)−3mm+1 ( 1 + u )
(1− u)2
[
4− u
{
4− 2 ln
(
1 + u
2
)}
+ 6 ln
(
1 + u
2
)]
.
(A38)
Also,
Σ2b(q) ∼ 3 i (Γ ·Q) e˜
2
(m+ 1) (d−m) N2
2pid−m−1/2
sin2
(
(2−m)pi
3
)
Γ
(
3
2 (m+1)
)
Γ
(
2−m
2 (m+1)
− 
2
) × Iθb ,
Iθb =
∫ ∞
0
dl
∫ pi
0
dθ
( sin θ)
1−2m
m+1
[ 1 + l + η ]2
[
− (1 + l − η)(1 + cos θ)(1 + l + 2η)
η2
+
1 + l + η
l η
{ 2−m
m+ 1
(
1 + l2 + l (1 + cos θ)− (1 + l) η )+ 2l2 sin2 θ
η2
}]
. (A39)
Fig. 5 shows the plots of the integrals Iua and Itb as functions of m. Clearly, they are perfectly
well-behaved functions in our range of interest for m. The residues thus can be read off from these
functions at the desired value of m. We also note that overall coefficients vanish at d − m = 1,
again indicating that there is no fermion self-energy correction at two-loop order for d = 3 and
m = 2.
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FIG. 5. (a) Plot of Iua versus m. (b) Plot of Iθa versus m.
Appendix B: Computation of the Feynman diagrams at three-loop level
Since the number of diagrams increases dramatically at higher loops, it is extremely hard to go
beyond the two-loop level systematically. Nevertheless, we will consider some three-loop diagrams
which can potentially contribute to the anomalous dimension of the boson through a non-trivial
correction to Z3, given that Z3 = 1 up to the two-loop order. Here we will consider both the
λcross >> 1 and λcross << 1 limits.
Let us first evaluate the function
ft(l, q) = −(i e)
3µ3x/2
N3/2
N
∫
dpTr{γd−mG0(p+ l) γd−mG0(p+ q) γd−mG0(p)} , (B1)
which is formed by a fermion loop with three external boson propagators. This will be useful for
all our three-loop calculations. Taking the trace in Eq. (B1), we obtain
ft(l, q) = −2e
3µ3x/2√
N
∫
dP dpd−m+2 . . . dpd
(2pi)d−2
4∑
i=1
κi , (B2)
where
κ1 =
∫
dpd−m dpd−m+1
(2pi)2
δp δp+q δp+l
denκ
exp
(
−L
2
(p) + L
2
(p+q) + L
2
(p+l)
µ k˜F
)
,
κ2 = −
∫
dpd−m dpd−m+1
(2pi)2
δp (P + Q) · (P + L)
denκ
exp
(
−L
2
(p) + L
2
(p+q) + L
2
(p+l)
µ k˜F
)
,
κ3 = −
∫
dpd−m dpd−m+1
(2pi)2
δp+q (P + L) ·P
denκ
exp
(
−L
2
(p) + L
2
(p+q) + L
2
(p+l)
µ k˜F
)
,
κ4 = −
∫
dpd−m dpd−m+1
(2pi)2
δp+l (P + Q) ·P
denκ
exp
(
−L
2
(p) + L
2
(p+q) + L
2
(p+l)
µ k˜F
)
, (B3)
denκ = [ δ
2
p + P
2 ] [ δ2p+q + (P + Q)
2 ] [ δ2p+l + (P + L)
2 ] . (B4)
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We assume that we are in the region |qd−m||L(q)|
√
2kF
, |P|+|P+Q||L(q)|
√
2kF
, |P|+|P+L||L(q)|
√
2kF
<< 1 and choose the coordi-
nate system such that L(q) = (qd−m+1, 0, 0, . . . , 0), without any loss of generality. We then redefine
some variables as:
x1 = pd−m + L2(p) , x2 = δq + 2 pd−m+1 |L(q)| , dpd−m dpd−m+1 =
dx1 dx2
|qd−m+1| ,
so that
δp = x1 , δp+q = x1+x2 , δp+l = δp+δl+2 pd−m+1 ld−m+1+2 u(p)·u(l) = x1+ ld−m+1
qd−m+1
x2+∆t(p, l, q) ,
with
∆t(p, l, q) = δl − ld−m+1
qd−m+1
δq + 2 u(p) · u(l) , u(k) = (kd−m+2, . . . , kd) . (B5)
Here the vector u(k) consists of the last (m − 1) components of L(k). Neglecting the exponential
damping factors for x2, we get
κ˜1
≡ 1
2 |qd−m+1|
∫
dx1 dx2
(2pi)2
x1 (x1 + x2)
(
x1 +
ld−m+1
qd−m+1
x2 + ∆t(p, l, q)
)
{
x21 + P
2
}{
(x1 + x2)
2 + (P + Q)2
}{(
x1 +
ld−m+1
qd−m+1
x2 + ∆t(p, l, q)
)2
+ (P + L)2
}
=
1
4
∫
dx1
2pi
x1
[
|ld−m+1| |P + Q|+ |qd−m+1||P + L|
]
sgn (qd−m+1){
x21 + P
2
}{
(ld−m+1 x1 − qd−m+1(x1 + ∆t))2 + ( |ld−m+1| |P + Q|+ |qd−m+1||P + L| )2
}
=
∆t
8 |qd−m+1|
sgn (ld−m+1 − qd−m+1) sgn (ld−m+1)
∆2t +
[
|ld−m+1−qd−m+1| |P|+|ld−m+1| |P+Q|+|qd−m+1| |P+L|
]2
q2d−m+1
. (B6)
κ˜2
≡ 1
2 |qd−m+1|
∫
dx1 dx2
(2pi)2
−x1 (P + Q) · (P + L){
x21 + P
2
}{
(x1 + x2)
2 + (P + Q)2
}{(
x1 +
ld−m+1
qd−m+1
x2 + ∆t(p, l, q)
)2
+ (P + L)2
}
=
1
4 (ld−m+1 − qd−m+1)2
∫
dx1
2pi
−x1 (P+Q)·(P+L)|P+Q| |P+L| ( |ld−m+1| |P + Q|+ |qd−m+1| |P + L| ){
x21 + P
2
}[{
x1 − qd−m+1 ∆t(ld−m+1−qd−m+1)
}2
+
(
|ld−m+1| |P+Q|+|qd−m+1| |P+L|
|ld−m+1−qd−m+1|
)2 ]
⇒ κ2 = −(P + Q) · (P + L)|P + Q| |P + L|
sgn (qd−m+1)
sgn (ld−m+1)
κ1 . (B7)
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κ˜3
≡ 1
2 |qd−m+1|
∫
dx1 dx2
(2pi)2
−(x2 + x1) (P + L) ·P{
x21 + P
2
}{
(x1 + x2)
2 + (P + Q)2
}{(
x1 +
ld−m+1
qd−m+1
x2 + ∆t(p, l, q)
)2
+ (P + L)2
}
=
− (P+L)·P|P+L| sgn (ld−m+1)
8 (ld−m+1 − qd−m+1)2
× −qd−m+1 ∆t|P| ×
1
q2d−m+1
(ld−m+1−qd−m+1)2 ∆
2
t +
[
|P|+ |ld−m+1| |P+Q|+|qd−m+1| |P+L||ld−m+1−qd−m+1|
]2
⇒ κ3 = (P + L) ·P|P + L| |P|
sgn (qd−m+1)
sgn (ld−m+1 − qd−m+1) κ1 . (B8)
κ˜4
≡ 1
2 |qd−m+1|
∫
dx1 dx2
(2pi)2
−
(
x1 +
ld−m+1
qd−m+1
x2 + ∆t(p, l, q)
)
(P + Q) ·P{
x21 + P
2
}{
(x1 + x2)
2 + (P + Q)2
}{(
x1 +
ld−m+1
qd−m+1
x2 + ∆t(p, l, q)
)2
+ (P + L)2
}
=
sgn (qd−m+1)
(P+Q)·P
|P+Q|
8 (ld−m+1 − qd−m+1)2
−qd−m+1 ∆t
|P|
1
q2d−m+1
(ld−m+1−qd−m+1)2 ∆
2
t +
[
|P|+ |ld−m+1| |P+Q|+|qd−m+1| |P+L||ld−m+1−qd−m+1|
]2
⇒ κ4 = −(P + Q) ·P|P + Q| |P|
κ1
sgn (ld−m+1 − qd−m+1) sgn (ld−m+1) . (B9)
For Q = 0,
4∑
i=1
κi
∣∣∣
Q=0
=
∆t
4 qd−m+1
P · (P + L)− |P| |P + L|
|P| |P + L|
Θ (ld−m+1)−Θ (ld−m+1 − qd−m+1)
∆2t +
[
|P|+ |P + L|
]2 . (B10)
We now choose u(l) = (ld−m+2, 0, 0, . . . , 0), with ld−m+2 > 0, since ft(l, q) can depend only on
|u(l)|. Define x3 = 2 |u(l)| pd−m+2 , v(k) = (kd−m+3, . . . , kd), ∆˜t(l, q) = δl − ld−m+1qd−m+1 δq we get∫
dpd−m+2
2pi
κ˜1 exp
(
−3 p
2
d−m+2 + 2 |u(l)| pd−m+2
kF
)
=
sgn (ld−m+1 − qd−m+1) sgn (ld−m+1) exp
[
2 u2
(l)
3 kF
]
16 |u(l)| |qd−m+1|
∫ ∞
−∞
dz3
2pi
(z3 + u3) exp
(
−3z23
4
)
(z3 + u3)
2 + y23
,
(B11)
where
u3 =
−2
3
|u(l)|2 + ∆˜t
|u(l)|
√
kF
, y3 =
1
|u(l)|
√
kF
|ld−m+1 − qd−m+1| |P|+ |ld−m+1| |P + Q|+ |qd−m+1| |P + L|
|qd−m+1| .
(B12)
21
1. In the limit u3, y3 << 1, we have
∫ ∞
−∞
dz3
2pi
(z3 + u3) exp
(
−3z23
4
)
(z3 + u3)
2 + y23
'
√
3
4pi
u3 =
1
2 |u(l)|2
∆˜t − 2 u
2
(l)
3√
pi kF/3
. (B13)
Integrating the above over v(p), we get∫
dv(p) dpd−m+2
(2pi)m−1
κ1
=
∫
dv(p) dpd−m+2
(2pi)m−1
κ˜1 exp
(
−3 v
2
(p) + 3 p
2
d−m+2 + 2 |u(l)| pd−m+2
kF
)
= sgn (ld−m+1 − qd−m+1) sgn (ld−m+1)
δl − ld−m+1qd−m+1 δq −
2 u2
(l)
3
2m+3 pi |u(l)|2 |qd−m+1|
(√
kF
3pi
)m−3
+O
(
1
k
4−m
2
F
)
.
(B14)
Hence, as long as m > 1,
ft(l, q) ∝ e3 k
m−3
2
F , for u3, y3 << 1 andm > 1. (B15)
2. In the limit u3, y3 >> 1, we have
∫ ∞
−∞
dz3
2pi
(z3 + u3) exp
(
−3z23
4
)
(z3 + u3)
2 + y23
' u3
u23 + y
2
3
∫ ∞
−∞
dz3
2pi
exp
(
−3z
2
3
4
)
=
u3
u23 + y
2
3
1√
3pi
(B16)
Hence we get∫
dv(p) dpd−m+2
(2pi)m−1
κ1
=
(√
kF
3pi
)m−1
sgn (ld−m+1 − qd−m+1) sgn (ld−m+1)
2m+2 |qd−m+1|
×
δl − ld−m+1qd−m+1 δq −
2 u2
(l)
3(
δl − ld−m+1qd−m+1 δq −
2 u2
(l)
3
)2
+
[
|ld−m+1−qd−m+1| |P|+|ld−m+1| |P+Q|+|qd−m+1| |P+L|
]2
q2d−m+1
+ O
(
1
k
2−m
2
F
)
.
(B17)
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Hence,
ft(l, q) ∝ e3 k
m−1
2
F , foru3, y3 >> 1 . (B18)
This also corresponds to the case of m = 1. The case of m = 1 has of course been discussed
thoroughly in [17].
For simplicity, we have shown the final expressions for κ1 only in the appropriate limits.
1. Three-loop fermion self-energy diagrams with one fermion loop
k k + l − q k + l k
p+ l
p+ q p
l − q
q
l
(a)
k k + l − q k + l k
p− l
p− q p
l − q
q
l
(b)
k k − q k
p+ lp
p+ q p+ l + q
q
l
q
(c)
FIG. 6. Three-loop fermion self-energy diagrams each with one fermion loop.
Fig. 6 shows three-loop fermion self-energy diagrams each containing one fermion loop. From
the computation of Fig. 2(a), it is clear that Fig. 6(c) does not contribute for m > 1. Hence we
calculate the contribution coming from the diagrams in Figs. 6(a) and 6(b). The integrals involve
the function ft(l, q) coming from the fermion loop. Their total contribution can be written as
Σ3(k) ∼ (i e)
3 µ3x/2
N3/2
∫
dq dl {ft(l, q) + ft(q − l, q)}
× D1(l − q)D1(q)D1(l) γd−mG0(k + l − q) γd−mG0(k + l) γd−m
=
i e3 µ3x/2
N3/2
∫
dq dl
{
ft(l, q) + ft(q − l, q)
}
D1(l − q)D1(q)D1(l) num30
den30
, (B19)
where
num30 =
[
{Γ ·Q } {Γ · ( K + L ) } − ( K + L )2 + δk+l δk+l− q
]
γd−m
+
[
{Γ ·Q } − {Γ · ( K + L ) }
]
δk+l − {Γ · ( K + L ) } δk+l−q ,
den30 =
[
δ2k+l + ( K + L )
2
] [
δ2k+l−q + ( K + L − Q )2
]
, (B20)
and ft(l, q) is obtained by using Eq. (B48) for m > 1 or Eq. (B17) for m = 1. However, we must
use these formulas with u2l = L
2
(l) − (
L(q)·L(l))
2
L2
(q)
and ld−m+1 =
L(q)·L(l)
|L(q)| . Let θql be the angle between
23
L(q) and L(l). Then we can write |L(q)|, |L(l)| cos θql and |L(l)| sin θql in place of qd−m+1, ld−m+1 and
|u(l)| respectively.
We redefine the variables as:
y1 = δk+l , y2 = δ−q − 2 L(q) · L(k+l) , (B21)
so that
δk+l−q = y1 + y2 , δq = 2 L2(q) − y2 − 2 L(q) · L(k+l) , δl = y1 − δk − 2 L(k) · L(l) . (B22)
Using Eq. (B48), which is possible for m > 1, we have:∫ ∞
−∞
dv(p) dpd−m+2
(2pi)m−1
{κ1(l, q) + κ1(q − l, q)}
'
1
u2
(l)
(
δl − |L(l)| cos θql|L(q)| δq −
2 u2
(l)
3
)
+ 1
u2
(q−l)
(
δq−l − |L(q)|−|L(l)| cos θql|L(q)| δq −
2 u2
(l)
3
)
2m+3 pi |L(q)|
×
(√
kF
3pi
)m−3
sgn
(|L(l)| cos θql) sgn (|L(q)| − |L(l)| cos θql)
=
(
kF
3pi
)m−3
2
2m+3 pi
sgn
(|L(l)| cos θql) sgn (|L(q)| − |L(l)| cos θql) t˜1u2(l) + t˜2u2(q−l)|L(q)| ,
(B23)
where
t˜1 = y1 +
L(q) · L(l)
L2(q)
y2 − δk − 2 L(k) · L(l) −
2 u2(l)
3
+ 2
(
L(q) · L(l)
)(L(q) · L(k+l)
L2(q)
− 1
)
,
t˜2 = −
(
y1 +
L(q) · L(l)
L2(q)
y2 − δk
)
− 2 u
2
(l)
3
+ 2 L2(l) . (B24)
There will be similar terms for the other κi’s.
One can find out the e and kF dependence of the final answer by solving the following integrals,
which appear for the various terms of the complete integrand:
I1Σ =
∫
dy1 dy2
1[
y21 + A
2
] [
(y1 + y2)
2 +B2
] = pi2|A| |B| . (B25)
I2Σ =
∫
dy1 dy2
y1[
y21 + A
2
] [
(y1 + y2)
2 +B2
] = 0 . (B26)
I3Σ =
∫
dy1 dy2
y1 + y2[
y21 + A
2
] [
(y1 + y2)
2 +B2
] = 0 . (B27)
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I4Σ =
∫
dy1 dy2
y1 (y1 + y2)[
y21 + A
2
] [
(y1 + y2)
2 +B2
] = pi2 . (B28)
I11Σ =
∫
dy1 dy2
y1 +
|L(q)·L(l)|
L2
(q)
y2[
y21 + A
2
] [
(y1 + y2)
2 +B2
] = 0 . (B29)
I21Σ =
∫
dy1 dy2
y1
(
y1 +
|L(q)·L(l)|
L2
(q)
y2
)
[
y21 + A
2
] [
(y1 + y2)
2 +B2
] = g1(A,B, |L(q) · L(l)|
L2(q)
)
. (B30)
I31Σ =
∫
dy1 dy2
(y1 + y2)
(
y1 +
|L(q)·L(l)|
L2
(q)
y2
)
[
y21 + A
2
] [
(y1 + y2)
2 +B2
] = g2(A,B, |L(q) · L(l)|
L2(q)
)
. (B31)
I41Σ =
∫
dy1 dy2
y1 (y1 + y2)
(
y1 +
|L(q)·L(l)|
L2
(q)
y2
)
[
y21 + A
2
] [
(y1 + y2)
2 +B2
] = 0 . (B32)
To calculate the overall powers of e˜, kF and Λ, we scale out α˜ appearing in the boson propagators
by redefining variables as:
L(q) =
(
α˜ |P|d−m) 13 L˜(q) , L(l) = (α˜ |P|d−m) 13 L˜(l) . (B33)
Then we have terms proportional to:(
e˜Λ
kF
) 2m
m+1
δk =
(
e˜
λ
1
m+1
cross
) 2m
m−1
δk ,
(
e˜Λ
kF
) 2m
m+1
i (Γ ·K) ∼ Λ
kF
Σ2b =
(
e˜2
λcross
) 1
m−1
Σ2b ,
e˜2 Λ
kF
δk =
(
e˜2m
λcross
) 1
m−1
δk ,
e˜2 Λ
kF
i (Γ ·K) ∼
(
e˜Λ
kF
) 2m
m+1
Σ2b =
(
e˜
λ
1
m+1
cross
) 2m
m−1
Σ2b , (B34)
to leading order in k, for m > 1. There will be similar terms for the other κi’s. Hence we conclude
that for m > 1, the three-loop terms are suppressed compared to the the one-loop terms for
λcross >> 1.
For λcross << 1, which includes the case of m = 1, we have:∫
dv(p) dpd−m+2
(2pi)m−1
{κ1(l, q) + κ1(−l,−q)}
=
(√
kF
3pi
)m−1
sgn
(|L(l)| cos θql − |L(q)|) sgn (|L(l)| cos θql)
2m+2 |L(q)|
(
t˜1
t˜21 + p˜
2
+
t˜2
t˜22 + p˜
2
)
,
(B35)
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where t˜1,2 has been defined in Eq. (B24) and
p˜ =
| |L(l)| cos θql − |L(q)| | × |P|+ |L(l)| | cos θql| |P + Q|+ |L(q)| |P + L|
|L(q)| . (B36)
For the term proportional to γd−m, we need integrals of the following form:
I5Σ =
∫
dy1 dy2
(2 pi)2
1[
y21 + |K + L|2
] [
(y1 + y2)
2 + |K + L−Q|2
] y1 + ld−m+1qd−m+1 y2 − a˜(
y1 +
ld−m+1
qd−m+1
y2 − a˜
)2
+ p˜2
=
qd−m+1
ld−m+1
∫
dy1 dy2
(2pi)2
1[
y21 + |K + L|2
] [
(y2 + y1)
2 + |K + L−Q|2
] y2 + qd−m+1ld−m+1 (y1 − a˜)
{y2 + qd−m+1ld−m+1 (y1 − a˜)}2 +
q2d−m+1
l2d−m+1
p˜2
=
qd−m+1
2 ld−m+1 |K + L−Q|
×
∫
dy1
2 pi
qd−m+1
ld−m+1
(y1 − a˜)− y1[
y21 + |K + L|2
] [
{ qd−m+1
ld−m+1
(y1 − a˜)− y1}2 + { | qd−m+1ld−m+1 | p˜+ |K + L−Q| }2
]
=
qd−m+1
2 (qd−m+1 − ld−m+1) |K + L−Q|
×
∫
dy1
2 pi
y1 − qd−m+1qd−m+1−ld−m+1 a˜[
y21 + |K + L|2
] [
{ y1 − qd−m+1qd−m+1−ld−m+1 a˜ }2 + {
|qd−m+1| p˜+|ld−m+1| |K+L−Q|
|qd−m+1−ld−m+1| }2
]
=
−a˜
4 |K + L| |K + L−Q|
[
a˜2 + { |1− ld−m+1
qd−m+1
| |K + L|+ | ld−m+1
qd−m+1
| |K + L−Q|+ p˜ }2
] , (B37)
and
I6Σ =
∫
dy1 dy2
(2 pi)2
y1 (y1 + y2)[
y21 + |K + L|2
] [
(y1 + y2)
2 + |K + L−Q|2
] y1 + ld−m+1qd−m+1 y2 − a˜(
y1 +
ld−m+1
qd−m+1
y2 − a˜
)2
+ p˜2
=
qd−m+1
ld−m+1
∫
dy1 dy2
(2pi)2
y1 (y2 + y1)[
y21 + |K + L|2
] [
(y2 + y1)
2 + |K + L−Q|2
] y2 + qd−m+1ld−m+1 (y1 − a˜)
{y2 + qd−m+1ld−m+1 (y1 − a˜)}2 +
q2d−m+1
l2d−m+1
p˜2
=
qd−m+1
2 ld−m+1
∫
dy1
2pi
y1
| qd−m+1
ld−m+1
| p˜+ |K + L−Q|[
y21 + |K + L|2
] [
{ qd−m+1
ld−m+1
(y1 − a˜)− y1}2 + { | qd−m+1ld−m+1 | p˜+ |K + L−Q| }2
]
=
qd−m+1 ld−m+1
(
| qd−m+1
ld−m+1
| p˜+ |K + L−Q|
)
2 (qd−m+1 − ld−m+1)2
×
∫
dy1
2 pi
y1[
y21 + |K + L|2
] [
{ y1 − qd−m+1qd−m+1−ld−m+1 a˜ }2 + {
|qd−m+1| p˜+|ld−m+1| |K+L−Q|
|qd−m+1−ld−m+1| }2
]
=
−a˜ sgn (ld−m+1 − qd−m+1) sgn (ld−m+1)
4
[
a˜2 + { |1− ld−m+1
qd−m+1
| |K + L|+ | ld−m+1
qd−m+1
| |K + L−Q|+ p˜ }2
] . (B38)
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Setting K = L(k) = 0, we have then terms as:
δk +
∑
s1,s2=q,l
j=1,...,m
cs1s2 j L
j
(s1)
Lj(s2)δk + ∑
s1,s2=q,l
j=1,...,m
cs1s2 j L
j
(s1)
Lj(s2)

2
+ { |1− |Ll| cos θql|Lq | | |L|+
|Ll| | cos θql|
|Lq | |L−Q|+ p˜ }2
+
−δk +
∑
s1,s2=q,l
j=1,...,m
c˜s1s2 j L
j
(s1)
Lj(s2)−δk + ∑
s1,s2=q,l
j=1,...,m
c˜s1s2 j L
j
(s1)
Lj(s2)

2
+ { |1− |Ll| cos θql|Lq | | |L|+
|Ll| | cos θql|
|Lq | |L−Q|+ p˜ }2
. (B39)
We can expand to leading order in δk. Furthermore, in the limit λcross << 1, the main contribution
to the integral over L(q) and L(l) will come from |Lj(q)|, |Lj
′
(l)| ∼ α˜1/3Λ
d−m
3 << Λ. So, we can also
expand in small cs1s2 j L
j
(q) L
j
(l) and c˜s1s2 j L
j
(q) L
j
(l), such that the leading order term proportional to
δk can be extracted, which is:
δk
 ∑
s1,s2=q,l
j=1,...,m
d˜abj L
j
(s1)
Lj(s2)

2
{ |1− |Ll| cos θql|Lq | | |L|+
|Ll| | cos θql|
|Lq | |L−Q|+ p˜ }4
. (B40)
For the term proportional to Γ ·K, we need the following integrals:
I7Σ =
∫
dy1 dy2
(2pi)2
y1[
y21 + |K + L|2
] [
(y1 + y2)
2 + |K + L−Q|2
] y1 + ld−m+1qd−m+1 y2 − a˜(
y1 +
ld−m+1
qd−m+1
y2 − a˜
)2
+ p˜2
=
− sgn (ld−m+1 − qd−m+1) sgn (ld−m+1)
(
|1− ld−m+1
qd−m+1
| |K + L|+ | ld−m+1
qd−m+1
| |K + L−Q|+ p˜
)
4 |K + L−Q|
[
a˜2 + { |1− ld−m+1
qd−m+1
| |K + L|+ | ld−m+1
qd−m+1
| |K + L−Q|+ p˜ }2
] ,
(B41)
and
I8Σ =
∫
dy1 dy2
(2 pi)2
(y1 + y2)[
y21 + |K + L|2
] [
(y1 + y2)
2 + |K + L−Q|2
] y1 + ld−m+1qd−m+1 y2 − a˜(
y1 +
ld−m+1
qd−m+1
y2 − a˜
)2
+ p˜2
=
sgn (qd−m+1) sgn (ld−m+1) { |1− ld−m+1qd−m+1 | |K + L|+ |
ld−m+1
qd−m+1
| |K + L−Q|+ p˜ }
4 |K + L|
[
a˜2 + { |1− ld−m+1
qd−m+1
| |K + L|+ | ld−m+1
qd−m+1
| |K + L−Q|+ p˜ }2
] . (B42)
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Setting δk = L(k) = 0, now we have terms as:
1 ∑
s1,s2=q,l
j=1,...,m
cs1s2 j L
j
(s1)
Lj(s2)

2
+ { |1− |Ll| cos θql|Lq | | |L|+
|Ll| | cos θql|
|Lq | |L−Q|+ p˜ }2
+
1 ∑
s1,s2=q,l
j=1,...,m
c˜s1s2 j L
j
(s1)
Lj(s2)

2
+ { |1− |Ll| cos θql|Lq | | |L|+
|Ll| | cos θql|
|Lq | |L−Q|+ p˜ }2
, (B43)
which can be expanded to leading order in small cs1s2 j L
j
(q) L
j
(l) and c˜s1s2 j L
j
(q) L
j
(l). The leading
order term proportional to Γ ·K can now be extracted, which is:
Γ ·K
 ∑
s1,s2=q,l
j=1,...,m
g˜s1s2 j L
j
(s1)
Lj(s2)

2
{ |1− |Ll| cos θql|Lq | | |L|+
|Ll| | cos θql|
|Lq | |L−Q|+ p˜ }4
. (B44)
Again, to calculate the overall powers of e˜, kF and Λ, we scale out α˜ appearing in the boson
propagators by redefining variables as:
L(q) =
(
α˜ |P|d−m) 13 L˜(q) , L(l) = (α˜ |P|d−m) 13 L˜(l) . (B45)
Then the overall dependence is
Σ3a(q) ∼ e˜
2 (m+3)
m+1
(
kF
Λ
) 2 (m−1)
m+1
γd−m δq = λcross
m+3
m+1
(
Λ
kF
)m−1
γd−m δq ,
Σ3b(q) ∼ e˜
2 (m+3)
m+1
(
kF
Λ
) 2 (m−1)
m+1
(Γ ·Q) = λcross
m+3
m+1
(
Λ
kF
)m−1
(Γ ·Q) . (B46)
This shows that there is a logarithmic divergence at m = 1. However, for m > 1, in the limit
λcross  1, the integral is not divergent, a behaviour which is also seen for the λcross  1 limit.
2. Three-loop Aslamazov-Larkin-type contribution to boson self-energy
The Aslamazov-Larkin (AL) type diagrams shown in Fig. 7 are the lowest order diagrams that
can renormalize the boson kinetic term [11, 15]. These give a three-loop contribution to boson
self-energy as
ΠAL(q) = Πpp(q) + Πph(q) =
∫
dl D1(l)D1(l − q) ft(l, q) [ ft(l, q) + ft(−l,−q) ] . (B47)
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FIG. 7. Aslamazov-Larkin type contributions to boson self-energy. Diagrams (a) and (b) correspond to
the particle-particle and particle-hole channels respectively.
We will consider Q = 0 for simplicity, which is enough to examine the divergences. Also, the
coordinate system is oriented such that L(q) = (qd−m+1, 0, . . . , 0) .
For λcross >> 1, we have
ft(l, q; Q = 0) =
e3µ3x/2√
N
∫
dP
(2 pi)d−m
[
P · (P + L)− |P| |P + L|
] [
Θ (ld−m+1)−Θ (ld−m+1 − qd−m+1)
]
|P| |P + L|
×
δl − ld−m+1qd−m+1 δq −
2 u2
(l)
3
2m+3 pi |u(l)|2 qd−m+1
(√
kF
3pi
)m−3
. (B48)
For λcross << 1, which includes the case m = 1, we have
ft(l, q; Q = 0) =
e3µ3x/2√
N
∫
dP
(2 pi)d−m
[
P · (P + L)− |P| |P + L|
] [
Θ (ld−m+1)−Θ (ld−m+1 − qd−m+1)
]
|P| |P + L|
×
(√
kF
3pi
)m−1
2m+2 qd−m+1
δl − ld−m+1qd−m+1 δq −
2 u2
(l)
3(
δl − ld−m+1qd−m+1 δq −
2 u2
(l)
3
)2
+
[
|P|+ |P + L|
]2 . (B49)
First, let us focus on this limit of λcross << 1 in order to see if Z3 gets a correction from the AL
terms for this range. For the particle-hole channel containing f(l, q) f(l, q), we redefine variables
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as y = δl − ld−m+1qd−m+1 δq −
2 u2
(l)
3
, and integrate over ld−m to obtain
Πph(q; Q = 0) =
e6µ3x
N q2d−m+1
∫
dP dK dL dLl
(2pi)3d+1−2m
D1(l)D1(l − q)
[
Θ (ld−m+1)−Θ (ld−m+1 − qd−m+1)
]2
×( [P · (P + L)]− |P| |P + L| ) ( [K · (K + L)]− |K| |K + L| )
8 |P| |K| |P + L| |K + L| [ |P|+ |P + L|+ |K|+ |K + L| ] . (B50)
To calculate the contribution in the particle-particle channel containing f(l, q)f(−l,−q), we define
y˜ = ld−m − ld−m+1qd−m+1 qd−m, and integrate over ld−m to get
Πpp(q; Q = 0) = − e
6µ3x
N q2d−m+1
∫
dP dK dL dLl
(2pi)3d+1−2m
D1(l)D1(l − q)
[
Θ (ld−m+1)−Θ (ld−m+1 − qd−m+1)
]2
× ([P · (P + L)]− |P| |P + L|) ([K · (K + L)]− |K| |K + L|)
8 |P| |K| |P + L| |K + L|
× |P|+ |P + L|+ |K|+ |K + L|
[ |P|+ |P + L|+ |K|+ |K + L| ]2 + 4
(
l2d−m+1 − ld−m+1 qd−m+1 +
u2
(l)
3
)2
= − 4 e
6µ3x
N q2d−m+1
∫
dP dK dL dul
(2pi)3d+1−2m
∫ |qd−m+1|
0
dld−m+1D1(l)D1(l − q; qd−m+1 → |qd−m+1|)
× ([P · (P + L)]− |P| |P + L|) ([K · (K + L)]− |K| |K + L|)
8 |P| |K| |P + L| |K + L|
× |P|+ |P + L|+ |K|+ |K + L|
[ |P|+ |P + L|+ |K|+ |K + L| ]2 + 4
(
l2d−m+1 − ld−m+1 |qd−m+1|+
u2
(l)
3
)2 .
(B51)
Although Πpp(q) and Πph(q) are individually UV divergent, their sum results in a UV finite cor-
rection. Rescaling ld−m+1 as
ld → ld−m+1 |qd−m+1| (B52)
to make the integral over ld−m+1 run from 0 to 1, and rescaling
L→ 2 q2d−m+1 ld−m+1 (1− ld−m+1) L , P→ 2 q2d−m+1 ld−m+1 (1− ld−m+1) P ,
K→ 2 q2d−m+1 ld−m+1 (1− ld−m+1) K , (B53)
we arrive at the expression:
ΠAL(q; Q = 0) =
e6 µ3x |Lq|6 (d−m−1)−m
N
∫
dPdKdL
(2pi)3 (d−m)
Jm(|L|)
( |P|+ |P + L|+ |K|+ |K + L| )2 + 1
· ([K · (K + L)]− |K| |K + L|) ([P · (P + L)]− |P| |P + L|)
2 |P| |K| |P + L| |K + L| [ |P|+ |P + L|+ |K|+ |K + L| ] , (B54)
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where
Jm(|L|) ∼
∫ 1
0
dld−m+1
2 pi
23d−6 [ ld−m+1 (1− ld−m+1) ]2 (d−m)
l3−d+md−m+1 + α˜ [ 2 (1− ld−m+1) |L| ]d−m
1
(1− ld−m+1)3−d+m + α˜ ( 2 ld−m+1 |L| )d−m
.
(B55)
Here P,K and L have been rescaled to be dimensionless in the unit of q2d−m+1. Since Jm(|L|)
decays as |L|−2 (d−m) in the |L| → ∞ limit, the overall degree of divergence of the P,L and K
integrals is −3 +d−m, which is UV-finite. To estimate the dependence on e˜ and kF , we note that
Jm(|L|) has a non-trivial dependence on α˜, and behaves differently depending on whether |L| is
large or small compared to L∗ = α˜
− 1
d−m (in the unit of q2d−m+1) :
Jm(L) ≈
 C1, |L|  L∗C2
α˜2 |L|2 (d−m) , |L|  L∗
 , (B56)
where C1 and C2 are constants which are independent of e˜ and kF . Thus the Aslamazov-Larkin
diagrams contribute only a finite renormalization to the boson kinetic term and the m = 2 case in
the λcross << 1 limit still has Z3 = 1 even at this three-loop order.
For the sake of completeness, let us also enumerate the behaviour of the AL terms in some other
specific limits.
For |qd−m||L(q)|
√
2kF
, |Q||L(q)|
√
2kF
<< 1:
1. For |ld−m||L(l)|
√
2kF
, |L||L(l)|
√
2kF
<< 1 and m > 1, we use Eq. (B15) to get
[
Integral for |L(l)| > Λ√
kF
contributing to ΠAL(q)
]
∝ e
6 µ3x km−3F
|L(q)|4
∫
|L(l)|> Λ√kF
dl
(2pi)d+1
|L(l)|
|L(l)|3 + α˜ |L|d−m
|L(l−q)|
|L(l−q)|3 + α˜ |L−Q|d−m × fn(q, l) .
(B57)
The positive powers of kF in the denominator of the boson propagator will further suppress
the final expression by overall negative powers of kF . But let us estimate the overall powers
by ignoring these. Then the factors go as
e2 k
m−1
2
F ×
e˜
6
(m+1)
k
9−2m+m2
2 (m+1)
F
. (B58)
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2. In the limit |qd−m||L(q)|
√
2kF
, |P|+|P+Q||L(q)|
√
2kF
, |P|+|P+L||L(q)|
√
2kF
<< 1 and |ld−m||L(l)|
√
2kF
, |L||L(l)|
√
2kF
>> 1, we have
κ1 ' 1
2 |L(q)|
∫
dx1
2pi
x1 (x1 + ld−m) exp
(
−3u
2
(p)
+L2
(q)
kF
)
{
x21 + P
2
}{
(x1 + ld−m)
2 + (P + L)2
}
×
∫
dx2
2pi
(x1 + x2 + δq) exp
(
−3x
2
2 + 4 L
2
(q)
x2
4 L2
(q)
kF
)
(x1 + x2 + δq)
2 + (P + Q)2
=
1
2 |L(q)|
∫
dx1
2pi
x1 (x1 + ld−m) exp
(
−3u
2
(p)
+ 2
3
L2
(q)
kF
)
{
x21 + P
2
}{
(x1 + ld−m)
2 + (P + L)2
}
×
∫
dx2
2pi
(
x1 + x2 + δq − 23L2(q)
)
exp
(
− 3x22
4 L2
(q)
kF
)
(
x1 + x2 + δq − 23L2(q)
)2
+ (P + Q)2
. (B59)
This implies that
ft(l, q) =
e3 k
m−2
2
F
2 |L(q)| × fn(L, q, ld−m) (B60)
in these limits.
Hence, for |ld−m||L(l)|
√
2kF
, |L||L(l)|
√
2kF
>> 1 and m > 1, Eqs. (B60) and Eq. (A15) of Ref. [20] give
us:
[
Integral for |L(l)| < Λ√
kF
contributing to ΠAL(q)
]
∝ e
6 km−2F
|L(q)|2
∫
|L(l)|< Λ√kF
dl
(2pi)d+1
fn(L, ld−m, q)
L2(l) + e
2 µx Jm−1
√
kF f˜ (|L|, ld−m)
|L(q)|
|L(q)|3 + α˜ |L−Q|d−m
∝ e
4 Λm
|L(q)|2 k2F
∫
dL dld−m
(2pi)d−m+1
fn(L, ld−m, q)
|L(q)|3 + α˜ |L−Q|d−m .
(B61)
Again, ignoring the negative powers of kF coming from α˜, we get the factors as
e2 k
m
2
F ×
e˜
3
(m+1)
k
m2+m+3
(m+1)
F
. (B62)
For |qd−m||L(q)|
√
2kF
, |Q||L(q)|
√
2kF
>> 1:
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1. In the limit |ld−m|
L(l)
√
2kF
<< 1, we get
κ1 ' exp
(
−L
2
(q) + L
2
(l)
3 kF
)∫
dx1 dpd−m+1
(2pi)2
exp
(
−3(L(p)+
1
3
L(q)+
1
3
L(l))
2
kF
)
{
x21 + P
2
}{
(x1 + qd−m)
2 + (P + Q)2
}
×
x1 (x1 + qd−m)
{
x1 + L
2
(l) + 2L(p) · L(l)
}
{
x1 + L2(l) + 2L(p) · L(l)
}2
+ (P + L)2
=⇒
∫
du(p)
(2pi)m−1
κ1
= exp
(
−L
2
(q) + L
2
(l)
3 kF
)(
kF
12pi
)m−1
2
√
3
pikF
∫
dx1
2pi
x1 (x1 + qd−m) (x1 + 13L
2
(l) − 23L(l) · L(q)){
x21 + P
2
}{
(x1 + qd−m)
2 + (P + Q)2
} .
(B63)
This implies
ft(l, q) ∝ e3 k
m−2
2
F (B64)
in the above limits.
Therefore, for |ld−m||L(l)|
√
2kF
, |L||L(l)|
√
2kF
<< 1 and m > 1, we use Eq. (B64) to get
[
Integral for |L(l)| > Λ√
kF
contributing to ΠAL(q)
]
∝ e6 km−2F
∫
|L(l)|> Λ√kF
dl
(2pi)d+1
|L(l)|
|L(l)|3 + α˜ |L|d−m
|L(l−q)|
|L(l−q)|3 + α˜ |L−Q|d−m × fn(L,L(l), q) .
(B65)
The positive powers of kF in the denominator of the boson propagator will further suppress
the final expression by overall negative powers of kF . Again, let us estimate the overall
powers by ignoring these. The factors go as
e2 k
m
2
F ×
e˜
6
(m+1)
k
8−3m+m2
2 (m+1)
F
. (B66)
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2. In the limit |ld−m|
L(l)
√
2kF
>> 1, we get
κ1 ' exp
(
−3u
2
(p) + 2u(p) · u(l) + L2(q) + L2(l)
kF
)
×
∫
dx1 dpd−m+1
(2pi)2
exp
(
−3p2d−m+1+2( ld−m+1+|L(q)| ) pd−m+1
kF
)
{
x21 + P
2
}{
(x1 + qd−m)
2 + (P + Q)2
} x1 (x1 + qd−m) (x1 + ld−m){
(x1 + ld−m)
2 + (P + L)2
}
= exp
(
−3u
2
(p) + 2u(p) · u(l) + L2(q) + L2(l)
kF
)
exp
(
l2d−m+1 + |L(q)|2
3 kF
)√
kF
12 pi
×
∫
dx1
2pi
x1 (x1 + qd−m) (x1 + ld−m){
x21 + P
2
}{
(x1 + qd−m)
2 + (P + Q)2
}{
(x1 + ld−m)
2 + (P + L)2
}
=⇒
∫
du(p)
(2pi)m−1
κ1 = exp
(
−2 L
2
(q) + 2 L
2
(l)
3 kF
)(
kF
12pi
)m/2
ftt (ld−m, qd−m, P, |P + Q|, |P + L|) ,
where the function ftt is of mass dimension −2. This leads to
ft(l, q) ∝ e3 k
m
2
F . (B67)
Thus for |ld−m||L(l)|
√
2kF
, |L||L(l)|
√
2kF
>> 1 and m > 1, Eqs. (B67) and Eq. (A15) of Ref. [20] give us
[
Integral for |L(l)| < Λ√
kF
contributing to ΠAL(q)
]
∝ e6 kmF
∫
|L(l)|< Λ√kF
dl
(2pi)d+1
fn(L, ld−m, q)
L2(l) + e
2 µx Jm−1
√
kF f˜ (|L|, ld−m)
× 1|L(l−q)|2 + e2 µx Jm−1
√
kF f˜ (|L−Q|, ld−m − qd−m)
∝ e
2 Λm
k
m/2
F
∫
dL dld−m
(2pi)d−m+1
fn(L, ld−m, q) .
This results in the factors
e2 k
m
2
F ×
1
kmF
. (B68)
From the behaviour of the AL terms in all the above limits, we conclude that for |qd−m||L(q)|
√
2kF
, |Q||L(q)|
√
2kF
<<
1 as well as |qd−m||L(q)|
√
2kF
, |Q||L(q)|
√
2kF
>> 1, ΠAL(q) is suppressed by positive powers of kF compared to
the one-loop result.
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