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We investigate the stability of vortices in two-dimensional Bose–Einstein condensates. In analogy
with rotating spacetimes and with a careful account of boundary conditions, we show that the
dynamical instability of multiply quantized vortices in trapped condensates persists in untrapped,
spatially homogeneous geometries and has an ergoregion nature with some modification due to the
peculiar dispersion of Bogoliubov sound. Our results open new perspectives to the physics of vortices
in trapped condensates, where multiply quantized vortices can be stabilized by interference effects
and singly charged vortices can become unstable in suitably designed trap potentials. We show how
superradiant scattering can be observed also in the short-time dynamics of dynamically unstable
systems, providing an alternative point of view on dynamical (in)stability phenomena in spatially
finite systems.
I. INTRODUCTION
Quantized vortices are one of the key features of super-
fluids and Bose–Einstein condensates (BECs) and have
received a great deal of attention in the last decades,
both theoretically and experimentally [1, 2]. The studies
of such configurations began with the very introduction
of the Gross–Pitaevskii equation in the early 1960’s in [3],
where singly quantized vortices in an infinite condensate
were considered, and received a further boost with the ex-
perimental realization of atomic BECs in optical and/or
magnetic traps. In this context, the focus is naturally
on trapped geometries [4–11], while much less attention
is typically paid to spatially infinite geometries. Only
quite recently a convincing evidence that doubly quan-
tized vortex are unstable in a spatially uniform BEC was
in fact reported [11], while dynamical stability of such
configurations had been previously claimed by several
authors [7, 12]. More generally, a full understanding of
the microscopic mechanisms determining the stability of
quantized vortices in generic geometries is still missing.
An interesting way to look at this paradigmatic prob-
lem of condensed matter physics is the one offered by
Analogue Gravity [13], that relies on the fact that collec-
tive excitations modes on top of a moving medium are
described by the same equations as a massless scalar field
on a curved spacetime. In particular, vortices in various
fluids have been often proposed as analogues of rotating
spacetimes, since they can display key ingredients such
as an horizon and an ergoregion. In this context, a par-
ticular attention has been given to the phenomenon of
rotational superradiance [14], that is the amplified scat-
tering of radiation from a rotating black hole.
This phenomenon relies on an energetic instability of
rotating black holes that can become a dynamical one
under suitable boundary conditions. Amplified super-
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radiant scattering from a dynamically stable system is
found if perturbations are free to propagate away both
in the asymptotic outward direction and in the inward
one across the horizon, as it happens for massless fields
around rotating Kerr black holes in an asymptotically
flat spacetime. On the other hand, superradiance can
get self-stimulated in the presence of sizable reflections
on either side, which give rise to radiation modes with
complex frequencies and, thus, to exponentially growing
perturbations in time. If reflection occurs on the inner
side, e.g. in a rotating spacetime displaying an ergore-
gion but no horizon, the ensuing dynamical instability is
called ergoregion instability [15, 16]. If reflection occurs
in the external space away from the black hole, a black
hole bomb is instead found, e.g. for rotating black holes
in a AdS background or massive fields around Kerr black
holes [17, 18].
In the analogue systems context, superradiant scatter-
ing has been widely studied from the theoretical point
of view [19–23] and has been recently observed in ex-
periments using surface gravity waves on top of a water
flow configuration displaying a draining vortex [24]. Er-
goregion instabilities have also been theoretically stud-
ied in purely rotating vortex configurations in ideal flu-
ids [25, 26]. We are here interested in quantized vortices
in superfluids: their purely azimuthal vθ ∝ 1/r irrota-
tional flow pattern becomes supersonic in the vicinity of
the vortex core and corresponds to an analogue rotat-
ing spacetime with an ergoregion but no horizon. This
naturally suggests the possibility of observing ergoregion
instabilities in infinite condensates. But given that outer
reflections are also naturally present in trapped geome-
tries, it is also tempting to connect the known instabili-
ties of multiply charged vortices in harmonically trapped
BECs to black-hole-bomb-like instabilities. Unraveling
the different instability mechanisms that are at play in
different geometries is the main subject of this work.
Together with the intriguing links with the space-time
instabilities, a specific attention must be paid also to the
microscopic features of the atomic condensate. The sud-
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2den density drop in the vortex core and the superluminal
dispersion of collective excitations at high momenta pre-
vent a straightforward use of the hydrodynamic approx-
imation that is at the basis of the gravitational analogy.
In this work, we carry out a microscopic study of the
Bogoliubov collective excitations around vortices of dif-
ferent charges in spatially homogeneous two-dimensional
BECs beyond the hydrodynamic approximation. With
a careful consideration of the boundary conditions, we
confirm the conclusion that singly quantized vortices are
stable whereas doubly quantized ones are made dynam-
ically unstable by an intrinsic instability of the vortex
core, analogous to an ergoregion instability.
We then extend our analysis to vortices with higher
charge to further characterize the instabilities in the dif-
ferent angular momentum channels: additional similar-
ities with ergoregion instabilities are found. From this
we conclude that the dynamical instabilities of multiply
quantized vortices are condensed matter analogues of the
ergoregion instabilities of rotating spacetimes, with some
modifications due to dispersive effects. Our results also
shine new light on the known results for trapped BECs,
showing that the instability is not induced by the trap
and, thus, is not related to black-hole-bomb type mecha-
nisms. The only effect of the trap is rather to modulate
the instability rate via interference mechanisms and even
suppress it in specific regimes. Application of our formal-
ism to singly quantized vortices brings the unexpected
consequence that their celebrated dynamical stability is
not a general fact, but a consequence of the spatially ho-
mogeneous or harmonic trap geometries usually consid-
ered in the literature: more complex configurations show-
ing an inner density bump followed by a constant density
plateau turn out to be dynamically unstable against the
vortex spiralling out even at zero temperature. As a final
point, we discuss how superradiant scattering interplays
with the dynamical instability and we highlight how it
can be observed on short time scales also in the presence
of dynamical instabilities.
The structure of the article is the following. In Sec.II
we review the general formalism and we present the sys-
tem under consideration. In Sec.III we recap the state-
of-the-art in the theory of the dynamical stability of vor-
tices in trapped condensates. In Sec.IV we investigate
the dynamical instability of a doubly quantized vortex
in a spatially homogeneous condensate and we highlight
the subtle issues related to the boundary conditions. In
Sec.V we present our results on the stability of higher
charge vortices and we draw connections to the purely
hydrodynamic theory underlying the gravitational anal-
ogy. In Sec.VI we present our unexpected results on the
stability of singly-charged vortices. The interplay be-
tween dynamical instabilities and superradiant scattering
is discussed in Sec.VII. Conclusions and future perspec-
tives are finally presented in Sec.VIII.
II. VORTICES AND THE LINEAR PROBLEM
Dilute Bose-Einstein condensates are well described at
the mean field level by the Gross–Pitaevskii equation
(GPE) for a scalar classical field describing the order pa-
rameter Ψ(r, t) [2],
i~∂tΨ =
[
−~
2∇2
2M + g|Ψ|
2 + Vext
]
Ψ, (1)
where g is the interparticle interaction constant,M is the
atomic mass and Vext(r) is an external trapping potential.
We consider the case of two spatial dimensions, which
simplifies the treatment and is a good approximation for
a pancake-shaped condensate tightly confined in the third
direction.
This equation can be rewritten in the density-
phase representation of the order parameter Ψ(r) =√
n(r) eiΘ(r) as:
∂tn = −∇ ·
(
n
~∇Θ
M
)
~∂tΘ +
(~∇Θ)2
2M + gn+ V −
~2
2M
∇2√n√
n
= 0.
(2)
These are the usual continuity and Euler equations for
a perfect fluid, except for the last term in the second
equation that is called quantum pressure and stems from
the kinetic energy of quantum particles. This term can
be neglected when density variations happen over dis-
tances much larger than the so-called healing length
ξ = ~/(mgn)1/2: this regime is usually called the hy-
drodynamic regime.
Vortices located at the center of a cylindrically-
symmetric system are stationary solutions of equation
(1) of the form
Ψ`(r, t) = f(r)ei`θe−iµt/~, (3)
where µ is the chemical potential of the condensate and
` is a number that, for the order parameter to be single
valued, must be an integer. This expresses the quanti-
zation of the circulation of the vortex and we refer to `
as the charge of the vortex. Vortices of charge ` have a
purely azimuthal velocity profile of the form
vθ(r) =
~
M
`
r
, (4)
which turns supersonic in the vicinity of the vortex core.
To avoid singularities at r = 0, the (real-valued) am-
plitude f(r) of the order parameter must go to zero for
r → 0 so that in the center of vortex the density is de-
pleted. For a vortex in an otherwise infinite and spatially
homogeneous condensate the order parameter tends to a
constant f(r)→ f∞ at large distances, while the chemi-
cal potential is µ = gn∞ = g|f∞|2. For a vortex of charge
`, the current becomes supersonic at a radius rE ∼ `ξ,
where the healing length ξ = ~/(mgf2∞)1/2 is calculated
3for the asymptotic value of the density. The healing
length can also be seen as the distance at which the den-
sity reaches approximately half of the value at infinity
[2]. Near the core of the vortex we are hence away from
the hydrodynamic regime.
A standard tool to study the stability of vortices is
the so-called Bogoliubov approach, where one linearizes
the GPE (2) around its stationary state Ψ` and looks for
the eigenmodes of the linearized dynamics [27]. To this
purpose, we consider the (small) perturbation δΨ(r, t)
and its complex conjugate δΨ∗ as independent variables
and group them into the spinor (δΨ, δΨ∗)T .
In the cylindrically symmetric geometries under con-
sideration in this work, we can decompose the perturba-
tion in its angular momentum m components(
δΨ
δΨ∗
)
(r, θ, t) = eimθ
(
ei`θe−iµt/~uφ(r, t)
e−i`θeiµt/~vφ(r, t)
)
. (5)
and focus our attention on the radial dynamics. For
each m component, the time evolution for the radial
spinor |φ〉 (r, t) := (uφ(r, t), vφ(r, t))T is given by the
Bogoliubov–de Gennes (BdG) equation
i~∂t |φ〉 = L`,m |φ〉 (6)
with the radial Bogoliubov operator
L`,m =
[
D+ + Vext + 2gf2 − µ gf2
−gf2 −(D− + Vext + 2gf2 − µ)
]
(7)
and
D± =
~2
2M
(
−∂2r −
∂r
r
+ (`±m)
2
r2
)
. (8)
In contrast to the unitary evolution of the usual
Schrödinger equation, the evolution (6) is σ3-pseudo-
unitary, i.e. σ3L †`,mσ3 = L`,m, so that the conserved
inner product
〈ψ|σ3 |ψ〉 =
∫
dr
[
u∗ψ(r)uψ(r)− v∗ψ(r)vψ(r)
]
(9)
is non-positive definite; the associated norm can hence
also be negative and zero. The energy of an eigenmode
|ψi〉 of the BdG matrix (7) with frequency ωi is given by
Ei = 〈ψi|σ3 |ψi〉 ~ωi, (10)
so that, for example, negative-norm (positive-norm)
modes with a positive (negative) frequency have nega-
tive energy and zero-energy modes can also exist.
Since the matrixL`,m is not hermitian, complex eigen-
values are also possible, corresponding to modes that
exponentially decay or grow in time. The symmetries
of the BdG matrix impose that, if ωi is an eigenfre-
quency, also ω∗i is a (possibly different) eigenfrequency
and that (ωi − ω∗j ) 〈ψj |σ3 |ψi〉 = 0 for a pair of generic
i, j eigenmodes. As a consequence, complex-frequency
modes come in pseudo-degenerate (sharing the same real
part) pairs of decaying and dynamically unstable zero-
norm modes. According to (10), zero norm implies zero
energy: in physical terms the exponential growth of un-
stable modes corresponds to the simultaneous creation of
particles and antiparticles with opposite energies, which
leaves the total energy unchanged.
Another property of the BdG matrix is the so-called
particle-hole symmetry, that in our cylindrically symmet-
ric geometry is expressed by the fact that the spectrum
at −m is specular to the one at m. In detail, there exist
pairs i, j of eigenvectors and eigenvalues at ±m that are
related to each other by(
u−m,j
v−m,j
)
=
(
vm,i
um,i
)
; ω−m,j = −ωm,i, (11)
so that both the sign of the frequency and the norm of the
mode are inverted. In what follows, we can thus restrict
our attention to positive values of m only with no loss of
information.
In what follows, it will be useful to consider also a
different shape of the radial BdG equations. This form
can be obtained for example by linearizing equation (2),
written in terms of density and phase perturbations δn˜ :=
δn/n and δΘ
∂t
(
δΘ
δn˜
)
=

−i ~
M
`m
r2
−D˜2 −
Mc2s
~
2D˜ −i ~
M
`m
r2

(
δΘ
δn˜
)
(12)
with
D˜ = ~2M
(
−∂2r −
∂r
r
− ∂rf
2
f2
∂r +
m2
r2
)
. (13)
For slowly spatially varying (long-wavelength) perturba-
tions the derivative term in the upper right element is
negligible. The resulting equation has the shape of a
Klein–Gordon (KG) equation in a curved spacetime with
the local speed of sound cs =
√
gf2/m playing the role
of the speed of light (see for example [28] for this shape
of the KG equation).
This is the core idea of analogue gravity [13], where
the curved spacetime is determined by the flow profile
of the condensate. For instance, vortex solutions in an
infinite BEC correspond to asymptotically flat rotating
spacetimes with an ergoregion corresponding to the re-
gion where vθ is supersonic. As usual, ergoregions are
characterized by the existence of negative energy modes
for the field with respect to the asymptotic definition of
energy; in the analogue these negative energy modes are
associated to the energetic instability of regions of super-
sonic flow, where superfluidity may break down [2, 27].
The spectral properties of the BdG equations pre-
sented above are shared by the KG equation, to which, as
we said, the BdG equation reduces in the long-wavelength
limit. At larger wavevectors above the inverse healing
4length, the dispersion relations for the two problems are
however different: while for the KG equation it remains
linear at all wavevectors, for the BdG equation it turns
quadratic above ξ−1, which corresponds to a Lorentz in-
variance breaking at small scales. In spite of these dif-
ferences, it is useful to look at the problem of the vortex
stability starting from what is known for gravitational
systems and look for possible modifications due to the de-
viations from the linear dispersion of the hydrodynamic
limit and to the microscopic structure of the vortex core.
Notice that, while the hydrodynamic approximation
on (2) automatically implies taking the long-wavelength
limit for the fluctuations, leading to the non-dispersive
KG problem, the long-wavelength approximation for the
perturbation field can formally be performed even for
background density profiles outside of the hydrodynamic
regime. This will allow us in Section V to discriminate
between the modifications to the gravitational effects due
to dispersion and those due to the microscopic behaviour
of the density.
III. VORTICES IN TRAPPED BECS: WHAT IS
KNOWN
In an infinite condensate, the energy of a charge ` vor-
tex is higher than the one of an array of ` singly charged
vortices [29]: this means that multiply quantized vortices
are energetically unstable.
Concerning harmonically trapped condensates, exten-
sive studies within the Bogoliubov approach [4, 5] have
shown that vortices – even singly quantized ones – are al-
ways energetically unstable since they possess a negative-
energy m = 1 mode localized around the vortex core,
corresponding to precession around the trap center. Ac-
tual spiraling of the vortex out of the condensate requires
some mechanism to dissipate the extra energy, for exam-
ple via interaction with thermal atoms at finite temper-
atures [30]. As a result, the vortex position remains dy-
namically stable under the purely conservative dynamics
(6).
While all other excitation modes of singly charged
vortices are energetically (and thus dynamically) stable,
multiply quantized ones display alternate intervals of dy-
namical instability and stability as the nonlinear inter-
particle interaction is varied with respect to the trap fre-
quency. An example of this behaviour for m = 2 pertur-
bations on a charge ` = 2 vortex, reproducing the con-
clusions of [6], is shown in Figure 1. After numerically
finding the radial profile f(r) of the GPE ground state
at fixed circulation ` with an external trapping potential
Vext(r) = Mω20r2/2, we diagonalize the corresponding
BdG matrix (7) for a fixed azimuthal number m but dif-
ferent values of the nonlinear parameter of the GPE, i.e.
for different values of the interparticle interaction con-
stant or for different numbers of atoms in the trap.
One can see that the system has a negative energy
mode (negative norm and positive frequency) for all val-
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FIG. 1. Real (upper plot) and imaginary (lower plot) parts of
the BdG eigenfrequencies for modes of azimuthal numberm =
2 on a charge ` = 2 vortex in an harmonic trap for different
values of the interparticle interaction energy. Here n0 = N/l20
withN number of atoms and l0 =
√
~/(2Mω0). Black (solid),
red (dotted) and green (thicker) lines correspond to positive-,
negative- and zero-norm modes. In the inset a plot of the
energetically unstable mode for gn0/~ω0 = 500: the black
(thinner) and red (thicker) lines show the modulus of the u
and v components of the BdG spinor, the dashed line is a
rescaled plot of the condensate density.
ues of the parameters and is thus energetically unstable.
This energetically unstable mode is localized near the
vortex core, as can be seen in the inset. As discussed also
in [10], dynamically unstable modes can emerge from the
crossing of this negative-norm band with a positive-norm
one. This is a consequence of the symplectic [31] nature
of the BdG problem and in the Hamiltonian systems lan-
guage is known as the mixing of modes of opposite Krein
norm. This gives rise to the characteristic mode sticking
visible in the upper panel, associated to the instability
bubbles that are visible in the lower panel.
Even though the literature agrees on the occurrence
of these instabilities and unambiguous experimental evi-
dence is available [9], the situation is much less clear for
what concerns the physical origin of the instability. The
fundamental question that we plan to address in this arti-
cle is to understand whether the dynamical instability is
induced by the trapping, as some authors suggest [12, 32],
or whether it is instead an intrinsic instability of the vor-
tex core, as recently argued in [11].
What is sure is that vortices of any charge in trapped
condensates have some angular momentum channels with
energetically unstable modes localized in the core. In the
language of the gravitational analogy, these modes corre-
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FIG. 2. Real (a) and imaginary (b) parts of the Bogoliubov eigenfrequencies for modes of azimuthal number m = 2 on a charge
` = 2 vortex in a BEC of size R. Black (solid), red (dotted), green (thicker) lines corresponds to positive-, negative-, and zero-
norm modes. A wider view of the imaginary part is given in panel (d). Here, the 1/
√
R dashed line envelopes the instability
maxima up to moderate R. The horizontal line indicates the instability rate extracted from the time-dependent simulation
with absorbing boundary conditions shown in Figure 3. Panel (c): spatial shape of the dynamically unstable core mode for
the case with R = 60ξ. The black (thin) and red (thick) lines respectively show the moduli of the uφ and vφ components of
the Bogoliubov spinor. The dashed line shows the (rescaled) density profile of the vortex. In the inset the mode on a shorter
amplitude range is plotted to highlight the structure at large r.
sponds to negative-energy modes localized in the ergore-
gion of a rotating spacetime. The energetic instability
can then be turned into a dynamical one if enough re-
flection happens on either side of the ergoregion: if it
happens on the outer side, one has the so-called black-
hole-bomb effect; if it happens on the inner side, an er-
goregion instability occurs.
As we are going to show in the next sections, the insta-
bility of multiply charged vortices in condensates persists
in spatially unbounded geometries where no reflection
from the outer side can occur, so it can be classified of
the ergoregion instability type. The effect of the trap-
ping is rather the opposite, since it tends to suppress the
instability within some specific regions of parameters as
already visible in Figure 1.
IV. A CHARGE 2 VORTEX IN AN INFINITE
BEC
A. Large system limit R→∞
As a first step, we follow the path of [11] and inves-
tigate the stability of a doubly quantized vortex in an
infinite BEC by looking how the spectrum of a finite sys-
tem of size R evolves in the infinite size limit R→∞. To
this purpose, we numerically find the radial profile f(r)
of the GPE ground state Ψ` with a given circulation `
on a wide but finite interval [0, R]. In order to mimic a
spatially homogeneous BEC, Neumann boundary condi-
tions ∂rf |r=R = 0 are imposed on the BEC wavefunction.
The BdG spectrum is then obtained imposing Dirichlet
boundary conditions at r = R onto the perturbation,
uφ(r = R) = vφ(r = R) = 0. The calculation is repeated
for growing values of the size R.
The resulting discrete spectra of modes are shown in
the left panels of Figure 2 as a function of R for an
m = 2 perturbation on a charge ` = 2 vortex. An en-
ergetically unstable mode (with negative norm and pos-
itive frequency) is clearly visible in panel (a) at an (al-
most) R-independent frequency around 0.44µ/~. This
R-independence is a strong indication that the mode is
localized in the core region, which is further verified in
the exponential decay of the envelope of uφ and vφ of the
unstable mode (panel (c)). As for the trapped BEC case,
dynamical instabilities emerge from the crossing of this
negative norm core mode with the positive-norm collec-
tive modes; the resulting instability bubbles are shown
in Figure 2(b).
More insight in the instability mechanism is visible
in the spatial profile of the dynamically unstable mode
shown in panel (c): here, one recognizes a localized part
at the vortex core which contributes with a negative norm
and an extended part that penetrates deep in the bulk
with a positive norm (better visible in the zoom in the
inset). The two add up to a total zero norm, as ex-
pected for a dynamically unstable mode. This spatial
structure indicates that the instability is due the coupling
of a localized negative-energy excitation to a propagat-
ing positive-norm one. The oscillations that are visible at
large r are due to the interference of the outgoing waves
with their reflection at the system edge r = R.
Looking at Figure 2(d), an important distinction be-
tween the moderate-R and large-R regimes jumps to the
6eyes. In the former case, the positive-norm collective
modes of the condensate are well distinct in energy and
the stability islands (instability peaks) are well separated
as a function of R: stability (instability) occurs whenever
the phase of the reflected waves at the r = R boundary
destructively (constructively) interferes with the oscilla-
tion of the core mode. This same mechanism is the cause
of the finite stability windows that are also visible in the
trapped condensate case of Figure 1. A time-dependent
insight on this destructive interference will be given in
Section VII, where we discuss the temporal evolution of
the system in response to a initial perturbation. In con-
trast, for large R the instability bubbles merge with each
other and the instability rate tends to a R-independent
value.
Some qualitative understanding about this crossover
can be obtained by analytical means. Since the insta-
bility stems from the mixing of a spatially extended
positive-norm mode with a localized negative-norm one,
the matrix element underlying the mixing scales as the
normalization of modes. In our cylindrical geometry, the
normalization of the radial wavefunction scales as 1/
√
R.
This determines the envelope of the instability rate max-
ima in the moderate-R regime where modes are well dis-
crete, see the dashed line in Figure 2(d).
The width of the instability bubbles is instead deter-
mined by the width of the regions around the cross-
ing point for which the detuning of the positive- and
negative-norm modes is not larger than the matrix el-
ement, and is hence proportional to the ratio between
the matrix element and the derivative dω/dR. Since
the positive-norm modes have a phononic nature, the
frequency of the j-th mode (with j integer) scales ap-
proximately as ωj ∝ j cs/R, so that the derivative at
the crossing point with the frequency ω− of the trapped
mode is given by dωj/dR ∝ ω−/R. Hence the width of
the instability bubbles increases as
√
R for growing R,
as visible in Fig.2(b). Given the scaling of ωj on R, the
spacing between modes along R is instead a constant,
so that neighboring instability bubbles eventually merge
with each other into a broad continuum for large values
of R.
B. Outgoing boundary conditions
While this way of taking the infinite-size limit may
seem a sound way of describing a spatially infinite sys-
tem, one must not forget that the eigenmodes of finite
systems have a standing-wave shape and necessarily in-
volve a reflected in-going wave, while for a truly infinite
system no reflection is possible and the eigenmodes must
have a purely outgoing character. As a consequence, the
spectrum of a finite system is generally very different
(even in the infinite-size limit) from the one in the asymp-
totic outgoing boundary conditions case. Because of this
crucial difference, well highlighted for the Klein–Gordon
case in [33], it is thus essential to put any conclusion on
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FIG. 3. Snapshots of the time evolution of a m = 2 pertur-
bation scattering on a ` = 2 vortex. Black (thin) and red
(thick) lines respectively show the uφ and vφ components of
the Bogoliubov spinor. Outgoing boundary conditions are im-
posed by including a wide and smooth imaginary potential of
Gaussian spatial shape centered at the edge of the integration
box r = 700ξ, of variance 120ξ and amplitude 0.15µ, so to ef-
fectively absorb the perturbation spinor |φ〉 and suppress the
reflected waves.
the infinite system on solid grounds by implementing ra-
diative boundary conditions where all reflected waves are
removed from the outset.
In Figure 3 we summarize a numerical study of the
time-dependent BdG equations (6) where such radiative
boundary conditions are implemented by adding an effec-
tive absorption at large distances. A series of snapshots of
the evolution of a m = 2 Gaussian perturbation (upper-
left panel) incident on a ` = 2 vortex core are shown.
After a transient in which the perturbation wavepacket
is reflected by the vortex core and then propagates away
from it (upper-right panel), the spatial shape of the per-
turbation is characterized at long times by an exponen-
tially growing, negative-norm unstable core mode and a
positive-norm excitation current propagating to infinity
(bottom panels). Compared to Figure 2(c), the outgo-
ing boundary conditions remove the interference-induced
oscillations at large distance, leaving only the exponen-
tial spatial decay typical of unstable modes. The com-
plex profile visible in the upper-right panel is a transient
effect due to interference between the incident and the
reflected wavepackets at the vortex core and disappears
at late times as shown in the bottom row panels.
The temporal growth of the core mode can be precisely
fitted with an exponential law (not shown) of instabil-
ity rate =(ω) ' 0.00242µ/~, indicated by the horizontal
line in Figure 2(d) and in perfect agreement with the
rate found for the finite system in the R → ∞ limit.
As a conclusion of this Section, our rigorous way of di-
rectly dealing with an infinite system perfectly confirms
the results of [11] and offers further understanding of the
validity of their infinite-size-limit procedure.
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FIG. 4. R-dependence of the Bogoliubov spectrum of a ` = 4
vortex for different azimuthal m. Black (solid), red (dotted)
and green (thicker) lines correspond to positive-, negative-
and zero-norm modes.
V. HIGHER CHARGE VORTICES
Based on this important general result on the instabil-
ities of a spatially infinite system, we are now entitled to
apply the numerically simpler R → ∞ infinite-size-limit
procedure to more general cases, starting from ` > 2
charge vortices in uniform condensates. As an example,
we display in Figure 4 the R-dependence of the different-
m spectra for a given charge ` = 4. Independently from
`, the m = 1 spectrum always shows a negative-norm
mode around zero energy. This core mode corresponds
to the zero energy mode found in [3] and associated to
the translation of the vortex core. For large but finite
R, the frequency of this m = 1 negative-norm core mode
is very small and negative, meaning that the system is
energetically stable. As expected, this frequency tends
to 0 in the R → ∞ limit where translational invariance
is recovered.
While the m = 1 mode is the only core mode for ` = 1
vortices, for larger ` ≥ 2 other negative norm core modes
appear for increasing m at both negative and positive
BdG frequencies, corresponding thus to positive and neg-
ative energies. Interestingly, the energy of the lowest en-
ergy (highest frequency) core mode decreases untilm = `
and then starts increasing again until it becomes positive
and energetic stability is recovered for all m > 2` − 2.
Since dynamical instabilities result from negative norm
modes crossing the positive norm ones, this means that
instabilities can only occur in the finite range of m values
2 ≤ m ≤ 2`− 2. (14)
Notice that this result differs from what is reported in
previous literature: Ref. [6] reports dynamical instabili-
ties only for m ≤ `, while Ref. [10] claims that they exist
for all m ≥ 2.
For what concerns the rate of the different instability
channels, we find the quite unexpected result that for all
values of ` the rate is strongest for m = 2 and then de-
creases with m. Since the instability of multiply charged
vortices is associated to their splitting into an assembly
of ` singly charged vortices, one may have expected the
most unstable mode to be at m = `. However our anal-
ysis shows that the vortex decay begins with lower-m
deformations of the core and the splitting in ` parts only
appears during the later dynamics dominated by nonlin-
ear effects.
To investigate instead the ` dependence of the insta-
bility, we focus on the (most unstable) m = 2 channel
and for each ` we perform the infinite-size-limit proce-
dure until the instability bubbles have fully merged into
the large-R unstructured continuum illustrated in Figure
2(d). To further remove numerical artifacts, we take the
average of the last few R-dependent oscillations as the
instability rate and the corresponding variance as an es-
timate of the error on this value. The result for vortices
up to charge ` = 10 is shown in Figure 5, where also
the real part of the frequency of the unstable modes is
shown. Surprisingly the instability rate is highest for the
lowest ` = 2 charges and decreases continuously while in-
creasing `. This implies that the first stages of the vortex
splitting process are slower for higher charge vortices.
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8It is now interesting to compare our results to the re-
cent work [25] carried out for a purely hydrodynamic
system for which the gravitational analogy holds exactly.
With the aim of studying ergoregion instabilities, this
work considers the case of a vortex without a drain and,
since the hydrodynamic description breaks down near
r = 0, the KG equation must be supplemented with a
reflecting boundary condition at a finite radius. For a
given size of the ergoregion, the authors then find that
all the high-enough m modes are dynamically unstable,
but the instability rate is stronger for the lower-m un-
stable modes. The fact that this overall hierarchy of the
instability rates of the different m-channels is shared by
the Bogoliubov and the hydrodynamic calculations con-
firms that the nature of the instability is indeed the same
in the two cases.
The main difference between the two calculations lies
in the upper bound on the m instability range. Also this
feature is however compatible with the interpretation of
the instability in terms of an ergoregion instability: it
can in fact be ascribed to the superluminal dispersion
that pushes the energy of the high-wavevector excitations
modes towards high energies. This physical interpreta-
tion was numerically confirmed by solving the linearized
problem for the excitation modes in the long-wavelength
approximation. To this purpose we applied the same di-
agonalization procedure used for the BdG problem to the
corresponding KG problem, that is equation (12) with-
out the derivative term in the upper-right element. This
removes the dispersive effects. As expected, in this case
we find no upper bound on m for the occurrence of in-
stabilities, so that unstable modes are present also for
m > 2`− 2.
The fact that the same conclusions were obtained in
the hydrodynamic calculations for a spatially homoge-
neous density profile of [25] suggests that the specific
profile of the density around the vortex core does not
have any substantial effect on the m-dependence of the
instability rates. On the other hand, the density deple-
tion around the vortex core seems to play an important
role in the ` dependence of the instability rate: an in-
crease of the instability rates with the vortex circulation
was in fact observed in the hydrodynamic case of [25],
in stark contrast with the decrease found in our calcula-
tions shown in Figure 5. Since the same decrease of the
instability rate was observed in the corresponding KG
calculations where the dispersive effects are not present
but the density depletion in the core remains, this differ-
ence can not be ascribed to the superluminal dispersion
of Bogoliubov excitations, but rather to the density de-
pletion around the vortex core.
As a main conclusion of this and the previous Sec-
tions, our joint numerical and analytical analysis fully
confirms that the instability of multiply quantized vor-
tices in BECs is a dispersive version of the ergoregion
instability of rotating acoustic spacetimes and has no re-
lation with the black hole bomb effect.
VI. ON THE STABILITY OF SINGLY
CHARGED VORTICES
In the previous Section we saw how, for all the vor-
tex charges, the m = 1 channel shows a core mode at
zero frequency in the infinite system corresponding to a
translation of the core: thanks to translational invari-
ance, this displacement does not alter the energy of the
system. Based on ergoregion instability arguments, the
stability of charge ` = 1 vortices can be attributed to
the dispersive effects that do not allow the presence of
localized negative-energy modes at higher m > 1.
In contrast to what is often claimed, the stability (both
energetic and dynamical) of ` = 1 vortices in trapped
geometries is not a general fact. For example, as we al-
ready said, vortex translation is energetically unstable in
harmonically trapped BEC [4], whose inverted-parabola-
shaped density profile favours expulsion of the vortex.
The spectra for varying nonlinear interaction is visible
in the top-left part of Figure 6, where one can see that
a negative-energy core mode (whose spinor components
are plotted in the lower panel) approaches zero frequency
from above while increasing the number of atoms. The
fact that this energetically unstable negative-norm mode
is always located in frequency below the lowest positive-
norm collective mode guarantees that the energetic in-
stability never becomes dynamical.
Quite unexpectedly, if the density profile shows instead
a bump surrounded by a wide region of lower density, this
ordering of the modes is no longer guaranteed and col-
lective modes satisfying the resonance condition for dy-
namical instability may be available form = 1, leading to
a dynamical instability of singly-charged vortices. This
feature is illustrated in the right part of Figure 6, where
the infinite-size-limit procedure is applied to a conden-
sate subjected to an inverted-Gaussian-shaped potential
Vext = −A exp[−r2/(2σ2)] (15)
with a positive chemical potential µ > 0. The corre-
sponding density profile is plotted with a dashed line in
the lower panel: it displays a bump at short distances
r . σ, then it tends to a non-vanishing constant value
for large r  σ. In this configuration, instability re-
gions appear as shown by the green lines in the top-right
panel. In this parameter regions, the vortex starts pre-
cessing around the center with an ever-increasing radius,
while its periodic rotatory motion leads to the emission of
outward propagating sound waves in the external flat re-
gion. As usual, the positive energy of the emitted sound
compensates for the negative energy associated to the
vortex motion. In the harmonically trapped condensate,
this sound emission process would not be possible as the
cut-off frequency for collective modes in the condensate
lies above the precession frequency of the vortex.
Further insight on this physics is obtained by compar-
ing the spatial shape of the m = 1 core modes plotted in
the bottom panels for the two cases. This graphs show
how these modes share the same shape near the core but,
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while the one in the harmonic trapped BEC quickly de-
cays to zero as it has no collective mode to couple with
(bottom-left panel), the one in the Gaussian potential
couples to a long-wavelength collective mode that ex-
tends throughout the whole condensate, as it can be seen
from the non-vanishing weight at large r (bottom-right
panel).
As a final point, it is interesting to note in the inset of
this plot how the uφ part of the spinor slightly exceeds the
vφ one at large r. This is in contrast to the harmonically
trapped case, in which uφ and vφ simultaneously vanish
when the density approaches zero, and shows that the
long-distance part of the excitation indeed contributes
with a positive energy and norm and confirms that the
instability results from the mixing of a localized negative-
norm mode with an outward-propagating positive-norm
mode.
VII. A TIME-DEPENDENT PERSPECTIVE:
SUPERRADIANT SCATTERING AND
DESTRUCTIVE INTERFERENCE
In the Introduction we mentioned the important fact
that energetic instabilities can lead to superradiant scat-
tering: the presence of negative-energy modes localized
in the ergoregion makes it possible for incident positive-
energy waves to be amplified during the reflection pro-
cess at the expense of an equivalent negative energy be-
ing stored into the energetically unstable modes. Energy
conservation is expressed here by the conservation of the
Bogoliubov norm (9).
Dynamical instabilities emerge if the trapped negative-
energy excitations remain in the system and get further
amplified in a stimulated way while emitting positive-
energy excitations outside the ergoregion. Superradiant
scattering from a dynamically stable configuration occurs
instead if the negative-energy modes are quickly removed
from the system and are no longer available to stimula-
tion: this can happen, for example, when an horizon is
present inside the ergoregion and the energy in the local-
ized mode rapidly falls behind it.
While the presence of such an absorption mechanism
inside the ergoregion has often been regarded as a nec-
essary condition to have superradiance (see for example
[34]), this is not generally the case: amplified scattering
just depends on the presence of an ergosurface and not
on the boundary conditions of the problem, that may be
specified even very far from the ergosurface itself. While
a complete discussion of this physics will be given in our
forthcoming work [35], here we restrict ourself to a quick
numerical overview of this phenomenon in the present
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case of dynamically unstable multiply quantized vortices.
Superradiant amplified scattering is illustrated in Fig-
ure 7 where we show snapshots of the evolution of a Gaus-
sian wavepacket of azimuthal number m = 2 incident
onto a ` = 4 vortex in a spatially homogeneous con-
densate. In practice, we have numerically obtained the
condensate profile as done in Section IV. We have then
constructed a wavepacket of Bogoliubov excitations cen-
tered at the frequency of the core mode found in Figure
4 and with a group velocity directed towards the vortex
core.
The wavepacket reaches the vortex core between the
first (t = 0) and the second (t = 350µ/~) snapshots.
While being reflected from it, it populates the (negative
energy) core mode as visible in the narrow excitation
peak on the left edge of the second to fourth panels. Even
though pulse distortion effects make it hardly visible by
eye, a quantitative comparison of the BdG norm (9) of
the wavepacket before and after the scattering process
shows that the reflected packet is amplified by approxi-
mately 18%. This is a clear evidence of the occurrence
of superradiant scattering in the short-time dynamics.
At later times, after being triggered by the superradi-
ant scattering process, the amplitude of the core mode
keeps exponentially increasing between t = 200~/µ and
t = 800~/µ, as it is visible in the time-dependence shown
in the bottom panel. Of course, this increasing amplitude
is associated to an analogous exponential growth of the
excitations in the bulk behind the amplified wavepacket.
While this first stage of the evolution does not depend
on the actual size of the system and is well captured
by the theory for an infinite condensate, the long-time
dynamics crucially depends on the specific value of the
system size R. In the simulation of Figure 7, this was
chosen to fall within one of the stability windows. In the
third snapshot at t = 750~/µ, the amplified packet has
been already reflected by the Dirichlet boundary con-
dition at the end of the system at R = 380 ξ (outside
the plot) and is approaching again the vortex core. The
complex oscillatory profile visible in this third snapshot
is due to the interference of the reflected wavepacket with
the exponentially growing emission by the unstable core
mode. A second scattering process occurs when this re-
flected wavepacket hits the vortex: during this scattering
process, the incident wavepacket interferes with the ex-
citation amplitude left in the core mode after the first
scattering and, since then, exponentially growing. For
the chosen value of the condensate radius R, destruc-
tive interference occurs and the amplitude of the reflected
wavepacket is suppressed, as shown in the last snapshot
at t = 1100~/µ.
The complete time dependence of the negative norm
core mode amplitude is shown in the bottom panel. As a
signature of the destructive interference effect (solid red
line), the exponential increase of the core mode ampli-
tude suddenly stops around t = 900~/µ and is replaced
by a strong decrease at later times. After this first back-
and-forth motion, the core mode evolution keeps display-
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FIG. 7. First and second row: Snapshots of the evolution of
a Gaussian Bogoliubov wavepacket of m = 2 incident waves
hitting a charge ` = 4 vortex. The frequency of the inci-
dent wavepacket is centered around ω = 0.2~/µ, namely the
frequency of the core mode visible in the spectra shown on
the top-left panel of Figure 4. Dirichlet boundary conditions
are imposed to the Bogoliubov modes at R = 380ξ. The ar-
rows indicate the direction of the radial group velocity. The
bottom panel shows the time-dependence of the core mode
amplitude (red solid line), as measured by the r = 2ξ value of
the vφ component of the BdG spinor. The black dashed line
is the time-dependence of the same core mode amplitude for a
slightly different size R = 388.4ξ, for which the system is dy-
namically unstable. Around t = 900µ/~, the two curves show
clear signature of the destructive vs. constructive interference
between the reflected wavepacket and the core mode.
ing alternate intervals of increasing and decreasing am-
plitude.
This complex time-dependent behaviour reflects the
dynamical stability of the system as predicted by the
time-independent calculation of the spectrum and is a
clear illustration of how the finite size of the system is
able to quench the ergoregion instability that would in-
stead appear in an infinite geometry. In the dynamically
unstable regions, the interference at each scattering event
would instead be constructive, leading to a ever increas-
ing core mode amplitude with an even higher rate than in
the infinite system. The effect of this constructive inter-
ference on the core mode amplitude for a slightly different
system size R = 388.4ξ is plotted in the lower panel of
Figure 7. As expected, in this case (black dashed line)
the constructive interference leads to a sudden upwards
jump of the core mode amplitude, which then keeps ex-
ponentially increasing.
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VIII. CONCLUSIONS
In this work we have made use of the analogy with
rotating spacetimes to investigate the physical origin
of the instabilities of multiply charged vortices in two-
dimensional Bose–Einstein condensates. As it happens in
the ergoregions of gravitational systems, the instabilities
can be directly associated to the presence of energetically
unstable modes in the vortex core region where the flow
is supersonic, so they can be classified of an ergoregion
nature. The differences with gravitational systems – in
particular the suppression of instabilities at high values
of the angular momentum – can be ascribed to the super-
luminal dispersion of Bogoliubov waves in condensates.
In stark contrast to black-hole bomb instabilities trig-
gered by reflections outside the ergoregion, here the finite
size of the system rather leads to a quench of the instabil-
ity via a destructive interference effect. This explains the
peculiar stability properties of vortices in trapped con-
densates and also proves that the dynamical instabilities
are not, as it is sometimes claimed, induced by the trap-
ping. Based on our novel understanding of these instabil-
ity phenomena, exotic geometries where singly quantized
vortices are also dynamically unstable were identified.
From the analogue gravity point of view, our calcu-
lations show the robustness of superradiant phenomena
against the superluminal corrections to the linear sonic
dispersion and give an example of how the gravitational
analogy can provide qualitatively correct results even
outside its hydrodynamical regime of validity. Time-
dependent calculations show how the presence of dynam-
ical instabilities does not prevent the possibility of ampli-
fied scattering processes and proves that an horizon (or
another dissipation mechanism inside the ergoregion) is
not necessary for superradiant scattering to take place.
Beyond the cylindrical vortex geometry considered
here, a forthcoming publication [35] will investigate these
effects in the context of the Schiff-Snyder–Weinberg ef-
fect, a process that can be understood as an ergoregion
instability in a different geometry. In particular, we will
look at translationally invariant geometries where the dif-
ferent microscopic mechanisms of superradiance and dy-
namical instabilities can be identified and isolated. Well
beyond the most popular case of atomic Bose-Einstein
condensates on which we have focused our presentation,
our conclusions are directly applicable to generic quan-
tum fluids showing quantized vortex excitations, in par-
ticular quantum fluids of light [36–38], where such phe-
nomena are presently under active study [39] .
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