Feature selection aims to remove irrelevant and redundant features from input data. For gene expression, selecting important genes from gene expression data is essential since the gene expression data often consists of a large number of genes. However, the commonly-used feature selection methods are usually biased toward the highest rank features, and the correlation of these selected features may be high.
I. INTRODUCTION
Feature selection aims to remove irrelevant and redundant features from high-dimensional data. Gene expression data is usually high-dimensional and consists of a large number of genes. This type of data brings a big challenge to supervised learning. In such big data, usually only a small amount of genes are relevant to the gene classification task, and the noise may harm the performance. Selecting the relevant genes by using feature selection methods may significantly improve the gene expression data classification performance.
A considerable amount of research on feature selection has been developed in the last decades [4] , [20] , [32] . In this paper, we only focus on the supervised feature selection methods. Generally, supervised feature selection The associate editor coordinating the review of this manuscript and approving it for publication was Keli Xiao . methods can be divided into three groups, i.e., filter methods, wrapper methods, and embedded methods.
Filter methods select feature subsets by using some feature evaluation criteria. Popular supervised filter methods include Mutual Infomation [38] and Relief-F [23] , [25] . Filter methods are effective in identifying statistically independent features, but these methods may not be efficient to find group features which may have similar property and high correlated [11] .
Wrapper methods usually use a predefined classifier and treat the classification accuracy as an objective function to select features. In spite of excellent performance, such methods usually have prohibitive time cost, which limits their applications in the real world. Embedded methods involve feature selection into classifier training. Embedded methods are better than the other two types of methods in many cases. In recent years, a large amount of embedded methods have been developed [5] , [7] , [15] , [28] , [28] , [34] .
In this paper, we propose an informative feature clustering and selection method to select important genes in highdimensional gene expression data. In this method, we first propose a feature clustering (FC) method to cluster genes into several clusters, where the class labels are given as input and fixed during the clustering process. FC extends traditional co-clustering by introducing a set of feature weights to identify the importance of features. For the sake of selecting informative and diverse genes, genes in different gene clusters are sorted by the learned feature weights. The correlations of genes in the same gene cluster are higher than genes in different gene clusters. Consequently, we select genes from different gene clusters to form the final feature subset. Experiments on six gene expression data sets demonstrate the superiority of the proposed method over six popular feature selection methods, and Stratified Feature Selection (SFS) is effective for selecting important genes from gene expression data.
The rest of this paper is organized as follows. In Section II, a detailed literature review is presented. We present the feature clustering method in Section III and the stratified feature selection method in Section IV. We discussed the experimental results in Section V. Conclusions and future work are given in Section VI.
II. RELATED WORK A. FEATURE SELECTION
Feature selection techniques have been widely studied in the literature over the past decades. A large number of methods have been proved successful in real-world applications, such as gene microarray analysis, music retrieval [13] , and image retrieval [30] .
In general, Feature selection methods can be classified into three types, i.e., supervised, unsupervised, and semisupervised approaches. Supervised feature selection methods use all label information to conduct feature selection [23] , [31] . Unsupervised feature selection methods do not use label information to perform feature selection [3] , [16] . Semisupervised approaches use a part of label information to conduct feature selection [33] . In this paper, we only focus on supervised feature selection for classification purposes. Generally, supervised feature selection methods can be mainly divided into three groups, i.e., filter methods, wrapper methods, and embedded methods. Filter methods select features by referring to some feature evaluation criteria. Such methods often consist of two steps. In the first step, some criteria are used to rank features. In the second step, less important features are removed. Some popular supervised filter methods include Mutual Information [38] and Relief-F [23] , [25] . These methods are easy to be implemented and sand scalable for high-dimensional datasets. However, the selected features may not be effective for learning algorithms in different types of applications.
Wrapper methods usually use a predefined classifier and treat the predictor performance, such as classification accuracy, as the objective function to select features.
Wrapper methods usually consist of two steps. First, a feature subset is choice and then evaluated by a specific learning algorithm. This process repeats until the stop criteria are reached. Given a d-dimensional data set, since the search space is 2 d , heuristical algorithms are used to find an optimal subset. Typical supervised wrapper methods include Genetic Algorithms [14] and Particle Swarm Optimization [22] . In spite of heuristical algorithms that can decrease the complexity of algorithms, the time cost of such methods is still high, which limits their applications in practice.
Embedded methods involve feature selection into classifier training. The performance of embedded methods is better than the other two types of methods in many cases [15] , [27] , [28] , [34] . However, the embedded methods usually choose the high-rank features, but the correlation of these features may be high, which will result in feature redundancy. To this end, Peng et al. [29] developed a Max-Relevance and Min-Redundancy strategy and proposed a feature selection method by applying this new strategy to select features with less redundancy. But the implementation of this strategy is complex and time-consuming. Support vector machine recursive feature elimination has proved to be an efficient feature selection method, but it may still be biased to highly correlated features. Yan et al. developed the correlation bias reduction (CBR) strategy and applied it to SVM-RFE. By using the new strategy, the algorithm can decrease the correlation between the high-rank features [36] . But the time cost of this method is still very high.
Kong et al. proposed an uncorrelated feature selection [24] . In this method, if the Pearson similarity between two features is higher than a threshold, these two features can be formed as a group. Then the 2,1 regularization will be used to limit high correlated feature pairs. However, the proper threshold is usually hard to be found in practice. If the threshold is too large, only a few feature groups are selected. In this way, the method cannot limit highly correlated features. On the contrary, if a large number of feature groups are constructed, inevitable the complexity will be increased.
B. CO-CLUSTERING
In unsupervised machine learning, clustering is a fundamental topic. Many clustering algorithms have been proposed to cluster similar samples, such as k-means, spectral clustering. However, traditional clustering methods only consider one side clustering and omit the latent cluster structure on the feature side.
By considering the latent information in the object's side and features side, many co-clustering methods have been proposed [1] , [35] . Here, we only focus on partitional coclustering methods which assume that every sample belongs to one row cluster, and in the meanwhile, every feature belongs to one column cluster. A data matrix will be clustered into several data blocks, which are called co-clusters. These data blocks do not overlap with each other. They usually have the linear time cost with the number of samples and features, so it is efficient for big data analysis [1] , [12] . However, rows often do not belong to one-row clusters, so this type of method does not reveal real data distribution.
Recently, soft subspace clustering has attracted more and more attention in unsupervised learning [8] , [10] , [21] . Influenced by it, the weighting technique has been gradually incorporated into co-clustering. For analyzing the high dimensional document data, Ye et al. [37] proposed a co-clustering method to cluster it. It computes the weight for each feature from mutual information between the documents and features. The important words will be assigned large weight while useless words will be assigned small weight. Chen et al. [6] proposed a subspace weighting partitional co-clustering method. A subspace weight matrix, which indicated the contribution of each gene to each gene cluster, is introduced into co-clustering. The approach seeks optimal feature subsets based on this subspace weighting matrix.
III. FEATURE CLUSTERING ALGORITHM
Inspired by the subspace weighting co-clustering method, we can cluster genes into several disjoint clusters and get the importance of genes. In this section, we extend traditionally co-clustering and propose a novel Feature Clustering (FC) method for gene clustering.
A. OBJECTIVE FUNCTION
Let X ∈ R n×m be a labeled data matrix where the number of samples is n and the number of genes is m. Since the class labels in X are known in gene expression data, we can construct a binary matrices U ∈ R n×k from the given class labels, where k is the number of classes and u ig = 1 indicates that the i-th row object belongs to the g-th row class. Formally, we want to discover a binary matrices V ∈ R m×l , where the number of feature clusters is l and v jh = 1 indicates that the j-th feature is assigned to the h-th feature cluster. In highdimensional data, X often has a very large m. However, each object can be identified by a small subset of features. For the sake of dealing with such type of data, we define a partitional co-clustering method. In this method, a set of m weights c ∈ R m×1 are defined, in which c j is the weight for the j-th feature. With these weights, we can identify which subsets of features are important. Inspired by the weighting co-clustering method in [6] , [9] , we can know that highly correlated features can be cluster into same co-clusters and features in different clusters have low correlations, for the sake of removing redundant features, so we can cluster genes into several disjoint clusters and get the importance of genes and formulate the following objective function
where Z ∈ R k×l is the centers of co-clusters and η is a positive regularization parameter. The first term in (1) is the weighted sum of within-cluster dispersions of k × l co-clusters. The second term is 2 norm regularizer with a positive regularization parameter η. In the following, we propose an effective algorithm to solve the problem (1).
B. UPDATE V WITH Z AND c FIXED
If Z and c are fixed, it can be verified that the optimal solution to V is
If V and c are fixed, it can be verified that the optimal solution to Z is 
where e ∈ R m×1 in which e j is defined as
The Lagrangian of problem (5) is
where γ is Lagrange multiplier and [β 1 , . . . , β m ] are m nonnegative Lagrange multipliers. The solution corresponding to the original constrained optimization is always a saddle point of the Lagrangian function with the Lagrange multipliers acting as coefficients.
Suppose the optimal solution to the proximal problem (7) is c * , the associate Lagrangian coefficients are γ * and β * .
According to the KKT condition [2] , we have the following equations: 
According to Eq. (12), we can know that c * j or β * j must be 0. According to Eq. (8)- (14), we can verify that the optimal solution of c * j should be
where a + = max(a, 0). We write Eq. (14) as β * =β * + 2ηc * j − 2ηu j . Similarly, according to Eq. (8)- (14), we can verify that the optimal solution of β * j should be β * j = (β * − 2ηu j ) +
Since u ∈ R m×1 , we haveβ * = 1 m m j=1 (β * − 2ηu j ) + . Therefore, we can obtainβ * by solving the following problem
Note that β * ≥ 0, f (β * ) ≥ 0 and f (β * ) is a piecewise linear and convex function, we can use Newton method to solve f (β * ) = 0.
E. THE OPTIMIZATION ALGORITHM
The Feature Clustering (FC) algorithm is described in Algorithm 1. In this algorithm, each variable is updated iteratively until stop criteria are met. As we can decrease the object values of problem (1) in every iteration, the algorithm will converge to a local solution. Suppose that FC converges in r iterations, the time cost of FC is O(rnmkl), which is the same as time cost of k-means.
IV. INFORMATIVE FEATURE CLUSTERING AND SELECTION METHOD
In this paper, given a gene expression data set X with m genes F = {f 1 , . . . , f m }, we first cluster F into several gene clusters {FC 1 , . . . , FC l }, such that FC j FC i = ∅(∀i = j) and Update V i+1 by (3).
8:
Update Z i+1 by (4).
9:
Update c i+1 by (15) . 10: i := i + 1 11: until (1) converge FIGURE 1. Illustration of the procedure of the informative feature co-clustering and selection method. l j=1 FC j = F. To rank the genes in multiple genes clusters, we first rank the genes in each gene cluster according to the gene weights c. Finally, we select features from different feature clusters simultaneously to select relevant features. We show the procedure of the informative feature clustering and selection method in Figure 1 A. FEATURE CLUSTERING Given a gene expression data set X with m genes F = {f 1 , . . . , f m }, we first use the FC algorithm to cluster F to l gene clusters, which are disjoint with each other. From the process of the FC algorithm, we can see that the final clustering result is highly relevant to the initial co-clustering centers. To obtain a better result for feature selection, given l and η, we first initial an empty co-clustering result set H, then we run Algorithm 1 multiple times with different co-clustering centers to obtain a series of results and add them to H. Since different co-clustering results have different feature partition results, we select an appropriate result from all candidate results to finish feature selection. Supposed that we get learned V * , Z * and c * by Algorithm 1, it can be verified that we can get optimal labels indicator result by following equation
where label(x i ) means the label of sample x i . For the sake of evaluating each co-clustering result, since we have obtained enough classification results, we can evaluate the results by referring to labels on different indices such as NMI . Then we select the best one from all results, and choose corresponding l disjoint feature clusters {FC 1 , . . . , FC l } which are used for feature selection.
B. STRATIFIED FEATURE SELECTION
We can know that the contribution of each gene can be represented by learned gene weight vector c from the FC algorithm. So we can sort the genes by referring to c.
While selecting r important genes, if we only select r top genes in c, the selected gene may be highly correlated and redundant. Because the selected genes may just come from only a few feature clusters. For overcoming this problem and ensuring selected genes are not only informative but also diverse, a stratified feature selection method is proposed for sorting genes. In this new method, we rank the genes in each gene cluster according to the gene weights c. We first sort features in each feature cluster in ascending order order according to { c 1 , . . . , c m }. Assume the index of the j-th feature in the corresponding feature cluster is j , we compute a feature ranking vector θ ∈ R m for m feature in which θ j is defined as
where λ ∈ (0, 1] is a parameter which is given by user to reorder features. If λ < 1, the features in a feature cluster will be assigned to a set of geometrically decreased weights such that the features with lower order will be deemphasized.
In this way, we can select different numbers of important genes from gene clusters to prevent from bias.
V. EXPERIMENTAL RESULTS AND ANALYSIS A. BENCHMARK DATA SETS AND RESULTS
In these experiments, seven benchmark data sets, which can be downloaded from http://gems-system.org/, were used to study the performance of SFS. We show the characteristics of these data sets are in Table 1 .
B. RESULTS AND ANALYSIS
In these experiments, we compared SFS with 6 supervised feature selection methods which are wildly-used as baselines, including MulInf [38] , MRMR [29] , Relief-F [23] , [26] , RFS [28] , SVM-RFE-CBR [36] and UGL [24] , to verify the effectiveness of SFS. For fairness of the experiments, we set regularization parameters of all methods to the same values which vary from 10 −5 to 10 5 . And we selected 10 numbers from 1 to 10 as l and 5 numbers from 0.2 to 1 as λ to run SFS. We repeatedly ranked FC 20 times and selected the best clustering result with the highest NMI value. We randomly selected 70% samples from dataset ST, LE2 and 11T, 80% samples from dataset LE1, BT2 and BT1 as 6 training data sets. First, we ran every supervised feature selection method on the training dataset to get a ranked feature list. Then we selected the top different numbers of genes from the feature list as our selected features. The selection of the number of genes r is related to the gene number of the dataset. The more genes in the data set, the more genes are selected. Next, we performed 5-fold SVM on the training data by using the chosen genes. Finally, we chose the best feature list to select features to train SVM on entire training data, and test SVM on test data. The average results of different methods on six test data sets are reported in Figure 2 -Figure 6 , and Table 2 -Table 6 .
In Table 2 - Table 6 , we can see that SFS gets the best average evaluation criterion on most six data sets. From Figure 2 , we can also observe SFS obtained the best result with only 40 features on the ST and BT1 data set, 60 features on the LE2 data set, 20 features on the LE1 data sets, and 100 features on the 11T data sets. Besides SFS, Relief-F, RFS, and SVM-RFE-CBR produced better results than other methods on most data sets.
C. PARAMETER SENSITIVITY ANALYSIS
The tuning parameter is a hyper-parameter. In this experiment, we study the effect of three parameters l, η and λ on the performance of SFS. We first study the effect of the number of gene clusters on the performance of SFS. We show the relationship between the number of gene clusters and the average accuracies on 6 data sets in Figure 7 (a). From this figure, we can see that on most data sets, the accuracies increased as l increased. And on all data sets, we can usually get the lowest accuracies when there is only one feature cluster. From this, we can conclude that the incorporation of feature clustering can be a benefit for us to select more important genes for prediction. Then we show the relationship between the average accuracies and the regularization parameter η on 7 data sets in Figure 7 (b). From this figure, it is observed that on most data sets, the accuracies increased as regularization parameter η increased. We can also observe that on all data sets, with the increase of η there are slow performance improvements at first, then increase sharply, which shows that our method can eliminate the affection of noise features by increasing η.
Finally, we show the relationship between the average accuracies and parameter λ on 6 data sets in Figure 7(c) . From this figure, it is observed that on most data sets, the accuracies were stable when λ less than 0.8, then decreased when λ equal 1. Since if λ = 1, the ranking method degenerate to the conventional ranking method without stratification, we can observe that stratification can indeed help us to improve the classification performance and model stability.
In real applications, we can get a better combination of these two parameters by performing a grid search. 
D. FEATURE RANKING
All seven benchmark data sets are adopted to show how SFS improves predictor. We have shown the feature ranking results on all gene expression data sets in Figure 8 , in which the genes in gene clusters are arranged together and sorted based on their feature weights. From this figure, we can see that the high-rank genes usually concentrate on different feature clusters. Note that the results of SFS increased as the number of clusters l increased on the most data sets according to the results in Figure 7(a) . This result indicates that the feature clustering method is able to boost the performance of feature selection. We also observe that important genes distribute in different clusters. The genes in different gene clusters have a low correlation with each other, which reveals that SFS can select not only informative but also diverse genes by selecting genes from different gene clusters.
VI. CONCLUSION
In this paper, to tackle the feature redundancy in high dimensional data, we present an informative feature co-clustering and selection method to rank features. This method can be divided into two parts. In the first part, we propose a Feature Clustering (FC) method to cluster genes into a series of gene clusters. Then we sorted in each gene cluster by referring to the gene weights in FC.
In the second part, to ensure selected genes from different gene clusters are not only informative but also diverse, a Stratified Feature Selection method (SFS) is proposed to sort genes to make sure the important genes can be from diverse gene clusters. We compared SFS with the other 6 popular feature selection methods on 7 high dimensional gene expression data sets. The experimental results show that SFS outperformed the other 6 feature selection methods on most data sets. From experiments, we can also verify that SFS can select informative and diverse features that can improve the quality of selected feature subsets. In future work, we can consider improving the quality of Feature Clustering by involving other methods such as ensemble clustering, which can boost the final clustering result by combining multiple clustering results [17] - [19] . Besides, we will also find other types of suitable data for the proposed method. 
