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Abstract
The aim of this thesis is to derive homogenization results for two different types of systems
of nonlinear parabolic equations, namely reaction-diffusion systems involving different dif-
fusion length scales and Cahn–Hilliard-type equations. The coefficient functions of the con-
sidered parabolic equations are periodically oscillating with period ε, where the parameter
ε denotes the ratio between the charactersitic microscopic and macroscopic length scales.
In addition, the coefficients depend in a possibly discontinuous manner on the macroscopic
scale so that real heterogeneities are allowed. In view of greater structural insight and less
computational effort, it is our aim to rigorously derive effective equations as ε tends to zero
such that solutions of the original model converge to solutions of the effective model. To
account for the periodic microstructure as well as for the different diffusion length scales,
we employ the method of two-scale convergence via periodic unfolding.
In the first part of the thesis, we consider reaction-diffusion systems, where for some
species the diffusion length scale is of order O(1) and for other species it is of order O(ε).
The reaction terms are globally Lipschitz continuous, however, they are in general not the
gradient of a given potential. The different diffusivities accompany a loss of compactness
such that we cannot pass directly to the limit as ε tends to zero with the nonlinear terms.
Based on the notion of strong two-scale convergence, we prove that the effective model is
a two-scale reaction-diffusion system depending on the macroscopic and the microscopic
scale. In the first step of the proof, we derive Gronwall-type estimates with error terms,
and in the second step, we control these errors as ε tends to zero. Our approach supplies
explicit rates for the convergence of the solution of the original model to the solution of
the effective model.
In the second part, we consider Cahn–Hilliard-type equations with position-dependent
mobilities and general potentials. It is well-known that the classical Cahn–Hilliard equa-
tion admits a gradient structure which consits of a λ-convex energy functional and a
quadratic dissipation potential. Using this gradient structure, we reformulate the parabolic
equation via variational inequalities or via the energy-dissipation principle. Based on the
Γ-convergence of the energies and the dissipation potentials, we prove evolutionary Γ-
convergence, short E-convergence, for the associated gradient systems such that we obtain
in the limit as ε tends to zero a Cahn–Hilliard equation with effective (homogenized)
coefficients. Moreover, we provide one exemplary potential such that the associated en-
ergy functional is not λ-convex and yet we prove E-convergence via the energy-dissipation
principle.
Zusammenfassung
Ziel dieser Arbeit ist es zwei verschiedene Klassen von Systemen nichtlinearer parabo-
lischer Gleichungen zu homogenisieren, und zwar Reaktions-Diffusions-Systeme mit ver-
schiedenen Diffusionsla¨ngenskalen und Gleichungen vom Typ Cahn–Hilliard. Wir betrach-
ten parabolische Gleichungen mit ε-periodischen Koeffizienten, wobei der Parameter ε
das Verha¨ltnis der charakteristischen mikroskopischen und makroskopischen La¨ngenskalen
beschreibt. Die Koeffizienten ko¨nnen zusa¨tzlich, mo¨glicherweise unstetig, von der makros-
kopischen Skale abha¨ngen, sodass echte ra¨umliche Heterogenita¨ten zugelassen werden
ko¨nnen. Unser Ziel ist es, effektive Gleichungen rigoros herzuleiten, um die betrachteten
Systeme besser zu verstehen und den Simulationsaufwand zu minimieren. Wir suchen also
einen Konvergenzbegriff, mit dem die Lo¨sung des Ausgangsmodells im Limes ε gegen Null
gegen die Lo¨sung des effektiven Modells konvergiert. Um die periodische Mikrostruktur
und die verschiedenen Diffusivita¨ten zu erfassen, verwenden wir die Zwei-Skalen Konver-
genz mittels periodischer Auffaltung.
Der erste Teil der Arbeit handelt von Reaktions-Diffusions-Systemen, in denen einige
Spezies mit der charakteristischen Diffusionsla¨nge O(1) und andere mit O(ε) diffundieren.
Obwohl wir die Reaktionsterme als global Lipschitz-stetig annehmen, sind sie im Allge-
meinen nicht der Gradient eines gegebenen Potentials. Die verschiedenen Diffusivita¨ten
fu¨hren zu einem Verlust der Kompaktheit, sodass wir nicht direkt den Grenzwert der nicht-
linearen Terme bestimmen ko¨nnen. Wir beweisen mittels starker Zwei-Skalen Konvergenz,
dass das effektive Modell ein zwei-skaliges Modell ist, welches von der makroskopischen
und der mikroskopischen Skale abha¨ngt. Im ersten Schritt des Beweises leiten wir Ab-
scha¨tzungen vom Typ Gronwall mit zusa¨tzlichen Fehlertermen her. Im zweiten Schritt
zeigen wir, dass diese Fehler gegen Null konvergieren fu¨r ε gegen Null. Unsere Methode
erlaubt es uns daru¨ber hinaus, explizite Raten fu¨r die Konvergenz der Lo¨sungen des Aus-
gangsmodells gegen die Lo¨sung des effektiven Modells zu bestimmen.
Im zweiten Teil betrachten wir Gleichungen vom Typ Cahn–Hilliard, welche ortsabha¨n-
gige Mobilita¨tskoeffizienten und allgemeine Potentiale beinhalten. Fu¨r die klassische
Cahn–Hilliard Gleichung ist eine Gradientenstruktur mit einem λ-konvexen Energiefunk-
tional und einem quadratischen Dissipationspotential bekannt. Unter Verwendung dieser
Gradientenstruktur, formulieren wir die parabolische Gleichung mittels variationeller Un-
gleichungen und dem Energie-Dissipations-Prinzip um. Wir beweisen evolutiona¨re Γ-
Konvergenz, kurz E-Konvergenz, der zugeho¨rigen Gradientensysteme basierend auf der
Γ-Konvergenz der Energien und der Dissipationspotentiale. Im Limes ε gegen Null erhal-
ten wir eine Cahn–Hilliard Gleichung mit effektiven (homogenisierten) Koeffizienten. Des
Weiteren geben wir ein Beispielpotential an, dessen assoziiertes Energiefunktional nicht
λ-konvex ist, und beweisen dennoch E-Konvergenz mit dem Energie-Dissipations-Prinzip.
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Introduction
The modeling of many problems in natural sciences requires the consideration of effects on
different characteristic length scales. If one scale is negliglibly small compared to another
one, it is desirable to derive an effective description of these problems in view of greater
structural insight and less computational effort.
This thesis is devoted to the development of new mathematical methods to rigorously
derive effective equations for systems of nonlinear parabolic equations. The problems
under consideration comprise nonlinear terms demanding more sophisticated analytical
techniques than purely linear systems. We concentrate on problems involving two charac-
teristic length scales, namely the macroscopic and the microscopic scale. The microstruc-
ture is encoded in the coefficients of the parabolic equations, and we consider coefficients
that are essentially periodic with respect to the microscopic scale and possibly discontin-
uous with respect to the macroscopic scale. The presented analytical methods allow us
in particular to consider real heterogeneities as shown in Figure 1. We denote with ε the
ratio of the microscopic length scale divided by the macroscopic one and we are interested
in the regime ε 1.
ε
ε
Figure 1: Exemplary coefficient function in two space dimensions: The black dots represent
the microstructure and the gray areas stand for the macroscopic heterogeneities.
To derive the effective equations, we employ the concept of two-scale convergence via
periodic unfolding. Therefore, we speak of “two-scale homogenization” although our effec-
tive models are not always “homogenized” in the classical sense, i.e. the effective model is
not necessarily a one-scale model. We consider two types of nonlinear parabolic equations:
1. Two-scale homogenization of reaction-diffusion systems involving different diffusion
length scales;
2. Homogenization of Cahn–Hilliard-type equations via evolutionary Γ-convergence.
These two problems indeed belong to two distinct classes of parabolic partial differential
equations. While the Cahn–Hilliard equation admits a gradient structure, the reaction-
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diffusion systems under consideration can in general not be formulated as a gradient flow
equation. The distinctiveness of both problems requires different analytical methods. To
derive the homogenized Cahn-Hilliard equation, we exploit the gradient structure and ap-
ply the concept of evolutionary Γ-convergence based on either energy-dissipation principles
or variational inequalities. For general reaction-diffusion systems however, such methods
based on gradient structures do not apply. Instead, we work on the level of partial dif-
ferential equations and derive Gronwall-type estimates with controlled error terms. These
error terms admit quantitative estimates which enable us to provide explicit rates for the
convergence of the original problem’s solutions to the solution of the effective problem.
1. Two-scale homogenization of reaction-diffusion systems
involving different diffusion length scales
In the first part of this thesis, the following reaction-diffusion system is studied: On the
bounded Lipschitz domain Ω ⊂ Rd, we consider for t ≥ 0, x ∈ Ω
∂tuε(t, x) = div(Dε1(x)∇uε(t, x)) + F ε1 (x, uε(t, x), vε(t, x)),
∂tvε(t, x) = div(ε2Dε2(x)∇vε(t, x)) + F ε2 (x, uε(t, x), vε(t, x)).
(1.PRDε )
No-flux boundary conditions are added on ∂Ω. The variables uε ∈ Rm1 and vε ∈ Rm2
denote the concentration vectors of m1 classically and m2 slowly diffusing species for
mi ∈ N. The term “slowly diffusing” refers to the factor ε2 in front of the diffusion tensor
Dε2, while Dε1 induces classical diffusion, where Dεi (x) ∈ Lin(Rmi×d;Rmi×d). The coupling
of the variables (uε, vε) occurs via the reaction terms (F ε1 , F ε2 ), where F εi (x, uε, vε) ∈ Rmi .
To focus on the difficulties of passing to the limit ε→ 0 in (1.PRDε ), we avoid any questions
concerning global existence or positivity of the concentrations by making the simplifying
assumption
(F ε1 , F ε2 ) is differentiable and globally Lipschitz continuous in (uε, vε).
However, allowing for nonlinear reaction terms significantly complicates the limit passage
ε → 0 in (1.PRDε ) as we explain below; in particular, since (F ε1 , F ε2 ) is not a gradient.
The underlying microstructure of the system is encoded in the given data as visualized in
Figure 1 and we assume that the data, cf. (2.1.14.Conv),
Dεi (x) and F εi (x, u, v) converge in the two-scale sense to Di(x, y) and Fi(x, y, u, v).
The two-scale functions Di and Fi are periodic in the y-component with respect to the
so-called periodicity cell Y = Rd/Zd , which is obtained from the unit cell Y = [0, 1)d by
identifying opposite faces. Our analysis covers of course the choice Dεi (x) = Di(x, x/ε)
and F εi (x, u, v) = Fi(x, x/ε, u, v).
In Chapter 2, we show that for ε → 0, the limit model is a two-scale model given for
t ≥ 0 on (x, y) ∈ Ω× Y by
∂tu(t, x) = div(Deff(x)∇u(t, x)) + Feff(x, u(t, x), V (t, x, ∗)),
∂tV (t, x, y) = divy(D2(x, y)∇yV (t, x, y)) + F2(x, y, u(t, x), V (t, x, y)).
(2.PRD0 )
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While the effective diffusion tensor Deff(x) is given for every x ∈ Ω via the standard unit
cell problem, cf. (2.1.16), the reaction term Feff is the average
Feff(x, u(t, x), V (t, x, ∗)) = −
∫
Y
F1(x, y, u(t, x), V (t, x, y)) dy,
but depending on the microscopic function V (t, x, ∗). In contrast, the effective data D2
and F2 in (2.PRD0 )2 are indeed two-scale functions, i.e. they additionally depend on y ∈ Y.
While the V -equations contain no derivatives with respect to the macroscopic scale x ∈ Ω,
they rather define parabolic partial differential equations on the periodicity cell Y. With
this, the effective equations in (2.PRD0 )2 cannot be reduced to a one-scale model as in
(2.PRD0 )1, which resembles the structure of the original model in (1.PRDε )1.
There are many mathematical publications on two-scale homogenization of reaction-
diffusion systems involving different diffusion length scales which often aim at applications
in biology, chemistry, and engineering. For a review of mathematical publications on
periodic homogenization for parabolic partial differential equations, we refer to Subsection
2.1.1. The derivation of effective coefficients for systems of reaction-diffusion type in
heterogeneous media is also of great interest in various physical applications, see e.g.
[BeK83, Xin00, Kee00, ABK09].
Analytical difficulties arising with slow diffusion
The difficulty arising with system (1.PRDε ) is the degeneracy of the H1(Ω)-norm for vε,
namely vε is only bounded pointwise in time via
sup
ε>0
{
‖vε‖L2(Ω) + ε‖∇vε‖L2(Ω)
}
<∞. (3)
To deal with the underlying periodic microstructure as well as with the degeneracy of the
vε-norm in (3), we employ the method of two-scale convergence via periodic unfolding.
Therefore, we introduce the periodic unfolding operator Tε : L2(Ω)→ L2(Rd×Y) following
[CDG02]: Defining Tε u(x, y) := uex(ε[x/ε] + εy), where [ · ] : Rd → Zd maps every point
in Rd to its nearest lattice point in Zd, the periodic unfolding operator maps one-scale
functions to two-scale functions. Here, uex ∈ L2(Rd) is obtained from u ∈ L2(Ω) by
extension with 0 outside of Ω. With the aid of Tε, weak and strong two-scale convergence
of (uε)ε is defined via classical weak and strong convergence of (Tε uε)ε in the two-scale
space L2(Rd × Y).
Based on periodic unfolding, we have the following compactness result, cf. Theorem
1.2.5: If (vε)ε ⊂ H1(Ω) satisfies the a priori bound (3), then there exists a two-scale
function V ∈ L2(Ω; H1(Y)) and we have weak two-scale convergence (up to subsequences)
in the following sense
Tε(vε) ⇀ Vex and Tε(ε∇vε) ⇀ ∇yVex weakly in L2(Rd × Y). (4)
We point out that H1(Y) ⊂ H1(Y ) is the closed subspace with periodic boundary values.
The crucial observation is that slow diffusion accompanies a loss of compactness, namely
L2(Ω; H1(Y)) ⊂ L2(Rd × Y) continuously, but not compactly. Therefore, (4) does not
imply Tε(vε)→ V ex strongly in L2(Rd×Y) so that we cannot pass to the limit ε→ 0 with
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nonlinear reaction terms. However, using the a priori weak convergence in (4), one can
derive rigorous homogenization results for linear systems. Moreover, methods of convex
analysis apply to reaction terms which are gradients of convex potentials and the formal
method of asymptotic expansion is suited for truly nonlinear systems – as we discuss in
more detail in Section 2.1.
We emphasize that for the classically diffusing variable uε we have a priori uε → u
strongly in L2(Ω) (up to subsequences) thanks to the compact embedding of H1(Ω) into
L2(Ω). To rigorously derive effective equations for the coupled system (1.PRDε ), we focus
on proving strong two-scale convergence for the slowly diffusing variable vε. Therefore,
our approach is designed for vε, however, it also applies to uε.
Our approach to slow diffusion and nonlinear reaction
For vε and V denoting the weak solutions of (1.PRDε )2 and (2.PRD0 )2, respectively, the first
main result of this thesis is the rigorous proof of
‖ Tε vε(t)− V ex(t)‖L2(Rd×Y) ε→0−−−→ 0 uniformly in [0, T ]. (5)
We neither assume that vε admits an asymptotic expansion in ε nor that V is continuous
with respect to x ∈ Ω or y ∈ Y. Note that, if V were spatially continuous, then (5) would
be equivalent to ‖vε(t)− [V ]ε(t)‖L2(Ω) ε→0−−−→ 0, where [V ]ε(x) := V (x, x/ε).
To prove (5), we are following a similar approach as in [Eck05] based on Gronwall-type
estimates and refer to Section 2.1.4 for an outline of the general strategy. In the first step
we derive an estimate of the form
1
2
d
dt‖ Tε vε(t)− V ex(t)‖22 ≤ L‖ Tε vε(t)− V ex(t)‖22 + ∆ε1(t) + ∆ε2(t) + ∆ε3(t) + ∆ε4(t),
where L denotes the global Lipschitz constant of the reaction terms. And in the second
step, we show that the error terms ∆εi converge pointwise to 0. To prove the latter estimate,
we reformulate the weak formulation of (1.PRDε )2 via periodic unfolding and obtain the
folding mismatch ∆ε1 due to different regularity properties of the folding operator Fε :
L2(Rd × Y) → L2(Ω) and the gradient folding operator G1ε : L2(Ω; H1(Y)) → H1(Ω), cf.
Section 1.2.4. Owing to the fact that unfolded functions are not Y -periodic in general,
namely Tε vε ∈ L2(Rd; H1(Y )) % L2(Rd; H1(Y)) for all vε ∈ H1(Ω), the periodicity defect
error ∆ε2 arises. However, if the two-scale limit U ex = w- limε→0 Tε uε exists, then it is
indeed Y -periodic. We call this effect Tε-property of recovered periodicity. The error terms
∆ε3 and ∆ε4 capture the standard approximation errors for the given data Dεi and F εi ,
respectively.
As a further technical issue let us mention that a priori ∂tvε(t) ∈ H1(Ω)∗, merely, whereas
the operator Tε is well-defined for integrable functions, only. We therefore improve the
time-regularity of weak solutions by imposing differentiability of (F1, F2) and by consider-
ing initial values
(
uε(0), vε(0)
)
and
(
u(0), V (0)
)
with additional regularity, cf. Proposition
1.1.3. We point out that such additional assumptions are comparable to well-prepared
initial conditions within the context of evolutionary Γ-convergence.
With this, we arrive in Section 2.1 at (cf. Theorem 2.1.1)
Main Theorem I: (5) holds for solutions with improved time-regularity.
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The article [MRT14] provides the basis for Main Theorem I in Section 2.1 as well as
for Chapter 1 on preliminary results concerning the existence of solutions and two-scale
convergence.
In Section 2.2 we are able to show that solutions with improved time-regularity can be
approximated by solutions without improved time-regularity such that this approximation
is compatible with the homogenization limit. Therefore, the additional assumption on the
initial values becomes dispensable and we obtain (cf. Theorem 2.2.1)
Main Theorem II: (5) holds for solutions without improved time-regularity.
To include the classically diffusing variable uε is straight forward so that we can pass to
the limit ε → 0 with the whole system in (1.PRDε ). Our approach is in particular strong
enough to supply quantitative estimates.
Quantitative estimates
Up to the present, we have put the emphasis on the convergence of the slowly diffusing
variable vε, since the limit passage ε→ 0 in (1.PRDε ) has been well-known for the classically
diffusing variable uε. However, to quantify their convergence in Section 2.3, we consider
uε and vε simultaneously. Assuming higher regularity for the given data and the effective
solution (u, V ) of (2.PRD0 ) with respect to x ∈ Ω, we prove quantitative estimates for
the error terms ∆εi . With this, we can provide explicit rates for the convergence of the
solutions
Main Theorem IIIa–b:
‖ Tε vε(t)− V (t)‖C([0,T ];L2(Ω×Y)) + ‖uε(t)− u(t)‖C([0,T ];L2(Ω)) ≤ Cεη,
where η > 0 depends on the choice of the initial values, cf. Theorem 2.3.1 and 2.3.2.
Theorem 2.3.1, which proves η = 14 and which is the main result of Section 2.3, is published
in the preprint [Rei14]. We point out that we do not assume higher regularity for the
original solutions (uε, vε) or for the corrector functions.
Based on the explicit definitions of the periodic unfolding and folding operators Tε and
Fε, respectively, we obtain quantitative estimates for the approximation errors ∆ε3 and
∆ε4 in a straight forward way. To estimate the periodicity defect ∆ε2, we rely on results in
[Gri04, Gri05]. For the estimation of the folding mismatch ∆ε1, we use the scale-splitting
operator Qε introduced in [CDG02]. The operator Qε allows us to prove quantitative
estimates for the difference between Fε U and Gγε U for γ ∈ {0, 1} quite easily in the case
that U(x, y) = w(x)z(y) is a tensor product. While in the case of exact periodicity and
classical diffusion, the corrector satisfies U(x, y) = ∑dj=1 ∂u∂xj (x) · zj(y), cf. Section 2.1.3,
the two-scale limit V (x, y) is not a product in general. We overcome this difficulty in
Proposition 2.3.8 by using an orthogonality argument: For an orthonormal basis {Φj}j in
H1(Y), the family {Gγε Φj}j is orthogonal in H1(Ω).
We emphasize that our quantitative estimates apply particularly to linear elliptic sys-
tems with degeneracy of slow diffusion type (cf. Proposition 2.3.17) and our estimates
provide new results even in this simpler case. For a comparison of our convergence rates
with others, we refer to Subsection 2.3.9.
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2. Homogenization of Cahn–Hilliard-type equations
via evolutionary Γ-convergence
In the second part of this thesis we study Cahn–Hilliard-type equations modeling the
phase separation of two different species. For t ≥ 0 and x ∈ Ω this is done by
∂tuε(t, x) = div
[
Mε(x)∇
(
∂uWε(x, uε(t, x))− div(Aε(x)∇uε(t, x))
)]
, (6.PCHε )
where the variable uε is scalar-valued and describes the spatial distribution of the two
species. For instance, uε takes the value −1 if only species one is present and uε is equal
to +1 if only species two is present. We supplement the fourth-order equation (6.PCHε )
with no-flux boundary conditions for the concentration uε and the chemical potential
∂uWε(x, uε(t, x)) − div(Aε(x)∇uε(t, x)). The equation’s dynamics are determined by the
mobility tensor Mε(x) ∈ Rd×dsym , the tensor Aε(x) ∈ Rd×dsym which is related to the interfacial
transition layer and the potential Wε(x, uε) ∈ [0,∞], which enforces the separation of the
two species. As before, the (not exactly) periodically oscillating coefficients capture the
underlying microstructure. For a physical application, we refer to [BK∗02, TB∗03], where
the dewetting process of thin films on heterogeneous substrates is studied.
In Chapter 3, which is based on [LiR15], we show that solutions (uε)ε of (6.PCHε ) con-
verge for ε→ 0 to the solution u of the effective equation
∂tu(t, x) = div
[
Meff(x)∇
(
∂uWeff(x, u(t, x))− div(Aeff(x)∇u(t, x))
)]
. (7.PCH0 )
Similar to the u-equations in (2.PRD0 )1, the effective tensors Meff(x) and Aeff(x) are de-
termined for all x ∈ Ω by the unit cell problem, cf. (3.2.16) and (3.2.18). In the case of
Wε(x, u) = W(x, x/ε, u), the effective potential Weff is given by averaging W with respect
to the periodicity cell Y. We emphasize that the effective equation (7.PCH0 ) is of the same
structure as the original one (6.PCHε ), namely a parabolic equation in the macroscopic
domain Ω.
Evolutionary Γ-convergence of gradient systems
We begin by studying evolutionary Γ-convergence of abstract gradient systems (X, E ,R).
The spaceX denotes the set of admissible states and the functionals E andR are the energy
or entropy and the dissipation of the system, respectively. We consider only “classical”
gradient systems meaning that the dissipation potential R(u˙) = 12〈u˙,Gu˙〉 is a quadratic
functional. The evolution of the gradient system is determined by the abstract balance
between viscous and potential restoring forces which can formally be written as the force-
balance formulation
0 = DE(u(t)) + DR(u˙(t)). (8)
The precise notion of the differentials (or possibly set-valued subdifferentials) DE and DR
is postponed to Section 3.1. Two major advantages of gradient systems are: (a) They
reflect the physical principle of energy minimization, and (b) many mathematical tools
based on variational methods apply.
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Considering now families of functionals Eε and Rε, our aim is to broaden the under-
standing and applicability of mathematical methods to derive limit functionals E0 and
R0 as ε → 0. The term ‘evolutionary Γ-convergence’, short E-convergence, is related to
the fact that static Γ-convergence results can often be shown for each functional Eε and
Rε. To guarantee that solutions uε : [0, T ] → X of (X, Eε,Rε) converge to solutions of
(X, E0,R0), the compatibility of Eε and Rε is essential.
We consider two approaches to E-convergence: The first approach relies on the uniform
Λ-convexity of Eε with respect to Rε and it is based on [AGS05, DaS08, DaS10, Mie14].
For such Λ-convex gradient systems the force-balance formulation (8) is equivalent to the
following Integrated Evolutionary Variational Estimate (IEVE):
For all 0 ≤ s < t and all w ∈ dom(Eε) :
eΛ(t−s) (Rε(uε(t)− w)−Rε(uε(s)− w)) ≤ MΛ(t− s) (Eε(w)− Eε(uε(t)) ,
where MΛ(r) =
∫ r
0 eΛτ dτ . Under the assumptions that Eε strongly Γ-converges to E0 and
that Rε continuously converges to R0, we can pass to the limit ε → 0 in IEVE. This is
formulated as our first abstract E-convergence result in Theorem 3.1.5.
The second approach to E-convergence uses the Legendre–Fenchel transform R∗ε of Rε.
Under the assumption that Eε satisfies a chain rule condition, the force-balance formulation
(8) is equivalent to the Energy-Dissipation Principle (EDP)
Eε(uε(T )) +
∫ T
0
Rε(u˙ε) +R∗ε(−DEε(uε)) dt ≤ Eε(uε(0)).
For this formulation, the energies Eε do not need to satisfy any convexity condition. In
Theorem 3.1.6, we prove the second abstract result: (X, Eε,Rε) E-converges to (X, E0,R0),
if the following three conditions hold: (i) The functionals Eε and Rε strongly Γ-converge
to E0 and R0, respectively, (ii) the energy subdifferentials are closed, cf. (3.1.23), and (iii)
the initial conditions are well-prepared, namely Eε(uε(0)) → E0(u(0)). Theorem 3.1.6 is
a new result which generalizes [Mie14, Thm. 3.6] with respect to the assumptions on Rε
(and we refer to Section 3.3 for more details). The EDP approach is based on the well-
known Sandier–Serfaty principle [SaS04]. However, therein the setting is formulated in a
very general manner so that the verification for a special application is very difficult. In
contrast, we prove E-convergence under explicit conditions for Eε andRε, and in particular,
we do not impose two separate estimates for the primal and dual dissipation potentials.
Homogenization of Cahn–Hilliard-type equations
To homogenize the Cahn–Hilliard-type equation (6.PCHε ) with spatially oscillating coef-
ficients, we apply the theory of evolutionary Γ-convergence for gradient systems. For
this purpose, we have to identify the triple (X, Eε,Rε) and check the assumptions for
E-convergence in the IEVE formulation (Theorem 3.2.10) respectively in the EDP formu-
lation (Theorem 3.2.13). On the state space X, which is the dual of H1-functions with
fixed average, the energy functional and the dissipation potential are given via
Eε(u) =
∫
Ω
1
2∇u ·Aε(x)∇u+Wε(x, u) dx and Rε(u˙) =
∫
Ω
1
2∇ξu˙ ·Mε(x)∇ξu˙ dx,
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where ξu˙ is the solution of −div(Mε(x)∇ξu˙) = u˙. Assuming the potentials Wε to be
uniformly continuous with respect to u and satisfying suitable growth conditions, we obtain
the Γ-convergence for the energies.
The convexity of Eε depends on the choice the potential Wε. If the potential Wε is λ-
convex with respect to u, then u 7→ Eε(u)−ΛRε(u) is convex and the gradient system has
many useful properties. For instance, the Fre´chet subdifferential ∂FEε exists, the chain rule
is satisfied, and the closedness condition (3.1.23) holds. In this case, both approaches, the
IEVE and the EDP formulation, apply and the E-convergence of the system (X, Eε,Rε)
follows so that we obtain the effective Cahn–Hilliard-type equation (7.PCH0 ). Exemplary
potentials fitting into the Λ-convex setting are the well-known double-well and logarithmic
potentials. Moreover, we provide a non λ-convex potential, which is a counterexample for
the IEVE formulation, and we verify the conditions (i)–(iii) so that E-convergence via the
EDP formulation also holds in this case.
We emphasize that the application of E-convergence via IEVE or EDP is not restricted
to equations, but applies to systems of equations as well. For a review of existing literature
on E-convergence and homogenization results related to the Cahn–Hilliard equation, we
refer to Subsection 3.2.1.
Structure of the thesis
The first part of this thesis comprises Chapter 1 Preliminaries and Chapter 2 Reaction-
diffusion systems involving different diffusion length scales. Chapter 1 contains two sec-
tions, whereas the first one is devoted to general systems of reaction-diffusion type with
Lipschitz continuous nonlinearities and the second one is devoted to the theory of two-
scale convergence. In Chapter 2, we consider the asymptotic behavior of the coupled
system (1.PRDε ) and we prove Main Theorem I, II and IIIa–b in Section 2.1, 2.2 and 2.3,
respectively.
The second part of this thesis, Chapter 3, deals with Homogenization of Cahn-Hilliard-
type equations via evolutionary Γ-convergence, which consists of mainly two sections. The
first section is devoted to E-convergence of abstract gradient systems and the second one
contains the homogenization result for the Cahn-Hilliard equation (6.PCHε ).
1 Preliminaries
1.1 General reaction-diffusion systems
Let Ω ⊂ Rd be a bounded domain with Lipschitz boundary ∂Ω and let T > 0 be fixed.
The focus of this section and Chapter 2 are semilinear reaction-diffusion equations of the
type
ut = Au+ F (u) in [0, T ]× Ω,
u(0) = u0 in Ω.
(1.1.1.P)
Here A denotes an elliptic differential operator of the form A(t, x)u := div (D(t, x)∇u)
supplied with homogeneous Neumann boundary conditions, i.e. (D∇u) · ν = 0 on [0, T ]×
∂Ω. Here, ν ∈ Rd denotes the unit outer normal vector of Ω and (D∇u) · ν is a vector in
Rm. We abbreviate the partial time derivative ∂tu with ut. For the application we have
in mind, u : [0, T ] × Ω → Rm denotes the concentration, D : [0, T ] × Ω → R(m×d)×(m×d)
the diffusion tensor, and F : [0, T ]× Ω× Rm → Rm the reaction term.
Both systems, (1.PRDε ) and (2.PRD0 ), can be reformulated in terms of (1.1.1.P). In this
section, we present a mathematical setting that accounts for both systems and that is
independent of ε > 0 and y ∈ Y.
Section 1.1 is structured as follows. We introduce the notion of solutions in Subsection
1.1.1 and give results concerning the existence of solutions and improved time-regularity
in Subsection 1.1.2. In Subsection 1.1.3, we discuss the assumptions and present an ex-
emplary reaction-diffusion system.
1.1.1 Notion of solution and data qualification
Let X and H denote two Hilbert spaces. We denote with X∗ the dual space of X and
with 〈·, ·〉X∗,X the associated dual pairing. We assume that H can be identified with its
dual, i.e. H = H∗, and we write (·, ·)H for a scalar product on H. Assume that X is dense
and continuously embedded in H, then we obtain the evolution triple X ⊂ H ⊂ X∗. If
not indicated otherwise, we set for m ∈ N
X := H1(Ω;Rm) and H := L2(Ω;Rm) (1.1.2)
and call X the space of test functions. For u ∈ X, we then have ∇u ∈ L2(Ω;Rm×d).
The associated Sobolev norms for vector-valued functions are ‖u‖H = (∑mi=1 ‖ui‖2L2(Ω))1/2
and ‖u‖X = (∑mi=1∑|α|≤1 ‖∂αxui‖2H1(Ω))1/2. Here, α = (α1, . . . , αd) is a multi-index, |α| =
α1 + . . .+ αd its length and
∂αxui =
∂|α|
∂xα11 · · · ∂xαdd
= ∂xα11 · · · ∂xαdd ui.
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Here and in Chapter 2, we abbreviate the spaces H1(Ω;Rm) and L2(Ω;Rm) with H1(Ω)
and L2(Ω), respectively.
For the evolution triple X ⊂ H ⊂ X∗, the relevant space for our analysis is
W (0, T ;X) := L2(0, T ;X) ∩H1(0, T ;X∗). (1.1.3)
The continuous embedding of W (0, T ;X) into C([0, T ];H) holds according to [GGZ74,
Thm. 1.17].
Definition 1.1.1. We call u ∈ W (0, T ;X) a solution of (1.1.1.P), if u satisfies a.e. in
[0, T ] the weak formulation
〈ut, ϕ〉X∗,X = (−D∇u,∇ϕ)H + 〈F (u), ϕ〉X∗,X for all ϕ ∈ X (1.1.4.WF)
and it holds u(0) = u0.
Since we are, among others, interested in the homogenization of the reaction term F ,
we do not want to understand F (·, ·, u(·, ·)) as general distribution (which is sufficient for
the existence of solutions), but as an integrable function. Thus, we assume the reaction
F : u 7→ F (u) to be differentiable and globally Lipschitz continuous (and not just locally)
which is not too restrictive in practice as Example 2.1 shows. More precisely, the following
assumptions hold for the given data.
Uniform Ellipticity: The diffusion tensor D : [0, T ] × Ω → R(m×d)×(m×d) is measurable
on Ω and continuously differentiable on (0, T ), i.e. t 7→ D(t, x) ∈ C1(0, T ) for a.a.
x ∈ Ω. Moreover, D is uniformly elliptic and bounded, namely
∃ 0 < α ≤ β <∞ : D(t, x)ξ : ξ ≥ α|ξ|2 and |D(t, x)ξ| ≤ β|ξ| (1.1.5)
for all ξ ∈ Rm×d and (t, x) ∈ [0, T ]× Ω.
Lipschitz continuity: The reaction F : [0, T ]×Ω×Rm → Rm is a Carathe´odory function
which is differentiable, i.e. x 7→ F (t, x,A) is measurable for all (t, A) ∈ [0, T ] × Rm
and (t, A) 7→ F (t, x,A) ∈ C1((0, T ) × Rm) for a.a. x ∈ Ω. Moreover, F is globally
Lipschitz continuous with respect to A and bounded with respect to x, i.e.
∃L,C∞ ≥ 0 : |F (t, x,A)− F (t, x,B)| ≤ L|A−B|,
|F (t, x, 0)| ≤ C∞,
(1.1.6)
for all A,B ∈ Rm and (t, x) ∈ [0, T ]× Ω.
Here A : B = tr(AtB) and ~a ·~b denote the scalar product for matrices in Rm×d and for
vectors in Rm, respectively; | · | denotes the induced (matrix respective vector) norm. For
the sets of parameters (α, β) and (L,C∞) with α, β > 0 and L,C∞ ≥ 0, we introduce the
function classes
M(Ω) := {D : [0, T ]× Ω→ R(m×d)×(m×d) |D satisfies (1.1.5) with (α, β)},
F(Ω) := {F : [0, T ]× Ω× Rm → Rm |F satisfies (1.1.6) with (L,C∞)}.
(1.1.7)
1.1 General reaction-diffusion systems 11
For our analysis it is not necessary that the tensor D satisfies any symmetry relations.
The global Lipschitz continuity of F guarantees (t, x) 7→ F (t, x, u(t, x)) ∈ L2(0, T ;H) for
all u ∈ L2(0, T ;H). Indeed, using (1.1.6) with B = 0 yields the growth condition
|F (t, x,A)| ≤ C1(1 + |A|) (1.1.8)
for all A ∈ Rm and (t, x) ∈ [0, T ] × Ω, where C1 := max{L,C∞}. With this, we can
associate to F a continuous Nemytskii operator L2(0, T ;H)→ L2(0, T ;H).
We point out that we do not employ any compactness properties, such as X ⊂ H
compactly, in this section since this does no longer hold true in the two-scale setting in
Chapter 2. Indeed, the two-scale space X = L2(Ω; H1(Y)) is densely and continuously
embedded into H = L2(Ω × Y), but this embedding is clearly not compact. In the same
manner, we also do not apply any Sobolev embeddings of the type H1(Ω) ⊂ Lp(Ω) with
p > 2, because X * Lp(Ω× Y) fails again.
The existence result (Theorem 1.1.2) and the homogenization results in Chapter 2 do
not rely on the homogeneous Neumann boundary conditions in (1.1.1.P). In the case
of non-homogeneous Neumann boundary conditions g, the boundary integral
∫
∂Ω g · ϕ dσ
would appear as linear term on the right-hand side in (1.1.4.WF). Other choices such as
Dirichlet or periodic boundary conditions are admissible as well and then X = H10(Ω) or
X = H1per(Ω), respectively, and (1.1.4.WF) holds as it is. A Poincare´-type inequality is
not needed.
1.1.2 Existence of solutions and improved time-regularity
We prove the existence of a unique solution for problem (1.1.1.P) by applying Banach’s
fixed-point theorem. Similar existence results can be found in e.g. [Paz83, Thm. 1.2 p.
184] and [Hen81, Thm. 3.3.3].
Theorem 1.1.2. Assume that D ∈ M(Ω), F ∈ F(Ω) and u0 ∈ H. The semilinear
problem, which is a generalization of (1.1.1.P) via the linear term f ∈ L2(0, T ;X∗),
ut = Au+ F (u) + f in [0, T ]× Ω,
u(0) = u0 in Ω,
(1.1.9)
possesses for every given T > 0 a unique solution u ∈W (0, T ;X). Moreover, there exists
a constant Ca ≥ 0 such that it holds
‖u‖C([0,T ];H) +
√
α‖∇u‖L2(0,T ;H) + ‖ut‖L2(0,T ;X∗) ≤ Ca
(
1 + β√
α
)
, (1.1.10)
where Ca depends on the given quantities ‖u0‖H , T, L,C∞, the domain Ω, and the ratio
‖f‖L2(0,T ;X∗)/
√
α.
Proof. The proof consists of four steps: The Steps 1–2 are devoted to the existence of a
unique solution on [0, T ] following the lines of [Eva98, ff. 499] or [Smo94, ff. 114]. In the
Steps 3–4, we prove the upper bound (1.1.10).
Step 1: Existence of local solutions. We set V := C([0, T ];H) with
‖u‖V := max0≤t≤T ‖u(t)‖H
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and define the mapping Φ : V → V by Φ(u) = w, where w ∈ W (0, T ;X) is the unique
solution to the linear initial-boundary value problem
wt = Aw − w + F (u) + u+ f in [0, T ]× Ω
w(0) = u0.
The existence of the solution w follows by Galerkin approximation, see e.g. [Tem88,
Thm. 3.4], [Emm04, Thm. 8.4.1], or time-discretization, see e.g. [Emm04, Thm. 8.3.5], and
references therein.
We show that Φ : V → V is a contraction, by setting w = Φ(u), w˜ = Φ(u˜) and h = F (u),
h˜ = F (u˜). According to [Emm04, Cor. 8.1.10], it holds ddt(u, u)H = 2〈u, ut〉X,X∗ a.e. in
[0, T ]. Then, partial integration and the ellipticity (1.1.5) yield
d
dt‖w − w˜‖
2
H + 2α‖∇w −∇w˜‖2H
≤ ddt‖w − w˜‖
2
H + 2(D(∇w −∇w˜),∇w −∇w˜)H
= 2〈w − w˜, wt − w˜t〉X,X∗ − 2〈w − w˜,div(D∇w)− div(D∇w˜)〉X,X∗
= 2〈w − w˜, (wt − div(D∇w))− (w˜t − div(D∇w˜))〉X,X∗
= 2
{
(w − w˜, h+ u− h˜− u˜)H − (w − w˜, w − w˜)H
}
≤ 2
(
‖w − w˜‖X‖h+ u− h˜− u˜‖H − ‖w − w˜‖2H
)
≤ δ‖w − w˜‖2H +
1
δ
‖h+ u− h˜− u˜‖2H − 2‖w − w˜‖2H ,
where we used the continuous embeddings X ⊂ H ⊂ X∗ and Young’s inequality with
δ > 0. Hence
d
dt‖w − w˜‖
2
H ≤ (δ − 2)‖w − w˜‖2H +
1
δ
‖h+ u− h˜− u˜‖2H − 2α‖∇w −∇w˜‖2H
≤ (δ − 2)‖w − w˜‖2H +
1
δ
‖h+ u− h˜− u˜‖2H + (δ − 2α)‖∇w −∇w˜‖2H .
Choosing δ = 2 min{1, α} and using the global Lipschitz continuity (1.1.6), we arrive at
d
dt‖w − w˜‖
2
H ≤ C‖h+ u− h˜− u˜‖2H
≤ C
(
‖F (u)− F (u˜)‖2H + ‖u− u˜‖2H
)
≤ C(L2 + 1) ‖u− u˜‖2H ,
where C = 1/(2 min{1, α}). Integrating over the time interval (0, s) yields for 0 ≤ s ≤ T
‖w(s)− w˜(s)‖2H =
∫ s
0
d
dt‖w − w˜‖
2
H dt
(
w(0) = w˜(0) = u0
)
≤ C
∫ s
0
‖u(t)− u˜(t)‖2H dt ≤ CT‖u− u˜‖2V ,
where the constant C ≥ 0 depends on the parameters α and L. Thus, we find
‖w − w˜‖2V = max0≤s≤T ‖w(s)− w˜(s)‖
2
H ≤ CT‖u− u˜‖2V
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what from follows
‖Φ(u)− Φ(u˜)‖X ≤
√
CT‖u− u˜‖V .
Choosing T > 0 such that
√
CT < 1 ⇔ T < C−1, the map Φ is a contraction and
Banach’s fixed point theorem yields the existence of a unique solution u = Φ(u) of (1.1.9).
Step 2: Globality of solutions. We show that solutions do not blow up in finite time
T > 0. Let u be a solution of (1.1.9) according to Step 1. We integrate the weak
formulation over (0, t) for t ≤ T , test with ϕ = u, use the growth condition (1.1.8), apply
Young’s inequality with µ > 0, and obtain
1
2
(‖u(t)‖2H − ‖u(0)‖2H) = ∫ t
0
1
2
d
dt
∫
Ω
|u|2 dx dt
=
∫ t
0
(∫
Ω
−D∇u : ∇u+ F (u) · udx+ 〈f, u〉
)
dt
≤ −α‖∇u‖2L2(0,t;H) + ‖C1(1 + |u|)2‖L1(0,t;L1(Ω)) + Cf‖u‖L2(0,t;X)
≤ C(C1, |Ω|, Cf )
(
1 + ‖u‖2L2(0,t;H)
)
+ C
2
f
2µ +
(1
2µ− α
)‖∇u‖2L2(0,t;H). (1.1.11)
Choosing µ = 2α, there exists a constant C ≥ 0 depending on C1, |Ω|, Cf , and the ratio
C2f /α. Thus, we can apply Gronwall’s inequality (integral version) to
‖u(t)‖2H ≤ ‖u0‖2H + C
(
1 + ‖u‖2L2(0,t;H)
)
,
which yields ‖u(t)‖2H + 1 ≤ ‖u0‖2H
(
1 +CT exp(TC)
)
for all 0 ≤ t ≤ T . Hence, there exists
c1 = C(‖u0‖H , T, L,C0, |Ω|, Cf , Cf/
√
α) ≥ 0 such that
‖u‖V ≤ c1.
Moreover, the solution u is maximal, i.e. it exists for all positive T . In view of the
boundedness of u up to time T , we can construct a weak solution u1 on the interval
[T, 2T ] with initial value u10 = u(T ) ∈ H and repeating this argument gives the globality.
In the following two steps, we derive the boundedness of ∇u and ut in (1.1.10).
Step 3: Choosing µ = α in (1.1.11) yields
1
2α‖∇u‖2L2(0,t;H) ≤ C(c1)
(
1 + ‖u‖2L2(0,t;H) + ‖u‖2V
)
. (1.1.12)
Since t ∈ (0, T ] was chosen arbitrarily, we obtain √α‖∇u‖L2(0,T ;H) ≤ c2 < ∞ and c2
depends on the same set of parameters as c1.
Step 4: Analogously to Step 2, we obtain by applying Ho¨lder’s inequality and (1.1.8):
‖ut‖2L2(0,T ;X∗) =
∫ T
0
(
sup
‖ϕ‖X=1
−(D∇u,∇ϕ)H + 〈F (u) + f, ϕ〉X∗,X
)2
dt
≤
∫ T
0
(
sup
‖ϕ‖X=1
β‖∇u‖H‖ϕ‖X + C21
(|Ω|+ ‖u‖H + ‖f(t)‖X∗)‖ϕ‖X
)2
dt
≤ 2
(
T
(
β 1√
α
c2 + C(c1)
)2
+ C2f
)
,
where β is from (1.1.5). Hence Step 2–4 imply the existence of a constant Ca, depending
on ‖u0‖H , T, L,C∞, |Ω|, Cf , Cf/
√
α, such that (1.1.10) holds true.
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We complete this subsection with Proposition 1.1.3 that gives improved time-regularity
for solutions u of (1.1.1.P), i.e.
Wimp(0, T ;X) := H1(0, T ;X) ∩H2(0, T ;X∗) (1.1.13)
and, in particular ut ∈ C([0, T ];H) $ L2(0, T ;X∗). This is motivated by the fact that
the folding and unfolding operators, defined in Subsection 1.2.2, are only well-defined for
integrable functions. Since the diffusion term is degenerating in (1.PRDε ) as ε → 0, we
cannot apply the theory of maximal parabolic regularity to obtain ut(t) ∈ H.
Proposition 1.1.3 (Improved time-regularity). Let the assumptions of Theorem 1.1.2
hold true. We assume the additional regularity for the initial value:
A(0)u0 ∈ H. (1.1.14)
Then, we have for all solutions u of (1.1.1.P) that u ∈Wimp(0, T ;X) and it holds
‖u‖C1([0,T ];H) +
√
α‖∇u‖H1(0,T ;H) + ‖ut‖H1(0,T ;X∗) ≤ C∗a
(
1 + β√
α
)
. (1.1.15)
Here, the constant C∗a ≥ 0 depends on Ca from (1.1.10) as well as the initial condition
‖A(0)u0‖H and the ratio ‖Dt‖C([0,T ];L∞(Ω))/α.
Proof. We follow the idea of the proof to [Tem88, Thm. 3.2]. Let u ∈W (0, T ;X) denote
the unique solution to (1.1.1.P) according to Theorem 1.1.2. By setting w = ut and
recalling A(t, x)u = div(D(t, x)∇u), (formally) differentiating (1.1.1.P) w.r.t. time t gives
wt = utt = (div(D∇u) + F (u))t = div(Dt∇u) + div(D∇w) + Ft(u) + DF (u) · w.
This leads to a reaction-diffusion equation of the type (1.1.1.P), i.e.
wt = Aw + F˜ (w) + f in [0, T ]× Ω with w(0) = ut(0), (1.1.16)
where F˜ (t, x,A) := Ft(t, x, u(t, x)) + DF (t, x, u(t, x))A and f˜(t, x) := div(Dt∇u).
Here, DF denotes the derivative of F with respect to A with |DF (t, x,A)| ≤ L for all
(t, x,A) ∈ [0, T ]× Ω× Rm. The function F˜ immediately satisfies the Lipschitz continuity
assumption (1.1.6), since it acts linear on A. Moreover, we have Dt ∈ L∞([0, T ]×Ω) and
Ft(u) ∈ L2([0, T ]× Ω) thanks to (1.1.5) and (1.1.6). Thus, it holds f˜ ∈ L2(0, T ;X∗) with
‖f˜‖L2(0,T ;X∗) ≤ D∞‖∇u‖L2(0,T ;H) ≤ D∞C(c1)√α
by setting D∞ := ‖Dt‖C([0,T ];L∞(Ω)) and f = 0 in (1.1.9) (as in (1.1.1.P)) as well as using
(1.1.12). With this, the ratio Cf/
√
α becomes D∞/α.
With (1.1.14), the initial value for w in (1.1.16) satisfies in t = 0
w(0) = ut(0) = div(D(0)∇u0) + F (0, u0) ∈ H.
Regardless that F˜ is not differentiable with respect to (t, A), the necessary assumptions
of [Tem88, Thm. 3.4] in Step 1 of the proof to Theorem 1.1.2 and the global Lipschitz
continuity (1.1.6) are satisfied and we obtain the existence of a unique solution w ∈
W (0, T ;X) of (1.1.16). And hence, u ∈Wimp(0, T ;X) ⊂ C1([0, T ];H).
In order to rigorously justify w = ut we can argue as in [Wlo82, Satz 27.2].
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1.1.3 Discussion of the assumptions
The additional assumption (1.1.14) seems to be restrictive on the initial value u0 and
on the diffusion tensor D, but actually D can be as general as in Theorem 1.1.2. We
interpret (1.1.14) as a restriction on the choice of the initial value u0, while D is possibly
discontinuous in space. Indeed for D ∈M(Ω) and arbitrary g ∈ H, we can solve for t = 0
the static equation
div(D(0)∇u0)− u0 = g in Ω (1.1.17)
and we obtain by the Lax–Milgram lemma a unique solution u0 ∈ X. In particular, we
have A(0)u0 = div(D(0)∇u0) ∈ H.
We emphasize that the improved time-regularity, and therefore the more restrictive
assumptions on F and D (differentiability) and u0 (as in (1.1.17)), are only needed for
technical reasons, i.e. the application of Tε.
Assuming further structural assumptions on F and u0, one can prove even L∞(Ω)-
estimates for the solutions, cf. e.g. [GlH97, Thm. 4.2], [BoH03, Lem. 1], [NeJ07, Lem.
3.1], [FMP12, Lem. 2.4], [GPS14, Lem. 4.1 & 4.2], or [Pie10, Lem. 1.1]. Such boundedness
is meaningful, when ui denotes a chemical concentration. In particular, it justifies the
modification of the nonlinear reaction term outside a large ball and hence, the assumption
of global Lipschitz continuity can be fulfilled easily.
Example 1.1.4 (A system with quadratic nonlinearity). We consider a system with two
species Xu and Xv, with densities u, v ≥ 0 interacting through one reaction of the type
Xu 
 2Xv. Normalizing the densities suitably, the mass-action law leads to the system
ut = δu∆u+ k (v2 − u), vt = δv∆v + 2k (u− v2), (1.1.18)
where δu, δv > 0 and the reaction coefficient k is given via k(u, v) =
k0
1 + αu+ βv . The
numerator k0 > 0 denotes the empirical reaction rate and the denominator 1+αu+βv, for
0 < α, β  1, leads to partial saturation of the reaction for large values of u, v > 0. The
nonlinearity F (u, v) = k(u, v)
(
v2 − u
2(u− v2)
)
is differentiable and globally Lipschitz continu-
ous with constant L = O(max{ α
β2 ,
1
β}). Hence, F satisfies the assumption (1.1.6). In many
applications (cf. e.g. [Mie11, Mie13] for general reaction-diffusion systems based on the
mass-action law) the reaction terms are given by polynomials and choosing suitable pref-
actors one obtains globally Lipschitz continuous F ∈ F(Ω), e.g. the Shockley–Read–Hall
term in semiconductor equations [MRS90, Eq. (3.1.9)] or in Michaelis–Menten kinetics
for enzymatic catalysis [Mur02, pp. 175].
1.2 Two-scale convergence
In the introduction, the original model (1.PRDε ) is formulated on one scale, i.e. x ∈ Ω,
while the limit model (2.PRD0 ) is defined on the two-scale space (x, y) ∈ Ω× Y. Here the
microscopic variable y captures periodic oscillations in x/ε and x denotes the macroscopic
variable. In order to rigorously derive homogenization results for (1.PRDε ) and (6.PCHε ),
we introduce in this section the concept of two-scale convergence via periodic unfolding.
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The concept of two-scale convergence is designed for periodic homogenization and
roughly speaking it makes asymptotic expansion rigorous. The original definition, intro-
duced in [Ngu89], reads: We say a sequence (uε)ε ⊂ L2(Ω) is converging in the two-scale
sense to a limit U ∈ L2(Ω× Y), if∫
Ω
uε(x)Φ(x, xε ) dx→
∫
Ω×Y
U(x, y)Φ(x, y) dx dy for all Φ ∈ C∞c (Ω× Y). (1.2.1)
We point out that the choice of admissible test functions is not trivial, since Φ ∈ L2(Ω×Y)
is not well-defined on the null-set {(x, x/ε)} ⊂ Ω × Y, unless y 7→ Φ(x, y) is continuous.
For more details concerning the space of admissible test functions, we refer to [LNW02].
Whereas (1.2.1) describes a weak notion of convergence, it is necessary to use con-
cepts based on a strong notion of convergence for the nonlinear problems (1.PRDε ) and
(6.PCHε ). Demanding in (1.2.1) additionally the convergence of the norms, i.e. ‖uε‖L2(Ω) →
‖U‖L2(Ω×Y), one may speak of strong convergence in the two-scale sense. However, this
notion is not very handy. Therefore, inspired by the dilation operator in [ADH90], the
periodic unfolding operator Tε : L2(Ω) → L2(Rd × Y) was introduced in [CDG02]. With
the aid of Tε, weak and strong two-scale convergence of (uε)ε is defined via classical weak
and strong convergence of (Tε uε)ε in the two-scale space L2(Rd × Y).
Section 1.2 is structured as follows. We introduce the concept of the periodicity cell Y
as well as the decomposition in macro- and microscopic scale in Subsection 1.2.1 and we
define the unfolding and folding operators Tε and Fε in Subsection 1.2.2. In Subsection
1.2.3, we give the definition of weak and strong two-scale convergence, and in Subsection
1.2.4, we focus on Sobolev functions.
1.2.1 Microstructure and periodicity cell
Following [CDG08, Sec. 2.1], let Ω ⊂ Rd be a bounded domain and let Y ⊂ Rd denote
the unit cell. Here and afterward, we set Y = [0, 1)d, but more general choices for Y are
possible, see e.g. [MiT07, Sec. 2.1], so that Rd is the disjoint union of translated cells
λ + Y , where λ ∈ Zd. Furthermore, we distinguish the unit cell Y from the periodicity
cell Y, which is obtained by identifying the opposite faces of Y , i.e. the torus
Y := Rd/Zd .
But, in notation, we will not distinguish between elements of the unit cell y ∈ Y and the
ones of the periodicity cell y ∈ Y. Let [x]Y = (bx1c , . . . , bxdc) denote the component-by-
component application of the classical Gauss bracket. Using the mappings [ · ]Y : Rd → Zd
and { · }Y : Rd → Y defined via the relation x = [x]Y +{x}Y , each point x ∈ Rd is uniquely
decomposed into an element of the unit cell {x}Y ∈ Y and a lattice point [x]Y ∈ Zd. A
function f ∈ L1loc(Rd) is called Y -periodic, if f(x) = f({x}Y ) for a.a. x ∈ Rd. Then, we
can identify every periodic function f with a function f˜ on Y. Whereas Lp(Y) and Lp(Y )
can be identified, W 1,p(Y) = W 1,pper(Y ) is a closed subspace of W 1,p(Y ).
For our multiscale problems (1.PRDε ) and (6.PCHε ), we introduce the small length-scale
parameter ε > 0 and use the abbreviation
Nε(x) := ε
[
x
ε
]
Y
1.2 Two-scale convergence 17
for the nodes of the microscopic cells {ε(λ+ Y ) |λ ∈ Zd}, which describe the macroscopic
scale. The microscopic scale is given by y = {xε}Y ∈ Y so that we obtain for all x ∈ Rd
the decomposition x = Nε(x) + εy as shown in Figure 1.1.
0 ∈ Rd
Nε(x) ∈ Zd
x ∈ Ω εy ∈ εY
ε
ε
Figure 1.1: Decomposition into macroscopic Nε(x) and microscopic y scale.
Since the domain Ω is bounded and not the whole Rd, we have to treat the cells close
to the boundary ∂Ω with care so that cells intersecting ∂Ω are sorted out for each ε > 0
fixed. We set
Ω−ε := int
(⋃
λ∈Λ−ε ε(λ+ Y )
)
with Λ−ε := {λ ∈ Zd | ε(λ+ Y ) ⊂ Ω}. (1.2.2)
Hence Ω−ε denotes (the interior of) the union of all microscopic cells ε(λ + Y ) contained
in Ω. Similarly, we define the union of all microscopic cells that cover Ω via
Ω+ε := int
(⋃
λ∈Λ+ε ε(λ+ Y )
)
with Λ+ε := {λ ∈ Zd | int(ε(λ+ Y )) ∩ Ω 6= ∅}. (1.2.3)
With this, we clearly have Ω−ε ⊂ Ω ⊂ Ω+ε as shown in Figure 1.2. For bounded domains
ε
ε
Ω−ε
Ω+ε
Ω
Figure 1.2: Covering of the domain Ω with microscopic cells.
Ω with Lipschitz boundary, we have by [Han11, Eq. (2.3)] that
vol
(
Ω+ε \Ω−ε
)
→ 0. (1.2.4)
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1.2.2 Folding and periodic unfolding operators
Two-scale convergence is suited to describe convergences on different scales, namely the
macroscopic scale, represented by x ∈ Ω, and the microscopic scale for y ∈ Y. Therefore
the notion of a suitable embedding of the function space Lp(Ω) into the two-scale space
Lp(Rd × Y) is desirable in order to find a “natural” definition of two-scale convergence.
Here, we call such a mapping periodic unfolding operator. Vice versa, for any two-scale
function U defined on Ω×Y we seek a one-scale dependent uε defined on Ω, and we call a
corresponding mapping from the two-scale space Lp(Rd × Y) into Lp(Ω) folding operator.
Following [CDG02, CDG08, MiT07], the periodic unfolding operator Tε : Lp(Ω) →
Lp(Rd × Y) with 1 ≤ p ≤ ∞ is defined via
(Tε u)(x, y) := uex(Nε(x) + εy), (1.2.5)
where uex ∈ Lp(Rd) is obtained from u by extension with 0 outside of Ω. By definition,
we have immediately the product rule
Tε(u1u2) = (Tε u1)(Tε u2) ∈ Lr(Rd × Y) for all ui ∈ Lpi(Ω) with 1p1 + 1p2 ≤ 1r . (1.2.6)
Moreover, we obtain (see [Dam05, p. 121] or [HaK12, Eq. (5.2)]) the integral identity∫
Ω
udx =
∫
Rd×Y
Tε udx dy for all u ∈ L1(Ω). (1.2.7)
With [Ω × Y]ε := { (x, y) ∈ Rd × Y | Nε(x) + εy ∈ Ω } we have supp(Tε u) ⊆ [Ω× Y]ε,
i.e. in general the support of a two-scale function Tε u is not contained in Ω × Y. For
a proper definition of the reverse operation taking care of the overhanging supports, we
follow the construction of the folding operator in [MiT07], which involves the characteristic
functions 1Ω and 1ε := Tε 1Ω of Ω and [Ω × Y]ε, respectively. The folding operator
Fε : Lq(Rd × Y)→ Lq(Ω) with 1 ≤ q <∞ is defined via
(Fε U)(x) :=
(
−
∫
Nε(x)+εY
1ε(z, {xε}Y ) · U(z, {xε}Y ) dz
) ∣∣∣∣∣
Ω
. (1.2.8)
Note that the identity Lq(Rd × Y) = Lq(Rd; Lq(Y)) holds for all 1 ≤ q < ∞. We will use
several properties of Tε and Fε, see [MiT07, Prop. 2.1]:
Proposition 1.2.1. Let 1 < p, q <∞ with 1p + 1q = 1. For all ε > 0, we have the following
properties:
(a) ‖ Tε u‖Lp(Rd×Y) = ‖u‖Lp(Ω) and supp(Tε u) ⊂ [Ω× Y]ε for all u ∈ Lp(Ω).
(b) ‖Fε U‖Lq(Ω) ≤ ‖U‖Lq(Rd×Y) for all U ∈ Lq(Rd × Y).
(c) Fε ◦ Tε = idLq(Ω).
(d) Fε is the adjoint of Tε, i.e. Fε = Tε′.
Of course, (a) and (b) hold as well as with p ∈ {1,∞} and p = 1, respectively. The
following result states in which sense the periodic unfolding operator Tε is compatible with
differentiation and composition of functions.
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Theorem 1.2.2 (Properties of Tε).
(a) Let 1 ≤ p <∞. For u ∈W 1,p(Ω), we have Tε u ∈ Lp(Rd;W 1,p(Y )) and
Tε(ε∇u) = ∇y(Tε u).
(b) For F ∈ F(Ω) and u ∈ L2(Ω) we have Tε[F (u)] = Tε F (Tε u).
Proof. For part (a), we refer to [Dam05, Thm. 5.1]. Part (b) follows from (1.2.5), i.e.
Tε [F (u)] (x, y) =
{
F (Nε(x) + εy, u(Nε(x) + εy)), if (x, y) ∈ [Ω× Y]ε
0, if (x, y) ∈ (Rd × Y)\[Ω× Y]ε
= F (Nε(x) + εy, u(Nε(x) + εy)ex)ex = Tε F (Tε u)(x, y),
which finishes the proof.
We emphasize that the unfolded function Tε u in Theorem 1.2.2(a) is not Y -periodic
and we call this periodicity defect as in [Gri04], i.e.
for u ∈W 1,p(Ω) : Tε u ∈ Lp(Rd;W 1,p(Y )) % Lp(Rd;W 1,p(Y)). (1.2.9)
1.2.3 Weak and strong two-scale convergence
We are now in the position to give the definition of weak and strong two-scale convergence
following again [MiT07]. The notion of two-scale convergence was first introduced in
[Ngu89] and coincides for bounded sequences with Definition 1.2.3(a), here below, and a
more detailed comparison of the different definitions is given in [MiT07, Sec. 2.3]. Since
the construction of the periodic unfolding operator was quite technical, the definition of
weak and strong two-scale convergence can now be stated easily:
Definition 1.2.3 (Weak and strong two-scale convergence). Let 1 ≤ p <∞. For (uε)ε a
sequence in Lp(Ω)
(a) we say that uε weakly two-scale converges to U in Lp(Ω×Y) and we write “uε 2w−−⇀U
in Lp(Ω× Y)”, if Tε uε ⇀ Uex weakly in Lp(Rd × Y);
(b) we say that uε strongly two-scale converges to U in Lp(Ω×Y) and we write “uε 2s−→U
in Lp(Ω× Y)”, if Tε uε → Uex strongly in Lp(Rd × Y).
Note that the weak and strong convergence is asked to occur in Lp(Rd × Y) and not
in Lp(Ω × Y). Otherwise a slightly different notion of convergence is generated, see e.g.
[MiT07, Ex. 2.3]. We denote the canonical embedding of one-scale functions into the space
of two-scale functions by E : Lp(Ω)→ Lp(Rd×Y) with 1 ≤ p ≤ ∞, where
(Eu)(x, y) := uex(x). (1.2.10)
The following proposition collects various properties of two-scale convergence.
Proposition 1.2.4. For 1 < p, q < ∞ with 1p + 1q = 1 and for all ε > 0, we have the
following properties:
(a) uε 2w−−⇀U in Lp(Ω× Y) =⇒ ‖uε‖Lp(Ω) is bounded for all ε > 0.
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(b) uε 2w−−⇀U in Lp(Ω×Y) and vε 2s−→V in Lq(Ω×Y) =⇒
∫
Ω uεvε dx→
∫
Ω×Y UV dx dy.
(c) For all U ∈ Lp(Ω × Y) there exists a sequence (uε)ε so that uε 2s−→U in Lp(Ω × Y)
(for example uε = Fε Uex).
(d) uε → u in Lp(Ω) =⇒ uε 2s−→Eu in Lp(Ω× Y).
(e) uε 2w−−⇀U in Lp(Ω× Y) =⇒ uε ⇀ u in Lp(Ω), where u(x) =
∫
Y U(x, y) dy.
We refer to [MiT07, Prop. 2.4] for a proof of (a)–(d) and to [Dam05, Thm. 3.3] for (e).
Later on in Chapter 2, only the case p = 2 is considered. For brevity, we introduce the
function spaces
X := H1(Ω), H := L2(Ω), H := L2(Ω× Y), and HRd := L2(Rd × Y) (1.2.11)
and emphasize that the following results hold analogously for 1 ≤ p <∞. The unfolding
operator Tε : H → HRd is defined for the class of Lebesgue-integrable functions, where
boundary values play no role, so that in particular L2(Rd×Y) = L2(Rd×Y ). In view of the
periodicity defect (1.2.9), we carefully distinguish the spaces H1(Y ) and H1(Y) = H1per(Y ),
where the latter one is a closed subspace of H1(Y ). Moreover, we define
H1av(Y) :=
{
u ∈ H1(Y) | ∫Yu(y) dy = 0} . (1.2.12)
The gradient (with respect to x ∈ Ω) of one-scale functions u is always denoted with ∇u,
while for two-scale functions U the gradient ∇xU with respect to x ∈ Ω and ∇yU with
respect to y ∈ Y are distinguished in notation.
The following theorem states the fundamental results for two-scale convergence, in par-
ticular part (b) is crucial for the strong two-scale convergence of the slowly diffusing species
vε in (1.PRDε ).
Theorem 1.2.5 (Compactness). Let (uε)ε be a sequence of functions.
(a) If (uε)ε ⊂ H and ‖uε‖H ≤ C, then there exists U ∈ H and a subsequence ε′ of ε
such that it holds uε′
2w−−⇀U in H.
(b) If (uε)ε ⊂ X and ‖uε‖H + ε‖∇uε‖H ≤ C, then there exists U ∈ L2(Ω; H1(Y)) and a
subsequence ε′ of ε such that uε′
2w−−⇀U and ε′∇uε′ 2w−−⇀∇yU in H.
(c) If (uε)ε ⊂ X and ‖uε‖X ≤ C, then there exists u ∈ X, a two-scale function U ∈
L2(Ω; H1av(Y)), and a subsequence ε′ of ε such that uε′ ⇀ u in X and ∇uε′ 2w−−⇀∇u+
∇yU in H.
Proof. For the proof of (a), we refer to [Ngu89], alternatively one can apply Prop. 1.2.1(a)
and Banach’s selection principle. Items (b) and (c) are shown in e.g. [All92, Prop. 1.14] or
[Dam05, Thm. 5.2, Thm. 5.4]. For another scaling such as εγ with 0 ≤ γ <∞, we refer to
[PeB08, Thm. 3.4].
It is a well-known fact (cf. [Ngu89, Thm. 3], [All92, Prop. 1.14], [Vis04, Thm. 6.1]) that
the two-scale limit U of a sequence (uε)ε is Y -periodic, although the unfolded sequence
(Tε uε)ε is in general not Y -periodic, see in particular [CDG02, Prop. 3] and [Dam05,
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Thm. 5.2] for a proof in the periodic unfolding formulation. We call this observation Tε-
property of recovered periodicity as in [MRT14], i.e.
for all (uε)ε ⊂ X : Tε uε ∈ L2(Ω; H1(Y )) * L2(Ω; H1(Y)), but
w- limε→0 Tε uε ∈ L2(Ω; H1(Y)), if the limit exists.
(1.2.13)
The two-scale spaces H1(Y; L2(Ω)) and L2(Ω; H1(Y)) can both be identified with the
Hilbert space {U ∈ L2(Ω×Y) | ∇yU ∈ L2(Ω×Y)}, supplemented with the scalar product∫
Ω×Y U · V + ∇yU : ∇yV dx dy, thanks to the isomorphism I mapping L2(Ω × Y) =
L2(Ω; L2(Y)) to L2(Y × Ω) = L2(Y; L2(Ω)) via (IU)(y, x) := U(x, y). Based on the
convergence results (b)–(c) of the previous theorem, we define (additionally to (1.2.11))
the spaces
X := L2(Ω; H1(Y)), X0 := L2(Ω; H1av(Y)), and
Xε := X equipped with the norm ‖v‖Xε := ‖v‖H + ε‖∇v‖H .
(1.2.14)
The space Xε reflects the degeneracy of the slow diffusing species vε in (1.PRDε ) and
the two-scale spaces X and X0 arise in the formulation of the limiting system (2.PRD0 ).
Here, the index 0 indicates the 0-order of degeneracy in the sense of ε0, whereas X = X1
represents the 1-order of degeneracy with ε1. In this context, we also refer to Definition
1.2.7 for the gradient folding operator Gγε with γ ∈ {0, 1}.
We finish this subsection by stating two results, needed in the proof of Main Theorem
I, concerning the multiplication and composition of sequences in H.
Lemma 1.2.6 (Multiplication and composition of sequences in H). Let ε > 0.
(a) Let (Uε)ε ⊂ H with Uε → U in H and (Mε)ε ⊂ L∞(Ω×Y) such that ‖Mε‖L∞(Ω×Y) ≤
C for some constant C > 0 and Mε(x, y)→M(x, y) for almost every (x, y) ∈ Ω×Y.
Then, it holds MεUε →MU in H.
(b) Let Fε ∈ F(Ω), F ∈ F(Ω × Y) and t ∈ (0, T ) fixed. If for all vectors A ∈ Rm it is
Fε(t, A) 2s−→F(t, A) in H, then, for all U ∈ H, we have Tε Fε(t, U)→ F(t, U) in H.
Proof. Ad (a): Extracting from (Uε)ε a pointwisely convergent subsequence, we find that
MεUε →MU pointwise a.e. in Ω×Y for this subsequence. Moreover, since |MεUε| ≤ C|Uε|
a.e. in Ω × Y by assumption, the sequence (CUε)ε serves as an L2–convergent majorant.
Thus, Pratt’s theorem, see [Els02, Thm. 5.1 p. 260], a variant of the dominated convergence
theorem, yields the strong L2–convergence of the subsequence. Arguing by contradiction
for a different subsequence and by the uniqueness of the limit, we conclude the convergence
of the whole sequence.
Ad (b): For shorter notation we omit indicating the t-dependence of the functions. We
approximate Uex ∈ HRd with a sequence of integrable step functions Un =
∑n
i=1 1Ui · Ai,
where Ai ∈ Rm and Ω × Y ⊂ ⋃ni=1 Ui, which exists since Ω × Y is compact. Hence
Un → Uex in HRd and it follows by assumption that Tε Fε(Un) =
∑n
i=1 1Ui · Tε Fε(Ai) ε→0−−−→∑n
i=1 1Ui · Fex(Ai) = Fex(Un) in HRd . Exploiting the Lipschitz continuity (1.1.6) and
introducing suitable nils, i.e.
Tε Fε(Uex)− Fex(Uex)
= [Tε Fε(Uex)− Tε Fε(Un)] + [Tε Fε(Un)− Fex(Un)] + [Fex(Un)− Fex(Uex)],
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we obtain ‖ Tε Fε(Uex)− Fex(Uex)‖HRd
ε→0−−−→ 0.
1.2.4 Gradient folding and two-scale convergence of Sobolev functions
Even for smooth functions U : Ω × Y → R the folded function Fε U is only piecewise
constant in x, hence ∇(Fε U) cannot be determined in the classical sense. Therefore, we
now define a so-called gradient folding operator Gγε , which assigns to each differentiable
two-scale function U ∈ H1(Ω× Y) a one-scale function uε ∈ H1(Ω). The definition of the
above mentioned gradient folding operator Gγε follows [Han11], where 0 ≤ γ <∞. There,
the operator Gγε is constructed via Tε and various projections, but then it is shown that Gγε
is uniquely characterized by solving a linear elliptic PDE, see [Han11, Prop. 2.11] which
is based on [Vis04, Thm. 6.1] and [MiT07, Prop. 2.10] for γ = 1.
Definition 1.2.7 (Gradient folding operator Gγε ). Let ε > 0.
γ = 0 : The gradient folding operator G0ε : H1(Ω)× L2(Ω; H1av(Y))→ H1(Ω) maps a pair
of functions (u, U) ∈ H1(Ω) × L2(Ω; H1av(Y)) to uε := G1ε (u, U), where uε ∈ H1(Ω) is the
unique solution of the elliptic problem∫
Ω
(uε − u) · ϕ+ (∇uε −Fε[E∇u+∇yUex]) : ∇ϕdx = 0 for all ϕ ∈ H1(Ω). (1.2.15)
γ = 1 : The gradient folding operator G1ε : L2(Ω; H1(Y)) → H1(Ω) maps a two-scale
function U ∈ L2(Ω; H1(Y)) to uε := G1ε U , where uε ∈ H1(Ω) is the unique solution of the
elliptic problem∫
Ω
(uε −Fε Uex) · ϕ+ (ε∇uε −Fε[∇yUex]) : ε∇ϕdx = 0 for all ϕ ∈ H1(Ω). (1.2.16)
Let us explain why Definition 1.2.7 is well-defined, exemplary for γ = 1. While Fε :
HRd → H, we have G1ε : X → X. Thus the domains of the two operators differ not only
with respect to the regularity of the admissible functions, but also with respect to the
underlying domains for the space variable x, i.e. x ∈ Rd versus x ∈ Ω. However, since
both operators require L2–regularity in x only, extending U ∈ X by 0 outside of Ω yields
Uex ∈ XRd := L2(Rd; H1(Y)). Thus, Fε Uex indeed is well-defined in (1.2.16). In particular,
Fε Uex and Fε[∇yU ]ex ∈ H can be understood as linear operators acting on U and moved,
as inhomogeneities for the determination of uε, to the right-hand side of (1.2.16). Thus
for ε > 0 fixed, the Lax–Milgram lemma yields the existence of a unique solution uε ∈ X,
so that the gradient folding operator G1ε is indeed well-defined. With the same arguments,
G0ε : X × X0 → X is well-defined, too.
Since (1.2.16) implies ‖ G1ε U‖Xε ≤ C, Theorem 1.2.5(b) supplies the existence of a
weakly two-scale convergent subsequence. However, for given U ∈ X the gradient folding
operator guarantees even strong two-scale convergence. Since (G1ε U)ε ⊂ X recovers any
function U ∈ X via strong two-scale convergence, Gγε is also called recovery operator in
[Han11, pp. 10-12].
Proposition 1.2.8 (Recovery property [Han11, Prop. 2.11]). Let ε→ 0.
γ = 0 : For all pairs of functions (u, U) ∈ X × X0, we have G0ε (u, U)⇀u in X and
∇[G0ε (u, U)] 2s−→E∇u+∇yU in H.
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γ = 1 : For all U ∈ X, we have G1ε U 2s−→U in H and ε∇[G1ε U ] 2s−→∇yU in H.
Later on, in the proof of Main Theorem I, it will be essential to interchange differ-
entiation and folding of two-scale functions U ∈ X. However, convenient commutation
relations, such as Fε(∇yUex) = ε∇(Fε Uex) or G1ε (∇yU) = ε∇(G1ε U), cannot be expected,
since Fε U /∈ X and ∇yU /∈ X. Instead, we establish a kind of commutation between
Fε(∇yUex) and ε∇(G1ε U). More precisely, the following result shows that Fε Uex and G1ε U
are comparable in the sense that their difference vanishes.
Proposition 1.2.9 (Comparison of Fε and Gγε ). Let ε→ 0.
γ = 0 : For all (u, U) ∈ X × X0, we have
‖u− G0ε (u, U)‖H + ‖Fε[E∇u+∇yUex]−∇[G0ε (u, U)]‖H → 0.
γ = 1 : For all U ∈ X, we have
‖Fε Uex − G1ε U‖H + ‖Fε(∇yU)ex − ε∇(G1ε U)‖H → 0.
Proof. For γ = 1, we have by the triangle inequality
‖Fε Uex − G1ε U‖H + ‖Fε(∇yU)ex − ε∇(G1ε U)‖H
≤ ‖TεFε Uex−Uex‖HRd + ‖Uex−Tε G1ε U‖HRd + ‖ TεFε(∇yU)ex−∇yUex‖HRd
+ ‖∇yUex−Tε[ε∇(G1ε U)]‖HRd
ε→0−−−→ 0,
by Proposition 1.2.4(d) for the terms involving Fε and by Proposition 1.2.8 for the terms
involving G1ε . Analogously, we only split the gradient term in the case γ = 0
‖u− G0ε (u, U)‖H + ‖Fε[E∇u+∇yUex]−∇[G0ε (u, U)]‖H
≤ ‖u− G0ε (u, U)‖H + ‖[E∇u+∇yUex]− Tε(∇[G0ε (u, U)])‖HRd
+ ‖ TεFε[E∇u+∇yUex]− [E∇u+∇yUex]‖HRd
ε→0−−−→ 0,
where we have additionally used that G0ε (u, U)⇀u in X implies G0ε (u, U)→ u in H thanks
to the compact embedding H1(Ω) ⊂ L2(Ω).

2 Two-scale homogenization of
reaction-diffusion systems involving
different diffusion length scales
We consider a system of two nonlinearly coupled reaction-diffusion systems, where the
nonlinearity arises with the reaction term (F ε1 , F ε2 ), whereas the diffusion tensor has block
structure, namely for ε > 0(
uεt
vεt
)
=
(
div(Dε1∇uε)
div(ε2Dε2∇vε)
)
+
(
F ε1 (uε, vε)
F ε2 (uε, vε)
)
in [0, T ]× Ω. (2.0.1.Pε)
Throughout Chapter 2, let Ω ⊂ Rd denote a bounded domain with Lipschitz boundary.
We supplement (2.0.1.Pε) with homogenous Neumann boundary conditions on ∂Ω and
prescribed initial values uε(0) = uε0 respective vε(0) = vε0. Here, Dεi ∈ R(mi×d)×(mi×d)
are diffusion tensors and F εi are reaction terms acting on the vectors of concentrations
uε ∈ Rm1 and vε ∈ Rm2 referring to m1 and m2 different species, respectively. We recall
the abbreviation uεt for the partial time derivative ∂tuε and, hence, we write ε as upper
(and not lower) index throughout this chapter. We emphasize that the systems under
consideration do not generally admit a gradient structure.
The parameter ε denotes the ratio between the characteristic macroscopic length scale
such as the diameter of the domain Ω and the characteristic microscopic length scale of
the underlying microstructure. This microstructure is encoded in the given data Dεi and
F εi which are (not exactly) periodic with respect to the micro-cell εY . The scaling ε2 of
Dε2 takes into account that the species related to the concentration vector vε diffuse much
slower than those related to uε. Therefore, we call vε the slowly diffusing variable and
uε the classically diffusing one. We also call (2.0.1.Pε)1 the non-degenerating part while
(2.0.1.Pε)2 is called the degenerating part.
We study the solutions (uε, vε) : [0, T ] × Ω → Rm1+m2 of (2.0.1.Pε) and their limit as
ε tends to 0. While focusing on the derivation of effective equations, we avoid questions
concerning the global existence and positivity of solutions. Throughout Chapter 2, we
assume that the diffusion tensors Dεi are uniformly elliptic and bounded and that the
reaction terms F εi are globally Lipschitz continuous and differentiable. Moreover, the
given data may depend on time, however for simplicity it can be assumed that their
time-dependence is continuously differentiable.
We prove that (uε, vε) converges for ε→ 0 to a limit (u, V ) that decomposes into a one-
scale function u(t, x) and a two-scale function V (t, x, y), which solve the effective system
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(
ut
Vt
)
=
(
div(Deff∇u)
divy(D2∇yV )
)
+
(
Feff(u, V )
F2(u, V )
)
in [0, T ]× Ω× Y. (2.0.2.P0)
Here, the effective diffusion tensor Deff and the effective u-reaction Feff only depend on
the macroscopic variable x ∈ Ω. Whereas, the tensor Deff is obtained via solving the
well-known unit cell problem on Y, see (2.1.16)–(2.1.17), Feff is the usual average on Y,
namely the function-to-function map Feff : Ω× Rm1 × L2(Y;Rm2)→ Rm1 is defined as
Feff(x, u, Z) := −
∫
Y
F1(x, y, u, Z(y)) dy. (2.0.3)
Therefore, considering the u-equations (2.0.2.P0)1 on their own, the solution u solves again
a parabolic problem on [0, T ]×Ω. In contrast, the diffusion tensor D2 and the V -reaction
F2 depend on the two-scale variables (x, y) ∈ Ω× Y, see assumption (2.1.12.Exist0). One
may interpret the V -equations in (2.0.2.P0) as a parabolic problem on [0, T ]×Y and x ∈ Ω
as a parameter.
The proof of the strong two-scale convergence
‖ Tε vε(t)− V ex(t)‖L2(Rd×Y) ε→0−−−→ 0 uniformly in [0, T ], (2.0.4)
is the crucial task. (As with ε, the index ex is written as upper index throughout this
chapter.) A priori we only obtain weak two-scale convergence of vε, however we need strong
convergence in order to pass to the limit ε → 0 with the nonlinear reaction terms. For a
discussion on the problem of slow diffusion and the accompanying loss of compactness and
related results in the literature, we refer to the beginning of Section 2.1 and to Subsection
2.1.1, respectively. In Subsection 2.1.4, our approach, the occurring difficulties (such as
the periodicity defect) and how we overcome those difficulties, are elaborated in more
detail.
Chapter 2 contains three main theorems whereby all of them rely on the estimate
max
0≤t≤T
{
‖ Tε vε(t)− V ex(t)‖2HRd + ‖u
ε(t)− u(t)‖2H
}
≤ C
{
‖ Tε vε0 − V ex0 ‖2HRd + ‖u
ε
0 − u0‖2H +
∫ T
0
∆vε(t) + ∆uε(t) dt
}
. (2.0.5.Est)
Here, ∆wε with wε ∈ {uε, vε} comprises different error terms such as the folding mismatch
∆wε1 , the periodicity defect error ∆w
ε
2 and various approximation errors ∆w
ε
3,4,5. The deriva-
tion of (2.0.5.Est) in Theorem 2.1.6 relies on the application of Gronwall’s lemma and on
the periodic unfolding method. To apply the periodic unfolding operator Tε, the partial
time derivatives vεt (t) and Vt(t) need to be integrable functions.
Main Theorem I (Theorem 2.1.1) is devoted to the derivation of (2.0.2.P0) as a set of
effective equations for the original macroscopic system (2.0.1.Pε) when the characteristic
length scale ε tends to 0. Therefore, we assume in (2.1.14.Conv) that the given data
converge suitably in the two-scale sense, namely TεDεi (x, y) → Di(x, y) pointwise as well
as Tε F εi → Fi and Tε vε0 → V0 respective uε0 → u0 strongly in L2(Ω × Y) respective
L2(Ω). For technical reasons, we presume additional regularity of the initial values which
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guarantees improved time-regularity of the solutions for all times. Based on this, we derive
estimate (2.0.5.Est) and control the error terms ∆vε and ∆uε as ε→ 0 so that the strong
two-scale convergence (2.0.4) can be obtained. This result (in combination with Chapter
1) is based on the article [MRT14].
In Main Theorem II (Theorem 2.1.1), we relax the assumptions on the initial values and
prove the homogenization of (2.0.1.Pε) without improved time-regularity of the solutions.
Therefore, it can be shown that general L2-initial values can be approximated with more
regular initial values such that the associated solutions satisfy improved time-regularity.
The compatibility of homogenization and regularization follows straight forward.
In Main Theorem IIIa–b (Theorem 2.3.1 and 2.3.2), we quantify the convergence of the
solutions (uε, vε) to (u, V ). Therefore, we assume higher regularity for the given data and
the effective solution (u, V ) with respect to x ∈ Ω and prove quantitative estimates for
the error terms ∆vε and ∆uε . With this at hand as well as suitable convergence of the
initial values, the explicit rate εη for the convergence of (uε, vε) to (u, V ) is obtained in
(2.0.5.Est). Depending on the choice of the initial values, we have η = 14 or η =
1
6 . In
the case of slow diffusion only, interior estimates are available with η = 12 or η =
1
3 , see
Subsection 2.3.6. Main Theorem IIIa for η = 14 is based on [Rei14].
The relevant function spaces for the solutions are: H1(Ω;Rm1) for uε(t) and u(t) as
well as H1(Ω;Rm2) for vε(t) and L2(Ω; H1(Y;Rm2)) for V (t). Following the notation in
Section 1.1, we abbreviate H1(Ω;Rm) and L2(Ω;Rm) for m ∈ N with H1(Ω) and L2(Ω),
respectively. Throughout Chapter 2, these relevant spaces are denoted with
X = H1(Ω), Xε = (X, ‖ · ‖Xε), where ‖v‖Xε = ‖v‖H + ‖ε∇v‖H ,
X = L2(Ω; H1(Y)), X0 = L2(Ω; H1av(Y)),
H = L2(Ω), H = L2(Ω× Y), and HRd = L2(Rd × Y),
(2.0.6)
first introduced in (1.2.11), (1.2.12), and (1.2.14) in Section 1.2. It should be emphasized
that the embedding X ⊂ H is compact, whereas the two-scale space X embeds dense and
continuously – but not compactly – into H.
The structure of Chapter 2 is as follows. The Sections 2.1, 2.2 and 2.3 are devoted
to the proof of Main Theorem I, II and IIIa–b, respectively. Finally, we summarize the
chapter and give a brief outlook in Section 2.4.
2.1 Two-scale homogenization with improved time-regularity
This section is devoted to the rigorous proof of the limit passage from (2.0.1.Pε) to
(2.0.2.P0) for solutions with improved time-regularity. The major difficulty is to prove
the strong two-scale convergence of the slow diffusing variable vε, namely,
uniformly for all t ∈ [0, T ] : vε(t) 2s−→V (t) in H,
i.e. max0≤t≤T ‖ Tε vε(t)− V ex(t)‖HRd → 0,
(2.1.1)
which is not known a priori. (For the full version of Main Theorem I, we refer to page 33.)
In [MRT14], which is the basis of this section, mainly the degenerating problem
vεt = div(ε2Dε∇vε) + F ε(vε) in [0, T ]× Ω with vε(0) = vε0 (2.1.2)
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is considered. We expect vε to be bounded in the space Xε, i.e. ‖vε‖H + ‖ε∇vε‖H ≤ C,
see (2.1.10). Since Xε is not compactly embedded into H uniformly for all ε > 0, the a
priori boundedness of (vε)ε implies neither strong convergence in H nor strong two-scale
convergence in H (up to subsequence).
The coupling of (2.1.2) to the classical uε-equations is rather easy, see [MRT14, Thm. 5.1],
since the strong convergence uε → u in H is known a priori (at least up to subsequences).
In view of the quantitative estimates in Section 2.3 as well as the strong convergence
∇uε 2s−→∇u+∇yU (which is not contained in [MRT14]), we apply our method developed
for vε also to uε. Below, we sketch how to approach (2.1.1).
We will assume that Dε  D, F ε  F, and vε  V0 in a suitable manner, specified in
assumption (2.1.14.Conv) in Subsection 2.1.2. In view of the a priori weak convergences
vε
2w−−⇀V and ε∇vε 2w−−⇀∇yV , see Theorem 1.2.5(b), we formally expect a result of the
following type:∫
Ω v
ε
t · ϕ dx =
∫
Ω−Dεε∇vε : ε∇ϕ+ F ε(vε) · ϕ dx for all ϕ ∈ Xε
↓ ↓ for ε→ 0∫
Ω×Y Vt · Φ dx dy =
∫
Ω×Y −D∇yV : ∇yΦ + F (V ) · Φ dx dy for all Φ ∈ X.
(2.1.3)
To deduce the convergence of the weak forms (2.1.3), we have to cope with the fact that
(vε)ε converges a priori only weakly in the two-scale sense and, therefore, the passage
F ε(vε) F(V ) is not straight forward, because F ε and F are in general nonlinear. If we
had the strong two-scale convergence of the sequence of solutions (vε)ε, then F ε(vε)  
F(V ) would follow easily. For the special case of F ε being the gradient of a λ-convex
potential φ, a rigorous convergence result of the type (2.1.3) was proved in [HJM94, Prop.
12] via methods of convex analysis and in particular Minty’s Trick. In contrast to this, our
approach to verify convergence (2.1.3), is to show that the sequence of solutions (vε)ε ⊂
L2(0, T ;Xε) converges even strongly in the two-scale sense to some limit V ∈ L2(0, T ;X),
where V ∈ H1(0, T ;X) is the unique weak solution of the effective model
Vt = divy (D∇yV ) + F (V ) in [0, T ]× Ω× Y with V (0) = V0. (2.1.4)
The proof of convergence (2.1.3), in particular of the strong two-scale convergence vε 2s−→V
in (2.1.1), relies on a clever choice of test functions suitable for the weak formulations of
the ε– and the limit problem, i.e. (2.1.2) and (2.1.4), respectively. For the latter, suitable
test functions must belong to X, in particular they have to be Y -periodic. The most
direct candidate (Tε vε(t))ε for t ∈ [0, T ] fixed supplies the required convergence but is
incompatible with Y -periodicity, since Tε vε(t) ∈ X˜ = L2(Rd,H1(Y )), see periodicity defect
(1.2.9). But the Tε-property (1.2.13) guarantees the recovery of Y -periodicity for the limit,
which, thus, is compatible with the space of test functions of the limit problem. This is an
essential observation for the proof of the strong two-scale convergence (2.1.1).
The improved time-regularity of the solutions vε and V via assumption (2.1.9.Timeε)
and (2.1.12.Time0), respectively, is needed for the following technical reasons. In order
to derive (2.0.5.Est), we need that vεt (t) and V (t) are integrable functions (and not just
elements of the dual spaces) so that we can apply the periodic unfolding operator Tε.
Moreover, we apply Arze`la–Ascoli’s theorem to the sequence (vε)ε to obtain a priori weak
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two-scale convergence uniformly in time. Finally, uniform bounds for vεt (t) are needed to
control the folding mismatch ∆vε1 .
Section 2.1 is structured as follows. In Subsection 2.1.1, we begin with a review of ex-
isting literature concerning the theory of periodic homogenization for partial differentials
equations in general and for systems involving slow diffusion in particular. In Subsection
2.1.2, we state Theorem 2.1.1 and all necessary assumptions. Based on these assumptions,
we expound the existence of unique weak solutions (uε, vε) of (2.0.1.Pε) and (u, V ) of
(2.0.2.P0), independently of the limit passage, as well as uniform a priori bounds. We
briefly study the effective quantities Deff and Feff in Subsection 2.1.3. The abstract strat-
egy of proving (2.1.1) is presented in Subsection 2.1.4. Subsection 2.1.5 is devoted to the
derivation of (2.0.5.Est) and the error terms ∆uε and ∆vε . The control of those error
terms as ε→ 0 and, hence, the proof of Theorem 2.1.1 as carried out in Subsection 2.1.6.
2.1.1 Review of existing literature on periodic homogenization
We briefly review some developments in periodic homogenization for elliptic and parabolic
partial differential equations. For a detailed overview on homogenization theory of par-
tial differential equations, we refer to the books [BLP78, JKO94, Hor97, Pan97, CiD99,
MaK06, Tar09]. We begin with the classical linear elliptic equation
div
(
D(xε )∇uε
)
= f in Ω (2.1.5)
supplemented with homogeneous boundary conditions. We assume that D is uniformly
elliptic, bounded, and Y -periodic as well as f ∈ L2(Ω). The a priori boundedness ‖uε‖X ≤
C implies the weak convergence uε⇀u in X (up to subsequences). Moreover, u solves the
effective (homogenized) equation
div
(
Deff∇u
)
= f in Ω.
Here, the effective coefficientsDeff are indeed homogeneous (i.e. constant) and given via the
standard unit cell problem (2.1.16). There are several methods to perform the limit passage
ε→ 0 in (2.1.5) rigorously. For instance, G-convergence is exploited for a symmetric D in
[Spa67, Spa68], it is done via compensated compactness in [Mur78, Tar79] for general D,
H-convergence is used in [MuT97], and two-scale convergence is applied in [Ngu89, All92].
With the same analytical techniques, we can treat the associated linear parabolic equation.
As a second example, we consider the monotone parabolic equation
uεt = div
(
dε(t, x,∇uε))+ f in [0, T ]× Ω. (2.1.6)
Based on two-scale convergence, rigorous homogenization results for (2.1.6) are proved in
e.g. [FlO06, FH∗07] including reiterated structures such as d(t, x, x/ε, x/ε2,∇uε), or in e.g.
[HSW05, FlO07, Per12] including several temporal scales such as d(t, t/εk, x, x/ε,∇uε), or
in e.g. [ClP99, EK∗10] including prefactors such as cε(t, x)uεt , or in e.g. [NaR01] with
cε(t, x, uεt ).
While two-scale convergence is in general only meaningful for periodic settings, the
theory of H-convergence is independent of any periodicity assumptions. However, for
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periodic microstructures, the method of two-scale convergence is much more powerful
since it can easily be generalized to multiple spatial and temporal scales, it is suited for
systems of equations, see e.g. [Tim13, Mah13]. Another advantage of two-scale convergence
is that it applies to slow diffusion, whereas H-convergence is not suited for coefficients of
the form ε2D(x/ε) which degenerate as ε→ 0. Moreover, based on the periodic unfolding
method, we have a very handy definition of strong two-scale convergence at hand which
enables us to treat a bigger class of nonlinear problems. Although two-scale convergence is
designed to treat periodic microstructures, it is also applicable if the coefficient functions
are state-dependent (in a non-periodic fashion), see e.g. [PeB09, HaK15].
In the following, we review existing methods towards evolution processes with slow diffu-
sion. The asymptotic behavior of linear systems of partial differential equations involving
slow diffusion is considered in [PeB08, Pet09] with application to concrete carbonation,
in [MiR13] for elastic waves in fluid-saturated porous media, and in [GrP14] for calcium
dynamics in biological cells.
In [HJM94], systems of coupled reaction-diffusion equations in porous media are studied.
Therein, the equations involving slow diffusion comprise reaction terms which are the
gradient of a convex potential W , i.e. F (vε) = ∇vW (vε). Based on the theory of monotone
operators and Minty’s lemma, the authors rigorously passed to the limit ε → 0 relying
only on the weak two-scale convergence. However, we emphasize that this approach does
not apply to general reaction-diffusion systems since not all reaction terms are gradients.
The following four articles comprise nonlinear evolution problems and they define strong
two-scale convergence via the periodic unfolding method (see Definition 1.2.3). The
very different multiscale models on electromagnetism [Vis07], rate-independent systems
[MiT07], plasticity [Han11], and ferromagnetism [Vis11] all have in common that the ho-
mogenization is based on Γ-convergence of λ-convex functionals. For this purpose, the
construction of strongly two-scale converging recovery sequences is necessary in order to
derive the Γ-lim sup estimate. In this context, so-called recovery operators Gγε are intro-
duced in [Han11] for different scalings εγ of the gradient of solutions for γ ∈ [0,∞), cf.
Definition 1.2.7 for γ ∈ {0, 1}. These operators are used in our approach, too, in order
to control the folding mismatch. Independently of the scaling εγ , a priori weak two-scale
convergence of solutions is sufficient to identify the (two-scale) Γ-limit.
The following three articles consider the asymptotic behavior of reaction-diffusion sys-
tems involving slow diffusion and nonlinear reaction terms. All three rely on a notion
of strong two-scale convergence based on (1.2.1). In [NeJ07], slow diffusion occurs only
inside a ε-thin membrane, while classical diffusion is prevalent in the bulk of the do-
main. Using periodic boundary unfolding, introduced in [Neu96], the strong two-scale
convergence of solutions inside the ε-thin membrane is deduced from a priori strong con-
vergence in the bulk. For this purpose, the authors presume globally Lipschitz continuous
nonlinearities as well as solutions with L∞(Ω)-bounds and improved time-regularity, i.e.
vεt ∈ L2(0, T ; L2(Ω)), such that Gronwall’s lemma is applicable. A similar approach is used
in [PtR10] to derive a macroscopic model for transport of strongly sorbed solute in the soil.
Therein, the reaction-diffusion processes are set in a porous medium and slow diffusion
occurs only inside the pores. Again, the strong two-scale convergence inside the pores is
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deduced from a priori strong convergence outside the pores. In [GPS14], a coupled system
with classical diffusion only and εm-scaled reactions on the pore surface are investigated
for m ∈ N. We point out that all presented methods yield rigorous homogenization results.
In [Eck05, Muv13], the asymptotic behavior of reaction-diffusion systems involving slow
diffusion and nonlinear reactions is considered as well. Based on the formal method of
asymptotic expansion and Gronwall-type estimates, effective model equations are derived.
Moreover, the authors prove quantitative estimates for the original solutions and the
macroscopic reconstruction of the effective solutions. We refer to Subsection 2.3.9 for
a comparison of their convergence rates with ours. Formal asymptotic expansion is also
employed in [FA∗11] to study a semilinear parabolic system in a locally periodic perforated
domain with application to sulfate attack in sewer pipes.
2.1.2 Assumptions and a priori bounds for solutions
We write (2.0.1.Pε) shortly in the form
wεt = div(Dε∇wε) + F ε(wε) in [0, T ]× Ω,
wε(0) = wε0 in Ω,
(2.1.7.Pε)
provided with homogeneous Neumann boundary conditions on ∂Ω. We are looking for
solutions wε := (uε, vε) : [0, T ] × Ω → Rm1+m2 of (2.1.7.Pε) with wε0 = (uε0, vε0). The
diffusion tensor Dε : [0, T ] × Ω → R([m1+m2]×d)×([m1+m2]×d) and the reaction term F ε :
[0, T ]× Ω× Rm1+m2 → Rm1+m2 are of the form
Dε =
(
Dε1 0
0 ε2Dε2
)
and F ε(w) =
(
F ε2 (u, v)
F ε1 (u, v)
)
. (2.1.8)
Here, and throughout this section, we postulate the following assumptions on the given
data of (2.1.7.Pε).
There exists C0 ≥ 0 such that for all ε > 0 :
Existence: For i ∈ {1, 2},
Dεi ∈M(Ω), F εi ∈ F(Ω), and ‖uε0‖H + ‖vε0‖H ≤ C0;
(2.1.9.Existε)
Improved time-regularity:
‖div(Dε1(0)∇uε0)‖H + ‖div(ε2Dε2(0)∇vε0)‖H ≤ C0.
(2.1.9.Timeε)
We recall that the diffusion tensors Dεi are uniformly elliptic and bounded and the reaction
terms F εi are globally Lipschitz continuous, see (1.1.7).
Since for ε > 0 fixed, both norms, ‖ · ‖X and ‖ · ‖Xε , are equivalent, we have that
X = Xε ⊂ H. Thus Xε ⊂ H is dense and continuously embedded and we obtain that
X × Xε ⊂ H × H ⊂ X∗ × X∗ε is an evolution triple. For given T > 0, the assumptions
(2.1.9.Existε) and (2.1.9.Timeε) imply according to Theorem 1.1.2 and Proposition 1.1.3
the existence of a unique solution wε of (2.1.7.Pε) with uε ∈ Wimp(0, T ;X) and vε ∈
Wimp(0, T ;Xε), see (1.1.3) and (1.1.13) for the definition of the spaces. In particular, the
solutions satisfy the uniform bounds
‖uε‖C1([0,T ];H) +‖uε‖H1(0,T ;X) +‖uε‖H2(0,T ;X∗) ≤ Cb,
‖vε‖C1([0,T ];H) +‖vε‖H1(0,T ;Xε) +‖vε‖H2(0,T ;X∗ε ) ≤ Cb.
(2.1.10)
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To determine the constant Cb, we have used that, by (2.1.9.Existε), the diffusion tensors
Dεi , respective reaction terms F εi , belong to the same class for all ε > 0, namely M(Ω)
respective F(Ω). Therefore, ε2β/
√
ε2α ≤ β/√α and ‖ε2Dεi ‖C1([0,T ];L∞(Ω))/(ε2α) ∼ O(1)
provide a uniform bound for vε in Theorem 1.1.2 and Proposition 1.1.3 for all ε ∈ (0, 1].
In view of the definition of Xε, we obtain the existence of a constant Cb ≥ 0, independent
of ε, such that (2.1.10) holds for all ε ∈ (0, 1].
In the same manner, we reformulate the limit system (2.0.2.P0) and show the existence
of solutions. For W (t, x, y) := (u(t, x), V (t, x, y)) : [0, T ]× Ω× Y → Rm1+m2 , we write
Wt =
(
div(Deff∇u)
divy(D2∇yV )
)
+
(
Feff(W )
F2(W )
)
in [0, T ]× Ω× Y,
W (0) = W0 in Ω× Y,
(2.1.11.P0)
provided with homogeneous Neumann boundary conditions for u on ∂Ω and, by defini-
tion of Y, periodic boundary conditions for V . Due to insufficient regularity, boundary
conditions for V on ∂Ω are not meaningful. The effective diffusion tensor Deff is obtained
from the given two-scale tensor D1 via solving the unit cell problem, see (2.1.16)–(2.1.17).
Similarly, averaging the two-scale reaction term F1 over Y yields the effective reaction
Feff , see (2.0.3). Throughout this section, the following assumptions on the given data of
(2.1.11.P0) hold true
Existence: For i ∈ {1, 2},
Di ∈M(Ω× Y), Fi ∈ F(Ω× Y), and u0 ∈ H,V0 ∈ H;
(2.1.12.Exist0)
Improved time-regularity:
div(Deff(0)∇u0) ∈ H and divy(D2(0)∇yV0) ∈ H.
(2.1.12.Time0)
It is easy to check that Feff ∈ F(Ω) with the same parameters as F and Deff again satisfies
Deff ∈ M(Ω) with αeff = α and βeff = β2/α, see e.g. [CiD99, Thm. 13.4] or [MuT97,
Thm. 2].
We point out that the two-scale spaces X and H generate the evolution triple X ×X ⊂
H × H ⊂ X∗ × X∗. For given T > 0 and initial value W0 = (u0, V0), the assumptions
(2.1.12.Exist0)–(2.1.12.Time0) imply according to Theorem 1.1.2 and Proposition 1.1.3
the existence of a unique solution W of (2.1.11.P0) with u ∈ Wimp(0, T ;X) and V ∈
Wimp(0, T ;X). Moreover, we obtain the boundedness
‖u‖C1([0,T ];H) +‖u‖H1(0,T ;X) +‖u‖H2(0,T ;X∗) ≤ Cb,
‖V ‖C1([0,T ];H) +‖V ‖H1(0,T ;X) +‖V ‖H2(0,T ;X∗) ≤ Cb,
(2.1.13)
where the constant Cb depends on the same quantities as in (2.1.10).
Finally, we assume that the given data of (2.1.7.Pε) in (2.1.9.Existε) converge in the
following sense to the data of (2.1.11.P0) in (2.1.12.Exist0).
Convergence of the given data for i ∈ {1, 2} :
TεDεi (t, x, y)→ Dexi (t, x, y) for a.a. (x, y) ∈ Ω× Y and all t ∈ [0, T ],
F εi (t, ·, A,B)→ Fexi (t, ·, ·, A,B) in H for all (t, A,B) ∈ [0, T ]× Rm1+m2 ,
as well as uε0 → u0 in H and vε0 2s−→V0 in H.
(2.1.14.Conv)
Having collected all assumptions, we can now state the full version of Main Theorem I.
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Theorem 2.1.1 (Main Theorem I). Let the assumptions (2.1.9.Existε), (2.1.9.Timeε),
(2.1.12.Exist0), (2.1.12.Time0), and (2.1.14.Conv) be satisfied. Then, the sequence of so-
lutions (uε, vε)ε of (2.0.1.Pε) converges to the solution (u, V ) of (2.0.2.P0) in the following
sense
uniformly for all t ∈ [0, T ] : vε(t) 2s−→V (t) in H,
i.e. max0≤t≤T ‖ Tε vε(t)− V ex(t)‖HRd → 0,
(2.1.15a)
pointwise for all t ∈ [0, T ] : ε∇vε(t) 2s−→∇yV (t) in H
and ε∇vε 2s−→∇yV in L2(0, T ;H),
(2.1.15b)
vεt
2w−−⇀Vt in L2(0, T ;H), (2.1.15c)
uε ⇀ u in L2(0, T ;X) and uεt ⇀ ut in L2(0, T ;X∗), moreover
there exists a function U ∈ L2(0, T ;X0) such that
pointwise for all t ∈ [0, T ] : ∇uε(t) 2s−→∇u(t) +∇yU(t) in H.
(2.1.15d)
In (2.1.15d)3, the one-scale function u is understood as two-scale function via the canon-
ical embedding E, cf. (1.2.10). For notational simplicity, we omit E throughout this chap-
ter. In Theorem 2.1.1, we show, additionally to [MRT14, Thm. 4.1], the strong two-scale
convergence of the gradients ∇uε in (2.1.15d). Therefore, we apply the same calculations
that we apply to vε as well to uε. Moreover, the quantitative estimates in Section 2.3 rely
on this section, in particular on (2.0.5.Est).
Remark 2.1.2 (Evolutionary Γ-convergence for gradient structures). We briefly sketch
an alternative approach to [HJM94] based on Minty’s Trick, if the problem (2.1.2) under
consideration admits a gradient flow structure.
For simplicity, let the solution vε of (2.1.2) be scalar-valued. If the matrix Dε is sym-
metric and F ε is the derivative of a convex potential W , i.e. Dε(x) ∈ Rd×dsym and F ε(x, v) ≡
∂vW (v), then equation (2.1.2) admits a gradient structure (cf. Section 3.1). One possi-
ble gradient structure (Xε, Eε,Rε) is the following: On the state space Xε = L2(Ω), we
consider the energy functional and the dissipation potential
Eε(v) =
∫
Ω
1
2∇v · ε2Dε(x)∇v −W (v) dx and Rε(vt) =
∫
Ω
1
2 |vt|2 dx,
respectively. With this, (2.1.2) is equivalent to the force-balance relation 0 = DRε(vε) +
DEε(vε). Following [Han11], we obtain that Eε and Rε weakly Γ-converge in the two-scale
sense to E0 and R0, respectively, where the two-scale Γ-limits are given via
E0(V ) =
∫
Ω×Y
1
2∇yV · D(x, y)∇yV −W (V ) dx dy and R0(Vt) =
∫
Ω×Y
1
2 |Vt|2 dx dy.
Based on the energy-dissipation principle (cf. Subsection 3.1.3), one may eventually prove
that (Xε, Eε,Rε) E-converges to (X0, E0,R0) with X0 = L2(Ω×Y), if the initial values are
well-prepared (cf. Definition 3.1.2). In this sense, we may call the additional assumptions
(2.1.9.Timeε) and (2.1.12.Time0) for our reaction-diffusion systems well-preparedness of
the initial conditions as in the context of E-convergence.
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2.1.3 On the unit cell problem (for classical diffusion)
We briefly recall well-known facts concerning the effective diffusion tensor Deff in the u-
equations (2.0.2.P0)1. The effective diffusion tensor Deff : [0, T ]× Ω→ R(m1×d)×(m1×d) is
given component wise via the standard homogenization formula, see e.g. [BLP78, All92,
LNW02],
Deff(t, x)ijkl := −
∫
Y
D1(t, x, y)ijkl +
d∑
r=1
D1(x, y)ijkr · ∂yrz(t, x, y)kl dy, (2.1.16)
for i, k = 1, . . . ,m1, j, l = 1, . . . , d. Here, the so-called correctors zij : [0, T ]×Ω×Y → Rd
solve for a.e. (t, x) ∈ [0, T ]× Ω the local problem in the weak sense:
divy
(
D1(t, x, y)ijkl +
d∑
r=1
D1(t, x, y)ijkr · ∂yrz(t, x, y)kl
)
= 0 in Y. (2.1.17)
We study existence and regularity of the corrector functions in Lemma 2.1.5, below.
Remark 2.1.3. In equation (2.1.16), we denote with −
∫
Y dy := (vol(Y))−1
∫
Y dy the
man value with vol denoting the d-dimensional Lebesgue measure. Since the torus Y is a d-
dimensional hypersurface in Rd+1, the volume vol(Y) actually describes the d-dimensional
surface area. In this sense, we have by construction vol(Y ) = 1 as well as vol(Y) = 1.
If D1 is symmetric in the sense D1ξ1 : ξ2 = ξ1 : D1ξ2 for all ξ1, ξ2 ∈ Rm1×d, then Deff is
represented via the minimization problem, often referred to as unit cell problem,
Deff(t, x)ξ : ξ = min
ϕ∈H1av(Y)
−
∫
Y
D1(t, x, y)(∇yϕ(y) + ξ) : (∇yϕ(y) + ξ) dy. (2.1.18)
In the one-dimensional case, the effective diffusion coefficient is explicitly given by the
harmonic mean Deff(t, x) = (
∫ 1
0 (D1(t, x, y))−1 dy)−1. The unique minimizer ϕξ of (2.1.18)
solves the associated Euler-Lagrange equation divy(D1[ξ +∇yϕξ]) = 0 in Y. For ξ being
a canonical basis matrix in Rm1×d, the corrector function ϕξ is identical to zij in (2.1.17).
We now provide an equivalent characterization of (2.1.16)–(2.1.17) in the weak sense.
In this section, we consider an arbitrarily given function u and then, throughout the
remainder of this chapter, u denotes the effective solution in the case of classical diffusion.
Lemma 2.1.4. Let u ∈ L2(0, T ;X) be given. Then, the effective diffusion tensor Deff in
(2.1.16) satisfies for all (ψ,Ψ) ∈ X × X0∫
Ω
Deff∇u : ∇ψ dx =
∫
Ω×Y
D1 (∇u+∇yU) : (∇ψ +∇yΨ) dx dy. (2.1.19)
Here, U denotes the corrector function corresponding to u, namely
U(t, x, y)i =
d∑
j=1
∂ui
∂xj
(t, x) · z(t, x, y)ij (2.1.20)
for i = 1., . . . ,m1 and zij solves (2.1.17).
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Proof. We keep t ∈ [0, T ] fixed and suppress it in the notation. Without loss of generality,
we set m1 = 1 and we denote with {ej}j the canonical orthonormal basis in Rd. Thus,
(2.1.16)–(2.1.17) reads for each j ∈ {1, . . . , d}
Deff(x)ej = −
∫
Y
D1(x, y)[ej +∇yz(x, y)j ] dy with − divy (D1(x, y)[ej +∇yzj ]) = 0.
Since Deff acts linearly on the vector which it corrects, we obtain for the given vector
∇u(x) ∈ Rd
Deff(x)∇u(x) = −
∫
Y
D1(x, y)
[
∇u(x) +∇y
(
d∑
j=1
∂u
∂xj
(x) · z(x, y)j
)]
dy.
Defining the function U as in (2.1.20), we obtain for a.e. x ∈ Ω
Deff∇u = −
∫
Y
D1[∇u+∇yU ] dy with − divy (D1[∇u+∇yU ]) = 0. (2.1.21)
Testing (2.1.21)1 with an arbitrary function ψ ∈ X gives (with vol(Y) = 1)∫
Ω
Deff∇u : ∇ψ dx =
∫
Ω×Y
D1[∇u+∇yU ] : ∇ψ dx dy. (2.1.22)
The weak formulation of (2.1.21)2 reads∫
Ω×Y
D1[∇u+∇yU ] : ∇yΨ dx dy = 0 for all Ψ ∈ X0.
Adding 0 to the right-hand side of (2.1.22) and using the latter equality yields (2.1.19).
In what follows, we prove the existence of the correctors zij as solutions of (2.1.17) and
we comment on the regularity of U in (2.1.20).
Lemma 2.1.5. Let D1 ∈M(Ω× Y) and i = 1, . . . ,m1, j = 1, . . . , d.
(a) There exists a unique solution zij ∈W 1,∞(0, T ; L∞(Ω; H1av(Y))) of the local problem
(2.1.17).
(b) If we have additionally ∂xjD1 ∈ C1([0, T ]; L∞(Ω × Y)), then the correctors satisfy
the higher regularity zij ∈W 1,∞(0, T ;W 1,∞(Ω; H1av(Y))).
Depending on the regularity of D1 and ∇u, we obtain the following regularity for U :
D1 ∈ L∞(Ω× Y) and ∇u ∈ L2(0, T ;H) : U ∈ L2(0, T ;X0)
∂tD1 ∈ L∞(Ω× Y) and ∇u ∈ C([0, T ];H) : U ∈ C([0, T ];X0)
∂xjD1 ∈ L∞(Ω× Y) and ∇u ∈ L2(0, T ;X) : U ∈ L2(0, T ; H1(Ω; H1av(Y))).
(2.1.23)
Proof of Lemma 2.1.5. Ad (a). Without loss of generality, we set m1 = 1. We seek
solutions zj : [0, T ]× Ω× Y → R of (2.1.17), for j = 1, . . . , d, namely
divy (D1[ej +∇yzj ]) = 0 in Y, (2.1.24)
where {ej}j denotes the canonical orthonormal basis in Rd. The diffusion tensor D1
defines a coercive and bounded bilinear form B on the Hilbert space L2(0, T ;X0) by setting
B(v, w) :=
∫ T
0
∫
Ω×Y D1∇yv : ∇yw dt dx dy. Hence the Lax–Milgram theorem yields for
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every j the existence of a unique zj ∈ L2(0, T ;X0) satisfying (2.1.24). Moreover, we
obtain zj ∈ L∞(0, T ; L∞(Ω; H1av(Y))) as follows: we integrate (2.1.24) over Y, test with
zj , and use vol(Y) = 1 such that
sup
(t,x)∈[0,T ]×Ω
‖z(t, x, ·)j‖H1av(Y) ≤
β
α
. (2.1.25)
We continue as in Proposition 1.1.3 by setting z˜j := ∂tzj and differentiating (2.1.24)
w.r.t. time, i.e. divy (∂tD1[ej +∇yzj ] + D1∇y z˜j) = 0. Using ∂tD1 ∈ C([0, T ]; L∞(Ω× Y)),
we obtain once more by Lax–Milgram’s theorem z˜j ∈ L2(0, T ;X0) and by (2.1.25) z˜j ∈
L∞(0, T ; L∞(Ω; H1av(Y))). Overall, we arrive at zj ∈W 1,∞(0, T ; L∞(Ω; H1av(Y))).
Ad (b). Proceeding as before, we differentiate (2.1.24) w.r.t. xi, for i = 1, . . . , d, and we
obtain a solution z ∈ L∞(0, T ;W 1,∞(Ω; H1av(Y))) due to ∂xiD1 ∈ C1([0, T ]; L∞(Ω×Y)). Fi-
nally, differentiating one more time w.r.t. time t yields z ∈W 1,∞(0, T ;W 1,∞(Ω; H1av(Y))).
To rigorously justify the formal differentiation w.r.t. xi, we can argue as in Step 1 in the
proof of Proposition 2.3.17.
2.1.4 Abstract strategy for proving strong two-scale convergence
To highlight the general approach to the proof of the strong two-scale convergence result
(2.1.15a), we consider the two abstract systems
vεt = Aεvε + F ε(vε) and Vt = AV + F(V ) (2.1.26)
in the Hilbert spaces X ⊂ H and X ⊂ H, respectively. The operators Aε and A are given
in terms of uniformly bounded and uniformly elliptic quadratic forms, namely
Bε(v, w) = 〈−Aεv, w〉 and B(V,W ) = 〈〈−AV,W 〉〉.
We consider an unfolding operator Tε : H → H which also satisfies Tε : X → X˜, where
X $ X˜ is a closed subspace. For the corresponding folding operators Fε : H → H and
Gε : X→ X , we assume that Tε′ = Fε and that Fε and Gε are comparable in the sense of
Proposition 1.2.9.
We want to show that the solution vε converges to V , i.e. W ε → 0 in H or wε → 0 in
H, where
W ε := Tε vε − V and wε := vε − GεV.
For the proof we resort to working with W ε instead of wε, since this gives the desired two-
scale convergence more directly. In particular, to establish this convergence for (W ε)ε, we
derive a Gronwall estimate
1
2
d
dt‖W
ε‖2 ≤ L‖W ε‖2 + ∆ε, (2.1.27)
where ‖ · ‖ stands for the norm in the Hilbert space H. From
1
2
d
dt‖W
ε‖2 = 〈〈W εt ,W ε 〉〉 = 〈〈(Tε vε)t,W ε 〉〉 − 〈〈Vt,W ε 〉〉 (2.1.28)
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we see that it is desirable to test the equations (2.1.26) with FεW ε and W ε, respectively.
However this is not possible as we do neither have FεW ε ∈ X nor W ε ∈ X. Indeed wε ∈ X
is an admissible test function for (2.1.26)1, but Tεwε /∈ X, due to Tε vε ∈ X˜ % X.
Observe that Bε : X ×X → R, whereas B : X×X→ R. To overcome this discrepancy in
the underlying spaces X and X, we replace Bε with a quadratic form Bε : X×X→ R with
the same properties as Bε and compensate their mismatch by an additional error term.
Thus, we obtain four different types of errors, namely
1. ∆ε1 for the folding mismatch between Fε V and GεV ,
2. ∆ε2 for the incompatibility of Tε vε ∈ X˜ % X,
3. ∆ε3 for the approximation error between B and Bε, and
4. ∆ε4 for the approximation error between F ε and F.
More precisely, we test (2.1.26)1 with wε = (vε − Fε V ) + (Fε V − GεV ), transform the
equation from X to X using Tε and Bε so that we obtain
〈〈(Tε vε)t,W ε 〉〉 = −Bε(Tε vε,W ε) + 〈〈Tε F ε(Tε vε),W ε 〉〉+ ∆ε1, (2.1.29)
where ∆ε1 := 〈〈(Tε vε)t,W ε 〉〉+ Bε(Tε vε,W ε)− 〈〈Tε F ε(Tε vε),W ε 〉〉
− 〈vεt , wε〉 − Bε(vε, wε) + 〈F ε(vε), wε〉.
We may additionally assume that B is well-defined on X˜ as well. However, testing (2.1.26)2
with W ε ∈ X˜ is not allowed, since equation (2.1.26)2 is valid in the subspace X, only.
Nevertheless, each of the expressions 〈〈 Vt,W ε 〉〉, B(V,W ε), 〈〈 F(V ),W ε 〉〉 is well-defined.
Therefore we test (2.1.26)2 with V only, include the missing terms containing Tε vε and
compensate them by the periodicity defect error term ∆ε2 via
〈〈Vt,W ε 〉〉 = −〈〈Vt, V 〉〉+ 〈〈Vt, Tε vε 〉〉 = B(V, V )− 〈〈F(V ), V 〉〉+ 〈〈Vt, Tε vε 〉〉
= −B(V,W ε) + 〈〈F(V ),W ε 〉〉 −∆ε2, (2.1.30)
where ∆ε2 := −〈〈Vt, Tε vε 〉〉 − B(V, Tε vε) + 〈〈F(V ), Tε vε 〉〉.
Since V is a weak solution in X, the error ∆ε2 would vanish, if Tε vε ∈ X, i.e. Tε vε would
be an admissible test function. In general this is not the case, but in analogy to the
Tε-property of recovered periodicity (1.2.13), we may assume that V = w- limε→0 Tε vε is
compatible with the space X, despite the fact that Tε vε /∈ X. Thus, we have limε→0 ∆ε2 = 0.
Inserting (2.1.29) and (2.1.30) into (2.1.28), we obtain
1
2
d
dt‖W
ε‖2 = −Bε(Tε vε,W ε) + B(V,W ε) + 〈〈Tε F ε(Tε vε),W ε 〉〉 − 〈〈F(V ),W ε 〉〉
+ ∆ε1 + ∆ε2
= −Bε(W ε,W ε) + 〈〈Tε F ε(Tε F ε)− Tε F ε(V ),W ε 〉〉+ ∆ε, (2.1.31)
where ∆ε := ∑4i=1 ∆εi collects also the approximation errors of the given data, viz.
∆ε3 := B(V,W ε)− Bε(V,W ε) and ∆ε4 := 〈〈Tε F ε(V ),W ε 〉〉 − 〈〈F(V ),W ε 〉〉.
Exploiting the uniform ellipticity of Bε and the global Lipschitz continuity of F ε, equa-
tion (2.1.31) yields the Gronwall estimate (2.1.27). The detailed derivation of the error
terms follows in Subsection 2.1.5.
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It is then left to show that the error ∆ε vanishes for ε→ 0. Together with the assumption
W ε(0)→ 0, one then obtains the desired result W ε(t)→ 0 for all t > 0. This is the second
part of the proof for Main Theorem I and it is carried out in Subsection 2.1.6.
2.1.5 Derivation of the error terms
This section is devoted to the derivation of the estimate (2.0.5.Est), which is crucial for
the proofs of the three main theorems of this chapter. Following the strategy outlined in
Subsection 2.1.4, we derive the Gronwall estimate (2.1.27) and precise the error terms.
Theorem 2.1.6 (Derivation of the error terms). Let the assumptions (2.1.9.Existε),
(2.1.9.Timeε), (2.1.12.Exist0), and (2.1.12.Time0) be satisfied. Further, let (uε, vε) and
(u, V ) denote the solutions of (2.0.1.Pε) and (2.0.2.P0), respectively. Then, there exists a
constant C ≥ 0 only depending on the Lipschitz constant L and T > 0 such that (2.0.5.Est)
holds, namely
max
0≤t≤T
{
‖ Tε vε(t)− V ex(t)‖2HRd + ‖u
ε(t)− u(t)‖2H
}
≤ C
{
‖ Tε vε0 − V ex0 ‖2HRd + ‖u
ε
0 − u0‖2H +
∫ T
0
∆vε(t) + ∆uε(t) dt
}
.
The error terms ∆wε = ∑5i=1 |∆wεi | with wε ∈ {vε, uε} decompose as follows: the folding
mismatch errors
∆uε1 :=
∫
Ω
(F ε1 (uε, vε)− uεt ) · (u− G0ε (u, U))
−Dε1∇uε :
{
Fε[∇u+∇yU ]ex −∇G0ε (u, U)
}
dx, (2.1.32)
∆vε1 :=
∫
Ω
(F ε2 (uε, vε)− vεt ) · (Fε V−G1ε V )
− εDε2∇vε :
[
Fε(∇yV )−ε∇(G1ε V )
]
dx; (2.1.33)
the periodicity defect errors
∆uε2 :=
∫
Ω
(Feff(u, V )− ut) · uε dx−
∫
Rd×Y
Dex1 [∇u+∇yU ]ex : Tε(∇uε) dx dy, (2.1.34)
∆vε2 :=
∫
Rd×Y
(Fex2 (uex, V ex)− V ext ) · Tε vε − Dex2 ∇yV ex : ∇y(Tε vε) dx dy; (2.1.35)
the approximations errors
∆uε3 :=
∫
Rd×Y
(Dex1 − TεDε1)[∇u+∇yU ]ex : {Tε(∇uε)− [∇u+∇yU ]ex} dx dy, (2.1.36)
∆vε3 :=
∫
Rd×Y
(Dex2 − TεDε2)∇yV ex : ∇y(Tε vε − V ex) dx dy, (2.1.37)
∆uε4 :=
∫
Ω
[F ε1 (u,Fε V ex)− Feff(u, V )] · (uε − u) dx, (2.1.38)
∆vε4 :=
∫
Rd×Y
[Tε F ε2 (uex, V ex)− Fex2 (uex, V ex)] · (Tε vε − V ex) dx dy; (2.1.39)
and the unfolding errors due to coupling
∆uε5 := L‖V ex − TεFε V ex‖2HRd and ∆
vε
5 := L‖ Tε u− uex‖2HRd . (2.1.40)
2.1 Two-scale homogenization with improved time-regularity 39
Remark 2.1.7. We point out that for the proof of Theorem 2.1.6, we do not rely on
the continuity in time of ∇vε and vεt . Indeed, we only need that vεt (t) and Vt(t) are L2-
integrable in space for almost all t ∈ [0, T ] to apply Tε to vεt .
Before entering the details of the proof, let us now sketch its main steps: We derive in
two separate parts of the proof the Gronwall-type estimates
d
dt‖uε − u‖2H ≤ C{‖uε − u‖2H + ‖ Tε vε − V ex‖2HRd + ∆
uε} (2.1.41)
as well as
d
dt‖ Tε vε − V ex‖2HRd ≤ C{‖ Tε v
ε − V ex‖2HRd + ‖u
ε − u‖2HRd + ∆
vε}, (2.1.42)
where both inequalities hold true for every time point t ∈ [0, T ]. Adding (2.1.41) and
(2.1.42) and applying Gronwall’s lemma gives (2.0.5.Est). Below, we explain in more detail
the derivation of (2.1.42); and (2.1.41) follows analogously. Therefore, let us consider
vεt = div(ε2Dε2∇vε) + F ε2 (uε, vε) in [0, T ]× Ω
vε(0) = vε0 in Ω,
(2.1.43)
denoting the vε-equations in (2.1.7.Pε)2. The limiting equations in (2.1.11.P0)2 read
Vt = divy(D2∇yV ) + F2(u, V ) in [0, T ]× Ω× Y
V (0) = V0 in Ω× Y.
(2.1.44)
The following Steps 1–3 are applied to (2.1.43)–(2.1.44) and, afterward, they are repeated
for the uε- respective u-equations in order to derive the Gronwall-type estimate (2.1.41).
Step 1: Reformulation of (2.1.43) and specification of the folding mismatch ∆vε1 . The
underlying domains of the ε-problem (2.1.43) and the effective one (2.1.44) are Ω
and Ω × Y. To subtract their weak formulations, as in (2.1.28)–(2.1.30), we unfold
the ε-problem to the common domain of integration Rd × Y by using the folding
and unfolding operators from Subsection 1.2.2 and 1.2.4. Inserting a suitable test
function, we arrive at the definition of the folding mismatch ∆vε1 as specified in
(2.1.29).
Step 2: Specification of the periodicity defect error ∆vε2 . We derive equation (2.1.30) and
the exact form of the error term ∆vε2 induced by the periodicity defect of Tε vε. The
error terms ∆vε1 and ∆v
ε
2 look in principle as in Subsection 2.1.4, but are a little
more involved owing to the precise definition of the folding and unfolding operators.
Step 3: Preparation of the Gronwall estimate and the approximation errors ∆vε3 –∆v
ε
5 . As
in (2.1.27) and (2.1.31), we subtract the reformulated weak formulations of (2.1.43)
and (2.1.44), derived in Step 2–3, and we precise the error terms ∆vε3 –∆v
ε
5 , which
contain the approximation errors Dε  D and F ε  F.
Step 4: Estimation via Gronwall’s lemma.
Proof of Theorem 2.1.6. We begin with deriving (2.1.42). For all t ∈ [0, T ], we set
W ε(t) := Tε vε(t)− V ex(t),
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where W ε ∈ C([0, T ]; X˜) ∩ C1([0, T ];HRd) with X˜ = L2(Rd; H1(Y )) according to Theorem
1.2.2(a) and improved time-regularity.
Step 1(a): Reformulation of (2.1.43) and specification of the folding mismatch ∆vε1 . Let
t ∈ [0, T ] be arbitrary but fixed and let all upcoming equations hold for all t ∈ [0, T ], if
not stated otherwise. The weak formulation of (2.1.43) reads∫
Ω
vεt · ϕdx =
∫
Ω
−Dε2ε∇vε : ε∇ϕ+ F ε2 (uε, vε) · ϕ dx for all ϕ ∈ Xε. (2.1.45)
Let V ∈ Wimp(0, T ;X) be the unique weak solution of (2.1.44) and we choose the test
function ϕε = vε−G1ε V ∈ Xε, see Definition 1.2.7 for G1ε . Using the identity Fε Tε = id|H
(Proposition 1.2.1) and adding ±Fε V resp. ±Fε(∇yV ), we obtain∫
Ω
vεt · Fε(Tε vε−V ) dx =
∫
Ω
−Dε2ε∇vε : Fε [Tε(ε∇vε)−∇yV ]
+F ε2 (uε, vε) · Fε(Tε vε−V ) dx+ ∆v
ε
1 (2.1.46)
with the folding mismatch error (2.1.33), viz.
∆vε1 :=
∫
Ω
(F ε2 (uε, vε)− vεt ) · (Fε V−G1ε V )− εDε2∇vε :
[
Fε(∇yV )−ε∇(G1ε V )
]
dx.
Since Tε is a linear and bounded operator, it commutes with differentiation, i.e. Tε(vεt ) =
(Tε vε)t. Exploiting the duality Fε′ = Tε, as well as Tε[Dε2ε∇vε] = TεDε2 Tε(ε∇vε),
Tε[F ε2 (uε, vε)] = Tε F ε2 (Tε uε, Tε vε) and Tε(ε∇vε) = ∇y(Tε vε) (cf. Theorem 1.2.2 and
(1.2.6)), we arrive at∫
Rd×Y
(Tε vε)t ·W ε dx dy =
∫
Rd×Y
−TεDε2∇y(Tε vε) : ∇yW ε + Tε F ε2 (Tε uε, Tε vε) ·W ε dx dy + ∆v
ε
1 . (2.1.47)
Hence, the reformulation of (2.1.43) is completed, and (2.1.29) is established with
Bε(V,W ) =
∫
Rd×Y
TεDε2∇yV : ∇yW dx dy.
Step 2(a): Specification of the periodicity defect error ∆vε2 . Next we consider the weak
formulation of the effective equations (2.1.44)∫
Ω×Y
Vt · Φ dx dy =
∫
Ω×Y
−D2∇yV : ∇yΦ + F2(u, V ) · Φ dx dy for all Φ ∈ X. (2.1.48)
We aim to derive (2.1.30), but we observe a discrepancy in the domains of integration in
(2.1.47) and (2.1.48). Therefore we reformulate (2.1.48) by extending all the functions by
0 outside of Ω, i.e.
∫
Rd×Y
V ext · Φ dx dy =
∫
Rd×Y
−Dex2 ∇yV ex : ∇yΦ + Fex2 (uex, V ex) · Φ dx dy
for all Φ ∈ L2(Rd; H1(Y)). (2.1.49)
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Here, the regularity uex ∈ L2(R) is sufficient, since Fex2 maps L2-functions to L2-functions.
Although Φ = Tε vε is not admissible in (2.1.49) because of the periodicity defect, each
integral expression in (2.1.49), considered on its own, is well-defined for Φ = Tε vε. Because
of this, we test (2.1.49) with Φ = V ex only and then add and subtract the missing terms
−V ext · Tε vε + D2∇yV ex : ∇y(Tε vε) − Fex2 (uex, V ex) · Tε vε at the cost of creating the
periodicity defect error ∆vε2 :
−
∫
Rd×Y
V ext ·W ε dx dy =
∫
Rd×Y
V ext · V ex dx dy −
∫
Rd×Y
V ext · Tε vε dx dy
=
∫
Rd×Y
−Dex2 ∇yV ex : ∇yV ex + Fex2 (uex, V ex) · V ex dx dy −
∫
Rd×Y
V ext · Tε vε dx dy
=
∫
Rd×Y
Dex2 ∇yV ex : ∇yW ε − Fex2 (uex, V ex) ·W ε dx dy + ∆v
ε
2 , (2.1.50)
where ∆vε2 is given by (2.1.35), viz.
∆vε2 :=
∫
Rd×Y
(Fex2 (uex, V ex)− V ext ) · Tε vε − Dex2 ∇yV ex : ∇y(Tε vε) dx dy.
Thus, (2.1.30) is established.
Step 3(a): Preparation of the Gronwall estimate and the approximation errors ∆vε3 –∆v
ε
5 .
In order to apply Gronwall’s lemma in Step 4, we now prepare the estimate (2.1.27). We
begin by adding (2.1.47) and (2.1.50), as suggested in (2.1.28) and (2.1.31),
1
2
d
dt‖W
ε‖2HRd =
∫
Rd×Y
W εt ·W ε dx dy =
∫
Rd×Y
(Tε vε)t ·W ε − V ext ·W ε dx dy
=
∫
Rd×Y
−TεDε2∇y(Tε vε) : ∇yW ε + Tε F ε(Tε vε) ·W ε dx dy + ∆v
ε
1
+
∫
Rd×Y
Dex2 ∇yV ex : ∇yW ε − Fex2 (uex, V ex) ·W ε dx dy + ∆v
ε
2 . (2.1.51)
Rewriting the gradient terms via
− TεDε2∇y(Tε vε) : ∇yW ε + Dex2 ∇yV ex : ∇yW ε
= −TεDε2∇yW ε : ∇yW ε + (Dex2 − TεDε2)∇yV ex : ∇yW ε, (2.1.52)
equation (2.1.51) takes the form
1
2
d
dt‖W
ε‖2HRd
=
∫
Rd×Y
−TεDε2∇yW ε : ∇yW ε +
[ Tε F ε2 (Tε uε, Tε vε)− Fex2 (uex, V ex)] ·W ε dx dy
+ ∆vε1 + ∆v
ε
2 + ∆v
ε
3 , (2.1.53)
where ∆vε3 :=
∫
Rd×Y
(Dex2 − TεDε2)∇yV ex : ∇yW ε dx dy.
Analogously we rearrange the reaction terms in (2.1.53) via
Tε F ε2 (Tε uε, Tε vε)− Fex2 (uex, V ex)
= [Tε F ε2 (Tε uε, Tε vε)− Tε F ε2 (uex, V ex)] + [Tε F ε2 (uex, V ex)− Fex2 (uex, V ex)] (2.1.54)
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and we define the approximation error ∆vε4 via
∆vε4 :=
∫
Rd×Y
[Tε F ε2 (uex, V ex)− Fex2 (uex, V ex)] ·W ε dx dy and ∆v
ε
∗ :=
4∑
i=1
∆vεi .
Note, ∆ε(t) depends on the time variable t via the given data and solutions. Applying the
reformulation (2.1.54), the ellipticity of Dε2, and the global Lipschitz continuity of F ε2 to
(2.1.53) yields
1
2
d
dt‖W
ε‖2HRd
=
∫
Rd×Y
−TεDε2∇yW ε:∇yW ε + [Tε F ε2 (Tε uε, Tε vε)−Tε F ε2 (uex, V ex)] ·W ε dx dy + ∆v
ε
∗
≤ −α‖∇yW ε‖2HRd + L
{
‖W ε‖HRd + ‖ Tε uε−uex‖HRd
}
‖W ε‖HRd + ∆v
ε
∗ . (2.1.55)
It holds TεDε2(t, x, y)ξ : ξ ≥ α|ξ|2 for all ξ ∈ Rm2×d and all (t, x, y) ∈ [0, T ] × [Ω × Y]ε,
where supp(Tε vε) ⊂ [Ω× Y]ε. Inserting ±Tε u and applying once more the triangle and
Young’s inequality in (2.1.55) as well as setting
∆vε5 := L‖ Tε u− uex‖2HRd and ∆
vε :=
5∑
i=1
∣∣∣∆vεi ∣∣∣ ,
we arrive at (2.1.27), viz.
1
2
d
dt‖W
ε‖2HRd ≤
3
2L
{
‖W ε‖2HRd + ‖u
ε − u‖2H
}
+ ∆vε . (2.1.56)
Hence, the estimate (2.1.42) is established. In what follows, we repeat Step 1–3 for the
uε- respective u-equations and derive (2.1.41).
Step 1(b). We test the uε-equations in (2.1.7)1∫
Ω
uεt · ψ dx =
∫
Ω
−Dε1∇uε : ∇ψ + F ε1 (uε, vε) · ψ dx for all ψ ∈ X (2.1.57)
with ψ = uε − G0ε (u, U), where u ∈ Wimp(0, T ;X) solves the effective equations in
(2.1.11.P0)1 and U ∈ C([0, T ];X0) is the unique corrector according to (2.1.20) and
(2.1.23). Moreover, inserting the terms ±u resp. ±Fε[∇u+∇yU ]ex and rearranging gives∫
Ω
uεt · (uε − u) dx =
∫
Ω
−Dε1∇uε : {∇uε −Fε[∇u+∇yU ]ex}
+ F ε1 (uε, vε) · (uε − u) dx+ ∆u
ε
1 ,
where ∆uε1 :=
∫
Ω
(F ε1 (uε, vε)− uεt ) · (u− G0ε (u, U))
−Dε1∇uε : {Fε[∇u+∇yU ]ex −∇G0ε (u, U)}dx.
Using the duality of Tε and Fε as well as Fε Tε = id|H , we have∫
Ω
uεt · (uε − u) dx =
∫
Rd×Y
−TεDε1 Tε(∇uε) : {Tε(∇uε)− [∇u+∇yU ]ex} dx dy
+
∫
Ω
F ε1 (uε, vε) · (uε − u) dx+ ∆u
ε
1 . (2.1.58)
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Step 2(b). We reformulate the u-equations in (2.1.11.P0)1 using the two-scale representa-
tion for Deff , see (2.1.19),∫
Ω
ut · ψ dx =
∫
Ω×Y
−D1[∇u+∇yU ] : [∇ψ +∇yΨ] dx dy +
∫
Ω
Feff(u, V ) · ψ dx
for all (ψ,Ψ) ∈ X × X0 (2.1.59)
by testing with the solution itself (ψ,Ψ) = (u, U). Introducing the terms ±uε and
±Tε(∇uε), extending the two-scale space Ω× Y to Rd × Y, and rearranging gives∫
Ω
ut · (u− uε) dx =
∫
Rd×Y
−Dex1 [∇u+∇yU ]ex : {[∇u+∇yU ]ex − Tε(∇uε)} dx dy
+
∫
Ω
Feff(u, V ) · (u− uε) dx+ ∆uε2 , (2.1.60)
where ∆uε2 :=
∫
Ω
(Feff(u, V )− ut) · uε dx−
∫
Rd×Y
Dex1 [∇u+∇yU ]ex : Tε(∇uε) dx dy.
Recall that the two-scale function ∇u+∇yU is square-integrable w.r.t. x ∈ Ω and hence
can be extended with 0 on Rd\Ω without loss of regularity.
Step 3(b). We add (2.1.58) and (2.1.60) and we rearrange as in (2.1.52) and (2.1.54) so
that we arrive at
1
2
d
dt‖u
ε − u‖2H =
∫
Ω
(uε − u)t · (uε − u) dx
=
∫
Rd×Y
−TεDε1{Tε(∇uε)− [∇u+∇yU ]ex} : {Tε(∇uε)− [∇u+∇yU ]ex} dx dy
+
∫
Ω
[F ε1 (uε, vε)− F ε1 (u,Fε V ex)] · (uε − u) dx+ ∆u
ε
∗ , (2.1.61)
where ∆uε∗ :=
∑4
i=1 ∆u
ε
i with
∆uε3 :=
∫
Rd×Y
(Dex1 − TεDε1)[∇u+∇yU ]ex : {Tε(∇uε)− [∇u+∇yU ]ex} dx dy,
∆uε4 :=
∫
Ω
[F ε1 (u,Fε V ex)− Feff(u, V )] · (uε − u) dx.
Exploiting the ellipticity of TεDε1 and the Lipschitz continuity of F ε1 in (2.1.61), we obtain
1
2
d
dt‖uε − u‖2H
≤ −α‖ Tε(∇uε)− [∇u+∇yU ]ex‖2HRd
+ L{‖uε − u‖H + ‖vε −Fε V ex‖H}‖uε − u‖H + ∆uε∗ (2.1.62)
≤ 32L{‖uε − u‖2H + ‖ Tε vε − V ex‖2HRd}+ ∆
uε ,
where ∆uε5 := L‖V ex − TεFε V ex‖2HRd and ∆
uε =
5∑
i=1
∣∣∣∆uεi ∣∣∣ .
Here, we used for the second estimate in (2.1.62) that ‖vε − Fε V ex‖H = ‖ Tε vε −
TεFε V ex‖HRd ≤ ‖Tε vε − V ex‖HRd + ‖V ex − TεFε V ex‖HRd . Hence, the Gronwall-type
estimate (2.1.41) is established.
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Step 4: Estimation via Gronwall’s lemma. Adding (2.1.41) and (2.1.42) and integrating
over [0, t] for 0 < t ≤ T gives
‖ Tε vε(t)− V ex(t)‖2HRd + ‖u
ε(t)− u(t)‖2H
≤ C
{
‖ Tε vε(0)− V ex(0)‖2HRd + ‖u
ε(0)− u(0)‖2H
+
∫ t
0
‖ Tε vε(s)− V ex(s)‖2HRd + ‖u
ε(s)− u(s)‖2H + ∆v
ε(s) + ∆uε(s) ds
}
,
where the constant C ≥ 0 is a multiple of L. We point out that solutions are even without
improved time-regularity continuous in time with values in H respective H and the error
terms are by construction nonnegative and integrable on [0, T ]. Hence, the application of
Gronwall’s lemma yields for all t ∈ [0, T ]
‖ Tε vε(t)− V ex(t)‖2HRd + ‖u
ε(t)− u(t)‖2H
≤ eCT
{
‖ Tε vε(0)− V ex(0)‖2HRd + ‖u
ε(0)− u(0)‖2H +
∫ t
0
∆vε(s) + ∆uε(s) ds
}
. (2.1.63)
Taking the maximum over all t ∈ [0, T ] finishes the proof of (2.0.5.Est).
2.1.6 Control of the error terms and proof of Main Theorem I
In this subsection, we carry out the proof of Theorem 2.1.1 based on estimate (2.0.5.Est),
which is derived in Theorem 2.1.6, cf. (2.1.63) above. Let the assumptions of Theorem
2.1.1 hold and let (uε, vε) and (u, V ) denote the solutions of (2.1.7.Pε) and (2.1.11.P0), re-
spectively. We prove in the following the convergences (2.1.15a)–(2.1.15d) of the sequence
(uε, vε)ε to (u, V ), repeated below:
uniformly for all t ∈ [0, T ] : vε(t) 2s−→V (t) in H,
i.e. max0≤t≤T ‖ Tε vε(t)− V ex(t)‖HRd → 0,
(a)
pointwise for all t ∈ [0, T ] : ε∇vε(t) 2s−→∇yV (t) in H
and ε∇vε 2s−→∇yV in L2(0, T ;H),
(b)
vεt
2w−−⇀Vt in L2(0, T ;H), (c)
uε ⇀ u in L2(0, T ;X) and uεt ⇀ ut in L2(0, T ;X∗),
moreover, there exists a function U ∈ L2(0, T ;X0) such that
pointwise for all t ∈ [0, T ] : ∇uε(t) 2s−→∇u(t) +∇yU(t) in H.
(d)
The proof of Theorem 2.1.1 is structured as follows.
Step 1: Extraction of weakly convergent subsequences. The a priori bounds (2.1.10) allow
us to extract a weakly converging subsequence of (uε, vε)ε. In particular, we obtain
for (vε)ε a limit function V˜ . At this point we exploit the improved time-regularity
of the sequence (vε)ε; we apply Arze`la–Ascoli’s theorem in order to obtain one
subsequence such that for all times vε 2w−−⇀V˜ . By improving the convergence from
weak to strong in the subsequent steps, we are able to show that V˜ equals the unique
solution V of (2.1.11.P0)2 and to conclude the convergence of the whole sequence.
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Step 2 + 3: Controlling the error terms ∆wε with wε ∈ {uε, vε}. To show that the right-
hand side in (2.0.5.Est) vanishes as ε → 0, we provide an ε-independent and inte-
grable majorant for each ∆wεi : [0, T ]→ [0,∞) and we show further limε→0 ∆w
ε
i (t) =
0 pointwise for all t ∈ [0, T ] as ε→ 0. In particular, we obtain
lim
ε→0
∫ T
0
∆vε(t) + ∆uε(t) dt = 0 (2.1.65)
and the strong two-scale convergence (2.1.15a) follows using the convergence of the
initial values, see (2.1.14.Conv).
Step 4: Derivation of the remaining convergences (2.1.15b)–(2.1.15d).
Proof of Theorem 2.1.1. Step 1: Extraction of weakly convergent subsequences. Let
(uε, vε) be the weak solution of (2.1.7.Pε) satisfying the uniform bounds (2.1.10). Applying
Banach’s selection principle yields the existence of a subsequence ε′ of ε and a limit function
u ∈Wimp0, T ;X) such that uε′ ⇀ u in H1(0, T ;X) and uε′t ⇀ ut in H1(0, T ;X∗) hold true.
Moreover, Theorem 1.2.5(c) yields U ∈ L2(0, T ;X0) such that ∇uε′ 2w−−⇀∇u + ∇yU in
L2(0, T ;H).
In particular, ‖uε‖H1(0,T ;X) ≤ Cb and H1(0, T ;X) is continuously embedded into the
Ho¨lder space C1/2([0, T ];X). Using X ⊂ H compact, the Arze`la–Ascoli theorem yields
∀ t ∈ [0, T ] : uε′(t)→ u(t) in H. (2.1.66)
As mentioned before, the strong convergence of uε is immediate. Nevertheless, we do all
calculations that we do for vε for uε as well in order to show ∇uε 2s−→∇u+∇yU .
The uniform bound (2.1.10) implies ‖vε‖H1(0,T ;H) + ‖ε∇vε‖H1(0,T ;H) ≤ Cb. On the one
hand, Theorem 1.2.5(b) yields for all t ∈ [0, T ] the existence of a subsequence ε′(t) of ε and
a limit V˜ (t) ∈ X such that vε′(t)(t) 2w−−⇀V˜ (t) and ε′∇vε′(t)(t) 2w−−⇀∇yV˜ (t) in H. On the other
hand, we have ‖ Tε vε‖H1(0,T ;X˜) ≤ Cb, where we use the abbreviation X˜ := L2(Rd; H1(Y ))
and set for all t ∈ [0, T ]
zε(t) :=
( Tε vε(t),Φ(t))X˜ for arbitrary Φ ∈ C∞([0, T ]; X˜).
We observe that zε : [0, T ] → R is uniformly bounded in C1/2([0, T ];R) w.r.t. all ε > 0.
Hence, we can apply the Arzela`–Ascoli theorem so that we find a subsequence ε′ of ε
and a limit z ∈ C([0, T ];R) such that ∀ t ∈ [0, T ] : zε′(t) → z(t). Overall, we obtain
V˜ ∈ C([0, T ];X) such that
∀ t ∈ [0, T ] : vε′(t) 2w−−⇀V˜ (t) and ε′∇vε′(t) 2w−−⇀∇yV˜ (t) in H. (2.1.67)
For the subsequent steps we resort to working with the above extracted subsequence,
labeling it by ε again for notational simplicity.
Step 2: Controlling ∆vε. For the folding mismatch error ∆vε1 , we apply Ho¨lder’s in-
equality, the growth conditions (1.1.5) and (1.1.8) on Dε2 and F ε2 , respectively, and the
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uniform boundedness (2.1.10) of the solutions (uε, vε) so that we arrive at
|∆vε1 (t)| =
∣∣∣∣ ∫Ω[F ε2 (t, uε(t), vε(t))− vεt (t)] · (Fε V (t)−G1ε V (t))
−Dε2(t)ε∇vε(t) : (Fε[∇yV (t)]−ε∇[G1ε V (t)]) dx
∣∣∣∣
≤ C(Cb, C1, β)
(
‖Fε V (t)−G1ε V (t)‖H + ‖Fε[∇yV (t)]−ε∇[G1ε V (t)]‖H
)
.
By the a priori boundedness of the limit solutions (2.1.13), we find the uniform L∞–
majorant |∆vε1 (t)| ≤ C(Cb, C1, β). Moreover, Proposition 1.2.9 (comparison of Fε and G1ε )
guarantees the pointwise convergence ∆vε1 (t)
ε→0−−−→ 0 for all t.
For the periodicity defect error ∆vε2 the uniform bounds (2.1.10) and (2.1.13) as well as
the growth conditions on the given data provide an L∞–majorant, whereas the pointwise
convergence follows form the Tε-property of recovered periodicity (1.2.13), since V˜ (t) ∈ X
obtained in (2.1.67) is an admissible test function for the V -problem. Indeed, we have
∆vε2 (t) =
∫
Rd×Y
−Dex2 (t)∇yV ex(t) : ∇y(Tε vε(t))
+ [Fex2 (t, uex(t), V ex(t))− V ext (t)] · Tε vε(t) dx dy
ε→0−−−→
∫
Rd×Y
−Dex2 (t)∇yV ex(t) : ∇yV˜ ex(t)
+ [Fex2 (t, uex(t), V ex(t))− V ext (t)] · V˜ ex(t) dx dy = 0,
since V solves (2.1.11.P0)2, see (2.1.48) for the weak formulation.
With the same arguments, we obtain L∞-majorants depending on Cb, C1, β for the
approximation errors ∆vε3 and ∆v
ε
4 . Moreover, Lemma 1.2.6(a&b) and the assumptions in
(2.1.14.Conv) on the convergence of the given data yield for all t ∈ [0, T ]
|∆vε3 (t)| =
∣∣∣∣∫
Rd×Y
(Dex2 (t)− TεDε2(t))∇yV ex(t) : ∇y(Tε vε(t)− V ex(t)) dx dy
∣∣∣∣
≤ 2Cb‖(Dex2 (t)− TεDε2(t))∇yV ex(t)‖HRd
ε→0−−−→ 0
as well as
|∆vε4 (t)|
=
∣∣∣∣∫
Rd×Y
[Tε F ε2 (t, uex(t), V ex(t))− Fex2 (t, uex(t), V ex(t))] · (Tε vε(t)− V ex(t)) dx dy
∣∣∣∣
≤ 2Cb‖ Tε F ε2 (t, uex(t), V ex(t))− Fex2 (t, uex(t), V ex(t))‖HRd
ε→0−−−→ 0.
Finally, ∆vε5 (t) = L‖ Tε u(t)−uex(t)‖2HRd → 0 follows from Proposition 1.2.4(d).
Step 3: Controlling ∆uε. We proceed as in Step 2. The first error term is bounded thanks
to the growth condition on the given data (1.1.5) and (1.1.8) as well as the uniform bounds
(2.1.10) and (2.1.13), i.e. |∆uε1 (t)| ≤ C(Cb, C1, β), and, thus, we obtain with Proposition
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1.2.9 for ε→ 0
|∆uε1 (t)|
≤ C(Cb, C1, β)
(
‖u(t)− G0ε (u, U)(t)‖H + ‖∇G0ε (u, U)(t)−Fε[∇u(t) +∇yU(t)]ex‖H
)
→ 0.
In the same manner, the second error is bounded by |∆uε2 (t)| ≤ C(Cb, C1, β). By the weak
a priori convergence ∇uε 2w−−⇀∇u + ∇yU in L2(0, T ;H), we obtain in the limit ε → 0 an
admissible pair of test functions (u, U) for equation (2.1.59) and hence for all t ∈ [0, T ]:
∆uε2 (t) =
∫
Ω
(Feff(t, u(t), V (t))− ut(t)) · uε(t) dx
−
∫
Rd×Y
Dex1 (t)[∇u(t) +∇yU(t)]ex : Tε(∇uε(t)) dx dy → 0.
The third error in (2.1.36) is bounded, too, and it vanishes for ε → 0 by applying
(2.1.14.Conv) and Lemma 1.2.6
|∆uε3 (t)| ≤ 2Cb‖(Dex1 (t)− TεDε1(t))[∇u+∇yU ]ex‖HRd → 0.
Similarly, the last error terms in (2.1.38)–(2.1.40) are bounded and they vanish thanks to
uε → u in (2.1.66), the Lipschitz continuity of F ε1 , and Proposition 1.2.4(c)
|∆uε4 (t)| ≤ C(Cb, C1)‖uε(t)− u(t)‖H → 0,
|∆uε5 (t)| = L‖V ex(t)− TεFε V ex(t)‖2HRd → 0.
In Step 2–3, we have shown that ∆wε(t) ε→0−−−→ 0 pointwise for all t ∈ [0, T ] with
wε ∈ {uε, vε}. In particular, all error terms |∆wε(t)| ≤ C(C1, β, Cb) are bounded by the
assumptions on the data and the uniform boundedness of the solutions. Hence, Lebesgue’s
dominated convergence theorem yields
∫ T
0 ∆v
ε(t) + ∆uε(t) dt ε→0−−−→ 0. Moreover, the con-
vergence of the initial values vε0
2s−→V0 and uε0 → u0 by (2.1.14.Conv) yields the limit in
(2.0.5.Est):
max
t∈[0,T ]
{
‖ Tε vε(t)− V ex(t)‖HRd + ‖uε(t)− u(t)‖H
}
ε→0−−−→ 0.
In particular, we obtain the strong two-scale convergence of the subsequence extracted in
(2.1.67). With the usual arguments, by considering another, different subsequence and
since (u, V ) is the unique weak solution of (2.1.11.P0), we conclude that vε(t) 2s−→V (t) in
H uniformly for all t ∈ [0, T ], even for the whole sequence. Hence, (2.1.15a) is proved.
Step 4: Proof of the remaining two-scale convergences. Recalling W ε(t) := Tε vε(t) −
V ex(t), we obtain from (2.1.55) for all t ∈ [0, T ]
α‖∇yW ε‖2HRd ≤
∫
Rd×Y
TεDε2∇yW ε : ∇yW ε dx dy
≤
∫
Rd×Y
−W εt ·W ε + [Tε F ε2 (Tε uε, Tε vε)− Tε F ε2 (uex, V ex)] ·W ε dx dy + ∆v
ε
≤ 2Cb‖W ε‖HRd + L
(
‖ Tε uε − uex‖H + ‖W ε‖HRd
)
‖W ε‖HRd + ∆v
ε → 0, (2.1.68)
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where we have used ‖W εt ‖HRd ≤ ‖vεt ‖H + ‖Vt‖H ≤ 2Cb, (2.1.15a), Proposition 1.2.4(d),
and ∆vε → 0 pointwise for all t ∈ [0, T ]. Integrating (2.1.68) over (0, T ) yields ∇yW ε → 0
strongly in L2(0, T ;HRd) and hence (2.1.15b). Analogously, we rearrange equation (2.1.62)
and obtain
α‖ Tε(∇uε)− [∇u+∇yU ]ex‖2HRd
≤ 32L
{
‖uε − u‖2H + ‖ Tε vε − V ex‖2HRd
}
+ ∆uε − 12 ddt‖uε − u‖2H → 0. (2.1.69)
Here, we used 12
d
dt‖uε − u‖2H =
∫
Ω(uε−u)t · (uε−u) dx ≤ 2Cb‖uε−u‖H → 0. Again,
integrating (2.1.69) over (0, T ) gives Tε(∇uε)→ ∇u+∇yU strongly in L2(0, T ;HRd) and
hence (2.1.15d). The remaining convergences in (2.1.15d) follow from Step 1.
Finally, we prove vεt
2w−−⇀Vt in H = L2(0, T ;H). By the a priori bound (2.1.10) we
know that (Tε vε)t is bounded in the Hilbert space H, and hence has a weakly convergent
subsequence with limit U . Choosing Φ ∈ C∞([0, T ];H), the definition of the weak time
derivative gives
(U,Φ)H ε→0←−−− (Tε(vεt ),Φ)H = ((Tε vε)t,Φ)H = −(Tε vε,Φt)H ε→0−−−→ −(V,Φt)H = (Vt,Φ)H.
Since Φ was arbitrary we conclude U = Vt and (2.1.15c) is established. Thus, the proof of
Theorem 2.1.1 is complete.
2.2 Two-scale homogenization without improved time-regularity
In this section, we are going to relax the additional assumptions on the initial values,
which guarantee improved time-regularity of the solutions for all times. In Theorem 2.2.1
below, we derive in principle the same homogenization result as in Theorem 2.1.1 without
assuming (2.1.9.Timeε) and (2.1.12.Time0).
Theorem 2.2.1 (Main Theorem II). Let the assumptions (2.1.9.Existε), (2.1.12.Exist0),
and (2.1.14.Conv) be satisfied. The sequence of solutions (uε, vε)ε of (2.0.1.Pε) converges
to the solution (u, V ) of (2.0.2.P0) in the following sense:
uniformly for all t ∈ [0, T ] : vε(t) 2s−→V (t) in H,
i.e. max0≤t≤T ‖ Tε vε(t)− V ex(t)‖HRd → 0,
(2.2.1a)
ε∇vε 2s−→∇yV in L2(0, T ;H), (2.2.1b)
uε ⇀ u in L2(0, T ;X) and uεt ⇀ ut in L2(0, T ;X∗),
moreover, there exists a function U ∈ L2(Ω;X0) such that
∇uε 2s−→∇u+∇yU in L2(0, T ;H).
(2.2.1c)
Due to the unimproved regularity of the solutions, we do not prove pointwise in time
convergence of the gradients. Moreover, we cannot make any statement about the weak
two-scale convergence of vεt because the periodic unfolding operator Tε is only well-defined
for L1-functions.
The idea of the proof of Main Theorem II is to approximate general L2-initial values
with a sequence of regularized initial values satisfying (2.1.9.Timeε) and (2.1.12.Time0).
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Therefore, we study in Subsection 2.2.1 abstract reaction-diffusion systems and define a
regularization operator Rδ for initial values such that the associated regularized solutions
are of improved time-regularity and converge strongly in L2(0, T ;X) to the original solu-
tion. In Subsection 2.2.2, we adjust the regularization to our multiscale problem (2.0.1.Pε).
Finally, we give the proof of Theorem 2.2.1 in Subsection 2.2.3. We complete this section
with a discussion on the satisfiability of the assumptions for Main Theorem I and II in
Subsection 2.2.4.
2.2.1 Regularization of general systems
In this subsection, we consider arbitrary Hilbert spaces X ⊂ H as in Section 1.1. Inde-
pendently of ε > 0, we consider the following general reaction-diffusion system
ut = Au+ F (u) in [0, T ]× Ω,
u(0) = u(δ)0 in Ω.
(2.2.2.Pδ)
We recall A(t, x)u = div(D(t, x)∇u) provided with homogeneous Neumann boundary
conditions, i.e. (D∇u) · ν = 0 on [0, T ] × ∂Ω. Moreover, we assume D ∈ M(Ω) and
F ∈ F(Ω) so that solutions exist (according to Theorem 1.1.2).
For given u0 ∈ H, we call a solution u ∈ W (0, T ;X) of (2.2.2.Pδ) with u(0) = u0
general solution. And for more regular initial values uδ0 ∈ H with A(0)uδ0 ∈ H, we
call the associated solution uδ ∈ Wimp(0, T ;X) of (2.2.2.Pδ) regularized solution, i.e. uδ
is of improved time-regularity by Proposition 1.1.3. In the following, we construct a
regularization operator Rδ via standard elliptic regularization.
Definition 2.2.2. For δ > 0, the operator Rδ : H → Xδ maps u ∈ H to uδ := Rδ u ∈ X,
where uδ is the unique solution of the elliptic problem
uδ − div(δ2D(0)∇uδ) = u in Ω, (D(0)∇uδ) · ν = 0 on ∂Ω. (2.2.3)
Here, the space Xδ is defined as Xε in (1.2.14). By construction, we obtain
for all δ > 0 and u ∈ H : A(0)(Rδu) ∈ H. (2.2.4)
The weak formulation of (2.2.3) reads∫
Ω
(uδ − u) · ϕ+D(0)δ∇uδ : δ∇ϕdx = 0 for all ϕ ∈ X. (2.2.5)
Testing (2.2.5) with ϕ = uδ yields the uniform bound
‖Rδ u‖Xδ := ‖uδ‖H + δ‖∇uδ‖H ≤ Cα‖u‖H with Cα := 1min{1,α} , (2.2.6)
where α > 0 is the lower bound for the ellipticity of D.
In the following two lemmata, we show that Rδu0 recovers any given initial value u0
strongly, i.e. ‖Rδu0 − u0‖H → 0 and, moreover, that the associated regularized solution
uδ converges to the general solution u.
Lemma 2.2.3. For the regularization operator Rδ as in Definition (2.2.2), we have
for all u ∈ H : Rδ u→ u in H. (2.2.7)
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Proof. For arbitrary u ∈ H, we set uδ := Rδ u. From the boundedness (2.2.6), we obtain
the existence of limit functions w, z ∈ H and a subsequence δ′ of δ so that uδ′ ⇀ w and
δ′∇uδ′ ⇀ z in H. For arbitrary ϕ ∈ X fixed, it holds δ∇ϕ → 0 in H, and therefore,
passing to the limit δ → 0 in (2.2.5) yields ∫Ω(w−u) · ϕ+D(0)z : 0 dx = 0 for all ϕ ∈ X.
The fundamental lemma in the calculus of variations implies w = u a.e. in Ω.
Choosing another subsequence with uδ′′ ⇀ w∗ and δ′′∇uδ′′ ⇀ z∗ in H and passing again
to the limit δ → 0 in (2.2.5) gives w∗ = u a.e. in Ω. Thus the whole sequence converges,
i.e. uδ ⇀ u in H.
Since H is reflexive, it remains to show ‖uδ‖H → ‖u‖H and the strong convergence
follows immediately. On the one hand, the weak lower semicontinuity of the norm gives
lim infδ→0 ‖uδ‖2H ≥ ‖u‖2H . On the other hand, the ellipticity of D yields
lim
δ→0
‖uδ‖2H = lim
δ→0
∫
Ω
u · uδ −D(0)δ∇uδ : δ∇uδ︸ ︷︷ ︸
≤−α|δ∇uδ|2≤0
dx ≤ lim
δ→0
∫
Ω
u · uδ dx = ‖u‖2H .
Combining the lower and upper estimate gives the desired strong convergence.
Lemma 2.2.4. For given u0 ∈ H, let u denote the general solution of (2.2.2.Pδ) with
u(0) = u0 and let uδ denote the associated regularized solution with uδ(0) = Rδ u0. Then,
there exists a constant C ≥ 0 only depending on the parameters α,L, and T such that
‖uδ−u‖C([0,T ];H) + ‖∇uδ−∇u‖L2(0,T ;H) ≤ C‖Rδ u0 − u0‖H .
Proof. Taking the difference of the weak formulations of ut = Au + F (u) and uδt =
Auδ + F (uδ) as well as testing with ϕ = uδ−u, we obtain for all t ∈ [0, T ]
1
2
d
dt‖u
δ−u‖2H =
∫
Ω
−D∇(uδ−u) : ∇(uδ − u) + [F (uδ)− F (u)] · (uδ−u) dx
≤ −α‖∇(uδ − u)‖2H + L‖uδ−u‖2H . (2.2.8)
Applying Gronwall’s lemma yields ‖uδ(t)−u(t)‖2H ≤ e2LT ‖Rδ u0−u0‖2H for all t ∈ [0, T ]
and hence ‖uδ−u‖C([0,T ];H) ≤ C‖Rδ u0 − u0‖H . Rearranging (2.2.8) and integrating over
[0, T ] gives α‖∇(uδ−u)‖L2(0,T ;H) ≤ C‖uδ−u‖C([0,T ];H), which finishes the proof.
2.2.2 Regularization and homogenization of the coupled system
Based on the observations in the previous subsection, we combine the homogenization
result stated in Theorem 2.1.1 and the regularization of L2-initial values. Therefore, let
the spaces X ⊂ H and X ⊂ H be as in (2.0.6). As in Subsection 2.1.2, we write the
coupled system (2.0.1.Pε) for wε = (uε, vε) shortly in the abstract form
wεt = Aεwε + F ε(wε) in Ω with wε(0) = wε0, (2.2.9.Pε,0)
where Aεw = div(Dε∇w) provided with homogeneous Neumann boundary conditions and
Dε =
(
Dε1 0
0 ε2Dε2
)
and F ε(w) =
(
F ε1 (u, v)
F ε2 (u, v)
)
.
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Let the assumptions (2.1.9.Existε) and (2.1.12.Exist0) hold true throughout this chapter.
Since wε0 = (uε0, vε0) ∈ H only, we obtain according to Theorem 1.1.2 the existence of a
general solution wε ∈W (0, T ;X). Due to the unimproved regularity of the solution wε, we
cannot apply Theorem 2.1.1 directly. Therefore, we construct a suitably regularized initial
value wε,δ0 so that the assumptions (2.1.9.Timeε) for improved time-regularity (Proposition
1.1.3) are satisfied. Such a regularized solution wε,δ ∈Wimp(0, T ;X) solves the system
wε,δt = Aεwε,δ + F ε(wε,δ) in Ω with wε,δ(0) = wε,δ0 . (2.2.9.Pε,δ)
In order to pass to the limit ε → 0 in (2.2.9.Pε,0) respective (2.2.9.Pε,δ), we further
assume (2.1.14.Conv). Intuitively, we choose wε,δ0 := (Rδ uε0,Rδ vε0) as in Definition 2.2.2
and obtain the strong convergences
Rδ uε0 −−→
δ→0
uε0 −−→
ε→0 u0 respective Rδ v
ε
0 −−→
δ→0
vε0
2s−−→
ε→0 V0 (2.2.11)
by the application of Lemma 2.2.3 and the assumptions uε0 → u0 respective vε0 2s−→V0,
successively. Here, W0 = (u0, V0) denotes the initial value for the general solution W =
(u, V ) of the limit problem
Wt = AW + F(W ) in Ω× Y with W (0) = W0, (2.2.12.P0,0)
where u ∈W (0, T ;X) and V ∈W (0, T ;X). We recall
AW =
(
div(Deff∇u)
divy(D2∇yV )
)
and F(W ) =
(
Feff(u, V )
F2(u, V )
)
.
Returning to (2.2.11), we observe that assumption (2.1.9.Timeε) fails in general, i.e.
Aε(0)wε,δ0 /∈ H, since D 6= Dεi . Therefore, we have to adjust the operator Rδ to the
ε-microstructure of problem (2.2.9.Pε,0). Moreover, we need that the convergences in
(2.2.11) commute in the sense that letting first ε→ 0 and afterward δ → 0 gives the same
limit. In the following, we construct regularization operators R˜δ,Rδ∗ such that
R˜δwε0
!−−→
ε→0 Rδ
∗W0 −−→
δ→0
W0 with Aε(0)(R˜δwε0)
!∈ H and A(0)(Rδ∗W0)
!∈ H. (2.2.13)
Identifying Rδ∗W0 with W δ0 , we denote with W δ = (uδ, V δ), where uδ ∈ Wimp(0, T ;X)
and V δ ∈Wimp(0, T ;X), the associated regularized solution of W , i.e.
W δt = AW δ + F(W δ) in Ω× Y with W δ(0) = W δ0 . (2.2.14.P0,δ)
What is a meaningful choice for R˜δ and Rδ∗ in (2.2.13)? Based on Definition 2.2.2, we
define for ε, δ > 0 the following regularization operators
R0ε,δ : H → Xδ; u 7→ uε,δ with uε,δ − div(δ2Dε1(0)∇uε,δ) = u in Ω; (2.2.15a)
R1ε,δ : H → Xεδ; v 7→ vε,δ with vε,δ − div(δ2ε2Dε2(0)∇vε,δ) = v in Ω; (2.2.15b)
Rδ : H → Xδ; u 7→ uδ with uδ − div(δ2Deff(0)∇uδ) = u in Ω; (2.2.15c)
Rδ : H→ Xδ; V 7→ V δ with V δ − div(δ2D2(0)δ∇yV δ) = V in Ω× Y. (2.2.15d)
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We supplement (2.2.15a)–(2.2.15c) with homogeneous Neumann boundary conditions on
∂Ω and point out that Y implies periodic boundary conditions in (2.2.15d). Finally, we
choose the regularized initial values in (2.2.9.Pε,δ) and (2.2.14.P0,δ) as
wε,δ0 := (R0ε,δuε0,R1ε,δvε0) and W δ0 := (Rδ u0,RδV0). (2.2.16)
According to (2.2.4), the assumptions (2.1.9.Timeε) and (2.1.12.Time0) are satisfied, i.e.
Aε(0)wε,δ0 ∈ H and A(0)W δ0 ∈ H. Therefore, the regularized solutions wε,δ and W δ are
indeed of improved time-regularity. It remains to verify the first convergence in (2.2.13)
for ε→ 0.
Lemma 2.2.5. For i ∈ {1, 2}, let TεDεi (t, x, y) converge pointwise to Dexi (t, x, y) for a.a.
(x, y) ∈ Rd × Y and all t ∈ [0, T ]. Let δ > 0 be fixed.
(a) For given sequences uε → u in H, we have R0ε,δuε → Rδ u in H for ε→ 0.
(b) For given sequences vε 2s−→V in H, we have R1ε,δvε 2s−→RδV in H for ε→ 0.
Indeed, one also obtains strong two-scale convergence for the gradient terms, see e.g.
Proposition 2.2.7 for ε∇vε 2s−→∇yV in H.
Proof of Lemma 2.2.5. The basic idea of the proof follows along the lines of the proof
of Lemma 2.2.3, i.e. we deduce the weak convergence of a subsequence and improve it to
strong convergence by showing the convergence of the norms.
Ad (a). For fixed δ > 0, we set uε,δ := R0ε,δuε ∈ X. According to (2.2.6), we obtain the
uniform bound ‖uε,δ‖Xδ ≤ Cα which implies the existence of a subsequence (not relabeled)
and limit functions uδ ∈ X and U δ ∈ X0 such that uε,δ⇀uδ in X and ∇uε,δ 2w−−⇀∇uδ +
∇yU δ in H for ε→ 0.
For arbitrary (ϕ,Φ) ∈ X × X0, we choose the test function ϕε = G0ε (ϕ,Φ) ∈ X in the
weak formulation of (2.2.15a), cf. (2.2.5). The integral identity (1.2.7), Lemma 1.2.6(a)
and Proposition 1.2.8(a), the assumption uε → u in H, and the a priori weak two-scale
convergence give
0 =
∫
Ω
(uε,δ − uε) · ϕε dx+
∫
Rd×Y
δ2 TεDε1 Tε(∇uε,δ) : Tε(∇ϕε) dx dy
ε→0−−−→
∫
Ω
(uδ − u) · ϕdx+
∫
Rd×Y
δ2Dex1 [∇uδ +∇yU δ]ex : [∇ϕ+∇yΦ]ex dx dy
=
∫
Ω
(uδ − u) · ϕ+ δ2Deff∇uδ : ∇ϕ dx
⇐⇒ uδ solves (2.2.15c) ⇐⇒ uδ = Rδ u.
Since H is reflexive, it remains to show ‖uε,δ‖H → ‖uδ‖H and the strong convergence
follows immediately. On the one hand, the weak lower semicontinuity of the norm gives
lim infε→0 ‖uε,δ‖2H ≥ ‖uδ‖2H . On the other hand, the ellipticity of Dε1 yields
lim
ε→0 ‖u
ε,δ‖2H = lim
ε→0
∫
Ω
uδ · uε,δ −δ2Dε1∇uε,δ : ∇uε,δ︸ ︷︷ ︸
≤−α|δ∇uε,δ|2≤0
dx ≤ lim
ε→0
∫
Ω
uδ · uε,δ dx = ‖uδ‖2H .
Combining the lower and upper estimate gives the desired strong convergence in (a).
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Ad (b). We proceed as in (a). For fixed δ > 0, we set vε,δ := R1ε,δvε ∈ Xε. According
to (2.2.6), we obtain the uniform bound ‖vε,δ‖Xεδ ≤ Cα which implies the existence of
a subsequence (not relabeled) and a limit function V δ ∈ X such that vε,δ 2w−−⇀V δ and
ε∇vε,δ 2w−−⇀∇yV δ in H for ε→ 0.
For arbitrary Φ ∈ X, we test (2.2.15b) with ϕε = G1ε Φ ∈ Xε. The integral identity,
Lemma 1.2.6(a), Proposition 1.2.8(b), the assumption vε 2s−→V in H, and the a priori weak
two-scale convergence give
0 =
∫
Rd×Y
Tε(vε,δ − vε) · Tε ϕε + δ2 TεDε2 Tε(ε∇vε,δ) : Tε(ε∇ϕε) dx dy
ε→0−−−→
∫
Rd×Y
(V δ,ex − V ex) · Φex + δ2Dex2 ∇yV δ,ex : ∇yΦex dx dy
⇐⇒ V δ solves (2.2.15d) ⇐⇒ V δ = RδV.
Since H is reflexive, the strong convergence follows from ‖ Tε vε,δ‖H → ‖V δ‖H as in (a).
2.2.3 Proof of Main Theorem II
Relying on the results of the previous subsections, we can now prove Theorem 2.2.1, which
states the two-scale homogenization of the coupled system without asking the initial values
to be well-prepared, i.e. without using improved time-regularity of the solutions. Owing
to Subsection 2.2.2, we can approximate any general solution with a regularized solution.
The Theorems 2.1.6 and 2.1.1 are then applicable to the regularized solutions.
Proof of Theorem 2.2.1. For given initial values uε0, vε0, u0 ∈ H, and V0 ∈ H, we denote
with uε ∈W (0, T ;X), vε ∈W (0, T ;Xε) and u ∈W (0, T ;X), V ∈W (0, T ;X) the solutions
of (2.0.1.Pε) and (2.0.2.P0), respectively. We regularize their initial values (uε0, vε0) and
(u0, V0) as in (2.2.16) using the regularization operators (2.2.15a)–(2.2.15d), i.e.
uε,δ0 = R0ε,δuε0, vε,δ0 = R1ε,δvε0, uδ0 = Rδu0, and V δ0 = RδV0.
With this, the associated regularized solutions are denoted by uε,δ ∈Wimp(0, T ;X), vε,δ ∈
Wimp(0, T ;Xε) and uδ ∈Wimp(0, T ;X), V δ ∈Wimp(0, T ;X).
In the following, we apply
1. the triangle inequality,
2. Lemma 2.2.4 to the difference of general and regularized solutions, and
3. estimate (2.0.5.Est) to the difference of two regularized solutions:
lim
ε→0
(
max
0≤t≤T
{‖ Tε vε(t)− V ex(t)‖HRd + ‖uε(t)− u(t)‖H}
)
1.≤ lim
ε→0
(
max
0≤t≤T
{‖vε(t)− vε,δ(t)‖H + ‖ Tε vε,δ(t)− V δ,ex(t)‖HRd + ‖V δ,ex(t)− V ex(t)‖HRd
+ ‖uε(t)− uε,δ(t)‖H + ‖uε,δ(t)− uδ(t)‖H + ‖uδ(t)− u(t)‖H
})
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2.≤ lim
ε→0
(
C
{‖vε0 − vε,δ0 ‖H + ‖V δ0 − V0‖H + ‖uε0 − uε,δ0 ‖H + ‖uδ0 − u0‖H}
+ max
0≤t≤T
{‖ Tε vε,δ(t)− V δ,ex(t)‖HRd + ‖uε,δ(t)− uδ(t)‖H}
)
3.≤ lim
ε→0C
{
‖vε0 − vε,δ0 ‖H + ‖V δ0 − V0‖H + ‖uε0 − uε,δ0 ‖H + ‖uδ0 − u0‖H
+ ‖ Tε vε,δ0 − V δ,ex0 ‖HRd + ‖u
ε,δ
0 − uδ0‖H +
∫ T
0
∆vε,δ(t) + ∆uε,δ(t) dt
}
= C
{‖V0 − V δ0 ‖H + ‖u0 − uδ0‖H + 0}, (2.2.17)
where C ≥ 0 is a generic constant depending on L, T > 0 as in Theorem 2.1.6. The last
equality (i.e. ε → 0) follows from the strong (two-scale) convergence of the initial values
as well as the commutativity of the limits, see Lemma 2.2.5, i.e.
‖uε0 − uε,δ0 ‖H ε→0−−−→ ‖u0 − uδ0‖H and ‖uε,δ0 − uδ0‖H ε→0−−−→ 0,
‖vε0 − vε,δ0 ‖H ε→0−−−→ ‖V0 − V δ0 ‖H and ‖ Tε ve,δ0 − V δ,ex0 ‖HRd
ε→0−−−→ 0.
Moreover, we used the convergence of the error terms
∫ T
0 ∆v
ε,δ + ∆uε,δ dt→ 0 as ε→ 0 for
each δ > 0, see Subsection 2.1.6. Thanks to Lemma 2.2.3, we can pass to the limit δ → 0
in (2.2.17) and arrive at
lim
ε→0
(
max
0≤t≤T
{
‖ Tε vε(t)− V ex(t)‖HRd + ‖uε(t)− u(t)‖H
})
= 0, (2.2.18)
which proves (2.2.1a).
We continue by deriving the strong two-scale convergence of the gradients (2.2.1b)–
(2.2.1c), i.e. ε∇vε 2s−→∇yV in L2(0, T ;H) and ∇uε 2s−→∇u +∇yU in L2(0, T ;H). We only
show the gradient estimate for vε and the one for uε follows analogously.
As before, we apply
1. the triangle inequality,
2. Lemma 2.2.4,
3. estimate (2.1.68),
4. Lemma 2.2.5 and vε0
2s−→V0 and (2.2.18), as well as
5. Lemma 2.2.3 (by choosing Rδ and H as in Subsection 2.2.2 for the abstract R and
H in Subsection 2.2.1):
lim
δ→0
lim
ε→0
(
‖ Tε(ε∇vε)−∇yV ex‖L2(0,T ;HRd )
)
1.≤ lim
δ→0
lim
ε→0
(
‖ Tε(ε∇vε)− Tε(ε∇vε,δ)‖L2(0,T ;HRd ) + ‖ Tε(ε∇v
ε,δ)−∇yV δ,ex‖L2(0,T ;HRd )
+ ‖∇yV δ −∇yV ‖L2(0,T ;H)
)
2.≤ lim
δ→0
lim
ε→0
(
C
{
‖vε0 − vε,δ0 ‖H + ‖V δ0 − V0‖H
}
+ ‖ Tε(ε∇vε,δ)−∇yV δ,ex‖L2(0,T ;HRd )
)
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3.≤ lim
δ→0
lim
ε→0
(
C
{
‖vε0 − vε,δ0 ‖H + ‖V δ0 − V0‖H
+
(∫ T
0
Cb‖ Tε vε,δ(t)− V δ,ex(t)‖HRd + ∆v
ε,δ(t)
+ L
(
‖ Tε vε,δ(t)− V δ,ex(t)‖2HRd + ‖ Tε u
ε,δ(t)− uδ(t)‖2H
)
dt
)1/2})
4.= lim
δ→0
C
{‖V δ0 − V0‖H + 0} 5.= 0.
The remaining convergence uε ⇀ u in W (0, T ;X) follows from the a priori boundedness
(cf. Step 1 in the Proof of Theorem 2.1.1).
2.2.4 Discussion of the assumptions
We discuss different choices for the given data such that the assumptions of Main Theorem
I and II are satisfied. For i ∈ {1, 2}, let the data Di ∈ M(Ω × Y), Fi ∈ F(Ω × Y) and
V0 ∈ H be given. The natural choice for vε0 and F εi is to set
vε0 := Fε V ex0 and F εi (t, ·, A,B) := Fε Fexi (t, ·, ·, A,B) (2.2.19)
for all (t, A,B) ∈ [0, T ] × Rm1+m2 . Clearly, we have vε0 ∈ H and F εi ∈ F(Ω). Moreover,
Proposition 1.2.4(c) implies vε0
2s−→V0 in H as well as F εi (t, ·, A,B) 2s−→Fi(t, ·, ·, A,B) in
H for all (t, A,B) ∈ [0, T ] × Rm1+m2 . In the case of classical diffusion, we can choose
uε0 ≡ u0 ∈ H, whereas such a choice is not admissible in the case of slow diffusion due to
the “true” two-scale character of the effective model.
In order to guarantee the uniform ellipticity of Dεi , we set
Dεi (t, x) :=
{
−
∫
Nε(x)+εY Di(t, {x/ε}Y , z) dz if (x, y) ∈ Ω−ε × Y,
αI if (x, y) ∈ Ω\Ω−ε × Y.
(2.2.20)
Here, I denotes the identity tensor in R(m×d)×(m×d). We point out that the boundedness
(1.1.5) for Di is imposed for all (x, y) and, thus, it holds Dεi ∈ L∞(Ω). Therefore, we
have Dεi ∈ M(Ω) and for all t ∈ [0, T ]: TεDεi (t, x, y) → Dexi (t, x, y) pointwise for a.a.
(x, y) ∈ Rd × Y, see Proposition 2.2.6, below. With this, the assumptions (2.1.9.Existε),
(2.1.12.Exist0) and (2.1.14.Conv) of Main Theorem II are satisfied.
Proposition 2.2.6. For D ∈ L∞(Ω; L∞(Y)), we have TεFεDex(x, y) → Dex(x, y) point-
wise for a.a. (x, y) ∈ Rd × Y.
Proof. Recalling the notations introduced in Subsection 1.2.1, we set Aε := Ω−ε × Y
and Bε := Rd\Ω+ε × Y as well as Nε := Ω+ε \Ω−ε × Y. Then, it holds Aε ∩ Bε = ∅ and
Aε ∪Nε ∪Bε = Rd × Y as well as vol(Nε)→ 0 as ε→ 0.
Let an arbitrary point (x, y) ∈ Rd × Y be given. Then there exists ε0 > 0 such that
(x, y) /∈ Nε for all ε ≤ ε0. Therefore it holds either (x, y) ∈ Aε or (x, y) ∈ Bε. For
(x, y) ∈ Aε, the Lebesgue–Besicovitch differentiation theorem, cf. [EvG92, Thm. 1 p. 43],
yields
(TεDε)(x, y) = −
∫
Nε(x)+εY
D(ξ, y) dξ ε→0−−−→ D(x, y).
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If (x, y) ∈ Bε, then (TεDε)(x, y) = 0 = Dex(x, y) and the proof is finished.
If the given data Di,Fi and V0 are additionally continuous (either with respect to x ∈ Ω
or y ∈ Y), we can as well choose the “naive folding”
vε0(x) := V0(x, xε ), D
ε
i (t, x) := Di(t, x, xε ), and F
ε
i (t, x,A,B) := Fi(t, x, xε , A,B).
For a short discussion on admissible function spaces for two-scale convergence, we refer to
[LNW02, Sec. 2].
In order to satisfy the additional assumptions (2.1.9.Timeε) and (2.1.12.Time0) in Main
Theorem I, the choice of the initial values is more involved. For given right-hand side
f ∈ H, we choose uε0 and u0 as the unique (weak) solutions of the elliptic problems
uε0 − div(Dε1(0)∇uε0) = f in Ω and u0 − div(Deff(0)∇u0) = f in Ω
supplemented with homogeneous Neumann boundary conditions on ∂Ω. It is a well-known
result in the theory of periodic homogenization that uε0 ⇀ u0 in X and ∇uε0 2w−−⇀∇u0 +
∇yU in H. We have, in particular, the uniform boundedness of div(Dε1(0)∇uε0) and
div(Deff(0)∇u0) in H.
We proceed analogously in the slow-diffusion case. For given G ∈ H, we choose vε0 and
V0 as the unique (weak) solutions of
vε0 − div(ε2Dε2(0)∇vε0) = FεGex in Ω and V0 − divy(D2∇yV0) = G in Ω× Y. (2.2.21)
Proposition 2.2.7. For vε0 and V0 as in (2.2.21), we have vε0
2s−→V0 in X .
Proof. It is well-known in the literature, cf. [All92, PeB08, Han11], that the sequence
(vε0)ε of solutions of (2.2.21)1 are uniformly bounded in Xε and that vε0
2w−−⇀V0 in X, where
V0 solves (2.2.21)2. The strong two-scale convergence follows from the estimate (cf. [Han11,
Thm. 4.1 & Rem. 5.1])
min{α, 1}‖ Tε vε0 − V ex0 ‖2L2(Rd;H1(Y ))
≤
∫
Rd×Y
TεDε2∇y(Tε vε0 − V ex0 ) : ∇y(Tε vε0 − V ex0 ) + (Tε vε0 − V ex0 )2 dx dy
=
∫
Rd×Y
{
TεDε2∇y(Tε vε0) : ∇y(Tε vε0) + (Tε vε0)2︸ ︷︷ ︸
= Tε FεGex·Tε vε0
+Dex2 ∇yV ex0 : ∇yV ex0 + (V ex0 )2︸ ︷︷ ︸
=Gex·V ex0
− TεDε2∇y(Tε vε0) : ∇yV ex0 − TεDε2∇yV ex0 : ∇y(Tε vε0)− 2 Tε vε0 · V ex0
+ (TεDε2 − Dex2 )∇yV ex0 : ∇yV ex0
}
dx dy
ε→0−−−→
∫
Rd×Y
2Gex · V ex0 − 2Dex2 ∇yV ex0 : ∇yV ex0 − 2(V ex0 )2 + 0 dx dy = 0.
Exploiting strong/weak convergence for the duality pairing gives the limit.
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2.3 Quantitative estimates
In this section, we prove convergence rates for the strong convergences derived in Section
2.1 and 2.2. Assuming additional regularity with respect to x ∈ Ω of the given data as
well as of the solutions of the limit problem (2.0.2.P0), we show
‖ Tε vε − V ex‖C([0,T ];HRd ) + ‖u
ε − u‖C([0,T ];H) ≤ ε1/4C, (2.3.1a)
‖ Tε(ε∇vε)−∇yV ex‖L2(0,T ;HRd )
+ ‖ Tε(∇uε)− [∇u+∇yU ]ex‖L2(0,T ;HRd ) ≤ ε
1/4C. (2.3.1b)
We emphasize that we do not assume additional regularity with respect to the microscopic
scale y ∈ Y: neither for the given data, nor for the corrector functions. Based on estimate
(2.0.5.Est), we proceed as in Subsection 2.1.6 on the control of the error terms ∆uε and ∆vε ,
and provide quantitative estimates. Throughout Section 2.3, we postulate the following
assumption for the effective solution (u, V ) and the given data. Let i ∈ {1, 2}.
The given data: Di ∈M(Ω× Y) and Fi ∈ F(Ω× Y). (2.3.2.A0)
Spatial Lipschitz continuity of the given data:
For all j ∈ {1, . . . , d}, it is ∂xjDi ∈ C1((0, T ); L∞(Ω× Y))
and (t, x, y) 7→ ∂xjFi(t, x, y, A,B) ∈ C1((0, T ); L∞(Ω× Y))
for all (A,B) ∈ Rm1+m2 .
(2.3.2.A1)
The dependence on ε:
Dεi (t, x) := Di(t, x, x/ε) and F εi (t, x,A,B) := Fi(t, x, x/ε,A,B).
(2.3.2.A2)
Improved regularity of the effective solutions:
u ∈ L2(0, T ; H2(Ω)) ∩H1(0, T ; L2(Ω)) and
V ∈ L2(0, T ; H1(Ω; H1(Y))) ∩H1(0, T ; H1(Ω; L2(Y))).
(2.3.2.A3)
Choice of initial values:
For given u0 ∈ X and V0 ∈ X, there exists c ≥ 0 such that
‖uε0‖H + ‖ div(Dε1(0)∇uε0)‖H + ‖vε0‖H + ‖div(ε2Dε2(0)∇vε)‖H ≤ c and
‖ Tε vε0 − V ex0 ‖HRd + ‖uε0 − u0‖H ≤ ε1/4c.
(2.3.2.A4)
The assumptions (2.3.2.A0), (2.3.2.A2), and (2.3.2.A4) immediately imply (2.1.9.Existε)
and (2.1.9.Timeε) so that the existence of solutions to (2.0.1.Pε) with uε ∈Wimp(0, T ;X)
and vε ∈ Wimp(0, T ;Xε) is guaranteed. Equally, (2.3.2.A0) and (2.3.2.A4) yield the exis-
tence of a solution to (2.0.2.P0) with u ∈W (0, T ;X) and V ∈W (0, T ;X). The assumption
(2.3.2.A3) demands improved spatial and temporal regularity of (u, V ), in particular, we
seek ut(t) ∈ H and Vt(t) ∈ H for almost every t ∈ [0, T ]. For the effective two-scale
solution V the higher regularity with respect to x ∈ Ω follows from the additional regu-
larity of the given data in (2.3.2.A1). The higher x-regularity of the one-scale solution u
in (2.3.2.A3) is by no means trivial for general systems. However, if the boundary of Ω
and the diffusion coefficients are smooth, then higher regularity results are possible, see
Subsection 2.3.8. Note that (2.3.2.A0)–(2.3.2.A1) directly imply Lipschitz continuity for
the macroscopic tensor, i.e. Deff ∈ C1([0, T ];W 1,∞(Ω)).
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Thanks to the better regularity of the given data in (2.3.2.A1), the choice of the “naive
folding” Dε(x) = D(x, x/ε) in (2.3.2.A2) (also called “macroscopic reconstruction” in
[Eck05]) is well-defined. Overall, the assumptions of Section 2.1 to derive the main estimate
(2.0.5.Est) as well as to control the error terms ∆uε and ∆vε are satisfied. In the following,
we use the higher x-regularity of the data and the effective solutions in (2.3.2.A1) and
(2.3.2.A3), respectively, to derive quantitative estimates for those error terms.
For the estimation of these terms, we distinguish the following three types of errors with
wε ∈ {uε, vε} and σ, η ∈ {0, 1}
approximation error for i = 3, 4, 5 : |∆wεi | ≤ (ε+ σ
√
ε)C,
folding mismatch error: |∆wε1 | ≤ (ε+ σ
√
ε)C,
periodicity defect error: |∆wε2 | ≤ (ε+ η
√
ε)C.
(2.3.3)
Here, σ = 1 accounts for the error of lower order at the boundary Ω+ε \Ω−ε and it is σ = 0 if
the domain Ω satisfies Ω−ε = Ω+ε . Due to the definition of the unfolding operator Tε, there
occur no “overhanging supports” supp(Tε u) ∩ Ω × Y 6= ∅ in the case σ = 0 and hence,
better estimates are available. Whereas the estimations of the approximation errors are
rather standard, the quantification of the folding mismatch is a new result.
We exploit the estimates for the periodicity defect in [Gri04, Gri05]. The Boolean value
η accounts for zero boundary conditions on ∂Ω, namely it is η = 0 if the corresponding
effective solutions and its gradients belong to the space H10(Ω) and it is η = 1 otherwise.
Therefore, σ and η describe two different properties of the system.
We can now state the two main results of Section 2.3. For the first result, we denote with
Ω ⊂ Rd as before a bounded domain with Lipschitz boundary and we consider solutions
with improved time-regularity.
Theorem 2.3.1 (Main Theorem IIIa). Let (uε, vε) and (u, V ) denote the solutions of
(2.0.1.Pε) and (2.0.2.P0), respectively, and let the assumptions (2.3.2) be satisfied. Then,
there exists a constant C ≥ 0 independent of ε such that (2.3.1a)–(2.3.1b) hold.
It is to be expected that the convergence rate ε1/4 can be improved to ε1/2 for the
classically diffusing species uε in the absence of slow diffusion. Moreover, if the domain
satisfies Ω−ε = Ω+ε (and, hence, the folding mismatch is of order O(ε)), we may be able to
prove the rate ε1/2 for the slowly diffusing species vε, too. However, this condition some-
how contradicts the assumption u ∈ H2(Ω), which usually requires smoother boundaries.
Moreover, we prove in Theorem 2.3.13 the better rate ε1/2 for vε, decoupled from uε, in
the interior of the domain Ω. For a further discussion we refer to Subsection 2.3.9.
For the second main result, we weaken the assumption (2.3.2.A4) on the initial values
(uε0, vε0) so that (2.1.9.Timeε) does not hold in general. So, we consider solutions uε ∈
W (0, T ;X) and vε ∈ W (0, T ;Xε) without improved-time regularity and obtain the lower
convergence rate ε1/6. We follow the approach in Section 2.2 and we approximate general
L2-initial values with regularized initial values (uε,δ0 , v
ε,δ
0 ) so that the associated solutions
satisfy ‖uε,δt ‖H+‖vε,δt ‖H ≤ C(δ). These norms are in general unbounded as δ → 0 and they
enter the estimation of the folding mismatch, namely |∆wε,δ1 | ≤ (ε+ σ
√
ε)C(δ). Choosing
δ = δ(ε) sufficiently small gives the following result.
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Theorem 2.3.2 (Main Theorem IIIb). Let the assumptions (2.3.2.A0)–(2.3.2.A3) hold.
Moreover, let the initial values satisfy:
For given u0 ∈ X and V0 ∈ H1(Ω; H1(Y)), there exists c ≥ 0 such that
‖uε0‖X + ‖vε0‖Xε ≤ c and ‖ Tε vε0 − V ex0 ‖HRd + ‖uε0 − u0‖H ≤ ε1/2c.
(2.3.4)
Then, the solutions (uε, vε) and (u, V ) of (2.0.1.Pε) and (2.0.2.P0), respectively, satisfy
the estimates
‖ Tε vε − V ex‖C([0,T ];HRd ) + ‖ Tε(ε∇v
ε)−∇yV ex‖L2(0,T ;HRd )
+ ‖uε − u‖C([0,T ];H) + ‖ Tε(∇uε)− [∇u+∇yU ]ex‖L2(0,T ;HRd ) ≤ ε
1/6C.
Note that the more general assumptions on the initial value (u0, V0) in (2.3.4) might
not directly imply the improved regularity in (2.3.2.A3). However, the theory of maximal
parabolic regularity might apply to special cases of the effective system (2.0.2.P0). The
resulting improved time-regularity ut(t) ∈ H can be used to derive u(t) ∈ H2(Ω) for
t ∈ (0, T ], see Subsection 2.3.8.
Section 2.3 is structured as follows. We begin with the derivation of preparatory error
estimates in order to prove quantitative estimates for the error terms ∆wε in (2.3.3). More
precisely, we study the approximation error in Subsection 2.3.1, the folding mismatch in
Subsection 2.3.2, and the periodicity defect in Subsection 2.3.3. In the Subsections 2.3.4
and 2.3.5, we give the proof to the Main Theorems IIIa and IIIb, respectively. Then, we
consider only slowly diffusing species in Subsection 2.3.6 and prove better convergence
rates in the interior of the domain Ω. In Subsection 2.3.7 and 2.3.8, we comment on
the choice of initial values as well as on the assumption on the improved regularity of
the effective solutions. The section concludes with a discussion of related results in the
literature in Subsection 2.3.9.
We use throughout Section 2.3 that Y = [0, 1)d and diam(Y ) =
√
d.
2.3.1 Preparatory estimates I: approximation errors
In this subsection, we study the error which arises by approximating a given two-scale
function with its folded one-scale counterpart respective macroscopic reconstruction. We
recall that Ω is a bounded domain with Lipschitz boundary such that we have in general
Ω−ε $ Ω $ Ω+ε . The treatment of cells ε(λi + Y ) intersecting the boundary ∂Ω is crucial
here and in the following subsections. Therefore, we begin with a rather classical result
for the error on Ω\Ω%, where Ω% = {x ∈ Ω | dist(x, ∂Ω) > %}, which is later on applied to
the boundary cells Ω+ε \Ω−ε . This result is used several times in [Gri04, Gri05], too, and
the following proof is based on personal communications with G. Griso.
Lemma 2.3.3. For all u ∈ X and U ∈ H1(Ω; L2(Y)), there exists a constant C ≥ 0 only
depending on the properties of the domain Ω such that
‖u‖L2(Ω\Ω%) ≤
√
%C‖u‖L2(∂Ω) + %C‖∇u‖H
as well as
‖U‖L2(Ω\Ω%×Y) ≤
√
%C‖U‖L2(∂Ω×Y) + %C‖∇xU‖H.
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Proof. Step 1. Let % ∈ (0, 1). We consider the open set O = (−1, 1)d−1 × (−1, 1) in Rd
and we define the subsets
O+ := (−1, 1)d−1 × (0, 1), O0 := (−1, 1)d−1 × {0} and O% := (−1, 1)d−1 × (0, %).
Let us first consider u ∈ C∞(O+). We have
∀ (x′, xd) ∈ O+ : u(x′, xd) = u(x′, 0) +
∫ xd
0
∂u
∂xd
(x′, t) dt.
Using the substitution of variables t = sxd as well as (a+ b)2 ≤ 2(a2 + b2) gives
∀ (x′, xd) ∈ O% : |u(x′, xd)|2 ≤ 2|u(x′, 0)|2 + 2xd
∫ 1
0
∣∣∣∣ ∂u∂xd (x′, s)
∣∣∣∣2 ds.
Then, integration with respect to xd yields
∀x′ ∈ (−1, 1)d−1 :
∫ %
0
|u(x′, xd)|2 dxd ≤ 2%|u(x′, 0)|2 + %2
∫ 1
0
∣∣∣∣ ∂u∂xd (x′, s)
∣∣∣∣2 ds.
Finally, we integrate with respect to x′ so that
‖u‖2L2(O%) ≤ 2%‖u‖2L2(O0) + %2
∥∥∥∥ ∂u∂xd
∥∥∥∥2
L2(O+)
. (2.3.5)
Exploiting the dense embedding of C∞(O+) into X, we have (2.3.5) for all u ∈ X.
Step 2. Let u ∈ X. There exists a finite covering (Ωj)j of the boundary ∂Ω such that
for each j there exists a Lipschitz diffeomorphism θj which maps Ωj to the open set O
and Ωj ∩ Ω to O+. To this covering of ∂Ω, we associate a partition of unity
φj ∈ C1c (Ωj ; [0, 1]) with
∑
j
φj(x) = 1 in a neighborhood of ∂Ω.
Then, the function (φju) ◦ θ−1j belongs to H1(O+) and satisfies (2.3.5) for % small enough.
Using the inverse diffeomorphism yields
‖u‖2L2(Ω\Ω%) ≤ %C‖u‖2L2(∂Ω) + %2C‖∇u‖2H , (2.3.6)
where C ≥ 0 only depends on the properties of Ω.
Step 3. For U ∈ H1(Ω; L2(Y)), we have with (2.3.6)
‖U‖2L2(Ω\Ω%×Y) =
∫
Y
(∫
Ω\Ω%
|U(x, y)|2 dx
)
dy
≤
∫
Y
(
%C‖U(y)‖2L2(∂Ω) + %2C‖∇xU(y)‖2H
)
dy
≤ %C‖U‖2L2(∂Ω×Y) + %2C‖∇xU‖2H,
which finishes the proof.
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Exploiting the continuous embeddings X ⊂ L2(∂Ω) and H1(Ω; L2(Y)) ⊂ L2(∂Ω × Y),
we obtain
‖u‖L2(Ω\Ω%) ≤ (%+
√
%)C‖u‖X and ‖U‖L2(Ω\Ω%×Y) ≤ (%+
√
%)C‖U‖H1(Ω;L2(Y)).
The most important observation in deriving the error estimates (2.3.1a)–(2.3.1b) is the
quantification of the well-known two-scale property, cf. Proposition 1.2.4(c), for every
U ∈ L2(Ω × Y) exists a sequence (uε)ε ⊂ L2(Ω) such that uε 2s−→U in L2(Ω × Y). For
example, such a sequence is given by uε = Fε U . Based on the explicit definitions of Tε
and Fε, the following lemma provides quantitative estimates.
Lemma 2.3.4. For all u ∈ X and U ∈ H1(Ω; L2(Y)), there exists a constant C ≥ 0 only
depending on Ω and Y such that
‖ Tε u− uex‖HRd ≤ (ε+ σ
√
ε)C‖u‖X ,
‖U ex − TεFε U ex‖HRd ≤ (ε+ σ
√
ε)C‖U‖H1(Ω;L2(Y)),
where σ = 0 if Ω−ε = Ω+ε and σ = 1 otherwise.
Proof. We begin with the estimate for U ∈ H1(Ω; L2(Y)). The Poincare´–Wirtinger in-
equality applied on each cell int(λi + εY ) ⊂ Ω−ε yields
‖U − TεFε U‖2L2(Ω−ε ×Y) =
∑
λi∈Λ−ε
∫
ε(λi+Y )
∫
Y
∣∣∣∣U(x, y)−−∫Nε(x)+εY U(z, y) dz
∣∣∣∣2 dx dy
≤
∑
λi∈Λ−ε
(diam(ε(λi + Y ))2 ‖∇xU‖2L2(ε(λi+Y )) ≤ ε2C‖∇xU‖2H.
Here, we used that the Poincare´–Wirtinger constant is bounded by the diameter of the
convex set ε(λi + Y ). Exploiting Lemma 2.3.3 with % = 2ε
√
d yields
‖U ex − TεFε U ex‖L2(Ω+ε \Ω−ε ×Y) ≤ (ε+
√
ε)C‖U‖H1(Ω;L2(Y)),
which gives the estimate for U . Now, let u ∈ X. Using the triangle inequality, the norm
preservation of Tε (cf. Proposition 1.2.1a), and repeating the previous arguments gives
‖ Tε u− uex‖HRd ≤ ‖u−Fε uex‖H + ‖ TεFε uex − uex‖HRd ≤ (ε+ σ
√
u)C‖u‖X ,
which finishes the proof.
For U ∈ C(Ω; L2(Y)), we denote the naive folding or macroscopic reconstruction by
[U ]ε(x) := U(x, xε ), (2.3.7)
which is indeed well-defined, see e.g. [LNW02, Sect. 2]. For sufficiently smooth functions
U , the two foldings Fε U and [U ]ε generate the same approximation error.
Lemma 2.3.5. For all U ∈W 1,∞(Ω; L∞(Y)), there exists a constant C ≥ 0 only depend-
ing on Ω and Y such that
‖U ex − Tε[U ]ε‖L∞(Ω−ε ×Y) ≤ εC‖∇xU‖L∞(Ω×Y),
‖U ex − Tε[U ]ε‖HRd ≤ (ε+ σ
√
ε)C‖U‖W 1,∞(Ω;L∞(Y)),
where σ = 0 if Ω−ε = Ω+ε and σ = 1 otherwise.
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Proof. Exploiting the Lipschitz continuity of U with respect to x ∈ Ω gives
sup
(x,y)∈Ω−ε ×Y
|U(x, y)− U(Nε(x) + εy, y)| ≤ sup
(x,y)∈Ω−ε ×Y
ε
√
d sup
z∈Ω
|∇xU(z, y)|
and hence the first estimate. Furthermore, the L∞-boundedness yields with vol(Y) = 1
‖U‖2L2(Ω\Ω−ε ×Y) ≤ ‖U‖
2
L∞(Ω×Y)vol(Ω\Ω−ε ).
Then, the second estimate follows with vol(Ω\Ω−ε ) ≤ ε2
√
d ·meas(∂Ω), where meas(∂Ω)
denotes the d−1 dimensional surface measure of ∂Ω.
2.3.2 Preparatory estimates II: folding mismatch
In this section, we prove quantitative estimates for the folding mismatch ∆vε1 respective
∆uε1 , e.g. the error between Fε U and G1ε U as well as Fε(∇yU) and ε∇(G1ε U). This error
is of order ε+ σ
√
ε with σ = 0 if Ω−ε = Ω+ε and σ = 1 otherwise.
For possibly discontinuous functions U ∈ H1(Ω; L2(Y)), the naive folding U(x, x/ε) may
not be well-defined. However, for the quantification of the folding mismatch in Proposition
2.3.8, exactly such a folding will be employed. Therefore, we need a suitable regularization
Uε of U so that ϑε(x) = Uε(x, x/ε) is well-defined and the difference between Fε U and
ϑε is of order ε. Therefore, we use in addition to Gγε another regularization of the folding
operator Fε, namely, the so-called scale-splitting operator Qε, cf. [CDG02, CDG08, Gri04].
For u ∈ L1(Ω), the function Qε u is the Q1-Lagrangian interpolant of the discrete function
Fε u. The precise definition of Qε (see Definition 2.3.6 below) is as in [CDG08, Def. 4.1].
For bounded domains Ω with Lipschitz boundary, we have in general Ω−ε $ Ω $ Ω+ε .
Since the folding operator Fε and the gradient folding operator Gγε are defined on Ω, only,
we extend their definitions to Ω+ε . As in the previous section, we obtain an error of order
ε on Ω+ε and an additional boundary error term of order
√
ε on Ω+ε \Ω−ε . By the Sobolev
extension theorem, there exists a linear and continuous operator, cf. e.g. [Necˇ67, Thm. 3.9],
P : H1(Ω; L2(Y))→ H1(Rd; L2(Y))
such that P(U)|Ω×Y = U and ‖P(U)‖H1(Rd;L2(Y)) ≤ C‖U‖H1(Ω;L2(Y)). Moreover, let
P be such that its restriction to one-scale functions u ∈ X satisfies P(u)|Ω = u and
‖P(u)‖H1(Rd) ≤ C‖u‖X . Furthermore, we denote with
P2 : H2(Ω)→ H2(Rd)
the extension operator with P2(u)|Ω = u and ‖P2(u)‖H2(Rd) ≤ C‖u‖H2(Ω). With this, we
define the following folding operators.
Definition 2.3.6. (a) We define F+ε : H1(Ω; L2(Y))→ L∞(Rd) via
(F+ε U)(x) := −
∫
Nε(x)+εY
(PU) (z, {xε}Y ) dz.
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(b) The gradient folding operator G+,0ε : H2(Ω)×H1(Ω; H1av(Y))→ H1(Ω+ε ) maps a pair
(u, U) ∈ H2(Ω)×H1(Ω; H1av(Y)) to uε := G1ε (u, U), where uε ∈ H1(Ω+ε ) is the unique
solution of the elliptic problem∫
Ω+ε
(uε − P2(u)) · ϕ+
(
∇uε −F+ε (∇u+∇yU)
)
: ∇ϕ dx = 0 for all ϕ ∈ H1(Ω+ε ).
Moreover, we define G˜0ε (u, U) := uε|Ω as the restriction of G+,0ε (u, U) on Ω.
(c) The gradient folding operator G+,1ε : H1(Ω; H1(Y)) → H1(Ω+ε ) maps a two-scale
function U ∈ H1(Ω; H1(Y)) to uε := G+,1ε (U), where uε ∈ H1(Ω+ε ) is the unique
solution of the elliptic problem∫
Ω+ε
(
uε −F+ε (U)
)
· ϕ+
(
ε∇uε −F+ε (∇yU)
)
: ε∇ϕdx = 0 for all ϕ ∈ H1(Ω+ε ).
Moreover, we define G˜1ε (U) := uε|Ω as the restriction of G+,1ε (U) on Ω.
(d) We define Qε : X → W 1,∞(Rd) as follows: for x ∈ Nε(x) + εY and every κ =
(κ1, . . . , κd) ∈ {0, 1}d, we set
x¯
(κl)
l :=
{
xl−Nε(x)l
ε if κl = 1
1− xl−Nε(x)lε if κl = 0
and
(Qεw)(x) :=
∑
κ∈{0,1}d
(F+ε w)(Nε(x) + εκ) · x¯(κ1)1 · · · x¯(κd)d . (2.3.8)
We briefly comment on the definitions of the new folding operators. By construction, we
have (F+ε U)|Ω−ε ×Y = (Fε U)|Ω−ε ×Y and ‖F+ε U‖L2(Rd) ≤ ‖PU‖L2(Rd×Y) by Jensen’s inequal-
ity. The new gradient folding operator G˜1ε maps two-scale functions U ∈ H1(Ω; H1(Y)) to
one-scale functions uε ∈ Xε. Since the effective solutions are by assumption of higher
x-regularity, we can apply G˜1ε instead of G1ε in the proof of (2.0.5.Est) and still obtain
an admissible test function. In Proposition 2.3.8 below, we derive quantitative estimates
for the differences Fε U − G˜1εU and Fε(∇yU) − ε∇(G˜1εU) with the help of the previously
introduced operator Qε.
The interpolant Qεw is given on each node x = Nε(x) via the average over the asso-
ciated cell, namely, (Qεw)(x) = −
∫
Nε(x)+εY w(z) dz. And on each cell Nε(x) + εY , Qεw
interpolates the 2d vertices of the cell via Q1-Lagrange elements as customary in the finite
elements methods. The polynomial Qεw is of degree d on the interior of the cell and of
degree d−1 along the edges of each cell, see e.g. [Bra07, ff. 64-66] or [GrR05, Sect. 4.2.2].
According to [CDG08, Prop. 4.5], there exists a constant C ≥ 0 only depending on Ω, Y ,
and P such that
‖Qεw‖X ≤ C‖w‖X for all w ∈ X. (2.3.9)
Finally, we state one auxiliary lemma which we use to prove the error estimate for the
folding mismatch afterward. Note that for general functions w ∈ X and z ∈ L2(Y), the
compositions x 7→ (F+ε w)(x)z(x/ε) and x 7→ (Qεw)(x)z(x/ε) belong to H, cf. [LNW02,
Thm.4] and [Gri04, Prop. 3.2], respectively.
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Lemma 2.3.7. For w ∈ X and z ∈ L2(Y), there exists a constant C ≥ 0 only depending
on the dimension d and the operator P such that
‖(F+ε w −Qεw)z( ·ε)‖L2(Ω+ε ) ≤ εC‖w‖X‖z‖L2(Y).
Proof. Based on the equality
‖(F+ε w −Qεw)z( ·ε)‖2L2(Ω+ε ) =
∑
λi∈Λ+ε
∫
ε(λi+Y )
∣∣∣(F+ε w(x)−Qεw(x)) z(xε )∣∣∣2 dx, (2.3.10)
we consider in the following only one microscopic cell ε(λi + Y ) and without loss of gen-
erality we set λi = 0. Thus, we have by definition (2.3.8) for every x ∈ εY
F+ε w(x)−Qεw(x) =
∑
κ∈{0,1}d
[
F+ε w(0)−F+ε w(εκ)
]
x¯
(κ1)
1 · · · x¯(κd)d , (2.3.11)
since ∑κ∈{0,1}d 1x¯(κ1)1 · · · x¯(κd)d = 1 for the constant function 1(x) ≡ 1. Therefore, we
continue to estimate the difference
F+ε w(0)−F+ε w(εκ) = −
∫
εY
w(z)− w(z + εκ) dz. (2.3.12)
(We recall that w is extended to Rd via the extension operator P, but we suppress P in
the notation here.) The fundamental theorem of calculus and substitution of variables
give for every z ∈ εY
w(z + εκ)− w(z) =
∫ ε
0
∇w(z + τκ) · κ dτ = ε
∫ 1
0
∇w(z + εtκ) · κdt.
With this, (2.3.12) as well as |κ| ≤ √d and vol(εY ) = εd, we obtain
|F+ε w(0)−F+ε w(εκ)|2 ≤ −
∫
εY
(
ε
√
d
∫ 1
0
|∇w(z + εtκ)| dt
)2
dz
≤ ε
2d
εd
∫ 1
0
(∫
εY
|∇w(z + εtκ)|2 dz
)
dt = ε
2d
εd
∫
εY
|∇w(ξ)|2 dξ.
For the last equality, we used another substitution of variables with |det( dξ/dz)| = 1.
With this and (2.3.11), we arrive at∫
εY
∣∣∣(F+ε w(x)−Qεw(x)) z(xε )∣∣∣2 dx
=
∫
εY
( ∑
κ∈{0,1}d
[
F+ε w(0)−F+ε w(εκ)
]
x¯
(κ1)
1 · · · x¯(κd)d
)2
|z(xε )|2 dx
≤ 2d
∑
κ∈{0,1}d
[
F+ε w(0)−F+ε w(εκ)
]2
εd
∫
Y
|z(y)|2 dy
≤ 22dε2d‖∇w‖2L2(εY )‖z‖2L2(Y).
Summing up over all λi ∈ Λ+ε in (2.3.10) gives the desired estimate.
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The next proposition is a quantification of Proposition 1.2.9 (Comparison of Fε and
Gγε , where γ ∈ {0, 1}, cf. Definition 1.2.7 of Gγε ) and the result seems to be unknown in
periodic unfolding. It is applied to the estimation of the folding mismatch ∆uε1 for γ = 0
respective ∆vε1 for γ = 1.
Proposition 2.3.8. For all (u, U) ∈ H2(Ω) × H1(Ω; H1av(Y)) (γ = 0) respective U ∈
H1(Ω; H1(Y)) (γ = 1), there exists a constant C ≥ 0 such that
γ = 0 : ‖ G˜0ε (u, U)− u‖H + ‖∇[G˜0ε (u, U)]−Fε[∇u+∇yU ]ex‖H
≤ (ε+ σ√ε)C(‖u‖H2(Ω) + ‖U‖H1(Ω;H1(Y)));
γ = 1 : ‖ G˜1ε U −Fε U ex‖H + ‖ε∇[G˜1ε U ]−Fε[∇yU ]ex‖H ≤ (ε+ σ
√
ε)C‖U‖H1(Ω;H1(Y)),
where σ = 0 if Ω−ε = Ω+ε and σ = 1 otherwise. The constant C depends on the domains
Ω, Y , and the extension operators P, P2.
The proof contains the following three steps (γ = 1).
Step 1: Treatment of the boundary. Using the extended folding operators in Definition
2.3.6, we reduce the estimate from Ω to Ω+ε and treat the boundary terms with
Lemma 2.3.3. So, we do not care about intersected cells at the boundary anymore
and prove the estimate
‖G+,1ε U −F+ε U‖L2(Ω+ε ) + ‖ε∇[G
+,1
ε U ]−F+ε [∇yU ]‖L2(Ω+ε ) ≤ εC‖U‖H1(Ω;H1(Y))
(2.3.13)
in the following two steps. Since G+,1ε U , as the solution of the elliptic problem, has
no higher regularity, we cannot cut off the boundary term on Ω\Ω−ε . Nevertheless,
using the extensions and the higher x-regularity of U , we can control the error term
on Ω+ε \Ω−ε .
Step 2: Estimate (2.3.13) for products U(x, y) = w(x)z(y). We split uε := G+,1ε U into
a known part ϑε(x) := (Qεw)(x)z(x/ε) and a remainder part gε following [Han11,
Prop. 2.1]. Using Lemma 2.3.7, we derive (2.3.13).
In the case of exact periodicity (i.e. D(x/ε)) and classical diffusion, we know that
the corrector U is of the form U(x, y) = ∑dj=1 ∂u∂xj (x)zj(y), whereas in the case of
slow diffusion the effective solution V (x, y) is in general not a product.
Step 3: Estimate (2.3.13) for general functions U . We exploit the tensor product structure
of the space H1(Ω; H1(Y)) and write general functions U in the form U(x, y) =∑∞
j=1 uj(x)Φj(y), where {Φj}j is an orthonormal basis in H1(Y). We show the
orthogonality G+,1ε Φi ⊥ G+,1ε Φj in Xε for i 6= j and we use this as well as Parseval’s
identity to prove (2.3.13).
Proof of Proposition 2.3.8. The proof is adjusted to the case γ = 1 and it utilizes the
gradient folding operator G˜1ε . In the case γ = 0, we resort to G˜0ε and only point out the
differences afterward.
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Step 1: Treatment of the boundary. The triangle inequality and (F+ε −Fε)|Ω−ε = id give
‖ G˜1ε U −Fε U ex‖H + ‖ε∇[G˜1ε U ]−Fε[∇yU ]ex‖H
≤ ‖ G˜1ε U −F+ε U‖H + ‖ε∇[G˜1ε U ]−F+ε (∇yU)‖H
+ ‖F+ε U −Fε U ex‖H + ‖F+ε (∇yU)−Fε[∇yU ]ex‖H
≤ ‖G+,1ε U −F+ε U‖L2(Ω+ε ) + ‖ε∇[G
+,1
ε U ]−F+ε (∇yU)‖L2(Ω+ε )
+ ‖Fε U ex‖L2(Ω\Ω−ε ) + ‖Fε[∇yU ]
ex‖L2(Ω\Ω−ε )
+ ‖F+ε U‖L2(Ω+ε \Ω−ε ) + ‖F
+
ε (∇yU)‖L2(Ω+ε \Ω−ε ).
Using Lemma 2.3.3 with % = ε
√
d respective % = 2ε
√
d, we get
‖Fε U ex‖L2(Ω\Ω−ε ) ≤ ‖U‖L2(Ω\Ω−ε ×Y) ≤
√
εC‖U‖H1(Ω;L2(Y))
respective
‖F+ε U‖L2(Ω+ε \Ω−ε ) ≤ ‖PU‖L2(Ω+ε \Ω−ε ×Y) ≤
√
εC‖PU‖H1(Ω+ε ;L2(Y)) ≤
√
εC‖U‖H1(Ω;L2(Y)).
The analogous estimates hold for the gradient ∇yU . With this, we have derived the
boundary estimate in the case σ = 1. In the following two steps, we show (2.3.13), viz.
‖G+,1ε U −F+ε U‖L2(Ω+ε ) + ‖ε∇[G
+,1
ε U ]−F+ε [∇yU ]‖L2(Ω+ε ) ≤ εC‖U‖H1(Ω;H1(Y)).
Step 2: Estimate (2.3.13) for products U(x, y) = w(x)z(y). It remains to prove estimate
(2.3.13) for domains which are the union of translated cells ε(λi + Y ). For notational
simplicity, we write Ω, Fε, G1ε for Ω+ε , F+ε , G+,1ε during the rest of the proof.
Let U ∈ H1(Ω; H1(Y)) be a product of the form
U(x, y) = w(x)z(y) with w ∈ X and z ∈ H1(Y). (2.3.14)
Recalling the definitions of G1ε and Qε in (1.2.16) and (2.3.8), respectively, we decompose
uε := G1ε U ∈ X as follows
uε(x) = ϑε(x) + gε(x) with ϑε(x) = (Qεw)(x)z(xε ). (2.3.15)
By construction, ϑε ∈ X and we define gε ∈ X as the solution of the elliptic problem∫
Ω
gε · ϕ+ ε∇gε : ε∇ϕ dx = `ε(ϕ) for all ϕ ∈ X, where (2.3.16)
`ε(ϕ) =
∫
Ω
(Fε U − ϑε) · ϕ+ (Fε(∇yU)− ε∇ϑε) : ε∇ϕdx.
The function gε can be estimated as follows
1
2 (‖gε‖H + ‖ε∇gε‖H)2 ≤ ‖gε‖2H + ‖ε∇gε‖2H = `ε(gε)
≤ (‖Fε U − ϑε‖H + ‖Fε(∇yU)− ε∇ϑε‖H) (‖gε‖H + ‖ε∇gε‖H) , (2.3.17)
which yields ‖gε‖H + ‖ε∇gε‖H ≤ 2 (‖Fε U − ϑε‖H + ‖Fε(∇yU)− ε∇ϑε‖H). Now, we
estimate the difference of uε = G1ε U and Fε U by adding and subtracting ϑε. Inserting
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±gε = ±(uε−ϑε) and computing ε∇ϑε(x) = ε
(∇x(Qεw(x))) z(x/ε) +Qεw(x)∇yz(x/ε),
we arrive at
‖uε −Fε U‖H + ‖ε∇uε −Fε(∇yU)‖H
≤ ‖ϑε −Fε U‖H + ‖gε‖H + ‖ε∇ϑε −Fε(∇yU)‖H + ‖ε∇gε‖H
≤ 3 (‖ϑε −Fε U‖H + ‖ε∇ϑε −Fε(∇yU)‖H)
= 3
(
‖(Qεw −Fεw)z(·/ε)‖H + ‖(Qεw −Fεw)∇yz(·/ε)‖H
+ ε
∥∥(∇x(Qεw(x))) z(·/ε)∥∥H )
≤ εC
(
‖w‖X‖z‖H1(Y) + ‖w‖X
)
. (2.3.18)
In the last inequality, we used Lemma 2.3.7 (where Ω = Ω+ε ) and the boundedness (2.3.9)
of Qε. Thus, estimate (2.3.13) is proved for functions U of product form.
Step 3: Estimate (2.3.13) for general functions U . We justify the decomposition in
(2.3.14). Let {Φi}∞i=1 be an orthonormal basis in H1(Y) which is also orthogonal in L2(Y).
Then, we can express U ∈ H1(Ω; H1(Y)) via the linear combination
U(x, y) =
∞∑
i=1
ui(x)Φi(y), where ui(x) := −
∫
Y
U(x, y)Φi(y) dy. (2.3.19)
By construction, we have ui ∈ X as well as Parseval’s identity
‖U‖2H1(Ω;H1(Y)) =
∞∑
i=1
‖ui‖2X .
Moreover, we set Ui(x, y) := ui(x)Φi(y).
By the assumptions on Φi, we have Φi(·/ε) ⊥ Φj(·/ε) and ∇yΦi(·/ε) ⊥ ∇yΦj(·/ε) in H
for all i 6= j. Using Ω = Ω+ε again, a substitution of variables yields∫
Ω
Φi(xε ) · Φj(xε ) dx =
∑
λi∈Λ+ε
∫
ε(λi+Y )
Φi(xε ) · Φj(xε ) dx
=
∑
λi∈Λ+ε
1
εd
∫
λi+Y
Φi(y) · Φj(y) dy = 0 (2.3.20)
and analogously for ∇yΦi. In particular, we have that {Φi(·/ε)}i is a orthogonal system
in X for each ε > 0. Applying the folding operator Fε to Ui gives
(Fε Ui)(x) = (Fε ui)(x)Φi(xε ) and (Fε[∇yUi])(x) = (Fε ui)(x)∇yΦi(xε ).
Since (Fε ui)(x) = −
∫
Nε(x)+εY ui(z) dz is constant in each cell ε(λi + Y ), we have as well
Fε Ui ⊥ Fε Uj and Fε(∇yUi) ⊥ Fε(∇yUj) in H for all i 6= j. Therefore, it suffices to
consider the basis functions Φi. By the definition of G1ε , we have for vεi := G1ε Φi∫
Ω
(
vεi − Φi( ·ε)
) · ϕ+ (ε∇vεi −∇yΦi( ·ε)) : ε∇ϕdx = 0 for all ϕ ∈ Xε. (2.3.21)
Choosing the test function ϕ(x) = Φj(x/ε) in (2.3.21) yields with (2.3.20) for all i 6= j∫
Ω
vεi · Φj( ·ε) + ε∇vεi : ∇yΦj( ·ε) dx = 0.
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Furthermore, choosing the test function ϕ(x) = vεj (x) in (2.3.21) yields with the previous
estimate ∫
Ω
vεi · vεj + ε∇vεi : ε∇vεj dx = 0.
With this, we conclude that vεi ⊥ vεj in Xε for all i 6= j. We continue to estimate the
folding mismatch of Fε and G1ε and set uεi := G1ε Ui. Replacing Fε Φi and Fε(∇yΦi) with
Fε Ui and Fε(∇yUi) in (2.3.21), respectively, and exploiting that Fε ui is constant on each
cell ε(λi + Y ) implies uεi ⊥ uεj in Xε for all i 6= j. Finally, we apply the result of Step 2
with w = ui and z = Φi.
Since Fε and G1ε are linear and continuous operators, we have in particular
G1ε (
∑∞
i=1 Ui) =
∑∞
i=1 G1ε Ui and, hence, uε =
∑∞
i=1 u
ε
i .
Therefore, we square estimate (2.3.18) so that the mixed product terms vanish for i 6= j,
namely
‖uε −Fε U‖2H + ‖ε∇uε −Fε(∇yU)‖2H
= ‖∑∞i=1(uεi −Fε Ui)‖2H + ‖∑∞i=1(ε∇uεi −Fε(∇yUi))‖2H
= ∑∞i=1 ‖uεi −Fε Ui‖2H +∑∞i=1 ‖ε∇uεi −Fε(∇yUi)‖2H
≤∑∞i=1 ε2C‖ui‖2X‖Φi‖2H1(Y) = ε2C‖U‖2H1(Ω;H1(Y)).
The last equality follows by Parseval’s identity and thus, estimate (2.3.13) is proved for
general functions U .
The case γ = 0: Step 1 holds analogously and, thus, Ω−ε = Ω+ε can be assumed without
loss of generality. Note that if uε ∈ X solves the elliptic problem∫
Ω
(uε − u− εFε U) · ϕ+ (∇uε − [∇u+ Fε(∇yU)]) : ∇ϕ dx = 0 for all ϕ ∈ X, (2.3.22)
it holds by Proposition 1.2.1(b) and the Poincare´–Wirtinger inequality, cf. Lemma 2.3.4,
‖uε−G0ε (u, U)‖X ≤ ‖εFε U‖H + ‖∇u−Fε(∇u)‖H ≤ εC(‖u‖H2(Ω) + ‖U‖H).
With this, we can redefine G0ε (u, U) =: uε as the solution of (2.3.22). The linearity
of the gradient folding operator and (2.3.22) imply G0ε (u, U) = G0ε (u, 0) + G0ε (0, U) and
G0ε (u, 0) = u, respectively. Hence, the estimate for γ = 0 reduces to
‖ G0ε (0, U)− εFε U‖H + ‖∇G0ε (0, U)−Fε(∇yU)‖H ≤ εC‖U‖H1(Ω;H1av(Y)). (2.3.23)
As in Step 2, let U be the product U(x, y) = w(x)z(y) and the modifications of the proof
are as follows. In (2.3.15), we set uε := G0ε (0, U) and decompose uε = εϑε + gε, where
ϑε(x) = (Qεw)(x)z(x/ε) with w ∈ X and z ∈ H1av(Y).
In (2.3.16), we use (gε, ϕ)X = `ε(ϕ) for all ϕ ∈ X with
`ε(ϕ) =
∫
Ω
(εFε U − εϑε) · ϕ+ (Fε(∇yU)− ε∇ϑε) : ∇ϕdx.
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As in (2.3.17), it holds ‖gε‖X ≤ 2 (ε‖Fε U−ϑε‖H + ‖Fε(∇yU)−ε∇ϑε‖H). With this, we
have analogously to (2.3.18),
‖uε − εFε U‖H + ‖∇uε −Fε(∇yU)‖H
≤ 3(ε‖ϑε‖H + ε‖U‖H + ‖∇yϑε −Fε(∇yU)‖H + ε‖∇xϑε‖H).
Again, the application of Lemma 2.3.7 and the boundedness (2.3.9) with the improved
regularity U ∈ H1(Ω; H1av(Y)) give estimate (2.3.23) for products U .
In Step 3, we decompose U(x, y) as in (2.3.19) with Φi ∈ H1av(Y). As in (2.3.21), it
holds by the redefinition (2.3.22) for vεi := G0ε (0,Φi)∫
Ω
(vεi − εΦi( ·ε)) · ϕ+
(∇vεi −∇yΦi( ·ε)) : ∇ϕ dx = 0 for all ϕ ∈ X.
Following further the argumentation of Step 3 by inserting first ϕ(x) = εΦj(x/ε) and
second ϕ(x) = vεj yields the desired orthogonalities, in particular, it holds vεi ⊥ vεj in X
for all i 6= j. With this, we obtain estimate (2.3.23) for general functions U(x, y).
2.3.3 Preparatory estimates III: periodicity defect
We use the following two lemmata from [Gri04, Gri05] for the estimation of the periodicity
defect ∆uε2 respective ∆v
ε
2 . The first estimates involve the X∗ = (H1(Ω))∗-norm and
are of order
√
ε, whereas the second estimates use the H−1(Ω) = (H10(Ω))∗-norm and
yield the better error ε. Here, we use the standard notation H10(Ω) := {u ∈ H1(Ω) |u =
0 a.e. on ∂Ω}. Therefore, the second estimates (Lemma 2.3.10) are significantly more
restrictive in their application, since they require that the solutions of (2.0.1.Pε) satisfy
the correct boundary conditions such as ∇u ∈ H10(Ω) and V ∈ H10(Ω; H1(Y)). We recall
that L2(Y ) and L2(Y) can be identified, while H1(Y) is a closed subspace of H1(Y ).
We emphasize that the error of lower order
√
ε is not due to the discrepancy Ω−ε 6= Ω+ε
as in the subsections before. Assuming Ω−ε = Ω+ε does not automatically improve the
order of the error from
√
ε to ε, but assuming zero boundary conditions on ∂Ω indeed
yields the better order ε.
Lemma 2.3.9. For every u ∈ X with ‖u‖X ≤ c (γ = 0) respective ‖u‖Xε ≤ c (γ = 1),
there exists a function Ψε ∈ X0 respective Ψε ∈ X and a constant C ≥ 0 only depending
on Ω and Y such that
γ = 0 : ‖Ψε‖X ≤ C‖u‖X and ‖ Tε(∇u)− [∇u+∇yΨε]‖L2(Y;X∗) ≤ (ε+
√
ε)C‖u‖X ,
γ = 1 : ‖Ψε‖X ≤ C‖u‖Xε and ‖ Tε u−Ψε‖H1(Y ;X∗) ≤ (ε+
√
ε)C‖u‖Xε .
Proof. Following [Gri04, Gri05], we define the sets
Ω˜ε := {x ∈ Rd |dist(x,Ω) < 3
√
dε} and Ω¯ε := {x ∈ Rd |dist(x, ∂Ω) < 3
√
dε}.
According to [Gri04, Sect. 3] or [Gri05, Lem. 2.1], there exists a linear and continuous
extension operator Pε from H1(Ω) to H1(Ω˜ε) such that
Pε(u)|Ω = u, ‖∇Pε(u)‖L2(Ω˜ε) ≤ C‖∇u‖H ,
‖Pε(u)‖L2(Ω˜ε) ≤ C{‖u‖H + ε‖∇u‖L2(Ω\Ω¯ε)},
(2.3.24)
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where C only depends on d and ∂Ω. Now, let u ∈ Xε with ‖u‖Xε ≤ c (γ = 1). Then,
[Gri05, Thm. 2.2] yields the existence of a two-scale function Ψε ∈ X such that ‖Ψε‖X ≤
C‖u‖Xε and
‖ Tε u−Ψε‖H1(Y ;X∗) ≤ εC‖u‖Xε +
√
εC
{
‖Pε(u)‖L2(Ω¯ε) + ε‖∇Pε(u)‖L2(Ω¯ε)
}
≤ εC‖u‖Xε +
√
εC {‖u‖Xε + ε‖∇u‖H} ,
where we used Ω¯ε ⊂ Ω˜ε as well as estimate (2.3.24) and C only depends on d and ∂Ω.
Hence, the estimate for γ = 1 is shown.
The estimate for γ = 0 follows analogously from [Gri05, Thm. 2.3], i.e. for any u ∈ X,
there exists a two-scale function Ψε ∈ X such that ‖Ψε‖X ≤ C‖u‖X and
‖ Tε(∇u)− [∇u+∇yΨε]‖L2(Y;X∗) ≤ C
{
ε‖∇u‖H +
√
ε‖∇Pε(u)‖L2(Ω¯ε)
}
.
Since the latter estimate only involves the gradient ∇yΨε, we can find Ψε ∈ X0, which
finishes the proof.
Lemma 2.3.10 ([Gri04, Prop. 3.3 and Thm. 3.4]). For every u ∈ X with ‖u‖X ≤ c (γ = 0)
respective ‖u‖Xε ≤ c (γ = 1), there exists a function Ψε ∈ X0 respective Ψε ∈ X and a
constant C ≥ 0 only depending on Ω and Y such that
γ = 0 : ‖Ψε‖X ≤ C‖u‖X and ‖ Tε(∇u)− [∇u+∇yΨε]‖L2(Y;H−1(Ω)) ≤ εC‖u‖X ,
γ = 1 : ‖Ψε‖X ≤ C‖u‖Xε and ‖ Tε u−Ψε‖H1(Y ;H−1(Ω)) ≤ εC‖u‖Xε .
Remark 2.3.11. We point out that the periodic unfolding operator in [Gri04, Gri05] is
defined slightly different close to the boundary ∂Ω, namely TεG : L2(Ω)→ L2(Ω×Y) with
(TεG u)(x, y) = u(Nε(x)+εy) if (x, y) ∈ Ω−ε ×Y and (TεG u)(x, y) = 0 if (x, y) ∈ Ω\Ω−ε ×Y.
Whereas in this text, we use the definition from [MiT07] and we recall TεM : L2(Ω) →
L2(Rd × Y) with (TεM u)(x, y) = uex(Nε(x) + εY ) so that supp(TεM u) ⊂ Ω+ε × Y. In
particular, we have TεM u = TεG u almost everywhere in Ω−ε × Y.
Nevertheless, this discrepancy does not change or weaken the error estimates in Lemma
2.3.9 and 2.3.10, above. Indeed, we have with Lemma 2.3.3 for every u ∈ H
‖ TεM u− TεG u‖L2(Y;X∗) = sup
‖Φ‖X=1
∣∣∣∣∣
∫
(Ω\Ω−ε )×Y
(TεM u− TεG u) · Φ dx dy
∣∣∣∣∣
≤ sup
‖Φ‖X=1
‖ TεM u− TεG u‖L2(Ω\Ω−ε ×Y)‖Φ‖L2(Ω\Ω−ε ×Y) ≤ (ε+
√
ε)C‖u‖H .
In the same manner, we obtain with Lemma 2.3.3 for Φ = 0 a.e. on ∂Ω× Y
‖TεM u− TεG u‖L2(Y;H−1(Ω)) ≤ εC‖u‖H .
Remark 2.3.12. We briefly comment on how the space H1(Y ;X∗) in Lemma 2.3.9 (and
analogously H1(Y ; H−1(Ω)) in Lemma 2.3.10) is connected to previously mentioned two-
scale spaces. Thanks to the underlying tensor product structure of the two separable Hilbert
spaces X = H1(Ω) and L2(Y) ∼= L2(Y ) ∼= (L2(Y ))∗, it holds H1(Ω; L2(Y)) ∼= L2(Y ;X) as
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well as
(
L2(Y;X))∗ ∼= L2(Y ;X∗). Later on, we will estimate the periodicity defect for the
slowly diffusing variable vε as follows: for arbitrary F,G ∈ L2(Y ;X), it is∣∣∣∣∫Ω×Y F · (Tε vε −Ψε) +G : ∇y(Tε vε −Ψε) dx dy
∣∣∣∣
≤ ‖F‖L2(Y ;X)‖ Tε vε −Ψε‖L2(Y ;X∗) + ‖G‖L2(Y ;X)‖∇y(Tε vε −Ψε)‖L2(Y ;X∗).
2.3.4 Proof of Main Theorem IIIa
The proof of Theorem 2.3.1 is structured as follows.
Step 1+2: Quantification of the error terms. Based on estimate (2.0.5.Est), viz.
max
0≤t≤T
{
‖ Tε vε(t)− V ex(t)‖2HRd + ‖u
ε(t)− u(t)‖2H
}
≤ C
{
‖ Tε vε0 − V ex0 ‖2HRd + ‖u
ε
0 − u0‖2H +
∫ T
0
∆vε(t) + ∆uε(t) dt
}
, (2.3.25)
derived in Theorem 2.1.6, we show
∫ T
0 ∆u
ε(t) + ∆vε(t) dt ≤ (ε+√ε)C. Using in ad-
dition the convergence of the initial values (2.3.2.A4), we obtain the desired estimate
(2.3.1a), namely
‖ Tε vε − V ex‖C([0,T ];HRd ) + ‖u
ε − u‖C([0,T ];H) ≤ ε1/4C.
Step 3: Gradient estimate. We derive estimate (2.3.1b) for the gradient terms, namely
‖ Tε(ε∇vε)−∇yV ex‖L2(0,T ;HRd ) + ‖ Tε(∇u
ε)− [∇u+∇yU ]ex‖L2(0,T ;HRd ) ≤ ε
1/4C.
Proof of Theorem 2.3.1. The assumptions (2.3.2.A1) and (2.3.2.A3) on the higher x-
regularity of D1 and the effective solution u imply the improved x-regularity
Ui =
d∑
j=1
∂ui
∂xj
· zij ∈ C([0, T ]; H1(Ω; H1av(Y)))
for i = 1, . . . ,m1 according to Lemma 2.1.5 and (2.1.23). For brevity, we set
CF := sup
(t,x,y)∈[0,T ]×Ω×Y
j=1,...,d, i=1,2
{|Fi(t, x, y, 0, 0)|+ |∂xjFi(t, x, y, 0, 0)|}. (2.3.26)
Moreover, let us recall that Cb denotes the uniform bound for the solution (uε, vε) in
the space Wimp(0, T ;X)×Wimp(0, T ;Xε), see (2.1.10). Thanks to the higher x-regularity
of the effective solution (u, V ), we can employ the gradient folding operators G˜0ε and G˜1ε
instead of G0ε and G1ε , cf. Definition 1.2.7 and 2.3.6.
Step 1: Quantification of ∆uε. We derive quantitative estimates for ∆uε1 , . . . , ∆u
ε
5 . The
error ∆uε1 in (2.1.32) is estimated with Ho¨lder’s inequality and Lemma 2.3.8, namely∫ T
0
|∆uε1 | dt =
∫ T
0
∣∣∣∣∫Ω(F ε1 (uε, vε)− uεt ) · (u− G˜0ε (u, U))
− Dε1∇uε :
{
Fε[∇u+∇yU ]ex −∇ G˜0ε (u, U)
}
dx
∣∣∣ dt
≤ C
∫ T
0
(
‖u− G˜0ε (u, U)‖H + ‖Fε[∇u+∇yU ]ex −∇ G˜0ε (u, U)‖H
)
dt
≤ (ε+√ε)C
(
‖U‖L2(0,T ;H1(Ω;H1av(Y))), ‖u‖L2(0,T ;H2(Ω))
)
. (2.3.27)
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Here, we used the growth conditions (1.1.5) and (1.1.8) for Dε1 and F ε1 in the first inequality
so that the constant C depends additionally on Cb, C1, and β.
We treat the periodicity defect error ∆uε2 in (2.1.34), viz.
∆uε2 =
∫
Ω
(Feff(u, V )− ut) · uε dx−
∫
Rd×Y
Dex1 [∇u+∇yU ]ex : Tε(∇uε) dx dy, (2.3.28)
with Lemma 2.3.9. Since we have Dex1 [∇u+∇yU ]ex ≡ 0 on Rd\Ω×Y, it suffices to consider
the domain of integration Ω × Y on the right-hand side. Recalling the weak formulation
(2.1.59) of the u-equations, we find for every t ∈ [0, T ] a two-scale function Ψε(t) so that
(uε(t),Ψε(t)) ∈ X × X0 is an admissible test function. Hence, we have for a.e. t ∈ [0, T ]
0 ≡
∫
Ω
(Feff(u, V )− ut) · uε dx−
∫
Ω×Y
D1[∇u+∇yU ] : [∇uε +∇yΨε(t)] dx dy. (2.3.29)
Since uε is of improved time-regularity, the boundedness ‖uε‖C([0,T ];X) ≤ Cb holds true.
In particular, the continuity of uε in time and the estimate ‖Ψε(t)‖X ≤ C‖u‖X imply
Ψε ∈ C([0, T ];X0). Subtracting (2.3.29) from (2.3.28) yields with Ho¨lder’s inequality as
well as the assumptions of higher x-regularity (2.3.2.A1) and (2.3.2.A3)∫ T
0
|∆uε2 |dt =
∫ T
0
∣∣∣∣∫Ω×Y D1[∇u+∇yU ] : [Tε(∇uε)− {∇uε +∇yΨε}] dx dy
∣∣∣∣ dt
≤
∫ T
0
‖D1[∇u+∇yU ]‖L2(Y;X∗)∗‖ Tε(∇uε)− {∇uε +∇yΨε}‖L2(Y;X∗) dt
≤
∫ T
0
‖D1[∇u+∇yU ]‖H1(Ω;L2(Y))εC‖uε‖X dt ≤ (ε+
√
ε)C, (2.3.30)
where the constant C depends on Cb, ‖D1‖C([0,T ];W 1,∞(Ω;L∞(Y))), ‖U‖L2(0,T ;H1(Ω;H1av(Y))),
and ‖u‖L2(0,T ;H2(Ω)). (Here, we used L2(Y;X∗)∗ = L2(Y;X) = H1(Ω; L2(Y)).)
The third error ∆uε3 in (2.1.36) is treated with Ho¨lder’s inequality as well as Lemma
2.3.3 and 2.3.5:∫ T
0
|∆uε3 | dt
=
∫ T
0
∣∣∣∣∫
Rd×Y
(Dex1 − TεDε1)[∇u+∇yU ]ex : {Tε(∇uε)− [∇u+∇yU ]ex} dx dy
∣∣∣∣ dt
≤ C(Cb)
∫ T
0
‖(Dex1 − TεDε1)[∇u+∇yU ]ex‖HRd dt
≤ C(Cb, β)
∫ T
0
(
‖∇u+∇yU‖L2(Ω\Ω−ε ×Y) + ‖D1 − TεD
ε
1‖L∞(Ω−ε ×Y)
)
dt
≤ (ε+√ε)C
(
‖u‖L2(0,T ;H2(Ω), ‖U‖L2(0,T ;H1(Ω;H1av(Y)))
)
, (2.3.31)
where C additionally depends on Cb, β, and ‖D‖C([0,T ];W 1,∞(Ω;L∞(Y))).
The estimation of ∆uε4 in (2.1.38) is a little more involved. Applying the integral identity
(1.2.7) only to the first summand and the averaging formula (2.0.3) for Feff to the second
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summand yields (pointwise in time)
∆uε4 =
∫
Ω
[F ε1 (u,Fε V )− Feff(u, V )] · (uε − u) dx
=
∫
Rd×Y
Tε F ε1 (Tε u, TεFε V ) · Tε(uε − u) dx dy −
∫
Ω×Y
F1(u, V ) · (uε − u) dx dy
=
∫
Ω−ε ×Y
Tε F ε1 (Tε u, TεFε V ) · Tε(uε − u)− F1(u, V ) · (uε − u) dx dy (2.3.32)
+
∫
Ω+ε \Ω−ε ×Y
Tε F ε1 (Tε u, TεFε V ) · Tε(uε − u)− Fex1 (uex, V ex) · [uε − u]ex dx dy.
(2.3.33)
Using the growth condition (1.1.8) for F1 with CF from (2.3.26) as well as Lemma 2.3.3
for uε(t), u(t) ∈ X in (2.3.33) (denoted with ∆uε4,Ω+ε ) gives∣∣∣∆uε4,Ω+ε ∣∣∣ ≤ C(Cb)‖uε − u‖L2(Ω\Ω−ε ) ≤ (ε+√ε)C(Cb).
For now, we set H−ε := L2(Ω−ε ×Y). Introducing the terms ±F1(Tε u, TεFε V ) · Tε(uε − u)
and ±F1(u, v) ·Tε(uε−u) into (2.3.32) (denoted with ∆uε4,Ω−ε ), applying Ho¨lder’s inequality,
and recalling the Lipschitz continuity and growth condition for F1 gives (pointwise in time)∣∣∣∆uε4,Ω−ε ∣∣∣ ≤ ‖Tε F ε1 (Tε u, TεFε V )− F1(Tε u, TεFε V )‖H−ε ‖ Tε(uε − u)‖H−ε
+ ‖F1(Tε u, TεFε V )− F1(u, V )‖H−ε ‖ Tε(u
ε − u)‖H−ε
+ ‖F1(u, V )‖H−ε ‖ Tε(u
ε − u)− (uε − u)‖H−ε
≤ C∗
{
‖ Tε F ε1 (Tε u, TεFε V )− F1(Tε u, TεFε V )‖H−ε (2.3.34)
+ L
(
‖ Tε u− u)‖H−ε + ‖ TεFε V − V ‖H−ε
)
(2.3.35)
+‖ Tε(uε − u)− (uε − u)‖H−ε
}
, (2.3.36)
where C∗ depends on C1, ‖u‖C([0,T ];H), ‖uε‖C([0,T ];H), and ‖V ‖C([0,T ];H). We exploit the
improved spatial regularity of F1 (2.3.2.A1) in (2.3.34) and argue as in Lemma 2.3.5 using
the Lipschitz continuity of F1 with respect to x ∈ Ω. Moreover, we apply Lemma 2.3.4 to
uε(t), u(t) ∈ X and V (t) ∈ H1(Ω; L2(Y)) in (2.3.35)–(2.3.36) so that we arrive at∫ T
0
|∆uε4 |dt ≤ (ε+
√
ε)C, (2.3.37)
where C depends on CF , C∗, L, ‖u‖L2(0,T ;X), ‖uε‖L2(0,T ;X), and ‖V ‖L2(0,T ;H1(Ω;L2(Y))).
For the last error term ∆uε5 in (2.1.40), we have immediately by Lemma 2.3.4∫ T
0
∆uε5 dt =
∫ T
0
2L‖V − TεFε V ‖2H dt ≤ (ε2 + ε)C‖V ‖2L2(0,T ;H1(Ω;L2(Y))). (2.3.38)
Adding the estimates (2.3.27), (2.3.30)–(2.3.31), and (2.3.37)–(2.3.38) yields∫ T
0
∆uε dt ≤ (ε+√ε)C. (2.3.39)
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Step 2: Quantification of ∆vε. We proceed as in Step 1. Applying Lemma 2.3.8 to the
folding mismatch ∆vε1 in (2.1.33) yields∫ T
0
|∆vε1 | dt =
∫ T
0
∣∣∣∣ ∫Ω(F ε2 (uε, vε)− vεt ) · (Fε V ex − G˜1ε V )
− εDε2∇vε :
[
Fε(∇yV )ex − ε∇(G˜1ε V )
]
dx
∣∣∣∣ dt
≤ C(Cb, C1, β)
∫ T
0
(
‖Fε V ex − G˜1ε V ‖H + ‖Fε(∇yV )ex − ε∇(G˜1ε V )‖H
)
dt
≤ (ε+√εC(Cb, C1, β, ‖V ‖L2(0,T ;H1(Ω;H1(Y)))). (2.3.40)
For the estimation of the periodicity defect ∆vε2 in (2.1.35), viz.
∆vε2 =
∫
Rd×Y
(Fex2 (uex, V ex)− V ext ) · Tε vε − Dex2 ∇yV ex : ∇y(Tε vε) dx dy,
we use again Lemma 2.3.9. Note, we have Fex2 (uex, V ex) ≡ 0, V ext ≡ 0 and Dex2 ≡ 0 on
Rd\Ω × Y. We recall that vε ∈ Wimp(0, T ;Xε) so that ‖vε‖C([0,T ];Xε) ≤ Cb according
to (2.1.10). Then, Lemma 2.3.9 gives for every t ∈ [0, T ] a function Ψε(t) ∈ X such
that ‖Ψε(t)‖X ≤ εC‖vε(t)‖Xε . The continuity of vε implies Ψε ∈ C([0, T ];X). Then, in
particular, Ψε is an admissible test function for (2.0.2.P0)2, i.e.
0 ≡
∫
Ω×Y
[F2(u, V )− Vt] ·Ψε − D2∇yV : ∇yΨε dx dy. (2.3.41)
Hence, the application of Ho¨lder’s inequality and Lemma 2.3.9 (cf. Remark 2.3.12) gives∫ T
0
|∆vε2 | dt =
∫ T
0
∣∣∣∣ ∫Ω×Y [F2(u, V )− Vt] · (Tε vε −Ψε)− D2∇yV : ∇y(Tε vε −Ψε) dx dy
∣∣∣∣ dt
≤
∫ T
0
‖F2(u, V )− Vt‖L2(Y;X∗)∗‖ Tε vε −Ψε‖L2(Y;X∗) dt
+
∫ T
0
‖D2∇yV ‖L2(Y;X∗)∗‖∇y(Tε vε −Ψε)‖L2(Y;X∗) dt
≤
∫ T
0
‖|D2∇yV |+ |F2(u, V )|+ |Vt|‖H1(Ω;L2(Y))‖ Tε vε −Ψε‖H1(Y ;X∗) dt
≤ (ε+√ε)C, (2.3.42)
where the constant C depends on CF , Cb, ‖D2‖C([0,T ];W 1,∞(Ω;L∞(Y))), ‖V ‖L2(0,T ;H1(Ω;H1(Y))),
and ‖Vt‖L2(0,T ;H1(Ω;L2(Y))).
The approximation errors ∆vε3 –∆v
ε
5 in (2.1.36)–(2.1.40) are estimated easily by using
Lemma 2.3.3, 2.3.4, and 2.3.5:∫ T
0
|∆vε3 |dt =
∫ T
0
∣∣∣∣∫
Rd×Y
(Dex2 − TεDε2)∇yV ex : ∇y(Tε vε − V ex) dx dy
∣∣∣∣ dt
≤ C(Cb)
∫ T
0
‖∇yV ‖L2(Ω\Ω−ε ×Y) + ‖(D2 − TεD
ε
2)‖L∞(Ω−ε ×Y) dt
≤ (ε+√ε)C, (2.3.43)
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∫ T
0
|∆vε4 |dt =
∫ T
0
∣∣∣∣∫
Rd×Y
[Tε F ε2 (uex, V ex)− Fex2 (uex, V ex)] · (Tε vε − V ex) dx dy
∣∣∣∣ dt
≤ Cb
∫ T
0
2‖C1(1 + |u|+ |V |)‖L2(Ω\Ω−ε ×Y)
+ ‖ Tε F ε2 (u, V )− F2(u, V )‖L2(Ω−ε ×Y) dt
≤ (ε+√ε)C, (2.3.44)∫ T
0
|∆vε5 |dt =
∫ T
0
2L‖ Tε u− u‖2H dt ≤ (ε2 + ε)C‖u‖2L2(0,T ;X), (2.3.45)
where C depends on CF , Cb, ‖D2‖C([0,T ];W 1,∞(Ω;L∞(Y))), and ‖V ‖L2(H1(Ω;H1(Y))). Overall
(2.3.40)–(2.3.45) give ∫ T
0
∆vε dt ≤ (ε+√ε)C.
Combined with the estimation of ∆uε (2.3.39), we finish the proof of (2.3.1a) by inserting
the assumption on the initial values (2.3.2.A4), i.e. ‖ Tε vε0−V ex‖HRd + ‖uε0−u0‖H ≤ ε1/4c,
into (2.3.25). Taking the square root in (2.3.25) gives the convergence rate ε1/4.
Step 3: Derivation of the gradient estimate (2.3.1b). Adding the Gronwall-type esti-
mates (2.1.55) and (2.1.62) for Tε vε−V ex and uε−u in the proof of (2.0.5.Est) gives
1
2
d
dt
{
‖ Tε vε − V ex‖2HRd + ‖u
ε − u‖2H
}
≤ −α
{
‖ Tε(ε∇vε)−∇yV ex‖2HRd + ‖[∇u+∇yU ]
ex − Tε(∇uε)‖2HRd
}
+ 32L
{
‖ Tε vε − V ex‖2HRd + ‖u
ε − u‖2H
}
+ ∆vε + ∆uε .
Integrating over [0, T ] and exploiting (2.3.1a) as well as the results of Step 1–2 yields
α
{
‖ Tε(ε∇vε)−∇yV ex‖2L2(0,T ;HRd ) + ‖[∇u+∇yU ]
ex − Tε(∇uε)‖2L2(0,T ;HRd )
}
≤ 12
{
‖ Tε vε0 − V ex0 ‖2HRd + ‖u
ε
0 − u0‖2H − ‖Tε vε(T )− V (T )ex‖2HRd − ‖u
ε(T )− u(T )‖2H
}
+ 32L
{
‖ Tε vε − V ex‖2L2(0,T ;HRd ) + ‖u
ε − u‖2L2(0,T ;HRd )
}
+
∫ T
0
∆vε + ∆uε dt
≤ 12(2 + 3LT )
{
‖ Tε vε − V ex‖2C([0,T ];HRd ) + ‖u
ε − u‖2C([0,T ];H)
}
+
∫ T
0
∆vε + ∆uε dt
≤ (ε+√ε)C.
Hence, (2.3.1b) is shown and the proof of Theorem 2.3.1 is finished.
2.3.5 Proof of Main Theorem IIIb
We prove an error estimate for the solutions (uε, vε) and (u, V ) of (2.0.1.Pε) and (2.0.2.P0),
respectively, without assuming a priori improved time-regularity for (uε, vε). By the as-
sumptions (2.3.2.A0)–(2.3.2.A2), we have uε ∈ W (0, T,X) and vε ∈ W (0, T ;Xε), only.
In the proof of Main Theorem IIIa, we exploit the uniform boundedness of uεt and vεt in
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C([0, T ];H) (via improved-time regularity by (2.3.2.A4)) to estimate the folding mismatch
errors, viz.
∆uε1 :=
∫
Ω
(F ε1 (uε, vε)− uεt ) · (u− G˜0ε (u, U))
−Dε1∇uε : {Fε[∇u+∇yU ]ex −∇ G˜0ε (u, U)} dx, (2.3.46)
∆vε1 :=
∫
Ω
(F ε2 (uε, vε)− vεt ) · [Fε V ex − G˜1ε V ]− εDε2∇vε :
[
Fε(∇yV )ex − ε∇(G˜1ε V )
]
dx.
For general solutions (uε, vε) this uniform boundedness does not hold. However, we
can proceed as in Main Theorem II and approximate (uε, vε) with a regularized solu-
tion (uε,δ, vε,δ) of improved time-regularity. As before, the folding mismatch is estimated
(for e.g. γ = 1) via
|∆vε,δ1 | ≤ C(δ)
{
‖Fε V δ − G˜1ε V δ‖H + ‖Fε(∇yV δ)−ε∇(G˜1ε V δ)‖H
}
≤ δ−1(ε+ σ√ε)C
with σ = 0 if Ω+ε = Ω−ε and σ = 1 otherwise. Then, choosing δ = δ(ε) suitably, we obtain
the convergence rate ε1/3 in the case σ = 0 respective ε1/6 in the case σ = 1. Recall that
the effective solution (u, V ) satisfies higher regularity by (2.3.2.A2) in any case.
Proof of Theorem 2.3.2. We regularize the given initial values (uε0, vε0) via u
ε,δ
0 :=
R0ε,δuε0 and vε,δ0 := R1ε,δvε0 as in (2.2.15a)–(2.2.15b), i.e.
uε,δ0 − div(δ2Dε1(0)∇uε,δ0 ) = uε0 and vε,δ0 − div(δ2ε2Dε2(0)∇vε,δ0 ) = vε0. (2.3.47)
Testing the weak formulation of (2.3.47)1 with ϕ = uε,δ0 − uε0, exploiting the ellipticity
(1.1.5) of Dε1, and applying Young’s inequality gives∫
Ω
(uε,δ0 − uε0)2 dx = δ2
∫
Ω
−Dε1∇uε,δ0 : ∇(uε,δ0 − uε0) dx
≤ δ2
{
−α‖∇uε,δ0 ‖2H + β‖∇uε,δ0 ‖H‖∇uε0‖H
}
≤ δ2
{
−α‖∇uε,δ0 ‖2H + β αβ ‖∇uε,δ0 ‖2H + β βα‖∇uε0‖2H
}
.
Proceeding analogously with (2.3.47)2 yields
‖uε,δ0 − uε0‖H ≤ δC(α, β)‖uε0‖X as well as ‖vε,δ0 − vε0‖H ≤ δC(α, β)‖vε0‖Xε .
Using the boundedness ‖uε0‖X + ‖vε0‖Xε ≤ c by assumption (2.3.4), we obtain
‖uε,δ0 − uε0‖H + ‖vε,δ0 − vε0‖H ≤ δC∗. (2.3.48)
Now, let uε,δ ∈Wimp(0, T ;X) and vε,δ ∈Wimp(0, T ;Xε) denote the associated regularized
solutions with uε,δ(0) = uε,δ0 and vε,δ(0) = v
ε,δ
0 . Therefore, Lemma 2.2.4 yields
‖uε,δ − uε‖C([0,T ];H) + ‖∇uε,δ −∇uε‖L2(0,T ;H)
+‖vε,δ − vε‖C([0,T ];H) + ‖∇vε,δ −∇vε‖L2(0,T ;H) ≤ δC∗.
(2.3.49)
From the equations (2.3.47) and (2.3.48), we obtain in particular
‖ div(Dε1(0)∇uε,δ0 )‖H + ‖ div(ε2Dε2(0)∇vε,δ0 )‖H ≤ Cδ .
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Reviewing the estimates in the proof Theorem 1.1.2 on the existence of solutions and
Proposition 1.1.3 on improved time-regularity gives
‖uε,δt ‖C([0,T ];H) + ‖vε,δt ‖C([0,T ];H) ≤ Cδ . (2.3.50)
Therefore the folding mismatch (2.3.46) is bounded by Lemma 2.3.8 and (2.3.50) via∫ T
0
|∆uε,δ1 (t)|+ |∆v
ε,δ
1 (t)|dt ≤
(
1 + 1δ
) (
ε+ σ
√
ε
)
C.
The remaining error terms do not rely on the improved time-regularity of (uε, vε) so that
i = 2, 3, 4, 5 :
∫ T
0
|∆uε,δi (t)|+ |∆v
ε,δ
i (t)| dt ≤
(
ε+
√
ε
)
C.
Based on estimate (2.0.5.Est) and ‖ Tε vε0 − V ex0 ‖HRd + ‖uε0 − u0‖H ≤ ε1/2c by assumption
(2.3.4), we arrive at
max
0≤t≤T
{
‖ Tε vε(t)− V ex(t)‖2HRd + ‖u
ε(t)− u(t)‖2H
}
≤ ‖vε,δ − vε‖2C([0,T ];H) + ‖uε,δ − uε‖2C([0,T ];H)
+ C
{
‖ Tε vε,δ0 ± Tε vε0 − V ex0 ‖2HRd + ‖u
ε,δ
0 ± uε0 − u0‖2H +
∫ T
0
∆vε,δ(t) + ∆uε,δ(t) dt
}
≤
(
δ2 + ε+
√
ε+ εδ + σ
√
ε
δ
)
C.
Let σ = 1 and δ = εx. We choose x such that ε2x = ε1/2−x which is x = 1/6. Inserting
δ = ε1/6 and taking the square root of the latter estimate yields the desired convergence
rate ε1/6 on arbitrary domains Ω.
Following again Step 3 of the proof of Theorem 2.3.1 and using (2.3.49) gives the cor-
responding estimates for the gradient terms.
2.3.6 Interior estimates for slow diffusion only
In the case that our original system (2.0.1.Pε) contains only slowly diffusing species, we
find the better convergence rate ε1/2 in the interior of the domain Ω. This subsection is
devoted to the study of the reduced problem
vεt = div(ε2Dε2∇vε) + F ε2 (vε) in [0, T ]× Ω (2.3.51)
with initial and boundary conditions as before. The interior of the domain Ω means the
following: We define for % > 0 the subset Ω% $ Ω via
Ω% := {x ∈ Ω |dist(x, ∂Ω) > %}.
By employing a suitable cut-off function, we can improve the estimations for the error
terms ∆vε from
√
ε to ε. Away from the boundary ∂Ω, the condition Ω−ε = Ω+ε as well as
the boundary conditions are negligible and we can set σ = η = 0 in (2.3.3). For classically
diffusing species uε this approach via cut-off function does not seem to apply. However,
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we expect that the better rate ε1/2 (up to the boundary ∂Ω) can be proved for the uε-
equations, decoupled from vε, using a different approach. Throughout this subsection, vε
denotes the solution of the original problem (2.3.51) and V denotes the solution of the
corresponding limit problem (2.0.2.P0)2 with F2(V ) being independent of u.
Theorem 2.3.13. Let the assumptions (2.3.2) be satisfied. If the initial values additionally
satisfy
∀ % > 0 ∃ c% ≥ 0 ∀ ε < %/(2
√
d) : ‖ Tε vε0 − V0‖L2(Ω%×Y) ≤ ε1/2c%, (2.3.52)
then there exists a constant C% ≥ 0 independent of ε such that it holds for all ε < %/(4
√
d)
‖ Tε vε − V ‖C([0,T ];L2(Ω%×Y)) + ‖ Tε(ε∇vε)−∇yV ‖L2(0,T ;L2(Ω%×Y)) ≤ ε1/2C%.
Before we give the proof, note that the improved folding mismatch ∆vε1 ∼ O(ε) on Ω%
also implies the better convergence rate ε1/3 (compared to ε1/6) for more general initial
conditions (as in Main Theorem IIIb). Note that the following estimate is not exclusively
restricted to the interior domain Ω%. If Ω satisfies Ω−εk = Ω
+
εk
for a suitable sequence
εk → 0, we can set σ = 0 in (2.3.3) and, then, the error ε1/3 holds up to the boundary.
Corollary 2.3.14. Let the assumptions (2.3.2.A0)–(2.3.2.A3) hold and let the initial val-
ues satisfy (2.3.4). Then, there exists a constant C% ≥ 0 independent of ε > 0 such that it
holds for all ε < %/(2
√
d)
‖ Tε vε − V ‖C([0,T ];L2(Ω%×Y)) + ‖ Tε(ε∇vε)−∇yV ‖L2(0,T ;L2(Ω%×Y)) ≤ ε1/3C%.
Proof. Choose σ = 0 and x = 1/3 at the end of the proof for Theorem 2.3.2.
Proof of Theorem 2.3.13. For % > 0 fixed, we construct a nonnegative cut-off function
ϑ% ∈ C∞c (Ω) such that
ϑ% ≡ 1 on Ω2% and ϑ% ≡ 0 on Ω\Ω%.
Let ε < %/(2
√
d). We emphasize that Ω−ε is strictly contained in Ω% for all ε < %/(2
√
d)
and it holds
supp(Tε ϑ%v) ⊂ Ω−ε × Y and supp(ϑ%v) ⊂ Ω−ε for all v ∈ L1(Ω). (2.3.53)
Hence, we can reduce all following calculations to Ω−ε , where the unfolding operator is
exact. In the proof of Theorem 2.1.6, we test (2.0.1.Pε)2 with ϕ = ϑ2%vε − G1ε (ϑ2%V ) in
(2.1.45), viz.
∫
Ω
vεt · [ϑ2%vε − G1ε (ϑ2%V )] dx
=
∫
Ω
−Dε2ε∇vε : ε∇[ϑ2%vε − G1ε (ϑ2%V )] + F ε2 (vε) · [ϑ2%vε − G1ε (ϑ2%V )] dx.
In the same manner, we test (2.0.2.P0)2 with Φ = ϑ2%V in (2.1.49), viz.∫
Ω×Y
Vt · ϑ2%V dx dy =
∫
Ω×Y
−D2∇yV : ∇y(ϑ2%V ) + F2(V ) · ϑ2%V dx dy.
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And for all further reformulations throughout the proof of Theorem 2.1.6, we incorporate
the cut-off function ϑ%. Thus, we obtain the estimate (cf. (2.0.5.Est) or (2.3.25))
‖ Tε(ϑ%vε)− ϑ%V ‖2C([0,T ];H) ≤ C
{
‖ Tε(ϑ%vε0)− ϑ%V0‖2H +
∫ T
0
∆vε% (t) dt
}
, (2.3.54)
where the error term ∆vε% depends on ϑ%, too, and new unfolding errors occur with respect
to Tε ϑ%. More precisely, it is the folding mismatch
∆vε%,1 :=
∫
Ω−ε
(F ε2 (vε)− vεt ) · [Fε(ϑ2%V )−G1ε (ϑ2%V )]
− εDε2∇vε :
[
Fε(∇y[ϑ2%V ])−ε∇(G1ε [ϑ2%V ])
]
dx, (2.3.55)
the new unfolding error
∆vε%,1a :=
∫
Ω−ε ×Y
Tε[F ε2 (vε)− vεt ] · (Tε ϑ% − ϑ%)V
− TεDε2∇y(Tε vε) : [∇y(Tε ϑ%) Tε(ϑ%vε) + (Tε ϑ% − ϑ)∇y(ϑ%V )]
+ TεDε2∇y(Tε ϑ%) Tε vε : ∇y[Tε(ϑ%vε)− ϑ%V ] dx dy, (2.3.56)
the periodicity defect
∆vε%,2 :=
∫
Ω−ε ×Y
ϑ%[F2(V )− Vt] · Tε(ϑ%vε)− D2∇y(ϑ%V ) : ∇y(Tε[ϑ%vε]) dx dy, (2.3.57)
and the approximations errors
∆vε%,3 :=
∫
Ω−ε ×Y
(D2 − TεDε2)∇y(ϑ%V ) : ∇y(Tε[ϑ%vε]− ϑ%V ) dx dy, (2.3.58)
∆vε%,4 :=
∫
Ω−ε ×Y
[Tε ϑ% Tε F ε2 (V )− ϑ%F2(V )] · (Tε[ϑ%vε]− ϑ%V ) dx dy. (2.3.59)
Note that the unfolding error ∆vε5 due to coupling vanishes. To obtain the new unfolding
error ∆vε%,1a, we use (cf. Step 1(a) to reformulate (2.0.1.Pε)2)
Tε ϑ%(Tε vε)t = Tε(ϑ%vεt ) = (Tε[ϑ%vε])t,
∇y(ϑ2%V ) = ϑ%∇y(ϑ%V ) = ϑ2%∇yV,
Tε(ε∇[ϑ2%vε]) = ∇y(Tε[ϑ2%vε]) = ∇y(Tε ϑ%) Tε(ϑ%vε) + Tε ϑ%∇y(Tε[ϑ%vε]),
∇y(Tε[ϑ%vε]) = ∇y(Tε ϑ%) Tε vε + Tε ϑ%∇y(Tε vε). (2.3.60)
The estimation of the error terms follows in principle as in the proof of Main Theorem
IIIa. We begin with the new unfolding error ∆vε%,1a in (2.3.56). First, we note
‖ϑ% − Tε ϑ%‖L∞(Ω×Y) ≤ εC‖∇ϑ%‖L∞(Ω),
‖∇y(Tε ϑ%)‖L∞(Ω×Y) = ‖ Tε(ε∇ϑ%)‖L∞(Ω×Y) ≤ ε‖∇ϑ%‖L∞(Ω) (2.3.61)
thanks to the smoothness of ϑ% and Lemma 2.3.5. With this as well as the boundedness
of the given data and solutions, it holds
|∆vε%,1a| ≤ C(β,C1, Cb)
{
‖ Tε ϑ% − ϑ%‖L∞(Ω×Y) + ‖∇y(Tε ϑ%)‖L∞(Ω×Y)
}
≤ εC%(t).
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In particular, the constant C%(t) depends on the norm ‖ϑ%‖W 1,∞(Ω).
Recalling (2.3.53), we can apply all preparatory estimates in Subsection 2.3.1 and 2.3.2
with σ = 0. With this, the estimation of all error terms but the periodicity defect gives
for i = 1, 1a, 3, 4 :
∫ T
0
|∆vε%,i(t)| dt ≤ εC%.
We aim to apply Lemma 2.3.10 instead of Lemma 2.3.9 to the periodicity defect (2.3.57)
in order to improve the estimate for ∆vε%,2 from (ε +
√
ε)C to εC. We point out that the
estimation of the periodicity defect in Lemma 2.3.10 does not depend on whether Ω is an
exact union of cells ε(λi + Y ) or not.
Let Ψε ∈ L2(Ω−ε ; H1(Y)) be as in Lemma 2.3.10 (γ = 1) for ϑ%vε ∈ H1(Ω−ε ) and, thus,
ϑ%Ψε,ex ∈ X is an admissible test function for the V -equations (cf. (2.0.2.P0) or (2.3.41))
such that
0 ≡
∫
Ω−ε ×Y
ϑ%[F2(V )− Vt] ·Ψε − D2∇y(ϑ%V ) : ∇yΨε dx dy.
Hence, it is
∆vε%,2 =
∫
Ω−ε ×Y
ϑ%[F2(V )− Vt] · (Tε(ϑ%vε)−Ψε)
− D2∇y(ϑ%V ) : (∇y(Tε[ϑ%vε])−Ψε) dx dy. (2.3.62)
Thanks to ϑ%[F2(V )−Vt] = 0 and D2∇y(ϑ%V ) = 0 almost everywhere on ∂Ω×Y, Lemma
2.3.10 yields the desired estimate |∆vε%,2(t)| ≤ εC%(t). Since all involved terms are integrable
on (0, T ), we obtain
∫ T
0 |∆v
ε
%,2(t)| dt ≤ εC%.
Using further 0 ≤ ϑ% ≤ 1 and the convergence of the initial values in (2.3.52), we can
estimate the right-hand side of (2.3.54) by εC%. Estimating the left-hand side of (2.3.54)
from below by replacing Ω with Ω2%, yields overall
‖ Tε vε − V ‖C([0,T ];L2(Ω2%×Y)) ≤ ε1/2C%.
Letting ε < %/(4
√
d) instead of ε < %/(2
√
d) gives the desired estimate on Ω%. We finish
the proof of Theorem 2.3.13 by repeating the gradient estimates for vε in Step 3(a) of the
proof of Theorem 2.3.1.
2.3.7 On the choice of the initial values
We evaluate for which choice of initial values assumption (2.3.2.A4) in Main Theorem IIIa
holds, namely
‖uε0‖H + ‖ div(Dε1(0)∇uε0)‖H + ‖vε0‖H + ‖ div(ε2Dε2(0)∇vε0)‖H ≤ c,
‖uε0 − u0‖H + ‖ Tε vε0 − V ex0 ‖HRd ≤ ε1/4c. (2.3.63)
The initial values considered in Proposition 2.3.17, below, satisfy also assumption (2.3.52)
in Theorem 2.3.13 for the improved estimate on the interior Ω%. So, we derive a quan-
tification of the choice of initial values for the homogenization result with improved time-
regularity, cf. Proposition 2.2.7.
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Before, we briefly comment on the satisfiability of assumption (2.3.4) in Main Theorem
IIIb for solutions (uε, vε) without improved time-regularity. For given u0 ∈ X, the constant
sequence uε0 := u0 is admissible. Now, let V0 ∈ H1(Ω; H1(Y)) be given. The choice
vε0 := G˜1ε V0 ∈ Xε is canonical, since Lemma 2.3.4 and Proposition 2.3.8 immediately
imply ‖ Tε vε0 − V ex0 ‖HRd ≤
√
εC. If V0 is additionally continuous, we can set as well
vε0(x) := V0(x, x/ε), cf. Lemma 2.3.5. Due to the “true” two-scale character of the slowly
diffusing species vε, the constant choice – as for uε0 – is not meaningful.
Let us focus on initial values implying improved-time regularity as in (2.3.63). As before,
such quantitative estimates are established in the case of classical diffusion (see also Table
2.1 in Subsection 2.3.9 for an overview).
Proposition 2.3.15 ([Gri04, Prop. 4.3]). Let the coefficients be of the form Dε(x) =
D(x/ε) with D ∈M(Y). For right-hand sides f ∈ H, we choose uε0, u0 ∈ X as the unique
solutions of the elliptic problems
uε − div(Dε∇uε) = f in Ω and u− div(Deff∇u) = f in Ω. (2.3.64)
If the higher regularity u ∈ H2(Ω) holds, then there exists a constant C ≥ such that
‖uε0 − u0‖H +
∥∥∥∇u+∑dj=1Qε ( ∂u∂xj ) · ∇yzj( ·ε)−∇uε∥∥∥H ≤ ε1/2C.
Using the decomposition U(x, y) = ∑dj=1 ∂u∂xj (x) · zj(y) of the corrector, the gradient
estimate in H (via Qε) is equivalent to the corresponding one in H (via Tε). Indeed
Lemma 2.3.4 and 2.3.7 imply∥∥∥∇u+∑dj=1Qε ( ∂u∂xj ) · ∇yzj( ·ε)−∇uε∥∥∥H = ‖∇u+∇yU − Tε(∇uε)‖H +O(ε+ σ√ε).
The exact periodicity of the coefficients Dε in Proposition 2.3.15 yields corrector functions
zij which are independent of x ∈ Ω. With this, the corrector U(x, y) has the above
product form and the scale-splitting operator Qε is directly applicable (cf. Step 2 of the
proof to Proposition 2.3.8). It is not immediately clear, whether Proposition 2.3.15 can
be generalized to not exactly periodic coefficients D(x, x/ε).
Based on our preparatory estimates for the error terms, we obtain the following two
propositions so that the assumptions (2.3.2.A4), cf. (2.3.63), and (2.3.52) of Theorem 2.3.1
and 2.3.13, respectively, are satisfied. To this, let the assumptions (2.3.2.A0)–(2.3.2.A3)
hold, in particular, x 7→ Di(0, x, y) is Lipschitz continuous.
Proposition 2.3.16. For right-hand sides f ∈ H, we choose uε0, u0 ∈ X as the unique
solutions of the elliptic problems
uε0 − div(Dε1(0)∇uε0) = f in Ω and u0 − div(Deff(0)∇u0) = f in Ω.
If the higher regularity u0 ∈ H2(Ω) is satisfied, then there exists c ≥ 0 such that
‖uε0 − u0‖H + ‖ Tε(∇uε)− [∇u+∇yU ]ex‖HRd ≤ ε1/4c; (2.3.65)
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Proposition 2.3.17. For right-hand sides G ∈ H1(Ω; L2(Y)), we choose vε0 ∈ Xε and
V0 ∈ X as the unique solutions of the elliptic problems
vε0 − div(ε2Dε2(0)∇vε0) = FεG in Ω,
V0 − divy(D2(0)∇yV0) = G in Ω× Y.
(2.3.66)
Then, we have the additional regularity V0 ∈ H1(Ω; H1(Y)) and it holds
(a) ∃ c ≥ 0 : ‖ Tε vε0 − V ex0 ‖L2(Rd;H1(Y )) ≤ ε1/4c; (2.3.67)
(b) ∀ % > 0 ∃ c% ≥ 0 ∀ ε ≤ %/(2
√
d) : ‖ Tε vε0 − V0‖L2(Ω%;H1(Y )) ≤ ε1/2c%. (2.3.68)
The derivation of the estimates (2.3.65) and (2.3.67)–(2.3.68), is done by the same
method. As before, we reformulate the original respective the effective problem by creating
error terms for the folding mismatch, the periodicity defect, and the approximations of
the given data. Then, taking the difference of the reformulated problems and controlling
the error terms by the preparatory estimates yields the desired convergence rate ε1/4 on Ω
respective ε1/2 on Ω% for the solutions. We only carry out the proof of Proposition 2.3.17
(slow diffusion) and Proposition 2.3.16 (classical diffusion) follows analogously by applying
the corresponding preparatory estimates with γ = 0 instead of γ = 1. Notice that higher
regularity is assumed for the limit u0, while for V0 it is immediate by the higher regularity
of the given data.
Proof of Proposition 2.3.17. Step 1: Higher regularity of the limit V0. To see that
V0 ∈ H1(Ω; H1(Y)), we estimate the difference quotient 1h(V0(x + hej , y) − V0(x, y)) for
h > 0. Let {ej}j denote the canonical orthonormal basis in Rd and Ω˜ a compact subset
of Ω. We define for almost every x ∈ Ω˜ and h < dist(Ω˜, ∂Ω) the following abbreviations
x˜ := x + hej , V := V0(x, ·), V˜ := V0(x˜, ·), D := D2(0, x, ·), D˜ := D2(0, x˜, ·), G := G(x, ·),
and G˜ := G(x˜, ·). Clearly, the functions V, V˜ ∈ X solve the elliptic problems
V − divy(D∇yV ) = G and V˜ − divy(D˜∇yV˜ ) = G˜
on Y. Taking their difference, integrating over Ω˜ × Y and testing with Φ ∈ X, as well as
dividing by h and setting Wh := 1h(V˜ − V ), yields∫
Ω˜×Y
Wh · Φ + D˜∇yWh : ∇yΦ dx dy = 1
h
∫
Ω˜×Y
(D− D˜)∇yV : ∇yΦ + (G˜−G) · Φ dx dy.
The Lipschitz continuity of D2 w.r.t. x ∈ Ω gives ‖D− D˜‖L∞(Ω˜×Y) ≤ hD∞, where D∞ :=
‖∂xjD‖L∞(Ω×Y). Choosing Φ = Wh, yields the estimate
min{1, α}‖Wh‖2L2(Ω˜;H1(Y)) ≤
(
D∞‖∇yV ‖L2(Ω˜×Y) + ‖ 1h(G˜−G)‖L2(Ω˜×Y)
)
‖Wh‖L2(Ω˜;H1(Y)).
With ‖∇yV ‖L2(Ω˜×Y) ≤ ‖∇yV ‖H and ‖ 1h(G˜−G)‖L2(Ω˜×Y) ≤ ‖∂xjG‖H according to [GiT01,
Lem. 7.23], we obtain the uniform bound ‖Wh‖L2(Ω˜;H1(Y)) ≤ K, where K ≥ 0 is indepen-
dent of h > 0 and Ω˜. According to [GiT01, Lem. 7.24], this implies the existence of the
weak derivative ∂xjV0 with ‖∂xjV0‖X ≤ C, where C ≥ 0 depends on α, ‖V0‖X, ‖∂xjG‖H,
and ‖∂xjD2(0)‖L∞(Ω×Y).
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Step 2: Error Estimates. We follow our approach to the system of coupled parabolic
equations and adapt it to the elliptic problems in (2.3.66). As before, we estimate the
difference
W ε0 := Tε vε0 − V ex0 in L2(Rd; H1(Y ))
and set Gε := FεGex as well as Dε2 := Dε2(0) respective D2 := D2(0).
Step 2a. We prove (2.3.67) first. We test the weak formulation of (2.3.66)1 with vε0 −
G˜1ε V0 ∈ Xε and use Fε Tε = id|H so that∫
Ω
vε0 · FεW ε0 +Dε2ε∇vε0 : Fε(∇yW ε0 ) dx =
∫
Ω
Gε · FεW ε0 dx+ ∆v
ε
0
1 , (2.3.69)
where ∆v
ε
0
1 :=
∫
Ω
(Gε − vε0) · (Fε V ex0 − G˜1ε V0) +Dε2ε∇vε0 : [Fε(∇yV0)ex − ε∇(G˜1ε V0)] dx.
Exploiting the duality Tε = Fε′ and Tε(ε∇v) = ∇y(Tε v) gives∫
Rd×Y
Tε vε0 ·W ε0 + TεDε2∇y(Tε vε0) : ∇yW ε0 dx =
∫
Ω×Y
TεGε ·W ε0 dx+ ∆v
ε
0
1 . (2.3.70)
We test the weak formulation of (2.3.66)2 with V0, extend with 0 to Rd\Ω, and insert the
terms ±Tε vε0 resp. ±∇y(Tε vε0), i.e.∫
Rd×Y
V ex0 ·W ε0 + Dex2 ∇yV ex0 : ∇yW ε0 dx dy =
∫
Rd×Y
Gex ·W ε0 dx+ ∆v
ε
0
2 , (2.3.71)
where ∆v
ε
0
2 :=
∫
Rd×Y
(V ex0 −Gex) · Tε vε0 − Dex2 ∇yV ex0 : ∇y(Tε vε0) dx dy.
Taking the difference of (2.3.70) and (2.3.71) yields∫
Rd×Y
W ε0 ·W ε0 + TεDε2∇yW ε0 : ∇yW ε0 dx dy = ∆v
ε
0 , (2.3.72)
where ∆vε0 = ∑4i=1 ∆vε0i with
∆v
ε
0
3 :=
∫
Rd×Y
(TεDε2 − Dex2 )∇yV ex0 : ∇yW ε0 dx dy,
∆v
ε
0
4 :=
∫
Rd×Y
(TεGε −Gex) ·W ε0 dx dy.
The error terms ∆v
ε
0
i resemble those in Subsection 2.1.5 (see page 38) and we derive
quantitative estimates as in Subsection 2.3.4. Using the uniform boundedness of the
given data and of vε0 in Xε, we obtain with Lemma 2.3.8 for the folding mismatch
|∆vε01 | ≤ C
{
‖Fε V ex0 − G˜1ε V0‖H + ‖Fε(∇yV0)ex − ε∇(G˜1ε V0)‖H
}
≤ (ε+√ε)C.
To estimate the periodicity defect error, we introduce Ψε ∈ X as in Lemma 2.3.9 and
exploit the additional H1(Ω)-regularity of G and V0 resp. ∂xjD2 ∈ L∞(Ω× Y) so that
|∆vε02 | ≤ C‖ Tε vε0 −Ψε‖H1(Y ;X∗) ≤ (ε+
√
ε)C.
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Applying Lemma 2.3.4 and 2.3.5 to the approximation errors yields |∆vε03 |+ |∆v
ε
0
4 | ≤ (ε +√
ε)C. Therefore, estimating the left-hand side in (2.3.72) using the uniform ellipticity,
we arrive at
‖ Tε vε0 − V ex0 ‖2L2(Rd;H1(Y )) ≤ (ε+
√
ε)C. (2.3.73)
Step 2b. We now turn to estimate (2.3.68). For fixed % > 0, let ϑ% ∈ C∞c (Ω) be a
nonnegative cut-off function such that
ϑ% ≡ 1 on Ω% and ϑ% ≡ 0 on Ω\Ω%/2.
We choose the test functions ϑ2%vε0−G1ε (ϑ2%V0) ∈ Xε and ϑ2%V0 ∈ X in (2.3.69) and (2.3.71),
respectively. Repeating the argumentations of Step 2a as well as using the reformulations
in (2.3.60), we obtain the periodicity defect
∆v
ε
0
%,2 :=
∫
Ω×Y
ϑ%(V0 −G) · Tε(ϑ%vε0)− D2∇y(ϑ%V0) : ∇y([Tε(ϑ%vε0]) dx dy
which is estimated by εC% with Lemma 2.3.10 as in (2.3.62). For the estimation of the
remaining error terms, we use the estimates in (2.3.61) and restrict ourselves to Ω−ε for all
ε < %/(2
√
d) so that σ = 0. Then, the desired estimate (2.3.68) follows as in Step 2a.
2.3.8 On the improved regularity of the effective solutions
We evaluate the satisfiability of assumption (2.3.2.A3) on the improved regularity of the
effective solution (u, V ) of (2.0.2.P0), namely
u ∈ L2(0, T ; H2(Ω)) ∩H1(0, T ; L2(Ω)),
V ∈ L2(0, T ; H1(Ω; H1(Y))) ∩H1(0, T ; H1(Ω; L2(Y))). (2.3.74)
First, we consider the classical diffusion case for vector-valued functions u : Ω→ Rm and
recall the notation X = [H1(Ω)]m and H = [L2(Ω)]m for arbitrary m ∈ N. For linear
elliptic systems, the following regularity result holds.
Theorem 2.3.18 ([CDN10, Thm. 3.4.1]). Let Ω be of class C2. We assume for the elliptic
diffusion coefficients D ∈ C1(Ω;R(m×d)×(m×d)) and for the right-hand side f ∈ H. Let
u ∈ X denote the solution of the elliptic system
u− div(D∇u) = f in Ω with (D∇u) · ν = 0 on ∂Ω.
Then, u belongs to the space H2(Ω) and satisfies the estimate
‖u‖H2(Ω) ≤ C (‖f‖H + ‖u‖X) .
Let the smoothness assumptions in Theorem 2.3.18 for Ω andDeff(t) hold for all t ∈ [0, T ]
throughout the remainder of this subsection. With this, the limit solution u0 of the system
(2.3.64)2 in Proposition 2.3.16 satisfies u0 ∈ H2(Ω).
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We briefly outline how the regularity for linear elliptic systems can be generalized to sys-
tems of semilinear parabolic equations such as the effective equations (2.0.2.P0)1. There-
fore, we consider in a first step improved time-regularity for the solutions u : [0, T ]×Ω→
Rm1 and V : [0, T ]× Ω× Y → Rm2 of the whole system (2.0.2.P0), namely
ut = div(Deff∇u) + Feff(u, V ) in [0, T ]× Ω,
Vt = divy(D2∇yV ) + F2(u, V ) in [0, T ]× Ω× Y.
(2.3.75)
Let the initial values u0 ∈ H and V0 ∈ H satisfy the additional assumption
div(Deff(0)∇u0) ∈ H and divy(D2(0)∇yV0) ∈ H,
which imply u ∈Wimp(0, T ;X) and V ∈Wimp(0, T ;X) by Proposition 1.1.3.
In the second step, we derive the higher x-regularity for the solution (u, V ). For the
slow diffusion limit V , the higher x-regularity follows directly from the higher regularity
of the given data and we obtain V ∈ C([0, T ]; H1(Ω; H1(Y))) ∩ C1([0, T ]; H1(Ω; L2(Y))).
For the classical solution u, the higher regularity is not so straight forward. Let 0 =
tN0 < t
N
1 < . . . < T
N
N = T denote an equidistant partition of the time interval [0, T ]
with step size τN = T/N for N ∈ N. Approximating u(tNn ) and V (tNn ) with uNn and V Nn ,
respectively, and using a semi-implicit time-discretization scheme for (2.3.75)1 gives
1
τN
(
uNn+1 − uNn
)
= div(Deff(tNn+1)∇uNn+1) + Feff(tNn , uNn , V Nn ). (2.3.76)
Solving this linear elliptic system for every n = 0, . . . , N−1 and applying Theorem 2.3.18
yields uNn+1 ∈ H2(Ω). Moreover, the growth condition (1.1.8) for F1 and the improved
time-regularity ut ∈ C1([0, T ];H) imply
‖uNn+1‖H2(Ω) ≤ C
(
‖Feff(tNn , uNn , V Nn )‖H + ‖ 1τN (u
N
n+1 − uNn )‖H + ‖uNn+1‖X
)
≤ C(Cb).
Here, Cb is the uniform bound from (2.1.13), independent of N . Since H1(Ω; H1(Y))
embeds continuously into H1(Ω× Y), we obtain the uniform the a priori bound
sup
N∈N
{‖uNn ‖X + ‖V Nn ‖H1(Ω×Y)} <∞
so that we can pass to the limit N →∞ with the nonlinear term Feff(tNn , uNn , V Nn ) exploit-
ing the compact embeddings X ⊂ H and H1(Ω×Y) ⊂ H. Proceeding as in e.g. [Emm04,
Sec. 8.3], we can pass to the limit N →∞ in the time-discrete problem (2.3.76) and obtain
u ∈Wimp(0, T ;X)∩C([0, T ]; H2(Ω)) as solution of the time-continuous problem (2.3.75)1.
Overall, we obtain (2.3.74).
2.3.9 Comparison with related results
We conclude Section 2.3 with a subsumption of our results and compare them with related
results in the literature. Let the effective solutions be of higher spatial regularity, i.e.
u ∈ H2(Ω) for classical diffusion and V ∈ H1(Ω; H1(Y)) for slow diffusion. We collect the
following results.
In [Gri04, Gri05], the author considers linear elliptic equations with exactly periodic
coefficients D(x/ε) combined with Dirichlet or Neumann boundary values. Depending on
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norm elliptic parabolic
classical and
slow diffusion
‖uε − u‖H+
‖∇u+∇yU − Tε(∇uε)‖H
ε1/2
(Prop. 2.3.15)
ε1/2
(Rem. 2.3.19)
-
ε−1/4‖uε − u‖L2(0,T ;H)+
‖∇u+∇yU − Tε(∇uε)‖L2(0,T ;H)
- ε1/4 [FMP12] -
‖vε − [V ]ε‖L∞(0,T ;H)+
‖ε∇vε −∇y[V ]ε‖L2(0,T ;H)
- - ε1/2 [Eck05]
‖vε − [V ]ε‖L∞(0,T ;H)+
‖ε∇vε −∇y[V ]ε‖L∞(0,T ;H)
- - ε1/2 [Muv13]
‖ Tε vε − V ‖L2(Ω;H1(Y ))
ε1/4
(Prop. 2.3.17)
- -
‖ Tε vε − V ‖L2(0,T ;L2(Ω;H1(Y ))) - -
ε1/4
(Thm. 2.3.1)
interior estimates
‖uε − u‖H+
‖∇u+∇yU − Tε(∇uε)‖L2(Ωε×Y)
ε [Gri05] - -
‖ Tε vε − V ‖L2(Ω%;H1(Y ))
ε1/2
(Prop. 2.3.17)
- -
slow diffusion only
‖ Tε vε − V ‖L2(0,T ;L2(Ω%;H1(Y )))
-
ε1/2
(Thm. 2.3.13)
-
Table 2.1: Comparison of convergence rates. Here, Ωε and Ω% denote subsets of Ω with
dist(Ωε, ∂Ω) ∼ ε and dist(Ω%, ∂Ω) ∼ % for fixed % > 0, respectively. Recall that
[V ]ε(x) = V (x, x/ε).
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the regularity of the boundary ∂Ω, the convergence rates ε1/2 and ε are derived. These
error estimates are extendable to solutions of semilinear parabolic equations and systems,
see Remark 2.3.19. We refer to [OnV07] and references therein for improved estimates also
based on the periodic unfolding method and more regularity of the limit solution.
In [FMP12], a system of reaction-diffusion equations is considered on a cubical domain
Ω ⊂ R3 with exactly periodic, porous microstructure. The system does not include slowly
diffusing species vε, but rather nonlinear boundary conditions at the surface of the pores.
For the classically diffusing species uε the convergence rate ε1/4 is rigorously proved by
the method of periodic unfolding. We emphasize that the non-gradient estimate is better,
namely, ‖uε − u‖L2(0,T ;H) ≤ ε1/2. These error estimates are comparable with the one in
Main Theorem IIIa. Due to the nonlinear coupling of uε and vε, it is not to expect that
the convergence rate for ‖uε − u‖L2(0,T ;H) can be improved to ε1/2.
In [Eck05, Muv13], systems of nonlinearly coupled reaction-diffusion equations involving
diffusion length scales of order O(1) and O(ε) are considered in a heterogeneous setting.
Whereas in [Eck05] the coefficient functions are of the form D(x, x/ε), in [Muv13], the
heterogeneities in the domain Ω ⊂ R2 are only locally-periodic. In both cases, the approach
of formal asymptotic expansion is used and, then, convergence rates are proved under the
assumption of significantly more spatial regularity for the effective solutions; in particular
differentiability w.r.t. y ∈ Y is required. Assuming V ∈ W 1,∞(Ω;C1(Y)) in the case of
slow diffusion, we obtain with Lemma 2.3.5
‖vε − [V ]ε‖H + ‖ε∇vε −∇y[V ]ε‖H = ‖ Tε vε − V ‖X +O(ε+ σ
√
ε).
For slow diffusion only, our method reproduces in the interior Ω% & Ω the convergence
rates in [Eck05, Thm. 4.5] and [Muv13, Thm. 3.1] without assuming any continuity for
the effective solutions. So far, it is not clear how the better rate ε1/2 can be proved
with our methods for systems coupling uε and vε. Moreover, we cannot take % ∼ ε in
Theorem 2.3.13, since the constant C% depends on the norm of the cut-off function ϑ% via
‖ϑ%‖W 1,∞(Ω) . 1% .
Slow diffusion versus classical diffusion. Even for linear elliptic equations, the conver-
gence rate for uε in Proposition 2.3.15 is twice as good as the rate for vε in Proposition
2.3.17, namely ε1/2 and ε compared to ε1/4 and ε1/2 on Ω and Ω%, respectively (cf. Table
2.1 “elliptic”). Note that, we have a priori uε → u strongly and ∇uε 2w−−⇀∇u+∇yU weakly
versus vε 2w−−⇀V and ε∇vε 2w−−⇀∇yV weakly. Therefore, one should qualitatively and quan-
titatively compare the convergence of vε with ∇uε – and not with uε. Nevertheless, there
remains to explain a gap between the two results. In the proof of Proposition 2.3.17, we
obtain an estimate of the form, cf. (2.3.73),
‖ Tε vε − V ‖2L2(Ω;H1(Y )) = ∆v
ε ≤ (ε+ σ√ε)C,
which immediately implies the convergence rate ε1/2 respective ε1/4 with σ ∈ {0, 1} de-
pending on the boundary properties. Here, the constant C depends among others on the
relevant norms of vε and V . It would be desirable that the right-hand side also depends
on the difference Tε vε − V , namely (see also estimate (2.3.78) in Remark 2.3.19 below)
‖ Tε vε − V ‖2L2(Ω;H1(Y )) ≤ (ε+ σ
√
ε)C‖ Tε vε − V ‖L2(Ω;H1(Y )).
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However, for the folding mismatch ∆vε1 and the periodicity defect ∆v
ε
2 such an improved
estimate is not obvious. It is unclear whether this drawback is due to the methods of
Chapter 2 and the way the error terms are derived or this drawback is inherent to the
problem of slow diffusion. Indeed, for classically diffusing species the periodicity defect
only arises for the gradient Tε(∇uε) and not for the function uε itself. Moreover, the
folding mismatch between Fε and G0ε does not occur in [Gri04, Gri05], since the function
Uε(x, x/ε) =
∑d
j=1Qε
(
∂u
∂xj
)
(x) · zj(x/ε) possesses sufficient regularity to be an admis-
sible test function. In contrast, the effective solution V is in general not a product (i.e.
V (x, y) 6= w(x)z(y)) and, hence, the introduction of the gradient folding operator G1ε seems
inevitable. The same holds for the corrector U , if D(x, x/ε) is not exactly periodic and
the corrector functions zj(x, y) depend additionally on x ∈ Ω.
Remark 2.3.19. We study the convergence rate for linear parabolic problems in the ab-
sence of slow diffusion. In [Gri04, Prop. 4.3] the elliptic equation div(Dε∇uε) = f is
considered with f ∈ H and Dε(x) := D(x/ε) with D ∈ L∞(Y). If the solution of the
effective equation div(Deff∇u) = f satisfies u ∈ H2(Ω), then it holds
‖uε − u‖H + ‖ Tε(∇uε)− [∇u+∇yU ]‖H ≤
√
εC. (2.3.77)
We briefly recall the arguments of the proof, where we set
wε(x) :=
d∑
j=1
Qε
(
∂u
∂xj
)
(x) · zj(xε ) and ∇ywε(x) :=
d∑
j=1
Qε
(
∂u
∂xj
)
(x) · ∇yzj(xε ).
Testing the effective equation with ϕ ∈ X, we obtain after numerous estimates and refor-
mulations ∣∣∣∣∫Ω f · ϕ−Dε[∇u+∇ywε] : ∇ϕdx
∣∣∣∣ ≤ √εC‖ϕ‖X .
For the uε-equation, we immediately obtain
∫
Ω f · ϕ−Dε∇uε : ∇ϕdx = 0. We insert the
test function ϕε = u+εwε−uε and note ‖εwε‖X ≤
√
εC. Taking the difference of the two
equations and using the uniform ellipticity as well as some Poincare´-type inequality yields
(‖u− uε‖H + ‖u+∇ywε − uε‖H)2 ≤
√
εC (‖u− uε‖H + ‖u+∇ywε − uε‖H) , (2.3.78)
which implies (2.3.77).
Now, let us consider the associated parabolic equation uεt + div([D]ε∇uε) = f . Repeating
the previous calculations yields∣∣∣∣∫Ω(ut − f) · ϕ−Dε[∇u+∇ywε] : ∇ϕ dx
∣∣∣∣ ≤ √εC‖ϕ‖X
and
∫
Ω(uεt − f) · ϕ− [D]ε∇uε : ∇ϕ dx = 0 almost everywhere in [0, T ]. Testing again with
ϕε = u + εwε − uε, subtracting both equations and using Young’s inequality with α > 0
being the ellipticity constant gives
1
2
d
dt‖u
ε − u‖2H ≤ −
∫
Ω
Dε[∇u+∇ywε −∇uε] : [∇u+∇ywε −∇uε] dx+
√
εC‖ϕε‖X
≤ −α‖∇u+∇ywε −∇uε‖2H + εCα + α‖ϕε‖2X
≤ C
{
ε+ ‖u− uε‖2H + ‖εwε‖2H + ‖ε∇xwε‖2H
}
.
2.4 Summary and Outlook 89
Here, ∇xwε denotes the x-derivative with respect to u – and not z. Finally, we arrive
at ddt‖uε − u‖2H ≤ C
{
ε+ ‖uε − u‖2H
}
. Thus, assuming ‖uε(0) − u(0)‖H ≤ ε1/2c for the
initial values and applying Gronwall’s lemma gives ‖uε−u‖C([0,T ];H) ≤ ε1/2C. From that,
we also obtain the gradient estimate so that we overall arrive at
‖uε − u‖C([0,T ];H) + ‖ Tε(∇uε)− [∇u+∇yU ]‖L2(0,T ;H) ≤ ε1/2C. (2.3.79)
Incorporating nonlinear, Lipschitz continuous right-hand sides such as f(uε) and f(u) does
not change the error estimate (2.3.79). Indeed, we have∣∣∣∣∫Ω(f(uε)− f(u)) · ϕε dx
∣∣∣∣ ≤ L‖uε − u‖H {‖uε − u‖H + ‖εwε‖H} ≤ C {ε+ ‖uε − u‖2H} .
It should be emphasized that we do not rely on improved time-regularity in this case.
We have ddt‖uε−u‖2H = 〈(uε−u)t, uε−u〉X∗,X and do not need the unfolding Tε(uεt ) of uεt
because the periodicity defect occurs only with respect to the corrector function.
2.4 Summary and Outlook
For the nonlinearly coupled system of reaction-diffusion equations involving different dif-
fusion length scales (2.0.1.Pε), we have rigorously derived a set of effective equations
(2.0.2.P0). Therefore, we assume in Main Theorem II only minimal regularity of the
given data. Indeed, the assumptions on the data are such that unique weak solutions
of (2.0.1.Pε) and (2.0.2.P0) exist in the general function space W (0, T ;X) and that the
data converge in the two-scale sense as ε → 0. Our results in Section 2.1 and 2.2 sig-
nificantly generalize similar homogenization results on coupled systems involving slow
diffusion such as [Eck05, Muv11, FA∗11, Muv13] relying on formal asymptotic expansion
or [HJM94, MeM10] using the theory of monotone operators.
Moreover, we prove in Section 2.3 quantitative estimates for the convergence of the
solutions. The obtained convergence rate ε1/4 up to the boundary seems to be optimal
in comparison to similar results in the literature. We assume only minimal additional
regularity of the limiting solutions as in [Gri04, Gri05, FMP12]. However, our choice
of the initial values is rather restricted in Main Theorem IIIa. In Main Theorem IIIb,
we allow for very general initial values and we can still prove the convergence rate ε1/6.
Eventually, one may find a more elaborate approach to derive bounds for ‖uεt (t)‖H and
‖vεt (t)‖H so that the latter rate can be improved to ε1/4.
The quantitative estimates for linear elliptic problems in Proposition 2.3.16 and 2.3.17
seem to be novel in the case of classical and slow diffusion. Based on the quantification
of the folding mismatch (Proposition 2.3.8), we are able to treat not exactly periodic
coefficients such as D(x, x/ε) with the periodic unfolding method.
Possible generalizations of the data D and F. It is desirable to relax the growth condition
on the reaction term Fi. In the following, we discuss one possible generalization. In the
case of classical diffusion, only, the solutions satisfy uε(t), u(t) ∈ X for a.e. t ∈ [0, T ]
and we have the continuous embedding of X = H1(Ω) into L2∗(Ω), where 2∗ denotes the
Sobolev embedding exponent with 2∗ ∈ [1,∞) for d = 1, 2 and 2∗ = 2d/(d− 2) for d ≥ 3.
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In this case, the presented methods for the existence of solutions and the homogenization
limit can be generalized to locally Lipschitz continuous reaction terms with less restricted
growth condition such as
|F1(t, x, y, A)− F1(t, x, y, B)| ≤ L(1 + |A|+ |B|)γ |A−B| with γ = dd+2−1.
For the slow diffusion limit V (t) ∈ X = L2(Ω; H1(Y)) such a generalization is not im-
mediately possible. Nevertheless, one might be able to prove V (t) ∈ L2∗(Ω × Y) ∩ X for
the limit system (2.0.2.P0). Indeed, for more regular data D2 and F2 as in (2.3.2.A1),
we can show higher x-regularity V (t) ∈ H1(Ω; H1(Y)) and we can exploit the embeddings
H1(Ω; H1(Y)) ⊂ H1(Ω×Y) ⊂ L2∗(Ω×Y). However, this seems to be an open problem for
the coupled system (2.0.1.Pε), since vε might not be uniformly bounded in L2
∗(Ω).
Throughout Section 1.1 and Chapter 2, we assume that Di and Fi are continuously
differentiable on (0, T ) as well as A 7→ Fi(t, x, y, A) ∈ C1(Rm), cf. (1.1.5)–(1.1.6). These
assumptions are required to deduce the improved time-regularity of solutions in Proposi-
tion 1.1.3. However, they are not required for the existence of solutions (Section 1.1) and
the derivation of the homogenization limit (Section 2.1). In the course of the regulariza-
tion in Section 2.2, it seems possible to relax these assumptions to Di,Fi ∈ L∞(0, T ) as
well as A 7→ Fi(t, x, y, A) ∈ C(Rm) by relying on an additional approximation argument.
Our model (2.0.1.Pε) captures two different phenomena, namely the ε-periodic mi-
crostructure and the different diffusion length scales. The first phenomenon usually occurs
when the underlying domain is a porous medium. Since our theory in Section 2.1 and 2.2
allows for spatially discontinuous coefficient functions, we may model periodically dis-
tributed heterogeneities in the domain via periodic coefficients. Different diffusion length
scales may come into play when some species or some parts of the domain admit differ-
ent diffusion properties. Natural fields of application for our homogenization theory are
reaction and diffusion processes in heterogeneous domains such as concrete carbonation
(engineering) or the diffusion of substances through tissue layer (biology).
The phenomenon of slow diffusion is of its own interest and is related to pattern for-
mation. The most prominent pattern forming instability is the diffusion-driven Turing
instability, first formulated in [Tur52] to describe morphogenesis. The idea of Turing’s
instability is that a given homogeneous steady state of a reaction-diffusion system is sta-
ble when the diffusion terms are neglected and it becomes unstable when the diffusion is
reinserted. To this end, the ratio of the diffusion constants should be very large. Turing’s
instability occurs for instance in the Gray-Scott model, which exhibits a rich spectrum of
patterns such as pulses, rings, spots, stripes, traveling waves, self-replicating spots, and
spatio-temporal chaos, see e.g. [Kol04, KWW06, KB∗09] and references therein. After
suitable rescaling, the dimensionless Gray-Scott model reads
ut = ∆u− u+ 1− uv2, vt = ε2∆v − v +Auv2, (2.4.1)
and it is shown in [Kol04, p. xii] that one of the homogeneous steady states (u¯0, v¯0) of
(2.4.1) undergoes a Turing instability for A = 2.3 and sufficiently small ε as shown in
Figure 2.1. It is an open problem whether the effective system (2.0.2.P0) may help studying
the Turing instabilities in (2.4.1).
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Figure 2.1: Turing pattern in (2.4.1)1 for the initial value (u0, v0) = (u¯0, v¯0+0.1∗sin(x/ε))
and ε = 0.03.
Throughout all calculations in Chapter 2, we keep the final time point T > 0 fixed in
order to apply Gronwall’s lemma. It is a further open problem what happens for T →∞
in the case of slow diffusion (only).
1The solution of (2.4.1) is numerically approximated via solving a semi-implicit finite difference scheme
implemented in MATLAB.

3 Homogenization of Cahn–Hilliard-type
equations via evolutionary Γ-convergence
We consider a family of gradient systems (X, Eε,Rε) and address the central question of
characterizing the conditions on the functionals Eε and Rε that guarantee the convergence
of solutions uε of the multiscale problems associated with (X, Eε,Rε) to solutions of an
effective problem in the limit ε → 0. In particular, as the evolution is entirely driven by
functionals we aim for methods based on Γ-convergence and, following [Mie14], call this
approach evolutionary Γ-convergence, E-convergence for short.
Here, we present two distinct approaches: The first approach is based on the uniform
Λ-convexity of the driving functionals Eε with respect to the potentials Rε, see Subsec-
tion 3.1.2 for the definition. In this case we can reformulate the evolution of the system
in terms of the Integrated Evolutionary Variational Estimate (IEVE)
for all s and t with 0 ≤ s < t and all w ∈ dom(Eε):
eΛ(t−s)Rε
(
uε(t)−w
)−Rε(uε(s)−w) ≤ MΛ(t−s)(Eε(w)− Eε(uε(t))), (3.0.1)
where MΛ(r) =
∫ r
0 eΛτ dτ . We refer to [AGS05, DaS08, DaS10] for an extensive survey on
the topic of Λ-convex gradient systems. Under the general assumptions that the energy
functionals Γ-converge to a limit functional with respect to some suitable topology and
the dissipation potentials converge continuously to a limit (see (3.1.7)), we can pass to the
limit ε→ 0 in the IEVE formulation to derive the effective limit problem.
The second approach to E-convergence is based on the Energy-Dissipation Principle
(EDP), which reads
Eε
(
uε(T )
)
+
∫ T
0
Rε(u˙ε) +R∗ε
(−DEε(uε)) dt ≤ Eε(uε(0)). (3.0.2)
In contrast to the first approach based on IEVE, the EDP formulation does not rely
on any convexity assumptions of the energy functional and follows from the Legendre–
Fenchel equivalences and the chain rule. However, we need to additionally impose the
well-preparedness of the initial conditions, i.e. uε(0)→ u(0) in some sense and Eε(uε(0))→
E0(u(0)), whereas this condition was not needed in IEVE.
Moreover, since the (sub)differential of the driving functional appears in the dual dissi-
pation potential, i.e. R∗ε(−DEε(uε)), we need an additional condition that guarantees the
closedness of the (sub)differential of Eε. Combined with the Γ-convergence of the energies
and dissipation potentials with respect to suitable topologies in X, the well-preparedness
and the closedness of the subdifferential condition allow us to pass to the limit ε → 0
in (3.0.2) and derive the EDP formulation for the limit system. An important point is
that in the later application to homogenization problems the lower liminf estimate for the
94 3 Homogenization via E-convergence
dissipation potentials with respect to weak convergence in X is not satisfied. Therefore,
we have to generalize the abstract E-convergence results via EDP in [Mie14] to fit in our
setting.
Having established the two approaches for E-convergence in the abstract case, we apply
both methods to rigorously prove a homogenization result for the multiscale Cahn–Hilliard-
type equation
∂tuε = div
[
Mε(x)∇
(
∂uWε(x, uε)− div(Aε(x)∇uε)
)]
. (3.0.3)
The multiple scales are given by the rapidly oscillating coefficient functions Mε(x) =
M(x, x/ε), Aε(x) = A(x, x/ε), and the potential Wε(x, u) = W(x, x/ε, u). We show that
limits of (subsequences of) solutions to (3.0.3) solve the limiting equation
∂tu = div
[
Meff(x)∇
(
∂uWeff(x, u)− div(Aeff(x)∇u)
)]
, (3.0.4)
where the effective coefficient functions Meff , Aeff are given via the classical unit cell prob-
lem and Weff(x, u) is the usual average of W over the microscopic cells for fixed u.
The gradient structure (X, Eε,Rε) of the Cahn–Hilliard-type equation (3.0.3) is well-
known, namely X is isomorphic to the dual of H1-functions with fixed average, Eε is the
classical Allen–Cahn energy functional, and Rε is an H−1-norm-like dissipation potential
(cf. Subsection 3.2.3). Using the method of two-scale convergence via periodic unfolding,
we prove that under suitable assumptions on the potential Wε the energy functionals Eε Γ-
converge to an effective energy functional E0 with respect to the weak topology on H1(Ω).
With the same arguments we can show that the dual dissipation potentials Γ-converge to
an effective potential in the weak topology of X∗ and, thus, by a duality principle for Γ-
convergence we obtain the Γ-convergence of the primal dissipation potentials in the strong
topology of X .
In order to apply the abstract E-convergence results based on IEVE, we assume that
the potential Wε is uniformly λ-convex on R. In that case, we can deduce the uniform
Λ-convexity of Eε with Λ related to λ. In particular, in this case the first approach yields
the desired homogenized equation (3.0.4).
In the second approach, based on the EDP formulation, we can drop the convexity as-
sumption on Wε. However, we need to verify closedness properties of the subdifferential
of Eε. In the concrete case of the Cahn–Hilliard equation in (3.0.3) this follows e.g. from
suitable uniform growth estimates for ∂uWε or uniform λ-convexity of Wε. We remark
that both approaches allow us to consider the classical logarithmic- and double-well po-
tential. However, we show that there are certain examples of potentials that highlight the
distinction between the approaches. Last but not least, we highlight that the application
of E-convergence via IEVE or EDP is not restricted to equations (such as (3.0.3)). In
particular, we can treat systems of equations in the same manner – as long as they admit
a gradient structure. The content of this chapter is based on [LiR15].
The structure of Chapter 3 is as follows. In Section 3.1, we introduce abstract gradient
systems (X, E ,R) consisting of a separable Hilbert space X, an energy functional E , and a
quadratic dissipation potential R. We discuss the notion of evolutionary Γ-convergence in
Subsection 3.1.1 and state the two abstract results on the IEVE and EDP formulation in
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Subsection 3.1.2 and Subsection 3.1.3, respectively. Section 3.2 is devoted to the homoge-
nization of the Cahn–Hilliard-type equation (3.0.3) and related results in the literature are
presented in Subsection 3.2.1. We collect the assumptions on the data in Subsection 3.2.2,
explain the gradient structure in Subsection 3.2.3, and derive the Γ-convergence of the
energy and dissipation functionals in Subsection 3.2.4. Here, we restrict ourselves for sim-
plicity to classes of potentials satisfying a suitable growth condition. Finally, we apply the
abstract results of Subsection 3.1.1 based on IEVE and EDP to the concrete setting in Sub-
section 3.2.5 and 3.2.6, respectively. In Subsection 3.2.7, we present exemplary potentials
Wε, that fit into our theory. Finally, we conclude the paper in Section 3.3 by discussing the
benefits and differences of the two approaches via IEVE and EDP, respectively. Moreover,
we compare our E-convergence results with that of [SaS04].
3.1 Abstract gradient systems
A gradient system is a triple (X, E ,R) consisting of a separable Hilbert space X, a proper
and lower semicontinuous driving functional E : X → R∞ := R ∪ {+∞}, and a quadratic
dissipation potential R : X → [0,∞). The latter means that R is of the form R(v) =
1
2〈Gv, v〉 with 〈·, ·〉 denoting the dual pairing between X and its dual X∗ (which we do not
identify to distinguish between velocities and forces) and G ∈ Lin(X,X∗) is symmetric
and positive definite. In particular, we assume that R satisfies
∃α, β > 0 : α2 ‖v‖2X ≤ R(v) ≤ β2 ‖v‖2X for all v ∈ X. (3.1.1)
The gradient-flow equation associated with E and R is now given in terms of the force
balance, also called Biot’s equation, which reads
0 ∈ DR(u˙(t))+ ∂XE(u(t)), u(0) = u0, (3.1.2)
where ∂XE(u) ⊂ X∗ denotes a suitable notion of a set-valued subdifferential of E . Let
us remark that the right notion of subdifferential, e.g. convex, Fre´chet, or strong/weak
limiting subdifferential, is dictated by the concrete problem. On the one hand, it has to
be “big” enough such that all relevant limits are contained. On the other hand, it has to
be “small” enough to satisfy a chain rule condition (see below). We refer to [RoS06] for
a discussion of sufficient conditions on E , its subdifferential ∂XE , and the data u0 that
guarantee the existence of solutions of (3.1.2), see also Remark 3.1.1. In the following, we
always assume that solutions u ∈ H1(0, T ;X) of the force-balance formulation in (3.1.2)
exist.
With the primal dissipation potential R we can associate the dual dissipation potential
R∗ : X∗ → [0,∞), which is given via the Legendre transform, i.e.
R∗(ξ) := sup {〈ξ, v〉 − R(v) | v ∈ X}.
In particular, we have that R∗(ξ) := 12〈ξ,G−1ξ〉 and the estimates α
∗
2 ‖ξ‖2X∗ ≤ R∗(ξ) ≤
β∗
2 ‖ξ‖2X∗ are satisfied for all ξ ∈ X∗, where α∗ = 1/β and β∗ = 1/α.
For the driving functional E , we assume that there exists a reflexive Banach space Z ⊂ X
such that the embedding is compact and
∃ c, C > 0, q ≥ 1 : E(u) ≥ c‖u‖qZ − C for all u ∈ Z. (3.1.3)
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As usual, we extend E to the bigger space X by setting E(u) = +∞ for u ∈ X \ Z.
Finally, we make the crucial assumption that ∂XE satisfies a chain rule condition: If
u ∈ H1(0, T ;X), ξ ∈ L2(0, T ;X∗) is such that ξ(t) ∈ ∂XE(u(t)) for a.a. t ∈ [0, T ], and
t 7→ E(u(t)) is bounded, then it is also absolutely continuous on [0, T ] and
d
dtE
(
u(t)
)
= 〈ξ(t), u˙(t)〉 for a.e. t ∈ [0, T ]. (3.1.4)
Remark 3.1.1. Our setting can be cast in the framework of [RoS06] by considering the
Hilbert space X with norm ‖v‖2G = 〈Gv, v〉 and the corresponding subdifferential ∂GE =
G−1∂XE ⊂ X, meaning that v ∈ ∂GE(u) if and only if Gv ∈ ∂XE(u).
If u0 ∈ dom(E), the coercivity and the chain rule conditions in (3.1.3) and (3.1.4) are
satisfied, then solutions u ∈ H1(0, T ;X) of (3.1.2) exist according to [RoS06, Thm. 3] with
∂XE being the strong-weak limiting subdifferential. Indeed, assuming additional continuity
properties of E (continuity along sequences of equi-bounded slope) the chain rule condition
(3.1.4) can be weakened such that t 7→ E(u(t)) is a.e. equal to a function of bounded
variation ϕ : [0, T ]→ R and ddtϕ(t) = 〈ξ(t), u˙(t)〉.
3.1.1 Evolutionary Γ-convergence for abstract gradient systems
For a parameter ε ∈ [0, 1], we consider a family of gradient systems (X, Eε,Rε), where X,
Eε, andRε are as above for each ε. Following [Mie14, Def. 2.10], we define the notion of evo-
lutionary Γ-convergence with or without well-prepared initial conditions – E-convergence
respective well-prepared E-convergence for short.
Definition 3.1.2 (E-convergence). For ε > 0, let uε : [0, T ] → X be a solution of
(X, Eε,Rε) in the sense of (3.1.2) and assume that uε(0) → u0 in X. We say that
(X, Eε,Rε) E-converges to (X, E0,R0) if there exists a solution u : [0, T ]→ X of (X, E0,R0)
with u(0) = u0 and a subsequence εk → 0 such that uεk(t) → u(t) in X as well as
Eεk(uεk(t))→ E0(u(t)) for all t ∈ (0, T ].
If we need to impose additionally Eε(uε(0)) → E0(u0) < ∞, we say that (X, Eε,Rε)
E-converges with well-prepared initial conditions to (X, E0,R0).
In the upcoming subsections, we prove two abstract E-convergence results: In Theo-
rem 3.1.5 we impose a uniform Λ-convexity condition on Eε to show the E-convergence of
(X, Eε,Rε) using an equivalent formulation based on evolutionary variational inequalities
and without well-preparedness of the initial conditions. Secondly, we prove the same result
in Theorem 3.1.6 assuming well-preparedness and a closedness property of the subdifferen-
tials instead of the Λ-convexity condition by passing to the limit in the energy-dissipation
formulation of (3.1.2). Both approaches are based on the Γ-convergence of the functionals
whose definition we recall here.
Definition 3.1.3 (Γ- and Mosco convergence). On a reflexive Banach space X we say
that the functionals Eε Γ-converge to E0 in the weak (resp. strong) topology on X, and
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write Eε Γ−⇀ E0 (resp. Eε Γ−→E0), if the following two estimates are satisfied
(i) liminf estimate
∀uε⇀u (resp. uε → u) : lim inf
ε→0 Eε(uε) ≥ E0(u);
(ii) limsup estimate (existence of recovery sequences)
∀ û ∃ ûε⇀û (resp. ûε → û) : lim sup
ε→0
Eε(ûε) ≤ E0(û).
We say that Eε converges in the sense of Mosco to E0, written Eε M−→E0, if (i) holds with
respect to the weak convergence in X and (ii) is satisfied with respect to the strong con-
vergence, i.e. strongly converging recovery sequences exist.
Let the systems (X, Eε,Rε) satisfy the assumptions (3.1.1) and (3.1.3) uniformly with
respect to ε, i.e. there exist constants α, β, C, c > 0, a reflexive Banach space Z ⊂ X
compactly, and q ≥ 1, all independent of ε, such that
∀ ε ∈ [0, 1] :
 ∀ v ∈ X :
α
2 ‖v‖2X ≤ Rε(v) ≤ β2 ‖v‖2X ;
∀u ∈ X : Eε(u) ≥ c‖u‖qZ − C.
(3.1.5)
Moreover, we assume in the following that the driving functionals Eε and the dissipation
potentials Rε Γ-converge in the strong sense on X, respectively, namely
Eε Γ−→E0 in X and Rε Γ−→R0 in X. (3.1.6)
Finally, in the uniform Λ-convex case in Subsection 3.1.2 we will additionally assume that
the dissipation potentials Rε converge continuously along strongly converging sequences
in X, denoted Rε C−→R0, i.e.
∀uε → u in X : lim
ε→0Rε(uε) = R0(u). (3.1.7)
Since Z is compactly embedded in X and the family Eε is equi-coercive on Z, the weak
Γ-convergence on Z is equivalent to Mosco convergence on X. Moreover, the strong Γ-
convergence on X of the dissipation potentials Rε is equivalent to the weak Γ-convergence
of R∗ε on X∗ due to the continuity properties of the Legendre transform. We collect these
two results in the following proposition.
Proposition 3.1.4. (a) [Mie14, Prop. 2.5] Assuming the equi-coercivity in (3.1.5) and
the compact embedding of Z in X the following is equivalent
Eε Γ−⇀ E0 in Z ⇐⇒ Eε M−→Eε in X. (3.1.8)
(b) [Att84, pp. 271] For ε ∈ [0, 1] let R∗ε denote the Legendre transform of Rε, then
Rε Γ−→R0 in X ⇐⇒ R∗ε Γ−⇀R∗0 in X∗. (3.1.9)
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3.1.2 A convergence result based on variational inequalities
In this subsection, we prove the first abstract Γ-convergence result for the gradient sys-
tems (X, Eε,Rε) in the case that Eε is uniformly Λ-convex with respect to the dissipation
potential Rε, i.e. we assume that there exists a constant Λ ∈ R, independent of ε, such
that
u 7→ Eε(u)− ΛRε(u) is convex. (3.1.10)
If the driving functional Eε is Λ-convex with respect to Rε in the sense of (3.1.10) we
obtain the equivalent formulation of the (differential) gradient-flow equation in (3.1.2)
as an evolutionary variational estimate EVE. We recall that the Fre´chet subdifferential
∂FEε : X ⇒ X∗ is defined via
∂FEε(u) :=
{
ξ ∈ X∗
∣∣∣ lim inf
w→u
Eε(w)− Eε(u)− 〈ξ, w−u〉
‖w−u‖X ≥ 0
}
(3.1.11)
and is in general multi-valued. In particular, in the Λ-convex case we have that ξ ∈ ∂FEε(u)
for u ∈ X if and only if
for all w ∈ X : Eε(w) ≥ Eε(u) + 〈ξ, w−u〉+ ΛRε(w−u). (3.1.12)
Moreover, if Eε is Λ-convex ∂FEε satisfies the chain rule condition (see e.g. [Bre´73, Lem.
3.3]) as well as the strong-weak closedness condition, cf. Proposition 3.1.7.
Using this convexity estimate and the gradient-flow equation in (3.1.2) for Eε and Rε
we arrive at the Evolutionary Variational Estimate (EVE)
∀ t > 0, w ∈ X : ddtRε(u(t)−w) + ΛRε(u(t)−w) ≤ Eε(w)− Eε(u(t)), (3.1.13)
which corresponds to the Hilbert space version of Be´nilan’s weak formulation [Be´n72]
in the case Λ = 0, see also [AGS05, Ch. 4] and [DaS10]. Multiplying the estimate in
(3.1.13) with eΛt and integrating over an interval [r, s], for s > r ≥ 0, gives the equivalent
Integrated Evolutionary Variational Estimate (IEVE)
∀w ∈ X : eΛ(s−r)Rε(uε(s)−w)−Rε(uε(r)−w) ≤ MΛ(s−r)
(
Eε(w)−Eε(uε(s))
)
(3.1.14)
with MΛ(τ) = (eΛτ−1)/Λ for Λ 6= 0 and M0(τ) = τ , see also [DaS08, Prop. 3.1]. Note,
that this formulation is only written in terms of functionals and no derivatives appear.
We state the main result of this subsection on the evolutionary Γ-convergence of the
gradient system (X, Eε,Rε) that can be found in [Mie15]. Theorem 3.1.5 only differs from
[Mie15, Thm. 3.2] with respect to the assumption Eε Γ−→E0 instead of Eε M−→E0, however
the proof still applies. Note that this is a variant of [DaS10, Thm. 2.17], see also [Mie14].
Theorem 3.1.5. Let Eε and Rε satisfy the equi-coercivity conditions in (3.1.5) and assume
that Eε Γ−→E0 and Rε C−→R0 in X. Assume moreover that the convexity property in (3.1.10)
is satisfied and that the initial conditions are such that uε(0) → u(0) in X with u(0) ∈
dom(E0)X . Then, (X, Eε,Rε) E-converges to (X, E0,R0) and the limit t 7→ u(t) satisfies
∀ t > 0, w ∈ X : ddtR0(u(t)−w) + ΛR0(u(t)−w) ≤ E0(w)− E0(u(t)). (3.1.15)
Moreover, for each t ∈ (0, T ] the energies converge, i.e. Eε(uε(t))→ E0(u(t)).
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Proof. Step 1: A priori estimates. Since E0 is a proper functional we can find a recovery
sequence ŵε ∈ X with Eε(ŵε) ≤ C <∞. Hence, for r = 0 we get from from (3.1.14)
eΛsRε(uε(s)−ŵε) +MΛ(s)Eε(uε(s)) ≤ Rε(uε(0)−ŵε) +MΛ(s)Eε(ŵε) ≤ C <∞. (3.1.16)
Due to the positivity of Rε and the estimate 0 < m0 ≤ MΛ(s) for all 0 < t0 ≤ s ≤ T , we
obtain
sup
ε>0
Eε(uε(t)) <∞ for all t ∈ [t0, T ]. (3.1.17)
Hence, by the equi-coercivity of Eε we obtain a uniform bound for uε in L∞([t0, T ];Z).
Let us consider a partition tk = t0 + kτN with k = 0, . . . , N and τN = (T−t0)/N for
N ∈ N. Replacing s and r with tk and tk−1, respectively, as well as taking w = uε(tk−1)
in (3.1.14), we arrive at
Rε
(
uε(tk)−uε(tk−1)
) ≤ e−ΛτNMΛ(τN )(Eε(uε(tk−1))− Eε(uε(tk))).
Summing over k = 1, . . . , N and taking the limit N →∞ gives the standard estimate∫ T
t0
Rε(u˙ε(s)) ds ≤ Eε(uε(t0))− Eε(uε(T )).
By (3.1.17) and the equi-coercivity of Rε, we obtain a uniform bound in C1/2([t0, T ];X)
for all t0 ∈ (0, T ). By Arzela`–Ascoli’s theorem, we find a (not relabeled) subsequence such
that uε(t)⇀u∗(t) in Z for all t > 0 and by the compact embedding Z ⊂ X also strongly
in X. For t = 0, we set u∗(0) = u(0).
Step 2: Limit passage in IEVE. To pass to the limit in (3.1.14) we take an arbitrary test
state ŵ and choose a recovery sequence ŵε such that ŵε → ŵ in X and Eε(ŵε) → E0(ŵ).
Using the lim inf-estimate for Eε and the continuous convergence of Rε in X yields for all
0 ≤ r < s
eΛ(s−r)R0
(
u∗(s)−ŵ
)−R0(u∗(r)−ŵ) ≤ MΛ(s−r)(E0(ŵ)−E0(u∗(s))). (3.1.18)
Thus, u∗ is a solution of the variational inequality (3.1.14) for ε = 0. However, it remains
to show that lims→0+ u∗(s) = u(0). For this, let r = 0 and ŵ ∈ dom(E0), and consider the
limit s→ 0+ in (3.1.14) for ε = 0
lim
s→0+
eΛsR0
(
u∗(s)−ŵ
)−R0(u(0)−ŵ) ≤ lim
s→0+
MΛ(s)
(E0(ŵ)− inf E0) = 0,
since MΛ(s) = O(s). Thus, we have lims→0+ ‖u∗(s)−ŵ‖X ≤ ‖u(0)−ŵ‖X for all ŵ ∈
dom(E0). Taking an approximating sequence ŵk → u(0) ∈ dom(E0)X with ŵk ∈ dom(E0)
we conclude u∗(s)→ u(0) as s→ 0+.
Step 3: Convergence of the energies. It remains to show that Eε(uε(t))→ E0(u∗(t)) for
all t ∈ (0, T ]. For this let ‖ · ‖2Rε = 2Rε(·) and define the slope eε(u) := inf{‖ξ‖R∗ε | ξ ∈
∂FEε(u)} for ε ∈ [0, 1]. Due to the Λ-convexity of Eε we have for all t > 0 the lower bound
Eε(w) ≥ Eε
(
uε(t)
)− eε(uε(t))∥∥w−uε(t)∥∥Rε + ΛRε(w−uε(t)). (3.1.19)
The lower bound in (3.1.16) can be improved in the following way (see [DaS10, Eq. (2.9)])
eΛtRε
(
uε(t)−wε
)
+MΛ(t)Eε
(
uε(t)
)
+ MΛ(t)
2
2 eε
(
uε(t)
)2 ≤ C.
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Hence, as above we can find a constant C(t0) such that the slopes are uniformly bounded
for all t ∈ [t0, T ] with t0 > 0 and all ε ∈ [0, 1]. Fixing t ∈ [t0, T ] and choosing a recovery
sequence ûε → u∗(t) in X gives with (3.1.19)
Eε(ûε) ≥ Eε
(
uε(t)
)− C(t0)∥∥ûε−uε(t)∥∥Rε + ΛRε(ûε−uε(t)).
Hence, using uε(t) → u∗(t) we can pass to the limit ε → 0 and obtain the estimate
E0(u∗(t)) ≥ lim supε→0 Eε(uε(t)). The opposite estimate follows from the Γ-convergence of
Eε and we conclude that E0(u∗(t)) = limε→0 Eε(uε(t)) for all t ∈ (0, T ].
3.1.3 A convergence result for the energy-dissipation principle
We establish the second approach for E-convergence based on the energy-dissipation prin-
ciple in (3.0.2). Indeed, the latter gives an equivalent formulation of (3.1.2) if the chain rule
(3.1.4) is satisfied. The crucial point is that for general convex potentials Ψ : X → [0,∞]
the Legendre–Fenchel equivalences hold, namely
∀ v ∈ X, ξ ∈ X∗ : ξ ∈ ∂Ψ(v) ⇔ v ∈ ∂Ψ∗(ξ) ⇔ Ψ(v) + Ψ∗(ξ) ≤ 〈ξ, v〉.
Hence, assuming that uε ∈ H1(0, T ;X) is a solution of the differential formulation (3.1.2)
with respect to Eε and Rε, we have Rε(u˙ε) +R∗ε(ξε) ≤ 〈ξε, u˙ε〉 a.e. in [0, T ], where ξε ∈
L2(0, T ;X∗) satisfies ξε(t) ∈ ∂XEε(uε(t)) for a.a. t ∈ [0, T ]. Using the chain rule (3.1.4),
we obtain the energy-dissipation principle (EDP) after integrating over [0, T ]
Eε
(
uε(T )
)
+
∫ T
0
Rε
(
u˙ε(s)
)
+R∗ε
(
ξε(s)
)
ds ≤ Eε
(
uε(0)
)
, ξε(t) ∈ ∂XEε
(
uε(t)
)
. (3.1.20)
Conversely, if (3.1.20) is satisfied we easily check that uε also solves the differential for-
mulation (3.1.2) (see e.g. [Mie14, Thm. 3.2]). Moreover, note that estimate (3.1.20) is in
fact an equality. Indeed, by the elementary estimate Rε(v) +R∗ε(ξ) ≥ 〈ξ, v〉 and the chain
rule (3.1.4), we obtain
if û ∈ H1(0, T ;X), ξ̂ ∈ L2(0, T ;X∗), ξ̂(t) ∈ ∂XEε(û(t)) for a.a. t ∈ [0, T ],
then Eε
(
û(t)
)
+
∫ t
s Rε
( ˙̂u)+R∗ε(ξ̂ ) dr ≥ Eε(û(s)) for all 0 ≤ s < t ≤ T. (3.1.21)
The following result, being a slight variation of [Mie14, Thm. 3.3 & 3.6], based on (3.1.20)
is in the spirit of Sandier & Serfaty’s approach [SaS04, Ser11] (see Section 3.3 for a com-
parison). Note that in contrast to the subsequent section, we do not require any convexity
properties of Eε and the continuous convergence of Rε to R0 can be relaxed to strong
Γ-convergence. However, we have to impose additionally well-preparedness of the initial
conditions and a closedness condition on the subdifferential of Eε to be able to identify the
limit formulation. The latter is formulated such that it fits into our general setting and
can be weakened in more concrete situations, see e.g. Proposition 3.1.7. The novelity of
the following proof is to use time-discretizations for the solutions and Jensen’s inequality
in order to derive lim infε→0
∫ T
0 Rε(u˙ε) dt ≥
∫ T
0 R0(u˙) dt although Rε Γ−→R0 strongly and
u˙ε⇀u˙ weakly in X, only.
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Theorem 3.1.6. Let Z ⊂ X compactly as well as Eε and Rε satisfy the assumptions
(3.1.5) and (3.1.6) on equi-coercivity and Γ-convergence. Moreover, we assume that the
initial conditions are well-prepared, i.e.
uε(0)→ u(0) in X and Eε(uε(0))→ E0(u(0)) <∞, (3.1.22)
and that the subdifferential ∂XEε is closed in the sense
ûε
∗
⇀ û in L∞(0, T ;Z), ûε⇀û in H1(0, T ;X),
ξ̂ε⇀ξ̂ in L2(0, T ;X∗),
ξ̂ε(t) ∈ ∂XEε(ûε(t)) f.a.a. t ∈ [0, T ]
⇒
f.a.a. t ∈ [0, T ] :
ξ̂(t) ∈ ∂XE0(û(t)).
(3.1.23)
Then, we have the well-prepared E-convergence of (X, Eε,Rε) to (X, E0,R0). In particular,
the limit t 7→ u(t) satisfies
E0(u(T )) +
∫ T
0
R0
(
u˙(t)
)
+R∗0
(
ξ(t)
)
dt ≤ E0(u(0)), ξ(t) ∈ ∂XE0
(
u(t)
)
. (3.1.24)
Moreover, for each t ∈ [0, T ] the energies converge, i.e. Eε(uε(t))→ E0(u(t)).
Proof. Step 1: Uniform bounds. Using the well-preparedness of the initial conditions
(3.1.22), we find a constant C > 0 such that Eε(uε(0)) ≤ C. Since the energy-dissipation
estimate (3.1.20) is satisfied we immediately get
∫ T
0 Rε(u˙ε)+R∗ε(ξε) dt ≤ C such that by
the uniform coercivity of Rε and R∗ε we obtain uniform bounds for ‖u˙ε‖L2(0,T ;X) and
‖ξε‖L2(0,T ;X∗).
Moreover, the upper bound (3.1.21) holds for the time-reversed curve ûε(t) = uε(T − t).
Due to the invariance of the dissipation potentials with respect to this transformation we
obtain for t = T
Eε(uε(s)) +
∫ T
s
Rε(u˙ε)+R∗ε(ξε) dr ≥ Eε(uε(T−s)).
Thus, the coercivity (3.1.5), the well-preparedness (3.1.22), and the uniform bound for the
total dissipation imply supt∈[0,T ] ‖uε(t)‖Z ≤ C. In particular, we have shown the uniform
a priori bounds
‖uε‖L∞(0,T ;Z) + ‖uε‖H1(0,T ;X) + ‖ξε‖L2(0,T ;X∗) ≤ C. (3.1.25)
Step 2: Convergent subsequence. Due to (3.1.25) we can extract a converging subse-
quence (not relabeled) giving
uε
∗−⇀ u in L∞(0, T ;Z), uε⇀u in H1(0, T ;X), and ξε ⇀ ξ in L2(0, T ;X∗). (3.1.26)
Moreover, by Arzela`–Ascoli’s theorem and the compact embedding Z ⊂ X, we have
∀ t ∈ [0, T ] : uε(t) ⇀ u(t) in Z and uε(t)→ u(t) in X. (3.1.27)
Step 3: Passing to the limit. We show that the limit u satisfies (3.1.24). Note that the
right-hand side in (3.1.20) converges because of the well-preparedness of the initial data.
Moreover, from uε(T )→ u(T ) in X and Eε Γ−→E0 in X (cf. (3.1.6) and (3.1.8)), we obtain
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E0(u(T )) ≤ lim infε→0 Eε(uε(T )). Thus, it remains to prove a lower estimate for the total
dissipation, namely
lim inf
ε→0
∫ T
0
Rε(u˙ε) +R∗ε(ξε) dt ≥
∫ T
0
R0(u˙) +R∗0(ξ) dt. (3.1.28)
For this, let 0 = tN0 < tN1 < . . . < tNN = T denote an equidistant partition of the interval
[0, T ] with time step τN = T/N , N ∈ N. Then, Jensen’s inequality yields∫ T
0
Rε(u˙ε) +R∗ε(ξε) dt =
N∑
k=1
∫ tNk
tN
k−1
Rε(u˙ε) +R∗ε(ξε) dt
≥
N∑
k=1
τN
{
Rε
(
1
τN
∫ tk
tk−1 u˙ε dt
)
+R∗ε
(
1
τN
∫ tk
tk−1 ξε dt
)}
.
(3.1.29)
We introduce V N,εk := (uε(tNk )−uε(tNk−1))/τN ∈ X and ΞN,εk := 1τN
∫ tNk
tN
k−1
ξε ds ∈ X∗ for
k = 1, . . . , N . Using uε(tNk )→ u(tNk ) in X and ξε⇀ξ in L2(0, T ;X∗), we obtain
V N,εk → V Nk :=
u(tNk )−u(tNk−1)
τN
in X and ΞN,εk ⇀Ξ
N
k :=
1
τN
∫ tNk
tN
k−1
ξ ds in X∗.
Hence, Rε Γ−→R0 in X and R∗ε Γ−⇀R∗0 in X∗ (cf. (3.1.6) and (3.1.9)) yield the lower estimate
lim inf
ε→0
∫ T
0
Rε(u˙ε)+R∗ε(ξε) dt ≥
N∑
k=1
τN
{
R0(V Nk )+R∗0(ΞNk )
}
. (3.1.30)
Next, we aim to pass to the limit N → ∞. Let uN ∈ H1(0, T ;X) denote the piecewise
affine interpolant such that uN (tNk ) = u(tNk ) and u˙N (t) = V Nk for t ∈ (tNk−1, tNk ]. Moreover,
we denote by ξN ∈ L2(0, T ;X∗) the piecewise constant interpolant satisfying ξN (t) = ΞNk
for t ∈ (tNk−1, tNk ]. We easily check that uN ⇀u in H1(0, T ;X) and ξN ⇀ξ in L2(0, T ;X∗)
such that by Ioffe’s lower semicontinuity result [Iof77], we are able to pass to the limit
N →∞ in (3.1.30) and finally arrive at
lim inf
ε→0
∫ T
0
Rε(u˙ε)+R∗ε(ξε) dt ≥
∫ T
0
R0(u˙)+R∗0(ξ) dt.
By the closedness of the subdifferentials (3.1.23), we immediately have ξ(t) ∈ ∂XE0(u(t))
for a.a. t ∈ [0, T ]. Thus, we have shown that u solves the limiting energy-dissipation
formulation (3.1.24).
Step 4: Convergence of the energies. Recalling the derivation of (3.1.20) resp. (3.1.24)
via the chain rule, we indeed have equality in (3.1.24) on each time interval. Since we
have the convergence of the initial energies Eε(uε(0)) → E0(u(0)) by (3.1.22), the lim inf-
estimate derived in Step 3 must actually attain a limit. Hence, we have for all t ∈ [0, T ]
Eε(uε(t))→ E0(u(t)) and
∫ t
0
Rε(u˙ε) +R∗ε(ξε) dt→
∫ t
0
R0(u˙) +R∗0(ξ) dt.
Thus, we have established the well-prepared E-convergence of (X, Eε,Rε).
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Note, that the usual strong-weak closedness of the graph of the subdifferential ∂XEε in
the sense of
uε → u in X, Eε(uε)→ e0,
ξε ∈ ∂XEε(uε), ξε⇀ξ in X∗
⇒ e0 = E0(u) and ξ ∈ ∂XE0(u) (3.1.31)
is in general not sufficient to conclude ξ(t) ∈ ∂XE0(u(t)) for a.e. t ∈ [0, T ] since we only
have weak convergence of ξε in L2(0, T ;X∗). Hence, we need the stronger assumption
(3.1.23) in Theorem 3.1.6. However, if we additionally assume that ∂XE0(u) ⊂ X∗ is
convex (e.g. if ∂XE0 is the Fre´chet-subdifferential or actually single-valued) it is indeed
sufficient to impose (3.1.31).
Proposition 3.1.7. Assume that for each u ∈ X the subdifferential ∂XE0(u) is convex.
Then, the strong-weak closedness of the graph of ∂XEε in (3.1.31) implies (3.1.23).
Proof. Let ξε converge weakly in L2(0, T ;X∗) to ξ and ξε(t) ∈ ∂XEε(uε(t)) for almost all
t ∈ [0, T ]. According to [RoS06, Thm. 3.2], there exists a subsequence εk → 0 and a family
of Young measures µt on X∗ (see e.g. [RoS06, Def. 3.1]) such that ξ(t) =
∫
X∗ η µt(dη) and
µt is concentrated on the set
L(t) =
∞⋂
n=1
{
ξεk(t) | k ≥ n
}w ⊂ X∗,
where the superscript w refers to the weak closure in X∗. Hence, the strong-weak closed-
ness (3.1.31) implies L(t) ⊂ ∂XE0(u(t)) for almost all t and the convexity of ∂XE0 yields
ξ(t) ∈ ∂XE0(u(t)).
Finally, let us remark that in the Λ-convex setting of Subsection 3.1.2, condition (3.1.31)
and hence also (3.1.23) are always satisfied.
Proposition 3.1.8. Let u 7→ Eε(u)−ΛRε(u) be convex, Eε Γ−→E0 in X, and Rε C−→R0 in
X. Then, the Fre´chet-subdifferential ∂FEε satisfies (3.1.31).
Proof. The proof follows along the lines of [Mie14, Prop. 2.9] and [Att84, Thm. 3.66].
Due to the quadratic structure of Rε and the convexity of Eε any element ξε ∈ ∂FEε(uε)
satisfies
for all w ∈ X : Eε(w) ≥ Eε(uε) + 〈ξε, w−uε〉+ ΛRε(w−uε).
The strong Γ-convergence of Eε implies: For arbitrarily fixed û ∈ X, there exists a sequence
ûε such that ûε → û in X and Eε(ûε)→ E0(û). Choosing w = ûε and passing to the limit
ε→ 0, we obtain E0(û) ≥ e0 + 〈ξ, û−u〉+ ΛR0(û−u), where we also used that Rε C−→R0.
Setting û = u, yields E0(u) ≥ e0. Finally, we employ the lim inf-estimate for uε → u in
X, which gives lim infε→0 Eε(uε) ≥ E0(u), and hence we arrive at e0 = E0(u). Altogether,
we have shown E0(w) ≥ E0(u) + 〈ξ, w− u〉+ ΛR0(w− u) for all w ∈ X and, therefore, we
conclude with ξ ∈ ∂FE0(u).
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3.2 Homogenization of a Cahn–Hilliard-type equation
In this section, we apply the two approaches established in Section 3.1 to derive homog-
enization limits of a Cahn–Hilliard-type equation with a microscopic and a macroscopic
length scale. In the bounded domain Ω ⊂ Rd with Lipschitz boundary, we consider the
fourth order equation written formally as
∂tuε = div
[
Mε(x)∇
(
∂uWε(x, uε)− div(Aε(x)∇uε)
)]
(3.2.1)
subject to the usual homogeneous Neumann boundary conditions for u and the thermo-
dynamic driving force (also called chemical potential) ξ, namely Aε(x)∇u · ν = 0 and
Mε(x)∇ξ · ν = 0 with ν denoting the unit outer normal vector to ∂Ω. The multiple scales
of the problem are encoded in the periodically oscillating tensors Mε : Ω → Rd×dsym and
Aε : Ω→ Rd×dsym as well as the potential Wε : Ω× R→ R (see subsequent subsection).
Using Theorem 3.1.5 and Theorem 3.1.6, we show that solutions uε of the multiscale
Cahn–Hilliard equation (3.2.1) converge in a suitable sense to a solution u of an effective
equation that reads
∂tu = div
[
Meff(x)∇
(
∂uWeff(x, u)− div(Aeff(x)∇u)
)]
. (3.2.2)
with Meff , Aeff , and Weff being effective (homogenized) quantities, see Propositions 3.2.4
and 3.2.7 in Section 3.2.4 for the precise definition.
3.2.1 Review of related literature
Let us shortly review the literature on E-convergence and homogenization results related to
the Cahn–Hilliard equation. An effective macroscopic Cahn–Hilliard equation in a porous
media setting is derived in [SP∗13] via the method of asymptotic expansion. In [SaS04],
energy-based methods, which we term energy-dissipation principle, are developed to de-
rive evolutionary Γ-convergence results for gradient flows in an abstract setting. Based
on this, the sharp interface limit of the Cahn–Hilliard equation is investigated in [Le08]
using the classical Modica–Mortola energy functional. In [Ser11], the abstract scheme
for energies defined on spaces with Hilbert space structure in [SaS04] is generalized to
metric spaces. In [BB∗12], the convergence of the one dimensional Cahn–Hillard equation
to a Stefan problem is proved for nonconvex potentials relying once more on [SaS04]. In
[NiO01, NiO10], sharp interface limits are rigorously derived by exploiting the gradient
structure of the Cahn–Hilliard equation, Γ-convergence, and the Rayleigh principle. More-
over, the concept of evolutionary Γ-convergence was applied to Hamiltonian systems in
[Mie08], and a homogenization result for the wave equation was obtained. In [MRS08]
E-convergence of rate-independent systems, which can be seen as generalized gradient
systems, was discussed using an energetic formulation which corresponds to the EDP. For
a physical application of the homogenization of Cahn–Hilliard-type equations, we refer to
[BK∗02, TB∗03]. Therein, the dewetting process of thin films on heterogeneous substrates
is modeled via the Cahn–Hilliard equation with nonlinear mobility and spatially periodic
oscillating potential.
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3.2.2 Notation and assumptions
In this subsection, we introduce the notation and the assumptions on the given data, that
we will use in the subsequent sections to apply the abstract results from Section 3.1. Let
us remark that we do not claim that these assumptions are sufficient to prove existence
of solutions. In fact, our basic assumption is that solutions of the Cahn–Hilliard equation
(3.2.1) always exist (see Definition 3.2.3 for the precise notion of solution). We refer to
[ElG96, AbW07, GM∗11, Hei15] and the survey article [Nov08] for results in this direction.
Following Section 1.2, we decompose any x ∈ Ω into its macroscopic part Nε(x) =
ε[x/ε]Y ∈ εZd and its microscopic part {x/ε}Y ∈ Y. For notational simplicity, we intro-
duce the (translated) microscopic cell
Cε(x) := Nε(x) + εY,
where Y = [0, 1)d denotes the unit cell.
We are given two-scale tensors M ∈ L∞(Ω×Y;Rd×dsym) and A ∈ L∞(Ω×Y;Rd×dsym), which
are symmetric and uniformly elliptic with respect to all (x, y) ∈ Ω×Y, i.e.
∃α, β > 0, ∀ η ∈ Rd :
 α|η|
2 ≤ η ·M(x, y)η ≤ β|η|2,
α|η|2 ≤ η · A(x, y)η ≤ β|η|2.
(3.2.3)
With M and A we then define Mε ∈ L∞(Ω;Rd×dsym) and Aε ∈ L∞(Ω;Rd×dsym) via
Mε(x) := M̂ε(x, {x/ε}Y ) and Aε(x) := Âε(x, {x/ε}Y ), where
M̂ε(x, y) :=

−
∫
Cε(x)
M(z, y) dz if x ∈ Ω−ε ,
αI otherwise,
and
Âε(x, y) :=

−
∫
Cε(x)
A(z, y) dz if x ∈ Ω−ε ,
αI otherwise.
(3.2.4)
Here, I denotes the identity tensor in Rd×d. Since M and A satisfy (3.2.3) for all (x, y) ∈
Ω × Y, it is immediate that Mε and Aε satisfy the same estimates in (3.2.3) uniformly
with respect to ε > 0 and all x ∈ Ω. In particular, the extension with α > 0 guarantees
the uniform ellipticity up to the boundary of Ω.
Finally, for a prescribed two-scale potential W : Ω × Y × R → [0,∞) we introduce its
macroscopic counterpart Wε : Ω× R→ [0,∞) via
Wε(x, u) := Ŵε(x, {x/ε}Y , u) with Ŵε(x, y, u) := −
∫
Cε(x)
Wex(z, y, u) dz ∀u ∈ R,
(3.2.5)
where for F ∈ L1(Ω×Y) the function Fex ∈ L1(Rd×Y) denotes the extension by 0 on
(Rd\Ω)× Y.
We assume that the potential W : Ω× Y × R→ [0,∞) is a Carathe´odory function, i.e.
for all u ∈ R the function (x, y) 7→ W(x, y, u) is measurable and for a.e. (x, y) ∈ Ω × Y
the function u 7→ W(x, y, u) is continuous. Moreover, we make the following simplifying
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assumptions and refer to Remark 3.2.8 for the more general case of C1-perturbations of
convex potentials. Let W satisfy uniformly for all (x, y) ∈ Ω× Y
Growth condition:
∃CW ≥ 0, ∀u ∈ R : |W(x, y, u)| ≤ CW (1 + |u|p),
where p < 2∗ and 2∗ ∈ [1,∞) for d = 1, 2 and 2∗ = 2dd−2 , for d ≥ 3;
(3.2.6a)
Uniform modulus of continuity:
∃ω ∈ C(R; [0,∞)) with ω(u¯)→ 0 for u¯→ 0, ∀u1, u2 ∈ R :
|W(x, y, u1)−W(x, y, u2)| ≤ ω(|u1−u2|).
(3.2.6b)
Observe that for p as in (3.2.6a), the space H1(Ω) is compactly embedded in Lp(Ω). The
assumptions (3.2.3)–(3.2.6) suffice to prove the Γ-convergence of the energies Eε in the
weak topology of H1(Ω) (see Proposition 3.2.7).
Remark 3.2.1. Note that the usual ansatz Aε(x) = A(x, x/ε) for the oscillation coeffi-
cients is not well-defined for a general function A ∈ L∞(Ω×Y;Rd×d) since {(x, x/ε) ∈
Rd × Y} has null Lebesgue measure. Hence, we are averaging on the microscopic cells Cε
with respect to the macroscopic variable x.
Finally, let us remark that by assuming for all u that (x, y) 7→W(x, y, u) ∈ C(Ω×Y) we
can set Wε(x, u) := W(x, x/ε, u), which would allow us to drop the assumption in (3.2.6b)
and make some of the following proofs more straightforward. However, we want to deal
with macroscopic heterostructures and, hence, we consider the more general case here (as
in Remark 2.14 in [MiT07]). Here, the definition of Mε, Aε in (3.2.4) and Wε in (3.2.5) is
equivalent to ones in (2.2.19) and (2.2.20) for the given data of reaction-diffusion systems
involving different diffusion length scales.
3.2.3 Gradient structure of the Cahn–Hilliard equation
The gradient structure of the Cahn–Hilliard equation in (3.2.1) respective (3.2.2) is well-
known (cf. [AbW07, Le08, Ser11, BB∗12, Hei15]). However, in this section we recall its
definition within the abstract framework described in Section 3.1. We allow for ε ∈ [0, 1]
and we identify with ε = 0 the effective quantities Meff , Aeff , and Weff .
Obviously, the Cahn–Hilliard equation leaves the average −
∫
Ω u(t, x) dx constant in time.
Hence, given an initial value u0 we set % := −
∫
Ω u0(x) dx and define the natural spaces
L2%(Ω) :=
{
u ∈ L2(Ω) |−∫Ω u(x) dx = %} and Z% := H1(Ω) ∩ L2%(Ω). (3.2.7)
The space Z% is an affine (and closed) subspace of H1(Ω). On Z% the driving functional
Eε : Z% → R is given by the classical Allen–Cahn energy
Eε(u) =
∫
Ω
[1
2∇u ·Aε(x)∇u+Wε(x, u)
]
dx. (3.2.8)
We denote the linear space associated with Z% by Z0 = H1(Ω) ∩ L20(Ω) such that Z% =
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%+ Z0. On Z0 we introduce the (flat) Riemannian structure gε via
∀ v1, v2 ∈ Z0 : gε(v1, v2) =
∫
Ω
∇ξv1 ·Mε(x)∇ξv2 dx,
where ξvi ∈ H1(Ω) is the unique solution of −div(Mε(x)∇ξvi) = vi in Ω,
satisfying (Mε(x)∇ξvi) · ν = 0 on ∂Ω and −
∫
Ω ξvi(x) dx = 0.
(3.2.9)
Assuming that Mε is symmetric and positive definite, gε clearly defines a scalar product
on Z0. We denote the closure of Z0 with respect to g with X0 and easily verify that it is
given via
X0 :=
{
v ∈ H1(Ω)∗ | 〈v,1〉 = 0
}
, (3.2.10)
where 〈·, ·〉 denotes the dual pairing between H1(Ω)∗ and H1(Ω) and 1 is the constant
function with value 1. On X0 we define the (primal) dissipation potential via
Rε(v) := 12gε(v, v) =
1
2
∫
Ω
∇ξv ·Mε(x)∇ξv dx, (3.2.11)
where ξv ∈ H1(Ω) is defined as in (3.2.9).
The metric tensor gε on the tangent space X0 induces a Riemannian distance on Z%
which is in our flat case identical to the norm on X0. The closure of Z% with respect to
this distance shall be denoted by X% and is given via
X% :=
{
u ∈ H1(Ω)∗ | 〈u,1〉 = %
}
. (3.2.12)
By the usual embedding of L2(Ω) into H1(Ω)∗ we have that Z0 and Z% are densely and com-
pactly embedded in X0 and X%, respectively. Moreover, we extend the driving functional
Eε to the space X% in the usual way by extending it with infinity outside of Z%.
Let us remark that there are other choices for the space X0, e.g. by considering ξ ∈
H1(Ω)/R and taking (H1(Ω)/R)∗ as state space. However, this space is isomorph to X0.
Proposition 3.2.2. The space X0 is isomorph to the space (H1(Ω)/R)∗.
Proof. We construct the isomorphism as follows: By uniquely identifying an equivalence
class in H1(Ω)/R with an element in H1av(Ω) (meaning ξ ∈ H1(Ω) and −
∫
Ω ξ dx = 0), we
can continuously embed the former into the space H1(Ω). We denote this embedding with
I ∈ Lin(H1(Ω)/R; H1(Ω)).
Moreover, we define J ∈ Lin(H1(Ω); H1(Ω)/R) as the linear and continuous map that
maps ξ ∈ H1(Ω) to its equivalence class in H1(Ω)/R. We remark that ran(J∗) = X0 since
J maps 1 to 0.
We now claim that I∗ ∈ Lin(H1(Ω)∗; (H1(Ω)/R)∗) restricted to X0 is the desired iso-
morphism whose inverse is given by J∗. For this, let v ∈ X0 and ξ ∈ H1(Ω) be given.
Denoting by 〈·, ·〉∼ the duality product on (H1(Ω)/R)∗, we compute
〈(IJ)∗v, ξ〉 = 〈I∗v, Jξ〉∼ =
〈
v, ξ−(−∫Ω ξ dx)1〉 = 〈v, ξ〉,
where we have used in the last equality that v does not “see” additive constants. Now,
let v˜ ∈ (H1(Ω)/R)∗ and ξ˜ ∈ H1(Ω)/R be given. We easily check that 〈(JI)∗v˜, ξ˜〉∼ =
〈J∗v˜, Iξ˜〉 = 〈v˜, ξ˜〉∼. Hence, we have shown that (I∗|X0)−1 = J∗.
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As a consequence of Proposition 3.2.2, we identify X∗0 with the space H1(Ω)/R and
consider the dual dissipation potential R∗ε on X∗0
R∗ε(ξ) =
1
2
∫
Ω
∇ξ ·Mε(x)∇ξ dx, (3.2.13)
which obviously does not depend on the choice of a representative ξ for an equivalence class
in H1(Ω)/R. In particular, we define the map P0 : H1(Ω)→ H1av(Ω) via P0ξ = ξ − −
∫
Ω ξ dx,
which provides the canonical representative for ξ.
As the metric gε depends on ε ∈ [0, 1] (cf. (3.2.9)), we introduce a topologically equi-
valent structure on X0 by associating with v ∈ X0 the dual variable η ∈ H1(Ω) such that
−∆ηv = v, ∇ηv · ν = 0, and −
∫
ηv dx = 0. Due to (3.2.3), we have that
∀ η ∈ H1(Ω) : α2
∫
Ω
|∇η|2 dx ≤ R∗ε(η) ≤
β
2
∫
Ω
|∇η|2 dx.
On X∗0 we define the norm ‖η‖X∗0 = ‖∇η‖L2 , which induces the norm ‖v‖X0 = ‖ηv‖X∗0 on
X0. In particular, we immediately obtain the following uniform estimates for all ε ∈ [0, 1],
cf. (3.1.1),
1
2β‖v‖2X0 ≤ Rε(v) ≤ 12α‖v‖2X0 and α2 ‖ξ‖2X∗0 ≤ R
∗
ε(ξ) ≤ β2 ‖ξ‖2X∗0 . (3.2.14)
For arbitrary functions u ∈ L2(0, T ;Z%) with u˙ ∈ L2(0, T ; (H1(Ω))∗), we have 0 =
d
dt
∫
Ω u(t) dx = 〈u˙(t),1〉, i.e. u˙(t) ∈ X0 for almost every t ∈ [0, T ]. Therefore, we can
consider the projection P0(u) = u−%1 onto the space L2(0, T ;Z0) ∩ H1(0, T ;X0). In
particular, without loss of generality and for notational consistency with Section 3.1, we
set % = 0 from now on and consider the function spaces
Z := Z0 and X := X0. (3.2.15)
We recall, that for u ∈ X we denote by ∂XF Eε(u) ⊂ X∗ the Fre´chet subdifferential of Eε at
u with respect to X, which is given via the formula in (3.1.11).
A solution of the Cahn–Hilliard equation is understood in the following sense.
Definition 3.2.3. Given an initial value u0 ∈ Z, we call a curve t 7→ u(t) ∈ X a solution
of the multiscale Cahn–Hilliard equation (3.2.1), if it satisfies 0 ∈ DRε(u˙(t))+∂XF Eε
(
u(t)
)
in X∗ for a.a. t ∈ [0, T ] with u ∈ L∞(0, T ;Z) ∩H1(0, T ;X) and u(0) = u0.
3.2.4 Γ-convergence of the energy and dissipation functionals
We use the notion of two-scale convergence (as in Section 1.2) to prove Γ-convergence
for the energies and dissipation potentials. Recall that the periodic unfolding operator
Tε : Lq(Ω) → Lq(Rd × Y), for 1 ≤ q ≤ ∞, is defined via (Tε u)(x, y) = uex(Nε(x) + εy),
where uex ∈ Lq(Rd) denotes the extension with 0 outside of Ω.
The Γ-convergence of the dual dissipation potentials R∗ε : X∗ → [0,∞), cf. (3.2.13),
in the weak topology of X∗ is well-known. Below, we give a proof based on the periodic
unfolding method.
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Proposition 3.2.4. The dual dissipation potentials R∗ε : X∗ → [0,∞) Γ-converge in the
weak topology of X∗ to the limit potential R∗0 : X∗ → [0,∞) given via
R∗0(ξ) =
1
2
∫
Ω
∇ξ ·Meff(x)∇ξ dx,
where the effective mobility is given via the cell minimization problem
η ·Meff(x)η = min
φ∈H1av(Y)
−
∫
Y
(∇yφ+ η) ·M(x, y)(∇yφ+ η) dy. (3.2.16)
Proof. The Lipschitz condition for ∂Ω guarantees vol({x ∈ Ω | Cε(x) 6⊂ Ω})→ 0 as ε→ 0,
cf. (1.2.4). With this, Lebesgue’s differentiation theorem yields the pointwise convergence
(TεMε)(x, y)→Mex(x, y) for a.a. (x, y) ∈ Rd × Y, (3.2.17)
cf. Proposition 2.2.6. Thus, the boundedness of TεMε due to (3.2.3) and Lebesgue’s
dominated convergence theorem yield the strong convergence TεMε →Mex in Lq(Rd×Y)
for all 1 ≤ q <∞. We now prove the Γ-convergence of R∗ε to R∗0 in two steps.
1. lim inf-estimate. Let (ξε)ε ⊂ X∗ be a sequence such that ξε⇀ξ in X∗. According
to [MiT07, Thm. 2.8], there exists a subsequence (not relabeled) and a function Ξ ∈
L2(Ω; H1av(Y)) such that Tε∇ξε⇀E∇ξ +∇yΞex ∈ L2(Rd×Y). Using the integral identity
(1.2.7) and the product rule (1.2.6) in the definition of R∗ε, cf. (3.2.13), we obtain
R∗ε(ξε) =
1
2
∫
Rd×Y
(Tε∇ξε) · (TεMε)(x, y)(Tε∇ξε) dx dy.
With Ioffe’s lower semicontinuity result [Iof77] and (3.2.17), we arrive at the lower estimate
lim inf
ε→0 R
∗
ε(ξε) ≥
1
2
∫
Rd×Y
[E∇ξ+∇yΞex] ·Mex(x, y)[E∇ξ+∇yΞex] dx dy.
Finally, we can minimize with respect to the microscopic fluctuations ∇yΞ (see Definition
of Meff in (3.2.16)) to get lim infε→0R∗ε(ξε) ≥ R0(ξ).
2. Recovery sequence. For given ξ̂ ∈ X∗ and x ∈ Ω, let Φ(x, ·) denote the unique
minimizer for η = ∇ξ̂(x) in the unit cell problem (3.2.16). In particular, we easily verify
that Φ ∈ L2(Ω; H1av(Y)). Exploiting Proposition 2.9 in [MiT07], we can find a sequence
(ξ̂ε)ε ⊂ H1av(Ω) such that ξ̂ε⇀ξ̂ in X∗ and Tε∇ξ̂ε → E∇ξ̂ +∇yΦex in L2(Rd×Y). There-
fore, with (3.2.17) we arrive at
lim
ε→0R
∗
ε(ξ̂ε) = lim
ε→0
1
2
∫
Rd×Y
(Tε∇ξ̂ε) · (TεMε)(Tε∇ξ̂ε) dx dy
= 12
∫
Rd×Y
[E∇ξ̂+∇yΦex] ·Mex[E∇ξ̂+∇yΦex] dx dy = R∗0(ξ̂).
Here, the last identity holds since Φ is a minimizer for minimization problem in the
definition of Meff . The lim inf-estimate and the existence of a recovery sequence yield
R∗ε Γ−⇀R∗0 in X∗.
Remark 3.2.5. The unique minimizer φη ∈ H1av(Y) of the cell problem (3.2.16) solves
−divy(M(x, y)(∇yφη +η)) = 0 in Y. It is called corrector as it “corrects” the macroscopic
behavior by taking the local fluctuations due to the microscopic structure into account.
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The following result is a direct consequence of the Γ-convergence of R∗ε and the conti-
nuity properties of the Legendre transform with respect to Γ-convergence, see Proposition
3.1.4(b).
Corollary 3.2.6. The primal dissipation potentials Rε : X → [0,∞) Γ-converge in the
strong topology of X to
v 7→ R0(v) = R∗0(ξv), where − div(Meff(x)∇ξv) = v.
The Γ-convergence result for the driving functionals Eε : Z → R in (3.2.8) reads as
follows.
Proposition 3.2.7. The family of driving functionals Eε Γ-converges in the weak topology
of Z to the limit functional
E0(u) =
∫
Ω
[1
2∇u ·Aeff(x)∇u+Weff(x, u)
]
dx,
where the effective quantities are given via
η ·Aeff(x)η = min
φ∈H1av(Y)
−
∫
Y
(∇yφ+ η) · A(x, y)(∇yφ+ η) dy and
Weff(x, u) = −
∫
Y
W(x, y, u) dy.
Proof. For each ε ∈ [0, 1], we split the family of energy functionals into Eε = Fε +Wε,
where
Fε(u) = 12
∫
Ω
∇u ·Aε(x)∇udx and Wε(u) =
∫
Ω
Wε(x, u) dx.
Here, we write A0 and W0 for Aeff and Weff , respectively. The convergence Fε Γ−⇀F0
in Z can be shown analogously to that of the dual dissipation potentials in Proposition
3.2.4. It remains to prove the convergence of the lower order term Wε(uε) → W0(u) for
arbitrary sequences uε⇀u in Z. Let (uε)ε ⊂ Z be such a sequence and define Uε = Tε uε.
Since Z embeds compactly into Lp0(Ω) for p < 2∗ as in (3.2.6a), we have uε → u in
Lp(Ω) as well as Uε → Eu in Lp(Rd×Y), cf. (1.2.10) and Proposition 1.2.4(d). Thus,
there exists a subsequence (not relabeled) such that Uε(x, y)→ Eu(x, y) pointwise for a.a.
(x, y) ∈ Rd × Y. Therefore, exploiting the modulus of continuity in assumption (3.2.6b)
gives for a.a. (x, y) ∈ Rd × Y the convergence
−
∫
Cε(x)
∣∣Wex(z, y, Uε(x, y))−Wex(z, y, Eu(x, y))∣∣ dz
≤ ω(|Uε(x, y)− Eu(x, y)|)→ 0. (3.2.18)
Moreover, Lebesgue’s differentiation theorem yields for a.a. (x, y) ∈ Rd × Y
lim
ε→0−
∫
Cε(x)
Wex
(
z, y, Eu(x, y)
)
dz = Wex
(
x, y, Eu(x, y)
)
. (3.2.19)
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Using the integral identity (1.2.7) and the definition of Wε in (3.2.5) (see also [MiT07,
Eq. (2.16)]), we have∫
Ω
Wε
(
x, uε(x)
)
dx =
∫
Rd×Y
−
∫
Cε(x)
Wex
(
z, y, Uε(x, y)
)
dz dx dy.
We write
Wε(uε) =W0(u) + Iε1 + Iε2 + Iε3 ,
where
Iε1 =
∫
(Rd\Ω)×Y
−
∫
Cε(x)
Wex(z, y, Uε) dz dx dy,
Iε2 =
∫
Ω×Y
−
∫
Cε(x)
[
Wex(z, y, Uε)−Wex(z, y, Eu)
]
dz dx dy,
Iε3 =
∫
Ω×Y
−
∫
Cε(x)
[
Wex(z, y, Eu)−Wex(x, y, Eu)
]
dz dx dy.
For |Iε1 | → 0, we note that due to the extension by 0 the integrand vanishes everywhere
except for a set that is contained in Bε = (Ω+ε \Ω−ε )×Y. Since Ω has a Lipschitz boundary
the measure of this set tends to 0 and we conclude
|Iε1 | ≤
∫
Bε
CW
(
1 + |Uε(x, y)|p
)
dx dy → 0.
For |Iε2 |+ |Iε3 | → 0, we exploit the pointwise convergence in (3.2.18) and (3.2.19), respec-
tively, as well as Lebesgue’s dominated convergence theorem with the same integrable
(strongly in L1(Rd×Y) converging) majorant CW (1 + |Uε(x, y)|p).
Remark 3.2.8. For simplicity, we restricted ourselves to potentials W that satisfy the
growth condition in (3.2.6a). However, it is not hard to verify that the Γ-convergence also
holds for a bigger class of functionals. In particular, we can relax the growth condition
and consider perturbations of convex potentials in the following sense. Let W admit the
decomposition W = Wcvx +Wreg, such that W is bounded from below, u 7→ Wcvx(x, y, u)
is convex and u 7→ Wreg(x, y, u) satisfies the growth condition in (3.2.6a). Additionally,
we assume that Wcvx and Wreg fulfill the modulus of continuity condition (3.2.6b) on their
domain uniformly with respect to a.a. (x, y) ∈ Ω× Y.
We immediately check that the lim inf-estimate follows from Lebesgue’s differentiation
theorem, condition (3.2.6b), and Fatou’s lemma. However, the proof of the lim sup-
estimate is not so straightforward. The crucial point is that the recovery sequence (ûε)ε for
given û ∈ Z has to be constructed such that its gradients exhibit the “right” oscillations.
We follow the construction given in [MiT07, Prop. 2.9] and set
ûε(x) = û(x) + εU(tε, x, xε ), (3.2.20)
where U(t, x, y) =
∫
Rd
∫
Y K(t, x−x˜, y−y˜)Ûex(x˜, y˜) dx˜ dy˜. Here, K is the heat kernel on
Rd×Y, Û ∈ L2(Ω; H1av(Y)) is the solution of the cell problem for η = ∇û in (3.2.18), and
tε → 0 for ε→ 0. Using Jensen’s inequality and a suitable majorant, which we can always
assume to exist, we can pass to the limit and obtain the upper estimate.
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However, in the case that the domain of Wcvx is bounded with respect to u we have to
guarantee that the recovery sequence is also constrained to the domain. In the case that
the domain does not depend on (x, y) ∈ Ω × Y, i.e. dom (Wcvx(x, y, ·)) = [a, b], we set
ûε(x) = δε(û(x)−mε) + εU(tε, x, x/ε), choose tε → 0, δε → 1, and mε → 0 accordingly to
get a < uε(x) < b for a.a. x ∈ Ω.
3.2.5 Convergence result based on EVE
In this subsection, we prove the evolutionary Γ-convergence of the Cahn–Hilliard gradient
systems (X, Eε,Rε) to the effective system (X, E0,R0) by relying on the convexity of Eε
with respect to Rε. In particular, the key assumption is
∃λ ∈ R ∀ (x, y) ∈ Ω×Y : u 7→W(x, y, u)− λ2 |u|
2 is convex. (3.2.21)
The next lemma shows that the λ-convexity of W implies Λ-convexity of the driving
functionals Eε with respect to Rε.
Lemma 3.2.9. Let (3.2.21) be satisfied, then there exists Λ ∈ R such that u 7→ Eε(u) −
ΛRε(u) is convex.
Proof. In this proof, we abbreviate L2(Ω) with L2. It is easy to see that (3.2.21) yields
the convexity of u 7→ Eε(u) − λ2‖u‖2L2 − α2 ‖∇u‖2L2 with α > 0 from (3.2.3). Namely, for
θ ∈ [0, 1] and u0, u1 ∈ Z we have
Eε(uθ) ≤ (1−θ)Eε(u0) + θEε(u1)− θ(1−θ)2
(
α‖∇(u0−u1)‖2L2 + λ‖u0−u1‖2L2
)
,
where uθ = (1−θ)u0 + θu1. Hence, it remains to show that we can find a constant Λ ∈ R
such that the estimate ΛRε(v) ≤ α‖∇v‖2L2 + λ‖v‖2L2 is satisfied for all v ∈ Z. Indeed, due
to the embedding Z ⊂ L20(Ω) ⊂ X and Cauchy’s estimate we obtain
∀ δ > 0 : ‖v‖2L2 ≤ δ‖∇v‖2L2 + Cδ‖v‖2X .
Here, we used Poincare´’s inequality, i.e. ‖v‖L2 ≤ CP‖∇v‖2L2 for all v ∈ Z.
Hence, in the case λ = −λ− < 0 we fix 0 < δ < α/(λ−) and choose Λ ∈ R such that
Λ ≤ −λ−Cδ/α, whereas for λ ≥ 0 we simply set Λ = 0. With (3.2.14) it is now easy to
see that Eε − ΛRε is convex.
We can now state the first homogenization result, namely the E-convergence of the
multiscale Cahn–Hilliard system in the λ-convex case.
Theorem 3.2.10. Let Eε and Rε be as before and let uε(0) → u(0) in X. Under the
additional convexity assumption (3.2.21) the solutions uε of (3.2.1) weakly converge in Z
for each t ∈ [0, T ], T > 0, to the unique solution of the effective Cahn–Hilliard equation
(3.2.2). Moreover, for each t ∈ (0, T ] the energies converge, i.e. Eε(uε(t))→ E0(u(t)).
Proof. We aim to apply Theorem 3.1.5. For this it remains to show that Rε(vε)→ R0(v)
for vε → v strongly in X. Indeed, let a sequence vε → v strongly in X be given. Moreover,
let ξε ∈ X∗ be the sequence associated with vε via solving −div(Mε∇ξε) = vε. By
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standard estimates, we obtain ξε⇀ξ in X∗ with ξ such that −div(Meff∇ξ) = v as in
(3.2.9). Thus, we arrive at
lim
ε→0Rε(vε) =
1
2 limε→0〈vε, ξε〉 =
1
2〈v, ξ〉 =
1
2
∫
Ω
∇ξ ·Meff∇ξ dx = R0(v),
where we have used the strong-weak convergence in the duality product.
3.2.6 Convergence results based on EDP
In this subsection, we prove the E-convergence of the multiscale system (X, Eε,Rε) using
the energy-dissipation principle EDP discussed in Subsection 3.1.3. In contrast to the
previous subsection we drop the λ-convexity of the potential W. Thus, it is in general not
clear whether the chain rule in (3.1.4) holds and we have to additionally assume it to be
satisfied here.
Regardless of the convexity properties of the energy Eε, the EDP formulation requires in
any case the well-preparedness of the initial conditions, viz. limε→0 Eε(uε(0)) = E0(u(0)) <
∞. Moreover, the application of Theorem 3.1.6 rests upon the closedness of the subdiffer-
ential ∂XEε in the sense of (3.1.23). In the following two propositions, we provide sufficient
conditions on the potential W that guarantee the closedness. In the first proposition, we
assume that the potential W is λ-convex as in (3.2.21).
Proposition 3.2.11. Assume that the potential W is λ-convex as in (3.2.21), then the
closedness of the subdifferential (3.1.23) holds.
Proof. It is shown in Lemma 3.2.9 and Theorem 3.2.10 that u 7→ Eε(u)−ΛRε(u) is con-
vex and Rε C−→R0 in X, respectively. Thus, the Propositions 3.1.7 and 3.1.8 yield the
closedness (3.1.23).
In the second proposition we replace the convexity assumption with a growth and con-
tinuity condition for the derivative of W. In particular, in this case the energies are
Fre´chet differentiable on H1(Ω) with DEε(u) = −div(Aε(x)∇u) + ∂uWε(x, u). Moreover,
the growth condition on ∂uW implies that for W in (3.2.6a) with the same exponent. We
recall that P0 : L1(Ω)→ L10(Ω) denotes the canonical projection with P0(ϕ) = ϕ−−
∫
Ω ϕ dx.
Proposition 3.2.12. Assume that W : Ω×Y×R → R satisfies W(x, y, ·) ∈ C1(R) for all
(x, y) ∈ Ω×Y as well as
Growth condition:
∃C ≥ 0, ∀u ∈ R : ∣∣∂uW(x, y, u)∣∣ ≤ C(1+|u|p−1),
where p < 2∗ and 2∗ ∈ [1,∞) for d = 1, 2 and 2∗ = 2dd−2 , for d ≥ 3;
Uniform modulus of continuity:
∃ ω̂ ∈ C(R; [0,∞)) with ω̂(u¯)→ 0 for u¯→ 0, ∀u1, u2 ∈ R :
|∂uW(x, y, u1)− ∂uW(x, y, u2)| ≤ ω̂(|u1−u2|).
(3.2.22)
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Then, Eε is Fre´chet differentiable on H1(Ω) for all ε ∈ [0, 1] with DEε denoting the differ-
ential. The Fre´chet subdifferential of Eε with respect to X is given via
∂XF Eε(u) =

{
P0 (DEε(u))
}
if DEε(u) ∈ H1(Ω),
∅ otherwise.
(3.2.23)
Moreover, ∂XF Eε satisfies the closedness condition in (3.1.23).
Proof. The Fre´chet differentiability on H1(Ω) follows directly from the compact embed-
ding H1(Ω) ⊂ Lp(Ω) and the continuity of the associated Nemytskii operator (for fixed ε)
Nε :
 L
p(Ω) → Lp′(Ω),
u 7→ ∂uWε
(·, u(·)),
where 1p +
1
p′ = 1. The characterization of the subdifferential follows immediately.
It remains to verify the closedness of the Fre´chet subdifferential ∂XF Eε. Since ∂XF Eε is
convex it is sufficient to prove the strong-weak closedness in X as in (3.1.31) according to
Proposition 3.1.7. Hence, let us consider sequences uε → u inX and ξε⇀ξ inX∗ satisfying
Eε(uε)→ e0 and ξε ∈ ∂XF Eε(uε). We follow the lines of the proof of Proposition 3.2.7. Since
the energies are uniformly bounded, we can extract a (non-relabeled) subsequence such
that uε⇀u in Z and uε → u in Lp(Ω) as well as Tε∇uε⇀E∇u + ∇yUex in L2(Rd×Y)
with U ∈ L2(Ω; H1av(Y)). Moreover, uε converges to u almost everywhere in Ω.
We consider a sequence vε⇀v in Z, which additionally satisfies the strong convergence
Tε∇vε → E∇v + ∇yVex in L2(R×Y), where V ∈ L(Ω; H1av(Y)) is arbitrary but fixed.
Let us abbreviate ξWε (x) = ∂uWε(x, uε(x)). Due to the assumptions in (3.2.22), we can
argue as in the proof of Proposition 3.2.7 to deduce limε→0
∫
Ω ξ
W
ε vε dx =
∫
Ω ξ
W
effv dx, where
ξWeff (x) = ∂uWeff(x, u(x)). Moreover, using the integral identity for the unfolding operator
we obtain
〈ξε, vε〉 =
∫
Rd×Y
(Tε∇vε) · (TεAε)(Tε∇uε) dx dy + 〈ξWε , vε〉. (3.2.24)
Passing to the limit ε→ 0 in (3.2.24) yields
〈ξ, v〉 =
∫
Ω×Y
[E∇v +∇yV ] · A[E∇u+∇yU ] dx dy + 〈ξWeff , v〉, (3.2.25)
where we have used vε → v in X due to the compact embedding Z ⊂ X. We point
out that v and V are arbitrary test functions in (3.2.25). On the one hand, we can set
v ≡ 0 which gives ∫Ω×Y ∇yV · A[∇u +∇yU ] dx dy = 0 for all V ∈ L2(Ω; H1av(Y)). Thus,
U is the unique corrector function associated with u. Indeed, U solves the local problem
−divy(A(x, y)[∇u + ∇yU ]) = 0 in Y for a.e. x ∈ Ω. On the other hand, setting V ≡ 0
yields for all v ∈ Z
〈ξ, v〉 =
∫
Ω×Y
∇v · A[∇u+∇yU ] + ∂uW(u)v dx dy =
∫
Ω
∇v ·Aeff∇u+ ∂uWeff(u)v dx.
Thus, we conclude that ξ = DE0(u) and ξ ∈ ∂XF E0(u).
3.2 Homogenization of a Cahn–Hilliard-type equation 115
Finally, it remains to show Eε(uε) → E0(u). For this, it suffices to prove the strong
convergence Tε∇uε → E∇u +∇yUex in L2(Rd×Y). Indeed, using the uniform ellipticity
of TεAε and (3.2.24) gives for Ξε = Tε(∇uε) and Ξ = E∇u+∇yUex
α‖Ξε − Ξ‖2L2(Rd×Y) ≤
∫
Rd×Y
(Ξε−Ξ) · TεAε(Ξε−Ξ) dx dy
= 〈ξε−ξWε , uε〉 −
∫
Rd×Y
[
2Ξε · (TεAε)Ξ− Ξ · (TεAε)Ξ
]
dx dy.
Now, as the right-hand side vanishes for ε → 0 using (3.2.25), we obtain the strong
convergence Ξε → Ξ in L2(Rd×Y).
Having collected all sufficient assumptions, we are now in the position to apply Theorem
3.1.6 to the homogenization of the Cahn–Hilliard equation. In particular, the assumptions
Eε Γ−→E0 and Rε Γ−→R0 in X are satisfied according to the Propositions 3.2.7 and 3.2.4.
Theorem 3.2.13. Let Eε and Rε be as before. We assume that uε(0) → u(0) in X, the
well-preparedness of the initial conditions, i.e. Eε(uε(0)) → E0(u(0)) < ∞, the closedness
condition (3.1.23), and the chain rule condition (3.1.4) are satisfied. Then, the solutions
uε of (3.2.1) weakly converge in Z for each t ∈ [0, T ], T > 0, to a solution u of the
effective Cahn–Hilliard equation (3.2.2). Moreover, we have Eε(uε(t))→ E0(u(t)) for each
t ∈ [0, T ].
We complete this subsection by commenting on the well-preparedness condition.
Remark 3.2.14 (Choice of the initial conditions). The well-preparedness (3.1.22) in The-
orem 3.2.13 is satisfied for the following choice of initial values. For given u(0) ∈ Z, let
uε(0) ∈ Z be the unique solution of the elliptic problem
find û ∈ Z : div (Aε(x)∇û) = div (Aeff(x)∇u(0)) in Ω, (Aε(x)∇û) · ν = 0 on ∂Ω.
Then, standard results in periodic homogenization yield uε(0)⇀u(0) in Z as well as∫
Ω
1
2∇uε(0) · Aε∇uε(0) dx →
∫
Ω
1
2∇u(0) · Aeff∇u(0) dx, see e.g. [All92]. Employing the
compact embedding Z ⊂ Lp0(Ω) and treating the nonlinearity W as in Proposition 3.2.7,
gives the desired convergence of the initial energies Eε(uε(0))→ E0(u(0)).
In contrast, in the EVE formulation in Theorem 3.2.10, the choice of constant initial
values uε(0) ≡ u0 is admissible, since it is not necessary to “recover” the microstructure
at t = 0. Nevertheless, the convergence of the energies follows for all later times t > 0.
3.2.7 Exemplary potentials
We collect three generic potentials as examples which are covered by our theory.
1. We consider the classical double-well potential
Wdw(u) = 14(u
2−1)2, (3.2.26)
which satisfies the growth estimates in (3.2.6) and (3.2.22) for the dimensions d = 1, 2, 3
(see also [ElS86, Ell89]). Moreover, Wdw is λ-convex for all λ ≤ −1.
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To include different spatial scales in the potential we can consider two-scale functions
Φ1,Φ2 ∈ L∞(Ω×Y) and set WΦ(x, y, u) = Φ1(x, y)Wdw(u) + Φ2(x, y), which also satisfies
the assumptions (3.2.21)–(3.2.22). Moreover, for θ ∈ L∞(Y) with θ ≥ 0, our multiscale
analysis allows us to consider the variant
Wθ(y, u) = 14
(
u2−θ(y))2,
where the minima are oscillating, i.e. umin(x) = ±(θ(x/ε))1/2. In the limit ε → 0 we
obtain according to Proposition 3.2.7 the effective potential
Weff(u) = −
∫
Y
1
4(u2−θ(y))2 dy = 14u4 − 12θarithu2 + −
∫
Y θ(y)2 dy,
where θarith = −
∫
Y θ(y) dy denotes the arithmetic mean and the limiting minima are umin =
±(θarith)1/2. Concluding, the Theorems 3.2.10 and 3.2.13 are applicable for WΦ and Wθ.
2. Another well-known prototypical example is the logarithmic potential, cf. [CaH58,
CoE92, AbW07], given via
Wlog(u) =
 (u−a) log(u−a) + (b−u) log(b−u)−
κ
2u
2 if u ∈ [a, b],
∞ else,
(3.2.27)
with a < b and κ > 0. Obviously, Wlog is λ-convex for all λ ≤ −κ . Hence, the Theo-
rems 3.2.10 and 3.2.13 apply to Wlog, cf. also Remark 3.2.8. We refer to [AbW07] for a
characterization of the single-valued Fre´chet subdifferential.
An interesting variation of (3.2.27) is to consider oscillating boundaries aε(x) = a(x/ε)
and bε(x) = b(x/ε), where a, b ∈ L∞(Y) are given with amax < bmin. However, it is an
open problem to determine the effective limit domain [a0, b0] for ε→ 0.
3. As a nonconvex example we consider the potential
Wγ(u) = 12u
2− 1γ+1 |u|γ+1 with γ ∈
(1
2 , 1
)
. (3.2.28)
The function Wγ satisfies the assumptions in (3.2.6) and (3.2.22) with W ′γ(u) = u−|u|γ−1u.
Indeed, W ′γ is globally γ-Ho¨lder continuous as we have
∀ u0, u1 ∈ R :
∣∣|u0|γ−1u0 − |u1|γ−1u1∣∣ ≤ Cγ |u0−u1|γ ,
where Cγ = 1, if u0u1 ≥ 0, and Cγ = 21−γ , if u0u1 < 0. The latter follows from the
concavity of u 7→ |u|γ and choosing θ = 1/2 for uθ = (1−θ)u0 + θ(−u1).
However, the function Wγ is clearly not λ-convex since W ′′γ (u) = 1−γ|u|γ−1 → −∞ for
|u| → 0 and for any λ ∈ R. In particular, there exists no Λ ∈ R such that u 7→ E(u)−ΛR(u)
is convex. To see this, we consider an arbitrary Λ ∈ R and set
FΛ(u) := E(u)−ΛR(u) = QΛ(u)−
∫
Ω
1
γ+1 |u|γ+1 dx,
where QΛ(u) :=
∫
Ω
1
2 [∇u ·A∇u+u2] dx−ΛR(u)
comprises the quadratic terms. For smooth functions v, the second variation reads
D2FΛ(u)[v, v] = 2QΛ(v)− γ
∫
Ω
|u|γ−1v2 dx
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and for each Λ ∈ R we can find some u ∈ Z such that D2FΛ(u)[v, v] < 0 . Hence, the con-
vexity condition (3.1.10) for the EVE formulation is violated and Wγ is a counterexample,
for which Theorem 3.2.10 is not applicable.
However, we can still exploit the EDP formulation and apply Theorem 3.2.13 provided
we can verify the chain rule (3.1.4). We refer to [RoS06, RSS08] for gradient formulations of
non-convex driving functionals and the role of the chain rule. For our particular example,
we drop the subscripts and write A for the tensors Aε and Aeff , respectively, and prove
the following theorem for E ≡ Eε with ε ∈ [0, 1].
Theorem 3.2.15. Assume that ∂Ω is of class C2, A ∈W1,∞(Ω;Rd×dspd ), and that Wγ is as
in (3.2.28). Then, the Fre´chet subdifferential (with respect to X) of the energy functional
E : X → R∞ is given by
∂XF E(u) =

{−div(A∇u) + P0W ′γ(u)} if div(A∇u) ∈ H1(Ω) and
(A∇u) · ν = 0 on ∂Ω,
∅ otherwise.
(3.2.29)
Moreover, E satisfies the chain rule condition (3.1.4).
We conclude that the homogenization result in Theorem 3.2.13 is applicable. To prove
Theorem 3.2.15, we use the following integration by parts formula, which is proven in
[MeS08].
Theorem 3.2.16 ([MeS08], Thm. 3.1). Let Ω ⊂ Rd with uniform C2 boundary ∂Ω and
A ∈W1,∞(Ω;Rd×dsym) be given. Then, for u ∈W2,r(Ω) with 1 < r <∞ we have
−(r−1)
∫
Ω
|u|r−2∇u ·A(x)∇udx =
∫
Ω
u|u|r−2 div(A(x)∇u) dx
−
∫
∂Ω
u|u|r−2∇u ·A(x)ν dSx.
(3.2.30)
Proof of Theorem 3.2.15. We prove that the energy functional E given by E(u) =∫
Ω
1
2∇u ·A∇u+Wγ(u) dx with Wγ(u) = 12u2− 1γ+1 |u|γ+1 satisfies the following chain rule:
If u ∈ H1(0, T ;X), ξ ∈ L2(0, T ;X∗) such that ξ(t) ∈ ∂XF E(u(t)) for a.a. t ∈ [0, T ], and the
function t 7→ E(u(t)) is bounded, then it is also absolutely continuous on [0, T ] and
d
dtE
(
u(t)
)
= 〈u˙(t), ξ(t)〉 for a.e. t ∈ [0, T ]. (3.2.31)
The proof follows the basic ideas of [RoS06, Thm. 4], where the sum of a convex func-
tional and a concave perturbation is considered. Thus, we write Wγ = W1−W2, where
W1(u) = 12u2 and W2(u) =
1
γ+1 |u|γ+1. Analogously, we decompose the energy into
E = E1−E2 on Z and E = +∞ on X\Z, where
E1(u) :=
∫
Ω
1
2∇u ·A(x)∇u+W1(u) dx and E2(u) :=
∫
Ω
W2(u) dx.
(3.2.32)
We easily check that E , E1, and E2 are Fre´chet differentiable on Z. In particular, if E is
Fre´chet subdifferentiable in some u ∈ X we have that
∂XF E(u) =
{− div(A(x)∇u) + P0W ′γ(u)} ⊂ X∗ with (A(x)∇u) · ν = 0 on ∂Ω.
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Moreover, since E1 and E2 are convex, they separately satisfy the chain rule in (3.2.31)
according to e.g. [Bre´73, Chap. III Lem. 3.3] or [Sho97, Chap. IV Lem. 4.3]. Hence, it
remains to prove that ξ ∈ L2(0, T ;X∗), satisfying ξ(t) ∈ ∂XF E(u(t)) for a.e. t ∈ [0, T ]
with u ∈ H1(0, T ;X), can be decomposed into ξ = ξ1 − ξ2, where ξi ∈ L2(0, T ;X∗) and
ξi(t) ∈ ∂XF Ei(u(t)) is satisfied for a.e. t ∈ [0, T ].
First, let us note that the boundedness of t 7→ E(u(t)) implies u ∈ L∞(0, T ;Z), which
in turn means that at least t 7→W ′γ(u(t)) = |u(t)|γ−1u(t) ∈ L2(0, T ; L2(Ω)) is satisfied for
1
2 < γ < 1.
Due to the smoothness of ∂Ω and A, we obtain higher regularity of u, namely u ∈
L2(0, T ; H2(Ω)), see e.g. [Lo´p13, Thm. 5.11]. Thus, we can apply Theorem 3.2.16 with
r = 2γ ∈ (1, 2) to obtain
α(2γ−1)
∫ T
0
∫
Ω
|u|2(γ−1)|∇u|2 dx dt ≤
∫ T
0
∫
Ω
|u|2γ−1|div(A(x)∇u)| dx dt
≤ C
(
‖u‖2L2(0,T ;L2(Ω)) + ‖u‖2L2(0,T ;H2(Ω))
)
,
where α > 0 is from (3.2.3). Note that the boundary integral in (3.2.30) vanishes since
u satisfies (A(x)∇u) · ν = 0 on ∂Ω. Since the right-hand side in the above estimate is
finite we obtain that ξ2 := W ′2(u) = |u|γ−1u ∈ L2(0, T ; H1(Ω)). Thus, we have shown the
decomposition and therefore also the chain rule.
3.3 Conclusion
We conclude our text with a comparison of the approaches for evolutionary Γ-convergence
of gradient systems (X, Eε,Rε) in Section 3.1 based on the evolutionary variational esti-
mate EVE and the energy-dissipation principle EDP.
1. Both abstract results rely on the strong Γ-convergence of the energy functionals Eε in
X. Let us remark that we even have Mosco convergence of Eε for the homogenization
of the Cahn–Hilliard equation.
2. While the strong Γ-convergence of the dissipation potentials Rε in X is sufficient for
EDP, we have to assume additionally continuous convergence in the EVE formula-
tion. The latter is satisfied for the homogenization of Cahn–Hilliard-type equations
in Section 3.2.
3. The initial values, which are assumed to converge strongly in X, have to be well-
prepared in the EDP case, i.e. Eε(uε(0)) → E0(u(0)). In particular, this means
that uε(0) ∈ dom(Eε) has to hold for ε ∈ [0, 1] for EDP while EVE only requires
uε(0) ∈ dom EεX .
4. The identification of the limit system in the EDP formulation relies on the closedness
of the subdifferential ∂XEε (see (3.1.23)), which is automatically satisfied for Λ-
convex energy functionals.
5. The EVE formulation is based on the convexity of Eε−ΛRε, which is always satisfied
for λ-convex potentials W in the Cahn–Hilliard setting, see Lemma 3.2.9. Moreover,
the Λ-convexity of Eε implies many desirable properties of the gradient system,
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see e.g. [RoS06, DaS10]. In particular, the well-known double-well and logarithmic
potentials Wdw and Wlog fit into this setting. The EDP formulation allows us to
consider also energy functionals that are not Λ-convex. In this case, the chain rule
condition is not automatically satisfied and its verification may be cumbersome. For
instance, the potential Wγ in (3.2.28) is not λ-convex, though the associated energy
functional fulfills the chain rule, see Theorem 3.2.15.
Let us remark that our approach is related to [Mie14]. There, Theorem 3.6 gives an
abstract E-convergence result based on EDP. Note, however, that more general dissipation
potentials are considered, which are also allowed to depend on the state u. However, there
it is assumed that the dissipation potentials satisfy lim infε→0Rε(uε, vε) ≥ R0(u, v) for
sequences uε → u in X and vε⇀v in X. For the Cahn–Hilliard dissipation potential this
lim inf-estimate is not satisfied: Indeed, for vε⇀v in X, we consider
Rε(vε) =
∫
Ω
1
2∇ξvε ·Mε(x)∇ξvε dx, where −div(Mε(x)∇ξvε) = vε as in (3.2.9).
The boundedness of (vε)ε ⊂ X implies the boundedness of (ξvε)ε ⊂ X∗ and thus, we
obtain ξvε⇀ξ in X∗ (up to subsequence). For arbitrary test functions ϕε ∈ X∗, we study
the weak formulation ∫
Ω
∇ϕε ·Mε(x)∇ξvε dx = 〈vε, ϕε〉. (3.3.1)
Since Mε is oscillating and not strongly convergent, the test function ϕε has to capture
the “right oscillations” in order to pass to the limit in the left-hand side. In particular, ϕε
satisfies ϕε⇀ϕ in X∗ and Tε(∇ϕε)→ E∇ϕ+∇yΦex in L2(Rd×Y). However, since vε is
also only weakly converging we cannot pass to the limit in the right-hand side to establish
a connection between the limits ξ and v. Thus, from the lower estimate
lim inf
ε→0 Rε(vε) = lim infε→0 R
∗
ε(ξvε) ≥ R0(ξ)
we cannot conclude lim infε→0Rε(vε) ≥ R0(v).
Finally, let us compare our approach to the well-known Sandier & Serfaty result for
evolutionary Γ-convergence in [SaS04]. There, also the EDP formulation (Section 3.1.3)
is considered in the abstract setting. The crucial conditions can be formulated as
i) ∀ s ∈ [0, T ) : lim inf
ε→0
∫ s
0
Rε(vε(s)) ds ≥
∫ s
0
R0(v(s)) ds
ii) lim inf
ε→0 R
∗
ε(−DEε(uε(t))) ≥ R∗0(−DE0(u(t))).
In particular, the conditions are formulated in a very general manner, e.g. the precise
notion of the convergence of uε and vε is not explicitly stated and depends on the concrete
problem. In contrast, we provide “easy” to check conditions for Rε and Eε. Moreover, we
do not need an independent bound for each of the terms
∫ T
0 Rε dt and
∫ T
0 R∗ε dt.
Remark 3.3.1. We briefly comment on the connection between our homogenization result
for Cahn–Hilliard-type equations and the convergence results for reaction-diffusion systems
in Chapter 2. In principle, a generalized version of Gronwall’s lemma is applicable to
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Cahn–Hilliard-type equations (3.0.3), see e.g. [BaM11]. With this, it might be possible
to derive explicit rates for the convergence of the solutions by following the approach via
Gronwall-type estimates and controlled error terms. Therefore, gradient folding operators
for higher derivatives may need to be invented. In contrast, evolutionary Γ-convergence
does not give rise to quantitative estimates.
Since we used several times the compact embedding of Z into X, it is not obvious at all
whether slow diffusion such as ε2Mε or ε2Aε can be treated with the presented theory.
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