We study, in the framework of the geometric Langlands program, the periods of cuspidal automorphic sheaves for GL2n along the Levi subgroup GLn × GLn. We solve the corresponding local problem, and discuss the global applications.
Introduction
Let X be a smooth projective curve over an algebraically closed field. Write Bun n for the moduli stack of rank n vector bundles on X. In this paper we study the geometric periods of cuspidal automorphic sheaves on Bun 2n for the Levi subgroup GL n × GL n . Our results geometrise a similar calculation at the level of functions from [2] . Our proof does not follow any existing argument at the level of functions.
More generally, if G is a connected reductive group, H ⊂ G is a spherical subgroup, one may ask, in the framework of the geometric Langlands program, about the periods of automorphic sheaves on Bun G with respect to the subgroup H. The corresponding problem at the level of functions has been intensively studied in the theory of automorphic forms ( [2, 6, 4, 13] and more references in [13] ).
In the case G = GL n × GL n , H is the diagonally embedded GL n this problem was solved in [8, 9] , and in loc.cit. it was naturally divided into local and global parts. In our case G = GL 2n and H is the Levi subgroup GL n × GL n , and the problem is also naturally divided into local and global parts. In this paper we solve the corresponding local problem, and discuss the global applications. Our strategy of the proof is very much influenced by [8] .
This paper is also motivated by [11] , where for G = GSp 4 and aǦ-local system EǦ on X whose standard representation is irreducible, we constructed a EǦ-Hecke eigensheaf K EǦ on Bun G . In [11] it was not checked that K EǦ is always non zero. The main result of the present paper (in the case n = 2) will be used in our subsequent publication to show that K EǦ is always non zero.
Our main results are formulated in Section 2, and the proofs are given in the remaining sections.
1.1. Notation. Work over an algebraically closed ground field k of characteristic p > 0 (except in Section 2.4.3, where k = F q of characteristic p > 0). All the schemes and stacks we consider are defined over k. Fix a prime ℓ and an algebraic closureQ ℓ of Q ℓ . Let X be a smooth projective connected curve of genus g. Write Ω for the canonical line bundles on X.
We work with algebraic stacks in smooth topology andétaleQ ℓ -sheaves on them. We adopt the conventions of ( [10] , Section 2.1). So, for an algebraic stack S locally of finite type we have the derived category D(S) of ℓ-adic sheaves on S. For a morphism f : X → Y of algebraic stacks, the functors f * , f * , f ! between the corresponding derived categories are understood in the derived sense. We use the notion of a generalized affine fibration from ( [8] , Section 0.1.1). For a morphism of stacks f : X → Y write dim. rel(f ) for the function of a connected component C of X given by dim C − dim C ′ , where C ′ is the connected component of Y containing f (C).
Fix a nontrivial character ψ : F p →Q * ℓ and denote by L ψ the Artin-Schreier sheaf on A 1 associated to ψ. We will ignore the Tate twists everywhere (they are easy to recover if necessary).
For n ≥ 1 write Bun n for the stack of rank n vector bundles on X. For n = 1 we also write Pic X = Bun 1 for the Picard stack of X. By a modification M ′ ⊂ M ′′ of a locally free O X -module M ′′ on X we mean a quasi-coherent subsheaf such that M ′ = M ′′ over the generic point of X. For d ≥ 0 denote by Sh d 0 the stack of torsion sheaves on X of generic rank zero and length d. Let ≤n Sh d 0 ⊂ Sh d 0 be the open substack given by the property: for a scheme S an object F of Hom(S, Sh d 0 ) lies in Hom(S, ≤n Sh d 0 ) if the geometric fibre of F at any point of S × X is of dimension ≤ n.
For d ≥ 0 write X (d) for the d-th symmetric power of X. We think of it as the scheme of effective divisors of degree d on X. Let div : Sh d 0 → X (d) be the morphism norm as in ( [8] , Section 0.1.2).
1.1.1. The following notations are from [8] . Fix the maximal torus of diagonal matrices in GL n and the Borel subgroup of upper triangular matrices. The set of weights of GL n is identified with Z n . For a, b ∈ Z n we write a, b = i a i b i . We use the following semigroups Λ + n ⊂ Λ n ⊂ Λ p n consisting of weights. Let Λ + n = {(λ 1 , . . . , λ n ) ∈ Z n | λ 1 ≥ . . . ≥ λ n ≥ 0} Set Λ p n = {λ ∈ Z n | λ 1 + . . . + λ i ≥ 0 for all}, here p refers to positive, it is not an integer. Let Λ − n ⊂ Λ n = Z n + be given by Λ − n = {λ ∈ Z n | 0 ≤ λ 1 ≤ . . . ≤ λ n }. Let Λ p n,d ⊂ Λ p n be given by λ i = d, and similarly for Λ + n,d and Λ − n,d . For λ ∈ Λ p n set
A point of X λ p is a collection (D 1 , . . . , D n ) with D 1 +· · ·+D i ∈ X (λ 1 +...+λ i ) for 1 ≤ i ≤ n. Let X λ ֒→ X λ p be the closed subscheme given by the property D i ≥ 0 for all i. Let X λ − ֒→ X λ be the closed subscheme given by D 1 ≤ . . . ≤ D n . For λ ∈ Λ + n let X λ + ֒→ X λ be the closed subscheme given by D 1 ≥ . . . ≥ D n for (D i ) ∈ X λ . For any local system E on X and λ ∈ Λ − n the sheaf E λ − on X λ − is introduced in ([8], Definition 1). We denote also by L d E (resp., Spr d E ) Laumon's (resp., Springer's) perverse sheaf on Sh d 0 defined in ( [8] , Section 1). The group S d acts on Spr d E , and L d E is the perverse sheaf of S d -invariants of Spr d E .
Main results
2.1. Fix n > 0. For d ∈ Z as in ( [8] , Section 2.1), write n M for the stack classifying L ∈ Bun n together with a subsheaf Ω n−1 ֒→ L. Write n M d for the connected component of n M given by deg L − deg(Ω (n−1)+(n−2)+...+1 ) = d. Let q n : n M d → Bun n be the projection sending the above point to L. For a local system E on X and d ≥ 0 one has a complex n K d E over n M d defined in ( [8] , Remark 1) . If E is irreducible of rank n then for d ≥ 0 there is an isomorphism q * n Aut E [dim. rel(q n )] → n K d E over n M d established in [1, 5] . Here Aut E is the E-Hecke eigen-sheaf on Bun n defined in [1] , it is perverse. Though n K E may depend on ψ, we do not express this in our notation.
2.1.1. Let Z n be the stack classifying L, L ′ ∈ Bun n and a nonzero section s : Ω 2n−1 ֒→ L. Let ν Z : Z n → 2n M be the map sending this point to M = L ⊕ L ′ with the induced section s : Ω 2n−1 ֒→ M . We get the diagram
where π is the map sending (L, L ′ , s) to (det L, det L ′ ). Let E be a local system on X. The local linear period of 2n K E is
sending (D, D 1 ) to (D, D + D 1 ). Our main result is the following. 
We actually prove a more precise claim for any local system E (cf. Proposition 2.2.5 and Remark 2.2.6).
2.2.
Plan of the proof of Theorem 2.1.2.
Remind the stack
is an isomorphism ([8], Section 4.1). For a local system E on X we have a perverse sheaf
Let n Y be the stack classifying L ∈ Bun n with regular sections
Y be the map sending the above point to (M, (t k )), where M = L ⊕ L ′ and t k are defined as follows. For 1 ≤ 2k ≤ 2n we get maps
2.2.3. We get the commutative diagram
Here q YZ is the map whose projection to 2n Y is ι, and its projection to Z n sends the corresponding point to (L, L ′ , t 1 ). 
Proposition 2.2.5. For any local system E on X, there is a canonical constructible subsheaf
and a canonical isomorphism
If E is of rank 2n then (6) is an equality. In particular, (7) vanishes unless d ≤ d ′ .
Remark 2.2.6. The situation here is similar to Main local theorem from [8] , where calculating some local period for a pair of local systems E, E ′ on X we obtained in the answer the subsheaf
2.3. Other results.
For a finite-dimensionalQ
In particular, it is multiplicity free.
Proof. 1) The case d = d ′ is ([6], Proposition 1).
2) The general case reduces to the case d = d ′ using the Pieri's rule for representations of GL 2n found in ( [3] , Proposition 15.25 i)). Namely, if λ ∈ Λ + 2n,2d withλ =λ ′ then
We think of the following version of Lemma 2.3.2 informally as the one, where a point is replaced by the curve X.
admits a filtration with the associated graded (6) is an equality.
2.3.5.
Among other results, we underline Theorem 4.2.15, which could be of independent interest. We refer the reader to Section 4.2 for its formulation. One could think of it as an analog of ( [8] , Theorem C) in our setting. Remark 2.3.6. The following phenomenon appears in Theorem 4.2.15, it has also appeared in the local Rankin-Selberg method for GL n in [8] . Let f : Y → Z be a morphism of stacks, Z a scheme of finite type, E the set of irreducible components of Z. Assume the normalization of Z is of the form norm :
Assume all the fibres of f are of dimension ≤ d for some d ∈ Z. To calculate R 2d f !Qℓ , we find a stratification of Y by locally closed substacks Y i , i ∈ E with the property that
Indeed, this direct image has a filtration with the associated graded ⊕ i∈E (norm i ) !Qℓ , and any such filtration splits canonically.
2.4. Global aplications.
For a local system A of rank one on X, write AA for the corresponding automorphic local system on Pic X. This is a character local system such that for any d ≥ 0 the restriction of AA under X (d) → Pic X, D → O(D) identifies canonically with A (d) .
From Theorem 2.1.2 one derives the following.
Corollary 2.4.2. Let 0 ≤ d ≤ d ′ and E be a local system of rank 2n on X. Let V 1 , V 2 be local systems of rank one on X. One has
2.4.3. For this subsection, assume the base field is F q . For a local system E on X, the L-function of E is defined as the formal series inQ ℓ
According to the Grothendieck's trace formula,
Here Fr is the geometric Frobenius endomorphism. For an irreducible local system E of rank 2n on X let 
Here ♯A denotes the number of element of the set A.
If d is large enough and ϕ E (L ⊕ L ′ ) = 0 then Ext 1 (Ω 2n−1 , L) = 0 and one has dim Hom(Ω 2n−1 , L) = d + (g − 1)(n − 2n 2 ). One may derive some results of [2] about linear periods by passing to the residue at t = q −1 in the above equality.
Passing to a closed substack
In this section we prove Proposition 2.2.4.
Generalities about
3.1.1. Let n Q r be the stack classifying collections
where L n ⊂ L is a modification of rank n vector bundles on X with deg(L/L n ) = r, (L i ) is a complete flag of subbundles on L n , and s i : Ω n−i → L i /L i−1 is an isomorphism for i = 1, . . . , n. We have the diagram A 1 µ ← n Q r β → ≤n Sh r 0 as in ( [8] , Section 2.1), here β sends the above point to L/L n . As in loc.cit., for a local system E on X one defines the perverse sheaf
with b(n, r) = nr + (1 − g) n−1 i=1 i 2 = dim( n Q r ). Let ϕ : n Q r → n Y r be the map sending the above point to (L, (t i )), where
are the induced maps for i = 1, . . . , n. By definition, n P r E → ϕ ! ( n F r E ). Write n P r E for the complex on n Y r obtained from n P r E by replacing in its definition L r E by Spr r E (as in [8] , p. 489 after Lemma 12).
3.1.2.
For the convenience of the reader recall that n Y d is stratified by locally closed substacks V λ p indexed by λ ∈ Λ p n,d defined in ( [8] , Section 4.1). Here p refers to positive, it is not a parameter. The stratum V λ p is given by requiring that the degree of zeros of t i : Ω (n−1)+...
be the projection sending the above point to (D i ). For λ ∈ Z n set a n (λ) = λ, (n − 1, n − 2, . . . , 0)
as in [8] . We will use the following. 
j Y be the stack classifying L ∈ Bun m together with sections (3) for 1 ≤ i ≤ j satisfying the Plücker relations. For j < m let δ j : m Y → m,j+1 Y be the projection forgetting t j+2 , . . . , t m .
Given λ ∈ Λ p j consider the locally closed substack m,j+1 Y λ ֒→ m,j+1 Y given by the property that there is (D 1 , . . . , D j ) ∈ X λ p such that
Let m,j+1 Y λ − be the closed substack of m,j+1 Y λ given by the properties: 0 ≤ D 1 ≤ . . . ≤ D j , and there is a regular section s : Ω m−j−1 (D j ) ֒→ L/L j such that
We used the fact that t j : Ω (m−1)+...+(m−j) ֒→ ∧ j L j .
From the equivariance properties of Whittaker sheaves ( [5] , Proposition 4.13 and [8], Proposition 2) one derives the following.
be the closed substack given by the following property. For each 1 ≤ i ≤ j we require the following condition (A): A1) if i = 2k then t 2k factors as
We get a diagram of closed embeddings
Our first step is the following.
Let E be a local system on X. For each 1 ≤ j < 2n the natural map
is an isomorphism.
3.2.3.
For 1 ≤ j ≤ 2n let j Z be the stack classifying L, L ′ ∈ Bun n for which we set M = L ⊕ L ′ , and sections (9) for 1 ≤ i ≤ j satisfying the Plucker relations such that
Let j Z ֒→ j Z be the closed substack given by the condition (A) on t i for each
We have a cartesian square
3.2.5. The stack j Z is stratified by locally closed substacks j Z λ indexed by λ ∈ Λ p j . Let j = 2k for j even (resp., j = 2k + 1 for j odd). The stack j Z λ classifies collections:
• L, L ′ ∈ Bun n and (D 1 , . . . ,
stratification is given by fixing the degrees of the divisors of zeros of t i for all
Denote by j Z λ − ֒→ j Z λ the closed substack given by (
whereκ λ is the restriction ofκ, and π λ Z is the restriction of π Z . By Proposition 3.1.3, the * -restriction of 2n P d E to V ν p vanishes for all but finite number of these strata for ν ∈ Λ p 2n,d . This reduces Proposition 3.2.4 to the following.
3.2.8. Proof of Proposition 3.2.7. Let j = 2k for j even (resp., j = 2k + 1 for j odd). The stack j+1Z ′ λ p classifies collections: a point of j Z λ as described in Section 3.2.5, • if j = 2k then we are also given a section
, and we define t j+1 as the map
p be the closed substack given by the propeties that
By abuse of notations, here π λ Z andκ λ denote the restrictions of the corresponding maps.
The descripion of j+1 K λ E on j+1Z ′ λ is as follows. Let j+1Wλ be the stack classifying (D 1 , . . . , D j ) ∈ X λ − , • if j = 2k then we are givenL,L ′ ∈ Bun n−k and s : Ω 2n−2k−1 (D 2k ) ֒→L ⊕L ′ ;
• if j = 2k + 1 then we are givenL ∈ Bun n−k−1 ,L ′ ∈ Bun n−k and
We get a mapτ : j+1Z ′ λ → j+1Wλ given by the formulasL ′ = L ′ /L ′ k and
Let ev λ : j+1Z ′ λ → A 1 be the map sending a point of j+1Z ′ λ to the class of the pullback extension
for j = 2k, and the class of the pullback extension
for j = 2k + 1 respectively. Heres,s ′ are the corresponding components of s.
There is a complex j+1K λ E on j+1Wλ and an isomorphism over j+1Z ′ λ
Proof. This follows from Lemma 3.1.5.
The map π λ Z factors as
be the closed substack given by the property
So, it suffices to show thatτ ! (ev λ ) * L ψ is the extension by zero from j+1 W λ . The map τ is a generalized affine fibration, and our claim is easy to check. Proposition 3.2.7 is proved.
Thus, Propositions 3.2.4, 3.2.2 are also proved. 
Proof A point of of 2n Z gives rise to non uniquely defined rational sections u i : 
As the first step one imposes the condition that the image of t 2 under the induced map
As the second step one imposes the condition that the image of t 3 under the induced map
vanishes. This yields a section s 2 : 
For λ ∈ Λ p 2n recall the notationλ,λ ′ and the map sum λ :
is a constructible sheaf placed in usual cohomological degree zero, it is an extension by zero under i X . It admits a filtration with the associated graded
The same holds for q λ :
, the shift in the right hand side is independent of λ.
Now calculate the relative dimension of ν Z . One has dim( 2n M r ) = r. Let Z d,d ′ n be the component of Z n given by 
. ii) In view of Proposition 4.1.2, to prove Proposition 2.2.5 for rk(E) = 2n, it suffices to show that the left hand side of (7) is a perverse sheaf, the intermediate extension of its restriction to any nonempty open subscheme of 
4.2.
Highest direct image.
4.2.1.
For d ≥ 0 let n Q d be the stack classifying: a modification of rank n vector bundles L n ⊂ L with deg(L/L n ) = d, a complete flag of vector subbundles 0 = L 1 ⊂ . . . ⊂ L n , where L i is a rank i vector bundle, isomorphisms
Similarly, for d ≥ 0 let n Q ′ d be the stack classifying: a modification of rank n vector bundles
is a complete flag of vector bundles on X given by
as follows. We require the top left square in this diagram to be cartesian, so defining the stack T d,d ′ and maps ι T ,π d,d ′ . We defineη as the morphism whose composition with ι T is η, and whose composition with
The mapη is a closed immersion. 
induces an isomorphism on the usual cohomology sheaves in degree n(g − 1) − 2d ′ .
Recall that the left hand side of (21) is placed in usual degree n(g − 1) − 2d ′ only. 
induces an isomorphism on the usual cohomology sheaves in degree −2d ′ + n(g − 1). 4.2.6. Proof of Lemma 4.2.5. The stack T λ classifies collections:
For 2n ≥ j ≥ 1 let j T λ ֒→ T λ be the closed substack given by the property:
• if j = 2k then there are lower modificationsL
We get the closed immersions
Let jπλ be the restriction ofπ λ to j T λ . Let j ι λ T denote the restriction of ι λ T to j T λ . We check that for 2n > j ≥ 1 the natural map
induces an isomorphism on the usual cohomology sheaves in degree −2d ′ + n(g − 1). This is done as in ( [8] , proof of Proposition 2). 
for the map sending a point of the source to L ′ /L ′ n . The map β is surjective and smooth of relative dimension nd − n 6 (n − 1)(1 + 4n)(g − 1). The map β ′ is surjective and smooth of relative dimension nd ′ − n 6 (n − 1)(1 + 4n)(g − 1). All the fibres ofβ and ofβ ′ are irreducible.
Consider the commutative diagram
where η 0 sends (F, F ′ ) to F ⊕ F ′ , and ≤ (div × div) is the restriction of div × div. Since
We will derive Proposition 2.2.5 from the following Proposition 4.2.8, whose proof is given in Section 4.2.18. 
The complex
is placed in the usual cohomological degrees ≤ b(2n, d + d ′ ) + n(g − 1) − 2d ′ = top, and its cohomology sheaf in degree top identifies canonically with
If rk(E) = 2n then (6) is an equality. 
So, in view of Proposition 4.1.2, to prove Proposition 2.2.5, we must calculate the cohomology sheaf in the usual degree n(g − 1) − 2d ′ of the complex
By Proposition 4.2.3, this cohomology sheaf identifies with the cohomology sheaf in the same degree ofπ
Our claim follows now from Proposition 4.2.8. Consider the set E of equivalence classes of surjections α : I →Ī such that there is a decompositionĪ =Ī 1 ⊔Ī 2 with |Ī 2 |= d ′ − d and the following property. For i ∈Ī 2 (resp., i ∈Ī 1 ), α −1 (i) has 1 (resp., 2) elements. In other words, E is the set of equivalence relations on I which have d ′ − d equivalence classes consisting of 1 element, and d equivalence classes consisting of 2 elements. We get a map
the open subscheme given by the property that D is reduced, and (D ′ −D)∩D = ∅. Then norm is an isomorphism over this open subscheme,
of norm is a closed immersion. Indeed, the resulting closed subscheme is given by the property that a point I → X factors (uniquely) through I α →Ī → X, and D = i∈Ī 1 β(i). We denote by V α this closed subscheme of V d,d ′ − . Write Inv for the set of involutions in S d+d ′ . For α : I →Ī in E, let w ∈ Inv be the unique involution of I whose orbits are precisely the fibres of α. This defines an inclusion E ֒→ Inv, which we use later.
For α ∈ E denote by S α the stabilizer of α in S d+d ′ . Set
ℓ be the restriction of the character sign × triv :
4.2.13.
Twisted IC-sheaf. We introduce the following canonical induced representation of S d+d ′ . Let {e i } i∈I be the canonical base ofQ d+d ′ ℓ . For α : I →Ī in E and j ∈Ī 1 consider the vector subspaces
It is understood thatĪ 1 is attached to an element α : I →Ī of E as above. Equip Ind E with the natural action of S d+d ′ . One may view Ind E as a subspace in (Q d+d ′ ℓ ) ⊗2d .
For any α ∈ E there exists a noncanonical isomorphism Ind E → ind
This is a constructible sheaf on V d,d ′ − equipped with the natural action of S d+d ′ . We call IC the twisted version of the IC-sheaf of V d,d ′ − . We informally think of IC as a version of the canonical induced representation of S d+d ′ with a point replaced by the curve X, so to say.
There is an isomorphism of perverse sheaves IC → IC, however it is not S d+d ′equivariant if we equip IC with the standard S d+d ′ -action.
For the rest of Section 4 set
be the map sending the above point to F d+d ′ . Consider the diagram
where the left square is cartesian, so defining the stack Sh d,d ′ . The map div ν sends (F,
where both squares are cartesian, so defining the stacks in the low row and β ν . Write
for the map obtained from β ν by the base change i X :
be the restriction of div ν − to this open substack. The group S d+d ′ acts naturally on V d,d ′ − , X d+d ′ , and the map p V is S d+d ′ -equivariant. Proposition 4.2.8 will be derived from the following results, whose proof is given in 
is placed in usual degrees ≤ −2d ′ , and its cohomology sheaf in degree −2d ′ is isomorphic to 
Here S d+d ′ acts via its action on Spr d+d ′ E . The mapβ ×β ′ is surjective and smooth, all its fibres are irreducible, and its relative dimension is given by (23). So, (β ν − ) !Qℓ is placed in degrees ≤ 2 dim. rel(β ×β ′ ) and
, where the S d+d ′ -action comes from the corresonding action on the Springer sheaf. Since (q − V ) ! is exact for the usual t-structures, from Proposition 4.2.16 we see that (25) is a constructible subsheaf in (
Since q − V is finite, (24) is placed in the usual degrees ≤ 2 dim. rel(β ×β ′ ) − 2d ′ , and the top cohomology sheaf of (24) identifies with (25).
From Proposition 4.1.2 we see that (25) admits a filtration by contructible subsheaves as in Proposition 4.1.2. Assume now rk(E) = 2n. In this case we check that this filtration exhausts the sheaf
To do so, using Lemma 2.3.2, we check that for any (D,
whereD is as above. Our claim follows. 
is the map sum × sum :
according to Section 4.2.12. The group S d+d ′ acts transitively on E, and a stabilizer S α of some α ∈ E was considered in Section 4.2.12. It fits into an exact sequence of groups
Taking the (S 2 ) d -invariants first, one gets 
We have x∈X Aut(F x ) → Aut(F ), x∈X Aut(F ′ x ) → Aut(F ′ ). By Lemma 4.3.3 below, for each x ∈ X,
Our claim follows.
2m,d+d ′ be obtained from θ by permutation so that the resulting sequence is decreasing. Then
and the inequality is strict unless θ = η. In the latter case (31) is an equality.
. As in ( [7] , Theorem 3.3.1), one gets
The expression (32) equals 2m i=2 η i (i − 1). Set τ = (0, 1, . . . , 2m − 1) ∈ Λ 2m . We must show that θ − η, τ ≥ 0. In the case η = θ we get the desired equality.
Let I = {1, . . . , 2m}. For a subset J ⊂ I with | J |= m denote by θ J ∈ Λ 2m the element obtained as follows. Equip J with the order induced from the standard order on I, and similarly for I − J. Then θ J : I → Z + is the map whose restriction to J is J → {1, . . . , m} µ → Z, and whose restriction to
Let ξ ∈ Λ 2m . If for some 1 ≤ i < 2m we have ξ i < ξ i+1 , letξ be obtained from ξ applying the permutation (i, i + 1). Then ξ −ξ = (0, . . . , 0, −a, a, 0, . . . , 0), where a = ξ i+1 − ξ i appears on i + 1-th place. In this case we say thatξ is obtained from ξ by a special transposition. In this case ξ −ξ, τ = a > 0.
There is a finite sequence η 1 , . . . , η s ∈ Λ 2m such that θ = η 1 , η s = η, each η i+1 is obtained from η i by a special transposition, and each η i is of the form θ J for some J. On each step the quantity η i − η i+1 , τ is strictly positive. So, θ − η, τ ≥ 0, and the inequality is strict unless θ = η. 
The condition (33) is equivalent to requiring that for any x ∈ X, θ x ∈ Λ + 2m . be the restriction of div ν − . We get the natural map
It is not an isomorphism over the whole of V d,d ′ − , as is seen from the proof of Theorem 4.2.15 i). However, the map (34) is an isomorphism over the open subscheme
defined in Section 4.2.12. It is easy to see that
be the open subscheme of (D,
To check the equivariance property of the isomorphism in Theorem 4.2.15 ii), it suffices to do it over 0 (X (d) × X (d ′ −d) ). Over this locus it follows easily from the corresponding property of the Springer sheaf Spr 2 E . In other words, this equivariance property in general is reduced to the case d = d ′ = 1. In the latter case it is easy and left to a reader. 4.3.7. Stratifications I. To prove Theorem 4.2.15 ii), we introduce a suitable stratification of Sh d,d ′ − . For this we need some additional notations.
Write Σ for the set of d-element subsets in
We get a complete flag with repetitions
where we identifyF j with its image under the projectionF j → (F ⊕ F ′ )/F ′ → F . We get also another complete flag with repetitions
Denote by X J ⊂ Sh d,d ′ − the locally closed substack given by the property that for
This gives a complete flag with repetitions
the locally closed substack given by the property that for j ∈ J one has F j /F j−1 ∈ Sh 1 0 , so thatF ′ j =F ′ j−1 . Then for j ∈ J the natural map
On the sheaf F ′ we get two flags: (F ′ j ) and (F ′ j ). The relation between them is as follows. For any k ∈ I we have the natural inclusion F ′ k ֒→ F k and a surjection
. For any k ∈ I, ℓ(F ′ k ) is the number of elements 1 ≤ j ≤ k such that j / ∈ J. Besides, ℓ(F ′ k ) is the number of elements 1 ≤ j ≤ k such that j / ∈ J ′ . For k ∈ I set
. . , k} We see that the pair J, J ′ satisfies the following condition:
Similarly, on F we get two flags (F j ) and (F j ). The relation between them is similar. For k ∈ I we have an injection F k ֒→ F k and a surjection F k →F k . Their composition F k →F k is injective. We get the diagram
The property that for any k ∈ I, ℓ(F k ) ≤ ℓ(F k ) is nothing but (C). We summarize this discussion in the following. 9. If f : Z → Z ′ is a morphism of finite type between algebraic stacks, F is a smoothQ ℓ -sheaf on Z, assume all the fibres of f are of dimension ≤ d. Assume Z is stratified by locally closed substacks i a : Z a ֒→ Z indexed by a ∈ A. Let f a : Z a → Z ′ be the restriction of f . Then R 2d f ! F admits a filtration by subsheaves with the successive quotients being R 2d f a ! i * a F , a ∈ A. We refer to R 2d f a ! i * a F as the contribution of the stratum Z a to the direct image R 2d f ! F . 4.3.10. Stratifications II. Recall that Inv denotes the set of involutions in S d+d ′ . An involution w ∈ Inv writes as a disjoint product of two-cycles w = (i 1 , j 1 )(i 2 , j 2 ) . . . (i r , j r ) with i k < j k for 1 ≤ k ≤ r. As in ( [12] , Section 5.3), for such an involution w set Hi(w) = {j 1 , . . . , j r } and Lo(w) = {i 1 , . . . , i r }. As in loc.cit., we call Hi(w) (resp., Lo(w)) the high points (resp., low points) of w. For such w let α : I →Ī be the unique element of E such that the classes of the corresponding equivalence relation on I are precisely the w-orbits. The composition
4.3.13. Proof of Proposition 4.3.11. ii) Consider two subsets J, J ′ ∈ Σ such that J∩J ′ = ∅, and the condition (C) holds. SetJ = {1, . . . , d}. Equip J (resp., J ′ ) with the natural order: i 1 ≤ i 2 iff i 1 is less of equal to i 2 . These orders are linear, and so yield bijections that we denote b :
Denote by d d J the set of matrices e = (e j i ) with i, j ∈J, e j i ∈ Z + . For a point of
for i, j ∈J. From Lemma 4.3.12 one gets by induction that indeed e j i ∈ Z + for any i, j ∈J.
The matrix e has the properties:
• e j i ∈ {0, 1}. • If j ∈J then d k=1 e j k = 1. If i ∈J then d j=1 e j i = 1. So, 1 appears precisely once in each row (resp., each column) of e.
We get a uniquew ∈ S d such that e jw j = 1 for all j ∈J, and e j i = 0 unless i =wj. Define the unique involution w ∈ Inv by the properties:
is the set of fixed points of w.
Conversely, given an involution w ∈ Inv with Hi(w) = J ′ , Lo(w) = J, there is a uniquē w ∈ S d satisfying the property P1). Define the locally closed substack X w ⊂ X J ∩ Y J ′ by fixing the correspondingw ∈ S d , or equivalently, the corresponding matrix e satisfying (37). This is the desired stratification of X J ∩ Y J ′ by the locally closed substacks X w . Denote by f w : X w → (Sh 1 0 ) I−J ′ the map sending (F, F ′ , (F i )) to the collection (F i /F i−1 ) i∈I−J ′ . This is a generalized affine fibration of rank zero. For i ∈ I − J ′ we then let
As we have seen in Section 4.3.7, for a point of X J one has D = j∈J x j and
i) This is obtained from the dimension estimates and is left to a reader. If J ∩ J ′ = ∅, and (C) holds, one may also stratify X J ∩ Y J ′ by fixing the relative position of the two flags (F i ), (F j ) on F as in the case J ∩ J ′ = ∅. 
. It corresponds tow = id ∈ S 2 . Indeed, in this case the stratification is given by the relative position of the two subsheavesF 1 , F 2 ∈ Sh 1 0 in F ∈ Sh 2 0 . However, from the diagram (35) we know that F 2 ⊂F 2 , and for a point of X J ∩ Y J ′ we haveF 1 =F 2 by definition. So, F 2 =F 1 for any point of X J ∩ Y J ′ . In general, if X w = ∅ then w has to be compatible with the diagram (35). is given by the properties:
LetX be the stack classifying
. Using Remark 4.3.5, one sees that the contribution of the stratum X J ∩ Y J to R −2d ′ (div ν − ) !Qℓ is zero.
Indeed, taking the quotient by F i−1 and replacing F ′ by F j this claim is reduced to the special case i = 1, j = d ′ + 1. In the latter case the map f w is described as follows.
Proof. The stack X J ∩Y J ′ is given by two conditions: F 1 ∩F ′ = 0, F ∩F d ′ = 0. Using the notations from Section 4.3.7, we get 
The stack X w classifies: F 1 ∈ Sh 1 0 , F 2 /F 1 ∈ Sh 1 0 with divisors x 1 , x 2 , for which we set x 3 = x 1 , x 4 = x 2 , and an extension 0 → F 1 → F 2 → F 2 /F 1 → 0 on X.
The stack X w ′ classifies:F 1 , F 3 ∈ Sh 1 0 with x 1 = div(F 1 ), x 2 = div(F 3 ), for which we set x 3 = x 2 , x 4 = x 1 . So, the map f w ′ : X w ′ → (Sh 1 0 ) 2 sending the above point to (F 1 , F 2 /F 1 ) is an isomorphism. 
Consider the map f : Sh d,d ′ − → D sending (F, F ′ , (F i )) to the collection (V, V ′ , (V i )) with V = H 0 (X, F ), V ′ = H 0 (X, F ′ ), and V i = H 0 (X, F i ). There is a stratification of D whose preimage under f gives the stratification of Sh d,d ′ − that we used in Section 4.3.7 and Proposition 4.3.11. However, this is not the stratification by the classes of isomorphisms of points of D. We give some details for the convenience of the reader.
We define stratifications of D by locally closed substacks D J with J ∈ Σ (resp., by locally closed substacks D J with J ∈ Σ) such that f −1 (D J ) = Y J and f −1 (D J ) = X J for any J ∈ Σ. 4.4.2. If we pick bases {e 1 , . . . , e d } in V and {e d+1 , . . . , e d+d ′ } in V ′ then we get a complete flag in k d+d ′ given by some gB d+d ′ ∈ GL d+d ′ /B d+d ′ . Set K = GL d × GL d ′ . Forgetting these bases, one gets an isomorphism D → K\ GL d+d ′ /B d+d ′ with the the stack quotient.
The variety of decompositions k d+d ′ = ⊕ d+d ′ i=1 W i into 1-dimensional vector subspaces identifies naturally with GL d+d ′ /T d+d ′ . Here T d+d ′ is the torus of diagonal matrices. Namely, to gT d+d ′ we associate W i = g Vect(e i ).
If V, V ′ are vector spaces of dimensions d, d ′ and ⊕ d+d ′ i=1 W i = V ⊕V ′ is a decomposition into 1-dimensional subspaces, it gives rise to a torus T W = {g ∈ GL(V ⊕ V ′ ) | g(W i ) = W i } for any i. Let θ be the automorphism of V ⊕ V ′ acting as 1 on V and as −1 on V ′ . The torus T W is θ-stable if θT W θ −1 = T W . This means that there is an involution w ∈ S d+d ′ such that θ(W i ) = W wi for any i.
Write D for the stack classifying vector spaces V, V ′ of dimensions d, d ′ , and a decomposition into 1-dimensional vector subspaces V ⊕ V ′ = ⊕ d+d ′ i=1 W i . If we pick bases of V, V ′ as above, a point of D together with these bases gives an element of GL d+d ′ /T d+d ′ . Forgetting the bases, one gets an isomorphism with the stack quotient K\ GL d+d ′ /T d+d ′ → D.
Denote byD ⊂ D the closed substack given by the property that T W is θ-stable. For an involution w ∈ S d+d ′ denote byD w ⊂D the locally closed substack given by the property that θ(W i ) = W wi for any i ∈ I. This is a stratification ofD indexed by the set Inv of involutions in S d+d ′ .
Let c ∈ GL d+d ′ be the automorphism acting as 1 on Vect(e 1 , . . . , e d ) and as −1 on Vect(e d+1 , . . . , e d+d ′ ). Let θ c be the inner automorphism of GL d+d ′ sending g to cgc −1 .
Then K = (GL d+d ′ ) θc . As in ( [12] , Section 1.2), set
here N d+d ′ is the normalizer of T d+d ′ in GL d+d ′ . Then V is stable under the action of T d+d ′ by right translations. Now
Note that V is stable under the action of K by left translations. Picking bases of V, V ′ as above, this gives an isomorphism with the stack quotient (38) K\V/T d+d ′ →D For x ∈ N d+d ′ , w ∈ S d+d ′ the image of x in S d+d ′ is w iff for any i ∈ I, x Vect(e i ) = Vect(e wi ). Let N w d+d ′ ⊂ N d+d ′ be the closed subscheme of x ∈ N d+d ′ over w. Let also V w ⊂ V be the closed subscheme given by requiring that g −1 θ c (g) ∈ N w d+d ′ . Then (38) restricts for any w ∈ Inv to an isomorphism K\V w /T d+d ′ →D w By ( [12] , Proposition 1.2.2), number of points ofD and D is finite. Consider the map D → D sending (V, V ′ , (W i )) to (V, V ′ , (V i )), where V i = ⊕ i j=1 W j . Let f D :D → D be its restriction toD. Now ( [12] , Proposition 1.2.2) implies that f D induces a bijection on the set of points ofD and D.
For w ∈ Inv the stackD w has a finite number of points, this number could be bigger than one. For w ∈ Inv set D w = f D (D w ) viewed a locally closed substack. 4.4.3. Let P ⊂ GL d+d ′ be the parabolic preserving Vect(e 1 , . . . , e d ) in k d+d ′ . So, K is the standard Levi of P , and B d+d ′ ⊂ P . Let D P be the stack classifying a complete flag of vector spaces V 1 ⊂ . . . ⊂ V d+d ′ and a subspace V ⊂ V d+d ′ . As above, we get an isomorphism D P → P \ GL d+d ′ /B d+d ′ Let η P : D → D P be the map forgetting V ′ . SetJ = {1, . . . , d} ⊂ I. Let WJ ⊂ W = S d+d ′ be the stabilizer ofJ. We have a bijection W/WJ → Σ sending wWJ ∈ W/WJ to wJ ∈ Σ. The set of points of D P is in bijection with Σ. Namely, to wWJ ∈ W/WJ with J = wJ ∈ Σ we associate P w −1 B d+d ′ . Write D J P for the corresponding locally closed substack of D P . For J ∈ Σ let D J be the preimage of D J P under η P . According to ([12] , Section 5.3), for w ∈ Inv, J ∈ Σ the stack D w,J = D w ∩ D J is either empty or has precisely one point. Moreover, it is nonempty iff For w ∈ S d+d ′ write Fix(w) for the set of fixed points of w on I. For w ∈ Inv, J ∈ Σ let D w,J be nonempty. Then the unique point of D w,J admits the following presentation (V, V ′ , (V i )). There is a decomposition V ⊕V ′ = ⊕ i∈I W i with θ(W i ) = W wi for all i with the propeties:
In addition, let 1 ≤ i < j ≤ d + d ′ with w(i) = j. Pick 0 = w i ∈ W i , let w j = θ(w i ). Then W i ⊕W j is θ-stable with a base {w i +w j , w i −w j }. Here w i +w j ∈ V, w i −w j ∈ V ′ . 4.4.5. Consider also the parabolic P − ⊂ GL d+d ′ preserving Vect(e d+1 , . . . , e d+d ′ ) in k d+d ′ . Let D P − be the stack classifying a complete flag of vector spaces (V 1 ⊂ . . . ⊂ V d+d ′ ) and a subspace V ′ ⊂ V d+d ′ . We have a projection η P − : D → D P − forgetting V . As above, we have an isomorphism with the stack quotient D P − → P − \ GL d+d ′ /B d+d ′ .
For wWJ ∈ W/WJ with J = wJ ∈ Σ the orbit P − w −1 B d+d ′ defines a locally closed substack D J P − ⊂ D P − . Write D J for the preimage of D J P − under η P − . For w ∈ Inv, J ∈ Σ set D w J = D w ∩ D J . One checks that if D w J is nonempty then it consists of one point. Moreover, for w ∈ Inv, J ∈ Σ the stack D w J is nonempty iff Hi(w) ∩ J = ∅, Lo(w) ⊂ J
