A significant fraction of the Saccharomyces cerevisiae genome is transcribed periodically during the cell division cycle 1,2 , indicating that properly timed gene expression is important for regulating cell-cycle events. Genomic analyses of the localization and expression dynamics of transcription factors suggest that a network of sequentially expressed transcription factors could control the temporal programme of transcription during the cell cycle 3 . However, directed studies interrogating small numbers of genes indicate that their periodic transcription is governed by the activity of cyclin-dependent kinases (CDKs) 4 . To determine the extent to which the global cell-cycle transcription programme is controlled by cyclin-CDK complexes, we examined genome-wide transcription dynamics in budding yeast mutant cells that do not express S-phase and mitotic cyclins. Here we show that a significant fraction of periodic genes are aberrantly expressed in the cyclin mutant. Although cells lacking cyclins are blocked at the G1/S border, nearly 70% of periodic genes continued to be expressed periodically and on schedule. Our findings reveal that although CDKs have a function in the regulation of cell-cycle transcription, they are not solely responsible for establishing the global periodic transcription programme. We propose that periodic transcription is an emergent property of a transcription factor network that can function as a cell-cycle oscillator independently of, and in tandem with, the CDK oscillator.
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The biochemical oscillator controlling periodic events during the cell cycle is centred on the activity of CDKs (reviewed in ref. 5 ). The cyclin-CDK oscillator governs the major events of the cell cycle, and in embryonic systems this oscillator functions in the absence of transcription, relying only on maternal stockpiles of messenger RNAs and proteins. CDKs are also thought to act as the central oscillator in somatic cells and yeast, and directed studies suggest that they are important for controlling the temporally ordered programme of transcription (reviewed in refs 4, 6). However, systems-level analyses using high-throughput technologies 1, 2, 7, 8 have suggested alternative models for the regulation of periodic transcription during the yeast cell cycle 1, 3, 9 . By correlating genome-wide transcription data with global transcription factor binding data, models have been constructed in which periodic transcription is an emergent property of a transcription factor network 1, 3, 9 . In these networks, transcription factors expressed in one cell-cycle phase bind to the promoters of genes encoding transcription factors that function in a subsequent phase. Thus, the temporal programme of transcription could be controlled by sequential waves of transcription factor expression, even in the absence of extrinsic control by cyclin-CDK complexes.
The validity and relevance of the hypotheses regarding intrinsically oscillatory networks of transcription factors remain uncertain, because for the limited number of periodic genes that have been dissected in detail, periodic transcription was found to be governed by CDKs (reviewed in ref. 4) . We therefore sought to determine to what extent CDKs and transcription factor networks contribute to global regulation of the cell-cycle transcription programme. To this end, we investigated the dynamics of genome-wide transcription in budding yeast cells disrupted for all S-phase and mitotic cyclins (clb1,2,3,4,5,6). These cyclin-mutant cells are unable to replicate DNA, to separate SPBs, to undergo isotropic bud growth or to complete nuclear division, indicating that they are devoid of functional Clb-CDK complexes [10] [11] [12] . So, by conventional cell-cycle measures, clb1,2,3,4,5,6 cells arrest at the G1/S border. We have shown previously that clb1,2,3,4,5,6 cells trigger G1 events cyclically 10 , including the activation of G1-specific transcription and bud emergence. Nevertheless, if Clb-CDK activities are essential for triggering the transcriptional programme, then periodic expression of S-phasespecific and G2/M-specific genes should not be observed.
We examined global transcription dynamics in synchronized populations of both wild-type cells and cyclin-mutant cells. Synchronous populations of early G1 cells were collected by centrifugal elutriation. Cell aliquots were then harvested at 16-min intervals for 270 min (equivalent to about two cell cycles in the wild type Table 1 ). Transcript levels are expressed as a log 2 -fold change relative to mean expression. Transcript levels at each point in the time series were mapped onto a cell-cycle timeline (see Methods). The S and G2/M phases of the cyclin-mutant timeline are shaded, indicating that, by conventional definitions, cyclin-mutant cells arrest at the G1/S-phase border. and about 1.5 cell cycles in the cyclin mutant). Transcript levels were measured genome-wide for each time point with the use of Yeast 2.0 oligonucleotide arrays. Results from two independent experiments each for both wild-type and cyclin-mutant cells were highly reproducible, with adjusted r 2 values of 0.995 and 0.989, respectively ( Supplementary Fig. 1 ). All statistical analyses were performed with replicate data sets; however, to facilitate illustration, single data sets were used for all graphical representations.
To identify periodically transcribed genes, we applied a modification of a method developed previously 13 to data acquired from our wild-type cells. We established a set of 1,271 genes that were transcribed periodically (Fig. 1a and Supplementary Table 1 ). This set of periodic genes shares 510 and 577 genes with those sets previously identified as periodic by Spellman et al. 2 and Pramila et al. 1 , respectively ( Supplementary Fig. 2 ), with 440 consensus periodic genes identified by all three studies (Supplementary Table 2 ). We then examined the transcriptional dynamics of our set of 1,271 periodic genes in the cyclin mutant (Fig. 1b) . The behaviour of many genes changed significantly in the cyclin mutant, supporting previous findings. However, despite the fact that cyclin-mutant cells arrest at the G1/S border, a large fraction of periodic genes in all cell-cycle phases continued to be expressed on schedule (Fig. 1b) . Similar cyclindependent and cyclin-independent behaviours are also observed in the set of 440 consensus periodic genes ( Supplementary Fig. 3 ).
Using absolute change and Pearson correlation analyses (see Supplementary Information), we determined that 833 of the periodic genes showed changes in expression behaviour in the cyclin mutant and are therefore likely to be directly or indirectly regulated by B-cyclin-CDK.
Our genome-level experiments accurately reproduced previous findings on several well-studied B-cyclin-CDK-regulated genes (Fig. 2) . We observed that a subset of late G1 transcripts (SBFregulated genes such as CLN2 but not MBF-regulated genes such as RNR1) were not fully repressed (Fig. 2a, b) as expected in mitotic cyclin-mutant cells 14, 15 . A subset of M/G1 transcripts (including SIC1 and NIS1) are targets of the transcription factors Swi5 and Ace2, which are normally excluded from the nucleus by CDK phosphorylation until late mitosis [16] [17] [18] [19] . SIC1 and NIS1 were expressed earlier in the cyclin mutant (Fig. 2c, d ), presumably because nuclear exclusion of Swi5 and Ace2 is lost in cyclin-mutant cells. The modest degree of shift in the timing of SIC1 and NIS1 transcription probably reflects the fact that SWI5 and ACE2 transcripts do not accumulate to maximal levels in cyclin-mutant cells as expected for Clb2-cluster genes (including CDC20) (Fig. 2e , f) 14, 20, 21 . Although a significant fraction of periodic genes showed changes in the amplitude of expression (increased or decreased), a statistical analysis of the dynamic range of expression across all periodic genes revealed that most genes in cyclin-mutant cells show only modest changes, if any, in comparison with wild-type cells ( Supplementary Fig. 4) .
To identify new subsets of co-regulated genes on the basis of transcriptional behaviours observed in both wild-type and cyclin-mutant cells, we employed the affinity propagation algorithm 22 , first to cluster genes based on expression in wild-type cells, and then to subcluster genes on the basis of their behaviour in cyclin-mutant cells ( Fig. 3 and Supplementary Fig. 5 ). Of the 833 cyclin-regulated genes, 513 were assigned to 30 discrete clusters showing similar behaviours in wild-type cells ( Fig. 3a and Supplementary Fig. 6 ), and these were then subclustered into 56 clusters on the basis of their transcription profiles in cyclin-mutant cells ( Fig. 3b and Supplementary Table 3 ). Using data from global transcription factor localization studies 23 , we identified subsets of transcription factors that may regulate these subclusters with the use of over-representation analyses ( Table 1 ). Transcript levels are depicted as in Fig. 1 LETTERS promoters of genes in cyclin-regulated subclusters, these factors are likely to be directly or indirectly regulated by cyclins. Consistent with this hypothesis are previous demonstrations that several of these factors are CDK targets 14, 15, 18, 19, [24] [25] [26] [27] [28] [29] . These findings lay the groundwork for elucidating the full range of mechanisms by which cyclinCDKs regulate transcription during the cell cycle.
Of the genes identified as periodic in wild-type cells, 882 continued to be expressed on schedule in cyclin-mutant cells despite cell-cycle 'arrest' at the G1/S border (Fig. 4a, b) . Some of these genes (450 in total) showed minor changes in transcript behaviour but continued to be expressed at the proper time, as shown above for ACE2. Therefore some genes that were cyclin-regulated are also included in the set of genes that maintain periodicity. Nevertheless, a statistical analysis of the dynamic range of expression of these genes in wildtype and cyclin-mutant cells indicates that the amplitude changes for most of these genes are quite modest (see Supplementary Figs 7-9 ). The finding that nearly 70% of the genes identified as periodic in wild-type cells are still expressed on schedule in cyclin-mutant cells demonstrates the existence of a cyclin-CDK-independent mechanism that regulates temporal transcription dynamics during the cell cycle. This observation is supported by the analysis of the set of 440 consensus periodic genes, the bulk of which maintain periodicity in cyclin-mutant cells (Supplementary Fig. 10 ).
In principle, a transcription network defined by sequential waves of expression of transcription factors 1,3,9 might function independently of any extrinsic control by CDKs. To determine whether a transcription network could account for cyclin-CDK-independent periodic transcription, we constructed a synchronously updating boolean network model and determined that such a model can indeed explain the periodic expression patterns we observed in cyclin-mutant cells (Fig. 4c) . Transcription factors that maintained periodicity in the cyclin mutant were placed on a circularized cellcycle timeline on the basis of their peak time of transcription in the cyclin mutant. Connections were drawn on the basis of documented physical interactions 23, 30 (Supplementary Table 5 ) between a transcription factor and the promoter region of a gene encoding a transcription factor expressed subsequently (see Supplementary  Information) . The architecture of the network in cyclin-mutant cells is virtually identical to that in wild-type cells ( Supplementary Fig. 11 ) and is also remarkably similar to models based on wild-type expression data from previous studies 1, 3, 9 . When the network is endowed with boolean logic functions (Supplementary Table 6a ), synchronous updating of the model leads to a cycle that produces successive waves of transcription by progressing through five distinct states before returning to the initial state ( Supplementary Fig. 12a, b) . Thus, the model functions as an oscillator and produces a correctly sequenced temporal programme of transcription.
To examine the robustness of the network oscillator, we evaluated outcomes when initializing the network from all possible starting states. More than 80% of the 512 starting states entered the oscillatory cycle depicted in Fig. 4c , with the remainder terminating in a steady state in which all genes were transcriptionally inactive (Supplementary Table 6b, c) . We also examined whether the oscillations were sensitive to the choice of the boolean logic functions assigned to nodes with multiple inputs, specifically the activating inputs to Cln3 and SFF, and the repressors of SBF and Cln3. For most of the logic functions, the predominant outcome was again the oscillatory cycle depicted in Fig. 4c , but in some cases the model entered two qualitatively similar cycles ( Supplementary Fig. 12c, d , and Supplementary Table 6), with the remainder again terminating in a transcriptionally inactive steady state. Several boolean logic functions were found to produce the same cycles (Supplementary Table 6b ), so the model cannot precisely determine the true logic of the network connections. Nevertheless, the fact that the model can produce qualitatively similar cycles, and that these cycles can be reached from many initial states, suggests that robust oscillation is an emergent property of the network architecture.
Previous studies proposed that a cyclin-CDK-independent oscillator could trigger some periodic events, including bud emergence 10 . The robust oscillating character of our model indicates that a transcription factor network may function as this cyclin-CDKindependent oscillator. Because cyclin genes are themselves among the periodic genes targeted by this network, and because cyclinCDKs can, in turn, influence the behaviour of transcription factors in the network, precise cell-cycle control could be achieved by coupling a transcription factor network oscillator with the cyclin-CDK oscillator. The existence of coupled oscillators could explain why the cell cycle is so robust to significant perturbations in gene expression or cyclin-CDK activity.
Our findings also indicate that the properly scheduled expression of genes required for cell-cycle regulated processes such as DNA synthesis and mitosis is not sufficient for triggering these events. The execution of cell-cycle events in wild-type cells is likely to require both properly timed transcription and post-transcriptional modifications mediated by CDKs. Table 1 ). Transcript levels are depicted as in Fig. 1. c Table 6 ).
METHODS SUMMARY
Strains and cell synchronization. Wild-type and cyclin-mutant strains of S. cerevisiae are derivatives of BF264-15Dau, and they were constructed by standard yeast methods. The clb1,2,3,4,5,6 GAL1-CLB1 mutant strain, along with its growth conditions and synchrony procedures, was described previously 10, 11 . RNA isolation and microarray analysis. Total RNA was isolated at intervals (every 16 min for a total of 15 time points) as described previously 10 . mRNA was amplified and fluorescently labelled by GeneChip One-Cycle Target Labelling (Affymetrix). Hybridization to Yeast 2.0 oligonucleotide arrays (Affymetrix) and image collection were performed at the Duke Microarray Core Facility (http://microarray.genome.duke.edu/) in accordance with standard Affymetrix protocols. Data analysis. A workflow diagram for data analysis is shown in Supplementary  Fig. 13 .
Full Methods and any associated references are available in the online version of the paper at www.nature.com/nature.
METHODS
Strains and cell synchronization. Yeast strains were grown in rich YEP medium (1% yeast extract, 2% peptone, 0.012% adenine, 0.006% uracil) containing 2% galactose. At 45 min before elutriation, dextrose was added to YEP 2% galactose medium to terminate CLB1 expression from the GAL1 promoter. After elutriation, wild-type and clb1,2,3,4,5,6 GAL1-CLB1 cells were grown in rich YEP 2% dextrose, 1 M sorbitol at 30 uC at a density of 10 7 ml
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. Sorbitol was added to stabilize cells with elongated buds. Aliquots of 50 ml (cell density 10 7 ml
) were harvested every 8 min for 4 h. Budding index was determined microscopically by counting at least 200 cells for each time point. Data analysis. CEL files from all 60 oligonucleotide arrays were normalized, and summarized with the dChip method 31 as implemented in the affy package (v.1.8.1) within Bioconductor using default parameters. The output of this package is a measure of absolute expression levels for each probe in arbitrary expression units (Fig. 2) . Data presented in heat maps and centroid line graphs (Figs 1, 3 and 4, and Supplementary Figs 3, 5, 8, 11, 12 and 15-18 ) are expressed as log 2 -fold change for each gene relative to its mean expression over the interval from the first G1 to the second S phase.
The CLOCCS population synchrony model 32 was used to align expression data temporally from our two wild-type and two cyclin-mutant experiments. In brief, the CLOCCS model allows the alignment of data from multiple synchrony/time-series experiments to a common cell-cycle timeline with budding as a parameter measured on single cells at each time point 32 . Although cyclinmutant cells undergo arrest at the G1/S border by conventional measures, G1 events, such as bud emergence, are activated periodically with a cycle time similar to that of wild-type cells 10 . Thus, the CLOCCS model can be used to align cycles temporally in wild-type and cyclin-mutant cells. Because the kinetics of synchrony/release experiments can vary, and wild-type and cyclin-mutant cells have marginally different cycle times, alignment is imperative for meaningful comparison of data. We used the CLOCCS parameter estimates to align all four data sets such that the population-level measurements were mapped to a common cell-cycle timeline. The timeline uses standard cell-cycle phases (as determined by measured parameters) and an additional phase (Gr) corresponding to a period of recovery from the initial synchrony procedure that overlaps with early G1 (ref. 31). The recovery period (Gr) was eliminated from most of the data displayed, because the genes expressed in this period tend to be specific to this period and are not expressed again in the next cell cycle in either wild-type or cyclin-mutant cells. The CLOCCS model was designed for wild-type yeast populations but can, with minor modifications, accommodate data from the cyclin mutant (see Supplementary Information). Fits to the CLOCCS model for both the wild-type and cyclin-mutant data sets are shown in Supplementary Fig. 14 , and the corresponding parameter estimates are shown in Supplementary Table 7. A modification of the method described in ref. 13 was used to determine the subset of genes showing periodic transcription (see Supplementary Information for details). The methods used to identify genes with altered transcriptional profiles (Fig. 3) , and similar profiles (Fig. 4a, b) in cyclin-mutant cells with respect to wild-type cells are also described in detail in Supplementary Information. Methods for determining over-represented transcription factors in the clusters (Fig. 3) and details regarding the construction of the synchronously updating boolean network model (Fig. 4c) can also be found in Supplementary Information. Two additional analyses similar to that performed in Fig. 3 were performed on consensus periodic genes (Supplemental Table 2 
