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DISCRETE APPROXIMATION OF THE VISCOUS HJ EQUATION
ANDREA DAVINI, HITOSHI ISHII, RENATO ITURRIAGA, AND HECTOR SANCHEZ MORGADO
Abstract. We consider a stochastic discretization of the stationary viscous Hamilton-
Jacobi equation on the flat d–dimensional torus Td associated with a Hamiltonian, convex
and superlinear in the momentum variable. We show that each discrete problem admits
a unique continuous solution on Td, up to additive constants. By additionally assuming
a technical condition on the associated Lagrangian, we show that each solution of the
viscous Hamilton–Jacobi equation is the limit of solutions of the discrete problems, as
the discretization step goes to zero.
Introduction
Several authors have considered the approximation of the value function in continuous
time Optimal Control by means of the value function given by a discrete time Dynamical
Programming Principle. The convergence of this approximation is in fact the basis for
computational methods of solution of the corresponding Hamilton-Jacobi-Bellman equa-
tion. We can mention the book [1] and the articles [3–6,9,13] where convergence is proved
on different settings.
In this paper, we propose a stochastic version of this discretization so to approximate
the solutions of a viscous Hamilton–Jacobi equation of the kind
−∆u+H(x,Du) = α0 in Td, (1)
where Td is the flat d–dimensional torus and the Hamiltonian H : Td × Rd → R is a
continuous function, convex and superlinear in the momentum variable. Under suitable
assumptions on H, there is a unique real constant α0 such that equation (1) admits
solutions in the viscosity sense. This constant α0 is often termed ergodic constant or Man˜e
critical value. Furthermore, solutions to (1) are unique, up to additive constants, and are
of class C2, hence they solve the equation (1) in the classical sense.
Solutions to (1) can be also regarded as fixed points, for every t > 0, of the operator
S(t) : C(Td)→ C(Td), defined on the space C(Td) of continuous Zd–periodic function on
R
d, as follows:
(S(t)u) (x) = inf
v
E
[
u(Yx(t)) +
∫ t
0
(
L(Yx(s),−v(s)) + α0
)
ds
]
(2)
for every x ∈ TN and t > 0. Here L is the Lagrangian associated to H via the Legendre-
Fenchel transform, v : [0,∞) × Ω → RN is a control process satisfying suitable measura-
bility conditions and Yx is the solution of the following Stochastic Differential Equation{
dYx(t) = v(t) dt+
√
2 dWt
Yx(0) = x,
(3)
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HI was partially supported by the JSPS grants: KAKENHI #16H03948, #18H00833. The work of HSM
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for his sharing the idea of the proof of Theorem 1.5-(i) below.
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where Wt denotes a standard Brownian motion on R
d, defined on a probability space
(Ω,F ,P). In the formula (2), the symbol E stands for the expectation with respect to the
probability measure P and the minimization is performed by letting v vary in a proper
class of admissible control processes.
Motivated by this control theoretic interpretation of the viscous Hamilton–Jacobi equa-
tion, we consider the following discretization of the above formula (2): for every fixed
τ > 0, we introduce an operator Lτ : C(Td)→ C(Td) defined as follows:
Lτu(x) := min
q∈Rd
(
τL(x,−q) + (ητ ∗ u)(x+ τq)) for every x ∈ Rd,
where ητ ∗ u is the convolution of the function u with the heat kernel
ητ (y) := (4piτ)−
d
2 e−
|y|2
4τ .
As a preliminary fact we prove
Theorem 1. Let L : Td ×Rd → R satisfy conditions (L1)-(L2) below. Then there exists
a unique constant ατ ∈ R for which the equation
Lτu = u− τατ in Td (4)
admits a solution u ∈ C(Td). Furthermore, solutions are unique, up to additive constants.
Our main result is the following.
Theorem 2. Assume that L : Td ×Rd → R satisfy conditions (L1)-(L2) below, together
with
L(x+ h, q + k) + L(x− h, q − k)− 2L(x, q) ≤Mγ(|h|γ + |k|) (L3)
for all (x, q) ∈ Td × Rd and h, k ∈ BRd with Rd :=
√
d/2, for some constants γ ∈ (0, 1)
and Mγ > 0. Let x0 ∈ Td be fixed and denote by uτ the unique solution of
Lτu = u− τατ in Td
such that uτ (x0) = 0. Then the family {uτ | τ ∈ (0, 1)} is equi–bounded and equi–
continuous in C(Td) and (ατ , uτ ) converges to (α0, u) in R×C(Td), as τ → 0, where u is
the unique viscosity solution to
−∆u+H(x,Du) = α0 in Td, (5)
satisfying u(x0) = 0.
The paper is organized as follows: Section 1 contains the standing assumptions and
some preliminary facts on the viscous Hamilton–Jacobi equation (1). In Section 2 we
introduce the discrete operator Lτ and study its main properties, in particular we prove
Theorem 1. In Section 3 we prove equi–continuity of the solutions of the discrete problems.
Section 4.1 is devoted to the proof Theorem 2, while Section 4.2 contains some examples
for which the assertion of Theorem 2 holds true.
1. The viscous Hamilton–Jacobi equation
Throughout the paper, we will call Lagrangian a continuous function L : Rd → R, which
is Zd–periodic in the space variable x. Equivalently, L can be thought as defined on the
tangent bundle Td × Rd of the flat d–dimensional torus Td. We will assume L to satisfy
the following hypotheses:
(L1) (Convexity) for every x ∈ Rd, the map q 7→ L(x, q) is convex on Rd.
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(L2) (Superlinearity) inf
x∈Rd
L(x, q)
|q| → +∞ as |q| → +∞.
To any such Lagrangian, we can associate a Hamiltonian function H : Rd × Rd → R via
the Legendre-Fenchel transform:
H(x, p) := sup
q∈Rd
{〈p, q〉 − L(x, q)} . (1.6)
Such a function H is clearly Zd–periodic in x. Furthermore, it satisfies convexity and
superlinearity conditions analogous to (L1) and (L2), to which we shall refer as (H1)
and (H2) in the sequel. Later in the paper, we will assume L to satisfy the additional
assumption (L3). We shall see that this implies the following request on the associated
Hamiltonian H, see Proposition 4.1:
(H3) there exists a constant K = K(γ) > 0 such that
|H(x, p)−H(y, p)| ≤ K|x− y|γ for any x, y ∈ Td, p ∈ Rd.
We will see that under the assumptions (H1), (H2), (H3), there is a unique real con-
stant α0 for which the equation
−∆u+H(x,Du) = α0 in Td, (1.7)
admits viscosity solutions. Such solutions are actually of class C2 and unique, up to
additive constants. Our goal is to perform a discrete approximation of the solution of
(1.7). In the sequel, we will use the notation C(Td) to denote the family of continuous
functions on Td, or, equivalently, the family of continuous and Zd–periodic functions on
R
d, endowed with the L∞–norm.
We recall some basic facts about the viscous HJ equation (1.7). Let us begin with a
definition.
Definition 1.3. Let v ∈ C(Td).
(i) We will say that v is a viscosity subsolution of (1.7) if
−∆ϕ(x0) +H (x0,Dϕ(x0)) ≤ α0
for every ϕ ∈ C2(Td) such that v − ϕ has a local maximum at x0 ∈ Td. Such a
function ϕ will be called supertangent to v at x0.
(ii) We will say that v is a viscosity supersolution of (1.7) if
−∆ϕ(x0) +H (x0,Dϕ(x0)) ≥ α0
for every ϕ ∈ C2(Td) such that u − ϕ has a local minimum at x0 ∈ Td. Such a
function ϕ will be called subtangent to v at x0.
We will say that v is a solution if it is both a sub and a supersolution.
Solutions, subsolutions and supersolutions will be always assumed continuous in this
paper and meant in the viscosity sense, hence the term viscosity will be omitted in the
sequel.
Remark 1.4. One gets an equivalent definition of viscosity sub and super solution by
replacing, in Definition 1.3, ϕ ∈ C2(Td) with ϕ ∈ C∞(Td) and local maximum or local
minimum) by strict local maximum or strict local minimum, see for instance [2, Proposition
2.1].
Theorem 1.5. Assume that H satisfies (H1), (H2), (H3).
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(i) Any Lipschitz viscosity solution u of (1.7) is of class C2 and solve the equation in
the classical sense.
(ii) Classical solutions of (1.7) are unique up to additive constants.
(iii) There is a unique real constant α0 for which the equation (1.7) admits viscosity
solutions.
(iv) Any viscosity solution of (1.7) is Lipschitz.
It should be noted that, in Theorem 1.5 above, the assumption (H3) is a rather strong
requirement that is needed to conclude the uniqueness assertion (iii), but it is what we
need in what follows.
Sketch of the proof.
(i) Obviously, we have −C ≤ −∆u ≤ C in the viscosity sense for some constant C > 0,
while from [10] we have −C ≤ −∆u ≤ C in the viscosity sense if and only if −C ≤ −∆u ≤
C in the distributional sense. Hence, −∆u ∈ L∞(Td). Elliptic regularity theory ensures
that u ∈W 2,p for any p > 1 and, hence, u ∈ C1,σ for any 0 < σ < 1. Moreover, since
−∆u+H(x,Du) = α in Td,
by the Schauder theory, we have u ∈ C2,σ for any 0 < σ ≤ γ.
(ii) Let u, v be classical solutions of (1.7). Pick R > ‖Du‖∞, ‖Dv‖∞ and set C :=
maxTd×BR+2 |H(x, p)|. By convexity, we have that H(x, ·) is C–Lipschitz in BR, for every
x ∈ Td. Hence, by subtracting (1.7) for u and v, respectively, we get
0 = −∆(u− v) +H(x,Du(x))−H(x,Dv(x)) ≥ −∆(u− v)− C|Du(x)−Dv(x)| in Td,
that is, w := u− v satisfies
−∆w − C|Dw| ≤ 0 in Td.
By the strong maximum principle, we infer that w is a constant.
(iii) Observe first that the comparison result Theorem 3.3 in [7] holds for the discounted
equation
−∆u+H(x,Du) + λu = α0, λ > 0, (1.8)
and then use the argument in section II of [12].
(iv) The Lipschitz regularity is a consequence of Theorem VII.1 in [11]. Indeed, if we
set
F (x, p,A) = −TrA+H(x, p)− α0
for every (x, p) ∈ R2d and d× d real symmetric matrix A, then
|F (x, p,A) − F (y, p,A)| ≤ Cdγ/2
due to the current assumption on H. This ensures that F satisfies (3.2) of [11]. The strict
ellipticity (3.1) of [11] is valid with F , and thus [11, Theorem VII.1] applies to (1.7).

2. Discretization
Throughout this section we will assume L : Td×Rd → R to satisfy condition (L1), (L2).
We proceed to define a discrete operator Lτ : C(Td) → C(Td), where the discretization
parameter τ is taken in the interval (0, 1). Let us denote by P(Td) the set of Borel
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probability measures on Td endowed with the metrizable topology of weak*–convergence.
The source of randomness will be the heat kernel ητ on Td, that is the continuous function
ητ : Td → P(Rd)
y 7→ ητy ,
where ητy is defined as follows:
ητy (A) :=
1
(4piτ)
d
2
∫
A
e−
|z−y|2
4τ dz for all A ∈ B(Rd).
Given u ∈ C(Td), we have in particular∫
Td
u(z) dητy (z) =
1
(4piτ)
d
2
∫
Rd
u(z) e−
|z−y|2
4τ dz = (ητ ∗ u)(y).
where ητ (y) := (4piτ)−
d
2 e−
|y|2
4τ .
The discrete operator Lτ : C(Td)→ C(Td) is defined as follows:
Lτu(x) := min
q∈Rd
(
τL(x,−q) + (ητ ∗ u)(x+ τq)) for every x ∈ Rd. (2.1)
Proposition 2.1. The operator Lτ : C(Td) → C(Td) is monotone and commute with
additive constants, i.e.
(i) Lτu ≤ Lτv in Rd if u ≤ v in Rd;
(ii) Lτ (u+ k) = Lτu+ k in Td for every u ∈ C(Td) and k ∈ R.
In particular, ‖Lτu− Lτv‖∞ ≤ ‖u− v‖∞.
Proof. The fact that Lτ is monotone and commutes with additive constants is apparent
by its definition. Since v − ‖u− v‖ ≤ u ≤ v + ‖u− v‖, from items (i)–(ii) we infer
Lτv − ‖u− v‖∞ ≤ Lτu ≤ Lτv + ‖u− v‖∞ in Td.

The following holds:
Proposition 2.2. Let τ > 0. Then there exists a constant κτ such that Lτu is κτ–
Lipschitz for every u ∈ C(Td).
Proof. For any fixed constant A, let us set
QA(x) := {q ∈ Rd : L(x,−q) 6 A} for every x ∈ Td.
By the growth assumptions on L, there exist constants r(A), R(A) with limA→+∞ r(A) =
limA→+∞R(A) = +∞ such that
[0, r(A)]d ⊂ QA(x) ⊂ [0, R(A)]d.
In particular, QA(x) is a compact subset of R
d for every x ∈ Td. Choose Aτ large enough
so that the set Qτ (·) := QAτ (·) is such that
Qτ (x) +
1
τ
Z
d = Rd for every x ∈ Td. (2.2)
Then, for every q 6∈ Qτ (x), there exists qx ∈ Qτ (x) such that q−qx = k/τ for some k ∈ Zd,
i.e. τq = τqx + k. Then, given u ∈ C(Td), by periodicity we get
(ητ ∗ u)(x+ τq) = (ητ ∗ u)(x+ τqx + k) = (ητ ∗ u)(x+ τqx)
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while L(x,−q) > Aτ > L(x, qx). Setting Rτ := RAτ , we have in particular
Lτu(x) = min
q∈[0,Rτ ]d
(
τL(x,−q) + (ητ ∗ u)(x+ τq)) for all x ∈ Td.
Let us denote by Kτ a Lipschitz constant of L on T
d× [− 1τ , Rτ + 1τ ]d. Let u ∈ C(Td) and
pick x1, x2 ∈ Td. Let us denote by q ∈ [0, Rτ ]d a minimizing vector for Lτu(x2) and set
ξ := q + (x2 − x1)/τ so that x2 + τq = x1 + τξ. We have
Lτu(x1)− Lτu(x2) 6 τL(x1,−ξ) + (ητ ∗ u)(x1 + τξ)− τL(x2,−q)− (ητ ∗ u)(x2 + τq)
= τ (L(x1,−ξ)− L(x2,−q)) 6 Kτ (1 + τ) |x1 − x2|.
This gives the assertion with κτ := Kτ (1 + τ). 
We end this section with a result we will need in the sequel.
Proposition 2.3. For u ∈ C(Td), τ > 0 and x ∈ Rd we set
argmin(Lτu(x)) :=
{
q ∈ Rd | Lτu(x) = τL (x,−q) + (ητ ∗ u)(x+ τq)
}
Then
−q ∈ ∂pH (x,D(ητ ∗ u)(x+ τq)) for all q ∈ argmin(Lτu(x)).
Proof. Let us fix x ∈ Td. Pick a qˆ ∈ argmin(Lτu(x)). Then the function q 7→ τL(x,−q) +
(ητ ∗ u)(x+ τq) has a minimum at qˆ. This implies
0 ∈ −∂qL(x,−q) +D(ητ ∗ u)(x+ τq),
or, otherwise stated,
D(ητ ∗ u)(x+ τq) ∈ ∂qL(x,−q).
The assertion follows by convex duality. 
We are interested in finding solutions of the following identity
Lτu = u− τα in Td, (2.3)
where α ∈ R and u ∈ C(Td). We start with the following uniqueness result:
Theorem 2.4. There exists at most one constant α ∈ R for which equation (2.3) admits
solutions in C(Td). Furthermore, the solution u ∈ C(Td) of (2.3) is unique, up to additive
constants.
Proof. Let u1 and u2 fixed points with constants α1 and α2, respectively. Let x be a
maximum of the difference u1 − u2. Let q ∈ Rd such that
u2(x) = τL (x, q) +
∫
Td
u2(z) dη
τ
y (z) + τα2.
By definition we have
u1(x) ≤ τL (x, q) +
∫
Td
u1(z) dη
τ
y (z) + τα1.
So
u1(x)− u2(x) ≤
∫
Td
(
u1(z)− u2(z)
)
dηy(z) + τ(α1 − α2).
Since x is a maximum of u1 − u2, we get τ(α1 − α2) ≥ 0, hence α1 ≥ α2. By symmetry,
we obtain the equality.
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Let us now assume u1, u2 solutions to (2.3) for the same α. By arguing as above we get
u1(x)− u2(x) ≤
∫
Td
(
u1(z)− u2(z)
)
dητy (z) ≤ max
Td
(
u1 − u2) = u1(x)− u2(x),
hence u1(z) − u2(z) = u1(x)− u2(x) for every z ∈ spt
(
ητy
)
= Td. 
Let us proceed to show existence.
Proof of Theorem 1. Let us denote by Ĉ(Td) the quotient space of C(Td), where we iden-
tify functions that differ by a constant, and by q : C(Td)→ Ĉ(Td) the projection. Since Lτ
commutes with the addition of constants, it defines an operator Lˆτ : Ĉ(Td)→ Ĉ(Td). Let
us denote by Lipκτ (T
d) the family of κτ–Lipschitz function on T
d, where κτ is the constant
provided by Proposition 2.2. The set L̂ipκτ (T
d) := q
(
Lipκτ (T
d)
)
is a convex and compact
subset of Ĉ(Td), so we can apply Schauder fixed point Theorem (see for instance [8, The-
orem 3.2, p. 415]) to infer that the operator Lˆτ : Ĉ(Td) → Ĉ(Td) has a fixed-point
uˆτ ∈ L̂ipκτ (Td), i.e. Lˆτ (uˆτ ) = uˆτ . Lifting these relations to C(Td), we infer that there ex-
ists a constant ατ ∈ R such that Lτuτ = uτ − τατ in Td with uτ = q−1(uˆτ ) ∈ Lipκτ (Td).
The asserted uniqueness of ατ in R and uτ in C(T
d) is guaranteed by Theorem 2.4. 
In view that discretization is often associated with numerical computations, we give
another proof of Theorem 1, which relies on Banach’s fixed point theorem instead of
Schauder’s fixed point theorem.
Second proof of Theorem 1. Let δ > 0, and consider the problem (1+δ)u−Lτu = 0 in Td.
By Proposition 2.1, Lτ : C(Td) → C(Td) is 1-Lipschitz. Hence, by Banach’s fixed point
theorem, (1 + δ)−1Lτ has a unique fixed point vδ ∈ C(Td), which is a unique solution of
(1 + δ)u − Lτu = 0 in Td. Let κτ > 0 be the constant given by Proposition 2.2, so that
vδ = (1 + δ)−1Lτvδ is (1 + δ)−1κτ -Lipschitz on Tn. Accordingly, the family {vδ | δ > 0}
is equi-Lipschitz on Td. By the Ascoli-Arzela theorem, we can select a sequence of δj > 0
converging to zero such that the functions vδj − minTd vδj converge to a function w in
C(Td) as j →∞. Setting mj := minTd vδjand wj := vδj −mj, we observe by Proposition
2.1 that
0 = (1 + δj)(wj +mj)− Lτ (wj +mj) = (1 + δj)wj + δjmj − Lτwj ,
where the first and last terms in the last expression converge to w and Lτw in C(Td),
respectively. Consequently, the sequence of the constants δjmj converges to a constant
−τατ , which implies that Lτw − w = τατ in Td. 
The standard proof of Banach’s fixed point theorem is constructive or iterative, and
therefore, the above proof can be easily implemented for numerical computations.
Definition 2.5. We say that u ∈ C(Td) is an α-subsolution for Lτ if
Lτu ≥ u− τα in Td.
Denote by Hτ (α) the set of α-subsolutions.
By taking into account the properties of the Lax operator stated in Proposition 2.1, we
easily infer the following facts:
Proposition 2.6. The sets Hτ (α) are convex and closed subset of C(Td) and increasing
with respect to α, i.e. Hτ (α) ⊆ Hτ (β) if α ≤ β. Furthermore:
(i) u+ k ∈ Hτ (α) for every u ∈ Hτ (α) and k ∈ R;
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(ii) Lτ (Hτ (α)) ⊆ Hτ (α).
Next, we show that all ατ–subsolutions for Lτ are actually solutions to (4).
Proposition 2.7. Let (ατ , uτ ) ∈ R× C(Td) be a solution of
Lτuτ = uτ − τατ in Td.
Then Hτ (ατ ) = {uτ + k : k ∈ R }. Furthermore,
ατ = min{α : Hτ (α) 6= ∅}. (2.4)
Proof. Let us pick u ∈ Hτ (α) and argue as in the proof of Theorem 2.4 with u1 := u and
u2 := uτ . By also using the fact that u ≤ Lτu+ τα, we end up with
u(x)− uτ (x) ≤
∫
Td
(u(z) − uτ (z))dηy(z) + τ(α− ατ ) for all x ∈ Td.
By picking as x a maximum point of u− uτ , we conclude that α ≥ ατ . When α = ατ , we
furthermore get that u− uτ is constant. 
We conclude this section by deriving the following bounds on the constant ατ .
Proposition 2.8. The following holds:
−max
y∈Td
min
q∈Rd
L(y, q) ≤ ατ ≤ − min
Td×Rd
L.
Proof. Let us set Lm(x) := minq∈Rd L(x, q). Pick u ∈ Hτ (ατ ) and set v(x) := maxTd u,
w(x) := minTd u for all x ∈ Rd. Then, for all x ∈ Td,
u(x)− τατ = Lτu(x) ≤ Lτv(x) = τLm(x) + max
Td
u ≤ τ max
Td
Lm +max
Td
u
and
u(x)− τατ = Lτu(x) ≥ Lτw(x) = τLm(x) + min
Td
u ≥ τ min
Td
Lm +min
Td
u.
That implies −maxTd Lm ≤ ατ ≤ −minTd Lm, as it was asserted. 
3. Equi-continuity of the functions uτ
This section is devoted to prove equi-continuity of the functions {uτ : τ ∈ (0, 1) },
where uτ denotes a solution in C(T
d) of the equation
Lτuτ = uτ − τατ in Td (3.1)
and ατ is the constant given by Theorem 1. Throughout the rest of the paper, we will
assume that L satisfies the following further condition, for some constants γ ∈ (0, 1) and
Mγ > 0:
L(x+ h, q + k) + L(x− h, q − k)− 2L(x, q) ≤Mγ(|h|γ + |k|) (L3)
for all (x, q) ∈ Td × Rd and h, k ∈ BRd with Rd :=
√
d/2.
We start by noticing that
Lτu(x) = min
q∈Rd
(
τL
(
x,
q
τ
)
+ (ητ ∗ u)(x− q)
)
= min
y∈Rd
(
τL
(
x,
x− y
τ
)
+ (ητ ∗ u)(y)
)
.
We introduce the operators Eτ ,Fτ : C(Td)→ C(T d) defined as
Eτu = ητ ∗ u, Fτu(x) = min
y∈Rd
(
τL
(
x,
x− y
τ
)
+ u(y)
)
.
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Notice that Lτ = Fτ ◦ Eτ . For u ∈ C(Td) and σ ∈ (0, 2], we set
Θσ(u) := inf{a ≥ 0 | u(x+ h) + u(x− h)− 2u(x) ≤ a|h|σ for all x, h ∈ Rd},
and
Λσ(T
d) = {v ∈ C(Td) | Θσ(v) <∞}.
We also introduced the following temporary notation, defined for R > 0:
Θσ,R(u) := inf{a ≥ 0 | u(x+h)+u(x−h)− 2u(x) ≤ a|h|σ for x, h ∈ Rd, with |h| ≤ R}.
We start with some preliminary results.
Lemma 3.1. Let u ∈ Λσ(Td), with σ ∈ (0, 2], and R ≥ Rd :=
√
d/2. Then
Θσ,R(u) = Θσ(u).
Proof. It is obvious that
Θσ,R(u)≤Θσ(u). (3.2)
To prove the reversed inequality, we fix x ∈ Rd and a ≥ 0 and assume that
u(x+ h) + u(x− h)− 2u(x) ≤ a|h|σ for x, h ∈ Rd, with |h| ≤ R. (3.3)
Set
f(h) := u(x+ h) + u(x− h)− 2u(x) for all h ∈ Rd,
and observe that f ∈ C(Td). By the periodicity of f , we see that
M := max
Rd
f = max{f(h) | h ∈ Rd, |hi| ≤ 1/2 for i = 1, . . . , d}.
Since f(0) = 0, we have M ≥ 0.
By (3.3), we have
M ≤ amax{|h|σ | h ∈ Rd, |hi| ≤ 1/2 for i = 1, . . . , d}
≤ amax{|h|σ | h ∈ Rd, |h| ≤ R} = aRσ,
which implies that
f(h) ≤M ≤ aRσ ≤ a|h|σ for h ∈ Rd \BR.
This together with (3.3) yields
f(h) ≤ a|h|σ for all h ∈ Rd.
Thus, we have the reversed inequality of (3.2) and conclude that Θσ(u) = Θσ,R(u). 
We derive the following consequence.
Corollary 3.2. Let 0 < ρ < σ ≤ 2. Then
Λσ(T
d) ⊂ Λρ(Td).
Proof. Let u ∈ Λσ(Td) and x, h ∈ Rd. If |h| ≤ Rd, then we have
u(x+ h) + u(x− h)− 2u(x) ≤ Θσ(u)|h|σ ≤ Θσ(u)Rσ−ρd |h|ρ,
which shows that Θρ,Rd(u) <∞. By Lemma 3.1, we see that Θρ(u) < ∞ and, moreover,
that Λσ(T
d) ⊂ Λρ(Td). 
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For σ ∈ (0, 1] and u ∈ C(Rd), we write
Lipσ(u) = sup
x,y∈Rd, x 6=y
|u(x)− u(y)|
|x− y|σ ,
and
C0,σ(Td) :=
{
u ∈ C(Td) | Lipσ(u) <∞
}
.
The following lemma is similar to Corollary 3.2.
Lemma 3.3. Let 0 < ρ < σ ≤ 1. Then
C0,σ(Td) ⊂ C0,ρ(Td).
Proof. Let u ∈ C0,σ(Td). For any x, y ∈ Rd, we choose z ∈ Zd so that
|x− y − z| = min
ζ∈Zd
|x− y − ζ|,
and note that
z ∈
d∏
i=1
[xi − yi − 1/2, xi − yi + 1/2],
and |u(x)− u(y)| = |u(x)− u(y + z)| ≤ Lipσ(u)|x− y − z|σ
≤ Lipσ(u)Rσ−ρd |x− y − z|ρ ≤ Lipσ(u)Rσ−ρd |x− y|ρ.
This shows that C0,σ(Td) ⊂ C0,ρ(Td). 
Proposition 3.4. For any σ ∈ (0, 1), we have
Λσ(T
d) = C0,σ(Td)
and for some constant Cσ > 1, depending only on σ,
C−1σ Θσ(u) ≤ Lipσ(u) ≤ CσΘσ(u) for u ∈ Λσ(Td).
Proof. Let u ∈ C0,σ(Td) and x, h ∈ Rd. Compute that
u(x+ h) + u(x− h)− 2u(x) = u(x+ h)− u(x) + u(x− h)− u(x)
≤ Lipσ(u)|h|σ + Lipσ(u)|h|σ = 2Lipσ|h|σ ,
which shows that
Θσ(u) ≤ 2Lipσ(u),
and that C0,σ(Td) ⊂ Λσ(Td).
Now, let u ∈ Λσ(Td), so that we have
u(x) ≥ 1
2
(u(x+ h) + u(x− h)−Θσ(u)|h|σ) for all x, h ∈ Rd. (3.4)
Let x, y ∈ Rd. We intend to show that
u(x)− u(y) ≤ C|x− y|σ
for some constant C > 0, depending only on Θσ(u) and σ.
By translation, we may assume that x = 0. We need to show that for some constant
C > 0,
u(y) ≥ u(0) − C|y|σ. (3.5)
We may assume that y 6= 0. Set K = Θσ(u) and let m ∈ N large enough. By (3.4), we
have
u(2k−1y) ≥ 1
2
(u(0) + u(2ky)−K|2k−1y|σ) for k = 1, . . . ,m.
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From these, we obtain
m∑
k=1
2−(k−1)u(2k−1y) ≥
m∑
k=1
2−k
[
u(0) + u(2ky)−K2σ(k−1)|y|σ]
=
2m − 1
2m
u(0) +
m∑
k=1
2−ku(2ky)−K2−σ
m∑
k=1
2(σ−1)k |y|σ.
After rewriting the first summation above as u(y) +
∑m−1
k=1 2
−ku(2ky), we get
u(y) ≥ (1− 2−m)u(0) + 2−mu(2my)−K2−σ2σ−1 1− 2
(σ−1)m
1− 2σ−1 |y|
σ
≥ u(0) + 2−m(u(2my)− u(0)) − K
2− 2σ |y|
σ
≥ u(0)− 2−m osc(u)− K
2− 2σ |y|
σ,
where osc(u) := maxTd u−minTd u.
Sending m→ +∞ yields
u(y) ≥ u(0)− Θσ(u)
2− 2σ |y|
σ,
which proves (3.5), with C = Θσ(u)/(2 − 2σ). This readily shows that
|u(x)− u(y)| ≤ Θσ(u)
2− 2σ |x− y|
σ for all x, y ∈ Rd.
Hence, we have
Lipσ(u) ≤
1
2− 2σΘσ(u) and hence Λσ(T
d) ⊂ C0,σ(Td).
The proof is now complete. 
One can show that if σ ∈ (1, 2], then Λσ(Td) ⊂ C0,1(Td), which is left to the interested
reader to check.
Let us now prove the equi–continuity of the functions {uτ : τ ∈ (0, 1) }. We start with
the following result:
Theorem 3.5. Let u ∈ Λγ(Td). Then
Θγ(Fτu) ≤ 1
(1 + τ)γ
Θγ(u) + τMγ
(
1 +
R1−γd
1 + τ
)
.
Proof. Let x ∈ Rd and choose y ∈ Rd so that
Fτu(x) = u(y) + τL
(
x,
x− y
τ
)
.
For every h, k ∈ Rd we get
Fτu(x+ h) + Fτu(x− h)− 2Fτu(x)
≤ u(y + k) + τL
(
x+ h,
x+ h− (y + k)
τ
)
+ u(y − k) + τL
(
x− h, x− h− (y − k)
τ
)
− 2u(y)− 2τL
(
x,
x− y
τ
)
≤ Θγ(u)|k|γ + τ
[
L
(
x+ h,
x− y
τ
+
h− k
τ
)
+ L
(
x− h, x− y
τ
− h− k
τ
)
− 2τL
(
x,
x− y
τ
)]
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In order to exploit (L3), we take h ∈ BRd and k := h/(1+ τ), so that
∣∣h−k
τ
∣∣ = ∣∣∣ h1+τ ∣∣∣ < Rd.
We infer
Fτu(x+ h) + Fτu(x− h)− 2Fτu(x) ≤ Θγ(u) |h|
γ
(1 + τ)γ
+ τMγ
(
|h|γ + |h|
1 + τ
)
,
which implies
Θγ,Rd(Fτu) ≤
1
(1 + τ)γ
Θγ(u) + τMγ
(
1 +
R1−γd
1 + τ
)
.
The assertion follows in view of Lemma 3.1. 
Lemma 3.6. Let u ∈ Λσ(Td), with σ ∈ (0, 2]. We have
Θσ(Eτu) ≤ Θσ(u).
Proof. Let x, h ∈ Rd. We compute that
Eτu(x+ h) + Eτu(x− h)− 2Eτu(x)
=
∫
Rd
ητ (y)
(
u(x− y + h) + u(x− y − h)− 2u(x− y)
)
dy
≤
∫
Rd
ητ (z)Θσ(u)|h|σdz = Θσ(u)|h|σ ,
which yields
Θσ(Eτu) ≤ Θσ(u).

Theorem 3.7. Let u ∈ Λγ(Td). Then
Θγ(Lτu) ≤ 1
(1 + τ)γ
Θγ(u) + τMγ
(
1 +
R1−γd
1 + τ
)
.
Proof. By Theorem 3.5 and Lemma 3.6, we obtain
Θγ(Lτu) = Θγ(Fτ ◦ Eτu)
≤ 1
(1 + τ)γ
Θγ(Eτu) + τMγ
(
1 +
R1−γd
1 + τ
)
≤ 1
(1 + τ)γ
Θγ(u) + τMγ
(
1 +
R1−γd
1 + τ
)
.

Lemma 3.8. Let u ∈ C(Td) and σ ∈ (0, 2]. Then
Eτu ∈ Λσ(Td).
Proof. Set
vτ (x) = Eτu(x) for x ∈ Td.
As is well-known (and easily shown), the function vτ is smooth and periodic in R
d. In
particular, the second derivatives of vτ are bounded in R
d, which implies that vτ is semi-
concave in Rd, that is, Θ2(Eτu) < ∞. Thus, we find that Eτu ∈ Λ2(Td) and, due to
Corollary 3.2, that Eτu ∈ Λσ(Td) for all σ ∈ (0, 2]. 
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Theorem 3.9. Let τ > 0 and uτ ∈ C(Td) satisfy (3.1). Then
Θγ(uτ ) ≤ τBτ
1−Aτ ,
where
Aτ =
1
(1 + τ)γ
, Bτ =Mγ
(
1 +
R1−γd
1 + τ
)
and Rd =
√
d
2
.
We remark that, in the theorem above, 0 < Aτ < 1,
lim
τ→0
τ
1−Aτ =
1
γ
,
and for any 0 < T <∞,
sup
0<τ≤T
τBτ
1−Aτ <∞.
Proof. Using Lemma 3.8 and Theorem 3.5, we infer from (3.1) that
uτ = Fτ ◦ Eτuτ + τατ ∈ Λγ(Td).
By (3.1) and Theorem 3.7, we get
Θγ(uτ ) = Θγ(uτ − τατ ) = Θγ(Lτuτ ) ≤ AτΘγ(uτ ) + τBτ ,
from which follows
Θγ(uτ ) ≤ τBτ
1−Aτ .

As a consequence of the information gathered, we derive the following fact:
Proposition 3.10. The family of functions {uτ | τ ∈ (0, 1)} is equi-continuous on Td.
Proof. It is a direct consequence of Theorem 3.9 and Proposition 3.4 
4. The approximation result
4.1. Proof of Theorem 2. This section is devoted to the proof of Theorem 2. We begin
by showing that, under assumptions (L1), (L2), (L3) on the Lagrangian L, Theorem 1.5
applies.
Proposition 4.1. Assume that L satisfies (L1), (L2), (L3). Then the associated Hamil-
tonian H satisfies conditions (H1), (H2), (H3).
Proof. The fact that H satisfies (H1), (H2), i.e. it is convex and superlinear, is standard.
Let us prove (H3). For each q ∈ Rd the function uq(x) = L(x, q) belongs to Λγ(Td) with
Θγ(uq) ≤ Mγ . From Proposition 3.4 we get uq ∈ C0,γ(Td) and Lipγ(uq) ≤ CγMγ := Dγ .
Thus
|L(x, q)− L(y, q)| ≤ Dγ |x− y|γ for any x, y ∈ Td, q ∈ Rd.
For x, p, h ∈ Rd, let q± be such that
H(x± h, p) = pq± − L(x, q±)
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and let v = 12(q+ + q−), u =
1
2(q+ − q−), so that q± = v ± u. Then
H(x+ h, p) +H(x−h, p)− 2H(x, p)
≤ p(v + u) + p(v − u)− 2pv − L(x+ h, v + u)− L(x− h, v − u) + 2L(x, v)
= L(x, v + u)− L(x+ h, v + u) + L(x, v − u)− L(x− h, v − u)
− L(x, v + u)− L(x, v − u) + 2L(x, v)
≤ 2Dγ |h|γ ,
where, for the last inequality, we have also exploited the convexity of L(x, ·). Thus, for
each p ∈ Rd, the function wp(x) = H(x, p) belongs to Λγ(Td) with Θγ(wp) ≤ 2Dγ , so we
have that wp ∈ C0,γ(Td) with Lipγ(wp) ≤ 2CγDγ = 2MγC2γ . 
Next, we prove an auxiliary lemma.
Lemma 4.2. Let ϕ ∈ C2(Td). For every R > 0, there exists a continuous function
ω : [0,+∞)→ [0,+∞) vanishing at 0, only depending on R and ϕ, such that∣∣∣∣(ητ ∗ ϕ)(x+ τq)− ϕ(x)τ − 〈Dϕ(x), q〉 −∆ϕ(x)
∣∣∣∣ ≤ ω(τ)
for all (x, q) ∈ Td ×BR and τ > 0.
Proof. Let ϕ ∈ C2(Td) and set u(x, t) = ηt∗ϕ(x) for (x, t) ∈ Rd×(0+∞) and u(x, 0) = ϕ(x)
for x ∈ Rd. It is a standard observation that for any multi-indices α, with |α| ≤ 2,
Dαxu ∈ C(Rd× [0+∞)) and Dαxu(x, 0) = Dαϕ(x) for all x ∈ Rd, and that ∂u/∂t−∆u = 0
in Rd × [0 +∞). Observe that, for any (x, q) ∈ Rd ×BR,
ητ ∗ ϕ(x+ τq)− ϕ(x) =
∫ τ
0
du
dt
(x+ tq, t)dt =
∫ τ
0
(
〈Dxu(x+ tq, t), q〉+ ∂u
∂t
(x+ tq, t)
)
dt
=
∫ τ
0
(〈Dxu(x+ tq, t), q〉+∆u(x+ tq, t))dt.
Now, setting
ω(r) = max
(x,q,t)∈Rd×BR×[0, r]
|〈Dxu(x+ tq, t)−Dϕ(x), q〉 +∆u(x+ tq, t)−∆ϕ(x)| ,
we have
ω ∈ C([0 +∞)), ω(0) = 0,
and ∣∣∣∣(ητ ∗ ϕ)(x+ τq)− ϕ(x)τ − 〈Dϕ(x), q〉 −∆ϕ(x)
∣∣∣∣ ≤ ω(τ)
for all (x, q) ∈ Td ×BR and τ > 0. 
Proof of Theorem 2. It follows from Proposition 4.1 and Theorem 1.5 that there exists a
unique pair (α, u) ∈ R×C(Td) with u(x0) = 0 such that u is a viscosity solution to
−∆u+H(x,Du) = α in Td. (4.1)
In view of Proposition 2.8 and Proposition 3.10, of the fact that uτ (x0) = 0 for all τ ∈ (0, 1)
and of Arzela`-Ascoli Theorem, we have that the set {(ατ , uτ ) | τ ∈ (0, 1)} is precompact
in R × C(Td). In order to prove the assertion, it is therefore enough to show that, if the
pair (α, u) is the limit of (ατn , uτn) in R× C(Td) for some τn → 0, then u is a solution to
(4.1).
Let us first show that such an u is a viscosity subsolution to (4.1). Let ϕ ∈ C3(Td)
be such that u − ϕ has a strict maximum at x0. Then there exists a sequence of points
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(xn)n converging to x0 in T
d such that uτn − ϕ has a maximum at xn. Let us set εn :=
max(uτn − ϕ) and ϕn := ϕ+ εn. Then
uτn ≤ ϕn in Td and uτn(xn) = ϕn(xn).
By the monotone character of the operator Lτn we infer
ϕn(xn) = uτn(xn) = Lτnuτn(xn) + τnατn ≤ Lτnϕn(xn) + τnατn ,
hence, since ϕn = ϕ+ εn,
ϕ(xn)− Lτnϕ(xn)
τn
≤ ατn (4.2)
By definition of Lτn , we infer that, for every fixed q ∈ Rd,
ϕ(xn)− (ητn ∗ ϕ) (xn + τnq)
τn
− L(xn,−q) ≤ ατn
By sending n→ +∞ and by making use of Lemma 4.2, we end up with
−∆ϕ(x0) + 〈Dϕ(x0),−q〉 − L(x0,−q) ≤ α.
By taking the supremum of the above inequality with respect to q ∈ Rd, we finally get, by
the duality between L and H,
−∆ϕ(x0) +H(x0,Dϕ(x0)) ≤ α,
thus showing that u is a viscosity subsolution to (4.1).
Let us now show that u is a viscosity supersolution to (4.1). Let ϕ ∈ C3(Td) be such that
u−ϕ has a strict minimum at x0. Then there exists a sequence of points (xn)n converging
to x0 in T
d such that uτn − ϕ has a minimum at xn. Let us set εn := min(uτn − ϕ) and
ϕn := ϕ+ εn. Then
uτn ≥ ϕn in Td and uτn(xn) = ϕn(xn).
By arguing analogously, we end up with
ϕ(xn)− Lτnϕ(xn)
τn
≥ ατn
For each n ∈ N, pick a minimizing qn ∈ Rd for Lτnϕ(xn), so that the previous inequality
rereads as
ϕ(xn)− (ητn ∗ ϕ) (xn + τnqn)
τn
− L(xn,−qn) ≥ ατn . (4.3)
By making use of Proposition 2.3 and of the fact that |D(ητ ∗ϕ)(xn)| ≤ ‖Dϕ‖∞, we infer
that there exists R > 0 such that qn ∈ BR for every n ∈ N. Up to extracting a further
subsequence if necessary, we can assume that qn → q. Now we send n → +∞ in (4.3) to
get
−∆ϕ(x0) + 〈Dϕ(x0),−q〉 − L(x0,−q) ≥ α.
By the duality between L and H, this implies
−∆ϕ(x0) +H(x0,Dϕ(x0)) ≥ α,
finally showing that u is a viscosity supersolution to (4.1). 
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4.2. Examples. In this section, we exhibit some examples of Lagrangians for which the
conclusion of Theorem 2 holds true.
Example 1: L ∈ C(Td×Rd) satisfies (L1), (L2) and minq∈Rd L(x, q) = c for all x ∈ Td
for some constant c ∈ R.
This example includes the case when L is independent of x, or the case L(x, q) =
a(x)|q|m with m ∈ (1,+∞) and a : Td → (0,+∞) Lipschitz continuous.
In this case ατ = −c by Proposition 2.8 and uτ ≡ 0 for every τ > 0, so convergence of
the uτ trivially holds.
Example 2: L(x, q) = L0(q)+f(x) where f ∈ C0,γ(Td) with γ ∈ (0, 1) and L0 ∈ C(Rd)
satisfies (L1), (L2) and
D2qL0(q) ≤ C0Id in Rd \BR0 (4.4)
in the sense of distributions, for some constants C0 > 0 and R0 > 0.
This example includes the case L0(q) := |q|m with m ∈ (1, 2]. Indeed,
DL0(q) = m|q|m−2q and D2L0(q) = m|q|m−2(Id + (m− 2)q¯ ⊗ q¯) ≤ m|q|m−2Id,
where q¯ = q/|q|. The case L0(q) := |q|m + |q| with m ∈ (1, 2] is also included.
It is clear that L satisfies (L1) and (L2). As for (L3), first note that
f(x+ h) + f(x− h)− 2f(x) ≤ |f(x+ h)− f(x)|+ |f(x− h)− f(x)| ≤ 2Lipγ(f)|h|γ .
Condition (L3) is fulfilled in view of the following result:
Lemma 4.3. Let L0 ∈ C(Rd) satisfy conditions (L1), (L2) and (4.4) for some constants
C0 > 0 and R0 > 0. Then, for every A > 0, there exists a constant CA > 0 such that
L0(q + k) + L0(q − k)− 2L0(q) ≤ CA|k| for all (q, k) ∈ Rd ×BA. (4.5)
Proof. Fix A > 0. By the fact that the function L0 is convex and locally bounded, we
infer that it is Lipschitz on every ball in Rd. In particular, there exists a constant C˜A > 0
such that
|L0(q)− L0(η)| ≤ C˜A|q − η| for all q, η ∈ BR0+2A.
From this, we get
L0(q ± k)− L0(q) ≤ C˜A|k| for all (q, k) ∈ BR0+A ×BA.
Adding these two yields
L0(q + k) + L0(q − k)− 2L0(q) ≤ 2C˜A|k| for all (q, k) ∈ BR0+A ×BA. (4.6)
Let (x0, q0) ∈ Td × (Rd \BR0+A). By (4.4) we have
D2qL0(q) ≤ C0Id for all q ∈ BA(q0) (4.7)
in the distributional sense. Let
(
ρε
)
ε>0
be a family of smooth mollifiers and set
Lε(q) :=
∫
Rd
ρε(ξ)L0(ξ − q)dξ for all q ∈ Rd.
The function Lε is smooth and, for ε > 0 small enough, satisfies (4.7) pointwise with the
same constant C0 > 0. By the Taylor theorem, for any k ∈ BA we have
Lε(q0 ± k)− Lε(q0) = 〈DqLε(q0),±k〉+ 1
2
∫ 1
0
(1− t)〈D2qLε(q0 ± tk)k, k〉dt
≤ 〈DqLε(q0),±k〉+ 1
2
∫ 1
0
C0|k|2dt.
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Adding these two yields
Lε(q0 + k) + Lε(q0 − k)− 2Lε(q0) ≤ C0|k|2 ≤ C0A|k|.
By sending ε→ 0 we conclude that
L0(q + k) + L0(q − k)− 2L0(q) ≤ C0A|k| for all (q, k) ∈ (Rd \BR0+A)×BA.
This combined with (4.6) implies claim (4.5) with CA := max{C0A, 2C˜A}. 
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