Abstract: In [10, 11] , [2] , [4] and [7] , Pellikaan et al., Augot et al., Dvir et al., and Geil et al., respectively, established bounds on the number of zeros of prescribed multiplicity for multivariate polynomials. The definition of multiplicity is the one related to Hasse derivatives and the considered point sets are finite Cartesian products. Such bounds are of interest in connection with list decoding algorithms for q-ary Reed-Muller codes and their generalizations. We continue the work in [7] where estimates were given in terms of the leading monomial with respect to a lexicographical ordering. We generalize the footprint bound [9, 5] to also deal with multiplicity and we investigate multivariate polynomials that are products of univariate linear terms.
Introduction
In this paper we establish new bounds on the number of zeros of prescribed multiplicity for multivariate polynomials. The definition of multiplicity that we use is the one related to Hasse derivatives (see Definition 2 below) and the point sets that we consider are finite Cartesian product e.g. F q × · · · × F q . The interest in studying this topic comes from applications to Guruswami-Sudan style [8] list decoding algorithms for q-ary Reed-Muller codes, weighted Reed-Muller codes and their likes [10, 11, 1, 2, 7] . The first bound on the number of zeros of prescribed multiplicity were developed by Pellikaan and Wu in [10, 11] . Later Augot and Stepanov generalized the Schwartz-Zippel bound to also deal with multiplicity [2] . The proof of this bound was given by Dvir et al. in [4] where it was used to estimate the size of Kakeya sets over finite fields. The above mentioned bounds on the number of zeros of prescribed multiplicity are stated in terms of the total degree of the involved polynomials and the point set under consideration is always F q × · · · × F q . In [7] the generalization of the Schwartz-Zippel bound was taken a step further to now work for arbitrary finite point sets S 1 × · · · × S m , S i ⊆ F, i = 1, . . . , m where F is any field. More importantly a method was presented to obtain much better estimates on the number of zeros of prescribed multiplicity. This method instead of using the total degree uses information about the leading monomial with respect to the lexicographic ordering. In the present paper we continue the work initiated in [7] by establishing a new bound for polynomials of not too high degree. This bound is a natural generalization of the footprint bound [9] which estimates the number of zeros without taking multiplicity into consideration. We then study multivariate polynomials that are products of univariate linear terms. This study leads to lower
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bounds on the maximal number of zeros of prescribed multiplicity in terms of the leading monomial. Interestingly in a number of cases the lower bounds and the upper bounds coincide and for these cases we therefore obtain a complete characterization.
We start in Section 2 by recalling the bounds from [7] . In Section 3 we treat polynomials of not too high degree. Finally we treat products of univariate polynomials in Section 4 and relate the corresponding lower bounds to the upper bounds from [7] in Section 5.
Background
Throughout this paper X = (X 1 , . . . , X m ) and Z = (Z 1 , . . . , Z m ) shall always denote tuples of m variables. We always assume that the monomial ordering under consideration is the lexicographic ordering ≺ lex with X 1 lex · · · lex X m . We consider finite subsets S 1 , . . . , S m ⊆ F and write
. In other words
The concept of multiplicity for univariate polynomials is generalized to multivariate polynomials in the following way.
and a ∈ F m we define the multiplicity of F at a denoted by mult(F, a) as follows. Let M be an integer such that for every
The following is the most general form of the Schwartz-Zippel bound [7, Th. 5] .
Theorem 3 Let F (X) ∈ F[X] be a non-zero polynomial and let X i1 1 · · · X im m be its leading monomial with respect to the lexicographic ordering. Then for any finite sets
We have the following immediate corollary corresponding to [7, Cor. 3] .
Corollary 4 Let F (X) ∈ F[X] be a non-zero polynomial and let X i1 1 · · · X im m be its leading monomial with respect to the lexicographic ordering. Assume S 1 , . . . , S m ⊆ F are finite sets. Then over S 1 × · · · × S m the number of zeros of multiplicity at least r is less than or equal to
To improve upon Corollary 3 we introduced in [7, Def. 5 ] the function D. where
(1) Throughout the rest of the paper we shall always assume that r ∈ N and that i 1 , . . . , i m ∈ N 0 . The improvement of Corollary 4 was given in [7, Th. 6] as follows: m such that all points in S 1 × · · · × S m are zeros of multiplicity at least r. Hence, we need only apply the algorithm to cases that do not satisfy the above inequality. In Section 4, Example 21, we will explain this fact in more detail.
Example 8
In this example we bound the number of zeros of multiplicity 3 or more for polynomials in two variables. Both S 1 and S 2 are assumed to be of size 5. Remark 7 tells us that for
we have D(i 1 , i 2 , 3, 5, 5) = 25. Table 1 shows information obtained from our algorithm for the remaining possible choices of exponents i 1 , i 2 . Observe, that the table is not symmetric meaning that
In [7, Pro. 16] we derived the following closed formula expression upper bounds for the case of two variables.
if s 1 (r − 1) ≤ i 1 < s 1 r and 0 ≤ i 2 < s 2 . The above numbers are at most equal to min{(i 1 s 2 + s 1 i 2 )/r, s 1 s 2 }. Having already four different cases when m = 2 the situation gets rather complicated when we have more variables. Assuming, however, that all exponents i 1 , . . . , i m in the leading monomial are small we can give a very simple formula which is a natural generalization of the following incident [7, Th. 1] of the well-known footprint bound [9] . Theorem 10 Consider a polynomial F (X 1 , . . . , X m ) for which the leading monomial X 
Our generalization of Theorem 10 is stated as Theorem 13 below. To coin what we mean by being small we introduce Condition A as follows: Definition 11 Let m ≥ 2. We say that (i 1 , . . . , i m , r, s 1 , . . . , s m ) satisfies Condition A if the following hold
The usefulness of Condition A lies in the fact that if we know that (i 1 , . . . , i m , r, s 1 , . . . , s m ) satisfies it then for all smaller values of i 1 , . . . , i m the condition is still satisfied.
Proof: It is enough to show that
holds for all rational numbers a and integers t with 0 < a < 1 and 1 ≤ t ≤ m − 1. But (2) is equivalent to (1 − a)(l − s) ≥ 0 which is a valid equality when l > s.
The generalization of Theorem 10 is: 
which is at most equal to min{(
We postpone the proof of Theorem 13 till the end of the section. 
Remark 14
Proof: Let r ≥ 2. We start by noting that (A.2) implies
for all t = 2, . . . , m−1, l = 2, . . . , r, s = 1, . . . l −1. A similar remark holds regarding (A.3). If we combine these observations with the the last result of Remark 14 and with the fact that Proof: For r = 2, the conditions (A.2), (A.3) become (I 1 I 2 + I 1 I 3 + I 2 I 3 ) + 15 8
which is equivalent to
Example 17 Let the notation be as in Proposition 16. For r = 2, m = 3 and s 1 = s 2 = s 3 = q Condition A reads
. For r = 2, m = 4 and s 1 = s 2 = s 3 = s 4 = q Condition A reads
This is illustrated in Figure 1 .
Proof of Theorem 13: Let (i 1 , . . . , i m , r, s 1 , . . . , s m ) with m ≥ 2 be such that Condition A holds. We give an induction proof that
For t = 1 the result is clear. Let 1 < t < m and assume the result holds when t is substituted with t − 1. According to Definition 5 we have
follows from (4). By the above assumptions this implies that
where
We have t < m and therefore condition (A.2) applies. We note that
for s = 1, . . . , l − 1 which again is equivalent to
for s = 1, . . . , l − 1. Therefore the maximal value of (6) is attained for u 1 = · · · = u l−1 = 0 and u l = it l . This concludes the induction proof of (5). To show (3) we apply similar arguments to the case t = m but use condition (A.3) rather than condition (A.2). Finally we address the last part of Theorem 13. It is clear that the right side of (3) is smaller than or equal to s 1 · · · s m . To see that it is also smaller than or equal to
we start by observing that (7) equals the number of elements in
We have
and not all j satisfy i t r ≤ a j } the cardinality of which equals (3).
Products of univariate linear terms
In this section we study the situation where F (X) is a product of univariate linear terms. First we note that equivalently to Definition 2 one can define the multiplicity of a polynomial as follows. Definition 18 Let F (X) ∈ F[X]\{0} and a = (a 1 , . . . , a m ) ∈ F m . Consider the ideal
We have mult(F, a) = r if F ∈ J r \J r+1 . If F = 0 we have mult(F, a) = ∞.
The above definition makes it particularly simple to calculate the number of zeros of multiplicity at least r when F is a product of univariate linear terms. In the following write
Proposition 19 Consider
The multiplicity of (α
Proof: Without loss of generality assume j 1 = · · · = j m = 1. Clearly, the multiplicity is greater than or equal to r = r
1 . Using Gröbner basis theory we now show that it is not larger. We substitute X i = X i − α F (X 1 , . . . , X m ) modulo B is non-zero. It is well known that if a polynomial is reduced modulo a Gröbner basis then the remainder is zero if and only if it belongs to the ideal generated by the elements in the basis.
We now show that Theorem 3 is tight.
Proposition 20 Let S 1 , . . . , S m ⊆ F be finite sets. If F (X) ∈ F[X] is a product of univariate linear factors then the number of zeros of F counted with multiplicity reaches the generalized Schwartz-Zippel bound (Theorem 3).
Proof: Consider the polynomial by an appropriate monomial we get a polynomial having the prescribed leading monomial (with respect to any monomial ordering). Clearly, all points in the ensemble are zeros of multiplicity at least r. 
Let s 1 , . . . , s m ∈ N. Define for k = 1, . . . , r 
Proposition 24 We have the relation
In the previous sections we considered general polynomials F with leading monomial X Example 25 This is a continuation of Example 8 where we studied the upper bound D(i 1 , i 2 , 3, 5, 5) for relevant choices of i 1 , i 2 . In Table 2 [6] show that D(i 1 , . . . , i m , r, q, . . . , q) is often close to H(i 1 , . . . , i m , r, q, . . . , q). In Table 3 where the average is taken over the set of exponents with i 1 /q + · · · + i m /q < r and D(i 1 , . . . , i m , r, q, . . . , q) = 0. Proof: The value of D is upper bounded by (C.2) in Proposition 9. The value of H is lower bounded by studying the zeros of (X 2 − α We leave the proofs of the following two results for the reader. 
Concluding remarks
It is an interesting research problem to decide if better methods than Theorem 6 can be found and if other closed formula expressions than Proposition 9 and Theorem 13 can be established. All the above mentioned theorems use the lexicographic ordering.
We pose it as a research problem to investigate if the results could be generalized to arbitrary monomial orderings.
