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présenté par Yurii Nesterov en 1983 et en 2004. Ces variantes seront présentées dans un
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des rôles des diﬀérents paramètres composant l'algorithme de base ainsi que de l'inﬂuence
des constantes L et µ, respectivement la constante de Lipschitz du gradient et la constante
de forte convexité de la fonction objectif, sur le comportement des algorithmes.
On présentera également une nouvelle variante hybride et nous démontrerons empirique-
ment qu'elle performe mieux que plusieurs variantes dans la majorité des situations. La
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que sur le nombre d'itérations. Enﬁn, une application de ces variantes sur trois instances
de problèmes en imagerie numérique ainsi qu'une analyse empirique des résultats obtenus
en confrontation avec la méthode optimale FISTA et l'algorithme classique L-BFGS-B
viennent clore ce mémoire.
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NOTATIONS
∇f Dérivée première de f sous forme de vecteur ligne
∇2 Dérivée seconde de f ou matrice hessienne
A  0 La matrice A est semi-déﬁnie positive
A  0 La matrice A est déﬁnie positive
L La constante de Lipschitz du gradient
µ La constante de forte convexité
Fk,pL (Q) La famille des fonctions convexes, au moins k fois continument diﬀé-
rentiables sur l'ensemble Q et dont la p-ième dérivée est L-Lipschitz
Sk,pµ,L(Q) La famille des fonctions fortement convexes, de paramètre µ, k fois
continument diﬀérentiables sur l'ensemble Q et dont la p-ième dé-
rivée est L-Lipschitz
A La famille des algorithmes itératifs à oracle de premier ordre qui
satisfont l'Hypothèse 2.1.1
‖v‖2A vTAv
‖A‖F Norme de Frobenius de la matrice A
k Erreur à l'itération k
fk = f(xk) Valeur de la fonction à l'itéré xk
f ∗ = f(x∗) Minimum de la fonction f
PΩ(v) Projection orthogonale de v sur l'ensemble Ω
Lin{v1, ..., vn} Sous-espace vectoriel engendré par les vecteurs v1, ..., vn
Rk,n
{
x ∈ Rn|x(i) = 0, k + 1 ≤ i ≤ n}, un sous-espace de Rn avec n ≤
∞
V(x) Le voisinage de x d'un rayon 
ei Le vecteur canonique (0, . . . , 0, 1, 0, . . . , 0)vii
ABRÉVIATIONS
2D 2 dimensions
ARC Régularisation cubique adaptative
BIC Borne inférieure de complexité
BSC Borne supérieure de complexité
FBP Rétro-projection ﬁltrée
FISTA  Fast Iterative Shrinkage-Thresholding Algorithm 
GK Gonzaga et Karas
GK_muKnown Algorithme 3.6 de GK sans approximation du µ
GK_muKnownImp Algorithme 3.6 de GK sans approximation du µ utilisant une ver-
sion locale de la recherche linéaire
GK_approxMuImp Algorithme 3.6 de GK utilisant une routine d'approximation du
µ et une version locale de la recherche linéaire
GKR Gonzaga, Karas et Rossetto
GKR_basic Algorithme 3.8 principal de GKR
GKR_improved Algorithme 3.10 amélioré de GKR
gradient Algorithme 1.1 de descente du gradient
hybride Algorithme 4.1 hybride
L-BFGS-B Algorithme BFGS (Broyden-Fletcher-Goldfarb-Shanno) à mémoire limitée
viii
pour des problèmes bornés par des contraintes simples
Nesterov83Imp Algorithme 3.3 de Nesterov présenté en 1983 utilisant une version lo-
cale de la recherche linéaire
NesterovCSS1 Algorithme 3.2 de Nesterov à pas constant
OC O'Donoghue et Candès
OC_RG Algorithme 3.12 de OC utilisant un redémarrage selon le gradient
OC_RF Algorithme 3.12 de OC utilisant un redémarrage selon la valeur de fonction
RC Régularisation cubique
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INTRODUCTION
Considèrerons d'abord le problème d'optimisation général suivant
min f(x)
sujet à x ∈ Ω
(P)
où Ω ⊂ Rn et f : Rn −→ R. Dans le cas où Ω = Rn, on obtient un problème
d'optimisation sans contraintes. Notons que la forme générale suivante inclue également
les problèmes de maximisation en utilisant la correspondance suivante : max f(x) =
−min −f(x). Ainsi, aﬁn d'alléger le texte, les termes  minimiser  et  minimum 
seront utilisés sans perte de généralité quant à l'objectif initial.
Dans le cadre de ce mémoire, nous mettrons l'accent sur des problèmes sans contraintes.
Par contre, quelques commentaires par rapport aux problèmes avec contraintes simples
seront émis à diﬀérents moments.
La fonction objectif f(x) qui nous intéresse est une fonction convexe (la déﬁnition et
les détails se trouvent à la Section 1.3), de paramètre de forte convexité µ, continument
diﬀérentiable, c'est-à-dire continue et diﬀérentiable au moins une fois, et son gradient est
une fonction lipschitzienne de constante L > 0. Cette dernière condition signiﬁe que pour
tout x1, x2 ∈ Rn,
‖∇f(x1)−∇f(x2)‖ ≤ L‖x1 − x2‖.
1
f(x) L
f L
f L
L

également que dans les cas des algorithmes simples tels que la descente du gradient ou
l'algorithme de Nesterov de base, on ne retrouve qu'un seul appel à l'oracle par itération.
Ainsi, le nombre d'itérations et le nombre d'appels à l'oracle coïncident pour ces deux
méthodes.
Le premier chapitre mettra en place l'ensemble des notions préalables à la compréhension
du mémoire. Nous y déﬁnirons les notions de contraintes simples, de fonction convexe et
fortement convexe, d'oracle de premier ordre et d'algorithme optimal en pire cas. Nous
présenterons également les conditions d'optimalité, l'algorithme de descente du gradient
sur lequel s'est basé Nesterov pour construire son algorithme ainsi que quelques résultats
de convergence d'algorithmes.
Le deuxième chapitre sera entièrement consacré à l'algorithme de Nesterov ainsi qu'à sa
technique d'analyse. On y présentera d'abord les pires fonctions du monde pour la classe
des problèmes convexes et fortement convexes. Ces fonctions serviront à déterminer la
borne inférieure de complexité de ces classes de problème. À partir des bornes inférieures
trouvées, nous construirons l'algorithme de Nesterov, pour terminer ce chapitre avec une
description détaillée des diﬀérents paramètres qui le constituent.
Dans le troisième chapitre, on présentera les variantes proposées par diﬀérents auteurs
à travers quatre articles scientiﬁques. Leur présentation se fera dans un cadre uniﬁé. En
eﬀet, une des plus grandes contributions de ce mémoire est la conception d'une coquille
d'algorithme uniforme qui s'adapte à l'ensemble des variantes présentées. Cette coquille
d'algorithme permet également de simpliﬁer l'implémentation des méthodes ainsi que de
faciliter l'essai de nouvelles variantes.
Finalement, le quatrième chapitre présente des résultats de comparaisons pratiques des
diﬀérents algorithmes introduits au chapitre 3 et ainsi qu'une nouvelle variante ayant été
développée au cours de nos recherches. Ce chapitre se termine avec une application de ces
4
algorithmes sur des problèmes inverses classiques en imagerie, c'est-à-dire de débruitage,
de déﬂoutage ainsi que de reconstruction tomographique dans le but d'oﬀrir une analyse
plus rigoureuse et d'ajouter des variantes d'algorithmes au travail de Jensen, Jørgensen,
Hansen et Jensen [JJHJ12], qui étudient également le comportement des algorithmes de
premier ordre sur des problèmes fortement convexes d'imagerie.
5
CHAPITRE 1
Mise en contexte
Ce chapitre regroupe les notions nécessaires à la suite du mémoire. Dans un premier
temps, on y retrouve une présentation des conditions d'optimalité d'un problème sans
contraintes. C'est grâce à celle-ci qu'il sera possible de déterminer si un algorithme
a convergé ou non. Ensuite, nous verrons la déﬁnition exacte du terme  contraintes
simples  après quoi nous déﬁnirons les notions d'ensembles convexes et de fonctions
convexes et fortement convexes. Par la suite, nous rappellerons l'algorithme de descente
du gradient et eﬀectuerons la diﬀérence entre les notions de vitesse de convergence asymp-
totique et globale. Finalement, nous introduirons le lecteur à la notion d'analyse en pire
cas en déﬁnissant le concept d'oracle et de borne inférieure de complexité en pire cas.
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1.1 Conditions d'optimalité
Tout problème d'optimisation ne possède pas nécessairement de solution, parfois en rai-
son d'une fonction objectif non bornée inférieurement, parfois en raison d'un ensemble
réalisable vide. On appelle ensemble réalisable l'ensemble des points qui satisfont les
contraintes. Dans le présent contexte, l'ensemble réalisable est l'ensemble Ω. Il est égale-
ment possible que le problème possède plusieurs solutions. Par contre, nous allons sup-
poser que les problèmes étudiés possèdent toujours au moins une solution.
Il y a deux types de minima : les minima locaux et les minima globaux. Par déﬁnition, un
point x ∈ Rn est un minimum global d'une fonction f de Rn si x est un point réalisable,
c'est-à-dire s'il satisfait les contraintes du problème et qu'il vériﬁe
∀ y ∈ Ω, f(x) ≤ f(y)
De plus, x est un minimum local de cette fonction s'il est un point réalisable et si
∃  > 0 tel que ∀ y ∈ V(x) ∩ Ω, f(x) ≤ f(y).
Nous verrons à la Section 1.3 que les fonctions étudiées dans ce mémoire ont des propriétés
très intéressantes quant à leurs minima.
Pour vériﬁer qu'un point est eﬀectivement un minimum local ou global selon la déﬁnition
précédente, il faudrait comparer sa valeur avec une inﬁnité d'autres points, ce qui est
naturellement impossible.
C'est dans cette optique qu'entrent en jeu les conditions d'optimalité. Grâce aux proprié-
tés analytiques des points optimaux, il est possible de limiter la vériﬁcation à un travail
moins laborieux.
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Il existe deux types de conditions d'optimalité : les conditions nécessaires et les conditions
suﬃsantes.
Théorème 1.1.1. Conditions nécessaires Soit x∗ un minimum local d'une fonction f , si
f est deux fois diﬀérentiable en x∗, alors ∇f(x∗) = 0 et ∇2f(x∗)  0.
Les propriétés ∇f(x∗) = 0 et ∇2f(x∗)  0 sont respectivement les conditions nécessaires
de premier et second ordre. On appelle point stationnaire tout point qui satisfait la
condition de premier ordre. Or, les points stationnaires peuvent prendre la forme d'un
minimum, d'un maximum ou d'un point d'inﬂexion.
Théorème 1.1.2. Conditions suﬃsantes Soit x∗ tel que ∇f(x∗) = 0 et ∇2f(x∗)  0,
alors x∗ est un minimum local de la fonction f .
Les propriétés ∇f(x∗) = 0 et ∇2f(x∗)  0 sont respectivement les conditions suﬃsantes
de premier et second ordre.
1.2 Contraintes simples
Comme explicité précédemment, dans ce mémoire, l'analyse sera majoritairement réservée
aux problèmes sans contraintes. Par contre, étant donné le travail de Nesterov sur les
problèmes avec contraintes [Nes83, Nes04, Nes07], il va de soi qu'on y retrouve ici et là
des remarques à propos des problèmes avec contraintes. En eﬀet, des références sur le
sujet, quelques résultats ainsi que des esquisses d'analyse de problèmes avec contraintes
simples seront présentés à certains endroits au cours du mémoire. Par contre, l'analyse
approfondie est laissée au soin du lecteur.
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E ⊂ Rn ∀ x, y ∈ E ∀ λ ∈ [0, 1]
λx+ (1− λ)y ∈ E
x ∈ E
y ∈ E x y
E ⊂ Rn
{xk} ⊂ E E
Notons qu'étant donné que l'ensemble réalisable est fermé et convexe, la projection d'un
itéré sur cet ensemble se fera à moindre cout.
Les contraintes simples peuvent prendre plusieurs formes. Par exemple, les contraintes de
bornes sur les variables sont des contraintes simples. De même, les bornes sur la p-norme
d'un sous ensemble de variables en sont également.
1.3 Convexité
Comme mentionné précédemment, les fonctions à minimiser dans l'ensemble de ce mé-
moire auront la propriété d'être convexes et parfois même fortement convexes.
Déﬁnition 1.3.1 (Convexité). On qualiﬁe de convexe une fonction f qui satisfait cette
propriété : ∀ x, y ∈ Rn,
f(y) ≥ f(x) + 〈∇f(x), y − x〉.
Graphiquement, une fonction est convexe si son épigraphe, c'est-à-dire l'ensemble des
points {(x, y) ∈ dom(f) × codom(f) | y ≥ f(x)}, est un ensemble convexe (voir Fi-
gure 1.2). Notons qu'une fonction f est concave si −f est convexe.
Les fonctions convexes sont intéressantes surtout pour la propriété suivante :
Propriété 1.3.1. Si f est convexe et que ∇f(x∗) = 0, alors f(x∗) est un minimum global
de f .
En d'autres termes, ∇f(x∗) = 0 est une condition suﬃsante d'optimalité alors que,
pour les fonctions non linéaires quelconques, ce n'est qu'une condition nécessaire, comme
mentionné à la Section 1.1. Cela simpliﬁe donc grandement l'analyse de minima.
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Fk,pL (Q) k
Q p L
x, y ∈ Rn f ∈ F1,1L (Rn)
0 ≤ f(y)− f(x)− 〈∇f(x), y − x〉 ≤ L
2
‖x− y‖2.
f(y) = f(x) + (f(y)− f(x))
= f(x) +
∫ 1
0
〈∇f(x+ θ(y − x)), y − x〉 θ
= f(x) +
∫ 1
0
〈∇f(x+ θ(y − x)) +∇f(x)−∇f(x), y − x〉dθ
= f(x) + 〈∇f(x), y − x〉+
∫ 1
0
〈∇f(x+ θ(y − x))−∇f(x), y − x〉dθ.
Ainsi, par Cauchy-Schwarz et comme f ∈ F1,1L (Rn) on a que
f(y)− f(x)− 〈∇f(x), y − x〉 =
∫ 1
0
〈∇f(x+ θ(y − x))−∇f(x), y − x〉dθ
≤
∫ 1
0
‖∇f(x+ θ(y − x))−∇f(x)‖‖y − x‖dθ
≤
∫ 1
0
L‖x+ θ(y − x)− x‖‖y − x‖dθ
=
∫ 1
0
θL‖y − x‖2dθ
=
L
2
‖y − x‖2.
Déﬁnition 1.3.2. On qualiﬁe de strictement convexe une fonction qui satisfait cette
propriété : ∀ x, y ∈ Rn,
f(y) > f(x) + 〈∇f(x), y − x〉.
On remarque que la restriction appliquée aux fonctions strictement convexes empêche la
linéarité de la fonction en tout point de son domaine.
Déﬁnition 1.3.3 (Forte convexité). On qualiﬁe de fortement convexe une fonction f
qui satisfait cette propriété : ∃ µ > 0 tel que ∀ x, y ∈ Rn,
f(y) ≥ f(x) + 〈∇f(x), y − x〉+ 1
2
µ‖y − x‖2.
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Graphiquement, la forte convexité permet de s'assurer que la fonction est convexe et
bornée par une fonction quadratique de courbure minimale µ (voir la Figure 1.3). La
fonction doit donc être au moins aussi courbée qu'une fonction quadratique.
Figure 1.3  La fonction f est fortement convexe de paramètre µ puisqu'il est possible de
borner inférieurement f par une fonction quadratique dont la courbure maximale est µ.
Notons par Sk,pµ,L(Q) la famille des fonctions fortement convexes, de paramètre µ, k fois
continument diﬀérentiables sur Q et donc la p-ième dérivée est L-Lipschitz. Remarquons
que lorsque le paramètre µ est nul, la fonction n'est que convexe. On obtient alors
Sk,p0,L(Q) = Fk,pL (Q). L'utilisation des deux notations diﬀérentes se justiﬁe par les pro-
priétés de convergence, entre autres, très diﬀérentes qui découlent de la forte convexité.
Il est donc analytiquement important de bien distinguer ces deux familles.
1.4 Algorithme
La plupart des algorithmes d'optimisation sont itératifs. Cela signiﬁe qu'à partir d'un
certain candidat initial l'algorithme décide si le point est optimal ou s'il ne l'est pas.
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S'il ne l'est pas, la méthode cherchera un autre candidat, potentiellement meilleur que le
précédent, et refera les tests d'optimalité.
La convergence d'un algorithme est la capacité de celui-ci à trouver la solution. La Sec-
tion 1.4.2 traitera en détail des propriétés reliées à la convergence des algorithmes.
1.4.1 Algorithme de descente du gradient
L'algorithme de descente du gradient est possiblement l'algorithme d'optimisation le plus
simple d'utilisation permettant de minimiser une fonction diﬀérentiable.
En plus d'être un algorithme itératif, cette méthode appartient à la grande famille des
méthodes de descente qui assure que f(xi+1) < f(xi), c'est-à-dire que la valeur de la
fonction décroit à chaque itération. Nesterov nomme cette propriété la relaxation. Une
suite d'itérés qui satisfait ceci est donc une suite relaxée.
L'idée de l'algorithme est d'obtenir itérativement un point satisfaisant aux conditions
nécessaires d'optimalité en se dirigeant chaque fois dans la direction de la pente la plus
forte à ce point. À partir d'un point x courant, le prochain itéré est choisi de la manière
suivante : x+ = x + αd, avec d telle que ‖d‖ = 1 une direction normalisée et α un pas
à faire dans cette direction. On cherche donc la direction d qui minimise la valeur de la
pente de la fonction f(x+αd) au point courant. Or, l'inégalité de Cauchy-Schwartz nous
assure que
−∇f(x)d ≤ |∇f(x)d| ≤ ‖∇f(x)‖‖d‖ = ‖∇f(x)‖
et donc que ∇f(x)d ≥ −‖∇f(x)‖. Ainsi, avec une descente optimale dans la direction
d = −∇f(x)
T
‖∇f(x)‖ , l'algorithme de descente du gradient se résume à l'Algorithme 1.1.
Le pas α peut être déterminé de diﬀérentes façons.
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Une des manières intéressantes de le trouver est de minimiser la fonction sur la droite de
direction d. On appelle cette méthode la recherche linéaire. Diﬀérentes méthodes peuvent
alors être utilisées aﬁn de résoudre ce nouveau problème à une seule dimension.
Dans le cas d'une fonction quadratique, ce pas peut être calculé directement. En eﬀet, si
f(x) = 1
2
xTAx+ bx+ c, alors le pas optimal α est ‖x
TA+b‖2
‖xTA+b‖2A
.
De plus, si la fonction est convexe de gradient Lipschitz, le pas optimal est 1
L
, lorsque L
est connu [Nes04]. C'est d'ailleurs le pas que Nesterov utilisera dans sa méthode décrite
au Chapitre 2. Si la fonction est fortement convexe de gradient Lipschitz, le pas optimal
est alors 2
µ+L
[Nes04], lorsque ces deux paramètres sont connus.
Descente du gradient
0. Données:
x0 ∈ Rn
k = 0
1. RÉPÉTER
i. Calculer
dk =
−∇f(xk)T
‖∇f(xk)‖
αk = argminf(x+ αkdk)
xk+1 = xk + αkdk
ii. k = k + 1
Algorithme 1.1  Descente du gradient
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Bien qu'il soit simple et intuitif, l'algorithme du gradient a tendance à être lent. En eﬀet,
comme il est possible de remarquer sur la Figure 1.4, l'algorithme génère une trajectoire
en  zigzag  qui ralentit considérablement sa convergence.
Étant donné qu'un des objectifs de ce mémoire est de comparer la vitesse des algorithmes,
on verra à la Section 1.5 son taux de convergence.
Figure 1.4  Convergence lente de la descente du gradient
1.4.2 Vitesse de convergence
La convergence d'un algorithme s'étudie de deux manières diﬀérentes. Il est possible
d'analyser sa convergence de manière globale ou asymptotique.
L'analyse globale consiste à étudier le comportement de l'algorithme étant donné un
point de départ quelconque. Si {xk} correspond à la suite des itérés d'un algorithme
et x∗ à la solution, on cherche à vériﬁer que lim
k→∞
xk = x
∗, ∀ x0 ∈ R. Ce qui la rend
intéressante c'est qu'elle permet de vériﬁer s'il existe une dépendance entre le point de
départ de l'algorithme et la vitesse à laquelle ce dernier trouve le minimum. Elle nous
permet également de prédire la convergence d'un algorithme dans son ensemble.
Pour sa part, l'analyse asymptotique, aussi appelée analyse locale, consiste à étudier
plutôt le comportement de l'algorithme près du minimum. On ignore ainsi les itérations
qui n'ont pas atteint un certain voisinage du minimum. L'analyse locale est probablement
16
la plus répandue puisqu'elle permet de faire abstraction de l'étape d'initialisation. Par
contre, l'analyse locale ne nous permet pas de prédire le comportement d'un algorithme
dans son ensemble.
En eﬀet, il existe des algorithmes qui ne convergent pas globalement, mais qui ont une
vitesse de convergence locale très intéressante. C'est le cas de la méthode de New-
ton [Ber99, Dus12, Min83, NW06] qui, assez près d'un minimum local, possède une
convergence quadratique. Par contre, un mauvais choix de point initial pourrait entrainer
une divergence de la méthode de Newton.
À l'inverse, certains algorithmes ont une vitesse de convergence locale peu intéressante,
mais sont assurés de converger globalement. Nous verrons que c'est le cas de l'algorithme
de Nesterov sur la pire fonction du monde.
Peu importe le type d'analyse utilisé, la vitesse de convergence correspond au nombre
d'itérations nécessaires à l'obtention d'un candidat assez proche de l'optimum. Supposons
que l'algorithme étudié génère une suite d'itérés {xk} ⊆ Rn convergant vers x∗. Pour
qualiﬁer l'expression  assez proche , notons l'erreur à l'itération k par k. L'erreur
peut être déﬁnie de diﬀérentes manières. Les plus utilisés sont sans doute la distance
euclidienne à l'optimum
k = ‖xk − x∗‖,
la diﬀérence de valeur de fonction
k = |fk − f ∗|, où fk = f(xk) et f ∗ = f(x∗)
et la norme du gradient
k = ‖∇f(xk)‖.
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Il est possible de décrire la vitesse et l'ordre de convergence asymptotique des algorithmes
à l'aide de la déﬁnition suivante.
Déﬁnition 1.4.1. Soit {xk} ⊆ Rn une suite d'itérés convergant vers x∗. La vitesse de
convergence asymptotique d'un algorithme s'exprime à l'aide de l'expression suivante :
lim sup
k→∞
|k+1|
|k|q = α <∞.
On appelle ordre de convergence la plus grande valeur que peut prendre q pour l'in-
égalité précédente demeure respectée.
Lorsque l'ordre de convergence est 1, l'algorithme converge si et seulement si 0 ≤ α ≤ 1.
Si 0 < α < 1, on dit que la convergence est linéaire de taux de convergence α. Si
α = 1, la convergence est dite souslinéaire. Finalement, si α = 0, la convergence est dite
superlinéaire. Dans ce cas, si q = 2, la convergence est quadratique ou alors superlinéaire
d'ordre 2.
Dans ce mémoire, l'étude des algorithmes se fera de manière globale. On cherchera des
algorithmes qui ont certains avantages globaux par rapport aux autres. Pour qualiﬁer la
vitesse de convergence globale des algorithmes, on aura besoin de l'analyse en pire cas,
sujet de la prochaine section.
1.5 Analyse en pire cas
L'analyse en pire cas est un type d'analyse globale qui tente de chercher le nombre mini-
mal d'eﬀort devant être déployé par une certaine catégorie d'algorithmes pour résoudre
l'ensemble des problèmes d'une même classe. La principale utilité de l'analyse en pire cas
est de trouver les algorithmes optimaux.
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Pour ce faire, on doit d'abord déterminer la borne inférieure de complexité (BIC), la
moins pessimiste possible, de la classe de problème qui nous intéresse. Ensuite, on tente
de trouver la borne supérieure de complexité (BSC) d'un algorithme à l'étude. Si les deux
bornes sont du même ordre, on dira alors que l'algorithme est optimal en pire cas pour
ce type de problème.
Dans ce cas-ci, les classes de problèmes qui nous intéressent sont Fk,pL (Q) et Sk,pµ,L(Q). Il
sera explicité dans la sous-section suivante que la catégorie des algorithmes qui seront
utilisés est la classe des algorithmes de premier ordre.
Il existe d'autres types d'analyse tels que l'analyse en moyenne ou bien l'analyse amortie
qui cherchent plutôt à connaitre l'eﬀort moyen [CLR96]. Cependant, étant donné qu'un
des buts de ce mémoire est de présenter des algorithmes qui atteignent la BIC en pire
cas, il va de soi que l'analyse en pire cas soit celle utilisée.
1.5.1 Oracles
L'analyse globale des algorithmes d'optimisation se base sur les conditions de convergence
ainsi que sur la vitesse de convergence des algorithmes en fonction d'un itéré de départ.
Durant cette analyse, on voudrait faire abstraction du cout d'une itération. Chaque fonc-
tion possède une diﬃculté intrinsèque à fournir sa valeur ou bien sa dérivée en un point.
Le temps de calcul et la mémoire nécessaire à l'obtention de cette information sont im-
portants en soi, mais ne devraient pas inﬂuencer l'analyse des algorithmes.
Une manière d'éviter le biais encouru par l'accès à ces informations est d'utiliser des
oracles. Ceux-ci nous donneront ces informations, sans calcul et sans utiliser de mémoire.
Comme une boite noire, l'oracle prend en entrée un certain nombre d'informations et
retourne l'information souhaitée. Il suﬃt de déterminer la puissance de l'oracle, appelé
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l'ordre, et de l'utiliser sur des fonctions qui possèdent les mêmes caractéristiques à travers
des algorithmes qui requièrent la même puissance.
Un oracle d'ordre 0 est capable de fournir sans eﬀort la valeur de n'importe quelle fonction
en n'importe quel point du domaine de celle-ci. Pour sa part, un oracle d'ordre 1 peut
fournir la même information qu'un oracle d'ordre 0, en plus de donner la valeur de la
dérivée de cette fonction en n'importe quel point de son domaine de diﬀérentiabilité. En
suivant cette logique, un oracle d'ordre p connait la p-ième dérivée de toutes les fonctions
p fois diﬀérentiables en tout point où cette dérivée existe en plus de l'information connue
par l'oracle d'ordre p− 1 [NY83, Nes04].
Il y a deux types d'oracles : déterministes et stochastiques. On appelle oracle déterministe
ou exact, un oracle qui, à chaque itération, donne l'information exacte, sans commettre
d'erreur.
Cependant, en réalité, la transmission d'informations à travers l'oracle a de fortes chances
d'être bruitée. Il est donc plus probable que l'oracle procure simplement une approxima-
tion de l'information attendue.
Le deuxième type d'oracle tient compte de cette réalité. L'oracle stochastique ou inexact
peut commettre des erreurs. On peut donc considérer qu'un certain bruit a perturbé
soit l'information reçue par l'oracle, soit l'information fournie par celui-ci. Certains au-
teurs oﬀrent leurs propres déﬁnition et analyse d'un oracle inexact dans le contexte de
l'algorithme de Nesterov [d'A08, DGN14, DGN13].
Les oracles utilisés dans ce mémoire seront des oracles exacts d'ordre 1. Ainsi, les fonctions
devront être au moins une fois diﬀérentiables et les algorithmes devront n'utiliser que
l'information de premier ordre.
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1.5.2 Bornes inférieures
La recherche de la borne inférieure se déroule en quelques étapes. Il faut d'abord établir le
pire problème de la classe, celui pour lequel il faut fournir, pour la plupart des algorithmes,
le plus d'eﬀort (voir Figure 1.5).
Une fois ce pire problème déterminé, il suﬃt d'analyser le temps minimal nécessaire à sa
résolution par les algorithmes de la classe choisie, dans ce cas-ci, la classe des algorithmes
de premier ordre. On cherche donc un minorant à l'eﬀort nécessaire à la résolution du
pire problème. Ce minorant sera notre borne inférieure de complexité pour cette classe
de problème.
Quelques auteurs proposent une pire fonction aux classes de fonctions convexes et for-
tement convexes (Fk,pL (Q) et Sk,pµ,L(Q)) [Nem05, NY83, Nes04]. Nemirovski propose une
famille de pires problèmes alors que Nesterov met le doigt sur un seul problème en par-
ticulier. Les pires fonctions de Nesterov sont explicitées en détail à la Section 2.1. C'est
à partir de celles-ci qu'on peut établir les bornes inférieures de complexité. On y verra
d'ailleurs que la résolution des problèmes convexes à l'aide d'algorithmes de premier
ordre ne peut pas se faire en un nombre d'itérations inférieur à O( 1√

), avec  la précision
désirée.
Il est important de comprendre que tant qu'un algorithme atteignant cette borne de
complexité n'aura pas été trouvé, il est possible de croire qu'elle est trop optimiste. Pour
trouver le  meilleur  algorithme, il faut démontrer qu'il résout tous les problèmes de la
classe en un nombre d'itérations qui est au plus du même ordre que cette borne inférieure.
Pour le moment, l'algorithme qui semble faire le meilleur travail est sans aucun doute
l'algorithme de descente du gradient. Le théorème suivant nous donne sa complexité.
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αk =
1
L
f ∈ F1,1L (Rn)
{xk}
f(xk)− f ∗ ≤ 2L‖x0 − x
∗‖
k + 4
O(1

)
 f(xk) − f ∗ ≤  2L‖x0−x∗‖k+4 ≤ 
k k ≥ 2L‖x0−x∗‖

− 4 ∼ O(1

)
On ne peut pas conclure que l'algorithme du gradient est optimal, mais on peut se douter
qu'il est sous-optimal. En eﬀet, il sera démontré à la Section 2.2 que la borne trouvée
précédemment est bel et bien la borne réelle de complexité pour les problèmes convexes.
La démonstration du Théorème 1.5.1, c'est-à-dire de la sous-optimalité de l'algorithme
du gradient, se trouve en Annexe A.
À des ﬁns de comparaison, il est possible d'établir la complexité des principaux algo-
rithmes à ce jour. On retrouve cette comparaison dans le Tableau 1.1.
Algorithmes Problème Complexité Vitesse
Algorithme de Nesterov [Nes04] Convexe 1√

1
k2
RC de la méthode de Newton [NP06] Convexe 1√

1
k2
Descente de gradient [Nes04] Convexe 1

1
k
ARC [CGT11a, CGT11b] Non-convexe 1
3/2
1
k2/3
Méthode de newton [NW06] Non-convexe 1
2
1√
k
Descente de gradient [Nes04] Non-convexe 1
2
1√
k
Tableau 1.1  Ce tableau montre les ordres de convergence en pire cas des principaux
algorithmes. RC signiﬁe régularisation cubique et ARC signiﬁe régularisation cubique
adaptative.
On remarque que les deux premiers algorithmes du tableau atteignent la borne inférieure
pour les fonctions convexes. En eﬀet, comme il a déjà été mentionné, l'algorithme de
Nesterov est optimal en pire cas pour cette classe de problème. Le Chapitre 2 est d'ailleurs
consacré à l'étude de cet algorithme.
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CHAPITRE 2
Algorithme de Nesterov
Ce chapitre introduit d'abord les bornes inférieures de complexité des algorithmes ité-
ratifs à oracle de premier ordre qui tentent de résoudre les problèmes lisses convexes et
fortement convexes. Une présentation de la construction de l'algorithme dit optimal en
pire cas présenté par Nesterov en 2004 suivra. Ce chapitre se veut donc un résumé du
travail de l'auteur agrémenté d'une analyse personnelle théorique ainsi que d'observations
pratiques.
2.1 Pires fonctions de Nesterov
Comme mentionné précédemment, la construction d'un algorithme optimal commence
par la recherche de la borne inférieure de complexité. Cette borne est tirée de la pire
fonction du monde, la plus diﬃcile à résoudre pour l'ensemble des algorithmes d'une
24
même classe. Cette section établit donc les fondements qui justiﬁeront l'utilisation de
l'algorithme optimal tout au long de ce mémoire.
Dans son livre, Nesterov propose une analyse pour les deux classes de problèmes déjà
mentionnées au chapitre précédent. Rappelons que la première est la classe des fonctions
convexes, inﬁniment continument diﬀérentiables sur Rn, dont la première dérivée est
une fonction lipschitzienne sur Rn de constante L et qui fut noté F∞,1L (Rn). La seconde
est la classe des fonctions fortement convexes de paramètre µ, inﬁniment continument
diﬀérentiables sur Rn, dont la première dérivée est une fonction lipschitzienne sur Rn de
constante L et qui fut noté S∞,1µ,L (Rn).
Son analyse, présentée en détail dans les sections 2.1.2 et 2.1.4 de [Nes04], est basée
sur une hypothèse qui pourrait être contournée au prix d'eﬀorts supplémentaires et d'un
raisonnement plus pointu. Son but est uniquement d'alléger l'analyse.
Hypothèse 2.1.1. Les algorithmes itératifs génèrent des points xk tels que
xk ∈ x0 + Lin{∇f(x0), . . . ,∇f(xk−1)}, k ≥ 1.
Cette hypothèse signiﬁe que les itérés se trouvent dans le sous-espace linéaire engendré par
les gradients de la fonction objectif, évalués aux itérés précédents, à partir du point initial
x0. Cette hypothèse est raisonnable puisque les itérés produits par les algorithmes suivent,
à chaque itération, la direction du gradient de la fonction évalué à l'itéré précédent. Elle
devrait donc être satisfaite naturellement pour chacun des algorithmes présentés dans le
cadre de ce mémoire.
Notons A la famille des algorithmes itératifs à oracle de premier ordre qui satisfont cette
hypothèse.
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2.1.1 Borne inférieure pour F∞,1L (Rn)
La construction de la pire fonction de F∞,1L (Rn) demande d'abord de se ﬁxer une
constante L > 0. Cette constante s'avèrera être la constante de Lipschitz du gradient.
Prenons la famille des fonctions quadratiques suivantes :
fk(x) =
L
4
(
1
2
xTAkx− e1x
)
k = 1, ..., n
avec
Ak =

2 −1 0
−1 2 −1
... 0
0 −1 2
... ...
... ... ... ... ... 0k,n−k
... ... 2 −1 0
0 ... −1 2 −1
0 −1 2
...
0n−k,k 0n−k,n−k

et e1 le vecteur canonique.
C'est à l'aide de cette famille de fonctions qu'il est possible d'établir une borne inférieure
de complexité pour les problèmes de la classe F∞,1L (Rn), comme le démontre le théorème
qui suit.
Théorème 2.1.1 (Théorème 2.1.7 dans [Nes04]). Pour tout k, 1 ≤ k ≤ 1
2
(n−1), et pour
tout x0 ∈ Rn il existe une fonction f ∈ F∞,1L (Rn) telle que pour tout algorithme a ∈ A,
on a :
f(xk)− f ∗ ≥ 3L‖x0 − x
∗‖2
32(k + 1)2
‖xk − x∗‖2 ≥ 1
32
‖x0 − x∗‖2
avec x∗ le minimum de f(x) et f ∗ = f(x∗).
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Ce théorème se démontre en utilisant pour chaque k la fonction f2k+1 telle que déﬁnie
précédemment et en supposant, sans perte de généralité, que le point initial x0 des algo-
rithmes est zéro. La démonstration complète se retrouve à la page 61 de [Nes04] et est
reproduite avec plus de précision en Annexe B.
Une des particularités de ces bornes est qu'elles sont uniformes sur la dimension du pro-
blème, c'est-à-dire qu'elles dépendent directement de la dimension du problème. En eﬀet,
on remarque qu'elles sont assurées d'être satisfaites seulement en un nombre d'itérations
plus petit que la moitié de la dimension du problème. Ce théorème gagne donc de l'intérêt
spéciﬁquement dans les cas où la dimension est arbitrairement grande.
La famille des pires fonctions proposées par Nemirovski [NY83, Nem05] a également be-
soin d'être de grande dimension pour que la borne soit intéressante. Il ne semble pas avoir
à ce jour de pire problème convexe pour des algorithmes de la famille A qui permettrait
de viser un nombre d'itérations plus petit que la moitié de la dimension du problème ou
bien qui ne dépendrait tout simplement pas de la dimension du problème.
2.1.2 Borne inférieure pour S∞,1µ,L (Rn)
La borne inférieure pour les fonctions fortement convexes se trouve sensiblement de la
même manière que celle pour les fonctions convexes. Par contre, cette fois-ci Nesterov
troque la généralité pour une simplicité d'analyse. En eﬀet, il suppose le domaine de
dimension inﬁnie en justiﬁant qu'il est également possible d'appliquer le même raisonne-
ment à un n <∞ au prix d'une analyse plus complexe.
Malgré des eﬀorts considérables, nous ne sommes pas parvenus à démontrer cette hypo-
thèse. De plus, il ne semble pas exister dans la littérature de pire cas ﬁni pour la classe
de problème qui nous intéresse.
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Or, on retrouve dans la littérature des auteurs qui proposent des pires fonctions au
domaine ﬁni pour des classes de problèmes un peu diﬀérentes. En eﬀet, Agarwal et
al [ABRW09] proposent pour leur part une pire fonction au domaine ﬁni pour une classe
de problème plus restreinte, mais semblable. La classe qui les intéresse est la classe de pro-
blèmes fortement convexes avec contraintes, dont l'ensemble réalisable est un ensemble
convexe et borné par un diamètre de 1. On suppose également que l'oracle utilisé pour
résoudre ces problèmes est stochastique et produit de l'information de premier ordre mo-
diﬁé par un bruit de moyenne nulle et de variance bornée. Finalement, on suppose que
les fonctions sont 1-Lipschitz. L'énoncé de leur pire fonction ainsi que leur analyse sont
laissés au soin du lecteur.
L'analyse suivante sera donc ﬁdèle au livre de Nesterov pour les mêmes raisons de sim-
plicité.
Ainsi, on cherche une pire fonction du monde pour la classe de fonction S∞,1µ,L (R∞). Fixons
un L > 0 et un 0 < µ ≤ L. Ces constantes seront la constante de Lipschitz du gradient
et la constante de forte convexité, respectivement. La pire fonction décrite par Nesterov
en dimension inﬁnie est la suivante :
fµ,L(x) =
1
2
xT
(
L− µ
4
A+ µI
)
x− L− µ
4
e1x
avec e1 le vecteur canonique et
A =

2 −1
−1 2
...
... ... ... 0
... 2 −1
−1 2
...
0 ... ...

.
Cette fonction nous permettra de démontrer le théorème qui suit.
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Théorème 2.1.2 (Théorème 2.1.13 dans [Nes04]). Pour tout x0 ∈ R∞ et pour toute
constante µ > 0, L > µ, il existe une fonction f ∈ S∞,1µ,L (R∞) telle que pour tout algo-
rithme a ∈ A, on a :
f(xk)− f ∗ ≥ µ
2

√
L
µ
− 1√
L
µ
+ 1
2k ‖x0 − x∗‖2
‖xk − x∗‖ ≥

√
L
µ
− 1√
L
µ
+ 1
2k ‖x0 − x∗‖2
avec x∗ le minimum de la fonction f et f ∗ = f(x∗).
Tout comme le théorème précédent, ce théorème se démontre en utilisant la fonction fµ,L
telle que déﬁnie précédemment et en supposant, sans perte de généralité, que le point
initial x0 des algorithmes est zéro. La démonstration complète se retrouve à la page 68
de [Nes04] et est reproduite en Annexe B.
Une fois de plus, on remarque que Nesterov utilise une pire fonction dont la dimension du
domaine doit être arbitrairement grande. En eﬀet, dans ce cas-ci la dimension est inﬁnie.
2.2 Algorithme optimal
Maintenant que les bornes inférieures sont connues, il ne reste plus qu'à trouver un
algorithme optimal. Comme mentionné précédemment, pour vériﬁer qu'un algorithme
est optimal en terme de pire cas global, on calcule sa borne supérieure de complexité.
On cherche à connaitre la quantité maximale d'eﬀorts nécessaires à l'algorithme pour
résoudre l'ensemble des problèmes d'une même classe. Si cette borne supérieure est du
même ordre que la borne inférieure de complexité de la classe, alors l'algorithme est dit
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Figure 2.2  L'illustration suivante présente la décroissance de la fonction objectif vers
sa valeur optimale selon le nombre d'itérations. La fonction utilisée est une fonction
quadratique et fortement convexe, de la forme 1
2
xTAx avec A une matrice diagonale
aléatoire semi-déﬁnie positive.
Étonnamment, on remarque que les candidats générés par l'algorithme ne respectent pas
la propriété de décroissance stricte, f(xi+1) 6< f(xi). En eﬀet, c'est l'une des particularités
de l'algorithme puisqu'il tient compte du caractère convexe des fonctions qu'il minimise.
Il est naturel de se demander, dès qu'on regarde ce comportement, si cette  perte de
temps  pourrait être évitée. Les auteurs O'Donoghue et Candès [OC12] se sont également
posé la question. Leur analyse sera présentée au chapitre suivant.
2.3 Description de l'algorithme
Comme mentionné précédemment, l'algorithme de Nesterov fut conçu à des ﬁns théo-
riques, ce qui rend son interprétation géométrique diﬃcile. La plus importante interpré-
31
tation géométrique provient de Gonzaga et Karas [GK13]. L'algorithme est également
décrit en détail à la Section 2.2.1 de [Nes04]. Cette section du mémoire traitera donc des
grandes lignes de la construction de l'algorithme et tentera d'expliquer le mieux possible
le rôle des diﬀérents paramètres.
2.3.1 Construction de l'algorithme
La construction de l'algorithme repose sur une paire de suites que Nesterov appelle suite
d'approximation, traduction libre de  estimate sequence .
Déﬁnition 2.3.1 (Suite d'approximation). Une paire de suites {φk(x)}∞k=0 et {λk}∞k=0,
λk ≥ 0 est appelé une suite d'approximation de la fonction f(x) si
λk → 0 (2.1)
et ∀ x ∈ Rn et ∀ k ≥ 0, on a
φk(x) ≤ (1− λk)f(x) + λkφ0(x). (2.2)
Cette suite est en réalité une suite de scalaires λk ainsi qu'une suite de fonctions φk(x).
On voudrait que la suite de fonctions s'approche de la fonction f(x) que l'on tente de
minimiser. L'idée est de faire en sorte que, successivement, les fonctions φk(x) viennent
s'appuyer de plus en plus sur la fonction f(x) dans un voisinage de x∗. Pour ce faire,
la prochaine fonction φk+1(x) traverse l'ensemble {(x, y) ∈ Rn+1|y ≤ φk(x), y ≥ f(x)},
c'est-à-dire l'ensemble coincé entre φk(x) et f(x), en plus d'avoir son minimum plus
grand que la valeur de la fonction au point courant, voir Figure 2.3. Cela permettra aux
fonctions φk de converger vers la fonction f en un voisinage de x∗.
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φφk(x) φ0(x) f(x)
φ∗k ≥ f(xk).
λk
f(xk)− f ∗ → 0
φk(x)
f(xk) ≤ φ∗k = minφk(x) ≤ φk(x∗) ≤ (1− λk)f(x∗) + λkφ0(x∗) = f ∗ + λk(φ0(x∗)− f ∗)
f(xk) − f ∗ → 0 λk → 0
φk(x)
φk+1
φk f(x) f(xk+1)
φk(x)
f(x) x∗
Ainsi, pour obtenir des résultats d'analyse concluants, il faut bien choisir les composantes
de la suite d'approximation utilisée. Le choix de Nesterov s'arrête sur les fonctions φk(x)
et scalaires λk suivants :
λ0 = 1;
λk+1 = (1− αk)λk;
φ0 une fonction arbitraire de Rn → R;
φk+1(x) = (1− αk)φk(x) + αk
(
f(yk) + 〈∇f(yk), x− yk〉+ µ2‖x− yk‖2
)
,
avec {αk}∞k=0 telle que αk ∈ (0, 1) et
∞∑
k=0
αk =∞, {yk}∞k=0 une suite arbitraire d'éléments
de Rn et µ la constante de forte convexité (potentiellement nulle).
Il est possible de vériﬁer que la suite telle que décrite est une suite d'approximation. En
eﬀet, la condition (2.1) est trivialement satisfaite et par récurrence on obtient facilement
la condition (2.2) en utilisant le fait que f(x) est fortement convexe de paramètre µ.
Remarquons que les fonctions φk(x) choisies par Nesterov sont des fonctions quadratiques
convexes. Réécrivons-les donc sous une forme canonique simple. Soit γ0 > 0, φ∗0 ∈ R,
v0 ∈ Rn et
φ0(x) = φ
∗
0 +
γ0
2
‖x− v0‖2.
Les fonctions φk(x) telles que décrites précédemment s'écrivent de la manière suivante :
φk(x) = φ
∗
k +
γk
2
‖x− vk‖2
avec
γk+1 = (1− αk)γk + αkµ
vk+1 =
1
γk+1
((1− αk)γkvk + αkµyk − αk∇f(yk))
φ∗k+1 = (1− αk)φ∗k + αkf(yk)−
α2k
2γk+1
‖∇f(yk)‖2+
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+
αk(1− αk)γk
γk+1
(µ
2
‖yk − vk‖2 + 〈∇f(yk), vk − yk〉
)
.
L'objectif de départ était de s'assurer que fk → f ∗. Pour ce faire, il ne reste plus qu'à s'as-
surer que la propriété (2.3) soit respectée. Le théorème suivant nous permettra d'obtenir
un algorithme simple et clair qui assurera la convergence de fk vers f ∗.
Théorème 2.3.1. En choisissant φ∗0 = f(x0), xk+1 satisfaisant f(xk+1) ≤ f(yk) −
1
2L
‖∇f(yk)‖2, yk = αkγkvk+γk+1xkγk+αkµ et αk satisfaisant Lα2k = γk+1 la propriété (2.3) est
vériﬁée pour tout k ≥ 0.
La démonstration de ce théorème se fera par récurrence sur k.
Démonstration. En premier lieu, il est nécessaire d'avoir φ∗0 ≥ f(x0). La manière la plus
simple est de ﬁxer φ∗0 = f(x0). Ainsi, pour un certain k ≥ 0, on a φ∗k ≥ f(xk).
Pour vériﬁer ce qu'il en est pour φ∗k+1, il est nécessaire d'établir quelques propriétés.
D'abord, il est possible de faire en sorte que
f(yk)− 1
2L
‖∇f(yk)‖2 ≥ f(xk+1). (2.4)
En eﬀet, une des façons de faire est de déﬁnir la suite {xk} de la manière suivante
xk+1 = yk − hk∇f(yk)
et d'utiliser le Lemme 1.3.1 ainsi que la substitution
hk =
1
L
aﬁn d'obtenir ce résultat.
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Déﬁnissons maintenant
Lα2k = γk+1. (2.5)
Comme γk+1 est fonction de αk, l'obtention de αk sous une forme explicite s'eﬀectue en
calculant la racine positive du polynôme Lα2k = (1 − αk)γk + αkµ. Explicitement, on
obtient
αk =
µ− γk +
√
(γk − µ)2 + 4Lγk
2L
. (2.6)
De (2.5), on peut également obtenir
α2k
2γk+1
=
1
2L
. (2.7)
De plus, remarquons que
αk(1− αk)γk
γk+1
(µ
2
‖yk − vk‖2
)
≥ 0. (2.8)
Ainsi, en utilisant la déﬁnition de φ∗k+1, l'hypothèse de récurrence, le fait que f est une
fonction convexe ainsi que les résultats (2.4), (2.6), (2.7) et (2.8), on obtient
φ∗k+1 ≥ f(xk+1) + (1− αk)〈∇f(yk), xk − yk +
αkγk
γk+1
(vk − yk)〉.
Pour obtenir φk+1 ≥ f(xk+1), on peut tout simplement faire en sorte que 〈∇f(yk), xk −
yk +
αkγk
γk+1
(vk − yk)〉 = 0 et donc que xk − yk + αkγkγk+1 (vk − yk) = 0. Or,
xk − yk + αkγk
γk+1
(vk − yk) = 0⇔ yk = αkγkvk + γk+1xk
γk + αkµ
.
Il suﬃt donc de prendre cette valeur de yk aﬁn d'assurer la convergence de la suite fk
vers f ∗.
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À la lumière des choix eﬀectués précédemment, on obtient l'Algorithme 2.1 qui est la
méthode générale proposée par Nesterov. Remarquons que tout comme l'algorithme de
descente du gradient, l'algorithme de Nesterov ne fait appel qu'une seule fois à l'oracle.
Eﬀectivement, l'analyse précédente nous indique qu'il est possible, en utilisant un pas
constant de 1
L
, d'éviter l'appel f(xk+1) à l'étape iii. de l'Algorithme 2.1.
Nesterov - Méthode générale
0. Données:
x0 ∈ Rn, γ0 = L et v0 = x0.
La constante de Lipschitz L du gradient de la fonction.
La constante de forte convexité µ.
k = 0
1. RÉPÉTER
i. Calculer αk ∈ (0, 1) à partir de l'équation
Lα2k = (1− αk)γk + αkµ.
Poser γk+1 = (1− αk)γk + αkµ.
ii. Choisir
yk =
αkγkvk + γk+1xk
γk + αkµ
et calculer f(yk) et ∇f(yk).
iii. Trouver xk+1 tel que
f(xk+1) ≤ f(yk)− 1
2L
‖∇f(yk)‖2
iv. Poser vk+1 =
(1−αk)γkvk+αkµyk−αk∇f(yk)
γk+1
v. k = k + 1.
Algorithme 2.1  Nesterov - Méthode générale
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2.3.2 Rôle des paramètres
Regardons cet algorithme de plus près et attardons-nous au rôle des paramètres impliqués
dans l'algorithme.
Rôle de αk
La construction de l'algorithme nous permet de remarquer que (1 − αk) correspond au
taux de convergence des λk vers 0 et, par le fait même, de fk vers f ∗. Ainsi, αk est
un paramètre très important qui nécessite une attention particulière. Plus il convergera
rapidement vers 1, plus l'algorithme en entier convergera rapidement. C'est d'ailleurs à ce
paramètre que se sont intéressés les auteurs Meng et Chen [MC11] ainsi que O'Donoghue
et Candès [OC12]. Nous reviendrons sur leur analyse au prochain chapitre.
Nesterov établit également le fait qu'en prenant γ0 = µ dans le cas fortement convexe,
c'est-à-dire lorsque µ > 0, l'algorithme se voit grandement simpliﬁé avec un γk et un αk
constants valant respectivement µ et
√
µ
L
. On remarque donc que le taux de convergence
de l'algorithme est constant et directement relié au conditionnement du problème.
Rôle de γk
On remarque par déﬁnition que γk → µ lorsque αk → 1. Ce paramètre est donc, au fur
et à mesure que l'algorithme progresse, une sorte d'approximation du paramètre de forte
convexité. Dans l'algorithme tel que présenté, on choisit γ0 = L. Bien entendu, d'autres
choix sont possibles. À l'origine, Nesterov proposait de choisir librement un γ0 > µ aﬁn
de satisfaire un ordre de convergence optimal. On remarque ﬁnalement que γk+1I est le
hessien de φk+1(x).
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Rôle de vk
vk est le minimum de la fonction φk(x). En eﬀet, comme φk(x) = φ∗k +
γk
2
‖x − vk‖2,
alors φk(x¯) = φ∗k ⇔ x¯ = vk. Dans le cas où f(x) n'est pas fortement convexe, Gonzaga et
Karas [GK13] font remarquer que la direction vk+1−vk est colinéaire au gradient ∇f(yk).
En eﬀet, il est possible de réécrire vk+1 de la manière suivante
vk+1 = vk − αk
γk+1
∇f(yk).
Rôle de yk
De par sa construction, yk est un point situé sur le segment reliant xk et vk. D'ailleurs,
Gonzaga et Karas [GK13] utilisent l'équation yk = xk + θk(vk − xk) avec θk = αkγkγk+αkµ
pour déﬁnir yk dans leur présentation de l'algorithme de Nesterov. Les deux auteurs
ont travaillé à améliorer les performances de l'algorithme par la recherche d'un θk qui
pourrait être plus approprié que celui proposé par Nesterov. Les détails de leur analyse
seront abordés plus en profondeur au prochain chapitre.
Ainsi, yk est un point intermédiaire entre l'itéré en cours et le minimum de la fonction
φk(x). Il permet donc de tenir compte du travail eﬀectué précédemment, d'intégrer un
certainmomentum à la descente de gradient usuelle. D'ailleurs, certains auteurs [BBLP13,
OC12] comparent l'algorithme de Nesterov à un algorithme de type momentum. Il est
plus aisé de faire cette comparaison en utilisant la version simpliﬁée de l'algorithme de
Nesterov évoquée précédemment. Le momentum est alors ﬁxe.
Rôle de xk+1
Bien entendu, la série {xk} tente d'approcher le minimum de la fonction f . Alors que Nes-
terov suggère de trouver un xk+1 qui permet de satisfaire f(xk+1) ≤ f(yk)− 12L‖∇f(yk)‖2,
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Gonzaga et Karas [GK13] restreignent un peu plus ce choix. Comme il a déjà été énoncé,
il est possible de satisfaire cette inégalité en utilisant un pas de gradient sur yk de 1L . Ne
voyant pas la connaissance à priori de la constante L comme une nécessité, Gonzaga et
Karas ont gardé l'idée du pas de gradient, sans contraindre le choix du pas à 1
L
. Ainsi, ils
introduisent xk+1 comme étant le résultat d'une étape de la descente de gradient sur yk
en précisant que le pas est déterminé par une recherche linéaire appropriée qui permettra
de satisfaire la contrainte énoncée par l'équation (2.4) énoncée par Nesterov.
2.3.3 Déclinaisons de l'algorithme
C'est maintenant un fait connu, l'utilisation d'un pas de gradient de 1
L
permet de satisfaire
l'équation f(xk+1) ≤ f(yk) − 12L‖∇f(yk)‖2 en plus d'oﬀrir une décroissance théorique
maximale (démonstration complète p. 29 de [Nes04]). On obtient ce que Nesterov appelle
le  constant step scheme , l'Algorithme 2.2.
À la suite de quelques simpliﬁcations judicieuses, cet algorithme peut se transformer
en un algorithme beaucoup plus simple à utiliser, l'Algorithme 2.3. Nesterov le nomme
 constant scheme II . Le paramètre βk remplace alors γk et vk.
Complexité des algorithmes de Nesterov
En supposant que γ0 = L, l'ensemble des versions de l'algorithme de Nesterov satisfont
le théorème suivant.
Théorème 2.3.2 (Théorème 2.2.2 dans [Nes04]). Ces algorithmes génèrent une suite de
points {xk} tel que
f(xk)− f ∗ ≤ Lmin
{(
1−
√
µ
L
)k
,
4
(k + 2)2
}
‖x0 − x∗‖2.
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Nesterov - Méthode à pas constant
0. Données:
x0 ∈ Rn, γ0 = L et v0 = x0.
La constante de Lipschitz L du gradient de la fonction.
La constante de forte convexité µ.
k = 0
1. RÉPÉTER
i. Calculer αk ∈ (0, 1) à partir de l'équation
Lα2k = (1− αk)γk + αkµ.
Poser γk+1 = (1− αk)γk + αkµ.
ii. Choisir
yk =
αkγkvk + γk+1xk
γk + αkµ
et calculer f(yk) et ∇f(yk).
iii. Poser
xk+1 = yk − 1
L
∇f(yk),
vk+1 = vk − αk
γk+1
[∇f(yk) + µ(vk − yk)] .
iv. k = k + 1.
Algorithme 2.2  Nesterov - Méthode à pas constant
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Nesterov - Méthode à pas constant simpliﬁée
0. Données:
x0 ∈ Rn, α0 ∈ (0, 1), y0 = x0 et q = µL .
La constante de Lipschitz L du gradient de la fonction.
La constante de forte convexité µ.
k = 0
1. RÉPÉTER
i. Poser
xk+1 = yk − 1
L
f ′(yk)
ii. Calculer αk+1 ∈ (0, 1) à partir de l'équation
α2k+1 = (1− αk+1)α2k + qαk+1.
iii. Poser
βk =
αk(1− αk)
α2k + αk+1
,
yk+1 = xk+1 + βk(xk+1 − xk).
iv. k = k + 1.
Algorithme 2.3  Nesterov - Méthode à pas constant simpliﬁée
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La démonstration de ce théorème se trouve en Annexe C de ce mémoire. Son importance
se concrétise dans le fait qu'il prouve l'optimalité de l'algorithme de Nesterov pour la
classe de problèmes S1,1µ,L(Rn) avec µ ≥ 0.
En eﬀet, rappelons les bornes obtenues précédemment à l'aide des pires fonctions du
monde. Simpliﬁons l'écriture en posant R = ‖x0 − x∗‖ et Q =
√
L
µ
.
f(xk)− f ∗ ≥ 3LR232(k+1)2 si f(x) ∈ F∞,1L (Rn)
f(xk)− f ∗ ≥ µ2
(
Q−1
Q+1
)2k
R2 si f(x) ∈ S∞,1µ,L (Rn)
La première borne nous permet donc d'aﬃrmer que pour obtenir une précision telle que
f(xk)− f ∗ ≤ , il faut que
k ≥
√
3
32
R
√
L
1√

− 1.
Or, si µ = 0 dans la borne obtenue pour l'algorithme de Nesterov (Théorème 2.3.2), on
peut garantir que si f(xk)− f ∗ ≥  alors
k ≤ 2R
√
L
1√

− 2.
En regardant les termes dominant de chaque borne, on obtient qu'ils sont du même ordre
puisque
√
3
32
R
√
L 1√

=
(√
3
128
)
2R
√
L 1√

. Cela permet donc de démontrer l'optimalité
de l'algorithme sur F1,1L (Rn).
Regardons maintenant la deuxième borne. On suppose que la fonction f(x) est fortement
convexe de paramètre µ > 0. En transformant
(
Q−1
Q+1
)2k
sous forme exponentielle on
obtient :
exp
(
2k ln
(
Q− 1
Q+ 1
))
= exp (−2k[ln(Q+ 1)− ln(Q− 1)]) .
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En utilisant le théorème de la moyenne sur la fonction ln(x), on peut dire que
ln(Q+ 1)− ln(Q− 1) ≤
(
2
Q− 1
)
.
Cela implique que
f(xk)− f ∗ ≥ µ
2
(
Q− 1
Q+ 1
)2k
R2 ≥ µ
2
exp
( −4k
Q− 1
)
R2.
Ainsi, pour garantir une précision de , il faut que
k ≥
(
Q− 1
4
)(
ln
(
1

)
+ ln
(µ
2
)
+ 2 lnR
)
.
Or, si µ 6= 0, l'algorithme de Nesterov nous donne la borne LR2
(
1− 1
Q
)k
qui peut être
écrite de la manière suivante :
LR2 exp
(
k ln
(
Q− 1
Q
))
= LR2 exp (−k[ln(Q)− ln(Q− 1)]) .
En utilisant le théorème de la moyenne, encore une fois appliqué à la fonction ln(x), on
obtient la borne suivante :
f(xk)− f ∗ ≤ LR2
(
1− 1
Q
)
≤ LR2 exp
( −k
Q− 1
)
.
Cela nous permet de garantir que si f(xk)− f ∗ ≥ , alors
k ≤ Q
(
ln
1

+ lnL+ 2 lnR
)
.
En s'attardant uniquement aux termes dominants, on remarque que les deux bornes
sont du même ordre puisque Q−1
4
ln 1

=
(
Q−1
4Q
)
Q ln 1

. Cela permet donc de prouver
l'optimalité de l'algorithme sur l'ensemble S1,1µ,L(Rn) avec µ ≥ 0.
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2.3.4 Inﬂuence des paramètres
Dans l'algorithme qui vient d'être présenté, il est clair que la constante de Lipschitz du
gradient ainsi que la constante de forte convexité sont des données du problème. Par
contre, on en conviendra que ces constantes ne sont pas toujours connues à l'avance. Il
va donc de soi de ne pas les tenir pour acquises et de tenter de les approximer au cours
des itérations. C'est d'ailleurs le travail de plusieurs auteurs [Nes83, GK13, GKR13] et
celui-ci vous sera présenté dans le prochain chapitre. Par contre, avant de les approxi-
mer, il serait important de comprendre un peu mieux leur rôle au sein de l'algorithme
ainsi que l'inﬂuence d'une mauvaise approximation sur le comportement de l'algorithme.
Sans bouleverser les analyses eﬀectuées par Nesterov, il est important de connaitre les
contraintes imposées à ces constantes pour assurer la convergence de l'algorithme.
Inﬂuence de L
En inspectant attentivement l'analyse de Nesterov, on peut remarquer que l'approxi-
mation de L par un ω ≤ 1
L
n'inﬂuence pas le raisonnement. Cependant, cela aﬀectera
la borne de convergence. En eﬀet, des développements précédents on obtient les bornes
O(√L1

) et O(
√
L√
µ
ln 1

) respectivement pour le cas convexe et fortement convexe. Par
conséquent, la constante L joue un rôle direct dans la convergence des algorithmes. Une
surestimation de L aura comme inﬂuence de ralentir la convergence.
Par contre, comme le fait remarquer Nesterov, si l'on choisit un ω > 0 dont on ne
connait pas la relation avec L, alors il suﬃt de choisir xk+1 qui respecte f(xk+1) ≤
f(yk) − ω2 ‖∇f(yk)‖2 et αk implicitement à partir de 1ωα2k = γk+1. Dans ce cas, l'analyse
est respectée encore une fois et on obtient une borne qui dépend maintenant de ω.
Cette structure laisse place à un aspect plus local de l'algorithme. En eﬀet, en utilisant une
valeur ﬁxe L ou un majorant, on ne tient compte que de l'aspect global de la fonction, tout
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au long des itérations. Par contre, on peut facilement s'imaginer que dans un voisinage
de l'optimum, une valeur plus petite que L assurerait une convergence plus rapide. Ainsi,
en introduisant un ωk qui tente d'approximer localement L, et en utilisant les xk+1 et αk
précédent, on pourrait gagner un peu de vitesse.
Cependant, il faut garder une certaine prudence. En eﬀet, le choix de xk+1 comme il
est explicité ici nécessite un appel supplémentaire à l'oracle. De plus, on compare deux
valeurs de fonction ce qui pourrait causer des erreurs de cancellation et ainsi empêcher
l'algorithme de converger empiriquement.
Bref, il est possible d'estimer L sans modiﬁer le raisonnement de Nesterov et en ajoutant
un aspect local à l'algorithme. Par contre, il faut user de stratégie aﬁn d'éviter les ap-
pels à l'oracle et les erreurs de cancellation. Il sera présenté au Chapitre 3 que certains
auteurs [Nes83, GK13, GKR13] ont tenté d'approximer L aﬁn d'obtenir de meilleurs
résultats de convergence.
Inﬂuence de µ
En brossant minutieusement l'analyse faite par Nesterov pour démonter les bornes précé-
dentes, on s'aperçoit qu'une sous-estimation de la constante de forte convexité aﬀectera
le taux de convergence. En eﬀet, on remarque que lorsque f est fortement convexe, le
taux de convergence est donné par (√
L−√µ√
L+
√
µ
)2
.
Par contre, si l'on sous-estime µ par 0, on perd la convergence linéaire de l'algorithme
puisque le taux de convergence devient 1 et donc l'algorithme se comportera de la même
façon que s'il était en présence d'une fonction convexe. On perd ainsi les avantages liés à
la forte convexité de la fonction.
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On remarque que la propriété de forte convexité de f(x) (avec µ possiblement nul)
n'est utilisé que pour justiﬁer que les suites {φk(x)} et {λk} telles que déﬁnies sont
une  suite d'approximation . Ainsi, si une approximation de µ permet de conserver la
propriété (2.2), alors l'analyse de Nesterov s'applique toujours.
Encore une fois, il y a fort à parier que l'utilisation avantageuse du comportement local
de la fonction permettrait d'améliorer la vitesse de convergence. Or, il n'est déﬁnitive-
ment pas simple d'assurer la propriété précédente. Il faudra donc encore une fois user de
stratégies. Certains auteurs [GKR13, GK13, MC11, OC12] ont apporté leur contribution
en tentant d'approximer µ. Le travail d'une partie d'entre eux sera présenté au prochain
chapitre.
Problèmes avec contraintes
Dans son livre, Nesterov eeure les problèmes avec contraintes en proposant une variante
de sa méthode qui s'applique à des problèmes simples avec contraintes. Ces problèmes
simples prennent la forme (P) présentée au chapitre précédent avec f ∈ S1,1µ,L(Rn), µ po-
tentiellement nulle, et dont les contraintes sont des contraintes simples. On peut donc sup-
poser qu'il existe un oracle qui fournit la projection orthogonale de n'importe quel point
de Rn sur l'ensemble Ω des contraintes. Notons cette projection PΩ(x) = argmin
y ∈ Ω
‖x−y‖.
Pour résoudre ce type de problème, Nesterov utilise ce qu'il appelle un gradient mapping.
Déﬁnition 2.3.2 (Déﬁnition 2.2.3 dans [Nes04]). Soit γ > 0. Notons
xQ(y; γ) = argmin
x∈Q
[
f(y) + 〈∇f(y), x− y〉+ γ
2
‖x− y‖2
]
,
gQ(y; γ) = γ(y − xQ(y; γ)).
On appelle gQ(y; γ) le  gradient mapping  de f sur Q.
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Ainsi, dans son algorithme avec contraintes, il pose xk+1 = xΩ(yk;L) en ne changeant rien
aux autres itérations. Or, on remarque que c'est l'équivalent de projeter l'itéré obtenu
dans le cas sans contraintes xk+1 = yk − 1L∇f(yk) sur l'ensemble Ω. En eﬀet, on obtient
la même fonction à minimiser, à une constante près :
PΩ(xk+1) = argmin
x∈Ω
‖x− xk+1‖2
= argmin
x∈Ω
[
x− yk + 1
L
∇f(yk))T (x− yk + 1
L
∇f(yk))
]
= argmin
x∈Ω
[
1
2L
‖∇f(yk)‖2 + 〈∇f(yk), x− yk〉+ L
2
‖x− yk‖2
]
.
La variante de l'algorithme optimale que Nesterov propose comporte donc comme seule
modiﬁcation la projection du vecteur xk+1 sur l'ensemble Ω, comme il est présenté à l'Al-
gorithme 2.4. Ainsi, tout au long de l'algorithme, seul le vecteur xk+1 fait assurément par-
tie de l'ensemble des points réalisables. Le vecteur yk+1 n'est pas garanti d'être réalisable.
On remarque également que si l'ensemble Ω est l'ensemble Rn, alors PΩ(x) = x, ∀ x ∈ Ω.
Ainsi, on obtient exactement l'algorithme à pas constant II, tel que présenté par Nesterov.
Il est expliqué dans le livre de Nesterov [Nes04] que le taux de convergence de cet algo-
rithme est le même que celui appliqué aux problèmes sans contraintes.
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Nesterov - Problèmes avec contraintes simples
0. Données:
x0 ∈ Rn, α0 ∈ (0, 1), y0 = x0.
La constante de Lipschitz du gradient L ≥ 0
La constante de forte convexité µ
k = 0
1. RÉPÉTER
i. Calculer f(yk) et ∇f(yk).
ii. Poser
xk+1 = PΩ
(
yk − 1
L
∇f(yk)
)
.
iii. Calculer αk+1 ∈ (0, 1) à partir de
α2k+1 = (1− αk+1)α2k +
µ
L
αk+1.
iv. Poser
βk =
αk(1− αk)
α2k + αk+1
,
yk+1 = xk+1 + βk(xk+1 − xk).
v. k = k + 1.
Algorithme 2.4  Nesterov - Problèmes avec contraintes simples
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CHAPITRE 3
Variantes de l'algorithme optimal
Dans ce chapitre, nous présenterons dans un premier temps une version uniﬁée des al-
gorithmes de type Nesterov. C'est à travers ce cadre uniﬁé que nous détaillerons les
variantes de l'algorithme de Nesterov proposées par Gonzaga et Karas [GK13], Gonzaga,
Karas et Rossetto [GKR13], O'Donoghue et Candès [OC12] et Nesterov lui-même, en
1983 [Nes83]. À travers la présentation de leur variante, nous présenterons les détails
théoriques qui les entourent.
3.1 Algorithme uniﬁé
En analysant en détail les diﬀérentes variantes de l'algorithme de Nesterov, nous avons
établi un modèle d'algorithme qui s'applique à l'ensemble des méthodes étudiées, l'Al-
gorithme 3.1. Tout au long des deux prochains chapitres, nous présenterons les diverses
adaptations à l'aide de ce squelette, en mettant l'accent sur les étapes qui sont propres
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à la variante étudiée (ces étapes seront en caractères gras) et en estompant les étapes
superﬂues (ces étapes seront en gris pâle). Ces dernières ont été implémentées à l'aide
de fonctions identités qui n'ont pas d'impact sur le reste de l'algorithme. Le cout de
traitement de ces étapes superﬂues est bien entendu négligeable. Certaines des étapes
présentées en caractères gras et propres aux variantes demandent de faire appel à des
sous-algorithmes que nous appellerons  routine .
Algorithme uniﬁé
0. Données:
x0 ∈ Rn, γ0 = L, v0 = x0.
La constante de Lipschitz du gradient L, ou une approximation
La constante de forte convexité µ, ou une approximation.
k = 0
1. RÉPÉTER
i. Vériﬁer les conditions de redémarrage
ii. Déterminer αk
iii. Choisir θk
iv. Poser yk = xk + θk(vk − xk)
v. Calculer tk, le pas de gradient
vi. Poser xk+1 = yk + tk∇f(yk)
vii. Approximer µ
viii. Améliorer αk
ix. Poser γk+1 = αkµ+ (1− αk)γk
x. Poser vk+1 = vk − αkγk+1 (∇f(yk) + µ(vk − yk))
xi. k = k + 1
Algorithme 3.1  Algorithme uniﬁé
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L'utilisation de ce squelette comporte plusieurs avantages. D'abord, il simpliﬁe la présen-
tation des algorithmes. En eﬀet, d'un premier coup d'oeil au pseudocode, il est possible
de se faire une idée des changements apportés par la variante. De plus, il allège leur
implémentation tout en ouvrant la porte à de futures variantes. L'eﬃcacité pratique de
cette méthode uniﬁée sera exposée plus en détail dans le Chapitre 4.
Remarquons que deux variables se trouvant dans l'algorithme uniﬁé 3.1 n'ont pas été
présentées jusqu'à maintenant : θk et tk. La première nous vient de Gonzaga et Karas et
son utilité sera expliquée à la Section 3.3. La deuxième est simplement le pas de gradient
utilisé dans le calcul de xk+1.
L'Algorithme 3.2 représente l'Algorithme 2.2 à travers ce squelette. À l'aide de manipu-
lations algébriques, on peut facilement démontrer l'équivalence entre les deux représen-
tations.
3.2 Méthode adaptative - Nesterov 83
Comme il a déjà été mentionné, la connaissance à priori de la constante de Lipschitz du
gradient de la fonction n'est pas chose triviale. Supposer qu'on la connait nous permet
d'obtenir des résultats de convergence, mais n'est pas vraiment applicable dans la réalité.
Ainsi, l'algorithme de Nesterov tel que présenté au Chapitre 2 perd un peu de son utilité
pratique.
En développant la version originale de l'algorithme en 1983 [Nes83], Nesterov y avait
alors songé. En eﬀet, dans son rapport technique écrit en russe et présentant pour la
première fois un algorithme atteignant la borne inférieure de complexité, on retrouve
une méthode pour approximer la constante de Lipschitz. Dans ce rapport, il oﬀre deux
versions de l'algorithme, une pour le cas convexe et une pour le cas fortement convexe.
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Algorithme de Nesterov à pas constant
0. Données:
x0 ∈ Rn, γ0 = L, v0 = x0.
La constante de Lipschitz du gradient L, ou une approximation
La constante de forte convexité µ, ou une approximation.
k = 0
1. RÉPÉTER
i. Vériﬁer les conditions de redémarrage
ii. Déterminer αk comme la plus grande racine de
Lα2k = (1−αk)γk +αkµ
iii. Poser θk =
αkγk
γk+αkµ
iv. Poser yk = xk + θk(vk − xk)
v. Poser tk = 1L
vi. Poser xk+1 = yk + tk∇f(yk)
vii. Approximer µ
viii. Améliorer αk
ix. Poser γk+1 = αkµ+ (1− αk)γk
x. Poser vk+1 = vk − αkγk+1 (∇f(yk) + µ(vk − yk))
xi. Poser k = k + 1
Algorithme 3.2  Algorithme de Nesterov à pas constant
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L'Algorithme 3.3 les présente de manière commune. Il est en eﬀet possible de le faire
puisque si la fonction n'est pas fortement convexe, sa constante de forte convexité sera
nulle et la première étape (i) ne sera alors jamais exécutée.
3.2.1 Présentation de l'algorithme
Notons que cet algorithme n'entre pas parfaitement dans le cadre déﬁni par l'algorithme
uniﬁé. Malgré tout, il est possible de le décrire de cette façon, générant une perte du
sens initial des variables γk et vk. Elles sont ici utilisées dans le simple but d'utiliser le
squelette décrit précédemment.
L'idée générale de l'estimation de la constante de Lipschitz proposé par Nesterov se base
sur le fait que l'analyse présentée au chapitre précédent tient la route pour n'importe
quel ω > 0 tel que
f(xk+1) ≤ f(yk)− ω
2
‖∇f(yk)‖2
en prenant xk+1 = yk − 1ω∇f(yk).
À partir d'une première approximation grossière du L, Nesterov utilise une recherche
d'Armijo sur le pas tk = 1L en conservant toutefois le pas obtenu à l'itération précédente
comme approximation de départ du pas suivant. La recherche d'Armijo originale démarre
plutôt avec un pas de 1. De cette façon, chaque fois que le L de l'itération précédente
ne fait pas l'aﬀaire, une nouvelle approximation sera calculée au plus jusqu'à ce que
l'approximation actuelle soit plus grande ou égale au véritable L. À partir de ce moment,
n'importe quelle surestimation du L fera en sorte que l'inégalité soit respectée et il est
alors inutile de l'augmenter davantage.
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Nesterov - Méthode adaptative convexe
0. Données:
x0 ∈ Rn, γ0 = 0, v0 = x0.
La constante de Lipschitz du gradient L, ou une approximation
La constante de forte convexité µ, ou une approximation.
k = 0
1. RÉPÉTER
i. Si µ > 0 et k ≥ 2
(√
2L
µ
− 1
)
, recommencer l'algo-
rithme avec x0 = xk et γ0 = 0.
ii. Déterminer αk comme la plus grande racine de
α2k = αk + γ
2
k − 2γk + 1
iii. Poser θk =
γk
αk
iv. Poser yk = xk + θk(vk − xk)
v. Choisir tk et améliorer L à l'aide de l'Algorithme 3.4
à la page 56.
vi. Poser xk+1 = yk + tk∇f(yk)
vii. Approximer µ
viii. Améliorer αk
ix. Poser γk+1 = 1−αk
x. Poser vk+1 = xk
xi. Poser k = k + 1
Algorithme 3.3  Nesterov - Méthode adaptative convexe
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Méthode d'Armijo - Recherche du pas
0. Données:
yk
z ∈ Rn tel que z 6= yk et ∇f(z) 6= ∇f(yk)
tk =
‖yk−z‖
‖∇f(yk)−∇f(z)‖ .
1. Calculer le plus petit indice i ≥ 0 tel que
f(yk)− f(yk − tk
2i
∇f(yk)) ≥ tk
2i+1
2. Retourner tk = tk2i
Algorithme 3.4  Méthode d'Armijo - Recherche du pas
Pour obtenir la première approximation du L, on utilise la déﬁnition d'une fonction dont
le gradient est Lipschitz. En eﬀet, comme en tout point x, y ∈ Rn on doit avoir
‖∇f(x)−∇f(y)‖ ≤ L‖x− y‖,
une bonne intuition est de prendre, pour deux points distincts quelconques, la constante
L qui admet l'égalité de cette expression. De cette manière, on est assuré d'obtenir une
première approximation L0 qui est inférieure ou égale à la véritable constante L. Nesterov
utilise le point initial x0 et un autre point au hasard, distinct de x0, dont la dérivée de
la fonction en ce point diﬀère de celle en x0.
On remarque que cet algorithme diﬀère un peu de celui présenté au chapitre précédent.
Comme dans la version à pas constant, on remarque qu'un certain terme de  momen-
tum  est utilisé pour le calcul du nouvel itéré y. Par contre, ce terme n'est pas totalement
le même. En eﬀet, le terme ici appelé ak n'est pas optimisé pour utiliser la constante de
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forte convexité. Pour compenser l'information manquante, on retrouve une étape de re-
démarrage uniquement dans le cas fortement convexe. C'est grâce à cette étape que l'on
peut atteindre la borne originalement présentée par Nemirovski et Yudin [NY83].
Méthode avec contraintes
Dans ce rapport, Nesterov présente également une version de l'algorithme appliqué à un
problème avec contraintes simples. De la même manière qu'il l'a fait en 2004, sa variante
avec contraintes ne diﬀère de la version sans contrainte que par la projection des yk sur
l'ensemble réalisable.
3.3 Gonzaga et Karas
Les travaux de Gonzaga et Karas sur l'algorithme de Nesterov sont impressionnants. On y
retrouve une analyse approfondie et personnalisée de ce dernier ainsi qu'une interprétation
géométrique intéressante. Leur algorithme principal diﬀère de celui proposé par Nesterov
en 2004 par deux choix de variables. En eﬀet, ils se sont intéressés au pas αk ainsi qu'au
coeﬃcient de la combinaison convexe de vk et xk déﬁnissant le point yk. C'est d'ailleurs à
eux que l'on attribue l'ajout de la variable θk, que l'on a vu se glisser dans la présentation
de l'algorithme uniﬁé.
Dans leur article, l'on retrouve une routine qui permet d'approcher itérativement la
constante de forte convexité. Cela nous permet donc de démarrer l'algorithme sans
connaitre à priori cette constante, tout en gardant une complexité optimale.
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3.3.1 Construction de l'algorithme
Les buts premiers des modiﬁcations apportées par Gonzaga et Karas sont de générali-
ser, d'accélérer et de simpliﬁer l'algorithme en considérant davantage les caractéristiques
locales de la fonction objectif. Le paramètre αk joue un rôle capital dans la vitesse de
convergence de l'algorithme. Les auteurs tentent donc de le rendre le plus près possible
de 1, ce qui a comme conséquence d'augmenter la vitesse à laquelle fk tendra vers f ∗. De
plus, alors que Nesterov choisit un α tel que f(xk+1) ≤ φ∗k+1(α), les auteurs simpliﬁent
le tout en prenant un α qui admet l'égalité de cette condition. Finalement, Gonzaga et
Karas obtiennent yk à partir d'une recherche linéaire sur θk qui assure que f(yk) ≤ f(xk),
sans augmenter le nombre d'appels à l'oracle.
Aﬁn d'atteindre leur objectif et de trouver une valeur intéressante pour αk et pour θk, les
auteurs se basent sur le travail d'analyse réalisé par Nesterov, mais se servent plutôt de
αk et de θk comme des variables et non comme des paramètres ﬁxés dans l'algorithme.
À une itération donnée, les paramètres à déterminer seront donc fonctions de α et de θ.
Naturellement, on considèrera que α et θ sont connus pour les itérations précédentes. On
introduit donc à l'itération courante la notation suivante avec α, θ ∈ R :
γk+1(α) = (1− α)γk + αµ,
φk+1(α, x) = φ
∗
k+1(α) +
γk+1(α)
2
‖x− vk+1‖2,
φ∗k+1(α) = inf
x∈Rn
φk+1(α, x)
= f(yk)− α
2
2γk+1(α)
‖∇f(yk)‖2 + (1− α)ζ(α, θ)
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avec
ζ(α, θ) = φ∗k − f(xk + θdk) +
αγk
(1− α)γk + αµ
(µ
2
(1− θ)2‖dk‖2 + (1− θ)f ′(xk + θdk, dk)
)
et
dk = vk − xk.
Les auteurs apportent également une interprétation mathématique diﬀérente pour les
fonctions φk. Ils introduisent une approximation quadratique de la fonction f(x) autour
de yk, notée `k(x), et réécrivent la nouvelle fonction φk+1(α, x) comme une combinaison
aﬃne de φk(x) et de cette approximation `k(x), comme il est montré à la Figure 3.1. On
peut donc écrire
φk+1(α, x) = (1− α)φk(x) + α`k(x)
avec
`k(x) = f(yk) +∇f(yk)T (x− yk) + µ
2
‖x− yk‖2.
Figure 3.1  Le comportement de φk+1(x) par rapport à φk(x) et `k(x). Source : Gonzaga
et Karas [GK13].
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Choix de αk
Les deux lemmes suivants permettent de conclure qu'en appliquant une variante de l'al-
gorithme de Nesterov qui assure la liberté de θk et de αk dans leurs domaines respectifs
[0, 1] et (0, 1], il est toujours possible de trouver un αk ∈ [αN , 1] qui satisfait l'équation
f(xk+1) = φ
∗
k+1(α), avec αN le choix de Nesterov, tant que φ
∗
k > f(xk+1) > inf
x∈Rn
`k(x) et
ζ(αN , θk) ≥ 0. La démonstration de ces lemmes se trouve à la Section 2.3 de [GK13].
Lemme 3.3.1 (Lemme 5 dans [GK13]). Supposons que φk > f(xk+1) > inf
x∈Rn
`k(x).
Alors φ∗k+1(α) = f(xk+1) possède une ou deux racines positives et la plus grande racine
est contenue dans [0, 1]. Les racines se retrouvent en résolvant l'équation
Aα2 +Bα + C = 0 (3.1)
avec
G = γk
(µ
2
‖vk − yk‖2 +∇f(yk)T (vk − yk)
)
;
A = G+
1
2
‖∇f(yk)‖2 + (µ− γk)(f(xk)− f(yk));
B = (µ− γk)(f(xk+1) + f(xk))− γk(f(yk)− f(xk))−G;
C = γk(f(xk+1)− f(xk)).
Lemme 3.3.2 (Lemme 6 dans [GK13]). Considéront une itération k donnée de l'Algo-
rithme 3.2 dont θk et αk sont respectivement choisi arbitrairement dans [0, 1] et (0, 1].
Supposons que xk n'est pas un minimiseur de f et que φ∗k+1(1) < f(xk+1). Supposons
que yk = xk + θkdk est choisi de telle sorte que ζ(αN , θk) ≥ 0. Alors il existe une valeur
αk ∈ [αN , 1] qui résout l'équation f(xk+1) = φ∗k+1(αk).
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Ainsi, tant que ζ(αN , θk) ≥ 0, il est possible de trouver un αk qui améliore l'algorithme
proposé par Nesterov. Le lemme suivant montre que cette condition dépend du choix de
θk. C'est d'ailleurs ce lemme qui guidera le choix de θk ∈ [0, 1].
Lemme 3.3.3 (Lemme 7 dans [GK13]). Soit yk = xk + θkdk, le choix eﬀectué par l'al-
gorithme à l'itération k et soit θN =
γk
γk+αNµ
αN , le choix de Nesterov. Supposons qu'une
de ces conditions soit respectée :
(i) f(yk) ≤ f(xk) et f ′(yk, dk) ≥ 0 ;
(ii) f(yk) ≤ f(xk) et θk ≥ θN ;
(iii) f ′(yk, dk) ≥ 0 et θk ≤ θN ;
(iv) f ′(xk, dk) ≥ −µ2‖dk‖2 et θk = 0.
Alors, ζ(αN , θk) ≥ 0.
Choix de θk
Il ne reste plus qu'à trouver un θk qui fait en sorte qu'une de ces conditions soit respectée,
tout en permettant à αk d'être le plus grand possible, c'est-à-dire en s'assurant que
ζ(αk, θk) est aussi grand que possible.
Les auteurs ont mis en place un algorithme qui permet de déterminer θk en fonction de la
connaissance à priori de L et de µ. Une description détaillée de cet algorithme se trouve
à la Section 3 de [GK13]. En voici donc un résumé.
L et µ sont connus
Si L et µ > 0 sont connus, on peut se servir du lemme suivant pour trouver rapidement
un θk qui satisfait les conditions du lemme précédent.
Lemme 3.3.4 (Lemme 8 dans [GK13]). Considérons θ′ = argmin{f(xk + θdk)|θ ≥ 0} et
θ′′ > θ′ tel que f(xk + θ′′dk) = f(xk), s'il existe. Posons θ¯ =
µ
2L
.
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Si f(xk + θ¯dk) ≤ f(xk)− µ28L‖d‖2, alors θ′ ≥ θ¯ et θ′′− θ′ ≥ θ¯. Sinon, f ′(xk, dk) ≥ −µ2‖d‖2.
Vériﬁons d'abord si l'un des deux cas suivants est respecté.
1. Si f(xk + θ¯dk) ≥ f(xk) − µ28L‖d‖2, il suﬃt de poser θk = 0 et la condition (iv) du
Lemme 3.3.3 est respectée.
2. Sinon, si f(xk + dk) ≤ f(xk), il suﬃt de poser θk = 1 et la condition (ii) du
Lemme 3.3.3 est respectée.
Si aucune de ces situations ne s'applique, l'algorithme de réduction d'intervalle 3.5 peut
être utilisé avec l'intervalle de départ [θ¯, 1]. Les auteurs proposent d'utiliser un algorithme
de section dorée qui consiste à appliquer l'Algorithme 3.5 avec η = θ¯ + (2 − φ)(1 − θ¯)
et ξ = θ¯ + (φ − 1)(1 − θ¯), où φ = 1+
√
5
2
est le nombre d'or. On obtient alors un θk qui
satisfait la condition (i) du Lemme 3.3.3 en au plus O(log(2L
µ
)) appels de fonction et en
ne faisant jamais appel au gradient de la fonction.
L est connu, µ est inconnu
Si L est connu, nous savons que θN satisfait ζ(αN , θN) ≥ 0. Par contre, il est possible de
l'améliorer en fonction du signe de g(θN) = f(xk + θkdk)− f(xk).
Si g(θN) < 0, la condition (i) du Lemme 3.3.3 est satisfaite pour θk ≥ θN et donc il suﬃt
de trouver simplement un θk le plus près possible de un qui satisfait cette condition.
On peut ainsi soit utiliser l'algorithme de réduction d'intervalle 3.5 sur [θN , 1], ou bien
augmenter θk d'un ratio β > 1 de manière itérative tant que βθk ≤ 1 et g(βθk) ≤ 0.
Si g(θN) > 0, on tentera de trouver un θk ∈ [0, θN ] tel que g(θk) ≤ 0 étant donné que
la condition (iii) du Lemme 3.3.3 est satisfaite pour n'importe quel θk ≤ θN . Pour ce
faire, les auteurs proposent de choisir un η  θN et de vériﬁer la condition g(η) ≤ 0.
Si la condition n'est pas vériﬁée, on supposera qu'il n'existe pas de θk respectant la
62
décroissance de f en yk par rapport à xk. Au contraire, si elle l'est, on appliquera alors
l'algorithme de réduction d'intervalle 3.5 sur [0, θN ] en utilisant le η choisi.
L et µ sont inconnus
Finalement, si aucun des paramètres n'est connu, on vériﬁe d'abord si f(xk+dk) ≤ f(xk).
Si c'est le cas, on prend θk = 1. Sinon, on doit vériﬁer si f ′(xk, dk) ≥ 0. Pour ce faire, on se
choisit un petit θ˜ > 0 et l'on vériﬁe si f(xk+ θ˜dk) ≤ f(xk). Si c'est le cas, on peut calculer
la dérivée directionnelle directement à l'aide de sa déﬁnition f ′(xk, dk) = ∇f(xk)dk. Sinon,
on peut être assuré que f ′(xk, dk) < 0. Si la valeur exacte de la dérivée directionnelle
nous donne une valeur positive, alors on doit poser θk = 0. Sinon, on peut appliquer
l'algorithme de réduction d'intervalle 3.5 sur [0, 1] en utilisant le point θ˜ comme η.
Algorithme de réduction d'intervalle
0. Données :
Une fonction g(θ) ≡ f(xk + θdk)− f(xk) ;
Un intervalle [A,B] et un réel η ∈ (0, 1) tels que
0 ≤ A < η < B ≤ 1 et g(A) ≥ g(η) ≤ g(B).
1. TANT QUE g(B) > 0
i. Choisir ξ ∈ [A,B] tel que ξ 6= η.
ii. Poser u = min{ξ, η} et v = max{ξ, η}.
iii. SI g(u) ≤ g(v), poser B = v et η = u.
SINON, poser A = u et η = v.
Algorithme 3.5  Algorithme de réduction d'intervalle
À la lumière de cette analyse, on peut maintenant construire l'Algorithme 3.6 qui re-
présente les algorithmes 1 et 2 de [GK13] de manière commune. En eﬀet, la seule diﬀé-
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rence entre ces deux algorithmes est l'approximation de la constante de forte convexité
(étape vii.) qui peut être vue comme une étape optionnelle. Les détails de celle-ci sont
expliqués à la section suivante.
Le pas tk utilisé pour déterminer xk+1 est choisi selon un processus d'Armijo décrit à
la page 56. De cette façon, on s'assure que f(yk) − f(xk+1) ≥ ‖∇f(yk)‖24L . Dans leur ar-
ticle, les auteurs ne présentent pas précisément ce qu'ils utilisent comme paramètres de
leur recherche d'Armijo. Par simplicité, nous avons utilisé celui présenté par Nesterov en
1983. Par contre, l'utilisation d'un deuxième point au hasard pour obtenir une première
approximation de la constante L ne permet pas de tenir compte des propriétés locales de
la fonction objectif. Théoriquement, il est possible de s'imaginer que l'utilisation d'une
constante de Lipschitz globale plutôt que locale pourrait ralentir la convergence de l'al-
gorithme dans le cas où la diﬀérence entre celles-ci est grande. Nous avons donc proposé
une version alternative de la routine d'Armijo. Au lieu de prendre le deuxième point
complètement au hasard, nous le prenons au hasard sur la droite reliant xk et yk. Chaque
première approximation du L se voit donc insuée de propriétés locales. Nous verrons
au Chapitre 4 que contrairement à nos attentes, l'utilisation de cette variante ne nous
permet pas d'obtenir une convergence plus rapide, mais simpliﬁe toutefois les graphiques.
3.3.2 Adaptation de la constante de forte convexité
Comme il vient d'être énoncé, si la constante µ est connue, on peut simplement l'uti-
liser dans l'algorithme et ignorer l'étape d'approximation. Si elle ne l'est pas, on peut
également la sous-estimer au départ et utiliser l'algorithme sans approximation.
Or, les auteurs prétendent qu'il peut être bénéﬁque d'approximer cette constante si elle
n'est pas connue. Selon eux, l'utilisation d'une bonne constante de forte convexité per-
mettrait en pratique de réduire le nombre d'itérations nécessaires à l'algorithme aﬁn de
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Gonzaga et Karas
0. Données:
x0 ∈ Rn, v0 = x0.
γ0 = L si µ est approximé et γ0 > µ s'il ne l'est pas.
La constante de Lipschitz du gradient L, ou une approximation
La constante de forte convexité µ, ou une approximation.
k = 0
1. RÉPÉTER
i. Vériﬁer les conditions de redémarrage
ii. Déterminer αk
iii. Choisir θk ∈ [0,1] tel que
f(xk + θk(vk − xk)) ≤ f(xk) et
θk = 1 ou f ′(xk + θkdk, dk) ≥ 0.
iv. Poser yk = xk + θk(vk − xk)
v. Choisir tk et améliorer L à l'aide de l'Algorithme 3.4
à la page 56.
vi. Poser xk+1 = yk + tk∇f(yk)
vii. Approximer µ à l'aide de l'Algorithme 3.7
viii. Calculer αk ∈ [0,1], la plus grande racine de (3.1)
ix. Poser γk+1 = αkµ+ (1− αk)γk
x. Poser vk+1 = vk − αkγk+1 (∇f(yk) + µ(vk − yk))
xi. Poser k = k + 1
Algorithme 3.6  Gonzaga et Karas
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satisfaire les critères d'arrêts. Comme il a déjà été mentionné, cette constante n'est en
réalité que très rarement connue à l'avance. On sait également que la forte convexité
est une caractéristique qui améliore grandement les performances des algorithmes. Les
auteurs proposent donc une méthode qui permettra au paramètre µ de s'adapter à la
fonction au cours des itérations.
On suppose d'abord que l'on connait un certain µ∗, estimation potentiellement nulle de la
constante de forte convexité, et une approximation de départ µ0 ∈ [µ∗, γ0). L'algorithme
proposé réduira l'approximation µk d'un facteur 10, lorsque nécessaire, aﬁn de s'approcher
de la valeur µ∗.
Deux moments sont considérés comme opportuns pour eﬀectuer une réduction. D'abord,
rappelons que la suite γk est supposée tendre vers µ. Si le paramètre γk s'approche trop
de µk, on interprètera ceci comme un trop grand optimisme par rapport à µk. Il faudra
donc le réduire. Soit un certain β > 1, on dit que le paramètre γk s'approche trop de µk
lorsque
γk − µ∗ < β(µk − µ∗).
De plus, rappelons que l'un des objectifs des auteurs est de trouver un αk qui satisfasse
φ∗k+1(α) = f(xk+1). Ainsi, s'il devient impossible de trouver un tel α, une réduction du
µk s'imposera. Le Lemme 3.3.1 nous permet de dire qu'il est impossible de trouver un tel
α lorsque f(xk+1) ≤ inf
x∈Rn
`k(x) = f(yk)− ‖∇f(yk)‖22µk , c'est-à-dire lorsque
µk ≥ ‖∇f(yk)‖
2
2(f(yk)− f(xk+1)) .
Posons µ˜ = ‖∇f(yk)‖
2
2(f(yk)−f(xk+1)) .
C'est en utilisant ces deux critères pour réduire µ que l'on construit la routine d'approxi-
mation de µ, l'Algorithme 3.7.
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Gonzaga et Karas - Approximation de µ
0. Données:
γk, yk, xk+1
µ∗ = µ, β > 1.
1. Si (γk − µ∗) < β(µ+ − µ∗), alors choisir µ ∈ [µ∗, γk/β].
2. Calculer µ˜ = ‖∇f(yk)‖
2
2(f(yk)−f(xk+1) .
3. Si µ ≥ µ˜, alors poser µ = max{µ∗, µ˜/10}.
4. Retourner µ.
Algorithme 3.7  Gonzaga et Karas - Approximation de µ
Optimalité
Aﬁn de démontrer l'optimalité de la méthode, on a besoin d'une hypothèse additionnelle.
Hypothèse 3.3.1. Soit
D = sup{‖x− y‖ | f(x) ≤ f(x0), f(y) ≤ f(x0)}.
Alors, D <∞.
En eﬀet, si l'on suppose que l'ensemble des lignes de niveau de x0 est borné, le théorème
suivant nous permet d'obtenir l'optimalité de l'Algorithme 3.6.
Théorème 3.3.1 (Théorème 2 dans [GK13]). Soit γ0 > µ∗ ≥ 0. Alors l'Algorithme 3.6
génère une suite xk telle que, pour tout k > 0,
f(xk)− f(x∗) ≤ min

(
1− β − 1
β
√
µ∗
2L
)k
,
8β2L
(β − 1)2(γ0 − µ∗)
1
k2
Q(L+ γ0)
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avec
Q =
D2
2
.
La démonstration de ce théorème se trouve à la Section 4 de [GK13]. En eﬀectuant les
mêmes manipulations qu'à la Section 2.3.3, on en déduit qu'en permettant une erreur
de  > 0, l'algorithme trouve une solution optimale en O(ln(1

)) itérations si µ∗ > 0 et
en O( 1√

) itérations sinon. Cela correspond aux bornes explicitées au Chapitre 2, ce qui
prouve l'optimalité de l'algorithme.
3.4 Gonzaga, Karas et Rossetto
C'est avec l'aide de Rossetto que Gonzaga et Karas peauﬁnent leur analyse en la pro-
longeant aux problèmes avec contraintes. Ils présentent deux diﬀérentes modiﬁcations
de l'algorithme de Nesterov appliquées aux problèmes avec contraintes. Bien que l'on
s'intéresse dans ce mémoire davantage aux problèmes sans contraintes, cet article vaut
la peine qu'on s'y attarde puisque les modiﬁcations apportées par les auteurs peuvent
facilement s'appliquer au cas sans contraintes.
De plus, un des apports considérables des auteurs est leur méthode d'analyse. Alors que
Nesterov bâtit ses algorithmes à travers une analyse constructive, Gonzaga, Karas et
Rossetto se basent sur le modèle présenté par Auslender et Teboulle [AT06] et oﬀrent
une analyse à postériori.
Cette section sera donc légèrement plus volumineuse que les autres puisqu'en plus de
présenter les variantes proposées par les auteurs, qui s'appliquent sans modiﬁcation au
cas sans contrainte, on y détaillera leur cheminement analytique.
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3.4.1 Algorithme principal
Rappelons que les problèmes qui nous intéressent prennent la forme de (P), présenté en
introduction, avec Ω un ensemble sur lequel il est simple de projeter n'importe quel point
de Rn.
Les auteurs présentent un algorithme dit principal qui se veut une version de l'algorithme
de Nesterov appliquée aux problèmes avec contraintes. En eﬀet, il sera possible de re-
marquer que si l'on applique cet algorithme en utilisant Ω = Rn, on obtient exactement
l'algorithme de Nesterov 3.2 agrémenté d'une méthode pour approximer la constante de
Lipschitz. L'algorithme principal 3.8 de Gonzaga, Karas et Rossetto est présenté à la
page 70.
Cette méthode diﬀère de celle présentée par Nesterov pour résoudre des problèmes
convexes (l'Algorithme 2.4) simplement par le choix des vecteurs qui sont projetés sur
l'ensemble réalisable lors de chaque itération. Nous avons déjà vu que Nesterov choisit de
ne projeter que le vecteur xk+1. Pour leur part, Gonzaga, Karas et Rossetto choisissent
plutôt de travailler entièrement dans l'ensemble réalisable. Pour ce faire, en plus de pro-
jeter xk+1, ils projettent le minimum de la fonction φk+1, c'est-à-dire le vecteur vk+1.
Comme yk+1 est choisi sur le segment qui relie ces deux derniers vecteurs et que l'en-
semble est convexe, yk+1 se retrouve donc automatiquement dans l'ensemble réalisable.
3.4.2 Analyse à postériori
Comme mentionné précédemment, pour arriver aux résultats de convergence et d'optima-
lité, les auteurs proposent de se ﬁxer à l'intérieur d'une itération déjà déﬁnie et d'en tirer
des observations. Pour ce faire, ils extirpent d'abord des résultats à une itération du cas
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Gonzaga, Karas et Rossetto - Algorithme principal
0. Données:
x0 ∈ Ω, γ0 ≥ L, v0 = x0.
La constante de Lipschitz du gradient L, ou une approximation
La constante de forte convexité µ, ou une approximation.
k = 0
1. RÉPÉTER
i. Vériﬁer les conditions de redémarrage
ii. Calculer αk comme la plus grande racine de
Lα2 = αµ+ (1−α)γk
iii. Poser θk =
αkγk
γk+µαk
iv. Poser yk = xk + θk(vk − xk)
v. Choisir tk et améliorer L à l'aide de l'Algorithme 3.9.
Si tk < 0, reprendre à l'étape ii
vi. Poser xk+1 = PΩ (yk + tk∇f(yk))
vii. Approximer µ
viii. Améliorer αk
ix. Poser γk+1 = αkµ+ (1− αk)γk
x. Poser vk+1 = PΩ
(
vk − αkγk+1 (∇f(yk) + µ(vk − yk))
)
xi. Poser k = k + 1
Algorithme 3.8  Gonzaga, Karas et Rossetto - Algorithme principal
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GKR - Approximation du L (Recherche du pas)
0. Données:
yk, L
Une fonction uy(x, L) = f(y) +∇f(y)T (x− y) + L2 ‖x− y‖2
1. Calculer
xN = PΩ(yk − 1
L
∇f(yk))
2. SI f(xN) > uyk(xN , L), poser L = 2L et tk = −1.
SINON, poser tk = 1L et z = PΩ(yk − 2L∇f(yk)) et
SI f(z) ≤ uyk(z, L/2), poser L = L/2.
3. Retourner L et tk.
Algorithme 3.9  GKR - Approximation du L (Recherche du pas)
sans contrainte, en tirant avantage des fonctions quadratiques simples et des propriétés
qui en découlent, pour ensuite arriver à des résultats applicables au cas avec contraintes.
Déﬁnissons d'abord la notion de fonctions quadratiques simples et présentons quelques
propriétés intéressantes.
Déﬁnition 3.4.1. On appelle  fonction quadratique simple  toute fonction quadratique
φ : Rn → R telle que son hessien est de la forme ∇2φ(x) = γI avec γ ∈ R>0.
Propriété 3.4.1 (Propriétés des fonctions quadratiques simples).
(a) φ(x) possède un minimum unique, noté v ∈ Rn, qu'on appelle aussi le centre de la
quadratique. On peut le calculer précisément en utilisant pour un certain x ∈ Rn,
v = x− 1
γ
∇φ(x).
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(b) φ(x) s'écrit également de la manière suivante :
φ(x) = φ(v) +
γ
2
‖x− v‖2.
(c) Soit x ∈ Rn et Ω ⊂ Rn tel que Ω est un ensemble convexe fermé, alors
argmin
x∈Ω
φ(x) = PΩ(v),
avec PΩ(x) la projection orthogonale de x sur Ω.
(d) Soit φ une fonction quadratique simple de centre v ∈ Rn. Déﬁnissons φ+(x) = φ∗++
γ
2
‖x−v+‖2 tels que v+ = PΩ(v) et φ∗+ = φ(v+) = φ+(v+). Alors ∀ x ∈ Ω, φ+(x) ≤ φ(x).
Toutes ces propriétés peuvent être prouvées facilement et la démonstration de la dernière
se trouve dans l'article [GKR13].
Rappelons que les deux premiers auteurs de cet article avaient introduit la notation `k(x)
pour déﬁnir une sous-approximation quadratique de la fonction f(x) autour de yk. Notons
de la même manière uk(x) une sur-approximation quadratique de la fonction f(x) autour
de yk. Celles-ci s'expriment de la manière suivante :
`k(x) = f(yk) +∇f(yk)(x− yk) + µ
2
‖x− yk‖2;
uk(x) = f(yk) +∇f(yk)(x− yk) + L
2
‖x− yk‖2.
Contrairement à la méthode présentée dans l'article précédent et décrit à la Section 3.3.1,
les paramètres α et µ utilisés dans l'algorithme principal sont les mêmes que ceux pré-
sentés par Nesterov [Nes04]. Les φk sont donc uniquement fonctions de x et s'écrivent de
la manière suivante :
φk+1(x) = αk`k(x) + (1− αk)φk(x).
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Notons que les fonctions `k(x), uk(x) et φk+1(x) sont toutes des fonctions quadratiques
simples, dont les matrices hessiennes sont respectivement µI, LI et (αkµ+ (1−αk)γk)I.
L'idée de l'analyse présentée par les auteurs est de démontrer que
1. Si l'itération commence avec φ∗k ≥ f(xk), alors il terminera avec φ∗k+1 ≥ f(xk+1).
2. Pour tout x ∈ Ω, φk+1(x)− f(x) ≤ (1− αk)(φk(x)− f(x)).
Si ces deux conditions sont satisfaites, alors on pourra conclure que f(xk) → f ∗ à la
même vitesse que αk → 1 ou, en d'autres termes, que γk → µ.
Deux hypothèses sont nécessaires à la suite de leur analyse. Celles-ci sont trivialement
respectées si L et µ sont respectivement la constante de Lipchitz et la constante de forte
convexité de f .
(H1) f(xN) ≤ u(xN)
(H2) φ∗k ≥ `(xk)
La première explique le rôle de l'étape 2 dans l'Algorithme 3.9. L'Hypothèse (H2) est
nécessaire seulement dans le cas où µ est une approximation de la constante de forte
convexité. Ce sera le cas dans la deuxième méthode proposée par les auteurs.
Leur analyse d'une itération dans le cas sans contraintes leur permet de démontrer le
lemme suivant :
Lemme 3.4.1 (Lemme 2.1, 2.2 et 2.3 dans [GKR13]). Posons
x˜k+1 = yk − 1
L
∇f(yk)
et
v˜k+1 = vk − αk
γk+1
(∇f(yk) + µ(1− θk)vk),
les versions non projetées des points xk+1 et vk+1 de l'algorithme principal. Si (H2), alors
1. x˜k+1 = αkv˜k+1 ;
73
2. uk(x˜k+1) ≤ φk+1(v˜k+1).
La première partie s'obtient facilement en manipulant la déﬁnition des diﬀérents pa-
ramètres. Elle permet de démontrer qu'une itération de l'algorithme pour le cas sans
contrainte se déroule complètement dans un sous-espace de dimension deux, comme on
peut le voir sur la Figure 3.2.
Figure 3.2  Cette ﬁgure permet de représenter le comportement géométrique des diﬀé-
rentes variables lors d'une itération de l'algorithme principal. On remarque que chaque
itération se déroule complètement dans un sous-espace de dimension d'au plus deux déﬁni
par xk, vk et v˜k+1. Ici on suppose sans perte de généralité que xk = 0 et que ‖vk−xk‖ = 1
ou vk = xk = 0. Source : Gonzaga, Karas et Rossetto [GKR13]
La deuxième partie se démontre d'abord en prouvant que uk(αkvk) ≤ φk+1(vk) et ensuite
en extrapolant ce résultat à x˜k+1 et à v˜k+1. Pour ce faire, il faudra supposer, sans perte
de généralité, que xk = 0 et que ‖vk − xk‖ = 1. En eﬀet, il est possible d'utiliser cette
simpliﬁcation en appliquant un changement de variable sauf si vk = xk. Dans ce cas,
on supposera que xk = vk = yk = 0. La preuve complète de ce lemme se trouve dans
l'article [GKR13] dont le rôle est principalement d'obtenir le résultat qui suit pour le cas
avec contraintes.
Théorème 3.4.1. Écrivons xk+1 = PΩ(x˜k+1) et vk+1 = PΩ(v˜k+1). Si l'on choisit φ∗0 =
f(x0), alors ∀ k ≥ 0, φ∗k+1 ≥ f(xk+1).
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Ce théorème montre qu'il est possible d'obtenir un comportement similaire des fonctions
φk par rapport à la fonction f , même dans le cas avec contraintes simples. On remarque
en eﬀet que la fonction φk+1 est construite de telle sorte qu'elle correspond à la fonction
φ+ de la Propriété 3.4.1 (d). Ainsi, comme dans le cas sans contraintes, la nouvelle
fonction, à l'intérieur de Ω, passera dans l'espace borné inférieurement par la fonction f
et supérieurement par la fonction φk.
Le Théorème 3.4.1 nous permet donc d'obtenir l'optimalité de l'algorithme par la borne
de convergence suivante, dont la démonstration se trouve dans [GKR13] :
Théorème 3.4.2 (Théorème 2.6 [GKR13]). Soit x∗ une solution du problème avec
contrainte qui nous intéresse. Alors l'Algorithme 3.8 génère une suite telle que pour k ≥ 0,
f(xk)− f(x∗) ≤ min
{
4L
(γ0 − µ)k2 ,
(
1−
√
µ
L
)k}(
f(x0)− f(x∗) + γ0
2
‖x∗ − x0‖2
)
.
Rappelons que Nesterov en 2004 obtenait
f(xk)− f ∗ ≤ min
{
4L
(k + 2)2
, L
(
1−
√
µ
L
)k}
‖x0 − x∗‖2.
3.4.3 Algorithme amélioré
Les auteurs présentent un algorithme dit amélioré qui permettra d'obtenir un meilleur
taux de convergence. Ils apportent deux modiﬁcations à l'Algorithme 3.8, une recherche
linéaire sur xk+1 et une estimation de µ. Les étapes dans lesquelles se trouvent ces mo-
diﬁcations sont identiﬁées en caractères gras dans l'Algorithme 3.10.
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Gonzaga, Karas et Rossetto - Algorithme amélioré
0. Données:
x0 ∈ Ω, γ0 ≥ L ≥ µ ≥ µ∗ ≥ 0, v0 = x0, η ∈ (0,1), β ∈ (0,1).
La constante de Lipschitz du gradient L, ou une approximation
La constante de forte convexité µ, ou une approximation.
k = 0
1. RÉPÉTER
i. Vériﬁer les conditions de redémarrage
ii. Calculer αk comme la plus grande racine de
Lα2 = αµ+ (1−α)γk
iii. Poser θk =
αkγk
γk+µαk
iv. Poser yk = xk + θk(vk − xk)
v. Choisir tk et améliorer L et µ à l'aide de l'Algo-
rithme 3.11
Si tk < 0, reprendre à l'étape i.
vi. Poser xk+1 = PΩ (yk + tk∇f(yk))
vii. Si
αkµ+ (1−αk)γk − µ∗ < β(µ− µ∗),
poser µ = max{µ∗, ηµ}
viii. Améliorer αk
ix. Poser γk+1 = αkµ+ (1− αk)γk
x. Poser vk+1 = PΩ
(
vk − αkγk+1 (∇f(yk) + µ(vk − yk))
)
xi. Poser k = k + 1
Algorithme 3.10  Gonzaga, Karas et Rossetto - Algorithme amélioré
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Amélioration du pas 1
L
pour la variable xk+1
Rappelons que dans l'algorithme principal, les auteurs proposent une amélioration de la
constante de Lipschitz du gradient aﬁn de reﬂéter le comportement local de la fonction
et d'éviter d'avoir à connaitre la vraie constante. En eﬀet, ils redémarrent l'algorithme
avec une constante deux fois plus grande dans le cas où elle ne satisfait pas la condition
locale f(xk+1) ≤ uyk(xk+1) et la réduisent d'un facteur deux si elle respecte la condition,
en espérant que lors de la prochaine itération, la constante réduite fasse l'aﬀaire.
Dans leur version améliorée, les auteurs poussent plus loin cette approximation locale.
En eﬀet, lorsque la condition locale est respectée, on eﬀectue une recherche d'Armijo aﬁn
de trouver la plus petite constante possible, ou de manière équivalente, le plus grand
pas possible, qui satisfasse toujours la condition. Par contre, selon les auteurs, il serait
ineﬃcace de conserver la dernière valeur réduite du L pour l'itération suivante. Il est donc
préférable de continuer avec un pas choisi par recherche d'Armijo, mais une constante L
réduite qu'une seule fois. En eﬀet, selon ce modèle, augmenter la valeur du L est beaucoup
plus couteux que de la réduire puisque cela nécessite un redémarrage.
Estimation de la constante de forte convexité µ
Tout comme les deux premiers auteurs l'avaient fait dans leur article [GK13], on veut
également tenter d'approximer la constante de forte convexité. De la même façon, on
détermine d'abord une approximation, potentiellement nulle, de la constante de forte
convexité, qu'on appelle µ∗ et on génère une suite {µk} ≥ µ∗ qui décroit vers µ∗ ou vers
la vraie valeur de µ.
On modiﬁera µ dans deux situations. La première est exactement le même que dans [GK13].
On réduit µ lorsque γk est trop proche de µ, c'est-à-dire lorsque γk − µ∗ < β(µ− µ∗).
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La deuxième est similaire à la condition de modiﬁcation du L et diﬀère de ce qui a
été proposé dans [GK13]. On réduira µ lorsque la fonction `(x) n'est plus une sous-
approximation quadratique de f , c'est-à-dire lorsque f(xk+1) < `µ(xk+1). Cela permettra
également de faire en sorte que l'Hypothèse (H2) soit satisfaite.
Les auteurs énoncent que d'utiliser cette technique même lorsque µ est connue peut
améliorer les performances de l'algorithme. En eﬀet, si la constante globale de forte
convexité n'est pas représentative des caractéristiques locales de la fonction, il y a fort
à parier qu'utiliser une constante de forte convexité plus appropriée soit bénéﬁque pour
l'algorithme.
Remarquons qu'aucune de ces améliorations ne sont propres aux problèmes avec contraintes.
Il ne suﬃt que d'ignorer les étapes de projection pour obtenir un nouvel algorithme ap-
plicable au cas sans contraintes.
Optimalité
Pour prouver l'optimalité de cet algorithme, les auteurs utilisent la même hypothèse que
dans [GK13], mais appliqué à l'ensemble Ω.
Hypothèse 3.4.1. Soit
D = sup{‖x− y‖ ∈ Ω | f(x) ≤ f(x0), f(y) ≤ f(x0)}.
Alors, D <∞.
Comme les hypothèses (H1) et (H2) tiennent toujours, on obtient de la même façon que
dans [GK13] la borne suivante,
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GKR - Approximation du L et du µ
0. Données:
yk, ∇f(yk), L, µ, µ∗, η ∈ (0, 1), jmax ∈ N, µmin > 0
Une fonction uy(x, L) = f(y) +∇f(y)T (x− y) + L2 ‖x− y‖2
Une fonction `y(x) = f(y) +∇f(y)(x− y) + µ2‖x− y‖2
j = 1
1. Calculer
xN = PΩ(yk − 1
L
∇f(yk))
2. SI f(xN) > uyk(xN , L), poser L = 2L, tk = −1 et aller à l'étape 8.
3. SI f(xN) < `yk(xN),
i. Poser µ = max{µ∗, ηµ}.
ii. SI µ ≤ µmin, poser µ = µ∗.
iii. tk = −1 et aller à l'étape 8.
4. Poser z = PΩ(yk − 2L∇f(yk)).
5. Poser tk = 1L .
6. SI f(z) ≤ uyk(z, L/2), poser L = L/2.
7. TANT QUE f(z) ≤ uyk
(
z, 1
2tk
)
ET j < jmax,
i. Poser tk = 2tk.
ii. Poser z = PΩ(yk − 2tk∇f(yk)).
iii. j = j + 1.
8. Retourner L, µ et tk.
Algorithme 3.11  GKR - Approximation du L et du µ
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f(xk)− f(x∗) ≤ min

(
1− β − 1
β
√
µ∗
2L
)k
,
4β2L
(β − 1)2(γ0 − µ∗)
1
k2
 (f(x0)− f ∗ + γ0Q),
avec Q = D
2
2
, prouvant l'optimalité de la méthode.
3.5 O'Donoghue et Candès
Lorsque l'on jette un coup d'oeil au comportement de l'algorithme pour la première fois,
on ne peut que remarquer la non-monotonie de la méthode et la régularité avec laquelle
on s'éloigne et se rapproche du minimum. Alors que les autres auteurs mentionnés dans
ce mémoire ne s'y attardent pas, O'Donoghue et Candès s'attaquent à cet aspect du
comportement de l'algorithme. Ils visualisent d'abord ce dernier comme un algorithme
de type momentum. Ils observent ensuite les situations dans lesquelles des bonds appa-
raissent dans le tracé de convergence de l'algorithme. À travers leur article, ils tentent de
mettre le doigt sur la cause de ces bonds et élaborent un algorithme qui permettra de les
éviter. Ils démontrent que la période de ces bonds est proportionnelle à la racine carrée
du conditionnement local de la fonction. Cette section est un résumé commenté de cet
article dans lequel on trouvera une description détaillée de leur algorithme.
3.5.1 Analyse des bonds
En interprétant l'algorithme de Nesterov comme une méthode de type momentum, les au-
teurs ont tenté d'analyser le comportement de l'algorithme comme un système dynamique
en s'inspirant de la physique. Leur analyse leur a permis d'identiﬁer les conditions d'en-
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trée dans les trois régimes d'un système dynamique, c'est-à-dire les régimes apériodiques,
pseudopériodique et apériodique critique. L'entrée dans un de ces trois régimes est dé-
terminée par le terme de momentum, le paramètre β tel que déﬁni dans l'algorithme 2.3.
Celui-ci établit l'importance que l'on accorde au passé, c'est-à-dire aux gradients calculés
précédemment. Plus le momentum est élevé, moins le gradient courant aura d'impor-
tance dans le calcul de la nouvelle direction pour le calcul de yk+1. À l'inverse, moins le
momentum est élevé, plus on aura tendance à faire conﬁance au gradient courant comme
direction à prendre dans le calcul du nouvel itéré.
Le régime apériodique
Appliqué au présent contexte, on peut interpréter le régime apériodique comme un stade
où le momentum est faible. Ce régime se manifeste par une convergence lente et mono-
tone, se rapprochant du comportement de l'algorithme de descente du gradient. En eﬀet,
comme le momentum est faible, le paramètre β se trouve près de 0 et donc l'algorithme
en tant que tel se rapproche de celui de la descente de gradient.
Le régime pseudopériodique
Le régime pseudopériodique, quant à lui, s'interprète comme un stade où le momentum est
élevé. On remarque alors, comme le nom l'indique, une convergence par bonds, donc non
monotone. Dans ce cas-ci, on donne tellement d'importance aux directions précédemment
calculées qu'on tourne autour du minimum. Un peu comme une balle qui dévale une pente
en forme de U, plus son poids est élevé (ou plus on lui donne d'élan au départ), plus elle
prendra de temps à atteindre une stabilité au point le plus bas. En eﬀet, elle le traversera
rapidement et oscillera comme une pendule entre les deux côtés en perdant tranquillement
de la vitesse. Ici, on donne tellement d'information à notre algorithme, de l'information
qui pourrait ne plus avoir d'importance pour l'itération courante, que cette information
dirigera l'algorithme dans une direction qui n'est pas adéquate.
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Le régime apériodique critique
Finalement, le régime apériodique critique s'interprète comme le point d'équilibre entre
les deux derniers régimes. La convergence est optimale selon le terme de momentum. En
eﬀet, il est impossible d'obtenir une convergence monotone plus rapide, en ne changeant
que le β. Si l'on augmente β, on verra assurément apparaitre des bonds. C'est en fait le
régime auquel on aspire.
Dans son livre de 2004 [Nes04], Nesterov écrivait de manière simpliﬁée son algorithme
dans le cas fortement convexe. Cette réécriture permettait d'obtenir un terme de mo-
mentum ﬁxe,
β∗ =
1−√µ
L
1 +
√
µ
L
.
O'Donoghue et Candès démontrent dans leur article que ce terme correspond à la valeur
critique de β lorsque la plus petite valeur propre est signiﬁcativement plus petite que les
autres.
La Figure 3.3 représente ces trois régimes. Les deux tracés monotones et lents repré-
sentent un algorithme qui est majoritairement dans un régime apériodique. Les deux
tracés qui présentent des bonds indiquent que l'algorithme est majoritairement dans un
régime pseudopériodique. Finalement, la droite monotone et qui présente une conver-
gence plus rapide que les autres indique que l'algorithme est majoritairement dans un
régime apériodique critique.
3.5.2 Redémarrage
Alors que Nesterov en 1983 [Nes83] proposait une méthode simple de redémarrage per-
mettant en quelque sorte d'approximer la constante de forte convexité, O'Donoghue et
Candès propose également leur propre méthode d'approximation du µ.
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Figure 3.3  Représentation des diﬀérents régimes. Source : Adaptée de O'Donoghue et
Candès [OC12].
Aﬁn d'approximer cette constante, deux types de redémarrage sont présentés dans cet
article : le redémarrage ﬁxe ainsi que le redémarrage adaptatif. Ces redémarrages ont le
même objectif : eﬀacer la mémoire. Le nouveau vecteur initial sera alors le dernier calculé
et le terme de momentum est posé à 0.
Redémarrage ﬁxe
Les algorithmes utilisant le redémarrage ﬁxe, comme leur nom l'évoque, eﬀectuent un re-
démarrage après un nombre ﬁxe d'itérations. C'est sa simplicité qui le rend si intéressant.
On détermine l'intervalle de redémarrage k au départ et l'algorithme eﬀacera sa mémoire
à chaque k itérations.
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Des recherches ont été menées aﬁn de trouver l'intervalle optimal, [GLW09, LLM11,
Nem05, Nes07]. Plusieurs bornes sur celui-ci ont été découvertes. O'Donoghue et Can-
dès élaborent également leur propre analyse. En supposant que l'on redémarre après k
itérations et que l'on se situe au début du j-ième redémarrage, c'est-à-dire à l'itération
notée (j, 0), alors les auteurs déduisent de la borne obtenue par Nesterov ainsi que de la
propriété de forte convexité que
f(x(j,0))− f ∗ ≤
(
8L
µk2
)j
(f(x(0,0))− f ∗).
Ainsi, en minimisant
(
8L
µk2
)j
conjointement par rapport à j et à k en supposant que le
nombre d'itérations total est c = jk, on obtient
k∗ = e
√
8L
µ
comme intervalle optimal de redémarrage, avec e le nombre d'Euler. En eﬀet, en utilisant
la méthode des multiplicateurs de Lagrange, on obtient le système d'équations suivant :
(
8L
µk∗2
)j∗ln( 8Lµk∗2)
−2j∗
k∗
+ λ∗
k∗
j∗
 = 0
j∗k∗ = c
.
Qui se réécrit de la manière suivante :
(
8L
µk∗2
)c/k∗ (ln( 8L
µk∗2
)
−2c
k∗2
)
=
λ∗k∗
2
(
−2
− 2c
k∗2
)
⇔

λ∗k∗
2
=
(
8L
µk∗2
)c/k∗
−2 = ln
(
8L
µk∗2
) .
D'où la valeur obtenue pour k∗. En utilisant cette valeur optimale, on obtient la même
borne supérieure sur le nombre d'itérations que Nesterov avait obtenu en 2004 [Nes04] sur
84
les fonctions fortement convexes sans eﬀectuer de redémarrage. En eﬀet, on peut obtenir
une précision de  en moins de e
√
8
√
L
µ
log(1

) ∼ O
(√
L
µ
log(1

)
)
itérations.
Malheureusement, cet intervalle dépend des deux paramètres que l'on cherche à approxi-
mer, ce qui pose problème. De plus, aucune information locale de la fonction n'y est
intégrée. Ces inconvénients peuvent être contournés en utilisant le prochain type de re-
démarrage.
Redémarrage adaptatif
L'objectif est de trouver une ou plusieurs conditions qui permettraient de repérer les
moments où les bonds se produisent aﬁn de les éviter. Ces conditions devraient également
être les moins couteuses possible à vériﬁer.
Les auteurs proposent deux heuristiques à la suite de l'analyse de l'algorithme selon un
système dynamique qui semblent bien fonctionner en pratique.
Redémarrage selon la valeur de fonction
D'abord, O'Donoghue et Candès proposent de redémarrer l'algorithme dès que
f(xk) > f(xk−1).
On cherche à obtenir une décroissance monotone de la fonction par rapport à l'optimum.
Le désavantage de cette méthode est que les quantités à observer n'ont pas encore été
calculées. On ajoute donc à l'algorithme un appel de fonction supplémentaire. De plus,
un danger d'instabilité est à prévoir. En eﬀet, des erreurs de cancellation sont possibles
lors de la vériﬁcation de cette condition.
Redémarrage selon le gradient
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La deuxième méthode proposée par les auteurs ne comporte pas les désavantages de
la première, tout en performant empiriquement de manière similaire. On redémarrera
l'algorithme dès que
∇f(yk−1)T (xk − xk−1) > 0.
Ici, on cherche à déterminer quand les gradients précédents ne devraient plus se retrouver
dans l'historique de calcul de la prochaine direction. On déterminera qu'il est temps
d'eﬀacer la mémoire lorsque l'inverse du gradient formera un angle obtus avec la direction
précédente, indice que l'information précédente est potentiellement obsolète et qu'elle
pourrait nuire à la vitesse de convergence.
3.5.3 Convergence de l'algorithme
Concrètement, on obtient l'Algorithme 3.12. Les résultats de convergence de l'algorithme
sont obtenus par les auteurs en explicitant des relations de récurrence qui déﬁnissent les
deux vecteurs xk et yk. Leur analyse leur permet d'aﬃrmer qu'à l'intérieur d'une région
où la fonction s'approxime par une quadratique, c'est-à-dire assez près du minimum, le
comportement de f(xk) et de ∇f(yk)T (xk+1 − xk) prennent une forme sinusoïdale dont
la fréquence est proportionnelle à
√
µ
L
. Cette information nous permet de supposer que
les bonds possèdent l'information qu'il nous manque : le conditionnement local de la
fonction.
En appliquant l'Algorithme 3.12, on remarque que l'on démarre dans le régime apé-
riodique puisque alpha0 = 1 et donc β0 = 0. Inévitablement, le terme de momentum
dépassera la valeur critique et nous passerons alors dans le régime pseudopériodique. Se-
lon l'analyse faite par les auteurs, il faudrait environ 3
2
√
L
µ
itérations avant d'atteindre
ce régime. Il faudrait ensuite environ pi
2
√
L
µ
itérations supplémentaires avant qu'une des
conditions de redémarrage soit respectée. À ce moment, on redémarrera l'algorithme en
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OC - Algorithme avec redémarrage adaptatif
0. Données:
x0 ∈ Rn, γ0 = L, v0 = x0, α0 = 1.
La constante de Lipschitz du gradient L, ou une approximation
La constante de forte convexité µ, ou une approximation.
k = 0
1. RÉPÉTER
i. SI la condition de redémarrage choisie est respectée,
recommencer l'algorithme avec x0 = xk et α0 = 1.
ii. Déterminer αk comme la plus grande racine de
Lα2k = (1−αk)γk +αkµ
iii. Poser θk =
αkγk
γk+αkµ
iv. Poser yk = xk + θk(vk − xk)
v. Poser tk = 1L
vi. Poser xk+1 = yk + tk∇f(yk)
vii. Approximer µ
viii. Améliorer αk
ix. Poser γk+1 = αkµ+ (1− αk)γk
x. Poser vk+1 = vk − αkγk+1 (∇f(yk) + µ(vk − yk))
xi. Poser k = k + 1
Algorithme 3.12  OC - Algorithme avec redémarrage adaptatif
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eﬀaçant la mémoire, ce qui fera en sorte de replacer l'algorithme dans un régime apério-
dique avec un terme de momentum nul. Ainsi, l'intervalle de redémarrage de l'algorithme
est d'environ k∗ = pi+3
2
√
L
µ
itérations. Cet intervalle permet d'obtenir une précision de 
en O
(√
L
µ
log(1

)
)
itérations.
Cette analyse nous indique donc qu'il est possible, dans le cas fortement convexe, d'ob-
tenir la convergence linéaire établie précédemment par Nesterov, sans toutefois connaitre
à priori la constante de forte convexité. Or, elle nous indique également que si la fonc-
tion n'est pas fortement convexe, mais que le hessien de la fonction est déﬁni positif à
l'optimum, on obtient la convergence linéaire, assez proche du minimum. Par contre, en
dehors de ce voisinage, l'analyse ne nous indique pas le comportement de l'algorithme.
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CHAPITRE 4
Mise en commun et analyse empirique
Ce chapitre est consacré à l'analyse empirique des diﬀérentes variantes présentées aux
chapitres 2 et 3. Le but est de les confronter l'une avec l'autre pour la résolution de
diﬀérents problèmes d'optimisation convexe. Rappelons qu'un des buts de ce mémoire est
d'obtenir une comparaison en fonction du nombre d'appels à l'oracle et non du nombre
d'itérations, étant donné que c'est la mesure d'eﬃcacité qui a été retenue.
Dans un premier temps, nous confronterons les diﬀérentes variantes par auteurs. Comme
ceux-ci ont développé plusieurs variantes diﬀérentes, nous tenterons de conserver celle
qui obtient les meilleurs résultats de convergence empirique. À partir des meilleurs algo-
rithmes de chaque auteur, nous oﬀrirons, dans un deuxième temps, une comparaison et
une analyse des méthodes sur des problèmes sans contraintes.
Ensuite, nous présenterons notre version hybride de l'algorithme de Nesterov, construit
à partir des résultats obtenus lors de la comparaison précédente. Nous la confronterons
ensuite avec les variantes étudiées dans ce mémoire.
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Nous terminerons ce chapitre avec une application à des problèmes d'imagerie numérique.
Pour ce faire, nous présenterons d'abord les diﬀérents problèmes d'imageries ainsi que les
algorithmes FISTA et L-BFGS-B qui permettent de résoudre ce genre de problèmes et
nous présenterons ensuite une comparaison et une analyse des diﬀérents algorithmes.
Dans chacun des cas, nous présenterons deux graphiques. Le premier représentera la
norme du gradient à l'itéré courant, notée ‖g(x)‖, et le deuxième représentera la diﬀérence
absolue entre la valeur de la fonction à l'itéré courant et sa valeur optimale, notée |f(x)−
f ∗|. Les deux seront en fonction du nombre d'appels à l'oracle.
4.1 Élimination d'algorithmes
Le nombre d'algorithmes présentés précédemment peut rapidement rendre l'analyse pra-
tique fastidieuse. Nous avons donc eﬀectué un premier tri aﬁn de réduire le nombre
d'algorithmes qui seront ultimement comparés entre eux et avec des méthodes classiques
et optimales.
Nous avons testé les algorithmes sur un bon nombre de problèmes convexes et les résul-
tats étaient très similaires. Les résultats présentés dans cette section proviennent d'un
problème de dimension n = 100, quadratique, fortement convexe et d'un conditionnement
de µ
L
= 1× 10−3.
4.1.1 Gonzaga et Karas
Comme mentionné au chapitre précédent, Gonzaga et Karas ne spéciﬁent pas d'algo-
rithme précis pour la recherche d'Armijo. Nous allons donc comparer deux versions dif-
férentes de la recherche linéaire : une telle que décrite dans le rapport technique de
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Nesterov en 1983 [Nes83] et l'autre telle que décrite au précédent chapitre qui ajoute un
aspect local à chaque itération. On remarque d'après la Figure 4.1 que, contrairement à ce
qu'on aurait pu penser, l'impact de l'utilisation d'information locale n'est pas signiﬁcatif.
Nous avons décidé d'utiliser la version locale simplement pour des raisons de lisibilité des
graphiques puisque les oscillations sont moins grandes lorsque l'on utilise cette version.
(a) Norme du gradient (b) Distance à f∗
Figure 4.1  Les deux graphiques ci-contre représentent le comportement de l'algorithme
présenté par Gonzaga et Karas sans approximation du µ (GK_knownMu) sur le problème
présenté au début de cette section. On compare l'utilisation de deux recherches linéaires
d'Armijo. GK_knownMu utilise la version décrite par Nesterov en 1983 [Nes83] tandis
que GK_knomMuImp utilise la version locale décrite au chapitre précédent. On retrouve
respectivement à gauche et à droite, la norme du gradient et la distance à f ∗ par rapport
au nombre d'appels à l'oracle. Un comportement similaire est également observé lorsque
l'on approxime la constante µ (algorithme GK_approxMu).
D'autre part, lorsque l'on connait le µ, les deux versions de l'algorithme (avec et sans
approximation de la constante µ) oﬀrent un comportement très similaire, avec une légère
avance pour la version sans approximation. Par contre, l'algorithme qui approxime le µ
gagne un net avantage lorsque cette constante est inconnue, comme le démontre la Fi-
gure 4.2. Cette ﬁgure démontre également l'eﬃcacité pratique de l'amélioration proposée
par Gonzaga et Karas par rapport à leur version sans approximation. C'est pour cette
raison que pour le reste de l'analyse, nous utiliserons uniquement la version approximant
le µ.
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(a) Norme du gradient, µ connu (b) Distance à f∗, µ connu
(c) Norme du gradient, µ inconnu (d) Distance à f∗, µ inconnu
Figure 4.2  Les graphiques ci-dessus représentent l'impact de la routine d'approximation
de la constante µ proposée par Gonzaga et Karas. On y compare leur version de l'algo-
rithme sans approximation (GK_knownMuImp) et celle utilisant une routine d'approxi-
mation du µ (GK_approxMuImp). Les algorithmes tentent de résoudre le problème décrit
au début de cette section. Pour les graphiques 4.2a et 4.2b, les algorithmes connaissent la
vraie constante µ, alors que pour les deux derniers, 4.2c et 4.2d, ils l'ignorent en utilisant
µ = 0 comme initialisation. On retrouve respectivement à gauche et à droite, la norme
du gradient et la distance à f ∗ par rapport au nombre d'appels à l'oracle.
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4.1.2 Gonzaga, Karas et Rossetto
Rappelons que Gonzaga, Karas et Rossetto présentent deux variantes de l'algorithme
de Nesterov, l'algorithme principal et l'algorithme amélioré. La première version possède
une routine qui améliore L, mais ne possède pas d'approximation du µ. La deuxième
version peut approximer les deux constantes.
La Figure 4.3 présente le comportement des deux variantes en fonction de la connaissance
des constantes L et µ. On remarque que l'algorithme principal performe très bien lorsque
la constante de forte convexité est fournie. Par contre, lorsque ce n'est pas le cas, on
remarque que l'algorithme amélioré, bien que désavantagé par un nombre d'appels à
l'oracle plus élevé lors des recherches linéaires et des redémarrages, ﬁnit par surpasser
l'algorithme principal après environ mille itérations. Il atteint également une meilleure
précision.
On peut donc en conclure que s'il est aisé de trouver la constante de forte convexité du
problème ou que le contexte ne nous permet pas d'eﬀectuer plus d'un millier d'itérations,
l'algorithme principal semble être un meilleur choix. Par contre, s'il est diﬃcile, voire
impossible, de déterminer la constante de forte convexité ou une approximation raison-
nable et que le problème nous permet de faire plus d'un millier d'itérations, la version
améliorée pourrait donner de meilleurs résultats.
Pour le reste de l'analyse, nous avons fait le choix de conserver la version améliorée
puisque dans la réalité, la constante de forte convexité est rarement disponible. En parti-
culier, dans les problèmes de reconstruction d'images qui seront présentées à la prochaine
section, il est pratiquement impossible d'obtenir cette constante.
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(a) Norme du gradient, L et µ connus (b) Distance à f∗, L et µ connus
(c) Norme du gradient, L connu, µ inconnu (d) Distance à f∗, L connu, µ inconnu
(e) Norme du gradient, L et µ inconnus (f) Distance à f∗, L et µ inconnus
Figure 4.3  Les graphiques ci-dessus comparent les deux variantes d'algorithmes pro-
posées par Gonzaga, Karas et Rossetto selon la connaissance des paramètres L et µ.
L'algorithme principal est ici appelé GKR_basic alors que l'algorithme amélioré est ap-
pelé GKR_improved. Les algorithmes tentent de résoudre le problème décrit au début
de cette section. On retrouve respectivement à gauche et à droite, la norme du gradient
et la distance à f ∗ par rapport au nombre d'appels à l'oracle.
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4.1.3 O'Donoghue et Candès
Comme il a été présenté au précédent chapitre, O'Donoghue et Candès utilisent des
redémarrages aﬁn d'éviter les bonds que l'on peut remarquer dans les graphiques de
convergences des diﬀérentes variantes de l'algorithme de Nesterov.
Rappelons que les auteurs proposent deux types de redémarrage. Le premier regarde la
diﬀérence entre deux valeurs de fonctions. L'algorithme, que nous appellerons GK_RF,
redémarre aussitôt que la valeur de fonction à l'itération courante est plus grande qu'à
l'itération précédente. Le deuxième, appelée GK_RG, utilise l'angle entre deux gradients
successifs. Dès que ce dernier est plus grand que 90◦, l'algorithme redémarre.
Les auteurs prétendent que les deux versions se comportent de manière similaire, mais
que la première est plus sensible aux erreurs de cancellation. C'est eﬀectivement ce que
l'on remarque à la Figure 4.4. Par contre, selon nos expériences, l'algorithme GK_RG
performe toujours mieux que GK_RF. En eﬀet, cette dernière version demande un appel
supplémentaire à l'oracle à chaque vériﬁcation des conditions de redémarrage, ce qui n'est
pas le cas de GK_RG puisqu'il utilise le gradient nécessaire au calcul du prochain itéré
xk+1. Cette remarque n'a pas été considérée par les auteurs puisqu'ils comparent leurs
algorithmes en fonction du nombre d'itérations plutôt qu'en fonction du nombre d'appels
à l'oracle. Ainsi, pour le reste de l'analyse, nous utiliserons uniquement OC_RG.
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(a) Norme du gradient (b) Distance à f∗
Figure 4.4  Les graphiques ci-dessus comparent les deux types de redémarrage proposés
par O'Donoghue et Candès. On y compare la version qui redémarre selon la direction
du gradient (OC_RG) avec celle qui redémarre selon les diﬀérences entre deux valeurs
de fonctions successives (OC_RF). Le problème à résoudre est celui décrit au début de
cette section et les paramètres L et µ sont connus. On observe un comportement similaire
lorsqu'au moins un des paramètres est inconnu. On retrouve respectivement à gauche et
à droite, la norme du gradient et la distance à f ∗ par rapport au nombre d'appels à
l'oracle.
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4.2 Comparaison globale sans contraintes
Aﬁn de comparer les diﬀérentes variantes entre elles et avec l'algorithme de descente du
gradient, nous avons lancé les algorithmes sur diﬀérentes fonctions quadratiques, dont la
pire fonction du monde proposée par Nesterov. Pour chaque problème, un comportement
similaire à celui présenté à la Figure 4.5 est observé. Les graphiques de convergence de
certains problèmes se trouvent en Annexe D. L'algorithme de descente du gradient utilisé
ici, se sert d'un pas constant optimal, c'est-à-dire de 1/L, avec L la constante de Lipschitz
ou une approximation. L'algorithme appelé hybride sera présenté à la section suivante.
On remarque d'abord que le comportement des algorithmes varie énormément selon la
connaissance des paramètres L et µ. En eﬀet, lorsque les deux paramètres sont connus,
l'algorithme de Nesterov à pas constant (NesterovCSS1) ainsi que l'algorithme de O'Do-
noghue et Candès (OC_RG) performent de manière remarquable. Ce n'est pas très sur-
prenant étant donné que NesterovCSS1 est optimisé pour des fonctions quadratiques
telles que la pire fonction du monde et utilise pleinement les paramètres du problème.
De plus, OC_RG diﬀère de NesterovCSS1 que par des redémarrages.
On remarque également que la version de Gonzaga et Karas (GK_approxMuImp) ne
semble pas améliorer la convergence du gradient. Une des raisons qui pourrait expliquer
ce phénomène est le nombre élevé d'appels à l'oracle à chaque itération induit par les
recherches linéaires. L'algorithme semble donc désavantagé par ses routines d'approxi-
mation du L et du µ lorsque ceux-ci sont connus.
Les autres versions, l'algorithme proposé par Nesterov en 1983 (Nesterov83) et l'algo-
rithme de Gonzaga, Karas et Rossetto (GKR_improved) performent beaucoup mieux que
le gradient, mais ne réussissent pas à atteindre la même performance que NesterovCSS1
et OC_RG. Encore une fois, ces deux algorithmes utilisent des routines d'approximation
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du L et du µ qui requièrent des appels supplémentaires à l'oracle. Dans le cas où ces
paramètres sont connus, ces routines semblent les désavantager.
Lorsque seulement L est connu un changement assez important se produit, démontrant
la nécessité d'une bonne gestion du µ. D'abord, l'algorithme GK_approxMuImp ﬁnit
par rattraper presque l'entièreté des autres variantes après quelques milliers d'itérations.
Bien qu'il fait beaucoup d'appels à l'oracle, cela ﬁnit par lui être bénéﬁque à long terme.
Sa routine d'approximation du µ semble donc eﬃcace.
On remarque également que OC_RG ne semble pas trop préoccupé par la non-connaissance
du µ. Il performe encore beaucoup mieux que l'ensemble des variantes présentées. On re-
marque par sa trajectoire de convergence qu'il a eﬀectué quelques redémarrages. Cela
conﬁrme que les redémarrages lui permettent eﬀectivement d'approximer adéquatement
la constante de forte convexité.
D'ailleurs, NesterovCSS1 a perdu ses avantages par rapport aux autres variantes. Ne
possédant pas de routine d'approximation du µ, il utilise la sous-approximation 0, ce qui
le fait converger comme si le problème n'était pas fortement convexe. C'est également ce
qui se passe avec Nesterov83. Ces deux algorithmes sont conçus en tenant compte que la
constante de forte convexité leur est fournie.
Pour ce qui est de GKR_improved, sa routine d'approximation du µ lui donne un bon
coup de main. Il ﬁnit par être meilleur que la plupart des algorithmes, plus rapidement
que GK_approxMuImp.
Finalement, lorsqu'aucun paramètre n'est connu, comme c'est le cas en pratique dans la
plupart des situations, c'est GKR_improved qui semble donner de meilleurs résultats. Ses
routines d'approximation du L et du µ lui sont très bénéﬁques. NesterovCSS1 et OC_RG
qui ne possèdent pas de routines d'approximation de la constante de Lipschitz ne donnent
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vraiment pas de bons résultats. Bien que meilleurs que la descente du gradient, ces deux
algorithmes sont moins performants que l'ensemble des autres variantes.
L'algorithme Nesterov83 ne donne pas de résultats aussi catastrophiques puisqu'il utilise
une recherche d'Armijo pour approximer le L. De plus, son nombre limité d'appels à
l'oracle lui donne un avantage à court terme sur l'algorithme GK_approxMuImp qui le
dépasse après quelques milliers d'itérations.
Cette analyse globale nous permet de conclure que le meilleur choix d'algorithme dans
un cas sans contrainte dépend fortement de l'information connue du problème. Lorsque
seulement le L est connu, il est plus avantageux d'utiliser la version OC_RG qui fait très
peu d'appels à l'oracle et qui approxime bien le µ à l'aide de redémarrages bien eﬀectués.
Par contre, si la constante de Lipschitz est impossible à obtenir, il serait plus intéressant
d'utiliser GKR_improved.
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(a) Norme du gradient, L et µ connus
(b) Distance à f∗, L et µ connus
Figure 4.5  Les graphiques ci-dessus oﬀrent un portrait global du comportement de l'en-
semble des variantes présentées sur le problème décrit au début de la section précédente
lorsque les deux paramètres sont connus.
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(c) Norme du gradient, L connu, µ inconnu
(d) Distance à f∗, L connu, µ inconnu
Figure 4.5  Les graphiques ci-dessus oﬀrent un portrait global du comportement de l'en-
semble des variantes présentées sur le problème décrit au début de la section précédente
lorsque les deux paramètres sont connus, lorsque seulement la constante de Lipschitz du
gradient, L, est connue.
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(e) Norme du gradient, L et µ inconnus
(f) Distance à f∗, L et µ inconnus
Figure 4.5  Les graphiques ci-dessus oﬀrent un portrait global du comportement de l'en-
semble des variantes présentées sur le problème décrit au début de la section précédente,
lorsque les deux paramètres sont inconnus.
102
4.3 Algorithme amélioré
C'est en nous basant sur la conclusion de l'analyse précédente qu'il nous est venu l'idée de
concevoir un algorithme qui combinerait les avantages des redémarrages de OC_RG dans
les cas où la constante L est connue et les performances de GKR_improved lorsqu'aucun
paramètre n'est connu. Le modèle uniﬁé présenté au Chapitre 3 favorise l'implémentation
d'algorithme combinant des routines provenant de variantes diﬀérentes. C'est d'ailleurs
ce qui a permis d'obtenir la méthode qui sera appelé l'algorithme hybride.
Il a été souligné précédemment que les redémarrages utilisés par O'Donoghue et Candès
servent à approximer la constante de forte convexité µ. L'algorithme hybride 4.1 uti-
lise donc les étapes de GKR_improved, agrémentées du redémarrage de OC_RG, sans
toutefois approximer le µ à la manière de Gonzaga, Karas et Rossetto. Nos expériences
pratiques appuient également l'idée que les étapes d'approximation du µ utilisées par
GKR_improved sont inutiles, et peuvent même, dans certains cas, ralentir la conver-
gence de l'algorithme par des redémarrages inutiles.
4.3.1 Performances pratiques sur des problèmes sans contrainte
On remarque que notre algorithme hybride oﬀre globalement une très bonne performance.
En eﬀet, lorsque tous les paramètres sont connus, notre algorithme performe aussi bien
que GKR_improved et Nesterov83. Il ne performe par contre pas aussi bien que Nes-
terovCSS1 et OC_RG dans ce cas spéciﬁque. Ensuite, lorsque seulement L est connu,
hybride converge à la même précision que GKR_improved, mais atteint cette précision
environ quelques milliers d'appels à l'oracle plus tôt que ce dernier, ce qui le rend très
intéressant pour les problèmes qui exigent un nombre limité d'appels.
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Simard - Algorithme hybride
0. Données:
x0 ∈ Ω, γ0 ≥ L, v0 = x0.
La constante de Lipschitz du gradient L, ou une approximation
La constante de forte convexité µ, ou une approximation.
k = 0
1. RÉPÉTER
i. SI la condition de redémarrage est respectée, recom-
mencer l'algorithme avec x0 = xk.
ii. Calculer αk comme la plus grande racine de
Lα2 = αµ+ (1−α)γk
iii. Poser θk =
αkγk
γk+µαk
iv. Poser yk = xk + θk(vk − xk)
v. Choisir tk et améliorer L à l'aide de l'Algorithme 4.2
Si tk < 0, reprendre à l'étape i.
vi. Poser xk+1 = PΩ (yk + tk∇f(yk))
vii. Approximer µ
viii. Améliorer αk
ix. Poser γk+1 = αkµ+ (1− αk)γk
x. Poser vk+1 = PΩ
(
vk − αkγk+1 (∇f(yk) + µ(vk − yk))
)
xi. Poser k = k + 1
Algorithme 4.1  Simard - Algorithme hybride
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Simard - Approximation du L
0. Données:
yk, ∇f(yk), L, µ, jmax ∈ N
Une fonction uy(x, L) = f(y) +∇f(y)T (x− y) + L2 ‖x− y‖2
j = 1
1. Calculer
xN = PΩ(yk − 1
L
∇f(yk))
2. SI f(xN) > uyk(xN , L), poser L = 2L, tk = −1 et aller à l'étape 7.
3. Poser z = PΩ(yk − 2L∇f(yk)).
4. Poser tk = 1L .
5. SI f(z) ≤ uyk(z, L/2), poser L = L/2.
6. TANT QUE f(z) ≤ uyk
(
z, 1
2tk
)
ET j < jmax,
i. Poser tk = 2tk.
ii. Poser z = PΩ(yk − 2tk∇f(yk)).
iii. j = j + 1.
7. Retourner L, µ et tk.
Algorithme 4.2  Simard - Approximation du L
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Finalement, lorsque les deux constantes sont inconnues, hybride performe mieux que
l'ensemble des variantes étudiées. Il semble également être moins sensible aux erreurs de
cancellation. Étant donné que dans la majorité des situations, les constantes ne sont pas
connues, cela lui donne un très grand avantage par rapport aux autres variantes.
4.4 Application à des problèmes d'imagerie
Étant donné l'aspect limitatif des hypothèses imposées à la fonction objectif des pro-
blèmes étudiés, il n'est pas toujours évident de trouver de réels problèmes entrant parfai-
tement dans ce moule. Heureusement, les problèmes inverses en imagerie numérique s'ap-
pliquent parfaitement au modèle. Les problèmes que nous étudierons sont les problèmes
de débruitage, de déﬂoutage ainsi que de reconstruction tomographique, appliqués à un
signal 2D, c'est-à-dire à une image.
Dans le domaine de l'imagerie numérique, la résolution de problèmes inverses, tels que le
débruitage, le déﬂoutage ainsi que la tomographie, est un sujet d'actualité. On est encore
à la recherche d'algorithmes performants, permettant de retrouver une image originale la
plus précise possible.
4.4.1 Problèmes inverses
Les problèmes inverses étudiés dans ce mémoire prennent la forme de
AXB′ = Y +W
avec A ∈ Rn×n et B ∈ Rm×m des matrices connues, Y ∈ Rn×m un vecteur également
connu et W une matrice inconnue de bruit. A et B sont les opérateurs représentant le
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problème étudié et Y est l'image bruitée, ﬂoue ou l'image de données dans le cas de la
tomographie. On cherche l'image  originale  X.
Pour ce faire, on peut eﬀectuer une minimisation moindre carrée aﬁn d'obtenir l'image
recherchée. Par contre, dans le domaine, on ajoute généralement à la fonction objectif
un terme de régularisation qui induit une condition supplémentaire à la reconstruction
et qui stabilise la solution. La régularisation qui sera utilisée dans nos tests sera la varia-
tion totale (TV) lissée. En général, la TV originale représente la norme L1 du gradient
de l'image et est donc non-diﬀérentiable. La version lissée est une version dite L2L1
puisqu'elle est légèrement modiﬁée aﬁn de la rendre diﬀérentiable. Elle est déﬁnie de la
manière suivante :
R(X) =
n∑
i=1
m∑
j=1
(
√
2 +Nx(i, j)− )
où Nx(i, j) est la (i, j)-ième composante de la norme du gradient de l'image X. Remar-
quons que lorsque  = 0 on retrouve la norme L1, soit la version originale de la TV.
Étant données les hypothèses de diﬀérentiabilité imposées sur les problèmes à résoudre
à l'aide des algorithmes étudiés dans ce mémoire, l'utilisation de la TV lissée L2L1 est
incontournable. En eﬀet, les algorithmes étudiés ont besoin de l'existence d'une constante
de Lipschitz du gradient et l'utilisation de la norme L1 fait en sorte qu'un tel L n'existe
pas. C'est donc pour cette raison que nous avons décidé d'utiliser diﬀérents  lors de nos
tests. De plus, nos expériences pratiques nous ont démontré que les algorithmes n'oﬀrent
pas le comportement attendu si nous utilisons la version originale non-diﬀérentiable de
la TV, c'est-à-dire lorsque le  de la régularisation est nul.
Or, Nesterov a déjà travaillé à la modiﬁcation de son algorithme pour élargir ses capacités
à la résolution de problèmes d'optimisations possédant une fonction objectif qui prend
exactement la forme utilisée lors de résolution de problèmes inverses, c'est-à-dire un terme
quadratique additionné d'un terme non diﬀérentiable [Nes07].
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Fonction objectif
En débruitage, les matrices A et B sont l'identité. Ainsi, la fonction objectif s'énonce
comme :
1
2
‖X − Y ‖2F + λR(X).
Rappelons que ‖A‖F est la norme de Frobenius de la matriceA et est déﬁni par (trATA)1/2,
avec trM la trace de la matrice M .
En déﬂoutage, les matrices A et B représentent les opérateurs de ﬂoutage. La fonction
objectif s'écrit :
1
2
‖AXB′ − Y ‖2F + λR(X).
Enﬁn, en reconstruction tomographique, si x représente l'image X vectorisée, c'est-à-
dire la concaténation de chaque ligne de l'image, la matrice représentant l'opération de
tomographie, appelée la matrice système, est une matrice A de dimensions l × (n ×m)
et la fonction à minimiser s'énonce comme :
1
2
‖Ax− y‖22 + λR(X),
avec y, l'image des données obtenues Y vectorisée.
Jusqu'à maintenant, nous n'utilisions que la distance de l'objectif à sa valeur optimale
ainsi que la norme du gradient comme mesure de la qualité des algorithmes. Par contre,
dans le cas des problèmes inverses, de nombreux facteurs peuvent inﬂuencer la conver-
gence des algorithmes. Entre autres, les paramètres λ et  jouent un rôle crucial dans la
déﬁnition du problème à optimiser. Ainsi, nous ajouterons également les images obtenues
comme mesure de la qualité de la reconstruction. Le but ultime de ce genre de problèmes
étant d'obtenir des images le plus net possible et le plus près de l'image originale possible,
cette mesure n'est donc pas farfelue.
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Étant donné que l'accent est mis sur le comportement et la convergence des algorithmes,
nous présentons les résultats sur 5000 appels à l'oracle. En pratique, plusieurs problèmes
inverses en imagerie n'utilisent que de quelques dizaines à quelques centaines d'appels à
l'oracle. Par exemple, en reconstruction tomographique on peut avoir à traiter des images
d'un million de pixels. Bien que ces images sont généralement très creuses, c'est-à-dire
que plusieurs pixels sont nuls, on ne peut pas se permettre de faire appel à l'oracle trop
souvent.
4.4.2 FISTA
À ce jour, dans la littérature, un algorithme se démarque des autres : FISTA, accronyme
de Fast Iterative Shrinkage-Thresholding Algorithm. C'est la version améliorée de ISTA :
Iterative Shrinkage-Thresholding-Algorithm. Cet algorithme itératif, tout comme sa ver-
sion plus lente, se démarque par sa simplicité d'exécution. Chaque itération se déroule en
deux temps. On eﬀectue d'abord une étape d'optimisation du X, et ensuite une étape de
seuillage doux. L'algorithme est décrit en détail par Beck et Teboulle dans [BT09a]. Ce
qui est intéressant avec cette famille d'algorithmes est qu'elle est basée sur l'algorithme
de Nesterov présenté en 1983.
FISTA ayant d'abord été conçu pour des problèmes de débruitage, Beck et Teboulle en
ont fourni une version qui permet de résoudre le problème plus complexe de déﬂoutage.
Pour ce faire, la méthode FISTA doit être adaptée en utilisant le dual du problème de
débruitage. Les détails de cette version sont décrits dans [BT09b]. Pour ce qui est de la
reconstruction tomographique, la version utilisée provient de Jean-Pierre Dussault, mais
n'est pas encore publiée. Pour nos expériences, nous allons comparer nos algorithmes
avec la version de FISTA spéciﬁque pour les trois problèmes d'intérêt.
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FISTA a l'avantage de résoudre les problèmes non-diﬀérentiables. Ainsi, il faut être pru-
dent lorsque l'on analyse les graphiques de convergence, en particulier ceux représentant
les valeurs de fonction objectif, puisque FISTA utilise la version non-diﬀérentiable de la
variation totale.
4.4.3 L-BFGS-B
Nous comparerons également nos algorithmes avec une méthode classique de type quasi-
Newton, c'est-à-dire L-BFGS-B, qui est en fait une version à mémoire limitée de l'algo-
rithme BFGS (Broyden-Fletcher-Goldfarb-Shanno) pour des problèmes bornés par des
contraintes simples [NW06]. Cette méthode itérative utilise à chaque itération une cer-
taine quantité d'approximations de la matrice hessienne, obtenues à l'aide de la relation
de quasi-Newton :
(xk+1 − xk)H = ∇f(xk+1)−∇f(xk),
où H est une approximation de ∇2f(xk+1). Le but est d'obtenir les avantages d'une
méthode de second ordre, en utilisant seulement l'information fournie par un oracle de
premier ordre. Dans ce cas-ci, la version utilisée garde en mémoire cinq approximations.
4.4.4 Adaptation des algorithmes aux problèmes avec contraintes
Comme il a été mentionné plusieurs fois au cours de ce mémoire, l'objectif principal
de ce mémoire est d'analyser les diﬀérentes variantes d'algorithmes pour des cas sans
contraintes. Cependant, comme nous l'avons vu, certains auteurs proposent des versions
d'algorithmes propres aux problèmes avec contraintes. Certains d'entre eux n'utilisent que
des projections d'un ou de deux vecteurs au cours des itérations. Nous avons également
remarqué que les versions spéciﬁquement conçues pour des problèmes avec contraintes
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peuvent facilement s'appliquer aux problèmes sans contraintes en ignorant les étapes de
projections (ou en projetant dans Rn). C'est d'ailleurs le cas des variantes de Gonzaga,
Karas et Rossetto, qui se sont avérés performants sur des problèmes sans contraintes, tel
que présenté à la Section 4.2.
Inﬂuence des vecteurs projetés
Ainsi, pour résoudre des problèmes de reconstruction d'images, qui demande d'ajouter
des contraintes simples, nous avons besoin d'adapter nos algorithmes. Pour des raisons de
simplicité, nous avons simplement choisi d'ajouter une étape de projection à chaque ité-
ration. Nous voulions également comparer l'impact d'une simple projection du x, comme
il est eﬀectué par Nesterov [Nes04, Nes83], et la projection du x et du v, comme le fait
Gonzaga, Karas et Rossetto [GKR13].
La Figure 4.6 présente le comportement des deux versions sur la norme du gradient et
sur la distance à f ∗ pour les variantes étudiées, alors que la Figure 4.7 présente les images
reconstruites pour chaque version et chaque variante. Nous n'avons pas fait le test sur
l'algorithme Nesterov83 puisque pour cette variante v = x.
On remarque que la version qui projette les deux vecteurs (x et v) performe mieux sur
la majorité des algorithmes, mis à part NesterovCSS1 et OC_RG. Cependant, pour ces
deux dernières variantes, les images obtenues sont très semblables.
La diﬀérence est plus marquée pour les algorithmes GKR_improved et hybride. La ver-
sion qui projette x et v oﬀre de meilleures performances quand à la norme du gradient
et à la distance à f ∗ en plus de produire de nettement meilleures images.
Alors qu'on aurait pu croire que d'eﬀectuer les itérations entièrement dans l'ensemble
réalisable en projetant à la fois x et v à chaque itération est superﬂus, on remarque que
certains algorithmes en bénéﬁcient énormément. Ainsi, pour les comparaisons globales,
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nous utiliserons la projection des deux vecteurs pour les algorithmes GK_approxMuImp,
GKR_improved et hybride et la projection du x seulement pour les algorithmes Neste-
rovCSS1, OC_RG et Nesterov83.
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(a) Norme du gradient (b) Distance à f∗
(c) Norme du gradient (d) Diﬀérence de fonctions
(e) Norme du gradient (f) Diﬀérence de fonctions
Figure 4.6  Les graphiques ci-dessus, ainsi que ceux se trouvant la page suivante, repré-
sentent l'inﬂuence des vecteurs qui sont projetés sur l'ensemble réalisable. Les algorithmes
portant la mention Px ne projettent que le vecteur xk à chaque itération alors que les
algorithmes portant la mention PxPv projettent xk et vk à chaque itération, assurant
ainsi que tous les vecteurs impliqués dans l'algorithme respectent les contraintes. Les
graphiques de gauche représentent la norme du gradient donné par l'oracle, et non pas
le gradient projeté, alors que les graphiques de droite représentent la distance à f ∗.
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(g) Norme du gradient (h) Diﬀérence de fonctions
(i) Norme du gradient (j) Diﬀérence de fonctions
Figure 4.6  Les graphiques ci-dessus, ainsi que ceux se trouvant la page précédente,
représentent l'inﬂuence des vecteurs qui sont projetés sur l'ensemble réalisable. Les algo-
rithmes portant la mention Px ne projettent que le vecteur xk à chaque itération alors
que les algorithmes portant la mention PxPv projettent xk et vk à chaque itération, as-
surant ainsi que tous les vecteurs impliqués dans l'algorithme respectent les contraintes.
Les graphiques de gauche représentent la norme du gradient donné par l'oracle, et non
pas le gradient projeté, alors que les graphiques de droite représentent la distance à f ∗.
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(a) Image originale
(b) Image ﬂoue
(c) NesterovCSS1, Px (d) NesterovCSS1, PxPv
(e) GK_approxMu, Px (f) GK_approxMu, PxPv
(g) GKR_improved, Px (h) GKR_improved, PxPv
(i) OC_RG, Px (j) OC_RG, PxPv
(k) hybride, Px (l) hybride, PxPv
Figure 4.7  Les images suivantes sont les résultats obtenus par les diﬀérentes variantes
d'algorithme étudiées lorsque seulement le vecteur xk est projeté sur l'ensemble réalisable
(deuxième colonne) et lorsque les deux vecteurs, xk et vk, sont projetés sur l'ensemble
réalisable (troisième colonne) à chaque itération.
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4.5 Comparaison globale avec contraintes
Pour la comparaison globale des algorithmes sur des problèmes avec contraintes, nous
avons utilisé quatre problèmes diﬀérents. Dans chaque cas, aucun paramètre, L ou µ
n'étaient connus des algorithmes, comme ce serait le cas normalement pour ce genre de
problème. En eﬀet, obtenir les constantes de Lipschitz du gradient et de forte convexité
de la régularisation TV et du terme de données n'est vraiment pas trivial, même lorsque
l'on connait la vérité terrain et les données du problème. Dans chacun des cas présentés
ici, le paramètre  de la TV était de 1× 10−5.
4.5.1 Déﬂoutage d'un texte
Le premier problème consiste à déﬂouter un texte dont on ne connait pas l'image originale
ni les paramètres de ﬂoutage. L'image ﬂoue est d'une dimension de 260× 300 pixels. Le
paramètre λ de la TV était de 2× 10−7. Ce problème correspond au  challenge 2  du
livre de Hansen James et Dianne sur le déblurring d'images [HNO06].
Comme il est possible de remarquer sur la Figure 4.8, les algorithmes de FISTA et
de L-BFGS-B sont meilleurs que l'ensemble des variantes de l'algorithme de Nesterov
étudiées dans ce mémoire. Par contre, les algorithmes GKR_improved, Nesterov83 et
hybride semble attendre la même valeur de norme du gradient après plusieurs milliers
d'appels à l'oracle. D'ailleurs, on remarque que parmi les méthodes de type Nesterov,
celle qui performe le mieux est Nesterov83. Ceci est assez surprenant étant donné que
lors de nos expériences sans contraintes, elle ne s'était jamais démarquée des autres.
Pour ce qui est des images résultantes qui se trouvent à la Figure 4.9, on remarque
que malgré la performance des algorithmes FISTA et L-BFGS-B, l'algorithme hybride et
116
Nesterov83 oﬀrent des résultats assez impressionnants. Le texte qu'ils obtiennent semble
même légèrement plus lisible que celui obtenu par L-BFGS-B et FISTA.
Les méthodes NesterovCSS1 et OC_RG oﬀrent, pour leur part, des performances gê-
nantes. Elles se démarquent de l'ensemble des autres algorithmes par leur inaptitude à
résoudre le problème. Les images résultantes sont également très décevantes. Une expli-
cation possible à ce comportement serait peut-être la diﬃculté avec laquelle ces variantes
réussissent à résoudre des problèmes sans connaitre les paramètres.
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(a) Norme du gradient
(b) Distance à f∗
Figure 4.8  Les deux graphiques ci-dessus présentent le comportement des variantes de
l'algorithme de Nesterov sur un problème de déﬂoutage d'un texte dont on ne connait
pas les paramètres. L'image ﬂoue était de dimension 260× 300 pixels, le λ de la TV était
de 2× 10−7 et le  de 1× 10−5.
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(a) Image ﬂoue (b) Nesterov CSS1 (c) GK approxMu
(d) GKR improved (e) OC RG (f) Nesterov 83
(g) hybride (h) L-BFGS-B (i) FISTA
Figure 4.9  Les images ci-dessus représentent le résultat obtenu par les diﬀérentes va-
riantes de l'algorithme de Nesterov sur un problème de déﬂoutage d'un texte dont on ne
connait pas les paramètres après 5000 appels à l'oracle. L'image ﬂoue était de dimension
260×300 pixels, le λ de la TV était de 2×10−7 et le  de 1×10−5. Cette image de départ
se trouve en (a).
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4.5.2 Déﬂoutage avec paramètres connus
Le deuxième problème que les algorithmes ont tenté de résoudre était de déﬂouter une
image dont on connait les paramètres ainsi que l'image originale. Le facteur de ﬂou était
de 10 et un bruit aléatoire gaussien a été ajouté avec une moyenne de 0 et un écart
type de 0.5. L'image était d'une grosseur de 256× 256 pixels. Le paramètre λ de la TV
était de 0.5. Ce problème correspond au  challenge 1  du livre de Hansen, James et
Dianne [HNO06].
Encore une fois, la Figure 4.10 montre que FISTA et L-BFGS-B oﬀrent de meilleurs
résultats en termes de distance à f ∗, bien que les algorithmes OC_RG et NesterovCSS1
semblent les rejoindre après 5000 appels à l'oracle. Les images qu'ils obtiennent à la
Figure 4.11 sont également visuellement aussi bonnes que celle des méthodes classiques
et optimales. Contrairement à précédemment, ces deux variantes performent très bien,
mais il faut attendre 2000 appels à l'oracle avant de les voir prendre de l'avance. Avant
cela, elles n'oﬀrent pas de très bons résultats contrairement à leurs concurrents.
Si l'on s'attarde à la norme du gradient, on remarque que FISTA ne fait pas mieux que
Nesterov83 et que GKR_improved après 5000 appels à l'oracle et qu'après environ 2500
appels, NesterovCSS1 est le pire des algorithmes testés. Il faut donc être prudent lorsque
l'on tente d'analyser les performances des algorithmes. Certaines métriques seules ne sont
pas garantes des performances réelles de celles-ci.
En eﬀet, si l'on regarde également le comportement de l'algorithme hybride, on remarque
qu'il ne semble pas se démarquer du lot. Cependant, si l'on jette un coup d'oeil aux
images, il oﬀre un visuel plus intéressant que GKR_improved et Nesterov83, qui selon le
graphique, sont plus performants.
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(a) norme du gradient
(b) Diﬀérence de fonctions
Figure 4.10  Les deux graphiques ci-dessus présentent le comportement des variantes de
l'algorithme de Nesterov sur un problème de déﬂoutage dont on connait les paramètres.
Le L et le µ n'étaient pas connus des algorithmes. L'image ﬂoue était de dimension
256× 256 pixels, le λ de la TV était de 0.5 et le  de 1× 10−5.
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(a) Image originale
(b) Image ﬂoue (c) Nesterov CSS1 (d) GK approxMu
(e) GKR improved (f) OC RG (g) Nesterov 83
(h) hybride (i) L-BFGS-B (j) FISTA
Figure 4.11  Les images ci-dessus représentent le résultat obtenu par les diﬀérentes
variantes de l'algorithme de Nesterov sur un problème de déﬂoutage dont on connait les
paramètres après 5000 appels à l'oracle. Le L et le µ n'étaient pas connus des algorithmes.
L'image originale était de dimension 256 × 256 pixels, le λ de la TV était de 0.5 et le 
de 1× 10−5. L'image originale se trouve en (a) et l'image ﬂoue est représentée en (b).
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4.5.3 Débruitage
L'avant-dernier problème est un problème de débruitage sur le portrait de la bien célèbre
Lena d'une grandeur de 256×256 pixels dont on connait les paramètres ainsi que l'image
originale. Le bruit ayant été ajouté à l'image originale était un bruit aléatoire gaussien
de moyenne 0 et d'écart type 0.2. Le paramètre λ de la TV était de 0.2.
La Figure 4.12 représente le comportement des algorithmes sur le problème de débruitage.
On remarque que l'algorithme L-BFGS-B est sans contredit le meilleur des algorithmes.
Par contre, la Figure 4.13 ne nous permet pas de conclure que ses performances in-
téressantes par rapport à la norme du gradient ainsi que la distance à f ∗ impliquent
une meilleure reconstruction. En eﬀet, les images sont très semblables d'un algorithme
à l'autre. Il est très diﬃcile de déterminer quelle image semble la mieux reconstruite.
Ainsi, on pourrait dire que pour des besoins pratiques, l'ensemble des algorithmes pré-
sentés dans ce mémoire sont autant eﬃcaces que les méthodes classiques et optimales
pour résoudre ce problème en particulier.
Si l'on observe tout de même les graphiques de performances, on remarque qu'en général,
l'ensemble des algorithmes de type Nesterov et FISTA se comportent sensiblement de la
même manière. FISTA, NesterovCSS1 ainsi que OC_RG semblent être les moins perfor-
mants en termes de norme du gradient alors que FISTA performe mieux que L-BFGS-B
pour les 500 premiers appels à l'oracle et que le reste des autres algorithmes pour les
2700 premiers appels à l'oracle en terme de valeur de fonction.
Pour les 1000 premiers appels à l'oracle, c'est la méthode hybride, parmi les méthodes
de type Nesterov, qui oﬀre de meilleures performances en terme de valeur de fonction
alors que c'est GK_approxMu qui domine en terme de norme du gradient. Par contre,
après 3000 appels à l'oracle, c'est Nesterov83 qui performe mieux en terme de norme du
gradient et de valeur de fonction.
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(a) Norme du gradient
(b) Diﬀérence de fonctions
Figure 4.12  Les deux graphiques ci-dessus présentent le comportement des variantes de
l'algorithme de Nesterov sur un problème de débruitage dont on connait les paramètres.
Le L et le µ n'étaient pas connus des algorithmes. L'image bruitée était de dimension
256× 256 pixels, le λ de la TV était de 0.2 et le  de 1× 10−5.
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(a) Image originale
(b) Image bruitée (c) Nesterov CSS1 (d) GK approxMu
(e) GKR improved (f) OC RG (g) Nesterov 83
(h) hybride (i) L-BFGS-B (j) FISTA
Figure 4.13  Les images ci-dessus représentent le résultat obtenu par les diﬀérentes
variantes de l'algorithme de Nesterov sur un problème de débruitage, dont on connait les
paramètres, après 5000 appels à l'oracle. Le L et le µ n'étaient pas connus des algorithmes.
L'image originale était de dimension 256 × 256 pixels, le λ de la TV était de 0.2 et le 
de 1× 10−5. L'image originale se trouve en (a) et l'image ﬂoue est représentée en (b).
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4.5.4 Reconstruction tomographique
Le dernier problème est une reconstruction tomographique d'une image classique en ima-
gerie numérique, le fantôme, d'une grandeur de 101× 101 pixels dont on connait les pa-
ramètres ainsi que l'image originale. L'image à reconstruire a été générée à l'aide de 180
projections sur 60 détecteurs. La matrice système est donc d'une taille de 10800×10201.
Un bruit normalisé aléatoire gaussien de moyenne nulle et d'écart type 0.2 a été ajouté
au signal. Le λ de la TV était de 1.
D'un simple coup d'oeil aux graphiques de la Figure 4.14, plusieurs choses sont remar-
quables. D'abord, en ce qui concerne la norme du gradient, les algorithmes NesterovCSS1
et OC_RG performent beaucoup mieux que les autres, même que FISTA et L-BFGS-B,
mais oﬀrent une distance à f ∗ qui laisse à désirer. Les images obtenues à l'aide de ses
versions ne sont pas non plus intéressantes comparativement aux autres, comme on peut
le voir à la Figure 4.15.
Ensuite, on remarque que l'ensemble des algorithmes, incluant FISTA et L-BFGS-B et
excluant les deux méthodes mentionnées précédemment, converge  rapidement  vers
une même valeur de norme du gradient. Nesterov83 semble même converger légèrement
plus rapidement que FISTA vers cette valeur. Comme on pourrait s'y attendre, c'est
L-BFGS-B qui atteint cette valeur en premier, après environ 30 appels à l'oracle.
Si l'on observe la distance à f ∗, L-BFGS-B performe mieux que l'ensemble des algo-
rithmes. On remarque également que Nesterov83 surpasse FISTA durant les 500 premiers
appels à l'oracle et que GKR_improved le surpasse après 4000 appels à l'oracle.
Par contre, lorsque l'on jette un coup d'oeil aux images résultantes, tout comme pour le
problème de débruitage, il est diﬃcile de dire quelle version est mieux reconstruite que
les autres. Les noirs semblent avoir été bien reconstruit par l'ensemble des algorithmes,
sauf NesterovCSS1 et OC_RG puisqu'on remarque plus de bruit dans leurs images.
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Par contre, l'intérieur du fantôme est très bruité, d'une façon semblable pour toutes les
variantes.
(a) norme du gradient
(b) Diﬀérence de fonctions
Figure 4.14  Les deux graphiques ci-dessus présentent le comportement des variantes
de l'algorithme de Nesterov sur un problème de reconstruction tomographique dont on
connait les paramètres. Le L et le µ n'étaient pas connus des algorithmes. L'image initiale
était de dimension 101× 101 pixels, le λ de la TV était de 1 et le  de 1× 10−5.
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(a) Image originale
(b) Image tomo (c) Nesterov CSS1 (d) GK approxMu
(e) GKR improved (f) OC RG (g) Nesterov 83
(h) hybride (i) L-BFGS-B (j) FISTA
Figure 4.15  Les images ci-dessus représentent le résultat obtenu par les diﬀérentes
variantes de l'algorithme de Nesterov sur un problème de reconstruction tomographique,
dont on connait les paramètres, après 5000 appels à l'oracle. Le L et le µ n'étaient pas
connus des algorithmes. L'image initiale était de dimension 101 × 101 pixels, le λ de
la TV était de 1 et le  de 1 × 10−5. L'image originale se trouve en (a) et l'image en
(b) représente une reconstruction à l'aide de l'algorithme analytique de rétro-projection
ﬁltrée (FBP) [Bru02].
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4.6 Discussion
Lorsque le problème est sans contraintes et que la fonction est une fonction quadra-
tique, on remarque que les algorithmes performent en fonction de l'information qu'ils
connaissent. Les algorithmes ayant été conçus avec l'hypothèse que la constante de Lip-
schitz du gradient et/ou la constante de forte convexité sont connues performent eﬀec-
tivement généralement moins bien si cette information ne leur est pas donnée. C'est le
cas de l'algorithme de NesterovCSS1 qui ne possède aucune routine d'approximation
des paramètres. Les versions qui quant à elles oﬀrent des routines d'approximation de
ces paramètres performent généralement très bien dans les cas où aucun paramètre n'est
connu des algorithmes. De plus, elles n'oﬀrent heureusement pas de performance médiocre
lorsque les paramètres sont connus. Leur désavantage réside dans leur nombre plus im-
portant d'appels à l'oracle, puisqu'elles tentent tout de même d'obtenir de l'information
locale plus appropriée.
Fort heureusement, toutes les méthodes performent mieux que la descente du gradient,
comme le prévoit leur borne de convergence. Par contre, la méthode GK_approxMu fait
beaucoup trop d'appels à l'oracle, ce qui rend son comportement trop proche de celui du
gradient pour être intéressant.
Dans le cas des problèmes avec contrainte en résolution de problèmes inverses en ima-
gerie, d'ordre général, les algorithmes de type Nesterov ont du mal à surpasser les per-
formances de L-BFGS-B, mais ne sont pas trop loin de FISTA. Nesterov83 se démarque
parmi les variantes étudiées puisqu'il présente généralement une meilleure convergence
ou une convergence légèrement plus rapide. NesterovCSS1 et OC_RG ne sont déﬁnitive-
ment pas des algorithmes de choix pour ce genre de problème. En eﬀet, parfois ils sont
équivalents aux autres, parfois ils sont moins performants. Comme il a été mentionné,
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c'est probablement leur incapacité à bien approximer les paramètres qui les empêche
d'oﬀrir des performances intéressantes.
Les méthodes hybride et GKR_improved, qui oﬀrait de très bonnes performances, dans
le cas sans contraintes, ne réussissent pas à se démarquer du lot lors de problème de
reconstruction d'images. Cependant, leurs performances semblent très acceptables pour
ce type de problème, d'autant plus que les images obtenues par ses variantes ont d'ordre
général été du même niveau que ceux obtenus par les méthodes classiques et optimales.
La méthode hybride présentée dans ce mémoire semble donc avoir du potentiel pour l'en-
semble des problèmes étudiés. Elle oﬀre une très bonne performance pour les problèmes
sans contraintes et une performance agréablement acceptable pour les problèmes avec
contraintes simples de reconstruction d'images.
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CONCLUSION
L'objectif de ce mémoire était de présenter et d'analyser des algorithmes de type Neste-
rov, résolvant des problèmes convexes et fortement convexes sans contraintes, de façon
théorique et empirique en les appliquant à des problèmes d'imagerie numérique. Pour ce
faire, nous avons d'abord présenté les concepts de base de l'analyse en pire cas et expli-
cité les bornes inférieures de complexité des familles de problèmes convexes et fortement
convexes.
Par la suite, nous avons analysé minutieusement l'algorithme que Nesterov a présenté
en 2004 en exposant dans un premier temps les pires fonctions du monde qu'il utilise
pour construire son algorithme optimal sous une forme matricielle. Ensuite, nous avons
décrit son algorithme de manière plus précise et plus détaillée. Une fois l'algorithme mis
en place, nous avons précisé le rôle de chaque paramètre entrant dans la composition
de l'algorithme et l'inﬂuence des paramètres L et µ sur le comportement de son algo-
rithme et sur son analyse. Finalement, nous avons décrit les diﬀérentes déclinaisons de
son algorithme.
Puis, nous avons analysé les variantes de l'algorithme de Nesterov présentées par diﬀérents
auteurs et à travers quatre articles scientiﬁques. Pour ce faire, nous avons élaboré un cadre
uniﬁé pour la présentation et l'implémentation de ces variantes. Ce cadre simple permet
facilement de décrire les diﬀérentes variantes en mettant l'accent sur les diﬀérences, en
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plus de faciliter les expériences empiriques de combinaisons de routines. Ainsi, nous avons
détaillé la construction des algorithmes proposés par Nesterov en 1983 [Nes83], Gonzaga
et Karas [GK13], Gonzaga, Karas et Rossetto [GKR13] et O'Donoghue et Candès [OC12].
De plus, nous avons fourni une comparaison empirique des diﬀérentes variantes en nous
basant sur un modèle de calcul rigoureux qui tient compte du nombre d'appels à l'oracle
sur des problèmes sans contraintes qui concorde avec le modèle présenté au début de ce
mémoire. Nous avons comparé le comportement de ces diﬀérentes variantes en fonction
de la connaissance à priori des paramètres L et µ qui sont généralement inconnus dans
des problèmes réels. À partir d'une analyse rigoureuse des résultats, nous avons présenté
un algorithme hybride qui s'adapte bien à l'ensemble des situations de connaissances
des paramètres L et µ. Nous l'avons ensuite confronté aux autres variantes et démontré
empiriquement que dans la majorité des cas, il performe mieux que plusieurs variantes.
Enﬁn, nous avons fourni une comparaison empirique de l'ensemble de ces variantes sur
trois instances de problème d'imagerie numérique et les avons confrontées à deux algo-
rithmes : FISTA, méthode optimale pour la résolution de problème inverse en débruitage
et L-BFGS-B, méthode classique en optimisation. Nous avons analysé le comportement
des variantes qui, originalement, étaient conçues pour des problèmes sans contraintes sur
des problèmes avec contraintes simples. Nous avons démontré empiriquement l'inﬂuence
d'une projection d'un ou de deux vecteurs et avons pu démontrer qu'il était possible
d'appliquer ces algorithmes à des problèmes avec contraintes simples en ajoutant des
projections. Finalement, nous avons fourni des propositions de méthodes à favoriser dans
diﬀérentes situations.
À la lumière des résultats obtenus et du travail eﬀectué, on remarque que plusieurs ave-
nues futures sont possibles. Le domaine étant encore très actif, d'autres auteurs proposent
toujours de nouvelles méthodes aussi intelligentes qu'originales. Il serait intéressant de
les ajouter à notre modèle uniﬁé. D'ailleurs, les algorithmes de Meng et Chen [MC11]
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dont nous avons fait mention au Chapitre 2 valent fort probablement la peine qu'on s'y
intéresse.
De plus, alors que ce mémoire se concentrait principalement sur des problèmes sans
contraintes et diﬀérentiables, il serait intéressant de pousser plus loin l'analyse des va-
riantes qui gèrent minutieusement les contraintes et la non-diﬀérentiabilité. C'est le cas
par exemple de l'algorithme de Nesterov présenté dans [Nes07]. En se basant sur ses tra-
vaux, peut-être y a-t-il moyen de modiﬁer l'algorithme hybride aﬁn d'élargir son champ
de compétence à la résolution des problèmes non diﬀérentiable avec contraintes simples.
Enﬁn, on remarque que l'utilisation de certaines variantes de l'algorithme de Nesterov
pourrait avoir un avenir prometteur dans la résolution de problème inverse en imagerie
numérique. Les paramètres λ et  jouent un rôle fondamental dans l'énoncé du problème
d'optimisation. Il serait intéressant de vériﬁer le comportement des diﬀérentes variantes
en fonction de ces deux paramètres. Finalement, étant donné l'application pratique de ces
méthodes, il serait digne d'intérêt de pousser plus loin l'analyse en tentant de résoudre
des signaux en trois dimensions.
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ANNEXE A
Sous-optimalité de l'algorithme du
gradient
Cette annexe contient la démonstration complète du Théorème 1.5.1 qui se retrouvent
également dans la Section 2.1.5 de [Nes04] de manière plus concise.
Rappelons d'abord le théorème en question.
Théorème 1.5.1. Prenons le pas optimal αk = 1L . Soit f ∈ F1,1L (Rn), alors la méthode
du gradient génère une suite d'itérés {xk} qui satisfait
f(xk)− f ∗ ≤ 2L‖x0 − x
∗‖
k + 4
Avant de s'attaquer à la démonstration, nous avons besoin du lemme ci-dessous.
Lemme A.1. Soit x, y ∈ Rn et soit f ∈ F1,1L (Rn), alors
1
L
‖∇f(x)−∇f(y)‖2 ≤ 〈∇f(x)−∇f(y), x− y〉.
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Démonstration. Soit x ∈ Rn. Considérons
ψ(y) = f(y)− f(x)− 〈∇f(x), y − x〉.
On a que ψ(y) ∈ F1,1L (Rn) puisque∇ψ(y) = ∇f(y)−∇f(x). De plus, ∀ ζ ∈ Rn, 0 ≤ ψ(ζ)
puisque ∇ψ(y) = 0⇔ y = x et ψ(x) = 0.
Ainsi,
0 ≤ ψ
(
y − 1
L
∇ψ(y)
)
.
Selon le Lemme 1.3.1
ψ
(
y − 1
L
∇ψ(y)
)
− ψ(y)− 〈∇ψ(y),− 1
L
∇ψ(y)〉 ≤ L
2
∥∥−1
L
∇ψ(y)∥∥2.
Ainsi,
0 ≤ ψ
(
y − 1
L
∇ψ(y)
)
≤ ψ(y)− 1
2L
‖∇ψ(y)‖2
≤ f(y)− f(x)− 〈∇f(x), y − x〉 − 1
2L
‖∇f(y)−∇f(x)‖2.
D'où
f(x) + 〈∇f(x), y − x〉+ 1
2L
‖∇f(y)−∇f(x)‖2 ≤ f(y)
et
f(y) + 〈∇f(y), x− y〉+ 1
2L
‖∇f(x)−∇f(y)‖2 ≤ f(x)
si l'on interchange x et y.
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En additionnant les deux expressions, on obtient
f(x) + f(y)− 〈∇f(x)−∇f(y), x− y〉+ 1
L
‖∇f(y)−∇f(x)‖2 ≤ f(y) + f(x)
d'où
1
L
‖∇f(y)−∇f(x)‖2 ≤ 〈∇f(x)−∇f(y), x− y〉
On peut maintenant s'attaquer à la démonstration du théorème 1.5.1.
Démonstration du Théorème 1.5.1. Comme ∇f(x∗) = 0 et grâce au Lemme A.1, on a
‖xk+1 − x∗‖2 = ‖xk − 1
L
∇f(xk)− x∗‖2
= ‖xk − x∗‖2 − 2
L
〈∇f(xk), xk − x∗〉+ 1
L2
‖∇f(xk)‖2
≤ ‖xk − x∗‖2 − 2
L2
‖∇f(xk)‖2 + 1
L2
‖∇f(xk)‖2
= ‖xk − x∗‖2 − 1
L2
‖∇f(xk)‖2
On en déduit que pour tout k, ‖xk − x∗‖ ≤ ‖x0 − x∗‖.
Par le Lemme 1.3.1 on a
f(xk+1) ≤ f(xk) + 〈∇f(xk), xk+1 − xk〉+ L
2
‖xk+1 − xk‖2
= f(xk) + 〈∇f(xk), xk − 1
L
∇f(xk)− xk〉+ L
2
‖xk − 1
L
∇f(xk)− xk‖2
= f(xk)− 1
L
‖∇f(xk)‖2 + 1
2L
‖∇f(xk)‖2
= f(xk)− 1
2L
‖∇f(xk)‖2
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Par la convexité de f et Cauchy-Schwarz, on a
f(xk)− f ∗ ≤ 〈∇f(xk), xk − x∗〉
≤ ‖∇f(xk)‖‖xk − x∗‖
≤ ‖∇f(xk)‖‖x0 − x∗‖
D'où
‖∇f(xk)‖2 ≥ (f(xk)− f
∗)2
‖x0 − x∗‖2
et donc
−1
2L
‖∇f(xk)‖2 ≤ −1
2L‖x0 − x∗‖2 (f(xk)− f
∗)2.
On obtient ainsi,
0 ≤ f(xk+1)− f ∗ ≤ f(xk)− f ∗ − 1
2L
‖∇f(xk)‖2
≤ (f(xk)− f ∗)− 1
2L‖x0 − x∗‖2 (f(xk)− f
∗)2
Cela permet d'obtenir
1
f(xk+1)− f ∗ ≥
1
f(xk)− f ∗ +
1
2L‖x0 − x∗‖2
f(xk)− f ∗
f(xk+1)− f ∗
≥ 1
f(xk)− f ∗ +
1
2L‖x0 − x∗‖2
≥ 1
f(x0)− f ∗ +
k + 1
2L‖x0 − x∗‖2
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D'où
f(xk)− f ∗ ≤ 2L(f(x0)− f
∗)‖x0 − x∗‖2
2L‖x0 − x∗‖2 + k(f(x0)− f ∗) .
Or, par le Lemme 1.3.1,
f(x0)− f ∗ ≤ 〈∇f(x∗), x0 − x∗〉+ L
2
‖x0 − x∗‖2
=
L
2
‖x0 − x∗‖2.
On obtient donc la borne voulue,
f(xk)− f ∗ ≤ 2L(f(x0)− f
∗)‖x0 − x∗‖2
2L‖x0 − x∗‖2 + k(f(x0)− f ∗)
=
2L‖x0 − x∗‖2
2L‖x0−x∗‖2
f(x0)−f∗ + k
≤ 2L‖x0 − x
∗‖2
2L‖x0−x∗‖2
L
2
‖x0−x∗‖2 + k
=
2L‖x0 − x∗‖2
k + 4
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ANNEXE B
Bornes inférieures pour les fonctions
convexes
Cette annexe contient la démonstration complète et plus explicite des théorèmes 2.1.1
et 2.1.2 qui se retrouvent également dans les sections 2.1.2 et 2.1.4 de [Nes04].
Avant d'aller plus loin, rappelons d'abord les deux théorèmes et introduisons ensuite une
notation qui sera utilisée tout au long des démonstrations.
Théorème 2.1.1 (Théorème 2.1.7 dans [Nes04]). Pour tout k, 1 ≤ k ≤ 1
2
(n−1), et pour
tout x0 ∈ Rn il existe une fonction f ∈ F∞,1L (Rn) telle que pour tout algorithme a ∈ A,
on a :
f(xk)− f ∗ ≥ 3L‖x0 − x
∗‖2
32(k + 1)2
‖xk − x∗‖2 ≥ 1
32
‖x0 − x∗‖2
avec x∗ le minimum de f(x) et f ∗ = f(x∗).
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Théorème 2.1.2 (Théorème 2.1.13 dans [Nes04]). Pour tout x0 ∈ R∞ et pour toute
constante µ > 0, L > µ, il existe une fonction f ∈ S∞,1µ,L (R∞) telle que pour tout algo-
rithme a ∈ A, on a :
f(xk)− f ∗ ≥ µ
2

√
L
µ
− 1√
L
µ
+ 1
2k ‖x0 − x∗‖2
‖xk − x∗‖ ≥

√
L
µ
− 1√
L
µ
+ 1
2k ‖x0 − x∗‖2
avec x∗ le minimum de la fonction f et f ∗ = f(x∗).
Notation B.1. Notons Rk,n =
{
x ∈ Rn|x(i) = 0, k + 1 ≤ i ≤ n}, un sous-espace de Rn
avec 1 ≤ n ≤ ∞.
Borne pour F∞,1L (Rn)
Rappelons d'abord la famille de fonctions que nous utiliserons pour la démonstration du
Théorème 2.1.1.
fk(x) =
L
4
(
1
2
xTAkx− e1x
)
k = 1, ..., n
avec
Ak =

2 −1 0
−1 2 −1
... 0
0 −1 2
... ...
... ... ... ... ... 0k,n−k
... ... 2 −1 0
0 ... −1 2 −1
0 −1 2
...
0n−k,k 0n−k,n−k

et e1 le vecteur canonique.
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On a que ∇fk(x) = L4
(
xTAk − e1
)
et que ∇2f(x) = L
4
Ak.
En résolvant le système L
4
(
xTAk − e1
)
= 0, on trouve un unique optimum
x∗k
(i) =
1− ik+1 1 ≤ i ≤ k0 k + 1 ≤ i ≤ n
de valeur f ∗k =
L
8
(−1 + 1
k+1
).
Supposons maintenant que le point initial x0 des algorithmes est l'origine. Cette hypo-
thèse est légitime puisque l'utilisation d'un point initial diﬀérent n'entrainerait qu'une
translation de la suite des itérés de telle sorte qu'on pourrait construire une nouvelle
fonction f¯(x) = f(x+x0). L'analyse pourrait donc être exactement la même en utilisant
f¯ au lieu de f .
Remarque B.1. ∀ x ∈ Rk,n, fp(x) = fk(x), p = k, . . . , n.
Fixons maintenant un certain 1 ≤ p ≤ n.
Lemme B.1. Soit fk telle que déﬁnie précédemment et x0 = 0. Alors chacun des itérés
xk ∈ Rn, k = 0, . . . , p, générés par un algorithme a ∈ A satisfait
xk ∈ Rk,n
Démonstration. Par l'Hypothèse 2.1.1 et puisque x0 = 0, on sait que chacun des xk ∈
Lk = Lin(∇fp(x0), . . . ,∇fp(xk−1). Il reste à montrer que Lk ⊆ Rk,n. Montrons-le par
récurrence.
Pour k = 1, on a que ∇fp(x0) = −L4 e1 et donc on a que L1 ≡ R1,n. On peut ainsi
supposer que Lk ⊆ Rk,n pour un certain 1 ≤ k < p.
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Or, comme l'hypothèse de récurrence nous assure que Lk ⊆ Rk,n, il suﬃt de montrer que
∇fp(xk) ∈ Rk+1,n. Or, ∇fp(xk) = L4xTkAp − e1. Comme Ap est tridiagonale et que xk ∈
Rk,n, il est clair que ∇fp(xk) ∈ Rk+1,n et donc le lemme est démontré par récurrence.
À la lumière de ces résultats, voici la preuve du Théorème 2.1.1.
Démonstration du Théorème 2.1.1. Soit a ∈ A. On veut minimiser f(x) ≡ f2k+1. On sait
que x∗ = x∗2k+1 et f
∗ = f ∗2k+1.
Montrons d'abord la borne sur la valeur de la fonction.
Penons un certain 1 ≤ k ≤ 2k+1 ≤ n. Par le Lemme B.1, la remarque B.1 et la déﬁnition
d'un minimum on a que
f(xk) ≡ f2k+1(xk) = fk(xk) ≥ f ∗k
On a donc
f(xk)− f ∗
‖x0 − x∗‖2 ≥
f ∗k − f ∗2k+1
‖x∗2k+1‖2
=
L
8
(−1 + 1
k+1
)− L
8
(−1 + 1
2k+2
)
n∑
i=1
(
x∗2k+1
(i)
)2
=
L
8
(
1
2(k+1)
)
2k+1∑
i=1
(
1− i
2(k+1)
)2
=
L
8
(
1
2(k+1)
)
(2k + 1)− 1
k+1
2k+1∑
i=1
i+ 1
4(k+1)2
2k+1∑
i=1
i2
=
L
8
(
1
2(k+1)
)
1
4(k+1)2
2k+1∑
i=1
i2
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De simples manipulations algébriques nous permettent d'arriver au résultat suivant
m∑
i=1
i2 ≤ (m+ 1)
3
3
, m ∈ N∗
Ce résultat nous permet de déduire
f(xk)− f ∗
‖x0 − x∗‖2 ≥
L
8
(
1
2(k+1)
)
1
4(k+1)2
(2(k+1))2
3
=
L
8
(
1
2(k+1)
)
2(k+1)
3
=
3L
32(k + 1)2
Ce qui nous permet de trouver la borne désirée
f(xk)− f ∗ ≥ 3L‖x0 − x
∗‖2
32(k + 1)2
Montrons maintenant la borne sur la distance à l'optimum.
On a que
‖xk − x∗‖2 =
n∑
i=1
(
x
(i)
k − x∗2k+1(i)
)2
=
k∑
i=1
(
x
(i)
k − x∗2k+1(i)
)2
+
2k+1∑
i=k+1
(
x∗2k+1
(i)
)2
≥
2k+1∑
i=k+1
(
x∗2k+1
(i)
)2
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=
2k+1∑
i=k+1
(
1− 1
2(k + 1)
)2
=
2k+1∑
i=k+1
(
1− 1
(k + 1)
+
i2
4(k + 1)2
)
=
−k
2
+
1
4(k + 1)2
2k+1∑
i=k+1
i2
Or,
2k+1∑
i=k+1
i2 =
2k+1∑
i=1
i2 −
k∑
i=1
i2
=
(2k + 1)(2(k + 1))(4k + 3)− k(k + 1)(2k + 1)
6
=
(2(4k + 3)− k)(2k + 1)(k + 1)
6
=
(7k + 6)(2k + 1)(k + 1)
6
Ainsi,
‖xk − x∗‖2 ≥ −k
2
+
1
4(k + 1)2
(7k + 6)(2k + 1)(k + 1)
6
=
−k
2
+
(7k + 6)(2k + 1)
24(k + 1)
=
2k2 + 7k + 6
24(k + 1)
=
2
3
(
2k2 + 7k + 6
16(k + 1)
)
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Dans la première partie de la démonstration, on a montré que
‖x0 − x∗‖2 = ‖x∗2k+1‖2 =
1
4(k + 1)2
2k+1∑
i=1
i2 ≤ 1
4(k + 1)2
(2(k + 1))2
3
=
2(k + 1)
3
Ainsi, on a que 2
3
≥ ‖x0−x∗‖2
k+1
. Cela nous permet d'arriver à la conclusion voulue :
‖xk − x∗‖2 ≥ ‖x0 − x
∗‖2
k + 1
2k2 + 7k + 6
16(k + 1)
=
2k2 + 7k + 6
16(k + 1)2
‖x0 − x∗‖2 ≥ 1
8
‖x0 − x∗‖2
La dernière inégalité vient de la limite lorsqu'on fait tendre le nombre d'itérations k à
l'inﬁni de 2k
2+7k+6
16(k+1)2
.
Borne pour S∞,1µ,L (R∞)
Rappelons maintenant la fonction que nous utiliserons pour la démonstration du Théo-
rème 2.1.2.
fµ,L(x) =
1
2
xT
(
L− µ
4
A+ µI
)
x− L− µ
4
e1x
avec
A =

2 −1 0
−1 2 −1 0
0 −1 2
...
... ... ... 0
... 2 −1 0
0 −1 2 −1
0 −1 2
...
... ...
0

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et e1 le vecteur canonique.
On a que ∇fµ,L(x) =
(
L−µ
4
A+ µI
)
x− L−µ
4
e1 et que ∇2fµ,L(x) = L−µ4 A+ µI.
En résolvant le système L−µ
4
((A+ µI)x− e1) = 0, on trouve un unique optimum
x∗k
(i) = qi, avec q =
√
L
µ
− 1√
L
µ
+ 1
de valeur f ∗µ,L =
L−µ
8
(
q2 − 2q +
∞∑
i=1
((
1 + 4µ
L−µ
)
q2i − 2q2i+1 + q2i+2
))
.
Faisons la même hypothèse que précédemment en supposant que x0 = 0.
Lemme B.2. Soit fµ,L telle que déﬁnie précédemment et x0 = 0. Alors chacun des itérés
xk ∈ R∞, k = 0, . . . , p ≤ ∞, générés par un algorithme a ∈ A satisfait
xk ∈ Rk,∞
Étant donné que ce lemme se démontre de la même manière que le Lemme B.1, la
démonstration est ici laissée au soin du lecteur.
Démonstration du Théorème 2.1.2. Par le Lemme B.2, on a que
‖xk − x∗‖2 =
∞∑
i=1
(
x
(i)
k − x∗(i)
)2
=
k∑
i=1
(x
(i)
k − qi)2 +
∞∑
i=k+1
q2i
≥
∞∑
i=k+1
q2i
=
∞∑
i=0
q2i −
k∑
i=0
q2i
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=
q2(k+1)
1− q2
= q2k
q2
1− q2
Or, on a que
‖x0 − x∗‖2 =
∞∑
i=1
(
x∗(i)
)2
=
∞∑
i=1
q2i =
q2
1− q2 .
D'où,
‖xk − x∗‖2 ≥ q2k‖x0 − x∗‖2.
ﬁnalement, comme f est fortement convexe, on peut utiliser la Déﬁnition 1.3.3 et la borne
qui vient tout juste d'être démontrée pour arriver au résultat suivant :
f(xk)− f ∗ ≥ 1
2
µ‖xk − x∗‖2 ≥ µ
2
q2k‖x0 − x∗‖2.
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ANNEXE C
Borne supérieure de l'algorithme de
Nesterov
Cette annexe contient la démonstration complète du Théorème 2.3.2 qui se retrouve
également à la Section 2.2.1 de [Nes04] de manière plus concise.
Tout d'abord, démontrons un lemme important à la démonstration du théorème.
Lemme C.1. En supposant que γ0 ≥ µ, alors l'Algorithme 2.1 permet d'arriver au
résultat suivant :
λk ≤ min
{(
1−
√
hµ
)k
,
4
(2 + k
√
hγ0)2
}
.
Démonstration. Étant donné que l'on suppose que γ0 ≥ µ, on peut faire l'hypothèse que
γk ≥ µ pour un certain k ≥ 0. Or, comme γk+1 = (1 − αk)γk + αkµ, on obtient par
récurrence que le résultat est vrai pour tout k ≥ 0.
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Ainsi, on a que γk+1 = 1hα
2
k ≥ µ ⇒ αk ≥
√
hµ, ∀ k ≥ 0. On a également par déﬁnition
que λk = (1− αk−1)λk−1 qui peut également être exprimé comme λk =
k−1∏
k=0
(1− α0)λ0.
Ainsi, comme α0 ≥
√
hµ et λ0 = 1, on obtient la première partie du lemme, c'est-à-dire
que λk ≤ (1−
√
hµ)k.
Or, on remarque que si µ = 0, alors cette borne est inutile puisqu'elle indique simplement
que λk est inférieur ou égale à 1 et ne dépend plus du nombre d'itérations k. La deuxième
borne permettra donc de contourner ce problème lorsque µ = 0.
Pour se faire, nous tenterons à l'inverse de borner inférieurement 1
λk
. Posons a2k =
1
λk
On a donc
ak+1 − ak = 1√
λk+1
− 1√
λk
=
√
λk −
√
λk+1√
λkλk+1
=
√
λk −
√
λk+1√
λkλk+1
·
√
λk +
√
λk+1√
λk +
√
λk+1
=
λk − λk+1√
λkλk+1(
√
λk +
√
λk+1)
=
λk − λk+1
λk
√
λk+1 + λk+1
√
λk
Or, comme {λk} est une suite décroissante, on a que
√
λk+1 ≤
√
λk ⇔ λk+1√
λk+1
≤ λk√
λk
⇔
λk
√
λk+1 ≥ λk+1
√
λk. On obtient alors
ak+1 − ak = λk − λk+1
2λk
√
λk+1
=
λk − (1− αk)λk
2λk
√
λk+1
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=
αk
2
√
λk+1
Montrons maintenant par récurrence que γk ≥ γ0λk. On a d'abord que γ0 = γ0λ0 puisque
λ0 = 1. Ainsi, supposons que la proposition est vraie pour un certain k ≥ 0. On a que
γk+1 = (1− αk)γk + αkµ
≥ (1− αk)γk
≥ (1− αk)γ0λk
γ0λk+1
Ainsi, on a que γk ≥ γ0λk, ∀ k ≥ 0. On peut donc en déduire que 1hα2k = γk+1 ≥ γ0λk+1
et donc que αk√
λk+1
≥ √hγ0.
Cette dernière remarque nous permet donc d'arriver à la borne suivante
ak+1 − ak ≥ 1
2
√
hγ0.
En appliquant cette relation récursivement, on obtient que
ak ≥ a0 + k
(
1
2
√
hγ0
)
= 1 + k
(
1
2
√
hγ0
)
.
Ainsi, 1√
λk
≥ 1 + k (1
2
√
hγ0
)⇔ λk ≤ 4(2+k√hγ0)2 . On a donc obtenu la deuxième partie du
lemme qui ne dépend de µ que si h en dépend.
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Attaquons maintenant la borne supérieure de l'algorithme de Nesterov.
Démonstration du Théorème 2.3.2. En utilisant le fait que f(xk)− f ∗ ≤ λk(φ0(x∗)− f ∗)
qui a été démontré au Chapitre 2 on obtient
f(xk)− f ∗ ≤ λk(φ0(x∗)− f ∗)
= λk(φ
∗
0 +
γ0
2
‖x∗ − v0‖2 − f ∗)
= λk(f(x0) +
L
2
‖x∗ − x0‖2 − f ∗)
Or, par le Lemme 1.3.1, on a que f(x0)− f ∗ ≤ L2 ‖x0 − x∗‖2. On en déduit donc que
f(xk)− f ∗ ≤ λk
(
L
2
‖x∗ − x0‖2 + L
2
‖x∗ − x0‖2
)
= λk(L‖x∗ − x0‖2)
Ainsi, par le Lemme C.1 et en utilisant la substitution γ0 = L, on obtient le résultat
voulu
f(xk)− f ∗ ≤ Lmin
{(
1−
√
hµ
)k
,
4
(2 + k
√
hL)2
}
‖x0 − x∗‖2.
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ANNEXE D
Graphiques de convergence
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(a) Norme du gradient, L et µ connus
(b) Distance à f∗, L et µ connus
Figure D.1  Les graphiques ci-dessus oﬀre un portrait global du comportement de l'en-
semble des variantes présentées sur une fonction quadratique fortement convexe de di-
mension n = 100 et d'un conditionnement de 1×10−3 à laquelle on a ajouté un anisotropic
bowl lorsque les deux paramètres sont connus.
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(c) Norme du gradient, L connu, µ inconnu
(d) Distance à f∗, L connu, µ inconnu
Figure D.1  Les graphiques ci-dessus oﬀre un portrait global du comportement de l'en-
semble des variantes présentées sur la fonction décrite précédemment lorsque seulement
la constante de Lipschitz du gradient, L, est connue.
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(e) Norme du gradient, L et µ inconnus
(f) Distance à f∗, L et µ inconnus
Figure D.1  Les graphiques ci-dessus oﬀre un portrait global du comportement de l'en-
semble des variantes présentées sur la fonction décrite précédemment lorsque les deux
paramètres sont inconnus.
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(a) Norme du gradient, L et µ connus
(b) Distance à f∗, L et µ connus
Figure D.2  Les graphiques ci-dessus oﬀre un portrait global du comportement de l'en-
semble des variantes présentées sur la pire fonction du monde de Nesterov fortement
convexe, de dimension n = 100 et d'un conditionnement de 1 × 10−3 lorsque les deux
paramètres sont connus.
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(c) Norme du gradient, L connu, µ inconnu
(d) Distance à f∗, L connu, µ inconnu
Figure D.2  Les graphiques ci-dessus oﬀre un portrait global du comportement de l'en-
semble des variantes présentées sur le problème décrit précédemment lorsque seulement
la constante de Lipschitz du gradient, L, est connue.
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(e) Norme du gradient, L et µ inconnus
(f) Distance à f∗, L et µ inconnus
Figure D.2  Les graphiques ci-dessus oﬀre un portrait global du comportement de l'en-
semble des variantes présentées sur le problème décrit précédemment lorsque les deux
paramètres sont inconnus.
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(a) Norme du gradient, L et µ connus
(b) Distance à f∗, L et µ connus
Figure D.3  Les graphiques ci-dessus oﬀre un portrait global du comportement de l'en-
semble des variantes présentées sur une fonction quadratique fortement convexe de di-
mension n = 100 et d'un conditionnement de 1×10−3 à laquelle on a ajouté un anisotropic
bowl lorsque les deux paramètres sont connus.
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(c) Norme du gradient, L connu, µ inconnu
(d) Distance à f∗, L connu, µ inconnu
Figure D.3  Les graphiques ci-dessus oﬀre un portrait global du comportement de l'en-
semble des variantes présentées sur le problème décrit précédemment lorsque seulement
la constante de Lipschitz du gradient, L, est connue.
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(e) Norme du gradient, L et µ inconnus
(f) Distance à f∗, L et µ inconnus
Figure D.3  Les graphiques ci-dessus oﬀre un portrait global du comportement de l'en-
semble des variantes présentées sur le problème décrit précédemment lorsque les deux
paramètres sont inconnus.
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