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Abstract
In this paper we give a conditional improvement to the Elekes-Szabo´ problem over the
rationals, assuming the Uniformity Conjecture. Our main result states that for F ∈ Q[x, y, z]
belonging to a particular family of polynomials, and any finite sets A,B,C ⊂ Q with |A| =
|B| = |C| = n, we have
|Z(F ) ∩ (A×B × C)| ≪ n2−
1
s .
The value of the integer s is dependent on the polynomial F , but is always bounded by s ≤ 5,
and so even in the worst applicable case this gives a quantitative improvement on a bound of
Raz, Sharir and de Zeeuw [24].
We give several applications to problems in discrete geometry and arithmetic combinatorics.
For instance, for any set P ⊂ Q2 and any two points p1, p2 ∈ Q
2, we prove that at least one of
the pi satisfies the bound
|{‖pi − p‖ : p ∈ P}| ≫ |P |
3/5
,
where ‖ · ‖ denotes Euclidean distance. This gives a conditional improvement to a result of
Sharir and Solymosi [28].
1 Introduction
A recurring theme in arithmetic combinatorics is the principle that “additive and multiplicative
structure cannot coexist”. This has been quantified in many ways, but perhaps the most general
approach is the study of expanders1: functions f(x1, ..., xk) such that the cardinality of the image
set, restricted to finite sets Ai is large with respect to the size of the Ai’s, for any choice of sets Ai.
In the simplest balanced case when the sets Ai have the same cardinality n, expanders are functions
which guarantee that
|f(A1, ..., Ak)| ≫ n1+c ,
where f(A1, ..., Ak) := {f(a1, ..., ak) : ai ∈ Ai} and c is some positive absolute constant.
Throughout this paper, the notation X ≫ Y , Y ≪ X, X = Ω(Y ), and Y = O(X) are all equivalent
and mean that X ≥ cY for some absolute constant c > 0. X ≫a Y means that the implied constant
is no longer absolute, but depends only on a.
1The precise meaning of the term expander varies in the literature, although all definitions capture that basic idea
that these polynomials give many different outputs.
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Expander functions have two main questions of interest: (i) classifying which functions f are ex-
panders; (ii) determining the rate of expansion. Applying the principle of the impossibility of the
coexistence of additive and multiplicative structure (termed the sum-product phenomenon), one
should expect that as long as f combines multiplication and addition in some non-trivial way, then
f is an expander.
Elekes and Ro´nyai [11] gave a classification of two variable polynomials f which are not expanders,
by showing2 that there is some fixed constant c > 0 such that either
• ∀A,B ⊂ R with |A| = |B| = n we have |f(A,B)| ≫ n1+c, or
• f takes the form f(x, y) = g(h(x) + k(y)) or f(x, y) = g(h(x)k(y)) for some univariate poly-
nomials g, h, k.
Any f that is of one of the previous forms is called degenerate. For non-degenerate f and finite sets
A,B ⊆ R, finding lower bounds for |f(A,B)| is termed the Elekes-Ro´nyai problem. The current
best result in this direction is due to Raz, Sharir and Solymosi [23].
Theorem 1 (Raz - Sharir - Solymosi; balanced case). Let f ∈ R[x, y] be a polynomial of degree d.
If f is not degenerate, then for all finite A,B ⊆ R with |A| = |B| = n, we have
|f(A,B)| ≫d n4/3.
This is actually a special case of a more general phenomenon; notice that the surface F (x, y, z) = 0
given by F (x, y, z) := f(x, y) − z has |A||B| intersection points with the Cartesian product
A×B × f(A,B), so that we have
|A||B| ≤ |Z(F ) ∩ A×B × f(A,B)|, (1)
where Z(F ) denotes the zero set of F (such zero sets shall always be taken over the real numbers).
Finding upper bounds for the number of intersections of the zero set of a polynomial F ∈ F[x, y, z]
and a Cartesian product A×B ×C, under certain non-degeneracy conditions, is called the Elekes-
Szabo´ problem, see [12]. In light of the observation (1), such results translate well into Elekes-Ro´nyai
type statements. The best result at present is due to Raz, Sharir and de Zeeuw [24]:
Theorem 2 (Raz - Sharir - de Zeeuw; balanced case over R). Let F ∈ R[x, y, z] be an irreducible
(over R) polynomial of degree d, such that Z(F ) has dimension 2. Then one of the following is true.
1. For all A,B,C ⊆ R of size |A| = |B| = |C| = N we have
|Z(F ) ∩ (A×B × C)| = Od(N11/6) ; (2)
2. There exists a one-dimensional sub-variety Z0 ⊆ Z(F ) such that for all v ∈ Z(F ) \ Z0, there
are open intervals I1, I2, I3 ⊆ R and injective real-analytic functions φi : Ii → R with real-
analytic inverses (i = 1, 2, 3) so that: for v ∈ I1 × I2 × I3 and for any (x, y, z) ∈ I1 × I2 × I3,
we have
(x, y, z) ∈ Z(F ) if and only if φ1(x) + φ2(y) + φ3(z) = 0 .
2In fact, the lower bound claimed in [11] was of the form |f(A,B)| ≫ ω(n), but an inspection of the proof shows
that it gives |f(A,B)| ≫ n1+c.
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The question of finding the correct exponent in the upper bound of (2) remains open. The best
lower bound comes from a simple construction in [20] of the non-degenerate polynomial F (x, y, z) =
(x− y)2 + x− z and sets A,B and C of cardinality N with |Z(F ) ∩ (A×B × C)| = Ω(N3/2).
Although we state here the balanced case when |A| = |B| = |C| over R, Raz, Sharir, and de
Zeeuw actually prove a stronger, unbalanced case over C – we refer the reader to [24, Theorem
1.2] for the details of this result. The exceptional form in Theorem 2 was qualitatively discovered
by Elekes and Szabo´ [12, Theorem 3] and they provide a detailed account of the structure of the
varieties Z(F ) corresponding to the exceptional form in both the real and complex cases, see [12,
Example 1]. Some simple examples of polynomials that are degenerate in the sense of Theorem 2
are F (x, y, z) = x+ y + z, F (x, y, z) = x+ y2 + z2 and F (x, y, z) = xyz.
In the unpublished article [31], Solymosi gives a much more specific formulation of degeneracy over
Q for the Elekes-Ro´nyai problem, namely that if F (x, y, z) is not an expander over the rationals,
then F (x, y, z) has one of three very specific forms (see [31, Theorems 1 and 2] for the details of these
forms). This naturally translates into a more specific definition of degeneracy in the two variable
situation of Theorem 1.
The theme of this note is to demonstrate the link between the Elekes-Szabo´ problem and the algebraic
geometric Uniformity Conjecture.
1.1 The Uniformity Conjecture and Hyperelliptic Curves
In a landmark paper, Faltings [15] showed that the number of rational points on any curve defined
over Q of genus at least 2 is finite; this number however may depend on the curve. In this paper
we make use of the Uniformity Conjecture, see [5], which asserts the existence of a uniform bound
Bg = Bg(Q) for the number of rational points on any smooth curve of genus g ≥ 2 over Q. This
conjecture stands over any number field K (with Bg(K) substituted for Bg(Q)); we only make use
of the formulation over Q.
Conjecture 1 (Uniformity Conjecture over Q). For every integer g ≥ 2 there exists an integer Bg
such that any smooth curve defined over Q has at most Bg rational points.
It is proven in [5] that Conjecture 1 would follow from the Bombieri-Lang conjecture (also called
the weak-Lang conjecture), which is a deep conjecture in arithmetic geometry concerning the set of
rational points on varieties of general type. Conjecture 1 has been used before to prove conditional
results in combinatorics, particularly concerning square numbers3. Cilleruelo and Granville [7] used
Conjecture 1 to prove that for any set A ⊆ Q of square numbers we have |A + A| ≫ |A|4/3. For
context, it is currently not known unconditionally that |A + A| ≫ |A|1+c for some c > 0. In fact
Cilleruelo and Granville proved something stronger – that the number of solutions to a+b = c+d in
any set of rational squares A is at most O(|A|8/3). It was conjectured by Chang [6] that the number
of such solutions is bounded by |A|2+ǫ for all ǫ > 0. Conditional results have recently been given by
3Throughout this paper a set of square numbers should be understood to mean a set of rational squares. A rational
kth power is a number ak such that a ∈ Q.
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Shkredov and Solymosi [30], who improved on the aforementioned results of [7] and gave an optimal
bound on the fourth order additive energy of a set of squares.
Sets of rational squares are natural objects of interest, and their relevance to the Uniformity Conjec-
ture is demonstrated via the choice of curve. A hyperelliptic curve is a curve of the form y2 = f(x)
with certain constraints on f . Suitably defined (see below), a hyperelliptic curve has genus g ≥ 2,
and so by Conjecture 1 has at most Bg rational points.
Definition 1. A hyperelliptic curve C over C is the set of points (x, y) ∈ C2 satisfying y2 = f(x)
for f ∈ C[x] of degree d ≥ 5 so that gcd(f(x), f ′(x)) = 1 (i.e. f has no repeated root in C). The
genus of C is g = ⌊(d− 1)/2⌋.
Note that the condition that f has no repeated roots is equivalent to C being non-singular over
C. Moreover, since f has no repeated roots, it is in particular square free, and so the curve C is
irreducible over C. Thus Definition 1 coincides with the classical definition of a hyperelliptic curve
(over C): a non-singular projective irreducible curve over C of genus g ≥ 2 with an affine equation
of the form y2 = f(x). In this paper we restrict to f(x) ∈ Q[x]. For a more thorough treatment of
hyperelliptic curves we refer to Galbraith [16, Chapter 10].
The Uniformity Conjecture is often applied to combinatorial problems via hyperelliptic curves; this
is done by relating the object to be counted (e.g. the number of edges in a certain graph) to rational
points on some hyperelliptic curves. For instance, to bound the fourth order additive energy of a set of
squares, Shkredov and Solymosi [30] used the genus 2 hyperelliptic curve y2 = (x2+α)(x2+β)(x2+γ)
for non-zero α, β, γ ∈ Z.
The Uniformity Conjecture has been used to derive new information about sum-product problems,
particularly sum-product problems considered on sparse graphs. For a bipartite graph G taken over
A×B for some finite sets A,B ⊆ Q, we define the sum and product sets of A and B along G to be
A+G B = {a+ b : (a, b) ∈ E(G)}, A ·G B = {ab : (a, b) ∈ E(G)}.
It was conjectured by Erdo˝s and Szemere´di that for any bipartite graph G on A×A with A a set of
integers satisfying |A| = N with N sufficiently large, and |E(G)| > N1+c for 0 < c ≤ 1 , we have
|A+G A|+ |A ·G A| ≫ |E(G)|1−ǫ
for all ǫ > 0. This conjecture was refuted in [2], but the question of finding the best possible sum-
product bounds on sparse graphs remains open. An elementary argument gives a lower bound for
this problem of
|A+G A|+ |A ·G A| ≫ |N |1/2 . (3)
The case when G is a matching has attracted particular attention. Alon, Angel, Benjamini, and
Lubetzky [1] used the Uniformity Conjecture to give an improvement to (3). Further progress was
obtained by Shkredov and Solymosi [30], still under the assumption of the Uniformity Conjecture.
They focus on the case when G is a matching, but their proof implicitly gives the following more
general bound for sums and products along graphs: given A,B ⊂ Q and G a bipartite graph on
vertex set A×B,
|A+G B|+ |A ·G B| ≫ |G|3/5. (4)
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Unconditionally, the best lower bound in this direction is due to Chang [6] who proved a lower bound
for a related problem: |A+GA|+ |A−GA|+ |A ·GA| ≫ N1/2 log1/48N . Improved bounds for denser
graphs can be obtained using the Szemere´di-Trotter Theorem; see for example [2, Theorem 10].
2 Main Results
In this paper, we give conditional results that quantitatively improve the Elekes-Szabo´ problem in
particular cases: we show that certain families of polynomials F ∈ Q[x, y, z] admit a stronger upper
bound than that given in Theorem 2 for finite sets A,B,C ⊆ Q. For some polynomials we attain
the optimal upper bound |Z(F )×A×B × C| = Od(|A|+ |B|+ |C|) . We then present a variety of
applications.
2.1 An Elekes-Szabo´ type theorem
Our main result is the following.
Theorem 3. Assume the Uniformity Conjecture is true, and let F (x, y, z) be a polynomial of degree
d of the form q(x, y, z)2 − p(x, y), with q(x, y, z) ∈ Q[x, y, z] and p(x, y) ∈ Q[x, y], with ∂F∂z 6= 0. Let
dp := degy(p) ≥ 1, and define s to be the smallest integer such that sdp ≥ 5. Let A,B,C ⊆ Q be
any finite sets, and assume that for any a ∈ A, p(a, y) has no repeated roots. Then we have
|Z(F ) ∩ A×B × C| ≪s,d |A||B|1−1/s + |A|1−1/s|B|+ |MA,p|1/s|B|+ LF |C| (5)
where
MA,p := {(a1, . . . , as) ∈ As : ai are distinct and there exists i 6= j such that p(ai, y) and p(aj , y)
have a common root in C}
and
LF := |{(a, b) ∈ A×B : F (a, b, z) ≡ 0}|.
Although the statement of Theorem 3 looks somewhat complicated and unwieldy, we will give several
applications using concrete polynomials F (x, y, z) which correspond to natural problems in discrete
geometry and combinatorics. The reader should keep in mind that the important terms in (5) are
the first two, and that in all of our applications we can perform calculations to ensure that the other
terms can be absorbed by these. This means that in the worst applicable case, when degy(p) = 1,
a balanced application of Theorem 3 (setting |A| = |B| = |C| = N) gives an upper bound of N9/5,
which improves upon the bound of N11/6 given by Theorem 2. As dp increases the result improves,
and when dp ≥ 5, Theorem 3 gives the optimal bound of Od(|A| + |B| + |C|). In the case where
F (x, y, z) is an irreducible polynomial, we have the bound LF ≤ d2 – see Raz, Sharir and de Zeeuw
[24, Lemma 2.1].
An interesting feature of Theorem 3 is that there exist polynomials F for which Theorem 3 gives a
non-trivial bound on the intersection of Z(F ) with a Cartesian product, but that are degenerate in
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the sense of Theorem 2. A simple example is F (x, y, z) = x + y + z2. This highlights the different
nature of the Elekes-Szabo´ problem when it is considered over Q rather than R. We remark that we
believe it is possible to give similar results for polynomials of the form F (x, y, z) = q(x, y, z)k−p(x, y)
for k ≥ 3, although we do not pursue this here.
2.2 Applications: Discrete Geometry
The Elekes-Szabo´ problem was introduced in conjunction with an algebraic approach to questions
of combinatorial geometry: at a very high level, it is often the case that questions in discrete
geometry, particularly questions related to distances, can be reduced to the study of the zeroes of an
appropriately chosen polynomial that lie in a Cartesian product. Thus, progress on the Elekes-Szabo´
problem leads to progress towards certain combinatorial geometric problems.
p1 p2
p3
Figure 1: Three families of concentric circles. A triple intersection point is highlighted.
Consider the following problem: suppose we have three families of n concentric circles C1, C2, C3,
centred at p1, p2 and p3 respectively. Suppose also that the three points pi ∈ R2 are not collinear4.
Let T (C1, C2, C3) denote the set of triple intersection points of the three families of circles:
T (C1, C2, C3) := {(C1, C2, C3) ∈ C1 × C2 × C3 : C1 ∩ C2 ∩ C3 6= ∅}.
The question of how large this set can be was first raised by Erdo˝s, Lova´sz and Vesztergombi in
[13]. Elekes and Szabo´ [12] showed that it can be reduced to a question of bounding the intersection
of the zero set of a non-degenerate polynomial with a Cartesian product. The main result of their
paper, a bound for what we now call the Elekes-Szabo´ problem, led to a non-trivial upper bound
4A construction of Elekes [9] gives a system of three sets of concentric circles with collinear centres determining
Ω(n2) triple intersections, and so this additional restriction is necessary.
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|T (C1, C2, C3)| ≪ n2−c. The work of Raz, Sharir and de Zeeuw [24] gives the improved upper bound
|T (C1, C2, C3)| ≪ n11/6. (6)
We improve to this estimate, conditional on the Uniformity Conjecture, together with the additional
assumptions that the circles have rational centres and that the squares of the radii are rational
numbers.
Corollary 1. Assume the Uniformity Conjecture and suppose we have three families of concentric
circles C1, C2, C3, centred at non-collinear rational points p1, p2 and p3 respectively. Define Ri to be
the set of radii of the circles in Ci and suppose that R2i ⊂ Q. Then
|T (C1, C2, C3)| ≪ |C1||C2|2/3 + |C1|2/3|C2|.
In particular, this gives the bound
|T (C1, C2, C3)| ≪ n5/3
for the balanced case when each of the family of pencils has cardinality n, thus improving (6).
The set C3 does not appear in the upper bound in Corollary 1, and this omission can be interpreted
as follows: suppose we have three families of concentric circles that determine many (in the sense
of Corollary 1) triple points. Then at least one of the following must happen (i) the centres of
the circles are collinear (ii) one centre has an irrational coordinate (iii) a positive proportion of the
squares of radii in one family of circles is in R \Q.
We can also prove the following more natural and quantitatively stronger result, the difference being
that we must have rational radii.
Corollary 2. Assume the Uniformity Conjecture and suppose we have three families of concentric
circles C1, C2, C3, centred at non-collinear rational points p1, p2 and p3 respectively. Define Ri to be
the set of radii of the circles in Ci and suppose that Ri ⊂ Q. Then
|T (C1, C2, C3)| ≪ |C1||C2|1/2 + |C1|1/2|C2|.
The reason we prove the slightly more unnatural Corollary 1 is its application to the following
distinct distances problem, which can be viewed as a strengthened form of the Erdo˝s pinned distance
problem.
Let P ⊂ R2 and let p1, p2, p3 ∈ R2 be three non-collinear points. Let
D(pi, P ) := {‖pi − p‖ : p ∈ P}
denote the set of distances between pi and elements of P . Can we prove that at least one of the sets
D(pi, P ) is large? The current state-of-the-art bound, due to Sharir and Solymosi [28], states that
max{|D(p1, P )|, |D(p2, P )|, |D(p3, P )|} ≫ |P |6/11.
Under the assumption of the Uniformity Conjecture, we can give an analogous bound for distances
between two rational points and a set of rational points.
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Corollary 3. Assume the Uniformity Conjecture and let P ⊂ Q2 be finite. Then for any two points
p1, p2 ∈ Q2
|D(p1, P )|3|D(p2, P )|2 + |D(p1, P )|2|D(p2, P )|3 ≫ |P |3. (7)
In particular
max{|D(p1, P )|, |D(p2, P )|} ≫ |P |3/5.
As well as giving a quantitative improvement to the main result of [28], Corollary 3 exposes a
difference in behaviour between rational and real points; there exists a set of points P ⊆ R2 and
two points p1, p2 ∈ R2 such that there are only O(|P |1/2) distances from pi to P . Indeed, this is
seen by taking two sets of N concentric circles, letting P be the set of two-rich points defined by
these circles, and taking p1, p2 to be the centres of the circles. We have |P | = 2N2, and |D(p1, P )| =
|D(p2, P )| = N . Corollary 3 shows that, assuming the Uniformity Conjecture, such constructions
cannot occur in Q2.
We can use Corollary 3 to give bounds on the number of rational points defined by the intersection
of two sets of concentric circles.
Corollary 4. Assume the Uniformity Conjecture, and let C1 and C2 be two sets of concentric circles
with |C1| = |C2| = N , centred at points p1, p2 ∈ Q2 respectively. Let C1 ∩ C2 denote the set of points
lying on one circle from each family. Then the number of rational points in C1 ∩ C2 is O(N5/3).
For further applications of Uniformity-type conjectures to problems of combinatorial geometry, see,
for instance, Shaffaf [27] and Tao [32], who independently used the Bombieri-Lang conjecture to give
a negative answer to the Erdo˝s-Ulam problem [14]: is there a dense (with respect to the Euclidean
topology) subset S of the real plane so that the distances between any two points in S is a rational
number? See also van Luijk [19] for an application of the Bombieri-Lang conjecture to counting
perfect cuboids. To our knowledge, [19] was the first work to apply the Bombieri-Lang conjecture
to discrete geometry.
2.3 Applications: Arithmetic Combinatorics
Theorem 3 can be naturally applied to give an Elekes-Ro´nyai result for a family of polynomials
in Q[x, y]. Similar to the situation with Theorem 3, an interesting feature of this family is that
it contains polynomials that expand over the rationals, but not over the reals. In addition, the
(conditional) rate of expansion is strong: for certain f(x, y) ∈ Q[x, y] of degree d we can show
optimal expansion, that |{f(a, b) : a ∈ A, b ∈ B}| ≫d |A||B| for any A,B ⊆ Q. We prove the
following.
Corollary 5. Assume the Uniformity Conjecture, and let h(x) and g(x, y) be rational polynomials
of degree at most d, such that ∂g∂y ,
dh
dx 6= 0, and for any t ∈ {h(a) + g(a, b)2 : a ∈ A, b ∈ B}, t− h(x)
has no repeated roots. Define F (x, y) = h(x) + g(x, y)2. Then for any finite sets A,B ⊆ Q with
|A| ≤ |B|, we have
|F (A,B)| ≫d |B||A|1/s
where s is the smallest integer such that s deg(h) ≥ 5.
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In the preprint [31], Solymosi observed that the Uniformity Conjecture can be used towards refining
the qualitative aspect of the Elekes-Ro´nyai problem. That is, refining the families of polynomials in
Q[x, y] that expand. The focus in Corollary 5 is on the quantitative aspect, dealing with the rate of
expansion.
Corollary 5 can be used to give results concerning the sum set of a set of squares. In particular, it
can be used to reprove the bound
|A+A| ≫ |A|4/3 (8)
for any set A of rational squares, a result which first appeared in [7] and was recently improved
slightly in [30]. These results are related to a conjecture of Rudin [26], which states that the number
of squares in an arithmetic progression A is O(|A|1/2). Current progress for this conjecture is given
by Bombieri and Zannier [4] who proved that A can contain at most |A|3/5+ǫ squares. Shkredov
and Solymosi used the Uniformity Conjecture to extend this result, allowing A to be a generalised
arithmetic progression, see [30, Theorem 1]. With a simple application of (8), we are able to
generalise this further to sets with small sum set, with a good dependence on the doubling of A.
Corollary 6. Assume the Uniformity Conjecture, and let A ⊆ Q be a set such that |A+A| ≤ K|A|
for some K. Let B be the set of square numbers in A. Then we have
|B| ≪ (K|A|)3/4.
Theorem 3 also allows us to give information on the number of three term arithmetic progressions
(3APs) in sets of squares. It is well known that no four square numbers can be in arithmetic
progression; therefore any set of rational squares contains no (non-trivial) 4APs. One might expect
that a set containing no 4APs cannot contain too many 3APs, however this is false: a result of Fox
and Pohoata [22] implies that a set with no 4APs may still contain more than |A|2−o(1) 3APs. We
prove the following.
Corollary 7. Assume the Uniformity Conjecture, let A ⊆ Q be a set of rational squares. Then the
number AP3(A) of three term arithmetic progressions in A satisfies
AP3(A)≪ |A|5/3.
This improves upon a bound of O(|A|7/4) (also conditional on the Uniformity Conjecture) which
follows immediately from an application of Ho¨lder’s inequality along with the optimal energy5 bound
E4(A)≪ |A|4 given in [30]. Indeed, we have
AP3(A) =
∑
x∈2A
rA+A(x) ≤ |A|3/4E4(A)1/4 ≪ |A|7/4.
An unconditional non-trivial bound AP3(A) = o(|A|2) for sets of squares follows from the work of
Balog and Szemere´di [3] (see also [10, Theorem 1.7]), and a more precise unconditional quantitative
bound can be recovered from the upper bound in [22, Theorem 1.2]. It should be noted that there
exists a set A of rational squares containing Ω(|A| log |A|) 3APs. Indeed, the first n square numbers
5See the forthcoming definition in (9)
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contain Ω(n logn) Pythagorean triples (see [21]). Each solution to a2 + b2 = c2 with a2, b2, c2 with
a ≥ b in the first n squares gives a triple (a − b)2, c2, (a + b)2, which is a three term arithmetic
progression contained in the first 2n squares. Therefore the set of the first 2n square numbers
contains Ω(n logn) 3APs. If A is a set of kth powers for k ≥ 3, stronger unconditional results are
known for AP3(A): from a result of Darmon and Merel [8], one can deduce that AP3(A)≪ |A|.
As a further application of Conjecture 1, we consider the additive energy of sets A and B where
A is a set of rational squares, and B is a set of rational kth powers. The additive energy of A
and B, denoted E(A,B), is the number of solutions to the equation a − b = a′ − b′ such that
(a, a′, b, b′) ∈ A2 ×B2. This can also be written as
E(A,B) =
∑
x∈A−B
r2A−B(x)
where rA−B(x) := |{(a, b) ∈ A×B : a− b = x}|. Given a real number l > 0, we can generalise this
to the lth order additive energy of A and B, which is defined as
El(A,B) =
∑
x∈A−B
rlA−B(x). (9)
We write El(A,A) = El(A). Shkredov and Solymosi [30], under the Uniformity Conjecture, were
able to show that E(A) = o(|A|8/3) for A ⊆ Q a set of squares and E(A) = o(|A|5/2) for A a set of
cubes. If A is a set of kth powers for k ≥ 4, they remark that the same technique yields an optimal
energy bound E(A) = O(|A|2). We extend their result to the asymmetric case E(A,B), where A is
a set of squares and B is a set of kth powers for k ≥ 5.
Corollary 8. Let A be a set of rational squares, and B be a set of rational kth powers, for k ≥ 5.
Let l > 0 be a real number. Then assuming the Uniformity Conjecture, we have
El(A,B)≪k |A−B|+ |A ∩B|l.
An important variant of the sum-product problem is that of products of additive shifts: given sets
A and B over some field F, is it true that at least one of AB or (A + α)(B + β) must be large, for
some additive shifts α and β? See, for instance, [17], [18] and [29] for work on questions of this type.
We consider this problem when the product set and shifted product set are constructed relative to
a graph, obtaining the following result.
Corollary 9. Assume the Uniformity Conjecture, let A,B ⊂ Q\{0}, α, β ∈ Q\{0}, and G ⊂ A×B.
Then
|A ·G B|+ |(A+ α) ·G (B + β)| ≫ |E(G)|3/5.
Corollary 9 is an analogue of (4) for products and shifted products, and is the first non-trivial bound
for this problem over sparse graphs. Similar results over dense graphs can be found in [25].
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3 Proof of Theorem 3
We begin by removing some bad elements from A, to be dealt with separately. We write the
polynomial p(x, y) as a univariate polynomial in (Q[x])[y] (recall that dp := degy(p)):
p(x)(y) :=
dp∑
i=1
ri(x)y
i.
We define R = {a ∈ A : rdp(a) = 0}. Elements of R have the undesirable effect of reducing the
degree of p(x)(y). We have
|Z(F ) ∩A×B × C| = |Z(F ) ∩ (A \R)×B × C|+ |Z(F ) ∩R ×B × C| (10)
and we begin by bounding the first term. Let A′ := A \R, and note that since rdp(x) is a univariate
polynomial of degree at most d, we have |R| ≤ d and so |A′| ≥ |A| − d.
Define a bipartite graph G = (V,E) on A′ × B as follows: a pair (a, b) ∈ A′ × B forms an edge if
there exists some c ∈ C such that F (a, b, c) = 0. To each edge e = (a, b) ∈ E we assign a weight
w(e), defined as
w((a, b)) = |{c ∈ C : F (a, b, c) = 0}|
so that
|Z(F ) ∩ A′ ×B × C| =
∑
e∈E
w(e).
Note that for (a, b, c) ∈ A′ × B × C with F (a, b, c) = 0, we have that either Ha,b(z) := F (a, b, z) is
identically zero, or there are at most d values of c ∈ C with Ha,b(c) = 0. Therefore, for each edge
e = (a, b) ∈ E we either have w(e) ≤ d, or w(e) = |C|. Recall the notation
LF := |{(a, b) ∈ A×B : F (a, b, z) ≡ 0}|.
We then have
|Z(F ) ∩A′ ×B × C| =
∑
e∈E
w(e) ≤ d|E|+ LF |C|. (11)
We now aim to find a bound on |E|. Let s be the smallest integer such that sdp ≥ 5. Then by
Ho¨lder’s inequality
|E|s =
(∑
b∈B
deg(b)
)s
≤ |B|s−1
(∑
b∈B
degs(b)
)
= |B|s−1
∑
a1,...,as∈A′
|NG(a1) ∩ · · · ∩NG(as)|. (12)
The remaining task is to bound the quantity
S :=
∑
a1,...,as∈A′
|NG(a1) ∩ · · · ∩NG(as)|.
Split this sum into three parts by writing
S = S1 + S2 + S3, (13)
where
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• S1 counts the contributions to S for which a1, . . . , as are all distinct and for all i 6= j there
does not exist any solution y0 ∈ C to the equation p(ai, y0) = p(aj , y0) = 0,
• S2 counts the contributions to S for which a1, . . . , as are all distinct and there exists i 6= j and
some y0 ∈ C such that p(ai, y0) = p(aj , y0) = 0,
• S3 counts the contributions to S for which a1, . . . , as are not pairwise distinct.
First, let us bound S1. Fix distinct a1, . . . , as ∈ A′ such that there does not exist any solution to
the equation p(ai, y) = p(aj , y) = 0. We define the auxiliary polynomial
Y 2 =
s∏
i=1
p(ai, X), (14)
which has degree at least five. Indeed, by the definition of A′, each p(ai, X) has degree dp, and
we also have the condition that sdp ≥ 5. Furthermore, by our assumption that we are considering
contributions to S1, as well as the hypothesis that the roots of p(ai, X) are distinct, it follows that
the roots of
s∏
i=1
p(ai, X)
are all distinct. Therefore equation (14) gives a hyperelliptic curve of genus g := ⌊ sdp−12 ⌋ ≥ 2,
and the Uniformity Conjecture asserts that this curve has at most Bg rational points. However, if
b ∈ NG(a1) ∩ · · · ∩NG(as) then we have
F (ai, b, ci) = 0
for some c1, . . . , cs ∈ C. By construction we see that(
b,
s∏
i=1
q(ai, b, ci)
)
is a rational solution to equation (14). It therefore follows that |NG(a1) ∩ · · · ∩NG(as)| ≤ Bg and
thus
S1 ≪ |A|s. (15)
We now turn to the term S2. By the definition of the set MA,p,
S2 =
∑
(a1,...,as)∈MA,p
|NG(a1) ∩ · · · ∩NG(as)|.
Therefore, the trivial bound
|NG(a1) ∩ · · · ∩NG(as)| ≤ |B| (16)
implies that
S2 ≤ |MA,p||B|. (17)
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To bound S3, we simply observe that the number of valid s-tuples which may contribute to this sum
is at most
(
s
2
)|A|s−1. Therefore, another application of (16) implies that
S3 ≪s |A|s−1|B|. (18)
Combining (13), (15), (17) and (18) yields
S ≪s |A|s + |MA,p||B|+ |A|s−1|B|.
It then follows from (12) that
|E| ≪s |A||B|1−1/s + |MA,p|1/s|B|+ |A|1−1/s|B|
and so by equation (11) we have
|Z(F ) ∩ A′ ×B × C| ≪s,d |A||B|1−1/s + |MA,p|1/s|B|+ |B||A|1−1/s + LF |C|. (19)
We now deal with the second term in (10). Suppose we have a triple (a, b, c) ∈ R×B×C such that
F (a, b, c) = 0. The univariate polynomial Ha,b(z) := F (a, b, z) is either identically zero, or has at
most d zeroes. There are at most LF pairs (a, b) where the first case occurs, giving at most LF |C|
zeroes. On the other hand, recalling that |R| ≤ d, there are at most d2|B| zeroes (a, b, c) where
Ha,b(z) is not identically zero, since there are d|B| pairs (a, b) ∈ R×B, each giving at most d zeroes.
Putting this together, we have
|Z(F ) ∩R×B × C| ≪d |B|+ LF |C|. (20)
Combining (20), (19) and (10) completes the proof.
4 Proofs of the applications to discrete geometry
In this section we prove Corollary 1, and use this in turn to derive Corollary 3. We also indicate the
changes to the proof of Corollary 1 that can be made to prove Corollary 2.
Proof of Corollary 1. After translating and dilating our original configuration, we may assume with-
out loss of generality that
p1 = (0, 0), p2 = (1, a), p3 = (b, c).
Our initial assumption that these three points are not collinear is now equivalent to the statement
ab 6= c. Recall that Ri is the set of the radii of the circles in Ci and that R2i := {r2 : r ∈ Ri} is the
set of the squares of the radii.
For a point (u, v) ∈ R2, treating u and v as variables, we define X , Y and Z to be the square of the
distances between the point (u, v) and respectively p1, p2 and p3. That is
X = u2 + v2
Y = (u− 1)2 + (v − a)2
Z = (u− b)2 + (v − c)2. (21)
13
We view this as a system of equations with 5 variables (u, v,X, Y, Z). A triple point for the families
of circles C1, C2 and C3 corresponds to a solution (u, v,X, Y, Z) ∈ R× R×R21 ×R22 ×R23.
We can eliminate u and v from the system (21) to deduce that any triple intersection point gives us
a solution to
F (X,Y, Z) = 0, (X,Y, Z) ∈ R21 ×R22 ×R23 (22)
for a quadratic polynomial F . That is,
|T (C1, C2, C3)| = |Z(F ) ∩R21 ×R22 ×R23|. (23)
We use SAGE to help with calculating the explicit form of F , which is
F (X,Y, Z) = X2(a2 − 2ac+ b2 − 2b+ c2 + 1) +XY (2ac− 2b2 + 2b− 2c2)
+XZ(−2a2 + 2ac+ 2b− 2) + Y 2(b2 + c2) + Y Z(−2ac− 2b)
+X(−2a3c− 2a2b + 4a2c2 − 2ab2c+ 8abc− 2ac3 − 2ac− 2b3 + 4b2 − 2bc2 − 2b)
+ Y (−2a2b2 − 2a2c2 + 2ab2c+ 2ac3 + 2b3 − 2b2 + 2bc2 − 2c2)
+ Z2(a2 + 1) + Z(2a3c− 2a2b2 + 2a2b− 2a2c2 + 2ac− 2b2 + 2b− 2c2)
+ a4b2 + a4c2 − 2a3b2c− 2a3c3 + a2b4 − 2a2b3 + 2a2b2c2 + 2a2b2 − 2a2bc2 + a2c4
+ 2a2c2 − 2ab2c− 2ac3 + b4 − 2b3 + 2b2c2 + b2 − 2bc2 + c4 + c2.
Let F (X,Y, Z) = (a2+1)G(X,Y, Z). Note that, as a univariate polynomial in Z over the polynomial
ring Q[X,Y ], G is now monic, and so LG = 0.
We can express G(X,Y, Z) in the form
G(X,Y, Z) = (q(X,Y, Z))2 − p(X,Y )
where
q(X,Y, Z) = Z +
(−a2 + ac+ b− 1)X + (−ac− b)Y − a2b2 + a3c− a2c2 + a2b− b2 + ac− c2 + b
a2 + 1
and
p(X,Y ) = −
(
ab− c
a2 + 1
)2 (
Y 2 − 2 (a2 + 1 +X)Y + (a2 + 1−X)2) .
Note that the coefficient of Y 2 in p is−
(
ab−c
a2+1
)2
∈ Q. Since ab 6= c, we can conclude that degy(p) = 2.
For fixed x, p(x, Y ) is a quadratic equation with discriminant ∆ = 16x(a2 + 1). The roots of this
polynomial are
(a2 + 1 + x)± 2
√
x(a2 + 1).
In particular p(x, Y ) has a repeated root if and only if x = 0. Since 0 /∈ R21, the requirement that
p(x, Y ) does not have any repeated roots for all x ∈ R21 is satisfied.
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The next part of the analysis is needed to give control of the size of MR2
1
,p. Let x1 and x2 be two
fixed values. We see that p(x1, Y ) and p(x2, Y ) have a common root if and only if one of the four
variants of the equation
√
x1 ± √x2 = ±2
√
a2 + 1 holds. This implies that for each r ∈ R21, there
exist at most four possible choices of r′ ∈ R21 such that p(r, Y ) and p(r′, Y ) share a common root.
Thus, recalling that s = 3, we have
|MR2
1
,p| ≤ 4
(
3
2
)
|R1|2.
We can finally apply Theorem 3 with s = 3, which gives
|Z(G) ∩R21 ×R22 ×R23| ≪ |C1||C2|2/3 + |C1|2/3|C2|. (24)
Since Z(G) = Z(F ), the proof is complete by combining (24) with (23).
Corollary 2 is proved in much the same way, the differences being that in equation (21) we may replace
X with X2, Y with Y 2 and Z with Z2. We thus consider solutions to q(X2, Y 2, Z2)2 = p(X2, Y 2).
This has the effect of changing degY (p((X,Y )) to four, so that we may apply Theorem 3 with s = 2.
With minor changes to the analysis of the common roots, we find that |MR1,p| ≪ |R1|, and we
conclude that
|Z(G) ∩R1 ×R2 ×R3| ≪ |C1||C2|1/2 + |C1|1/2|C2|.
Proof of Corollary 3. Consider a fixed point set P ⊂ Q2 and two fixed points p1, p2 ∈ Q2. Choose
p3 ∈ Q2 to be any point which is not on the line through p1 and p2. Define Ci to be the set of all
circles centred at pi which cover P . Note that |Ci| = |D(pi, P )|. Observe first that
|P | ≤ T (C1, C2, C3),
since each point of P is a triple intersection point for these three families of circles. On the other
hand, since all of the points under consideration have rational coordinates, the sets D(pi, P )
2 are
contained in Q. Therefore, Corollary 1 can be applied to this system to obtain the upper bound
T (C1, C2, C3)≪ |D(p1, P )||D(p2, P )|2/3 + |D(p1, P )|2/3|D(p2, P )|.
Comparing the upper and lower bounds completes the proof of (7).
In proving Corollary 3, we appeal to Corollary 2, which treats families of circles centred at three
points whereas Corollary 3 treats families of circles centred at two points. This may suggest to the
reader that Corollary 2 is unnecessary in the proof. This is indeed the case, and the same conclusion
follows directly from Theorem 3. However, this then requires some somewhat lengthy calculations,
essentially modifications of the proof of Corolary 1, which we avoid in this presentation of the proof.
We finally prove Corollary 4.
Proof of Corollary 4. As in the statement of Corollary 4, let C1 and C2 be two sets of N concentric
circles, centred at the rational points p1 and p2 respectively. Let P ⊂ C1 ∩ C2 be the set of rational
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points lying on the set of points determined by the intersection of circles in C1 and circles in C2. By
Corollary 3, we have
|D(p1, P )|2/3|D(p2, P )|+ |D(p1, P )||D(p2, P )|2/3 ≫ |P |.
Since (trivially) |D(p1, P )|, |D(p2, P )| ≤ N , we conclude that |P | ≪ N5/3.
5 Proofs of the applications to arithmetic combinatorics
5.1 Expanders
In this subsection we prove Corollary 5. For convenience, we restate Corollary 5.
Corollary 5. Let h(x) and g(x, y) be rational polynomials of degree at most d, such that ∂g∂y ,
dh
dx 6= 0.
Let A,B ⊆ Q be finite sets with 2d+ 1 ≤ |A| ≤ |B|, and suppose that t− h(x) has no repeated roots
for any t ∈ {h(a) + g(a, b)2 : a ∈ A, b ∈ B}. Then, assuming the Uniformity Conjecture, we have∣∣{h(a) + g(a, b)2 : a ∈ A, b ∈ B}∣∣≫d |B||A|1/s
where s is the smallest integer such that s deg(h) ≥ 5.
Proof. Define
E :=
{
h(a) + g(a, b)2 : a ∈ A, b ∈ B} .
We shall apply Theorem 3 to the polynomial F (u, v, w) := h(v) − u + g(v, w)2 to find a bound on
|Z(F ) ∩ E ×A×B|.
In our application we have q(u, v, w) = g(v, w), and p(u, v) = u− h(v).
Note that |ME,p| = 0. Indeed, let e, e′ ∈ E and consider p(e, v) and p(e′, v) as univariate polynomials
in v. If v0 is a common root of both, then e− h(v0) = 0 = e′ − h(v0), which implies that e = e′. By
assumption, we also have that p(e, v) = e− h(v) has no repeated roots for e ∈ E.
We claim that LF ≤ d. Indeed, by writing g(v, w) as a univariate polynomial in w, we have
F (u, v, w) =
(
k∑
i=0
gi(v)w
i
)2
+ h(v)− u
for some k ≤ d. In particular, considering F momentarily as a univariate polynomial in w, we see
that the coefficient of its leading term is a univariate polynomial in v – this coefficient is gk(v)
2. We
have that deg(gk) ≤ d. Suppose (a, b) ∈ A × B is such that F (a, b, w) ≡ 0. We see that b is a zero
of gk, and so only d values of b are possible. Moreover, for a fixed b there is at most one a ∈ A with
F (a, b, w) ≡ 0, since the constant term is linear in u, and must be chosen as a = g0(b)2+h(b). Thus
LF ≤ d.
Applying Theorem 3 we have
|Z(F ) ∩ E ×A×B| ≪d,s |E||A|1−1/s + |A||E|1−1/s + |B|.
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We also have the lower bound |Z(F ) ∩ E × A × B| ≥ |A||B|, since for any pair (a, b) ∈ A× B, the
corresponding element e := h(a) + g(a, b)2 ∈ E gives a zero F (e, a, b). This yields
|A||B| ≪d,s |E||A|1−1/s + |A||E|1−1/s + |B|. (25)
If the first term above dominates, we are done. If the second term dominates, by comparing first
and second terms we find |E| ≪ |A|, and we also have |B| ss−1 ≪ |E|, so that
|B| ss−1 ≪ |E| ≪ |A| ≤ |B|
and we find that |B| ≪ 1, and there is nothing to prove.
If the third term dominates we have |A| ≪ 1. For a fixed a ∈ A, we consider the univariate
polynomial h(a)+ g(a, y)2, which has degree at most 2d. Let R := {a ∈ A : h(a)+ g(a, y)2 ≡ 0} and
note that |R| ≤ 2d. Let a0 ∈ A \ R (note that A \ R 6= ∅ since |A| ≥ 2d + 1). For any c ∈ R, the
number of solutions to h(a0) + g(a0, y)
2 = c is at most 2d, so we have
|{h(a0) + g(a0, b)2 : b ∈ B}| ≥ |B|
2d
≫d |B| ≫ |A||B|,
which is stronger than needed.
Corollary 5 gives information about sums of (2k)th powers; setting h(x) = x2k and g(x, y) = yk we
find that for all A, B ⊆ Q,
|A2k +B2k| ≫ |B||A|1/s
with s = ⌈ 52k ⌉. Here, Ak denotes the set {ak : a ∈ A}. When k ≥ 3 this gives the optimal bound
of |A||B|, and for fourth powers we find a bound of |B||A|1/2. In the case k = 2, we find that for
A,B ⊆ Q finite sets of rational squares, we have |A + B| ≫ |A||B|1/3. Similar bounds for this
asymmetric sums of squares problem were obtained in [7] and [30].
5.2 Bounding squares in sets with small doubling
Recall that Corollary 6 states that if A ⊂ Q satisfies |A+A| ≤ K|A| then A contains O(K3/4|A|3/4)
squares.
Proof of Corollary 6. The proof of Corollary 6 is very simple, and uses only the result of Cilleruelo
and Granville that for a set of squares B, we have |B +B| ≫ |B|4/3. Let A ⊆ Q be a set satisfying
|A+A| ≤ K|A|, and let B ⊆ A be the set of rational squares contained in A. Then we have
|B|4/3 ≪ |B +B| ≤ |A+A| ≤ K|A|
and the result follows.
Note that we can obtain a small improvement to Corollary 6 by using the improved lower bounds
from [30] for |A + A| when A is a set of squares. Moreover, this argument shows that an optimal
lower bound |A + A| ≥ |A|2−ǫ for sets of squares would imply an optimal upper bound |A| 12+ǫ′ for
the number of squares contained in an arithmetic progression A, even giving a generalisation to sets
with small sum set.
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5.3 Additive configurations in sets of squares
In this section we prove Corollary 7.
Proof of Corollary 7. Recall that we wish to show that AP3(A) ≪ |A|5/3 for A a set of rational
squares. Let A ⊆ Q be a finite set of rational squares, and let B = A1/2 be the set of positive roots
of elements of A. We shall apply Theorem 3 to the polynomial F (x, y, z) = z2− 12 (x2 + y2) and the
set B × B × B. We may remove 0 from B if it is present, since there are at most O(|B|) = O(|A|)
solutions to F (x, y, z) = 0 with one of x, y, z = 0. We have q(x, y, z) = z, and p(x, y) = 12 (x
2 + y2).
We see that we have ∂F∂z 6= 0. Furthermore, since 0 /∈ B, we know that for any b ∈ B, the polynomial
p(b, y) does not have repeating roots. This shows that an application of Theorem 3 is valid here.
For distinct b, b′ ∈ B, the univariate polynomials p(b, y) and p(b′, y) have distinct roots, so that
|MA,p| = 0. Moreover, since F is monic in z we have LF = 0. Applying Theorem 3 to B × B × B
gives
|Z(F ) ∩B ×B ×B| ≪ |B|5/3
Note that a zero (a, b, c) ∈ B ×B ×B of F corresponds to a solution to the equation a2 + b2 = 2c2,
which in turn gives a solution to α + β = 2γ, with α, β, γ ∈ A. Such solutions correspond to three
term arithmetic progressions in A, so that we have
AP3(A) = |Z(F ) ∩B ×B ×B| ≪ |B|5/3 = |A|5/3
as required.
Theorem 3 can also be used to reprove other results concerning additive structure of squares. We
can give an alternative proof for the following result, which is implicit from the work of Alon et al.
[1].
Corollary 10. Assume the Uniformity Conjecture. If C ⊂ Q is a finite set of squares and C = A+B
for some A,B ⊂ Q then either |A| = O(1) or |B| = O(1).
This is a consequence of the following result, which is essentially [30, Theorem 14].
Corollary 11. Assume the Uniformity Conjecture, and let C ⊂ Q be a set of squares. Then for
any finite non-empty A,B ⊆ Q, we have
|{(a, b) ∈ A×B : a+ b ∈ C}| ≪ |A||B|4/5 + |B||A|4/5.
Proof of Corollary 11. Let C ⊂ Q be a set of squares, and suppose that A,B ⊂ Q. We shall apply
Theorem 3 to the polynomial F (x, y, z) = z2 − x − y, and the sets A, B, and C1/2, where we take
only the positive roots. We have q(x, y, z) = z, and p(x, y) = x + y. We see that p(a, y) has no
repeated roots, and furthermore that |MA,p| = LF = 0. Applying Theorem 3 with s = 5 then gives
|Z(F ) ∩ A×B × C1/2| ≪ |A||B|4/5 + |B||A|4/5.
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Now consider the set
S = {(a, b) ∈ A×B : a+ b ∈ C}.
Every pair (a, b) in S gives an element (a, b, (a+ b)1/2) in A×B ×C1/2 ∩Z(F ). Therefore we have
|S| = |Z(F ) ∩ A×B × C1/2| ≪ |A||B|4/5 + |B||A|4/5,
giving the result.
Corollary 11 now follows immediately. Indeed let C be a finite set of squares and suppose that
C = A+B for some A,B ⊂ Q. Then by Corollary 11,
|A||B| = |{(a, b) ∈ A×B : a+ b ∈ C}| ≪ |A||B|4/5 + |A|4/5|B|.
This inequality implies that either |A| ≪ 1 or |B| ≪ 1 must hold.
As mentioned above, Corollary 11 is implicit in the work of Alon et al. [1]. Their alternative proof
is as follows: Suppose that C = A + B and assume that |A| ≥ 5. For any five distinct elements
a1, . . . , a5 ∈ A, consider the auxiliary polynomial
Y 2 = (X + a1)(X + a2)(X + a3)(X + a4)(X + a5).
By the Uniformity Conjecture, this has O(1) rational solutions. But each b ∈ B gives the rational
solution (b,
√
(b + a1)(b+ a2)(b+ a3)(b + a4)(b + a5)), and so |B| ≪ 1.
5.4 Bounds on Energies
In this section we prove Corollary 8, bounding El(A,B) for A a set of rational squares, and B a set
of rational kth powers, for k ≥ 5.
Proof. We will actually prove the following stronger l∞ bound for the representation function rA−B:
∀m 6= 0, rA−B(m)≪k 1. (26)
Since a is a square and b is a kth power, for each representation in A−B of m we find the rational
point (b1/k, a1/2) lying on the curve m = Y 2 − Xk, which has genus ⌊k−12 ⌋ ≥ 2. Therefore by
uniformity, for each m ∈ A−B there are at most B⌊ k−1
2
⌋ pairs (a, b) with m = a− b, implying that
rA−B(m)≪k 1. We now have
El(A,B) =
∑
m
rA−B(m)
l =
∑
m 6=0
rA−B(m)
l + rA−B(0)
l ≪k,l |A−B|+ |A ∩B|l
as needed.
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5.5 Products and shifts along graphs
In this section we prove Corollary 9.
Proof of Corollary 9. Write C = A ·G B and D = (A+ α) ·G (B + β). We double count solutions to
the system
c = ab
d = (a+ α)(b + β) such that (a, b) ∈ G, c ∈ C, d ∈ D. (27)
Let S denote the number of solutions to (27) and note that S = |E(G)|. Indeed, each (a, b) ∈ G
determines a unique c ∈ C and d ∈ D which solves (27).
On the other hand, we now aim to use Theorem 3 with s = 3 to upper bound S. Since 0 /∈ B, we
can eliminate the variable a from the system (27) and rearrange to see that a solution (a, b, c, d) to
S yields a solution (c, d, b) to the polynomial equation F (x, y, z) = 0, where
F (x, y, z) =
(x
α
+ z
)
(z + β)− zy
α
.
Therefore,
S ≤ |Z(F ) ∩ C ×D ×B|.
F can be rearranged as
F (x, y, z) =
(
z +
1
2
(
x− y
α
+ β
))2
−
(
1
4
(
x− y
α
+ β
)2
− βx
α
)
:= q(x, y, z)2 − p(x, y),
so that it takes the form required for the application of Theorem 3. We now perform some analysis
to allow us to bound |MC,p|. We can rearrange the above expression for p and see that
p(x, y) =
1
4α2
y2 − x+ αβ
2α2
y +
(
x− αβ
2α
)2
.
For a fixed value of x, p(x, y) is a quadratic equation with discriminant ∆ = βxα3 . In particular, p(x, y)
has repeated root if and only if either β = 0 or x = 0, which cannot happen. With a straightforward
calculation we see that the roots of p(x, y) are
(x+ αβ)± 2
√
βαx.
Now fix two values x1 and x2. The roots of p(x1, y) and p(x2, y) are, respectively
(x1 + αβ) ± 2
√
βαx1, (x2 + αβ) ± 2
√
βαx2.
We see that p(x1, y) and p(x2, y) have a root in common if and only if one of the four variants of
the equation
√
x1 ±√x2 = ±2
√
αβ holds. We can now bound |MC,p|. For each ci ∈ C, there exist
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at most four possible choices of cj ∈ C such that p(ci, y) and p(cj , y) share a common root. It then
follows that
|MC,p| ≤ 4
(
3
2
)
|C|2.
Finally, since F is monic in z, we have LF = 0. We can now apply Theorem 3 to conclude that
|E(G)| = S ≪ |C||D|2/3 + |C|2/3|D|,
and thus
max{|C|, |D|} ≫ |E(G)|3/5,
as required.
We note that the same argument as above can be used to deduce the bound
max{|A+G B|, |A ·G B|} ≫ |E(G)|3/5
from [30] as a consequence of our Theorem 3.
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