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Abstract
Individual’s semantics have been used for guiding the learning process of Genetic Pro-
gramming solving supervised learning problems. The semantics has been used to proposed
novel genetic operators as well as different ways of performing parent selection. The latter is
the focus of this contribution by proposing three heuristics for parent selection that replace
the fitness function on the selection mechanism entirely. These heuristics complement previ-
ous work by being inspired in the characteristics of the addition, Naive Bayes, and Nearest
Centroid functions and applying them only when the function is used to create an offspring.
These heuristics use different similarity measures among the parents to decide which of them
is more appropriate given a function. The similarity functions considered are the cosine sim-
ilarity, Pearson’s correlation, and accuracy. We analyze the performance of these heuristics
against random selection, state-of-the-art selection schemes, and 18 classifiers, including auto-
machine-learning techniques, on 30 classification problems with a variable number of samples,
variables, and classes. The result indicated that the combination of parent selection based
on accuracy and the use of random selection on the replacement of an individual in the pop-
ulation produces statistically better results than the classical selection and state-of-the-art
schemes, and it is competitive with state-of-the-art classifiers. Finally, the code is released as
open-source software.
1 Introduction
Genetic programming (GP), proposed by Koza (1992), is one of the youngest members of the
evolutionary algorithm family. It has been used to solve a variety of problems. For example,
autonomous controllers for unmanned aerial vehicles (Barlow et al., 2004; Oh and Barlow, 2004),
prediction of energy performance (Castelli et al., 2015b; Lee and Tong, 2011), antennas designing
(Comisky et al., 2000; Lohn et al., 2006), sentimental analysis (Graff et al., 2020, 2017), predicting
financial data (Iba and Sasaki, 1999; Santini and Tettamanzi, 2001), and, circuits designing (Koza
et al., 1997; Naredo et al., 2016a; Rubinstein, 2001).
Since the beginning of GP, most of the research has been focused on solving symbolic regression
problems. The classifiers constructed with GP started appearing around the 2000s (Loveard and
Ciesielski, 2001; Muni et al., 2004). Ingalalli et al. (2014) affirmed that GP was never regarded
as a good method to perform multi-class classification. However, robust models for evolving GP
classifiers have been recently developed, as TPOT (Olson et al., 2016) or M4GP (La Cava et al.,
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2019). Classification is a supervised learning problem that consists in finding a function that learns
the relation between inputs and outputs, where the outputs are a set of labels. The starting point
would be the training set composed of input-output pairs, i.e., X = {( ~x1, y1), . . . , ( ~xn, yn)}, where
∀~x∈X ~x ∈ Rm, and ∀y∈X y ∈ R. The training set X is used to find a function, f , that maximize
a similarity function, M, that is, f is the function that maximize
∑
(~x,y)∈X M(f(~x), y), where the
ideal scenario would be ∀(~x,y)∈X f(~x) = y, and, also to accurately predict the labels of unseen
inputs. On Semantic Genetic Programming (SGP), for example in (Vanneschi, 2017), the vector
composed for all the outputs in the training set is commonly called target vector ~t = {y1, . . . , yn}.
Also, a GP individual P can be represented as a function h that tries to map the inputs with
outputs. In this sense, an individual also is represented in a semantic space by a vector whose
entries correspond to all the inputs’ evaluations in the function h, this is, ~Sp = {h( ~x1), . . . , h( ~xn)}.
Using this notation, the objective of SGP is to find the individual whose semantics Sp is as close
as possible to the target vector ~t in the semantic space. The distance between the individual’s
semantics ~Sp and the target vector ~t is used as the individual’s fitness.
Traditionally, GP uses individuals’ fitness to select the parents that construct the next gener-
ation of individuals (Poli et al., 2008). Recently, new approaches for parent selection have been
developed. Hara et al. (2016a) proposed Deterministic Geometric Semantic Genetic Programming
with Optimal Mate Selection where a selection technique was designed with the objective of im-
proving the performance of their crossover operator proposed in (Hara et al., 2016b). Chu et al.
(2018) used the Wilcoxon signed-rank test to compare individuals’ semantics and decide whether
to select the individual with the best fitness or the smallest one. Angle-Driven Selection (ADS),
proposed in (Chen et al., 2019), chooses parents maximizing the angle between their relative se-
mantics aiming to have parents with different behaviors. Vanneschi et al. (2019) introduced a
selection scheme based on five selection criteria, which had been organized into a nested tourna-
ment. Vanneschi et al. (2019) main objective is to find individuals whose angle between their error
vectors is equal to zero. Besides, there have been approaches that analyze the behavior of evolutive
algorithms when the fitness function is replaced with a heuristic. Nguyen et al. (2012) proposed
Fitness Sharing, a technique that promotes dispersion and diversity of individuals. Their proposal
consisted of calculating the shared fitness of an individual i as f ′i = fi(mi + 1), where fi is the
individual’s fitness, and, mi is approximately equal to the number of individuals that behave simi-
larly to individual i. Lehman and Stanley (2011) proposed Novelty Search, where the individual’s
fitness is related totally to its novelty without care about its target behavior. The individual’s
novelty is computed as the average of the distances between its behavior and the behavior of its
k-nearest neighbors. GP with Novelty Search has been used in classifications problems in (Naredo
et al., 2016b).
The intersection between our proposal and the previous research works is on the selection stage
of the evolutionary process. Most of the methods proposed produce a selection mechanism that
considers the semantics of the individuals as well as the individual’s fitness to choose the parents.
The exception is the works using Novelty Search, where the selection process is entirely performed
using the semantics. Our approach follows this path by abandoning the fitness function in the
selection process. The difference with Novelty Search is that our proposal searches for individuals
whose semantics might help the function used to create the offspring. Functions’ properties inspire
our selection heuristics, in particular, these were inspired by the addition and the classifiers Naive
Bayes and Nearest Centroid. The first heuristic based on cosine similarity promotes the selection of
parents whose semantics’ vectors ideally could be orthogonal. The second one, based on Pearson’s
correlation coefficient, searches parents whose semantics’ vectors are uncorrelated. Finally, the
last one, based on accuracy, tries to select parents whose semantics are different between them. It
is important to note that accuracy in this context is not acting as a fitness function, it is just a
similarity applied to the output labels of two parents treating one of them as the true labels.
The selection heuristics are tested on a steady-state GP system with tournament selection
where the heuristics replace the fitness function used in the tournament to decide the winner of
it. This GP system, called EvoDAG, was inspired by the Geometric Semantic genetic operators
proposed by Moraglio et al. Moraglio et al. (2012) with the implementation of Vanneschi et al.
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Vanneschi et al. (2013); Castelli et al. (2015a). It has been successfully applied to a variety of text
classification problems (Graff et al., 2020).
In steady-state evolution, the selection mechanism is used twice one to perform parent selection,
and the other to decide the individual being replaced by an offspring, we refer to the later negative
selection. The proposed selection is used to select the parent; however, on the negative selection,
we also tested the performance of the system using random selection or the traditional selection
guided by fitness. In total, we analyze the performance of 8 different GP systems obtained by
combining the schemes for parent selection (our heuristics, random selection, and traditional
selection) and negative selection (random and traditional selection). Besides, we compare our
selection heuristics against two state-of-the-art techniques, Angle-Driven-Selection (Chen et al.,
2019), and Novelty Search (Naredo et al., 2016b). To provide a complete picture of the performance
of our selection heuristics, we decided to compare them against state-of-the-art classifiers, in
total eighteen classifiers implemented on the python library scikit-learn (Pedregosa et al., 2011),
and two auto-machine learning algorithms, namely autosklearn (Feurer et al., 2015) and TPOT
(Olson et al., 2016) were considered in the comparison. The comparison is performed on thirty
classification problems taken from the UCI repository (Dua and Graff, 2017). In all cases, we
employ the Wilcoxon statistical test (Wilcoxon, 1945) for validating our results. The results
show that our selection heuristic guided by accuracy between parents and using random negative
selection outperforms traditional selection, presenting a statistically significant difference. On
the other hand, our selection heuristics outperforms the state-of-the-art techniques Angle-Driven-
Selection and Novelty Search. Furthermore, in comparison with state-of-the-art classifiers, our
GP system obtained the second-lowest rank being the first one TPOT, although the difference in
performance between these systems, in terms of macro-F1, is not statistically significant.
The rest of the manuscript is organized as follows. Section 2 presents the related work. The
GP system used to test the proposed heuristics is described in Section 3. The proposed selection
heuristics are presented in Section 4. Section 5 presents the experiments and results. Finally,
Section 6 concludes this research.
2 Related work
The selection heuristics proposed are related to selection mechanisms that combine information of
the fitness function as well as information of the semantic space; and those proposals that abandon
the information of the fitness altogether. In order to set provide a complete picture of the research
works related to this contribution, we start describing semantic genetic operators used in our GP
system. The next part describes the research works proposing selection mechanisms, and the
section is closed, describing some of the classifiers used to compare our selection heuristics.
2.1 Semantic Genetic Operators
Semantic Genetic Programming uses the information of the target behavior, ~t, to guide the search.
Krawiec (2016) affirmed that aware semantic methods make search algorithms better informed.
Specifically, several crossover and mutation operators have been developed with the use of se-
mantics. Beadle and Johnson (2008) proposed a crossover operator that measures the semantic
equivalence between parents and offsprings, and rejects the offspring that is semantically equiva-
lent to its parents. Uy et al. (2011) developed a semantic crossover and a mutation operator. The
crossover operator searches for a crossover point in each parent in such a way that subtrees were
semantically similar, and the mutation operator allows the replacement of an individual’s subtree
only if the new subtree is semantically similar. Hara et al. (2012) proposed the Semantic Control
Crossover that uses semantics to combine individuals. A global search was performed in the first
generations and a local search in the last ones. Graff et al. used subtrees semantics and partial
derivatives to proposed crossover (Graff et al., 2014b; Sua´rez et al., 2015) and mutation (Graff
et al., 2014a) operators.
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Moraglio et al. proposed the Geometric Semantic Genetic Programming (GSGP) (Moraglio
and Poli, 2004; Moraglio et al., 2012). Their work called the attention of the GP scientific commu-
nity because the crossover operator produces an offspring that stands in the segment joining the
parents’ semantics. Therefore, offspring fitness cannot be worse than the worst fitness of the par-
ents. Given two parents’ semantics ~p1 and ~p2, the crossover operator generates an offspring whose
semantics is r · ~p1+(1−r)· ~p2, where r is a real value between 0 and 1. This property transforms the
fitness landscape into a cone. Unfortunately, the offspring is always bigger than the sum of the size
of its parents; this makes the operator unusable in practice. Later, some operators were developed
to improve Moraglio’s GSGP. For example, Approximately Geometric Semantic Crossover (SX)
(Krawiec and Lichocki, 2009), Deterministic Geometric Semantic Crossover (Hara et al., 2012),
Locally Geometric Crossover (LGX) (Krawiec and Pawlak, 2012, 2013), Approximated Geomet-
ric Crossover (AGX) (Pawlak et al., 2015), and Subtree Semantic Geometric Crossover (SSGX)
(Nguyen et al., 2016).
Graff et al. (2015b) proposed a new crossover operator based on projections in the phenotype
space. It creates a plane in the semantic space using the parent semantics and the origin of the
space. The offspring is calculated as the projection of the target in that plane. Given the parents’
semantics ~p1 and ~p2, and the target semantics ~t, the offspring is calculated as α~p1+β ~p2, where α and
β are real values that are calculated solving the equation A[α, β]′ = ~t, where A = (~p1, ~p1). It implies
the offspring will be at least as good as the best parent. Memetic Genetic Programming based on
Orthogonal Projections in the Phenotype Space was also proposed by Graff et al. (2015a). In that
work, they used a linear combination of k parents as
∑
k αk ~pk, where ~pk represents the semantics of
the k parent. The main idea is optimizing the coefficients {αi} with ordinary least squares (OLS)
to guarantee that the offspring is the best of its family. As a result, the fitness of the generated
tree is always better or equal than any internal tree. It was not the first time that parameters
were added to GP nodes, Smart and Zhang (2004) defined the Inclusion Factors as numeric values
between 0 and 1 assigned to each node in the tree structure, except the root node. This value
represents the inclusion proportion of the node in the tree. Castelli et al. (2015c) presented a
mutation operator, in their work called Geometric Semantic Genetic Programming with Local
Search, based on Moraglio’s mutation operator, that also uses parameters. In this operator, an
individual whose semantics is ~p is modified with the following equation, α0 + α1~p + α2(~r1 − ~r2),
where ~r1 and ~r2 are the semantics of random trees, and, αi  R. {αi} are calculated using the
target semantics and OLS for getting the better linear combination of the individual semantics
and the random trees. They extended their work in (Castelli et al., 2019) applying Local Search
to all the individuals during a separate step after mutation and crossover. For each individual p,
they calculated another one as p′ = αp + β, where α and β are optimized with OLS minimizing
the error between the individual semantics and target semantics. Moreover, they generalized the
idea and transformed it into a regression problem p′ =
∑
j αjfj(p), where fj : R→ R.
2.2 Fitness and Selection in Genetic Programming
According to Vanneschi et al. (2014), one way to promote diversity in GP is by the use of different
selection schemes. Galvan-Lopez et al. (2013) applied crossover only to those individuals whose
difference in behavior is greater than a defined threshold for every element on the semantic vectors.
Ruberto et al. (2014) defined the Error Vector and Error Space. The individual error vector ~ep
is defined as ~ep = ~p − ~t, where ~p is the semantics of individual p and ~t represents the target
semantics. The error space contains all the individuals represented by their error vectors, where
~t is the origin. The proposal is to search, in the error space, for two o three individuals aligned,
instead of using the fitness function; the rationality comes from the fact that given the aligned
individuals, then there is a straight forward procedure to compute the optimal solution. Chu et al.
(2016, 2018) used the error vectors and the Wilcoxon signed-rank test to decide whether to select
the fittest or the smaller individual as a parent. Their results show that their proposed techniques
aim at enhancing the semantic diversity and reducing the code bloat in GP. Hara et al. proposed
Deterministic Geometric Semantic Crossover (Hara et al., 2012), and later, they proposed to select
the parents in such a way that the line connecting them is as close as possible to the target in the
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semantic space (Hara et al., 2016a).
Chen et al. (2019) proposed Angle-Driven Geometric Semantic Genetic Programming (ADGSGP).
Their work attempts to further explore the geometry of geometric operators in the search space
to gain an improvement in GP for symbolic regression. Their proposal included Angle-Driven Se-
lection, Perpendicular Crossover, and Random Segment Mutation. Angle-Driven Selection (ADS)
selects a pair of parents that not only have good fitness values but also are far away from each
other regarding the angle-distance of their relative semantics. The first parent is selected using
fitness and the second one is chosen maximizing the relative angle-distance between its semantics
and the first parent semantics. The angle-distance is defined as γr = arccos(
(~t− ~p1)(~t− ~p2)
||~t− ~p1||||~t− ~p2|| ), where
~t, ~p1, and ~p2, represent the target semantics, and the first and the second parent semantics, respec-
tively. Perpendicular Crossover (PC) generates a child point standing on the line crossing the two
parents, which follows the theoretical framework of GSGP. Moreover, the relative vector of this
child and the target semantics is perpendicular to the vector defined by the two parents, similar to
Hara et al. (2016b) proposal. Random Segment Mutation (RSM) was inspired by Random Desired
Operator (Pawlak et al., 2015). In RSM, the offspring stands on the intervals between the parents
and the target semantics. Their experiments show that the angle-driven geometric operators not
only drive the evolutionary process to fit the target semantics more efficiently but also improve
the generalization performance.
2.3 Genetic Programming for classification
Classifiers evolved with GP started appearing around the 2000s. Loveard and Ciesielski (2001)
proposed different techniques for representing classification problems in GP, one of them assign
the class based on a range, there were as many intervals as classes. Muni et al. (2004) proposed
to evolve a tree for each class following an equivalent strategy of one-vs-all approach. Jabeen and
Baig (2013) developed a two-stage method, the first one evolves a classifier for each class, and the
second stage combines these classifiers.
Ingalalli et al. (2014) introduced a GP framework called Multi-dimensional Multi-class Genetic
Programming (M2GP). The main idea is to transform the original space into another one using
functions evolved with GP, then, a centroid is calculated for each class, and the vectors are assigned
to the class that corresponds to the nearest centroid using the Mahalanobis distance. M2GP takes
as argument the dimension of the transformed space. This parameter is evolved in M3GP (Munoz
et al., 2015) by including specialized search operators that can increase or decrease the number of
feature dimensions produced by each tree. They extended M3GP and proposed M4GP (La Cava
et al., 2019) that uses a stack-based representation in addition to new selection methods, namely
lexicase selection, and age-fitness Pareto survival.
Naredo et al. (2016b) used Novelty Search (NS) for evolving GP classifiers based on M3GP,
where the difference is the procedure to compute the fitness. Each GP individual is represented
as a binary vector whose length is the training set size, and each vector element is set to 1 if the
classifier assigns the class label correctly, and 0 otherwise. Then, they use those binary vectors
to measure the sparseness among individuals, and the more the sparseness, the higher the fitness
value. Their results show that all their NS variants achieve competitive results relative to the
traditional objective-based.
Auto machine learning consists of obtaining a classifier (or a regressor) automatically. It
includes the steps of preprocessing, feature selection, classifier selection, and hyperparameters
tuning. Feurer et al. (2015) developed a robust automated machine learning (AutoML) technique
using Bayesian optimization methods. It is based on scikit-learn (Pedregosa et al., 2011), using
15 classifiers, 14 feature preprocessing methods, and 4 data preprocessing methods; giving rise
to a structured hypothesis space with 110 hyperparameters. Olson et al. (2016) proposed the
use of GP to develop a powerful algorithm that automatically constructs and optimizes machine
learning pipelines through a Tree-based Pipeline Optimization Tool (TPOT). On classification,
the objective consists of maximizing the accuracy score performing a searching of the combinations
of 14 preprocessors, five feature selectors, and 11 classifiers; all these techniques implemented on
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scikit-learn. It has probed to create robust classifiers without user effort. The disadvantage is the
time that it requires learning the model.
3 Genetic Programming System
We decided to implement the selection heuristics proposed and the selection heuristics of the
state-of-the-art in our previously developed GP system called EvoDAG1 (Graff et al., 2016, 2017).
EvoDAG is inspired by the implementation of GSGP performed by Castelli et al. (2015a), where
the main idea is to keep track of all the individuals and their behavior, leading to an efficient
evaluation of the offspring whose complexity depends only on the number of fitness cases. Let
us recall that the offspring, in the geometric semantic crossover, is ~o = r ~p1 + (1 − r)~p2, where r
is a random function or a constant. As it was explained in the previous section, in (Graff et al.,
2015b), we decided to extend this operation by allowing the offspring to be a linear combination
of the parents, that is, ~o = θ1 ~p1 + θ2 ~p2, where θ1 and θ2 are obtained using ordinary least squares
(OLS) minimizing the difference between the offspring and the target semantics. Continuing with
this line of research, in (Graff et al., 2016), we investigate the case when the offspring is a linear
combination of more than two parents, and, also, to include the possibility that the parents could
be combined using a function randomly selected from the function set.
EvoDAG, as customary, uses a function set F = {∑60, ∏20, max5, min5, √·, | · |, sin,
tan, atan, tanh, hypot2, NB5, MN5, NC2}, and a terminal set T = {x1, . . . , xm}, to create the
individuals. It is also included in F classifiers such as Naive Bayes with Gaussian distribution
(NB5), with Multinomial distribution (MN5), and Nearest Centroid (NC2). The functions, in the
function set, are traditional operations where the subscript indicates the number of arguments.
EvoDAG’s default parameters, including the number of arguments, were defined performing a
random search (Bergstra and Bengio, 2012), on the parameter space, using as a benchmark of
classification problems that included different sentiment analysis problems as well as problems
taken from UCI repository (not included in the problems used to measure the performance of the
selection heuristics). The final values were the consensus of the parameters obtaining the best
performance in all the problems tested.
The initial population starts with P = {θ1x1, . . . , θmxm, NB(x1, . . . , xm), MN(x1, . . . , xm),
NC(x1, . . . , xm)}, where xi is the i-th input, and θi is obtained using OLS. In the case that the num-
ber of individuals is lower than the population size, the process starts including an individual cre-
ated by randomly selecting a function from F and the arguments are drawn from the current pop-
ulation P. For example, let hypot be the selected function, and the first and second arguments are
θ2x2, and NB(x1, . . . , xm). Then, the individual inserted to P is θ hypot(θ2x2,NB(x1, . . . , xm)),
where θ is obtained using OLS. This process continues until the population size is reached; EvoDAG
sets population size of 4000.
EvoDAG uses a steady-state evolution; consequently, P is updated by replacing a current
individual, selected using a negative selection, with an offspring which can be selected as a parent
just after being inserted in P. The evolution process is similar to the one used to create the
initial population, and the difference is on the procedure used to select the arguments. That is,
function f is selected from F , the arguments are selected from P using tournament selection or
any of the heuristics proposed here, and finally, the parameters θ associated to f are optimized
using OLS. The addition is defined as
∑
i θixi, where xi is an individual in P. The rest of the
arithmetic functions, trigonometric functions, min, and max are defined as θf(x1, . . .), where f is
the function at hand, and x1 is an individual in P. EvoDAG stops the evolutionary process using
early stopping. That is, the training set is split into a smaller training set (50% reduction), and a
validation set containing the remaining elements. The training set is used to calculate the fitness
and the parameters θ. The evolution stops when the best individual, on the validation set, has
not been updated in a defined number of evaluations; EvoDAG sets this as 4000. The final model
corresponds to the best individual, in the validation set, found during the whole evolutionary
process.
1https://github.com/mgraffg/EvoDAG
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Figure 1: A model evolved by EvoDAG on the Iris dataset. The inputs are in the bottom of the
figure and the output is on the top.
At this point, it is worth to mention that EvoDAG uses one-vs-rest scheme on classification
problems. That is, a problem with k different classes is converted into k problems, each one
assigns 1 to the current class and −1 to the other labels. Instead of evolving one tree per problem,
as done, for example, in Muni et al. (2004), we decided to use only one tree an optimize k
different θ parameters, one for each class. The result is that each node outputs k values, and
the class is the one with the highest value. In the case of the nodes that represent classifiers,
as Naive Bayes or Nearest Centroid, the output is the log-likelihood. In order to provide an
idea of the type of models produced by EvoDAG, Figure 1 presents a model of the Iris data
set. The inputs (x0, . . . , x3,NB,MN,NC) are at the bottom of the figure. The computation flow
goes from bottom to top; being the output the node in the top of the figure, i.e., Naive Bayes
using Gaussian distribution. The figure helps to understand the role of optimizing the k set of
parameters, one for each class, where each node outputs k values; consequently, each node is
a classifier. Besides, EvoDAG uses macro-F1 scores for calculating the individuals’ fitness on
binary classification and multi-class problems, respectively. macro-F1 score was chosen because
it helps to handle imbalanced datasets. The class imbalance problem typically occurs when, in a
classification problem, there are many more instances of some classes than others. In such cases,
standard classifiers tend to be overwhelmed by the large classes and ignore the small ones (Chawla
et al., 2004).
It is well known that in evolutionary algorithms, there are runs that do not produce an ac-
ceptable result, so to improve the stability and also the accuracy, we decided to use Bagging
(Breiman, 1996) in our approach. We implemented Bagging utilizing the characteristic that a
bagging estimator can be expected to perform similarly by either drawing n elements from the
training set with-replacement or selecting n2 elements without-replacement (Friedman and Hall,
2007). In total, we randomly create 30 models, and the final prediction is the average of the
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individual predictions.
4 Selection Heuristics
This document proposes selection heuristics for GP tailored to classification problems based on
the idea that function properties and individual semantics can guide parent selection. That is,
the heuristics replace the fitness function used in the selection procedure - tested in particular in
tournament selection - to select the parent. Let us recall that in a steady-state evolution there
are two stages where selection takes place. On the one hand, the selection is used to choose
the parents, and on the other hand, the selection is applied to decide which individual, in the
current population, is replaced by the offspring. This last one is called negative selection. The
most popular selection method in GP is tournament selection (Fang and Li, 2010), and also,
negative selection is commonly performed using the same selection scheme; nonetheless, in the
latter case, the winner of the tournament is the one with the worst fitness. In the rest of the
section, we describe traditional tournament selection, random selection, and our three proposed
selection heuristics.
Figure 2: Diagram of tournament selection using the fitness function to decide the winner of the
tournament.
The process of creating an offspring starts by selecting a function from the function set F , and
then parent selection needs to be performed to choose each one of the k arguments (or parents).
Figure 2 shows an example of traditional tournament selection (with tournament size two) where
the function
∑
was selected, and, 3 individuals from the population P need to be selected as
arguments for creating the new offspring. It can be seen that for selecting each argument, a binary
tournament needs to be performed. This is, for selecting an argument, two individuals from the
population are randomly chosen, and the one with the highest fitness is selected as the argument,
each of the tournaments is depicted in a different color. The procedure depicted in Figure 2
helps also to describe random selection where each argument of the function
∑
is selected
randomly from the population. As can be seen, random selection is the most straightforward and
less expensive strategy given than there is no need to perform the tournament.
Let us start describing the selection heuristics proposed that were inspired by properties of the
addition (i.e.,
∑
), and the classifiers Naive Bayes, and Nearest Centroid. As mentioned previously,
the addition is defined, in our GP systems, as
∑
k θkpk, where θk is obtained by ordinary least
squares. As can be seen, to accurately identify the k coefficients, the exogenous variables pk must
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Figure 3: Diagram of parent selection based on cosine similarity.
be linearly independent. In general, knowing whether a set of vectors is linearly independent
requires a non-zero determinant; however, the trivial case is when these vectors are orthogonal.
This latter characteristic inspired us to propose the first selection heuristic. Ideally, the heuristic
would select orthogonal vectors; evidently, this event is unlikely, so a function that measures the
closeness to orthogonality is needed. The cosine similarity is such a measure, it is defined in
Equation 1, where ~v1 and ~v2 are vectors, · represents the dot product, and ‖~v‖ the norm of ~v.
Its range is between −1 and 1, where 1 indicates that the vectors are in the same direction, −1
exactly the opposite direction, and 0 indicates that vectors are orthogonal. It is worth to mention
that the absolute of the cosine similarity is used instead because a cosine-similarity value of 1 or
−1 is similar regarding the linear independence.
CS(~v1, ~v2) = cos(θ) =
~v1 · ~v2
‖~v1‖ ‖~v2‖ (1)
The process of selecting a parent using the absolute cosine similarity is depicted in Figure
3. Let us recall that tournament selection (with a tournament size of two) is being used, and the
selection heuristic replaces the fitness function used traditionally in the tournament to select the
parents. Under this configuration, the figure depicts the selection of three arguments for being used
with the addition function. The first of the arguments is selected randomly from the population;
this process is depicted on the red box. The process of selecting the second argument (box in green)
requires to choose two individuals from the population randomly and then comparing them using
the absolute cosine similarity between each of the selected individuals and the first argument. The
second argument is the one with the lowest value, that is, the closest to a 90-degree angle. The
absolute cosine similarity is obtained using the individuals’ semantics, and these are vectors or list
of vectors (in case of multi-class problems); in the latter case, the average of the absolute cosine
similarity is used instead. Finally, the procedure to select the last argument (blue box) is equivalent
to the previous one. That is, the individuals selected from the population are compared using the
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Figure 4: Diagram of parent selection based on Pearson’s coefficient.
absolute cosine similarity with respect to the first argument selected. Although this process does
not guarantee that all the arguments are unique, the implementation ensures that all individuals
are different; this is depicted in the figure by representing each possible argument with a different
tree.
The second selection heuristic proposed is inspired by the Naive Bayes classifier. Naive Bayes is
based on Bayes’s theorem with the “naive” assumption of statistical independence. Two variables
are statistically independent if the product of their probabilities expresses the joint probability. In
addition, the correlation of two statistically independent variables is zero, although the inverse is
not necessarily true. Here is where the heuristic comes into play. We want to select independent
variables; however, we can only measure the correlation, besides it would be unlikely (at least at
the latest stage of the evolutionary process) to find uncorrelated individuals. In conclusion, the
second heuristic is based on the Person’s Correlation Coefficient as defined in Equation 2,
where v1 and v2 are vectors with the values of the variables, · represents the dot product, and ‖~v‖
the norm of ~v. Pearson’s range is between −1 and 1, where 1 indicates positively correlated, 0
represents no linear correlation, and −1 represents a total negative linear correlation.
ρv1,v2 =
(v1 − v¯1) · (v2 − v¯2)
‖v1 − v¯1‖ ‖v2 − v¯2‖ (2)
Figure 4 depicts the process of selecting three arguments for the addition function. The process
is similar to the one used for the cosine similarity, being the only difference between them the use
of the absolute value of the Pearson’s coefficient instead of the cosine similarity. That is, the first
argument is selected randomly from the population, whereas the second and third arguments are
the individuals whose semantics obtained the lowest absolute Pearson’s correlation coefficient for
each tournament.
The Nearest Centroid (NC) classifier inspired the third selection heuristic proposed. NC is a
simpler classifier that works by representing each class with its centroid obtained with the elements
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Figure 5: Diagram of parent selection based on accuracy (in EvoDAG).
associated with that class; the label of a given instance corresponds to the class of the closest
centroid. Therefore, we think it might improve the performance of NC if the diversity of the inputs
is increased. On the one hand, the previous selection heuristics increased the variety of the inputs
using cosine similarity and Pearson’s Correlation coefficient utilizing the individual’s outputs to
compute them; however, these similarities do not consider the output labels. In classification
problems, the individual’s outputs are transformed to obtain the labels taking, for example, the
index of the maximum value in a multiple output representation. The idea of the last heuristic is
to complement the previous selection heuristics by measuring diversity using the predicted labels;
the measure used with this purpose is the accuracy – defined in the Equation 3, where ~p1 and
~p2 represent the labels vectors of two individuals, n is the number of samples, and δ(.) returns 1
if its input is true and 0 otherwise.
acc(~p1, ~p2) =
1
n
∑
i
δ(p1i == p2i) (3)
Figure 5 depicts the procedure to select three arguments for the addition function using accu-
racy as the election heuristic. The process is similar to the ones used for the previous selection
heuristics. That is, the first argument is an individual randomly selected from the population.
The second and third argument is selected performing a tournament where the fitness function is
replaced by accuracy. For example, the second argument (green box) is selected by first trans-
forming the outputs of the first argument into labels and transforming the outputs of the two
individuals selected in the tournament. The labels obtained are used to compute two accuracies,
one for each individual in the tournament using in common the labels of the first argument, i.e.,
the individual selected randomly. The second argument selected is the individual with the low-
est accuracy, i.e., the one that optimizes the variety. The third argument is selected performing
another tournament following an equivalent method used on the second argument.
To sum up, three selection heuristics are proposed, in this contribution, corresponding to
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the use of the absolute cosine similarity, Pearsons’ Correlation coefficient, and accuracy. These
heuristics replace the fitness function in the tournament selection procedure, and, consequently,
the selected individuals are the ones with the lowest values on the particular heuristic used.
5 Experiments and results
The performance of the selection heuristics is analyzed in this section, and compared against
our GP system with the default parameters, with state-of-the-art selection heuristics, and, with
traditional classifiers and classifiers using full-model selection.
5.1 Datasets
The classification problems used as benchmarks are 30 datasets taken from the UCI repository
(Dua and Graff, 2017). Table 1 shows the dataset information. It can be seen that the datasets
are heterogeneous in terms of the number of samples, variables, and classes. Additionally, some of
the classification problems are balanced, and others are imbalanced. We use Shannon’s entropy to
indicate the degree of the class-imbalance in the problem. It is defined as H(X) = −∑i pi log(pi),
where pi represents the probability of the category i. We calculate those probabilities by counting
the frequencies of each category. Besides, for normalizing, we use the logarithm base on the
number of categories. For example, if the classification problem has four categories, we calculate
the Shannon’s entropy as H(X) = −∑i pi log4(pi). In this sense, if the value is equal to 1.0, it
indicates a perfect balance problem. In opposite, the smaller the value, the bigger the imbalance.
The performance of the classifiers is measured in a test set. In the repository, some of the
problems are already split between a training set and a test set. For those problems that this
partition is not present, we performed cross-validation; that is, we randomly split the dataset
using the 70% of the samples for the training set, and 30% for the test set.
5.2 Computer Equipment
The characteristics of the computer where the experiments were executed are shown in Table 2.
For a fair comparison, the experiments were executed using only one core.
5.3 Performance Metrics
For analyzing the performance of classifiers in terms of precision and time spent on the training,
two metrics are used: macro-F1 and time (in seconds) per sample.
Accuracy is maybe the most used metric for measuring the performance of classifiers. Its
value ranges from 0 to 1, being one the best performance and zero the worst. It can be seen as
the percentage of samples that are correctly predicted. However, if the classes are imbalanced,
as the problems in this benchmark, accuracy is not reliable. On the other hand, the F1 score
measures the performance of a binary classifier taking into account the positive class. It is robust
to imbalanced problems. For a multi-class problem, the F1 score can be extended as the macro-F1
score that corresponds to the average of the F1 score per class. Besides, most of the comparisons
are performed based on the rank of macro-F1. It means, for each dataset, the classifiers are ranked
according to their performance. The number 1 is assigned to the classifier with the highest value
in macro-F1, number 2 corresponds to the one with the second-highest value in macro-F1, and so
on. In the case of several classifiers have the same value in macro-F1, they got the same rank, and
the next rank number will be increased the number of repeated values.
In addition to the performance of a classifier for predicting the samples correctly, time is
an essential factor in an algorithm. When the number of samples in the training set is small,
generally, all the algorithms learn the model quickly. However, if the number of samples grows,
some algorithms spend considerably more and more time, and in some cases, it could be impossible
to wait until the algorithm converges. As we mention in the previous section, the datasets vary on
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Table 1: Datasets used to compare the performance of the algorithms. These problems are taken
from the UCI repository. The table includes Shannon’s entropy to indicate the degree of the class-
imbalance, where the value 1.0 indicates that the samples are perfectly balanced. In opposite, the
smaller the value, the bigger the imbalance.
Dataset Train Test Variables Classes Classes
samples samples entropy
ad 2295 984 1557 2 0.58
adult 32561 16281 14 2 0.8
agaricus-lepiota 5686 2438 22 7 0.81
aps-failure 60000 16000 170 2 0.12
banknote 960 412 4 2 0.99
bank 31647 13564 16 2 0.52
biodeg 738 317 41 2 0.91
car 1209 519 6 4 0.6
census-income 199523 99762 41 2 0.34
cmc 1031 442 9 3 0.98
dota2 92650 10294 116 2 1.0
drug-consumption 1319 566 30 7 0.44
fertility 69 30 9 2 0.43
IndianLiverPatient 407 175 10 2 0.85
iris 105 45 4 3 1.0
krkopt 19639 8417 6 18 0.84
letter-recognition 14000 6000 16 26 1.0
magic04 13314 5706 10 2 0.93
ml-prove 4588 1530 56 2 0.98
musk1 333 143 166 2 0.99
musk2 4618 1980 166 2 0.61
optdigits 3823 1797 64 10 1.0
page-blocks 3831 1642 10 5 0.27
parkinsons 135 59 22 2 0.79
pendigits 7494 3498 16 10 1.0
segmentation 210 2100 19 7 1.0
sensorless 40956 17553 48 11 1.0
tae 105 45 5 3 0.99
wine 123 53 13 3 0.99
yeast 1038 446 9 10 0.76
Table 2: Characteristics of the computer where the experiments were executed
Operating system Ubuntu 16.04.2 LTS
Processor (CPU) Intel (R) Xeon(R) CPU E5-2680 v4
Processor (CPU) speed 2.5GHz
Computer memory size 256 GB
Hard disk size 1 TB
Cores number 14
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the number of samples, and, logically, algorithms spend more time learning big datasets. In that
sense, to normalize the time, and with the idea of making comparisons based on this measure,
we divided the time (in seconds) that algorithms spend in the training phase by the number of
samples in the datasets.
5.4 Comparison of the Proposed Selection Heuristics against Classic
Tournament Selection
We performed a comparison of different selection schemes for parents and negative selection.
Specifically for parent selection, we compare the use of the following techniques: (1) traditional
tournament selection which uses the individual’s fitness (fit), (2) random selection (rnd), (3) tour-
nament selection with the absolute of cosine similarity (sim), (4) tournament selection with the
absolute of Pearson’s correlation coefficient (prs), and, (5) tournament selection with accuracy
(acc). The latest three selection methods correspond to the selection heuristics proposed; in this
case, the selection heuristics are applied only for the functions that inspired them, i.e., addition
(
∑
), Naive Bayes (NB and MN), and Nearest Centroid (NC), in the rest of the functions random
selection is used instead. In addition, for negative selection, we analyze the use of the tradi-
tional negative selection which uses the individual’s fitness to select the worst individual in the
tournament (fit), and, random selection (rnd).
The selection schemes were tested on our GP system (EvoDAG); to improve the reading, we
use the following notation. The selection scheme that is used for parent selection is followed by
the symbol “-”, and then comes the abbreviation of the negative selection scheme. For example,
sim-fit means tournament selection with the absolute of cosine similarity for parent selection and
traditional negative selection. In total, we analyze the performance of eight combinations: fit-
fit, rnd-rnd, sim-fit, sim-rnd, prs-fit, prs-rnd, acc-fit, and, acc-rnd. Furthermore, to complete
the picture of the selection heuristics proposed and the relation with the functions that served
as inspiration, we decided to include in the comparison the performance GP systems when the
heuristics are used in all the functions with two or more arguments. These systems are identified
with the symbol *. For example, acc-rnd indicates that accuracy is used with the functions
∑
,
NB, MN, and NC; whereas, acc-rnd* means that the heuristic is used with the functions:
∑
,
∏
,
max, min, hypot, NB, MN, and NC.
Figure 6 shows the performance for the different techniques used for parent and negative
selection on classification tasks. Figure 6a shows the performance results based on macro-F1
ranks over the test sets. It can be seen that the best performance is obtained selecting the parents
with the accuracy heuristic and random negative selection (acc-rnd), followed by the use of the
same scheme for parent selection and negative tournament selection (acc-fit). The combinations
acc-rnd, acc-fit, sim-fit, prs-fit*, prs-rnd, prs-fit, prs-rnd*, sim-fit*, sim-rnd, and, sim-rnd* are
better than fit-fit (i.e., selection using the fitness function) in terms of macro-F1 average rank. It
means that the use of our proposed heuristics improves the performance of the classical selection
schemes (fit-fit). Surprisingly, random selection for parent and negative selection, rnd-rnd, also
improves the performance of EvoDAG using the classical selection schemes based on fitness (fit-fit).
From the figure, it can also be observed that there exists a tendency when the heuristics
(identified with the symbol *) are applied to all functions with more than one argument (
∑
,∏
, max, min, hypot, NB, MN, and NC); the results are worse than those systems that use the
proposed heuristics on the functions that inspired them (i.e., addition, Naive Bayes and Nearest
Centroid). It affirms the importance of generating heuristics that are specifically designed based
on the functions’ properties. Comparing by the time that the classifiers spend in the training
phase (see Figure 6.b), it can be seen that rnd-rnd is the fastest, this is because it is the most
straightforward. For the statistical analysis, we use the Wilcoxon signed-rank test (Wilcoxon,
1945), and the p-values were adjusted with the Holm-Bonferroni method (Holm, 1979) to consider
multiple comparisons. Macro-F1 values were used for the statistical test. There was found that
our proposal accuracy with random negative selection (acc-rnd) is statistically better than prs-
rnd, prs-rnd*, sim-rnd, fit-fit, acc-rnd*, and acc-fit*, with confidence of 95%. It indicates that
the combination of our proposed heuristic based on accuracy for parent selection and random
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(a) Macro-F1 ranks measured over the test
datasets.
(b) Time, in seconds, required by the dif-
ferent selection techniques combinations in
the training phase. The time is divided
by the number of train samples in the
datasets.
Figure 6: Selection schemes comparison. In both figures, green boxplots represent where the
selection heuristics (sim, prs, or acc) are applied to all functions. The average rank, or time per
sample, sorts the classifiers, and it appears on the left.
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negative selection (acc-rnd) performs statistically better than the classical tournament selection
using fitness (fit-fit).
5.5 Comparison of the Proposed Selection Heuristics against State-of-
the-Art Selection Schemes
As we mentioned in Section 2, there are selection heuristic related to this research. Consequently,
we decided to compare our selection heuristics with the two most similar methods; these are
Angle-Driven-Selection (Chen et al., 2019) and Novelty Search (Lehman and Stanley, 2011). In
Angle-Driven Selection (ads), the first individual is selected using traditional tournament selection,
and then replace the fitness function, in the tournament selection, with their relative angle in the
error space. As can be seen, in Angle-Drive-Selection, the first individual is chosen using the
fitness, whereas, in our proposal, it is selected randomly. Therefore, we decided to add another
parameter to indicate whether the first individual is selected using the fitness (fit) or randomly
(rnd). The combinations of selection techniques’ notation is as follows. The symbol “-” follows
the parent selection technique, then comes the abbreviation of the negative selection scheme, and,
for our heuristics and ads, at the ending, after the symbols “–”, comes the abbreviation of the
scheme to select the first individual. For example, acc-rnd–fit means that accuracy is used for
parent selection, the negative selection is performed randomly, and the first individual is selected
using the fitness.
Figure 7: Proposed heuristics against state-of-the-art selection schemes based on macro-F1. Box-
plots presents the ranks, those are measured using macro-F1 over the test dataset. Gray boxplots
represent the selection techniques from the state-of-the-art, Novelty Search (nvs) and Angle-Driven
Selection (ads). The average rank sorts the classifiers, and it appears on the left.
Figure 7 presents the results of the comparison, based on macro-F1, of our proposed heuristics,
accuracy, Pearson’s Correlation coefficient, and cosine similarity (acc, prs, and sim) against state-
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of-the-art selection techniques: Angle-Driven Selection (ads) and Novelty Search (nvs). It can be
observed that the performance of our heuristics is generally better than Angle-Driven Selection
(ads) and Novelty Search (nvs). As the behavior of our heuristics, we can see that Angle-Drive
Selection works better when it is applied only to the functions addition, Naive Bayes, and Nearest
Centroid than when it is applied to all functions with more than one argument. Besides, Angle-
Drive Selection is better when it uses the combination of selection schemes ads-rnd–rnd than the
original proposal ads-fit–fit. Using the Wilcoxon statistical test, it is found that acc-rnd–rnd is
statistically better than Angle-Driven Selection and Novelty Search.
There are differences between the systems used to test Angle-Driven selection and Novelty
Search. The former uses a geometric semantic Genetic Programming system, and the latter uses
a traditional GP system to optimize the inputs of a Nearsert Centroid classifier. However, in
our comparison, these selection heuristics were implemented in our GP system. It is observed
that Angle-Driven selection is similar to Pearson’s Correlation coefficient and cosine similarity,
proposed here (albeit, following a different path). That is, these heuristics measures the similarity
between the individuals participating in the tournament. On the other hand, in the novelty
search selection, the novelty of an individual is computed using statistics computed from the
whole population, not only of the individuals participating in the tournament as done in the other
selection heuristics. The similarity between Angle-Driven selection and Novelty Search is also
reflected in the performance (see Figure 7). It can be observed that Angle-Driven selection (ads-
rnd–rnd) performs similar to Pearson’s Correlation coefficient (prs-rnd–rnd) and cosine similarity
(sim-rnd–rnd); in fact, its rank is in the middle of these two systems. Meanwhile, the performance
of Novelty Search is just below our GP system with the default parameters (fit-fit), and it is the
third system with the worst rank. The performance obtained by Novelty Search might indicate
that it is better to use only the information of the individuals participating in the tournament to
compute the similarity. The accuracy selection heuristic could be seen as a way to transform the
novelty search measure using only the individuals participating in the tournament.
5.6 Comparison of Proposed Selection Heuristics against State-of-the-
Art Classifiers
After analyzing the performance of the different selection schemes, it is the moment to compare
our selection heuristics against state-of-the-art classifiers. We chose the combination of the se-
lection schemes: acc-rnd, rnd-rnd, fit-fit, ads-rnd, nvs-rnd. The reason is because, acc-rnd is
the combination that gives better results, rnd-rnd represents the simplest schemes and it has
a competitive performance, fit-fit represents the traditional tournament selection, and finally,
ads-rnd and nvs-rnd are the state-of-the-art selection schemes. We decided to perform the com-
parison against sixteen classifiers of the scikit-learn python library (Pedregosa et al., 2011), all
of them using their default parameters. Specifically, these classifiers are Perceptron, MLPClassi-
fier, BernoulliNB, GaussianNB, KNeighborsClassifier, NearestCentroid, LogisticRegression, Lin-
earSVC, SVC, SGDClassifier, PassiveAggressiveClassifier, DecisionTreeClassifier, ExtraTreesClas-
sifier, RandomForestClassifier, AdaBoostClassifier and GradientBoostingClassifier. It is also in-
cluded in the comparison two auto-machine learning libraries: autosklearn (Feurer et al., 2015)
and TPOT (Olson et al., 2016). It is essential to mention that TPOT is a GP system performing
a full-model selection scheme. It chooses the best configuration of feature selection algorithms,
transformations, and the classifier to create the model, where GP is the mechanism to select the
model’s components.
Figure 8 shows the comparison of classifiers based on macro-F1 ranks. The best classifier,
based on the results of these experiments, is TPOT, followed by our GP system using accuracy
and random negative selection (acc-rnd), autosklearn, and GP with random selection (rnd-rnd) in
both tournaments (positive and negative). It can be seen that the use of our proposed selection
heuristic based on accuracy and negative random selection improves the performance of EvoDAG
and positioned it into second place. The accuracy selection heuristic with random negative se-
lection produces a system that outperforms the scikit-learn classifiers, and it is competitive with
auto-machine learning libraries, i.e., TPOT and autosklearn. Using the Wilcoxon signed-rank
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Figure 8: Comparison of selection heuristics against state-of-the-art classifiers based on macro-F1
rank. The average rank sorts the classifiers, and those values appear on the left. The blue boxplots
represent the selection heuristics.
test (Wilcoxon, 1945) with p-values adjusted using the Holm-Bonferroni method (Holm, 1979) to
consider multiple comparisons, it was found that TPOT is statistically better than Logistic Regres-
sion, KNeighborsClassifier, NearestCentroid, AdaBoostClassifier, SVC, Linear SVC, GaussianNB,
BernoulliNB, PassiveAggressiveClassifier, Perceptron, SGDClassifier. Nevertheless, there were
not found statistical differences between TPOT and the accuracy heuristic. Also, we performed a
Wilcoxon signed-rank test (Wilcoxon, 1945) by pairs of classifiers. We found that the results of
TPOT are statistically different from those obtained with fit-fit (EvoDAG with traditional tour-
nament selection), ads-rnd, and nvs-rnd, these latter systems correspond to the state-of-the-art
heuristics.
The classifiers’ comparison based on the time spend in learning the model is presented in
Figure 9. It can be seen that scikit-learn classifiers have the best ranks; these spend from 0.007 to
0.01 seconds per sample. Our GP system, with the different selection schemes, spends more time
than scikit-learn classifiers in the learning phase. It spends, on average, from 0.5 to 5 seconds per
sample. However, it is considerably faster than the auto-machine learning libraries, autosklearn
and TPOT, that consume on average 11.5 and 57.68 seconds, respectively.
6 Conclusion
In this research, we proposed three selection heuristics for parent selection in GP that used in-
dividuals’ semantics and were inspired by functions’ properties. These are described as follows.
First, tournament selection based on cosine similarity (sim) aims to promote the selection of par-
ents whose semantics’ vectors ideally are orthogonal. Tournament selection based on Pearson’s
Correlation coefficient (prs) aims to promote the selection of parents whose semantics’ vectors
are uncorrelated. Finally, tournament selection based on the accuracy (acc) tries to select parents
whose predictions are different, and which is measured with the accuracy score. These heuristics
were inspired by the properties of the addition function, and the classifiers Naive Bayes and Near-
est Centroid. To the best of our knowledge, this is the first time in Genetic Programming that
functions’ properties are taking into account to design methodologies for parent selection.
18
Figure 9: Comparison of selection heuristics against state-of-the-art classifiers based on the time
required by the classifiers’ training phase. The time is presented in seconds, and it is the av-
erage time per sample. The average time sorts the classifiers, and those values are on the left.
The blue boxplots represent the selection heuristics. The time, represented on the x-axis, grows
exponentially.
We performed a comparison of our proposed heuristics against the classical parent selection
technique, traditional tournament selection, and random parent selection. Besides, we also tasted
two state-of-the-art selection schemes, Novelty Search (nvs) and Angle-Driven Selection (nvs).
For negative selection, we tested the use of standard negative tournaments and random selection.
We use our GP system tailored to solve supervised learning problems, to implement and test the
different selection techniques. The performance of the different selection schemes was analyzed on
thirty classification problems taken from the UCI repository. The datasets were heterogeneous in
terms of the number of samples, variables, and some of them are balanced, and others imbalanced.
The results showed that the use of our heuristics for parent selection (sim, prs, and acc) sta-
tistically outperformed the classical tournament selection. The heuristic that obtained the best
performance was accuracy combined with random negative selection. It is interesting to note that
random selection was competitive, achieving the fourth position. The competitiveness of our selec-
tion heuristics and the random selection complements the evidence provided in previous research
(e.g., Novelty Search) that the fitness function can be abandoned on the selection mechanism.
However, the GP systems, where our selection heuristics and Novelty Search were tested, share
the characteristic that each individual is locally optimized using the training set. In our case,
there is a set of coefficients optimized with ordinary least squares, whereas in the latter case, a
classifier is instantiated. Furthermore, there is a tendency when the heuristics are applied to all
functions with more than one argument (
∑
,
∏
, max, min, hypot, NB, MN, and NC), the perfor-
mance is worse than when these are applied only to the functions that inspired them (addition,
Naive Bayes, and Nearest Centroid). It affirms the importance of generating heuristics that are
specifically designed based on the functions’ properties.
The comparison between our selection heuristics and Angle-Driven selection and Novelty Search
allows us to identify that in our GP, it is better to select the first individual using random selection,
instead of fitness as done in the original proposal of Angle-Driven selection. The performance of
Angle-Driven selection, choosing the first parent randomly, is similar to our selection heuristics
based on Pearson’s Correlation coefficient and cosine similarity. Nonetheless, the accuracy selection
heuristic with negative random selection is statistically better than all configurations of Angle-
Driven selection and Novelty Search.
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Besides, our selection heuristics were compared against 18 state-of-the-art classifiers, 16 of
them from the scikit-learn python library, and two auto-machine learning algorithms. The results
show that the accuracy heuristic with negative random selection obtained the second-best rank,
whereas the standard tournament selection appeared in the 7-th position. Regarding the rest of
the classifiers, the accuracy heuristic with negative random selection outperformed the scikit-learn
classifiers and was competitive against auto-machine learning algorithms. Based on the average
rank (measured with macro-F1), the best system was TPOT, an auto-machine learning algorithm
based on GP, the second was our selection heuristic, the third position was autosklearn, and
the fourth position was the random selection for parent and negative selection. However, it is
essential to mention that TPOT is an auto-machine learning tool that not only uses and optimizes
the classifiers; it also includes the pre-processing steps, whereas our GP system only evolves a
classifier. In addition, the difference in performance between TPOT and the accuracy heuristic
is not statistically significant. The time required in the training phase of the classifiers was also
included in the comparison. The auto-machine learning algorithms were the slowest ones, and
the scikit-learn classifiers the fastest. The difference in time was considerable; TPOT used, on
average, more than 57 seconds per sample, autosklearn 11, and our GP system with our selection
heuristics less than 5 seconds per instance.
References
Barlow, G. J., Oh, C., and Grant, E. (2004). Incremental evolution of autonomous controllers for unmanned
aerial vehicles using multi-objective genetic programming. In IEEE Conference on Cybernetics and
Intelligent Systems, 2004., volume 2, pages 689–694. IEEE.
Beadle, L. and Johnson, C. G. (2008). Semantically driven crossover in genetic programming. In 2008
IEEE Congress on Evolutionary Computation (IEEE World Congress on Computational Intelligence),
pages 111–116. IEEE.
Bergstra, J. and Bengio, Y. (2012). Random Search for Hyper-Parameter Optimization. Journal of
Machine Learning Research, 13(Feb):281–305.
Breiman, L. (1996). Bagging predictors. Machine Learning, 24(2):123–140.
Castelli, M., Manzoni, L., Mariot, L., and Saletta, M. (2019). Extending local search in geometric semantic
genetic programming. In EPIA Conference on Artificial Intelligence, pages 775–787. Springer.
Castelli, M., Silva, S., and Vanneschi, L. (2015a). A C++ framework for geometric semantic genetic
programming. Genetic Programming and Evolvable Machines, 16(1):73–81.
Castelli, M., Trujillo, L., Vanneschi, L., and Popovicˇ, A. (2015b). Prediction of energy performance of
residential buildings: A genetic programming approach. Energy and Buildings, 102:67–74.
Castelli, M., Trujillo, L., Vanneschi, L., Silva, S., Z-Flores, E., and Legrand, P. (2015c). Geometric Seman-
tic Genetic Programming with Local Search. In Proceedings of the 2015 on Genetic and Evolutionary
Computation Conference - GECCO ’15, pages 999–1006, New York, New York, USA. ACM Press.
Chawla, N. V., Japkowicz, N., and Kotcz, A. (2004). Editorial: Special Issue on Learning from Imbalanced
Data Sets. ACM SIGKDD Explorations Newsletter, 6(1):1.
Chen, Q., Xue, B., and Zhang, M. (2019). Improving Generalization of Genetic Programming for Symbolic
Regression With Angle-Driven Geometric Semantic Operators. IEEE Transactions on Evolutionary
Computation, 23(3):488–502.
Chu, T. H., Nguyen, Q. U., and ONeill, M. (2016). Tournament selection based on statistical test in
genetic programming. In International Conference on Parallel Problem Solving from Nature, pages
303–312. Springer.
Chu, T. H., Nguyen, Q. U., and ONeill, M. (2018). Semantic tournament selection for genetic programming
based on statistical analysis of error vectors. Information Sciences, 436-437:352–366.
20
Comisky, W., Yu, J., and Koza, J. (2000). Automatic synthesis of a wire antenna using genetic program-
ming. In Late Breaking Papers at the 2000 Genetic and Evolutionary Computation Conference, Las
Vegas, Nevada, pages 179–186. Citeseer.
Dua, D. and Graff, C. (2017). UCI Machine Learning Repository.
Fang, Y. and Li, J. (2010). A Review of Tournament Selection in Genetic Programming. In International
Symposium on Intelligence Computation and Applications ISICA 2010, pages 181–192. Springer, Berlin,
Heidelberg.
Feurer, M., Klein, A., Eggensperger, K., Springenberg, J., Blum, M., and Hutter, F. (2015). Efficient and
Robust Automated Machine Learning.
Friedman, J. H. and Hall, P. (2007). On bagging and nonlinear estimation. Journal of Statistical Planning
and Inference, 137(3):669–683.
Galvan-Lopez, E., Cody-Kenny, B., Trujillo, L., and Kattan, A. (2013). Using semantics in the selection
mechanism in Genetic Programming: A simple method for promoting semantic diversity. In 2013 IEEE
Congress on Evolutionary Computation, pages 2972–2979. IEEE.
Graff, M., Flores, J. J., and Ortiz, J. (2014a). Genetic Programming: Semantic point mutation operator
based on the partial derivative error. In 2014 IEEE International Autumn Meeting on Power, Electronics
and Computing (ROPEC), pages 1–6. IEEE.
Graff, M., Graff-Guerrero, A., and Cerda-Jacobo, J. (2014b). Semantic crossover based on the partial
derivative error. In European Conference on Genetic Programming, pages 37–47. Springer.
Graff, M., Miranda-Jime´nez, S., Tellez, E. S., and Moctezuma, D. (2020). Evomsa: A multilingual
evolutionary approach for sentiment analysis. Computational Intelligence Magazine, 15:76 – 88.
Graff, M., Tellez, E. S., Escalante, H. J., and Miranda-Jime´nez, S. (2017). Semantic genetic programming
for sentiment analysis. In NEO 2015, pages 43–65. Springer.
Graff, M., Tellez, E. S., Escalante, H. J., and Ortiz-Bejar, J. (2015a). Memetic Genetic Programming
based on orthogonal projections in the phenotype space. In 2015 IEEE International Autumn Meeting
on Power, Electronics and Computing (ROPEC), pages 1–6. IEEE.
Graff, M., Tellez, E. S., Miranda-Jimenez, S., and Escalante, H. J. (2016). EvoDAG: A semantic Genetic
Programming Python library. In 2016 IEEE International Autumn Meeting on Power, Electronics and
Computing (ROPEC), pages 1–6. IEEE.
Graff, M., Tellez, E. S., Villasen˜or, E., and Miranda-Jime´nez, S. (2015b). Semantic Genetic Programming
Operators Based on Projections in the Phenotype Space. In Research in Computing Science, pages
73–85.
Hara, A., Kushida, J.-i., and Takahama, T. (2016a). Deterministic Geometric Semantic Genetic Program-
ming with Optimal Mate Selection. In 2016 IEEE International Conference on Systems, Man, and
Cybernetics (SMC), pages 003387–003392. IEEE.
Hara, A., Kushida, J.-i., Tanemura, R., and Takahama, T. (2016b). Deterministic crossover based on
target semantics in geometric semantic genetic programming. In 2016 5th IIAI International Congress
on Advanced Applied Informatics (IIAI-AAI), pages 197–202. IEEE.
Hara, A., Ueno, Y., and Takahama, T. (2012). New crossover operator based on semantic distance
between subtrees in Genetic Programming. In 2012 IEEE International Conference on Systems, Man,
and Cybernetics (SMC), pages 721–726. IEEE.
Holm, S. (1979). A Simple Sequentially Rejective Multiple Test Procedure.
Iba, H. and Sasaki, T. (1999). Using genetic programming to predict financial data. In Proceedings of the
1999 Congress on Evolutionary Computation, CEC 1999, volume 1, pages 244–251. IEEE Computer
Society.
21
Ingalalli, V., Silva, S., Castelli, M., and Vanneschi, L. (2014). A multi-dimensional genetic programming
approach for multi-class classification problems. In European Conference on Genetic Programming,
pages 48–60. Springer.
Jabeen, H. and Baig, A. R. (2013). Two-stage learning for multi-class classification using genetic pro-
gramming. Neurocomputing, 116:311–316.
Koza, J. R. (1992). Genetic programming: on the programming of computers by means of natural selection.
MIT Press.
Koza, J. R., Bennett, F. H., Andre, D., Keane, M. A., and Dunlap, F. (1997). Automated synthesis
of analog electrical circuits by means of genetic programming. IEEE Transactions on Evolutionary
Computation, 1(2):109–128.
Krawiec, K. (2016). Semantic Genetic Programming. In Behavioral Program Synthesis with Genetic
Programming, pages 55–66. Springer, Cham.
Krawiec, K. and Lichocki, P. (2009). Approximating geometric crossover in semantic space. In Proceedings
of the 11th Annual conference on Genetic and evolutionary computation - GECCO ’09, page 987, New
York, New York, USA. ACM Press.
Krawiec, K. and Pawlak, T. (2012). Locally geometric semantic crossover. In Proceedings of the fourteenth
international conference on Genetic and evolutionary computation conference companion - GECCO
Companion ’12, page 1487, New York, New York, USA. ACM Press.
Krawiec, K. and Pawlak, T. (2013). Locally geometric semantic crossover: a study on the roles of semantics
and homology in recombination operators. Genetic Programming and Evolvable Machines, 14(1):31–63.
La Cava, W., Silva, S., Danai, K., Spector, L., Vanneschi, L., and Moore, J. H. (2019). Multidimensional
genetic programming for multiclass classification. Swarm and Evolutionary Computation, 44:260–272.
Lee, Y.-S. and Tong, L.-I. (2011). Forecasting energy consumption using a grey model improved by
incorporating genetic programming. Energy conversion and Management, 52(1):147–152.
Lehman, J. and Stanley, K. O. (2011). Abandoning Objectives: Evolution Through the Search for Novelty
Alone. Evolutionary Computation, 19(2):189–223.
Lohn, J. D., Hornby, G. S., and Linden, D. S. (2006). An Evolved Antenna for Deployment on Nasas Space
Technology 5 Mission. In Genetic Programming Theory and Practice II, pages 301–315. Springer-Verlag.
Loveard, T. and Ciesielski, V. (2001). Representing classification problems in genetic programming. In
Proceedings of the 2001 Congress on Evolutionary Computation (IEEE Cat. No.01TH8546), volume 2,
pages 1070–1077. IEEE.
Moraglio, A., Krawiec, K., and Johnson, C. G. (2012). Geometric semantic genetic programming. In
International Conference on Parallel Problem Solving from Nature, pages 21–31. Springer.
Moraglio, A. and Poli, R. (2004). Topological interpretation of crossover. In Genetic and Evolutionary
Computation Conference, pages 1377–1388. Springer.
Muni, D. P., Pal, N. R., and Das, J. (2004). A Novel Approach to Design Classifiers Using Genetic
Programming. IEEE Transactions on Evolutionary Computation, 8(2):183–196.
Munoz, L., Silva, S., and Trujillo, L. (2015). M3gp–multiclass classification with gp. In European Confer-
ence on Genetic Programming, pages 78–91. Springer.
Naredo, E., Duarte Villasen˜or, M. A., Garc´ıa Ortega, M. d. J., Va´zquez Lo´pez, C. E., Trujillo, L., Siordia,
O. S., Naredo, E., Duarte-Villasen˜or, M. A., Garc´ıa-Ortega, M. d. J., Va´zquez-Lo´pez, C. E., Trujillo,
L., and Siordia, O. S. (2016a). Novelty Search for the Synthesis of Current Followers. Computacio´n y
Sistemas, 20(4):609–621.
Naredo, E., Trujillo, L., Legrand, P., Silva, S., and Mun˜oz, L. (2016b). Evolving genetic programming
classifiers with novelty search. Information Sciences, 369:347–367.
22
Nguyen, Q. U., Nguyen, X. H., ONeill, M., and Agapitos, A. (2012). An investigation of fitness sharing
with semantic and syntactic distance metrics. In European Conference on Genetic Programming, pages
109–120. Springer.
Nguyen, Q. U., Pham, T. A., Nguyen, X. H., and McDermott, J. (2016). Subtree semantic geometric
crossover for genetic programming. Genetic Programming and Evolvable Machines, 17(1):25–53.
Oh, C. K. and Barlow, G. J. (2004). Autonomous controller design for unmanned aerial vehicles using
multi-objective genetic programming. In Proceedings of the 2004 Congress on Evolutionary Computation
(IEEE Cat. No.04TH8753), pages 1538–1545. IEEE.
Olson, R. S., Urbanowicz, R. J., Andrews, P. C., Lavender, N. A., Moore, J. H., et al. (2016). Automating
biomedical data science through tree-based pipeline optimization. In European Conference on the
Applications of Evolutionary Computation, pages 123–137. Springer.
Pawlak, T. P., Wieloch, B., and Krawiec, K. (2015). Semantic Backpropagation for Designing Search
Operators in Genetic Programming. IEEE Transactions on Evolutionary Computation, 19(3):326–340.
Pedregosa, F., Varoquaux, G., Gramfort, A., Michel, V., Thirion, B., Grisel, O., Blondel, M., Prettenhofer,
P., Weiss, R., Dubourg, V., Vanderplas, J., Passos, A., Cournapeau, D., Brucher, M., Perrot, M., and
Duchesnay, . (2011). Scikit-learn: Machine Learning in Python. Journal of Machine Learning Research,
12(Oct):2825–2830.
Poli, R., Langdon, W. B., and McPhee, N. F. N. (2008). A field guide to genetic programming. Published
via lulu.com and freely available at www.gp-field-guide.org.uk.
Ruberto, S., Vanneschi, L., Castelli, M., and Silva, S. (2014). Esagp - a semantic gp framework based
on alignment in the error space. In European Conference on Genetic Programming, pages 150–161.
Springer.
Rubinstein, B. (2001). Evolving quantum circuits using genetic programming. In Proceedings of the 2001
Congress on Evolutionary Computation (IEEE Cat. No.01TH8546), volume 1, pages 144–151. IEEE.
Santini, M. and Tettamanzi, A. (2001). Genetic programming for financial time series prediction. In
European conference on genetic programming, pages 361–370. Springer.
Smart, W. and Zhang, M. (2004). Continuously evolving programs in genetic programming using gradient
descent. In Proceedings of THE 7th Asia-Pacific Conference on Complex Systems.
Sua´rez, R. R., Graff, M., and Flores, J. J. (2015). Semantic crossover operator for gp based on the second
partial derivative of the error function. Research in Computing Science, 94:87–96.
Uy, N. Q., Hoai, N. X., ONeill, M., McKay, R. I., and Galva´n-Lo´pez, E. (2011). Semantically-based
crossover in genetic programming: application to real-valued symbolic regression. Genetic Programming
and Evolvable Machines, 12(2):91–119.
Vanneschi, L. (2017). An Introduction to Geometric Semantic Genetic Programming. In Oliver Schu¨tze,
Leonardo Trujillo, Pierrick Legrand, and Yazmin Maldonado, editors, Neo 2015, pages 3–42. Springer,
Cham.
Vanneschi, L., Castelli, M., Manzoni, L., and Silva, S. (2013). A new implementation of geometric
semantic gp and its application to problems in pharmacokinetics. In European Conference on Genetic
Programming, pages 205–216. Springer.
Vanneschi, L., Castelli, M., Scott, K., and Trujillo, L. (2019). Alignment-based genetic programming for
real life applications. Swarm and evolutionary computation, 44:840–851.
Vanneschi, L., Castelli, M., and Silva, S. (2014). A survey of semantic methods in genetic programming.
Genetic Programming and Evolvable Machines, 15(2):195–214.
Wilcoxon, F. (1945). Individual Comparisons by Ranking Methods. Biometrics Bulletin, 1(6):80–83.
23
