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Abstract By applying copositivity criterion to the scalar potential of the economical 3−3−
1 model, we derive necessary and sufficient bounded-from-below conditions at tree level.
Although these are a large number of intricate inequalities for the dimensionless parameters
of the scalar potential, we present general enlightening relations in this work. Additionally,
we use constraints coming from the minimization of the scalar potential by means of the
orbit space method, the positivity of the squared masses of the extra scalars, the Higgs
boson mass, the Z′ gauge boson mass and its mixing angle with the SM Z boson in order to
further restrict the parameter space of this model.
1 Introduction
Models addressing open questions concerning the standard model of particle physics (SM)
usually resort to the use of new symmetries and/or the addition of extra particles. As a first
example, we can mention models implementing different see-saw mechanisms (type I, II
and III) which introduce bosonic or fermionic degrees of freedom in order to explain tiny
neutrino masses and their mixings [1–4]. In combination with that, new abelian and non-
abelian symmetries are also invoked in order to obtain highly predictive scenarios where
not only neutrino masses are fixed but also further correlations between neutrino oscilla-
tion parameters appear [5–16]. A series of models with a matter content larger than the one
of the SM are those dealing with the impressive observation that almost thirty percent of
the energy content of the Universe is due to dark matter (DM) [17]. Arguably, the simplest
model providing a DM candidate is that which extends the SM only by a real scalar trans-
forming in a non trivial way under a stabilizing Z2 discrete symmetry [18, 19]. However,
other well-motivated models based on supersymmetry [20–23], extra dimensions [24], the
B−L symmetry [25–28] and those with an Axion/ALP [29–35] have been widely consid-
ered (see [36] for a review). All of them have additional symmetries and extra particles in
their physical spectrum.
In the same vein, the so-called 3−3−1 models are interesting extensions of the SM. The
fundamental idea behind all these models is to extend the SU(2)L gauge group to the SU(3)L
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2one, in other words, the total gauge group of these models is G331 ≡ SU(3)C⊗SU(3)L⊗
U(1)N . Here,C and L stand, as in the SM, for color and left chirality, respectively. However,
N stands for a new charge different from the SM hypercharge, Y , and its values are assigned
to obtain the latter after the first spontaneous symmetry breaking. More specifically, the
values of N together with an embedding parameter b determine the electric charges of the
matter content in these models since the electric charge operator is Q = T3− bT8 +N13×3
[37], where T3,8 are the diagonal Gell-Mann matrices, 13×3 is the 3×3 identity matrix and
the parameter b can take two values: 1/
√
3 or
√
3.
In this paper, we consider the 3− 3− 1 model with b = 1/√3 and the simplest scalar
sector as proposed in Refs. [38, 39] after a systematic study of all possible 3−3−1 models
without exotic electric charges. This model is known in the literature as the “economical
3−3−1 model” and has some appealing features that turn it arguably the most interesting
3− 3− 1 model. Among these properties we can mention that right-handed neutrinos, Na,
are in the same SU(3)L multiplet as the SM leptons, νa and ea. This is possible because
the fundamental representation of the SU(3)L gauge group is larger than the SU(2)L one
and the parameter b = 1/
√
3 allows the SU(3)L multiplet to have two electrically neutral
components: νa and Nca . This property allows for massive neutrinos at tree level. Yet, agree-
ment with experiments is reached only when one-loop contributions to neutrino masses are
considered [40]. Other no less important features of this model are the possibility of imple-
menting the Peccei-Quinn mechanism in order to solve the strong CP problem [41] and the
existence of axion dark matter [35]. Needless to say, this model also shares some appealing
features with other versions [42–49] such as the capability to shed some light on the family
replication issue of the SM.
Although the economical 3− 3− 1 model has several appealing features, it also intro-
duces a considerable number of degrees freedom that turn it less predictive. For instance,
its scalar potential has at least nineteen coupling constants. It is a large number when com-
pared with two couplings in the SM scalar potential. Needless to say, a large number of
extra Yukawa couplings is allowed by the 3−3−1 gauge group. Therefore, in this paper we
search for constraints that allow to reduce this, in some sense, undesirable freedom. More
specifically, we study vacuum stability at tree level, i.e. the conditions guaranteeing that the
scalar potential is bounded from below in all directions in the field space as the field norms
approach to infinity. It is well-known that in the SM, at tree level, it is enough to make the
Higgs boson quartic coupling positive [50–52]. Nevertheless, in the case of the economical
3− 3− 1 model we face a more complicated problem even at tree level since we have to
deal with nineteen coupling constants and the scalar fields belong to the fundamental and
anti-fundamental representations of SU(3)L. However, the problem becomes simpler when
a Z2 symmetry acting on some fields is considered. This symmetry is already used in the
3−3−1 literature [37, 38, 41, 53–57] with different motivations. In the present context, this
symmetry not only reduces the number of coupling constants to fourteen, but also makes the
quartic terms in the scalar potential to have a λi jφ 2i φ 2j form. Therefore, demanding that the
scalar potential is bounded from below as the field norms approach to infinity is equivalent
to ensuring that the λi j matrix is copositive (positive on nonnegative vectors) [58–61]. In
addition, to make the problem even more tractable, we use the method of the orbit space in
Refs. [62, 63] which greatly reduces the number of variables. At the end, the problem of vac-
uum stability is reduced to study the copositivity of a 3×3 matrix. This provides seventeen
inequalities, for the ten quartic couplings, that at first sight seem too complicated in order to
provide useful analytical relations. However, combining these inequalities with constraints
coming from the first and second derivative tests for a minimum of the scalar potential, we
manage to find enlightening analytical constraints for these coupling constants.
3Finally, with the aim of restricting the rest of the scalar couplings we turn our attention to
the scalar mass spectrum, since all of the squared scalar masses must be positive in general.
However, these masses also depend on the vacuum expectation values (VEVs) of the scalar
fields. Thus, we use the experimental limits on the mass of an extra neutral gauge boson
Z′ [64–67], and the bound on the Z− Z′ mixing angle in this model [68] to estimate the
VEVs. Doing so, we find relations for three of the remaining four scalar potential couplings.
Also, the experimental limit on the Higgs mass [64–67] is used to constrain even more some
couplings.
The rest of the paper is organized as follows. In Sec. 2 we introduce the generalities
of the economical 3− 3− 1 model with a Z2 symmetry that allows a scalar potential with
quartic terms in a biquadratic form of the field norms. In Sec. 3, taking advantage of this
property, we search for constraints on the scalar potential couplings imposing the vacuum
stability conditions at tree level. Specifically, we use the method of the orbit space to simplify
the application of the first and second derivative tests together with the copositivity criterion.
After finding clear and useful relations for the values of some scalar potential parameters,
in Sec. 4, we go further applying the positivity of the scalar masses and the experimental
Higgs mass in order to constrain more scalar parameters. Finally, we present our conclusions
in Sec. 5.
2 The model
In order to cancel the quantum gauge anomalies, the left-handed fermions of the economical
3−3−1 model have to belong to the (1,3,−1/3) representation for the three lepton families
and to the (3, 3, 1/3),
(
3, 3¯, 0
)
representations for the quark families. More specifically,
Leptons: FaL = (νa, ea, Nca)
T
L ∼ (1,3,−1/3) , (1)
Quarks: QL = (u1, d1, u4)
T
L ∼ (3, 3, 1/3) ,
QbL = (db, ub, db+2)
T
L ∼
(
3, 3¯, 0
)
, (2)
where a = 1,2,3, b = 2, 3 and “∼” means the transformation properties under the local
symmetry group. Furthermore, in the right-handed field sector we have
Leptons: eaR ∼ (1, 1,−1) , (3)
Quarks: usR ∼ (3, 1, 2/3) , dtR ∼ (3, 1,−1/3) , (4)
where a takes the same values as in Eq. (1), s= 1, . . . ,4 and t = 1, . . . ,5.
It is also necessary to introduce, at least, three SU(3)L triplets, ρ, η , χ , in order to gen-
erate the appropriate fermion and boson masses. Note that the scalar sector can not be ad-
ditionally reduced due to the appearance of accidental symmetries implying some massless
“u” and “d” type quarks at all orders in perturbation theory as shown in Ref. [69]. In other
words, the three SU(3)L scalar triplets are necessary to totally break the G331 symmetry
to the U(1)Q symmetry and, at the same time, to give the phenomenologically appropriate
masses for the quarks. These scalar triplets are given by
ρ =
(
ρ+1 , ρ
0
2 , ρ
+
3
)T ∼ (1, 3, 2/3) , η = (η01 , η−2 , η03 )T ∼ (1, 3,−1/3) , (5)
χ =
(
χ01 , χ
−
2 , χ
0
3
)T ∼ (1, 3,−1/3) . (6)
4Once these fermionic and bosonic fields are introduced in the model, the most general
Yukawa Lagrangian, renormalizable and invariant under the local gauge group, reads
LYuk =L
ρ
Yuk+L
η
Yuk+L
χ
Yuk, (7)
with
L
ρ
Yuk = αtQ¯LdtRρ+αbsQ¯bLusRρ
∗+Yaa′εi jk (F¯aL)i (Fa′L)
c
j (ρ
∗)k+Y
′
aa′ F¯aLea′Rρ
+H.c., (8)
L ηYuk = βsQ¯LusRη+β btQ¯bLdtRη
∗+H.c., (9)
L
χ
Yuk = γsQ¯LusRχ+ γbtQ¯bLdtRχ
∗+H.c., (10)
where εi jk is the Levi-Civita symbol and a′, i, j,k= 1,2,3 and a, b, s, t are in the same range
as in Eqs. (1-4). It is also straightforward to write down the most general scalar potential
consistent with gauge invariance and renormalizability as
V (η ,ρ,χ) = −µ21η†η−µ22ρ†ρ−µ23χ†χ−µ24χ†η
+λ1
(
η†η
)2
+λ2
(
ρ†ρ
)2
+λ3
(
χ†χ
)2
+λ4
(
χ†χ
)(
η†η
)
+λ5
(
χ†χ
)(
ρ†ρ
)
+λ6
(
η†η
)(
ρ†ρ
)
+λ7
(
χ†η
)(
η†χ
)
+λ8
(
χ†ρ
)(
ρ†χ
)
+λ9
(
η†ρ
)(
ρ†η
)
+λ10
(
χ†η
)2
+λ11
(
χ†η
)(
η†η
)
+λ12
(
χ†η
)(
χ†χ
)
+λ13
(
χ†η
)(
ρ†ρ
)
+λ14
(
χ†ρ
)(
ρ†η
)− λ15√
2
εi jkηiρ jχk+H.c. . (11)
From Eqs. (5) and (6), we can see that there are five electrically neutral scalars, ρ02 , η
0
1 , η
0
3 ,
χ01 , χ
0
3 and, in principle, all of them can gain VEVs. However, it is well known that the
minimal vacuum structure needed to give masses for all the particles in the model is
〈ρ〉= 1√
2
(
0, vρ , 0
)T
, 〈η〉= 1√
2
(vη , 0, 0)
T , 〈χ〉= 1√
2
(
0, 0, vχ
)T
, (12)
which correctly reduces the G331 symmetry to the U(1)Q one if v
2
η +v
2
ρ ≡ v2 = 2462 GeV2.
There is at least another reason for choosing the minimal vacuum structure given in Eq. (12).
If the remaining neutral scalars, η03 and χ
0
1 , also gain VEVs, dangerous Nambu-Goldstone
bosons can arise in the physical spectrum, as shown in Ref. [37]. Therefore, in order to avoid
this issue and looking for simplicity, in this paper we are going to consider only the minimal
vacuum structure given in Eq. (12).
We also consider the model with an extra simplifying assumption that is quite common
in the 3−3−1 literature [37, 38, 41, 53–57]. It consists on the imposition of a discrete Z2
symmetry given by: χ →−χ , u4R →−u4R, d(4,5)R →−d(4,5)R and the other fields being
even under Z2. This symmetry not only brings simplicity to the model, allowing, for in-
stance, to interpret the χ scalar as the responsible for the first step in the symmetry breaking
pattern, but also to mitigate the FCNC issues [70]. Moreover, with this Z2 symmetry the PQ
mechanism can be easily implemented [41] and in some cases dark matter candidates can
be stabilized [35, 55]. In this scenario, the Yukawa Lagrangian interactions given in Eqs.
5(8-10) are slightly modified to
L
ρ
Yuk,Z2 = αaQ¯LdaRρ+αbaQ¯bLuaRρ
∗+Yaa′εi jk (F¯aL)i (FbL)
c
j (ρ
∗)k+Y
′
aa′ F¯aLea′Rρ+
H.c., (13)
L ηYuk,Z2 = βaQ¯LuaRη+β baQ¯bLdaRη
∗+H.c., (14)
L
χ
Yuk,Z2 = γ4Q¯Lu4Rχ+ γb(b+2)Q¯bLd(b+2)Rχ
∗+H.c. . (15)
Note that in this case the χ triplet only couples to the u4R and d(4,5)R quarks, and it is also
the reason to interpret χ as the scalar responsible for the first step in the symmetry breaking
pattern. Furthermore, after imposing the Z2 symmetry, the scalar potential becomes
V (η ,ρ,χ) = VZ2 (η ,ρ,χ)+VSoft (η ,ρ,χ) ,
= −µ21η†η−µ22ρ†ρ−µ23χ†χ
+λ1
(
η†η
)2
+λ2
(
ρ†ρ
)2
+λ3
(
χ†χ
)2
+λ4
(
χ†χ
)(
η†η
)
+λ5
(
χ†χ
)(
ρ†ρ
)
+λ6
(
η†η
)(
ρ†ρ
)
+λ7
(
χ†η
)(
η†χ
)
+λ8
(
χ†ρ
)(
ρ†χ
)
+λ9
(
η†ρ
)(
ρ†η
)
+λ10
(
χ†η
)2
−λ15√
2
εi jkηiρ jχk+H.c. . (16)
It is important to note that, even though the term λ15εi jkηiρ jχk softly breaks the Z2 sym-
metry, it must be included because in its absence appears a QCD axion with a small decay
constant, 11.5 keV ≤ fa ≤ 246 GeV, already ruled out by experiments [34, 71]. See Ref.
[37] for a detailed study of this case.
3 Minimization and vacuum stability
Now, we turn our attention to find constraints on the µi− and λi−scalar parameters coming
from minimization and vacuum stability. The general minimization of the scalar potential in
Eq. (16) is a difficult task due to the large number of free parameters in the scalar potential
(14 free parameters), the large number of components of the scalars triplets in the model
(18 components for the ρ, η , χ triplets) and the degeneracies of the extremal points of the
potential required by the G331−invariance. Fortunately, there is a powerful tool to simplify
this problem which consists in working with the norm of the fields and orbit parameters.
This method to minimize scalar potentials, also known as the method of the orbit space, is
detailed in Refs. [60–63] in the context of spontaneous symmetry breaking. It has been used,
for instance, in models with SU(5) and SO(10) gauge symmetries when scalars belong to
different representations [60, 72–74]. The crucial observation of the method is that working
with the norm of the fields, |φ | (|φ |2 ≡ φ ∗k φk - where a sum over repeated indices is implied)
and the invariant orbit parameters θ ’s (generically defined by θ = fi jkl φ
∗
i φ jφ
∗
k φl
|φ |4 ) contain all
the information needed to determine the minimum of the potential and, in addition, greatly
reduce the number of variables.
In order to apply the method of orbit space, let’s define the invariant orbit parameters of
the scalar potential in Eq. (16) as
θ 1(ηˆ , χˆ) = χˆ∗j ηˆ jηˆ
∗
i χˆi, θ 2(ρˆ, χˆ) = χˆ
∗
j ρˆ jρˆ
∗
i χˆi, θ 3(ηˆ , ρˆ) = ηˆ
∗
i ρˆiρˆ
∗
j ηˆ j,
θ 4(ηˆ , χˆ) = (χˆ∗i ηˆi)
2+H.c., θ 5(ηˆ , ρˆ, χˆ) = εi jkηˆiρˆ j χˆk+H.c. , (17)
6where φˆk = φk/|φ | and a sum over the repeated indices is implied. Note that all directional
information is contained within the θ parameters.
The scalar potential takes the following simple form when written using the θ parame-
ters:
V (η ,ρ,χ) = −µ21 |η |2−µ22 |ρ|2−µ23 |χ|2+λ1|η |4+λ2|ρ|4+λ3|χ|4
+ (λ4+λ7θ 1+ |λ10|θ 4)|η |2|χ|2+(λ5+λ8θ 2)|ρ|2|χ|2+(λ6+λ9θ 3)|η |2|ρ|2
− |λ15|√
2
θ 5 |η ||ρ||χ|, (18)
where we have used the fact that making a redefinition of the scalar fields, e.g. ηk →
e−iδ10/4ηk, χk→ eiδ10/4χk and ρk→ e−iδ15ρk, the phases of λ10 = |λ10| eiδ10 and λ15 = |λ15|
eiδ15 couplings can be absorbed. Therefore, all couplings in the scalar potential can be con-
sidered as real numbers, without loss of generality.
Treating the modules of η , ρ , χ , and the θ parameters as independent variables, we
could apply the first and second derivative tests to provide general conditions to have a
minimum of the scalar potential in Eq. (16). However, we will restrict ourselves to the phe-
nomenologically interesting vacuum given in Eq. (12). In other words, we consider the di-
rectional minima in the particular direction given by
(θ 1)0 = 0, (θ 2)0 = 0, (θ 3)0 = 0, (θ 4)0 = 0, (θ 5)0 = 2. (19)
Thus, taking the directional derivative of the scalar potential in Eq. (18) in relation to the
norm of the scalar fields, we obtain an expression for the µi parameters:
2µ21 = 2λ1v
2
η +λ6v
2
ρ +λ4v
2
χ −|λ15|vρvχ/vη ,
2µ22 = 2λ2v
2
η +λ6v
2
ρ +λ5v
2
χ −|λ15|vηvχ/vρ ,
2µ23 = 2λ4v
2
η +λ5v
2
ρ +λ3v
2
χ −|λ15|vηvρ/vχ , (20)
where we have used |η |0 = vη/
√
2, |ρ|0 = vρ/
√
2 and |χ|0 = vχ/
√
2 which are the norm of
the fields in the vacuum direction in Eq. (12).
Additional conditions on the scalar potential parameters come from second derivative
test. Specifically, all principal minors of the Hessian matrix H0 evaluated at the vacuum,
(H0)i j = ∂
2V
∂φi∂φ j
∣∣∣∣
φ=φ0
, must be positive (see for example [75, 76]). A straightforward calcu-
lation gives the Hessian matrix at the directional minimum as:
H0 =
 4λ1v2η + |λ15|vρvχ/vη 2λ6vηvρ −|λ15|vχ 2λ4vηvχ −|λ15|vρ? 4λ2v2ρ + |λ15|vηvχ/vρ 2λ5vρvχ −|λ15|vη
? ? 4λ3v2χ + |λ15|vηvρ/vχ
 , (21)
7where we have used the relations in Eq. (20) in order to simplify the Hessian matrix. From
the positivity of the principal minors we get the conditions
λ1 >−|λ15|vρvχ/4v3η , λ2 >−|λ15|vηvχ/4v3ρ , λ3 >−|λ15|vηvρ/4v3χ ,
|λ15|vρ −
√
(H0)11(H0)33
2vηvχ
< λ4 <
|λ15|vρ +
√
(H0)11(H0)33
2vηvχ
,
|λ15|vη −
√
(H0)22(H0)33
2vρvχ
< λ5 <
|λ15|vη +
√
(H0)22(H0)33
2vρvχ
,
|λ15|vχ −
√
(H0)11(H0)22
2vηvρ
< λ6 <
|λ15|vχ +
√
(H0)11(H0)22
2vηvρ
,
det H0 > 0, (22)
where we have not written explicitly an analytical expression for the determinant of H0,
which is not very enlightening. In addition, det H0 > 0 will be automatically satisfied pro-
vided we consider the positivity of the square masses of the CP-even scalars as will be shown
in the next section.
So far, we have studied the conditions for the vacuum configuration in Eq. (12) to be a
minimum of the scalar potential. Nevertheless, for the scalar potential in Eq. (18) to make
physical sense, it has to be bounded from below in the large field limit for all possible
directions in the field space. To obtain these constraints it is enough to work with the quartic
terms, which can be written in a matrix form as
V4 = λ1|η |4+λ2|ρ|4+λ3|χ|4+(λ4+λ7θ 1+ |λ10|θ 4)|η |2|χ|2
+ (λ5+λ8θ 2)|ρ|2|χ|2+(λ6+λ9θ 3)|η |2|ρ|2,
≡ hTΛh, (23)
where hT = (|η |2, |ρ|2, |χ|2)≥ 0 and the matrix Λ is
Λ =
λ1 (λ6+λ9θ 3)/2 (λ4+λ7θ 1+ |λ10|θ 4)/2? λ2 (λ5+λ8θ 2)/2
? ? λ3
 . (24)
Note that V4 is a biquadratic form of the norm of the fields. Therefore, the scalar potential is
bounded from below, hTΛh> 0, if the symmetric matrixΛ is strictly copositive, i.e. positive
on positive vectors h > 0. Note that we use the requirement of strong stability (V4 > 0)
because the stability in the marginal sense (V4 ≥ 0) does not allow any cubic terms in the
scalar potential. However, the term λ15εi jkηiρ jχk must be included because in its absence
appears a visible QCD axion (see Ref. [37]).
Mathematical conditions for a general symmetric matrix being strictly copositive were
found in [58, 59] and applied in some elementary particle physics models in Refs. [61, 77].
For the case of a symmetric matrix A3×3 of special interest for this paper, these conditions
read [78, 79]
a11 > 0, a22 > 0, a33 > 0,
a¯12 ≡ a12+√a11a22 > 0, a¯13 ≡ a13+√a11a33 > 0, a¯23 ≡ a23+√a22a33 > 0,
a12
√
a33+a13
√
a22+a23
√
a11+
√
a11a22a33+
√
2a¯12a¯13a¯23 > 0, (25)
where ai j stands for a generic element of the A3×3 matrix.
8In order to apply these conditions in our particular case, it is convenient to rewrite the
orbit parameters involved in the definition of Λ as
θ 1 = χˆ∗j ηˆ jηˆ
∗
i χˆi = |θ 1|, θ 2 = χˆ∗j ρˆ jρˆ∗i χˆi = |θ 2|,
θ 3 = ηˆ∗i ρˆiρˆ
∗
j ηˆ j = |θ 3|, θ 4 = (χˆ∗i ηˆi)2+H.c.= 2|θ 1|cos(ωθ 1), (26)
where ωθ 1 is defined through χˆ
∗
j ηˆ j =
√|θ 1|exp(ωθ 1/2) and 0 ≤ |θ 1,2,3| ≤ 1. These orbit
parameters can be determined from the following observation. If V4 < 0 for a particular
direction with |h| = 1 determined by a set of orbit parameters, then the scalar potential
will not be bounded from below in the limit |h| −→ ∞. Therefore, to determine whether V4
is stable in the limit of large field values, it is sufficient to find its minimum on a |h| = 1
hypersphere. Doing so, we immediately notice thatωθ 1 = pi . The remaining orbit parameters
are calculated by noting that V4 is a monotonic function of them. Thus, the minimum is in
some |θ i| values (with i= 1,2,3) on the frontier of their space.
At first glance, we could think the frontier for the |θ | is a cube with edge length equals
one. However, from the definition of |θ | given in Eqs. (26), it can be found, without loss of
generality, that the frontier is given by
0≤ |θ 1| ≤ 1, 0≤ |θ 2| ≤ 1,
max
[
0,
√|θ 1||θ 2|−√(1−|θ 1|)(1−|θ 2|)]2 ≤ |θ 3| ≤ [√|θ 1||θ 2|+√(1−|θ 1|)(1−|θ 2|)]2 .
(27)
In Figure 1 we can see that the space of |θ 1,2,3| is actually smaller than the cube. In general,
note that |θ 1,2,3| are independent orbit parameters; however, their frontiers are fixed by Eq.
(27). Although we know the values of |θ 1,2,3| which minimize V4 on the hypersphere with
Fig. 1: Allowed space for the orbit parameters θ 1,2,3 defined in Eq. (26). Note that the
allowed volume in this space is not a cube, but a closed volume with boundaries given in
Eq. (27). Here, it is important to remark that a similar reduction of the orbit parameter
space happens in the context of the triplet seesaw model [80]. In that case, the relation on
the boundary between the two orbit parameters makes that the allowed space is not longer a
box. Thus, the stability conditions at tree level in that model are modified to a set less
restrictive, correcting what had been done in the previous literature.
|h|= 1 are in the frontier given in Figure 1, their specific values depend on the λi coefficients
9in the quartic scalar potential. Among the eight general cases, there are five cases where the
minimizing |θ 1,2,3| values can be easily found. These cases are:
(i) |θ 1,2,3|= 0, if λ7−2|λ10| ≥ 0, λ8 ≥ 0 and λ9 ≥ 0;
(ii) |θ 1,2|= 0 and |θ 3|= 1, if λ7−2|λ10| ≥ 0, λ8 ≥ 0 and λ9 < 0;
(iii) |θ 1,3|= 0 and |θ 2|= 1, if λ7−2|λ10| ≥ 0, λ8 < 0 and λ9 ≥ 0;
(iv) |θ 2,3|= 0 and |θ 1|= 1, if λ7−2|λ10|< 0, λ8 ≥ 0 and λ9 ≥ 0;
(v) |θ 1,2,3|= 1, if λ7−2|λ10|< 0, λ8 < 0 and λ9 < 0.
Now, by applying the copositivity conditions in Eq. (25) to the symmetric matrix Λ with
the orbit parameters in the five previous cases, we find the following constraints on the λ
parameters of the scalar potential:
λ1 > 0, λ2 > 0, λ3 > 0,
λ4+2
√
λ1λ3 > 0, λ4+λ7−2|λ10|+2
√
λ1λ3 > 0,
λ5+2
√
λ2λ3 > 0, λ5+λ8+2
√
λ2λ3 > 0,
λ6+2
√
λ1λ2 > 0, λ6+λ9+2
√
λ1λ2 > 0, (28)
and 23 = 8 additional inequalities with the following form:
C1
√
λ2+C2
√
λ1+C3
√
λ3+2
√
λ1λ2λ3+
√
C1C2C3 > 0, (29)
where C1 = {λ4, λ4 + λ7− 2|λ10|}, C2 = {λ5, λ5 + λ8}, C3 = {λ6, λ6 + λ9}, C1 = C1 +
2
√
λ1λ3, C2 = C2+2
√
λ2λ3 and C3 = C3+2
√
λ1λ2. Note that these 17 inequalities are the
same as those obtained if we had considered the cube with side one as the orbit parameter
space.
The remaining three cases: (vi) λ7−2|λ10| ≥ 0, λ8 < 0 and λ9 < 0; (vii) λ7−2|λ10| <
0, λ8 ≥ 0 and λ9 < 0; and (viii) λ7 − 2|λ10| < 0, λ8 < 0 and λ9 ≥ 0 are more compli-
cated because the minimizing |θ 1,2,3| parameters, |θ 1,2,3|?, depend not only on the sig-
nal of λ7− 2|λ10|, λ8 and λ9 but also on the values of the λi couplings . In other words,
the |θ 1,2,3|? are now functions of λi with values on the frontier in Figure 1. In general,
these cases bring inequalities that can be written as (see for example [80]): λ4 +(λ7−
2|λ10|)|θ 1|?+ 2
√
λ1λ3 > 0, λ5 +λ8 |θ 2|?+ 2
√
λ2λ3 > 0 and λ6 +λ9 |θ 3|?+ 2
√
λ1λ2 > 0.
Although |θ 1,2,3|?(λi) depend on the specific values of λi couplings, these still satisfy that
0 ≤ |θ 1,2,3|?(λi) ≤ 1. That is a key point, because of that, we do not really need to calcu-
late these intricate functions. In order to clarify that point, let’s consider the particular case
of λ8 < 0. As 0 ≤ |θ 2|?(λi) ≤ 1 and λ8 < 0, then 0 ≥ λ8|θ 2|?(λi) ≥ λ8. Applying general
properties of inequalities, we find 2
√
λ2λ3 ≥ λ8|θ 2|?(λi)+2
√
λ2λ3 ≥ λ8+2
√
λ2λ3 or in an
equivalent way,
−λ8−2
√
λ2λ3 ≥−λ8|θ 2|?(λi)−2
√
λ2λ3 ≥−2
√
λ2λ3. (30)
Now, from λ5 + λ8 + 2
√
λ2λ3 > 0 inequality in Eq. (29), we find λ5 > −λ8− 2
√
λ2λ3 ≥
−λ8|θ 2|?(λi)− 2
√
λ2λ3 where we have used Eq. (30) in the last step. Now, we realize
that λ5 > λ8 + 2
√
λ2λ3 ≥ λ8|θ 2|?(λi) + 2
√
λ2λ3 implies that if we satisfy the λ5 + λ8 +
2
√
λ2λ3 > 0 inequality, the unknown λ5 +λ8 |θ 2|?+ 2
√
λ2λ3 > 0 inequality is also satis-
fied when λ8 < 0. We remark here that this result is independent on the particular form of
|θ 2|? provided 0 ≤ |θ 2|?(λi) ≤ 1 is valid. For the case of λ8 > 0, we can follow an ana-
logue procedure to arrive to the conclusion that for this case when the λ5 + 2
√
λ2λ3 > 0
10
inequality in Eq. (29) is satisfied, then λ5 +λ8 |θ 2|?+ 2
√
λ2λ3 > 0 is automatically satis-
fied. Therefore, whatever the sign of λ8 is, the unknown λ5 +λ8 |θ 2|?+2
√
λ2λ3 > 0 is not
necessary. Similar conclusions are obtained for the remaining two unknown inequalities:
λ4+(λ7−2|λ10|)|θ 1|?+2
√
λ1λ3 > 0 and λ6+λ9 |θ 3|?+2
√
λ1λ2 > 0. Therefore, we have
only 17 necessary and sufficient inequalities given by Eqs. (28) and (29) coming from the
strict copositivity of Λ , which additionally delimit the scalar potential parameters.
At first glance, obtaining analytical results from (28) and (29) seems a very complicated
task. Nevertheless, there are general relations between some λ ’s that we can find. First, we
can answer, for instance, the question: which is the largest excluded region in the λ4−λ7
plane provided the rest of the λ couplings satisfy the copositivity conditions? That excluded
region depends on the value of λ7. On the one hand, if it is bigger than or equal to 2|λ10|,
all λ4 values smaller than or equal to 2
√
λ1λ3 are excluded. On the other hand, for values
of λ7 smaller than 2|λ10|, the region λ4 ≤ 2
√
λ1λ3 + 2|λ10| −λ7 is rejected. In both cases
of λ7, the largest excluded region occur whenever λ5 = {−2
√
λ2λ3,−2
√
λ2λ3− λ8} and
λ6 = {−2
√
λ1λ2,−2
√
λ1λ2 − λ9} where the first value of λ5 (λ6) corresponds to λ8 ≥
0 (λ9 ≥ 0) and the second one corresponds to λ8 < 0(λ9 < 0), independently of the other
values of λ couplings. Once λ5 and λ6 take different values from the aforementioned ones,
the excluded region for λ4 decreases. However, that region does not decrease forever since
there is also a lower bound depending on λ7 coupling. In more detail, if λ7 is bigger than
or equal to 2|λ10|, all λ4 values smaller than or equal to −2
√
λ1λ3 are always excluded.
For the case of λ7 values smaller than or equal to 2|λ10|, λ4 values smaller than or equal to
−2√λ1λ3+2|λ10|−λ7 are always excluded. For both cases, points satisfying the following
conditions are on the bound:
(i) λ5
√
λ1+λ6
√
λ3 > 0, if λ8 ≥ 0 and λ9 ≥ 0.
(ii) λ5
√
λ1+(λ6+λ9)
√
λ3 > 0, if λ8 ≥ 0 and λ9 < 0.
(iii) (λ5+λ8)
√
λ1+λ6
√
λ3 > 0, if λ8 < 0 and λ9 ≥ 0.
(iv) (λ5+λ8)
√
λ1+(λ6+λ9)
√
λ3 > 0, if λ8 < 0 and λ9 < 0.
The maximum and minimum excluded regions for λ4 as a function of λ7 are shown in Fig.
2. Similar conclusions can be reached for the λ5− λ8 and λ6− λ9 planes and are shown
in Fig. 3. In the left panel of Fig. 3, the maximum and the minimum excluded regions for
λ5 as a function of λ8 are shown. In general, the maximum excluded region of λ5 depends
on the sign of λ8, i.e. if it is negative, then λ5 values satisfying λ5 ≤ 2
√
λ2λ3−λ8 are ex-
cluded. Otherwise, λ5 values smaller than or equal to 2
√
λ2λ3 are excluded. The maximum
excluded region of λ5 is reached when λ4+(λ7−2|λ10|)θH (2|λ10|−λ7)+2
√
λ1λ3 = 0 and
λ6+λ9 θH (−λ9)+2
√
λ1λ2 = 0, where θH is the Heaviside theta function. The minimum ex-
cluded region of λ5 has the same dependence on λ8 as the maximum excluded one, however,
its bounds are different. If λ8 is smaller than zero, then λ5 values satisfying λ5≤−2
√
λ2λ3−
λ8 are excluded. Otherwise, λ5 ≤−2
√
λ2λ3 are excluded. These bounds are attained when(
λ4+(λ7−2|λ10|)θH (2|λ10|−λ7)+2
√
λ1λ3
)√
λ2+
(
λ6+λ9 θH (−λ9)+2
√
λ1λ2
)√
λ3 >
4
√
λ1λ2λ3.
On the other hand, in the right panel of Fig. 3, the maximum and the minimum ex-
cluded regions for λ6 as a function of λ9 are shown. The maximum excluded region of λ6
is characterized by two different bounds. λ6 ≤ 2
√
λ1λ2 − λ9 are excluded if λ9 < 0 and
λ6 values satisfying λ6 ≤ 2
√
λ1λ2 are excluded if λ9 ≥ 0. That region is reached when
λ4 +(λ7−2|λ10|)θH (2|λ10|−λ7) +2
√
λ1λ3 = 0 and λ5 +λ8 θH (−λ8)+2
√
λ2λ3 = 0. Fi-
nally, the minimum excluded region also has two different bounds. λ6 ≤−2
√
λ1λ2−λ9 are
excluded if λ9 < 0 and λ6 values satisfying λ6 ≤ −2
√
λ1λ2 are excluded if λ9 ≥ 0. That
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region is reached when
(
λ4+(λ7−2|λ10|)θH (2|λ10|−λ7)+2
√
λ1λ3
)√
λ2
+(λ5+λ8 θH (−λ8) +2
√
λ2λ3
)√
λ1 > 4
√
λ1λ2λ3.
Fig. 2: The maximum excluded region for λ4 is defined by λ4 ≤ 2
√
λ1λ3 for λ7 ≥ 2|λ10|,
and λ4 ≤ 2
√
λ1λ3+2|λ10|−λ7 for λ7 < 2|λ10|, whereas the minimum excluded region is
defined by λ4 ≤−2
√
λ1λ3 for λ7 ≥ 2|λ10|, and λ4 ≤−2
√
λ1λ3+2|λ10|−λ7 for
λ7 < 2|λ10|.
Fig. 3: Maximum and minimum excluded regions in the λ5−λ8 (left) and λ6−λ9 (right)
parameter space. In general, the maximum and minimum excluded regions for λ5 (λ6)
depend on the sign of λ8 (λ9) as explained in the text.
It is also interesting to combine the copositivity conditions in Eqs. (28) and (29) with
those coming from the positivity of the Hessian matrix in Eq. (22). Doing that, it is straight-
forward to see that the three conditions in the first line in Eq. (22) are always satisfied
provided λ1 > 0, λ2 > 0, λ3 > 0 as required by copositivity. In addition, the lower bounds
on λ4,5,6 coming from Eq. (22) are always smaller than the obtained from copositivity.
More specifically, the lower bound on λ4, for instance, coming from the Hessian matrix
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can be written as λ4 > −2
√
λ1λ3− |λ15|4vρ
(
v2ρ
vη vχ
)(√
λ3
λ1
v2χ
v2η
+
√
λ1
λ3
v2η
v2χ
−2
)
, where we have
assumed that |λ15|  vη ,vρ . As
(√
λ3
λ1
v2χ
v2η
+
√
λ1
λ3
v2η
v2χ
−2
)
is always positive, we conclude
that the lower bound obtained from copositivity is stronger than the Hessian one. It is also
important to note that the upper limit on λ4,5,6 coming from the positivity of the Hessian
matrix becomes stronger when |λ15|  vη ,vρ . For instance, in the limit |λ15| → 0, these
limits go to λ4 < 2
√
λ1λ3, λ5 < 2
√
λ2λ3 and λ6 < 2
√
λ1λ2 which are the bounds on λ4,5,6
of the maximum excluded region discussed previously. For more details on the behaviour of
the upper and lower bounds of λ4 as a function of |λ15| see Fig. 4. Similar conclusions are
obtained for λ5 and λ6 couplings. It is important to note that since the term λ15√2 εi jkηiρ jχk
softly breaks the Z2 symmetry, it is technically natural that λ15 gets a small value in com-
parison with other energy levels in the model, v=
√
v2η + v2ρ and vχ , since making λ15→ 0
increases the symmetry of the total Lagrangian.
Fig. 4: The excluded region for λ4 coming from Hessian matrix criterion increases when
|λ15| decreases, and it also approaches to excluded region given by copositiviy. Similar
conclusions can be reached for λ5 and λ6 couplings.
On the other hand, copositivity does not impose upper limits on λ4,5,6 and therefore,
limits from Eq. (22) still apply, i.e.
bounds from copositivity< λ4 <
|λ15|vρ +
√
(H0)11(H0)33
2vηvχ
,
bounds from copositivity< λ5 <
|λ15|vη +
√
(H0)22(H0)33
2vρvχ
,
bounds from copositivity< λ6 <
|λ15|vχ +
√
(H0)11(H0)22
2vηvρ
, (31)
where (H0)ii with i= 1,2,3 is the corresponding element of the Hessian matrix. In order to
conclude this section, we can say that out of fourteen initial parameters in the scalar potential
in Eq. (16), we can clearly constrain ten of them by applying the copositivity criterion in
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addition to the first and second derivative tests. Specifically, the µ1,2,3 parameters in Eq.
(20), the 0≤ λ1,2,3,10 ≤ 4pi and λ4,5,6 in Eq. (31) are explicitly constrained. Finally, needless
to say that apart from the λ15 (which has dimension of mass), the rest of the λ parameters
are constrained by perturbativity to be |λ | ≤ 4pi .
4 Scalar mass spectrum
A complementary set of constraints on the λ ’s comes from the positivity of the square
masses of the scalars of this model. To be more specific, the physical spectrum of scalars
consists of four charged scalars, H± and H±V , one complex neutral field, HU , one CP-odd
scalar, H0, and three CP-even scalars, h, H2 and H3, from which we define h as the SM Higgs
boson. Their square masses can be written as:
M2H0 =
|λ15|
2vηvρvχ
(v2ηv
2
ρ +(v
2
η + v
2
ρ)v
2
χ), M
2
HU =
v2η + v
2
χ
2vηvχ
(|λ15|vρ +λ7vηvχ), (32)
M2H±V
=
v2ρ + v
2
χ
2vρvχ
(|λ15|vη +λ8vρvχ), M2H± =
v2
2vηvρ
(|λ15|vχ +λ9vηvρ). (33)
At this point, it is important to recall that λ15 has dimension of mass. We have not yet
included the CP-even scalars in Eqs. (32-33) because their masses are more intricate and
require a detailed analysis, as we show below.
From Eq. (32) we note that M2H0 is always larger than or equal to zero. However, the
positivity of M2HU requires that
λ7 ≥− vρvηvχ |λ15|. (34)
For the case of charged scalars a stronger limit can be applied because their square masses
not only have to be positive but also & 802 GeV2 (95% C.L.) [67]. Applying this constraint
to M2H± and M
2
H±V
, we obtain
λ8 ≥ 2×80
2
(vρ/GeV)2+(vχ/GeV)2
− vη
vρvχ
|λ15|, and λ9 ≥ 2× 80
2
2462
− vχ
vηvρ
|λ15|.
(35)
In order to estimate the lower limits for λ7, λ8 and λ9 we bring in another piece of in-
formation. In general, in models with an extra neutral gauge boson, Z2, the mixing angle,
φ , between this and the neutral gauge boson of the SM, Z1, has to be very small. For this
3− 3− 1 model, lower and upper bounds for this quantity have been found through the
analysis of the Z1 invisible- and charged lepton- partial decay width plus theoretical consis-
tency of the 3− 3− 1 models regarding the number of lepton families to be exactly 3. As
a result, −3.98×10−3 . tanφ . 1.31× 10−4 at 90% C.L. [68], independently of MZ2 and
the hadronic sector. Other studies regarding FCNC suppression and parity violation in the
Cesium atom have shown similar results [81, 82]. As tanφ depends on vη and vχ , we can
estimate their values in order to satisfy this limit. To do so, let’s write tan2 φ as [83]
tan2 φ =
M2Z−M2Z1
M2Z2 −M2Z
, (36)
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where the masses of the neutral gauge bosons Z1 and Z2 read
M2Z1 ,M
2
Z2 =
1
2
[
M2Z+M
2
Z′ ∓
√
(M2Z−M2Z′)2+(2M2ZZ′)2
]
, (37)
with
M2Z =
g2
4cos2 θW
v2,
M2Z′ =
g2
12(1− 13 tan2 θW )
[(1+ tan2 θW )2v2−4tan2 θW v2η +4v2χ ],
M2ZZ′ =−
g2
4cos2 θW
v2−2cos2 θW v2η√
3−4sin2 θW
. (38)
where θW is the Weinberg’s angle and g is the coupling constant of the SU(2)L group.
Using v = 246 GeV, g = 0.65, sin2 θW ' 0.22, MZ1 ' 91.19 GeV [67, 84] and imposing
−3.98×10−3 . tanφ . 1.31×10−4 we find the allowed region in the vχ −vη plane. As we
can see in Fig. 5, vχ & 100 TeV is needed to obtain significant deviations from the zero-
mixing value, vη ' 197.34 GeV.
Fig. 5: The light green region contains the values for vη and vχ allowing −3.98×10−3 .
tanφ . 1.31×10−4. vη values at least 1% different from 197.34 GeV require vχ & 100
TeV.
From the phenomenological point of view, vχ & 100 TeV is not interesting due to the
fact that all new particles in the model have masses of the order of vχ and therefore would
be unattainable by the current particle colliders. Thus, we use vη ' 197.34 GeV and vρ =√
v2− v2η ' 146.88 GeV. Now, it is also possible to estimate vχ from the fact that the mass
of an extra neutral gauge boson, Z2, has to be larger than 2.9 TeV [67, 85]. Applying this
bound in Eq. (37) and using the values for vη and vρ obtained above, we have that vχ & 7.31
TeV. Thus, we can use these VEVs to estimate lower limits for λ7, λ8 and λ9 in terms of the
value of |λ15|
λ7 &−1.02 |λ15|GeV , λ8 & 0.02−1.8×10
−4 |λ15|
GeV
, λ9 & 0.21−0.25 |λ15|GeV , (39)
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where we have used vχ = 7.31 TeV. In the case that λ15  1 GeV, for instance, we have
λ7 & 0, λ8 & 0.02 and λ9 & 0.21.
Let’s return to the square masses of the CP-even scalars, h, H2 and H3. Their square
masses are obtained from the eigenvalues of the matrix mi j = 12
∂ 2V
∂φi∂φ j
∣∣∣∣
φ=min
, where φi, i =
1,2,3, are the real parts of the fields η01 , ρ
0
2 and χ
0
3 , respectively. In that basis, mi j coincides
with 12H0, where H0 is the Hessian matrix given in Eq. (21). A perturbative analysis in
powers of v/vχ shows that m2h ∝ v
2 and m2H2,3 ∝ v
2
χ . For this reason, we have that m
2
H2,3 m2h
since v2χ  v2. This observation allows us to calculate an analytical expression for m2h. In
order to do so, it is useful to write the characteristic polynomial of 12H0, P, as
P = det
[
m2 13×3−H0/2
]
= · · ·+C m2+ · · · ,
= m6−Tr [H0/2] m4+det [H0/2]
(
1/m2h+1/m
2
H2 +1/m
2
H3
)
m2−det [H0/2] ,
(40)
where 13×3 is the 3× 3 identity matrix and C is the m2 coefficient of P when calculated
from det
[
m2 13×3−H0/2
]
. Now, since m2H2,3  m2h, we can write
m2h '
det [H0/2]
C
, (41)
The formula for m2h in Eq. (41) is at 2% accuracy. Because mh is the Higgs boson mass, it
must be mh= 125.18±0.16 GeV [64–67]. This imposes strong constraints on λ1, · · · ,λ6 and
|λ15|. For instance, the λ4 and λ5 values required to get the Higgs boson mass lie on ellipses
or hyperbolas. The particular form of the conic appearing in the λ5−λ4 plane depends on
the other λ values given by Eq. (41). To be more specific, let’s write the eigenvalue equation
for m2h (
λ2− m
2
h
2v2ρ
)
λ 24 +
(
λ1− m
2
h
2v2η
)
λ 25 −λ6λ4λ5
+λ3
(
λ 26 −4λ1λ2
)
+m2h
(
2λ3
(
λ2/v2η +λ1/v
2
ρ
)
+(4λ1λ2−λ 26 )/2v2χ
)
= 0, (42)
where we have used |λ15|  vη , vρ for simplicity. Eq (42) represents an ellipse or a hyper-
bola centered at the origin and rotated by an angle θ given by
tan2θ =
λ6
λ1−λ2+ 12m2h
(
1
v2ρ
− 1
v2η
) . (43)
Other characteristics such as the size of the conic are dominated by λ1,2,3,6 and the ratios
m2h/v
2
ρ and m
2
h/v
2
η . Some particular cases are shown in Fig. 6 and the region separating
ellipses and hyperbolas in the plane λ2−λ1 is shown in Fig. 7.
Similar conclusions are obtained for the planes λ6−λ4 and λ6−λ5. Now, for the most
general case, i.e. when |λ15| is not negligible, Eq. (42) takes the most general form aλ 24 +
2bλ4λ5 + cλ 25 + 2dλ4 + 2 f λ5 + g = 0 where the coefficients a,· · · ,g depend on λ1,2,3,6,15.
Thus, for the general case the ellipse/hyperbola is not centered at the origin and the rotation
angle also acquires a dependence on |λ15|. We are not going to consider that case in detail.
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Fig. 6: Constraints for the parameter space coming from the mass of the Higgs boson
produces ellipses and hyperbolas in the λ5−λ4 plane according to Eq. (42). In this
particular example, we took λ1 = 4+λ2, λ3 = 3, the usual values for the VEVs and
mh = 125.18 GeV. Notice how the conics rotate counter clockwise as λ6 increases, c.f. Eq.
(43).
decreases
Fig. 7: The region separating ellipses and hyperbolas for a λ3 fixed and λ6 varying.
Finally, we can calculate m2H2,3 as a function of m
2
h as follows
m2H2,3 =
1
2
Tr [H0/2]− 12m
2
h∓
1
2
√(
Tr [H0/2]−m2h
)(
Tr [H0/2]+3m2h
)
+4C . (44)
Because we are working in the approximation of mH2,3 > mh and mh = 125.18±0.16 GeV
[64–67], the positivity of m2H2,3 does not bring any additional constraint on the λ ’s. Also,
note that the positivity of the masses of CP-even scalars implies that det H0 > 0 as required
by the last condition in Eq. (22).
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5 Conclusions
In this work, we find tree level constraints on the scalar potential couplings of the econom-
ical 3− 3− 1 model when considerations of vacuum stability and positivity of the squared
scalar masses are taken into account. In particular, we consider the model with a discrete
Z2 symmetry acting on χ , u4R, d(4,5)R fields in a non trivial way. Besides all the appealing
features discussed in Sec. 2, this discrete symmetry makes the quartic terms in the scalar
potential to have a biquadratic form of the norm of the fields. This allows us to apply copos-
itivity criterion in order to guarantee that the scalar potential is bounded from below. When
copositivity criterion is imposed in combination with the first and second derivative tests
for the vacuum expectation values given in Eq. (12), ten of the scalar couplings are con-
strained. In more detail, λ1,2,3 need to be positive and the µ1,2,3 parameters are completely
determined, c.f. Eq. (20). Besides that, λ4,5,6 couplings are constrained from below by the
copositivity and from above by the positivity of the principal minors of the Hessian matrix,
Eq. (31). More interestingly, there is always an excluded region for λ4,5,6 which we called
the minimum excluded region in Figs. 2 and 3, respectively. This region comes from the
copositivity criterion and gives a lower bound for λ4,5,6. It is remarkable that the excluded
region for these λ couplings also has a maximum provided all copositivity conditions are
satisfied. λ7,8,9,10 play an important role in determining the form of both the minimum and
the maximum excluded regions for λ4,5,6. On the other hand, copositivity does not have
anything to say about the upper bound on λ4,5,6 and it is here that second derivative test is
important. We analyse the role that |λ15| (where we have applied a phase shift in the fields to
make λ15 real and positive without loss of generality) has in determining that upper bound.
As the |λ15| coupling is technically small, we have studied the bound when |λ15|  vη ,vρ
showing that the smallest upper bound on λ4,5,6 is always larger than 2
√
λ1λ3, 2
√
λ2λ3,
2
√
λ1λ2, respectively.
In order to constrain the rest of λ couplings, we turn our attention on positivity of the
squared scalar masses. After finding general expressions for the masses of the charged and
CP-odd scalars, we find constraints on λ7,8,9 given in Eqs. (34-35), respectively. Actually,
we apply a stronger limit for the case of the masses of charged scalars since these, roughly
speaking, must be heavier than 80 GeV. As the constraints on λ7,8,9 strongly depend on the
VEVs, even in the case of |λ15| → 0, we estimate the lower bounds on λ7,8,9 using the VEVs
that satisfy the upper bound on the mixing angle between the two neutral gauge bosons in
the model and the lower bound on the mass of Z′ gauge boson. Doing that, we obtain the
lower bounds in Eq. (39).
Moreover, we find approximate formulas for the squared masses of the CP-even scalars
in the model. If the vρ ,vη  vχ hierarchy is satisfied (as assumed in this 3−3−1 model),
the squared masses of the CP-even scalars different from the Higgs boson are proportional
to v2χ , which allows us to find a 2% accurate formula for the Higgs squared mass, c.f. Eq.
(41). Using the fact that the Higgs mass must be mh = 125.18±0.16 GeV [64–67], we find
that λ5−λ4, λ6−λ4 and λ6−λ5 satisfy the ellipse or the hyperbola general equations with
coefficients determined by λ1,2,3,6,15 couplings. We outline the behaviour of such conics
for the case |λ15|  vη ,vρ in Fig. 6. In that case, they are centered at the origin and their
rotation angle strongly depends on λ6. Furthermore, we find equations for squared masses
of the other two CP-even scalars in terms of m2h and the trace and determinant of the Hessian
matrix, see Eq. (44). Because these squared masses are larger than m2h in our approach, their
positivity do not bring new constraints on λ couplings.
Although the objective of this paper is to derive tree level conditions for the quartic
couplings of the scalar potential coming from vacuum stability, the minimization of the
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scalar potential, the positivity of the squared masses of the extra scalars, the Higgs boson
mass, the Z′ gauge boson mass and its mixing angle with the SM Z boson in order to restrict
the parameter space, it is also interesting to comment some modifications coming from the
running of the coupling constants. Roughly speaking, we expect that major differences when
compared with the SM are due to the presence of new particles, such as heavy quarks and
leptons. For example, there are three additional quarks (an up-type quark and two down-type
quarks) which are assumed to have masses in the scale of the SU(3)L symmetry breaking,
i.e. 1− 10 TeV. For this reason, we expect that these quarks modify significantly the beta
functions of the quartic couplings that involve the χ scalar triplet because the Z2 symmetry
acting on χ , u4R and d4,5R fields makes these new quarks gain masses mainly through the
χ scalar triplet. Thus, the beta functions of λ4,5 are expected to receive large contributions
coming from the diagrams where the new quarks are running. However, other λ couplings
can receive some contributions from these quarks due to the mixings between scalar mass
eigenstates. Moreover, we expect that the beta function of the λ quartic couplings receive
several positive contributions from the one-loop diagrams with scalars running in them.
These positive contributions, roughly speaking, will reduce the allowed regions of the λ
couplings in a similar way as in the triplet and inverse seesaw models [80, 86]. Nevertheless,
in order to give a quantitative answer to this question all coupled one-loop renormalization
group equations must be carefully studied for this model.
Acknowledgements The authors are thankful for the support of FAPESP funding Grant No. 2014/19164-6.
B.L.S.V. also thanks DRCC/IFGW at UNICAMP for their kind hospitality. G.G. is supported by CNPq Grant
No. 141699/2016-7. C.E.A.S is grateful for the financial support of CNPq, under grant 159237/2015-7, and
to the Abdus Salam International Centre for Theoretical Physics for its kind hospitality. The authors thank
Renato M. Fonseca and Ana R. Romero Castellanos for useful discussions about the manuscript.
References
1. J. Schechter and J. W. F. Valle. Neutrino masses in SU(2)⊗U(1) theories. Phys. Rev.
D, 22:2227–2235, Nov 1980.
2. Valentina De Romeri, Enrique Fernandez-Martinez, Julia Gehrlein, Pedro A. N.
Machado, and Viviana Niro. Dark matter and the elusive Z′ in a dynamical Inverse
Seesaw scenario. JHEP, 2017(10):169, Oct 2017.
3. Salvador Centelles Chuliá, Rahul Srivastava, and José W F Valle. Seesaw roadmap to
neutrino mass and dark matter. Phys. Lett. B, 781:122–128, 2018.
4. Enrico Bertuzzo, Sudip Jana, Pedro A. N. Machado, and Renata Zukanovich Funchal.
Neutrino Masses and Mixings Dynamically Generated by a Light Dark Sector. Phys.
Lett., B791:210–214, 2019.
5. C. C. Nishi and B. L. Sánchez-Vega. Mu-tau reflection symmetry with a texture-zero.
JHEP, 01:068, 2017.
6. C. C. Nishi, B. L. Sánchez-Vega, and G. Souza Silva. µτ reflection symmetry with a
high scale texture-zero. JHEP, 09:042, 2018.
7. K. S. Babu, Ernest Ma, and J. W.F. Valle. Underlying A(4) symmetry for the neutrino
mass matrix and the quark mixing matrix. Phys. Lett. B, 552(3-4):207–213, Jan 2003.
8. Shivani Gupta, Anjan S. Joshipura, and Ketan M. Patel. Minimal extension of tribi-
maximal mixing and generalized Z2×Z2 symmetries. Phys. Rev. D, 85(3):031903, Feb
2012.
9. P. M. Ferreira, W. Grimus, L. Lavoura, and P. O. Ludl. Maximal CP violation in lepton
mixing from a model with ∆ (27) flavour symmetry. JHEP, 2012(9):128, sep 2012.
19
10. R. N. Mohapatra and C. C. Nishi. S4 flavored CP symmetry for neutrinos. Phys. Rev.
D, 86:073007, Oct 2012.
11. Gui-Jun Ding, Stephen F. King, Christoph Luhn, and Alexander J. Stuart. Spontaneous
CP violation from vacuum alignment in S4 models of leptons. JHEP, 2013(5):84, May
2013.
12. C. C. Nishi. New and trivial CP symmetry for extended A4 flavor. Phys. Rev. D,
93:093009, May 2016.
13. Peng Chen, Gui-Jun Ding, Felix Gonzalez-Canales, and J. W. F. Valle. Generalized
µ−τ reflection symmetry and leptonic CP violation. Phys. Lett., B753:644–652, 2016.
14. P. F. de Salas, D. V. Forero, C. A. Ternes, M. Tortola, and J. W. F. Valle. Status of neu-
trino oscillations 2018: 3σ hint for normal mass ordering and improved CP sensitivity.
Phys. Lett., B782:633–640, 2018.
15. F. Capozzi, E. Lisi, A. Marrone, and A. Palazzo. Current unknowns in the three neutrino
framework. Prog. Part. Nucl. Phys., 102:48–72, 2018.
16. Mario Reig, J. W. F. Valle, and C. A. Vaquera-Araujo. Unifying left-right symmetry
and 331 electroweak theories. Phys. Lett., B766:35–40, 2017.
17. A. Aghanim et al. Planck 2018 results. VI. Cosmological parameters.
arXiv:1807.06209v1, 2018.
18. Vanda Silveira and A. Zee. Scalar phantoms. Phys. Lett. B, 161B:136–140, 1985.
19. Lei Feng, Stefano Profumo, and Lorenzo Ubaldi. Closing in on singlet scalar dark
matter: LUX, invisible Higgs decays and gamma-ray lines. JHEP, 03:045, 2015.
20. Heinz Pagels and Joel R. Primack. Supersymmetry, cosmology, and new physics at
teraelectronvolt energies. Phys. Rev. Lett., 48:223–226, Jan 1982.
21. B. L. Sánchez-Vega and Ilya L Shapiro. The case of asymptotic supersymmetry. Mod.
Phys. Lett. A, 28(14):1350053, 2013.
22. J. C. Montero, V. Pleitez, B. L. Sánchez-Vega, and M. C. Rodriguez. Supersym-
metric U(1)Y ′ ⊗U(1)B−L extension of the Standard Model. Int. J. Mod. Phys. A,
32(16):1750093, 2017.
23. Thaisa C. da C. Guio and Ernany R. Schmitz. Dark matter in the KL moduli stabilization
scenario with SUSY breaking sector fromN = 1 SQCD. JHEP, 01:185, 2019.
24. Dan Hooper and Stefano Profumo. Dark matter and collider phenomenology of univer-
sal extra dimensions. Phys. Rep., 453(2):29 – 115, 2007.
25. Manfred Lindner, Daniel Schmidt, and Thomas Schwetz. Dark Matter and neutrino
masses from global U(1)B−L symmetry breaking. Phys. Lett. B, 705(4):324 – 330,
2011.
26. J. C. Montero and B. L. Sánchez-Vega. Neutrino masses and the scalar sector of a B−L
extension of the standard model. Phys. Rev. D, 84(5):053006, 2011.
27. B. L. Sánchez-Vega, J. C. Montero, and E. R. Schmitz. Complex Scalar DM in a B-L
Model. Phys. Rev., D90(5):055022, 2014.
28. B. L. Sánchez-Vega and E. R. Schmitz. Fermionic dark matter and neutrino masses in
aB−L model. Phys. Rev. D, 92:053007, Sep 2015.
29. R. D. Peccei and Helen R. Quinn. CP conservation in the presence of pseudoparticles.
Phys. Rev. Lett., 38:1440–1443, Jun 1977.
30. Steven Weinberg. A new light boson? Phys. Rev. Lett., 40:223–226, Jan 1978.
31. F. Wilczek. Problem of strong P and T invariance in the presence of instantons. Phys.
Rev. Lett., 40:279–282, Jan 1978.
32. Edward Witten. Some properties of O(32) superstrings. Phys. Lett. B, 149(4):351 –
356, 1984.
20
33. C. D. R. Carvajal, A. G. Dias, C. C. Nishi, and B. L. Sánchez-Vega. Axion like particles
and the inverse seesaw mechanism. JHEP, 2015(5):69, May 2015.
34. C. D. R. Carvajal, B. L. Sánchez-Vega, and O. Zapata. Linking axionlike dark matter
to neutrino masses. Phys. Rev. D, 96(11):115035, 2017.
35. J. C. Montero, Ana R. Romero Castellanos, and B. L. Sánchez-Vega. Axion dark matter
in a 3- 3- 1 model. Phys. Rev. D, 97(6):063015, 2018.
36. Gianfranco Bertone and Dan Hooper. A History of Dark Matter. Rev. Mod. Phys.,
90(4):045002, 2018.
37. B. L. Sánchez-Vega, E. R. Schmitz, and J. C. Montero. New constraints on the 3-3-1
model with right-handed neutrinos. Eur. Phys. J. C, 78(2):166, 2018.
38. Robert Foot, Hoang Ngoc Long, and Tuan A Tran. SU(3)L ⊗U(1)N and SU(4)L ⊗
U(1)N gauge models with right-handed neutrinos. Phys. Rev. D, 50(1):R34, 1994.
39. William A Ponce, Juan B Florez, and Luis A Sanchez. Analysis of SU(3)C⊗SU(3)L⊗
U(1)X local gauge theory. Int. J. Mod. Phys. A, 17(05):643–659, 2002.
40. P V Dong, Hoang Ngoc Long, and D V Soa. Neutrino masses in the economical 3-3-1
model. Phys. Rev. D, 75(7):073006, 2007.
41. J. C. Montero and B. L. Sánchez-Vega. Natural Peccei-Quinn symmetry in the 3-3-1
model with a minimal scalar sector. Phys. Rev. D, 84(5):055019, 2011.
42. L Clavelli and TC Yang. Conditions for an SUL(3)⊗U(1) gauge theory. Phys. Rev. D,
10(2):658, 1974.
43. Benjamin W Lee and Steven Weinberg. SU(3)⊗U(1) Gauge Theory of the Weak and
Electromagnetic Interactions. Phys. Rev. Lett., 38(22):1237, 1977.
44. Benjamin W Lee and Robert E Shrock. SU(3)⊗U(1) gauge theory of weak and elec-
tromagnetic interactions. Phys. Rev. D, 17(9):2410, 1978.
45. M Singer. SU(3)× U(1) theory of weak-electromagnetic interactions with charged-
boson mixing. Phys. Rev. D, 19(1):296, 1979.
46. Mark Singer, José W F Valle, and Joseph Schechter. Canonical neutral-current pre-
dictions from the weak-electromagnetic gauge group SU(3)×U(1). Phys. Rev. D,
22(3):738, 1980.
47. F Pisano and Vicente Pleitez. SU(3)⊗U(1) model for electroweak interactions. Phys.
Rev. D, 46(1):410, 1992.
48. Paul H Frampton. Chiral dilepton model and the flavor question. Phys. Rev. Lett.,
69(20):2889, 1992.
49. J C Montero, F Pisano, and V Pleitez. Neutral currents and Glashow-Iliopoulos-Maiani
mechanism in SU(3)L ⊗U(1)N models for electroweak interactions. Phys. Rev. D,
47(7):2918, 1993.
50. Emidio Gabrielli, Matti Heikinheimo, Kristjan Kannike, Antonio Racioppi, Martti
Raidal, and Christian Spethmann. Towards Completing the Standard Model: Vacuum
Stability, EWSB and Dark Matter. Phys. Rev., D89(1):015017, 2014.
51. Isabella Masina. The Higgs boson and Top quark masses as tests of Electroweak Vac-
uum Stability. Nucl. Phys. Proc. Suppl., 237-238:323–325, 2013.
52. Antipin, Oleg and Gillioz, Marc and Krog, Jens and Mølgaard, Esben and Sannino,
Francesco. Standard Model Vacuum Stability and Weyl Consistency Conditions. JHEP,
08:034, 2013.
53. Robert Foot, Oscar F Hernandez, F Pisano, and V Pleitez. Lepton masses in an
SU(3)L⊗U(1)N gauge model. Phys. Rev. D, 47(9):4158, 1993.
54. J K Mizukoshi, C A de S Pires, F S Queiroz, and P S Rodrigues da Silva. WIMPs in a
3-3-1 model with heavy Sterile neutrinos. Phys. Rev. D, 83(6):065024, 2011.
21
55. D Cogollo, Alma X Gonzalez-Morales, Farinaldo S Queiroz, and P Rebello Teles. Ex-
cluding the light dark matter window of a 331 model using LHC and direct dark matter
detection data. JCAP, 2014(11):002, 2014.
56. Alex G Dias, C A de S Pires, and P S Rodrigues da Silva. Naturally light right-handed
neutrinos in a 3–3–1 model. Phys. Lett. B, 628(1-2):85–92, 2005.
57. P V Dong, Tr T Huong, D T Huong, and Hoang Ngoc Long. Fermion masses in the
economical 3-3-1 model. Phys. Rev. D, 74(5):053003, 2006.
58. Richard W Cottle, GJ Habetler, and CE Lemke. On classes of copositive matrices.
Linear Algebra Appl., 3(3):295–310, 1970.
59. Wilfred Kaplan. A test for copositive matrices. Linear Algebra and its Applications,
313(1-3):203–206, 2000.
60. Jai Sam Kim. General method for analyzing Higgs potentials. Nucl. Phys. B,
196(2):285–300, 1982.
61. Kristjan Kannike. Vacuum stability of a general scalar potential of a few fields. Eur.
Phys. J. C, 76(6):324, 2016.
62. M Abud and G Sartori. The geometry of orbit-space and natural minima of Higgs
potentials. Phys. Lett. B, 104(2):147–152, 1981.
63. M Abud and G Sartori. The geometry of spontaneous symmetry breaking. Ann. Phys.,
150(2):307–372, 1983.
64. Georges Aad et al. Combined Measurement of the Higgs Boson Mass in pp Colli-
sions at
√
s = 7 and 8 TeV with the ATLAS and CMS Experiments. Phys. Rev. Lett.,
114:191803, 2015.
65. Albert M Sirunyan et al. Measurements of properties of the Higgs boson decaying into
the four-lepton final state in pp collisions at
√
s= 13 TeV. JHEP, 11:047, 2017.
66. Morad Aaboud et al. Measurement of the Higgs boson mass in the H→ ZZ∗→ 4` and
H → γγ channels with √s = 13 TeV pp collisions using the ATLAS detector. Phys.
Lett. B, 784:345–366, 2018.
67. Tanabashi, M et. al (Particle Data Group). APS: Review of Particle Physics. Phys. Rev.
D, 98:030001, 2018.
68. D Cogollo, H Diniz, CA De S. Pires, and PS Rodrigues da Silva. Fermion family
number and the Z−Z′ mixing in the 3−3−1 model with right-handed neutrinos. Mod.
Phys. Lett. A, 23(40):3405–3410, 2008.
69. J C Montero and B. L. Sánchez-Vega. Accidental symmetries and massless quarks in
the economical 3-3-1 model. Phys. Rev. D, 91(3):037302, 2015.
70. F. Pisano, D. Gomez Dumm, F. Pisano, and V. Pleitez. Flavor changing neutral currents
in SU(3)×U(1) models. Mod. Phys. Lett., A9:1609–1615, 1994.
71. William A Bardeen, Roberto D Peccei, and Tsutomu Yanagida. Constraints on variant
axion models. Nucl. Phys. B, 279(3-4):401–428, 1987.
72. Steven Frautschi and Jai Sam Kim. SU(5) Higgs problem with adjoint+vector represen-
tations. Nucl. Phys. B, 196(2):301–327, 1982.
73. Jai Sam Kim. SU(N) Higgs problem with adjoint representation, and Michel’s conjec-
ture. Nucl. Phys. B, 197(1):174–188, 1982.
74. Jai Sam Kim. Orbit spaces of low-dimensional representations of simple compact con-
nected Lie groups and extrema of a group-invariant scalar potential. J. Math. Phys.,
25(6):1694–1717, 1984.
75. Claudio Pita Ruiz. Álgebra lineal. McGraw-hill, 1991.
76. James J Callahan. Advanced calculus: a geometric view. Springer Science & Business
Media, 2010.
22
77. Kristjan Kannike. Vacuum stability conditions from copositivity criteria. Eur. Phys. J.
C, 72(7):2093, 2012.
78. Gengzhe Chang and Thomas W Sederberg. Nonnegative quadratic Bézier triangular
patches. Comput. Aided. Geom. D, 11(1):113–116, 1994.
79. Karl-Peter Hadeler. On copositive matrices. Linear Algebra and its Applications,
49:79–89, 1983.
80. Cesar Bonilla, Renato M. Fonseca, and J. W. F. Valle. Consistency of the triplet seesaw
model revisited. Phys. Rev. D, 92:075028, Oct 2015.
81. Hoang Ngoc Long et al. Atomic parity violation in Cesium and implications for the
3-3-1 models. Phys. Lett. B, 502(1-4):63–68, 2001.
82. A Carcamo, R Martinez, and F Ochoa. Z and Z′ decays with and without FCNC in 331
models. Phys. Rev. D, 73(3):035007, 2006.
83. Phung Van Dong and Hoang Ngoc Long. U(1)(Q) invariance and SU(3)(C) x SU(3)(L)
x U(1)(X) models with beta arbitrary. Eur. Phys. J. C, 42(3):325–329, 2005.
84. S. Schael et al. Precision electroweak measurements on the Z resonance. Phys. Rep.,
427:257–454, 2006.
85. Albert M Sirunyan et al. Combination of searches for heavy resonances decaying to
WW, WZ, ZZ, WH, and ZH boson pairs in protonproton collisions at
√
s = 8 and 13
TeV. Phys. Lett. B, 774:533–558, 2017.
86. Cesar Bonilla, Renato M. Fonseca, and J. W. F. Valle. Vacuum stability with sponta-
neous violation of lepton number. Phys. Lett., B756:345–349, 2016.
