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ABSTRACT
This paper presents a new approach to solving scattering of elastic waves in two di-
mensions. Wavefields are often expanded into an orthogonal set of basis functions.
Unfortunately, these expansions converge rather slowly for complex geometries. The
new approach enhances convergence by summing multiple expansions with different
centers of expansion. This allows irregularities of the boundary to be resolved locally
from a nearby center of expansion. Mathematically, the wavefields are expanded into
a set of non-orthogonal basis functions. The incident wavefield and the fields induced
by the scatterers are matched by evaluating the boundary conditions at discrete match-
ing points along the domain boundaries. Due to the non-orthogonal expansions, more
matching points are used than actually needed, resulting in an overdetermined system
which is solved in the least squares sense.
Since there are free parameters such as the location and number of expansion centers
as well as the kind and orders of expansion functions used, numerical experiments
are performed to measure the performance of different discretizations. An empirical
set of rules governing the choice of these parameters is found from these experiments.
The resulting algorithm is a general tool to solve relatively large and complex two-
dimensional scattering problems.
INTRODUCTION
In many areas of the world, the nature of the local geology hinders reflection seismic
exploration. Commonly, it is the presence of high-velocity layers in the near-subsurface
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which makes it difficult to image deeper reflectors. Examples of such geologies are lay-
ers of basalt, carbonates or permafrost. The P-wave penetration problem often seems
to -occur when these high velocity layers are juxtaposed against much lower velocity
materials. Reflections from depth are almost impossible to interpret on surface seismic
data acquired in this region. One reason is due to strong reverberations from energy
trapped in zones of lower velocity (Pujol et al., 1989). These reverberations may mask
any deeper reflections present in the data. Also, the waves transmitted through the high
velocity layer are subject to attenuation by wave a1?sorption or by scattering at hetero-
geneities (Wu and Aki, 1985). In addition to the P-wave problem, source-generated
noises such as surface waves, are strongly scattered, delayed by variable amounts and
rendered uncoherent. All this noise clouds the reflections sought even more (Pritchett,
1990). Mode conversion of both reflected and transmitted waves also becomes very
efficient in all these situations. Pujol (1989) and Papworth (1985) associated strong
S-wave arrivals with P-S conversion at basalt surfaces encountered in land surveys. Fi-
nally, in the near-subsurface or within waveguides such as the low velocity layer, body
waves convert to surface waves and vice versa. All these different mechanisms-render
the wavefields less coherent, generate additional 'noise' and amplify source-generated
noise effects.
Conoco, Inc. provided a data set acquired in West Texas over high-velocity carbonate
formations. As examples, two shot gathers are shown in Figures 1 and 2. Both records
are badly contaminated by 'noise'. The data processors found many problems associated
with backscattered Rayleigh waves. In this paper, we propose a numerical scheme to
study the effect of heterogeneities.
Various methods have been proposed assuming the medium consists of homogeneous
regions with sharp boundaries in between. Then, reflectivity (Muller, 1985; Kennett,
1983) and global matrix methods (Chin et al., 1984) are routinely used for planarly or
cylindrically layered media. For laterally heterogeneous media, numerical integration
over wavenumber can be used (Bouchon and Aki, 1977; Haartsen et aI., 1994).
The classical eigenfunction expansion (SMP) (Morse and Feshbach, 1953) allows
the analysis of simple shapes only, such as circular or elliptical cylinders, where the
eigenfunctions are known (Bowman et al., 1969; Pao and Mow, 1973). Methods based
on the perturbation of a prescribed geometry, such as the T-matrix method (Waterman,
1976; Bostrom, 1980) work extremely well for certain geometries but are harder to apply
efficiently in general situations such as slender scattering objects (Lakhtakia et al., 1984).
The method we present is a derivative of boundary element methods (BEM) (Brebbia
and Dominguez, 1989). It was first presented as a more general approach for electromag-
netic scattering (Ballisti and Hafner, 1983; Hafner, 1990) and later adapted to acoustic
scattering problems (Imhof, 1995a). In contrast to more traditional approaches, the
wavefields are expanded into a set of non-orthogonal and non-complete basis functions.
Actually, non-complete basis functions are not a new concept since, for numerical and
computational reasons, we can never use an infinite number of basis functions. But, the
simultaneous use of a non-orthogonal expansion allows us to reduce truncation errors
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(Hafner, 1993).
To solve for the unknown weighting coefficients of the basis functions, discrete match-
ing points are chosen along the boundary of the scattering object. In the elastic case,
each matching point provides four boundary conditions and thus four equations involv-
ing the unknowns. Because the expansion is non-orthogonal, we need more equations
than unknowns, thus building an overdetermined matrix system and solving it in the
least-squares sense. Mathematically speaking, we search for the set of weighting co-
efficients which solves the problem at han<L "best" employing the expansions chosen.
In fact, we build a model for the wavefields and invert for the "optimal" set of pa-
rameters. There will always be an error in the boundary conditions at each matching
point, although on average these errors are small. Furthermore, the fields in between
matching points are forced to be smooth, such that no wild jumps or oscillations can
occur. Thus, as an added bonus, we control the behavior of the expansions in between
matching points where we have no control using traditional methods. Also, this allows
us to see in which parts of the boundary the chosen expansions can solve the problem
and where they need further refinement.
The method is well-suited for solving scattering from either one scatterer alone or
between multiple scatterers. Each scatterer consists of a homogeneous and bounded
region embedded in a homogeneous and unbounded background. Applications of the
problems posed can be found in geophysical exploration or earthquake engineering,
ultrasonic nondestructive testing and medial imaging or underwater acoustics. The
computer runtime and the memory requirements are functions of the interface area of
the embedded scatterers. Due to its close relationship with other matrix methods such
as finite elements, a hybridized scheme (Imhof, 1995b) can be devised easily, which
allows one to embed heterogeneous scatterers in a homogeneous background.
This paper is structured as follows: First, we adapt the method from acoustical
(Imhof, 1995a) to elastic scattering. Then we present results from several calculations
and compare them to solutions obtained by the finite difference method and the classical
eigenfunction expansion. We show how different discretizations affect the resulting
solutions. Finally, we compile these findings into an empirical set of rules which allows
us to set up a problem in a fashion which yields satisfactory results without having to
resort to a trial and error approach.
THEORETICAL BACKGROUND
We model how an incident wavefield uinc(x, w)eiwt scatters from an object. The situation
is depicted in Figure 3. For simplicity sake, we will suppress the harmonic time factor
e
iwt in all the following expressions. Superscripts will denote the region to which a
material property or field belongs to, and, to distinguish different regions or domains,
we will use the symbol rd The boundary between the two regions rO and r l will be
denoted by erOl . Also, the homogeneous and unbounded region rO will often be called
the 'background'. All other regions r d where dolO are homogeneous, but bounded.
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(1)
They will be called 'scatterers'.
In the frequency domain, the displacement u(», w) of an elastic P-SV wave travelling
in a two-dimensional, homogeneous medium is described by (Pao and Mow, 1973)
1 1
- \7\7 . u - - \7 x \7 x u + u = 0k2 [2
where we defined the wave vectors k = w/ CY. and I = w/ /3 for a particular frequency w
and the propagation velocities CY. = V)..+2/1/p and /3 = V/1/P' The parameters P,)..
and /1 denote the density and the Lame parameters'of the medium, respectively.
In a local cylindrical coordinate system (r, 8, y) centered at a point x p (Figure 4),
the strains due to a displacement u are expressed as (Pao and Mow, 1973)
OUr (2a)Err =
or
OUB OUr (2b)Eoe = 08 + or
ErO = EOr ~ Uour + OUu- _ UB). (2c)2r08 or r
All other components are zero since they involve the u y component or cross-derivatives
with respect to y. The stresses are linearly related to the strains by (Pao and Mow,
1973)
(3)p,qE{r,8}.whereU pq = )..opq L €kk + 2/1€pq
k
A displacement field uinc(x) incid( nt on the scatterer will induce two scattered fields:
uO(x,w) outside the scattering object and u1(x,w) on the inside. The displacements
and stresses inside and outside the scatterer are related by the boundary conditions.
For the problem posed, these conditions are continuity of displacement and stresses in
both normal and tangential directions. We define the normal iI to point from medium
rO into medium r1, as depicted in Figure 4. Using the subscripts nand t to denote the
normal and tangential direction, we write
u
O + u inc u1 (4a)n n n
u~ + u:nc = u1 (4b)t
aD + (Tine
=
1 (4c)nn nn Unn
aD + (Tine
=
1 (4d)nt nt U nt
Since we express the displacements and stresses in a local cylindrical coordinate
system (r,8,y), but want to specify the boundary in a local cartesian system (n,t,y),
we have to use the rotation matrix M to transform the individual components
Unty = M· ur()y
Unty = M· UrBy' M T
(5)
(6)
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where the rotation matrix M is defined by the unit vectors r, ii, ft and t.
Instead of using the displacement u(x, w) directly, we break it into two parts
u(x,w) = Y'\f!(x,w),01- '17 x {w(x,w)y}
(7)
(8)
using the scalar potentials \f!(x,w) and w(x,w). Then, equation (1) separates into two
independent Helmholtz equations:
('172 + k2) \f!(x,w) = 0
('172 + 12) w(x,w) = 0
(9a)
(9b)
Therefore, we replace the induced displac'ement fields uO(x, w) and u1(x, w) by
the potentials \f!°(x,w), WO(x,w), \f!l(x,w) and w1(x,w). Similar to the acoustic case
(Imhof, 1995a), we expand the potential fields as:
P +N
\f!d(x,w) = L L a~n4>~n(x,x~,kd,w)
p=l n=-N
P +N
wd(x,w) = L L b~n1/J~n(x,x~,ld,w)
p=ln=-N
(lOa)
(lOb)
where 4>~n(x, x~, kd,w) and 1/J~n(x, x~, Id,w) are solutions to either Helmholtz equa-
tion (9a) or (9b), respectively. The error terms e:l, and ei are included not only because
the series are truncated after ±N terms, but also because an expansion of this form is
mathematically non-orthogonal.
An expansion of the form (lOa) or (lOb) is known as a multiple multipole (MMP)
expansion (Ballisti and Hafner, 1983; Hafner, 1990). Setting P to one yields the classical
eigenfunction (SMP) expansion (Morse and Feshbach, 1953). In the background region
rO, we choose propagating waves (Morse and Feshbach, 1953) involving the Hankel
solutions H~I einO as expansion functions 4>gn and 1/Jgn:
4>gn(x, xg, kO, W)
1/Jgn(X, xg, 1°, W)
= H~I (kO Ix - xgl) einO
HI~I (1° Ix - xgl) einO
(lla)
(llb)
where the expression xg denotes the pth center of expansion for \f!°(x,w) and WO(x,w).
The expansion centers xg have to be positioned inside the scatterer r 1 to avoid the
singularity of the Hankel functions (Morse and Feshbach, 1953; Imhof, 1995a).
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However, there are two possible choices for the expansions of the fields \l!l(x,w) and
iJ!1(x,w) inside the finite scatterer r l . First, w~ can place the expansion centers x~
inside the scatterer (x~ E r l ) and use expansions involving the Bessel solutions J1nl eine
which correspond to standing waves (Morse and Feshbach, 1953).
:..- .~
if Xl E r lp
if x~ E r l .
(12a)
(12b)
Second, we can place the expansion centers x~ into the background (x~ E rO) and use
propagating waves HI~I eine involving the Hankel functions of the first kind.
if Xl E r Op
ifx~ E rOo
(13a)
. (13b)
These expansions represent waves propagating from the expansion center toward the
scatterer (Morse and Feshbach, 1953). Inside the scatterer, we need waves propagating
in all directions. Thus, expansion centers have to be placed all around the scatterer
to "illuminate" the region r l from all sides. To emphasize the difference between the
expansions (12) and (13), if the expansion center x~ is placed inside the scatterer r l , we
have to use the expansions (12) by superposing Bessel solutions Jlnl eine corresponding
to standing waves. Contrary to the propagatory Hankel solutions HI~I eine , the Bessel
solutions do not have a singularity and may therefore be evaluated at their origins.
Because the singularities of the Hankel solutions represent sources, the Hankel solutions
may never be used to expand wavefields in a domain in which their expansion center
x p , and thus their singularity, is located. By definition, the only source in the problem
posed is the incident field u inc. However, if the expansion center x~ is located outside
the scatterer, then we should use the expansions (13) with the Hankel solutions HI~I eine
representing wavefields emanating from expansion center x~ propagating through the
scatterer. The singularities pose no problem anymore since they are not located in the
domain r l and so never contribute. Figure 5 illustrates this subtlety.
. We solve for the unknown coefficients a~n and b~n by enforcing the boundary condi-
tions (4a) - (4d) on M discrete matching points X m along the domain boundary arO!.
Since we have four boundary conditions, each matching point also provides four rows
of the resulting linear matrix system. Altogether, we have 4J = 2 . 2 . P . (2N + 1)
unknown coefficients a~n, b~n' To simplify the notation, we eliminate an index by se-
quentially renumbering the double-indexed expansion functions </J~n(x,x~, kd,w) and
the coefficients a~n> which results in </Jj(x, xj, kd,w) and aj, respectively. Similarly,
#n (x, x~, ld, w) and b~n reduce to 7/Jj(x, xj, ld, w) and bj, respectively. Combining all
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together, we have to solve a matrix system of the form
(=:? =:? :r :r) ~(:~ ) (:~) + (:~ )-ep~n -W~n ep~n W~n a (Tnn e nn-iP~t - \[I~t iP;, \[I;t 4Mx4J b i 4J Un' 4M ent 4M
(14)
where the submatrices iP~ and \[I~ denote the normal displacements Un at the matching
points due to </>1 and 1/J1, respectively. The submatrices iPf and \[If are the same except
for the tangential component u, of the displacement. The submatrices iP~n and \[I~n
contain the normal stresses <Tnn , while iP~t and \[I~, contain the tangential stresses <Tnt.
Defining the matching points by their location X m, we evaluate these submatrices
as
[<I>~,mj] = un (</>1(xm))
[<I>f,mj] = u,(</>1(xm))
[<I>~n,mj] = <Tnn (</>1(Xm))
[<I>~"mj] = <Tn ,(4)1(Xm ))
[w~,mj] = Un (1/J1(xm))
[wf,mj] = Ut (1/J1(xm))
[W~n,mj] = <Tnn (1/J1(Xm))
[W~t,mj] = <Tnt (1/J1(xm))
(15a)
(15b)
(15c)
(15d)
where we used the index m E {I, ... ,M} to denote the matching points X m, the in-
dex j E {I, ... , J} for the expansion functions </>1, 1/J1 and the index d E {G, I} for
the domain. The expression Un (</>1(xm)) represents the normal displacement due to
the expansion function </>1 evaluated at the matching point X m. The others are to be
interpreted similarly.
The vectors aD, bO, at, and b i in equation (14) contain the unknown coefficients a1,
b}, a}, b} for the expansion functions </>J, 1/JJ, </>}, and 1/J}, respectively. The vectors Un,
u" Unn , and Unt hold the normal and tangential displacements as well as normal and
tangential stresses at the M matching points due to the incident field u ine .
[Un,m] = 'l.{,~nc(xm)
[ann,m] = (T~~C(xm)
[Ut,m] = uine(xm)
[Unt,m] = a:C(xm)
(16a)
(16b)
Finally, the matrix equation (14) contains the residual vectors en, et, enn , en' with the
misfit of the boundary conditions at the individual matching points.
The extension to multiple scattering objects is straightforward and follows exactly
the acoustic case (Imhof, 1995a). Assuming that the scatterers do not intersect, an
MMP expansion has to be set up from each scatterer d E {I, ... ,D}. Thus for the
fields in the background domain rO, we obtain
d p n
<I>°(x, w) = ~~~ a;n</>;n(x,x;, kO,w) +4 (17a)
d p n
WO(x,w) = ~~~ b;n1/J;n(x,x;, ZO,w) +e~ (17b)
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where x; denotes the centers for the expansions of q,O(x,w) and 1J!°(x,w). The ex-
pansion centers x; have to be positioned inside the scatterer r d to avoid the effect of
the singularity of the Hankel functions. The fields inside the scatterers r d can still be
expressed by (10).
NUMERICAL RESULTS
To obtain a seismogram in the domain d E {O, 1}, we must evaluate the Fourier integral
(18)
where
p n
Ud(x,w) = 00d uinc(x,w) + L2::>;n' \1¢;n(x,x;,kd,w) +b;n' \1 x {1,b;n(x,x;,ld,w)Y.}
. . (19)
To perform the operation, one needs to move the singularities of Ud(x, w) off the real
w axis. This may be done by adding a small imaginary component WI to the frequency
(Bouchon and Aki, 1977).
w = WR +iWI where WI> O. (20)
The singularities in Ud(x, w) correspond to resonances, surface modes and creeping
waves induced by the scatterers. The use of the complex frequency has the effect of
smoothing the spectrum and enhancing the first motions relative to later arrivals. This
attenuating effect of the imaginary frequency component can be removed from the final
time domain solution by a multiplication with eW1t .
(21)
Due to the complex frequency, the Bessel and Hankel functions have to be evaluated
with a complex argument (Abramowitz and Stegun, 1964; Amos, 1986). In practice, the
integral is approximated by a discrete Fourier transformation (DFT). Its use will result
in aliasing in the time-domain due to the periodicity in time and frequency as implied
by the DFT (Brigham, 1988). Again, this effect can be reduced by the small imaginary
part WI which attenuates disturbances not belonging to the time window of interest.
The matrix system is solved by QR decomposition using Givens rotations (Wilkin-
son, 1988) which allows one to build the matrix system row by row while storing only a
triangular matrix with dimensions of the number of unknowns in the computer memory
(George and Heath, 1980). Since we want to calculate synthetic seismograms using
the frequency domain method, we have to solve the scattering problem for a range of
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frequencies and later apply a Fourier transformation to obtain the seismograms. All
these problems can be solved independently of each other. Consequently, the algorithm
is implemented on an nCUBE2 parallel computer where each processor will calculate a
few frequencies.
We now show how the method performs solving a simple problem using different
ways to discretize it. For the sake of simplicity, the incident field u inc is an explosive
line source modulated with a Ricker pulse (Hosken, 1988) of 50 Hz center frequency.
Altogether, 64 receivers will measure the uz_component of the total field uO(x, t) in the
background. .
The rather generic scatterer is shown in Figure 6. Its size is roughly 240 m in
length and 50 m in thickness. The density and velocities in the background are pO =
2000 kg/m3 , aD = 2000 mls and f30 = 1155 mis, respectively. In the scatterer, the
density and velocities are pI = 2500 kg/m3 , a 1 = 3000 mls and f31 = 1732 m/s. Thus,
the Poisson's ratio is the same for both regions (0- = 0.25). The center frequency of
50Hz yields an incident wavelength of 40 m which roughly equals the thickness of the
scatterer.
In order to have a reference seismogram in which to compare the different MMP
solutions, we calculate the solution using a finite difference (FD) method (Kelly et al.,
1976; Peng and Toksiiz, 1994). The resulting reference seismogram is shown in Figure 7.
As a measure of how well the MMP seismogram u~MP(r, t) correlates with the FD
reference seismogram u;D(r, t), we define the root mean square error (RMSE) and
the relative root mean square error (RRMSE). The RMSE is defined by the squared
difference between the two seismograms
RMSE= ~
vRT
R T 2L L {u~MP(r, t) - ufD(r, t)}
r=lt=l
(22a)
where uz(r, t) denotes the vertical displacement measured at recorder r at time sample
t. R = 64 is the number of recorders and T = 256 is the total number of time samples.
The RRMSE is defined by the squared relative difference between the two seismograms
RRMSE = ;."
vN'
(22b)
where we drop terms for which ~lu~MP(r',t')1 + ~lu;D(r',t')1 is below 50dB relative
to its maximum value. N' is simply the number of terms above the threshold. The
use of the threshold prevents the RRMSE from being dominated by minute amplitudes
while still accounting for smaller, yet visible features in the seismograms.
MMP Versus the Finite Difference Reference Solution
As a first example, we present both a solution obtained by MMP expansions and the
reference solution as obtained by finite differences. For the finite difference case, we used
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a grid spacing of 1 m and a grid of 750 by 750 points. The grid dimensions are larger
than needed to prevent reflections from imperfectlY absorbing boundaries to reach the
receivers. The timestep used is 0.05 ms. The runtime on an nCUBE2 using 64 nodes
was 23 minutes. The seismogram calculated by finite differences is shown in Figure 7.
For the MMP expansion, we used a total of 256 expansion functions, 128 matching
points, 8 expansion centers and 64 frequencies. The resulting runtime on an nCUBE2,
again using 64 nodes, was 12 minutes. Figure 8 shows the seismogram calculated using
the MMP expansion. The two methods yield the same result. As can be seen, they
agree very well in both traveltimes and phases. To facilitate the comparison, we placed 5
receivers inside the scatterer and positioned 9 additional receivers around the scatterer.
The exact geometry is presented in Table (1) and depicted in Figure 9. The normalized
traces for both the FD and MMP solutions are overlaid in Figure 10. For all receiver
positions, the two solutions match perfectly even for small amplitudes.
Effect of the Number of Expansion Functions
As a second experiment, we study how the number of expansion functions affects the so-
lutions obtained. We start with a total of 32 expansion functions located at 8 expansion
centers. Thus, we have one monopole for each potential and each region at every expan-
sion center. We calculate the resulting seismogram and estimate the resulting RMSE
and RRMSE. Then, we double the number of expansion functions per expansion center,
calculate the seismograms anew, estimate the RMSE, estimate the RRMSE, and so on,
until a total of 4048 expansion functions are used. The number of matching points is
kept constant at M = 2048 while the number of expansion centers is kept constant at
P = 8. Figure 11 shows the resulting RMSE and RRMSE as functions of the total
number of expansion functions used. A first observation is that 256 expansion functions
seem to be the critical amount. Using fewer expansion functions yields solutions that
cannot capture important features of the true seismogram; hence, the solutions do not
converge. Figure 12 shows a seismogram which is typical for an unconverged solution.
The seismogram was obtained with only 64 expansion functions. For more than 256 ex-
pansion functions, we have convergence where both RMSE and RRMSE decrease slowly
with an increasing number of expansions functions. As a reminder, the well-converged
MMP solution presented in Figures 8 and 10 was also calculated with 256 expansion
functions and 8 expansion centers.
MMP versus SMP Expansion
The next numerical experiment performed shows the enhanced convergence of the MMP
expansion compared to the classical eigenfunction expansion (SMP). As mentioned pre-
viously, the SMP expansion corresponds to using only one expansion center in (lOa)
or (lOb). We perform the same experiment as before but use only one expansion cen-
ter. Again, we start with one expansion function per domain and scalar potentials <I>
and W, which yield 4 expansion functions altogether. We calculate the resulting seis-
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mograms and estimate the RMSE and RRMSE. The resulting seismogram is shown
in Figure 13. The seismogram is clean e!1ough to be mistaken as correct but has no
resemblance with the correct solution shown in Figure 7. Then we double the number
of expansion functions per expansion center, calculate the seismograms, estimate the
RMSE, the RRMSE, and so on. The number of matching points is again kept con-
stant at M = 2048. Figure 11 shows the resulting RMSE and RRMSE as functions
of the total number of expansion functions used. We notice that the MMP expansion
using 8 expansion centers always performs ~etter than the classical SMP. In addition,
using more than 256 expansion functions in the SMP expansion yields no useful results.
The solutions obtained begin to diverge rapidly. This is an effect due to the expansion
functions of higher-order violating the sampling condition (Hafner, 1990; Imhof, 1995a).
The maximum order N max of a multipole is given by the largest angle <pmax between
any two adjacent matching point.s and the location of the multipole:
N max < _7T_.
i.pmax (23)
The increased error in the SMP expansion between 16 and 64 expansion functions is an
effect of the error measures (22) which are strongly affected by phase shifts. Contrary
to the MMP expansion, an SMP expansion cannot solve the problem posed in Figure 7.
Effect of Number and Location of Expansion Centers
The next numerical experiment is to examine the importance and effect of the number,
location and distribution of the expansion centers. As mentioned above, we have the
choice of placing the expansion centers for the oIll (x, w) and \iiI (x, w) fields either in or
outside the scatterer, and thus expanding either into standing waves Jlnl(kr)einO or into
propagating waves HI~I (kr) einO . We will use both to study the difference.
We calculate the solutions for a range of expansion centers while keeping the total
number of expansion functions constant at 256. Also, the number of matching points is
kept constant at 256. Thus, the overall computational effort to calculate one seismogram
is kept constant. The resulting RMSE and RRMSE are shown in Figure 14. It is
surprising how broad the 'D'-shaped, minimal-error region is. The whole range from 5
to 15 expansion centers seems to converge. Indeed, the minimal RMSE and RRMSE
obtained by 11 expansion centers are only slightly better than any other discretization
employing 5 to 15 centers. Remarkably, MMP expansions are very insensitive to the
actual discretization used! Neither the number of expansion centers nor the kind of
expansions changes the RMSE or RRMSE by much, although the use of HI~I(kr) einO
produces smoother RMSE and RRMSE curves.
The pathological case with 23 expansion centers shows that the errors increase dra-
matically when too many expansion centers are used. In this particular case, the expan-
sion centers are separated by only a quarter of the dominant wavelength. The different
expansion functions begin to interact by approximating higher order solutions to the
wave equation. It is well-known that two monopoles of opposite sign placed closely
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together are equivalent to a dipole (Morse and Feshbach, 1953). Thus, the matrix sys-
tem becomes badly conditioned since each expansion center could be replaced by the
adjacent ones. Moreover, we add more similar equations to the matrix system which
renders it more ill-conditioned.
For comparison, we also use a simple boundary element (BEM) discretization with
the same number of matching points and expansion functions. Along the boundary in
between matching points, we place rotational and compressional monopole sources. As
in the MMP cases, we use point matching and so!ve the system in the least-squares
sense. The resulting large RMSE and RRMSE indicate that the seismogram obtained
is not correct. Indeed, it contains mainly the reflections from the top of the scatterer.
Reflections from the bottom as well as internal multiple scattered phases are mostly
missing.
Effect of the Number of Matching Points
The final numerical experiment examines how the number of matching points affe.cts the
solutions. Actually, the ratio between the total number of equations in the matrix system
and the number of expansion functions used-not the number of matching points-is
the important parameter. In accordance with the earlier experiments, we choose 11
expansion centers and keep the number of expansion functions constant at 256. Since
each matching point provides 4 equations (one for each boundary condition), we start
out with 64 matching points along the boundary which provide 256 equations altogether.
We calculate the resulting seismogram, estimate the RMSE and RRMSE, double the
number of matching points, and so on. Figure 15 shows the resulting errors against the
number of equations per expansion fU'lction. Since the expansion is non-orthogonal, it
is not surprising that we get large errors when we use as many equations as we have
unknowns. Using twice as many equations as unknowns provides the optimal result.
Afterwards, the more equations we add, the more the RMSE and RRMSE increase
because the matrix system becomes more ill-conditioned with each additional equation
we add. The result is more errors due to roundoff and other numerical effects.
Using twice as many equations as unknowns yields a distance of 4 m between match-
ing points. This spacing corresponds to 10 matching points per dominant wavelength
of 40 m. Assuming that the highest frequency in the propagating seismic Ricker pulse is
3 times the center frequency of 50 Hz (Hosken, 1988), the boundary is sampled with 3
matching points per wavelength for the highest frequency. The sampling theorem which
states that the boundary has to be sampled at least twice per wavelength to prevent
aliasing (Bouchon and Aki, 1977), is just satisfied. Thus, it is also theoretically justified
to use about 10 matching points per dominant wavelength.
DISCUSSION AND CONCLUSIONS
Combining these numerical experiments with prior experiences with electromagnetic
(Hafner, 1990) and acoustical MMP methods (Imhof, 1995a), we obtain a set of empirical
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rules on how to discretize elastic scattering problems. A very important parameter is
the radius of greatest influence of a multipole which is v'2 times the distance between
the center of expansion and the closest matching point.
• The radius of greatest influence should be on the order of the dominant wavelength.
• No expansion center should be within the radius of greatest influence of any other
expansion center.
• There should be "" 10 matching points· per dominant wavelength
• There has to be at least half a matching point per expansion function or similarly
two equations per expansion function.
• The maximum order N of a multipole is given by the sampling theorem: N <
1f/'Pmax where 'P max is the maximal angle 'P under which two adjacent matching
points located within the radius of greatest influence are seen by the respective
multipole.
• Expansions of the form HI~I (kr) einO should not be used for the region where
their expansion center x p is located. Expansions of the form Jlnl (kr) einO should
only be used for bounded domains. The expansion center xp has to be located
inside this region.
The above rules, except the last one, are general guidelines, but adhering to them
generally yields satisfactory results. As the numerical experiments show, all parameters
can be varied by large amounts while only perturbing the resulting solution. The MMP
method is not very sensitive to the actual discretization used.
We showed that the MMP expansion converges faster than the classical multipole
or simple boundary element expansions for complex scattering geometries. The method
can solve scattering problems involving harmonic sources by using Fourier synthesis
to calculate seismograms. For a homogeneous scatterer embedded in a homogeneous
background, we found the MMP expansions yield the same degree of accuracy as the
finite difference method. For the MMP method, the computational effort is related
to the interface area of the embedded scatterers and thus to the number of expansion
functions and matching points needed. For the FD method, the computational effort
relates to the volume containing the sources, receivers and scatterers. For problems
where the distances between sources, receivers and scatterers are large, MMP expansions
are competitive. Also, due to its spectral nature, attenuation can easily be accounted
for. For problems where heterogeneous scatterers are embedded in a homogeneous
background, hybridized schemes with finite elements can be devised (Imhof, 1995b).
In conclusion, the MMP method is well-suited for a large range of scattering problems
since both acoustic and elastic media with different boundary conditions (fluid-fluid,
fluid-elastic, elastic-elastic and others) can be treated exactly the same way in this
algorithm.
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Receiver x ; Comments
1 -70.0 0.0 incident field does not contribute
2 70.0 0.0 incident field does not contribute
3 70.0 -200.0
4 0.0 -200.0
5 -70.0 -200.0
6 -110.0 -110.0 inside scatterer
7 -50.0 -100.0 inside scatterer
8 0.0 -100.0 inside scatterer
9 50.0 -100.0 inside scatterer
10 105.0 -110.0 inside scatterer
11 -150.0 -200.0
12 150.0 -200.0
13 -150.0 200.0
14 150.0 200.0
Table 1: Locations of the receivers used in the comparison of the MMP solution to the
FD solution. The source location is the origin of the coordinate system used.
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Figure 1: The first 1.5 s of a seismogram shot with the source located in a valley.
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Figure 2: The first 1.5 s of a seismogram shot with the source on top of a mesa at station
1153.
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Domain rO
uO (aO ~O po).O ~O)
Figure 3: Schematic representation of the scattering experiment. An incident field
uinc(x, w) illuminates a bounded two-dimensional inhomogeneity which induces a scat-
tered field uO(x,w) in the background medium (exo,{30,pO) as well as a field ul(x,w) in
the scatterer itself (exl , (31, pI).
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Figure 4: Schematic of the coordinate systems used. In addition to the global cartesian
coordinate frame (x, z, y), local cylindrical systems (r, e, y) and local cartesian systems
(n, t, y) are used. The cylindrical coordinate systems (T, e, y) have their origins at the
expansion centers x p (triangles) and are used to express the expansion functions 1>~n and
1/4n- The boundary r OJ between the scatterer and background is defined by discrete
matching points (squares) located at X m , where the normal fi and the tangential t
directions are specified. The normal direction fi is defined to point from the background
rO into the scatterer r1. The boundary conditions are expressed in the local systems
(n, t, y).
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.pO L L aD H(Oj (k01'O)ein8pn Inl p
WO
-
L L bO H(Oj (I01'O)ein8pn Inl p
.pI LLal J (kl1'l)ein8pn Inl p
WI
-
LLbl J (1I 1' l)ein8pn Inl p
.pO L L aO H(Oj (k01'O)ein8pn Inl p
WO
-
L L bO H(Oj (l01'O)ein8pn Inl p
.pI
-
L L a1 H(O) (k1r 1)ein8pn Inl p
WI
-
L L b1 H(O) (lI 1'l )ein8pn Inl p
Figure 5: Basis functions can either contain Hankel solutions Hn ein8 or Bessel solutions
I n ein8 . If the same expansion center x~ = x~ is to be used for both ¢~ and ¢~,
the inside field .po has to be expanded using the Bessel solutions I n ein9 representing
standing waves. If the inside and the outside scattered field are represented by Hankel
solutions Hn ein9 , different expansion centers x~ and x~ have to be used. Expansion
centers are depicted by a triangle.
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line source 64 receivers -> -(-
. 5m
u Inc (x , (0)
75m
50m
230m
Figure 6: Generic scatterer used for numerical experiments. The scatterer is illumi-
nated by an explosive line source modulated by a Ricker pulse of 50Hz center frequency.
The density and the velocities in the background domain rO are p = 2000 kg/m3 ,
0,0 = 2000 m/s and (30 = 1155 m/s. Density and velocities in the scatterer r 1 are
p = 2500 kg/m3, 00 1 = 3000 m/s and (31 = 1732 m/s. The Poisson's ratio is the same for
both regions (u = 0.25).
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175.0
200.0
Figure 7: The seismogram of the model shown in Figure 6 calculated using a finite
difference method. This seismogram is used as a reference to compare those calculated
with different MMP discretizations.
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Figure 8: The seismogram of the model shown in Figure 6 calculated using the MMP
algorithm. Altogether, 256 expansion functions, 8 expansion centers, 128 matching
points and 64 frequencies were used. As can be seen, the MMP solution agrees very
well with the finite difference reference seismogram shown in Figure 7.
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Figure 9: Locations ofthe source (star) and the receivers (triangles) used for comparison
between the MMP and FD solutions as presented in Figure 10.
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Figure 10: Comparison of the MMP solution (solid line) with the FD solution (boxed).
The exact location of the receivers is given in Table (1) and Figure 9. Receivers 1, 2,
13 and 14 are above the scatterer; 6, 7, 8, 9, and 10 are in the scatterer; and 3, 4, 5, 11,
and 12 are below the scatterer.
13-26
Multiple Multipole Expansions for Elastic Scattering
RMSE & RRMSE V5. Total Number of Expansion Functions
1. 4 ,---,-------,r------,--.....,-----,----,---=--,-----r---,----,-----,
1.2
1
0.8
0.6
0.4
0.2
-".
RMSE 8MP
RRMSE 8MP
RMSE MMP
RRMSE MMP
I'J
:,-"" \:..,
.0'
1 Expansion Center ~
1 Expansion Center -8-'
B Expansion Centers ~
8 Expansion Centers -b--
"4,., 'B'-'-'--'-~
'",
A --·A__ •... __ '.A-"-- A
oL-_----'-__--'--__..L.-__l.-_----'-__--'--__..L.-__.l.-_----'__---'-__.J
4 8 16 32 64 128 256
Number of Expansion Functions
512 1024 2048
Figure 11: Comparison between the traditional eigenfunction expansion SMP (boxes)
and the MMP expansion (triangles). Shown is how the total number of expansion
functions affects the RMSE (solid) and RRMSE (dashed) compared to the FD reference
solution. For 256 and more expansion functions, the MMP expansion converge. The
SMP actually never converges since it violates the sampling condition for more than
256 expansion functions.
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Figure 12: The seismogram for the case where 64 expansion functions are used. The
seismogram is very noisy, Some of the prominent features in Figure 7 begin to show
up, but the expansions have not yet converged. More terms have to be used to obtain
convergence.
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0.0 II
25.0
200.0 II 'I!I I II II I I i I!225.0 -H-++tt1+I-H-1H-H+H+t+++tt1+H-H+H-t+t+H+t+
1
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I I250.0 -H--I-!,-t+t++t+t+t1+H,+t+++tt1+H-HH-H-t+t,,+,H+H-H-t+t,++t++tt1+H+f-t+l-
Figure 13: The seismogram for the case where only 4 expansion functions are used.
Clearly, no self-interaction of the scattered wavefields is possible. Unfortunately, the
seismogram is clean enough to be mistaken as correct.
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RMSE & RRMSE vs. Number of Expansion Centers
RMSE MMP Expans on using In ~
RRMSE MMP Expans on using In _6-_.
RMSE MMP Expans on using Hn ~
RRMSE MMP Expans on using Hn -E}"
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Figure 14: Effect of the number and location of expansion centers. The total number
of expansion functions is kept constant at 256 while the number of expansion centers
is varied from 1 up to 23. Expansions using the same expansion centers x~ E r 1 for
<1,0, 'ljJ0, <Ii, 'ljJl, and thus Bessel functions I n , as well as expansions using expansion centers
xg E r 1for </>0, 'ljJ0 and xi; E rO for </>1, 'ljJl, and thus Hankel functions H n , are tested. The
difference between these two kinds of expansions is rather small. Placing all expansion
centers onto the boundary and using only the terms of oth order corresponding to a
simple boundary element expansions fails surprisingly.
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RMSE & RRMSE vs. Number of Equations
I
RMSE -B-
RRMSE -B··
-
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,
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Figure 15: Influence of the number of matching points on the expansion with 256 expan-
sion functions and 8 centers of expansion. Each matching point provides 4 equations.
Since the expansion is non-orthogonal, using as many equations as unknowns to be re-
solved does not yield a correct result. Adding more and more equations to the system
increases the condition number and thus the RMSE (solid) and RRMSE (dashed) are
increased due to numerical errors.
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