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Abstract
Multiparametric families of hypergeometric τ -functions of KP or Toda type serve as
generating functions for weighted Hurwitz numbers, providing weighted enumerations
of branched covers of the Riemann sphere. A graphical interpretation of the weighting
is given in terms of constellations mapped onto the covering surface. The theory is
placed within the framework of topological recursion, with the Baker function at t = 0
shown to satisfy the quantum spectral curve equation, whose classical limit is rational.
A basis for the space of formal power series in the spectral variable is generated that
is adapted to the Grassmannian element associated to the τ -function. Multicurrent
correlators are defined in terms of the τ -function and shown to provide an alternative
generating function for weighted Hurwitz numbers. Fermionic VEV representations are
provided for the adapted bases, pair correlators and multicurrent correlators. Choosing
the weight generating function as a polynomial, and restricting the number of nonzero
“second” KP flow parameters in the Toda τ -function to be finite implies a finite rank
covariant derivative equation with rational coefficients satisfied by a finite “window” of
adapted basis elements. The pair correlator is shown to provide a Christoffel-Darboux
type finite rank integrable kernel, and the WKB series coefficients of the associated
adjoint system are computed recursively, leading to topological recursion relations for
the generators of the weighted Hurwitz numbers.
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1 Weighted Hurwitz numbers and generating functions
The study of weighted enumerations of branched coverings of the Riemann sphere was initi-
ated by Hurwitz [31]. It was subsequently related to the character theory of the symmetric
group by Frobenius [24], and computations of these enumerative invariants were obtained
for low genus and simple branching structures. Interest was more recently revived by the
work of Okounkov and Pandharipande [41,45], who showed that certain special forms of the
Sato-Segal-Wilson [46,47,49] KP τ -function and 2D-Toda τ -functions, central to the modern
theory of integrable systems, serve as generating functions for “simple” Hurwitz numbers,
which enumerate branched covers in which all but one or two of the specified branching
profiles are 2-cycles.
Further special cases, relating to the enumeration of monotonic paths in the Cayley
graph of the symmetric group [25,26], three point branched covers [7–9,34,53], coverings of
RP2 [40] and certain cases of matrix integrals [4,8,14,37] were subsequently considered, and
their generating functions similarly shown to be special cases of τ -functions of hypergeometric
type [42–44]. The most general case of weighted Hurwitz numbers, with weight generating
functions depending on an infinite number of weighting parameters, was developed in [26]
- [30].
The enumeration of branched coverings is classically equivalent to the enumeration of
constellations, which are special types of bipartite graphs mapped onto Riemann surfaces
and “decorated” in several possible ways [35]. The enumerative study of maps with respect to
their genus invariant has been considerably developed by combinatorists since the pioneering
work of Tutte in the planar case [51] and Bender and Canfield [11] for higher genus. (The
reader is referred to [48] for an accessible introduction, historical references, and a modern
entry to the rapidly growing literature on this topic.)
In recent years, the topological recursion program [20–22] has been a significant devel-
opment in the study of enumerative, combinatorial, geometric and topological invariants
associated to maps, Riemann surfaces, moduli spaces and knots. It has led to an explicit
finite recursive algebraic scheme for computing such invariants. This begins with the con-
struction of an associated “quantum curve” which, in general, is an ordinary differential
or difference equation in the spectral parameter satisfied by the associated Baker function,
whose WKB formal series solution, expanded in a suitable “small parameter” is studied
recursively. Partial results on the inclusion of Hurwitz numbers in this scheme have been ob-
tained in [5,14,18,19,34,38,39], mainly for the special cases mentioned above. In the present
work, it is shown how a broad class of multiparametrically weighted Hurwitz numbers can
be systematically placed into the topological recursion program, and the associated spectral
curve, both quantum and classical, determined explicitly in terms of the weight generating
function.
The aim of this work is to provide an accessible introduction that summarizes the main
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results in this direction. All relevant constructions are indicated, and the principal results
stated. Some proofs are provided in detail; others are only sketched in outline, with full
details provided in one of two companion publications [2, 3]. The results include: explicit
parametrization of both the classical and quantum spectral curves; the system of recursion
relations satisfied by dual pairs of adapted bases for the underlying space of formal power
series in a spectral parameter; construction of suitably defined multipair correlators and
multicurrent correlators, which serve as generating functions for weighted Hurwitz numbers;
expressions for all relevant quantities as fermionic vacuum state expectation values; a finite
rank expression for the Fredholm integral kernel associated to the pair correlator, analo-
gous to the Christoffel-Darboux kernel appearing in the theory of orthogonal polynomials
and, finally, the topological recursion relations satisfied by the multiform weighted Hurwitz
number generators.
1.1 Geometric and combinatorial definitions of Hurwitz numbers
Given a set of k partitions of N ∈ N+, {µ(i)}i=1,...,k , |µ(i)| = N , we define the pure
Hurwitz number H(µ(1), . . . , µ(k)) geometrically as the number of inequivalent N -sheeted
branched coverings of the Riemann sphere with k branch points having ramification profiles
{µ(i)}i=1,...,k, normalized by the inverse of the order of the automorphism group of the cover.
The Riemann-Hurwitz theorem expresses the Euler characteristic of the covering surface as
χ = 2− 2g = 2N −
k∑
i=1
`∗(µ(i)), (1.1)
where `∗(µ) denotes the colength of the partition µ (i.e. the complement of its length)
`∗(µ) := |µ| − `(µ). (1.2)
Combinatorially, it may equivalently be defined as the number of distinct ways the iden-
tity element I ∈ SN in the symmetric group SN may be factorized
I = h1 · · ·hk (1.3)
as a product of k elements hi ∈ cyc(µ(i)) in the conjugacy classes of cycle type µ(i); i.e., whose
cycle lengths are the parts of the partition µ(i), multiplied by the normalization factor 1/N !.
The Frobenius-Schur formula [35][Appendix A] expresses this in terms of the irreducible
group characters χλ(µ) of SN .
H(µ(1), . . . , µ(k)) =
∑
|λ|=n
hk−2λ
k∏
i=1
χλ(µ
(i))
zµ(i)
. (1.4)
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Here hλ is the product of the hook lengths of the Young diagram of the partition λ deter-
mining the irreducible representation and zµ is the order of the stabilizer of an element of
the conjugacy class of cycle type cyc(µ).
The equivalence of the two definitions follows from the homomorphism from the fun-
damental group of the sphere punctured at the branch points to the symmetric group SN
generated by monodromy, which equates the identity element to the product of monodromies
of paths consisting of simple loops around a suitably ordered sequence of all branch points.
1.2 Weighted Hurwitz numbers
1.2.1 Weight generating function G(z)
Following refs. [26] - [30], we define multiparametric weighted Hurwitz numbers by first
introducing a generating function G(z) for the weights. This admits either a formal power
series representation
G(z) = 1 +
∞∑
i=1
giz
i (1.5)
or an infinite product one
G(z) =
∞∏
i=1
(1 + ciz), (1.6)
(or a limiting form of the latter), where c = (c1, c2, . . . ) denotes an infinite sequence of
indeterminates that may be evaluated to real or complex constants. If the two expansions
are compared, with (1.5) viewed as a formal series, this may be interpreted as the generating
function for the elementary symmetric functions in the indeterminates (c1, c2, . . . ).
gi = ei(c). (1.7)
1.2.2 Geometrical definition: weighted coverings
Definition 1.1. Picking a pair of partitions (µ, ν) of N , and a positive integer d ∈ N+, the
geometrically weighted single and double Hurwitz numbers HdG(µ), H
d
G,(µ, ν) associated with
the generating function G are defined to be the sums
HdG(µ) :=
d∑
k=0
∑′
µ(1),...,µ(k)
|µ(i)|=N∑k
i=1 `
∗(µ(i))=d
WG(µ(1), . . . , µ(k))H(µ(1), . . . , µ(k), µ), (1.8)
HdG(µ, ν) :=
d∑
k=0
∑′
µ(1),...,µ(k)
|µ(i)|=N∑k
i=1 `
∗(µ(i))=d
WG(µ(1), . . . , µ(k))H(µ(1), . . . , µ(k), µ, ν), (1.9)
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where
∑′
denotes a sum over all k-tuples of partitions {µ(1), . . . , µ(k)} of N other than the
cycle type of the identity element (1N) and the weights WG(µ(1), . . . , µ(k)) are given by
WG(µ(1), . . . , µ(k)) := 1
k!
∑
σ∈Sk
∑
1≤b1<···<bk
c
`∗(µ(1))
bσ(1)
· · · c`∗(µ(k))bσ(k) =
| aut(λ)|
k!
mλ(c). (1.10)
Here
mλ(c) =
1
| aut(λ)|
∑
σ∈Sk
∑
1≤b1<···<bk
cλ1bσ(1) · · · c
λk
bσ(k)
, (1.11)
is the monomial sum symmetric function [36] of the indeterminates c corresponding to the
partition λ of length k and weight |λ| = d whose parts {λi} are the colengths {`∗(µ(i))},
written in weakly descending order,
{λi}i=1,...k ∼ {`∗(µ(i))}i=1,...k (1.12)
with normalization factor
| aut(λ)| :=
∏
i
mi(λ)! (1.13)
equal to the order of the automorphism group of the partition λ, where mi(λ) is the number
of parts of λ equal to i.
If the sums in (1.8) and (1.9) are taken over connected coverings only (or, equivalently,
the factors (h1, . . . , hk) are required to generate a subgroup of SN that acts transitively), we
denote the corresponding sums H˜dG(µ) and H˜
d
G(µ, ν), respectively.
1.2.3 Combinatorial definition: weighted constellations
Another way to arrive at weighted Hurwitz numbers is through weighted constellations
[16,17,35]. In [35] a constellation of length k and degree N is defined as a factorization (1.3)
of the identity element in I ∈ SN into a product h1 · · ·hk such that the group 〈h1, . . . , hk〉
they generate acts transitively on the set (1, . . . , N). Here, we consider an enhanced ver-
sion, in which a weighting as assigned to all vertices and edges, and the total weight of the
constellation is the product of these. We further consider k + 2 constellations of degree (or
weight) N , since these correspond to N -sheeted branched covers of the Riemann sphere in
ramification points over k of the branch points are assigned a distinct weight in the enumer-
ation, while two of them (say, over 0 and∞) are weighted differently in the interpretation of
the τ -function (2.1), (2.10) below as a generating function. The graph theoretic equivalent
of a k + 2-constellation of degree (or weight) N is a bipartite graph on a Riemann surface
whose two types of vertices are either coloured or star vertices, with all faces homeomorphic
to a disc. (Thus, it is a map with certain additional special structure.) There are N star
vertices, numbered consecutively from 1 to N and at most (N − 1)(k + 2) coloured vertices
6
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Figure 1: An example of a constellation with N = 5, k = 3, corresponding to the values N = 5, k = 3
and to the factorization h0h1h2h3h4 = 1 with h1 = (135), h2 = (15)(23), h3 = (14), h0 = (321), h4 =
h∞ = (14), with corresponding partitions µ(1) = (3, 1, 1)), µ(2) = (2, 2, 1), µ(3) = (2, 1, 1, 1), µ := µ(0) =
(3, 1, 1)), ν := µ(4) = (2, 1, 1, 1).
carrying one of k colours, labelled by distinct positive integers bi with i ranging from from 1
to k, plus a further two, labelled 0 and ∞ ≡ k + 1, denoting, in our adaptation, the special
case of “white” and “black” vertices respectively. Each star vertex has an edge connecting
it to all k + 2 coloured vertices, consecutively labelled counter-clockwise. The number of
coloured vertices of given colour i is equal to the number of parts `(µ(i)) of the partition
µ(i) (i.e., its length), or `(µ) for the “white” vertices and `(ν) for the “black” ones. As an
illustration, see the example of Figure 1 where N = 5, k = 3.
Associated to each coloured vertex is a cycle in SN obtained by listing the star vertices
connected to it by an edge in counterclockwise order. Taking the product of the distinct
cyclic permutations associated to each colour i = 0, . . . , k, we obtain an element hi ∈ SN ,
with cycle type cyc(µ(i)), where µ(i) is the partition of N whose parts are the cycle lengths of
hi. The element associated to the white vertices is denoted h0 = h and its cycle type denoted
µ := µ(0), the one associated to the black vertices whose cycle type is denoted ν := µ(k+1)
is hk+1 and the other coloured vertices are associated to the elements {hi}i=1,...,k, with cycle
types {µ(i)}i=1,...,k respectively, and satisfy
I = h0h1 · · ·hk+1 (1.14)
To obtain the constellation associated with a particular branched cover of CP1, we place
a coloured vertex of colour i at each of the ramification points {Q(i)j }j=1,...`(µ(i)) over a given
branch point {Q(i)}i=0,...,k+1, and choose a single generic (non-branched) point P ∈ CP1
over which we have, in some specified order, the N points (P1, . . . , PN), which are identified
as the star vertices. For every simple loop starting and ending at Pi, going round one of
the branch points, we have the monodromy lift on the covering surface which permutes the
points {Pi} in such a way that each ramification point of colour i defines a disjoint cycle,
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`(µ(j))
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(a, b, c)
Figure 2: Lifted loops and edges
with the product of all cycles over a given branch point Q(i) equal to the monodromy element
hi. The edges connect the ramification points to those Pi’s that belong to the given cycle.
(See Figure 2.)
In order to define the weighting, we add a further pair of indeterminates (β, γ), that serve
as expansion parameters, and may, for weighting purposes, be evaluated to real or complex
numbers. We then assign, to each (non-white, non-black) coloured vertex Q
(i)
j of colour bi,
a weight β−1c−1bi ; to each edge connecting non-white, non-black vertex Q
(i)
j to a star vertex,
the weight βcbi to each white vertex, a weight
pµj = µjtµj , j = 1, . . . , `(µ) (1.15)
equal to the power sum symmetric function in an arbitrary number of auxiliary variables,
where µi is equal to the number of edges connecting that white vertex to star vertices; to
each black vertex, a weight
pνj = νjsνj , j = 1, . . . , `(ν) (1.16)
equal to the power sum symmetric function in a second set of auxiliary variables, where νi
is equal to the number of edges connecting that black vertex to star vertices; to the edges
connecting the white or black ramification points {Q(0)j , Qk+1)j } to any star vertex, the weight
1, and to each of the star vertices, the weight
γ (1.17)
The doubly infinite set of parameters t = (t1, t2, . . . ) and s = (s1, s2, . . . ) are interpreted as
the two independent KP flow parameters that appear in the 2D-Toda τ -function [47,49,50,
52].
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Taking the product of these over all vertices, edges and faces gives the overall weight
γNβd
N !
k∏
i=1
c
`∗(µ(i))
bi
pµ(t)pν(s) (1.18)
for the constellation, where the standard normalization factor 1
N !
is included in the enumer-
ation,
d :=
k∑
i=1
`∗(µ(i)) (1.19)
is related to the Euler characteristic of the surface by the Riemann-Hurwitz relation
2− 2g = 2N − d (1.20)
and
pµ(t) :=
`(µ)∏
i=1
pµi , pν(s) :=
`(ν)∏
i=1
p′νi . (1.21)
Summing these over all such weighted constellations, with all possible choices of k distinct
colours, chosen from amongst the indices labelling the nonzero constants ci in (1.6), corre-
sponding to a factorization (1.14) with the same cycle types, permuted in all ways, normalized
by 1| aut(λ)| , where λ is the partition of weight
|λ| = d :=
k∑
i=1
`∗(µ(i)) (1.22)
whose parts are the colengths {`∗(µ(i))}, suitably ordered, and summing over the integer
k, we obtain the total weighting factor mλ(c1, c2, . . . ) of (1.11), multiplied by the Hurwitz
number H(µ, µ(1), . . . , µ(k), ν) which enumerates the number of products (1.14) with factors
in the conjugacy classes (µ, µ(1), . . . , µ(k), ν), and recover the τ -function (2.9) as generating
function, as explained below.
2 Hypergeometric τ-function, Baker function, recur-
sions and correlators
2.1 Hypergeometric τ-functions as generating functions for weighted
Hurwitz numbers
Following refs. [26–28,30], we define a family of 2D Toda τ -functions of hypergeometric type
[33, 43, 44] associated to the generating function G and a pair (β, γ) of complex parameters
by the double Schur function [36] expansion:
τ (G,β,γ)(t, s) =
∑
λ
γ|λ|r(G,β)λ sλ(t)sλ(s), (2.1)
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where the Schur functions sλ(t), sλ(s) are viewed as functions of two infinite sequences of
2-Toda flow variables t = (t1, t2, . . . ), s = (s1, s2, . . . ) and the content product coefficients
r
(G,β)
λ are defined in terms of the weight generating function G as
r
(G,β)
λ :=
∏
(i,j)∈λ
rGj−i(β), (2.2)
where
rGj (β) := G(jβ). (2.3)
Denote by K = Q[g1, . . . , gM , · · · ] the algebra of polynomials in the gk’s, with rational
coefficients or, equivalently, the algebra of symmetric functions of the ci’s. In the following,
it will also be useful to define the quantities {ρj, Tj}j∈Z by
rGj (β) =
ρj
γρj−1
, (2.4)
ρj := γ
j
j∏
i=1
G(iβ) = eTj , ρ0 = 1, (2.5)
ρ−j := γ−j
j−1∏
i=0
(G(−iβ))−1 = eT−j , j = 1, 2 . . . . (2.6)
Moreover, it is easily seen that there exists a formal power series T (x) such that
eT (x)−T (x−1) = γG(βx), (2.7)
with T (0) = 0, T (i) = Ti.
As shown in refs. [26–28,30], identifying the flow parameters as
ti =
pi
i
, si =
p′i
i
,
pµ(t) :=
`(µ)∏
i=1
pµi , pν(s) :=
`(ν)∏
i=1
p′νi (2.8)
and changing to the basis of power sum symmetric functions [36], the τ -function (2.1) serves
as a generating function for the weighted Hurwitz numbers defined above.
Theorem 2.1.
τ (G,β,γ)(t, s) =
∞∑
d=0
βd
∑
µ,ν
|µ|=|ν|
γ|µ|HdG(µ, ν)pµ(t)pν(s). (2.9)
By standard combinatorial arguments, taking its logarithm gives the generating function
for connected weighted Hurwitz numbers:
ln(τ (G,β,γ)(t, s)) =
∞∑
d=0
βd
∑
µ,ν
|µ|=|ν|
γ|µ|H˜dG(µ, ν)pµ(t)pν(s). (2.10)
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All instances of weighted Hurwitz numbers to have appeared in the literature [1,6–9,14,25–
30,34,35,41,45,53] have τ -functions of hypergeometric type as generating functions and are
either special cases of the above or are similarly derived from a second class of “dual” weight
generating functions introduced in [27,28], or a more general quantum weighting introduced
in [29].
2.2 Baker function, adapted bases and recursions
Viewed purely as a KP τ -function with respect to the first set of flow variables t = (t1, t2, . . . ),
with the remaining variables s = (s1, s2, . . . ) interpreted as auxiliary parameters, the corre-
sponding parametric family of Baker functions Ψ−(G,β,γ)(ζ, t, s) and their duals Ψ
+
(G,β,γ)(ζ, t, s)
are given by the Sato formula
Ψ∓(G,β,γ)(ζ, t, s) = e
±∑∞i=1 tiζi τ (G,β,γ)(t∓ [x], s)
τ (G,β,γ)(t, s)
= e±
∑∞
i=1 tiζ
i
(1 +O(1/ζ)) , (2.11)
where
ζ := x−1 (2.12)
is the spectral parameter and [x] is the infinite vector whose components are equal to the
terms of the Taylor expansion of −ln(1− x) at x = 0
[x] := (x,
x2
2
, . . . ,
xn
n
, . . . ). (2.13)
In the following, instead of considering the values of the Baker function and its dual at
arbitrary KP flow parameter values, we shall be evaluating at t = 0, and β−1s
Ψ+(G,β,γ)(1/x,0, β
−1s) = γ
∞∑
j=0
ρj−1hj(β−1s)xj, (2.14)
Ψ−(G,β,γ)(1/x,0, β
−1s) =
∞∑
j=0
ρ−1−jhj(−β−1s)xj, (2.15)
where {hj}j∈N are the complete symmetric functions, defined by
e
∑∞
i=0 tiζ
i
=
∞∑
j=0
hj(t)ζ
j. (2.16)
More generally, we define the adapted basis {Ψ+k (x)}k∈Z and its dual {Ψ−k (x)}k∈Z by
Ψ+k (x) := γ
∞∑
j=0
ρj+k−1hj(β−1s)xj+k, (2.17)
Ψ−k (x) :=
∞∑
j=0
ρ−1−j−khj(−β−1s)xj+k (2.18)
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for all k ∈ Z so that, in particular
Ψ−0 (x) = Ψ
−
(G,β,γ)(1/x,0, β
−1s), Ψ+0 (x) = Ψ
+
(G,β,γ)(1/x,0, β
−1s). (2.19)
Note that we may view these as formal series in the parameters:
Ψ+k (x),Ψ
−
k (x) ∈ γkK[x, x−1, s, β, β−1][[γ]]. (2.20)
Remark 2.1. The Baker function Ψ−(G,β,γ)(ζ = 1/x, t, β
−1s) and its dual Ψ+(G,β,γ)(ζ = 1/x, t, β
−1s),
as defined in (2.18), (2.17), are elements of the subspaces
W±(G,β,γ,s) := span{Ψ±−k(ζ = 1/x)}k∈N ⊂ K[x, x−1, s, β, β−1]((γ)) (2.21)
for all values of the KP flow parameters t. These may be understood as elements of formal power
series analogs of the Sato-Segal-Wilson Grassmannian, consisting of subspaces of the Hilbert space
spanned by powers {ζk}k∈Z of the spectral parameter ζ = 1/x, commensurable with the subspace
spanned by the monomials {ζk}k=0,1,....
Definition 2.1. Define the recursion operators
R±(x) := γxG(±βD), (2.22)
where
D := x
d
dx
(2.23)
is the Euler operator.
Lemma 2.2. These satisfy the commutation relations
[D,R±] = R±. (2.24)
Note also that the operators R± can be expressed as
R+ = e
T (D−1) ◦ x ◦ e−T (D−1), (2.25)
R− = e−T (−D) ◦ x ◦ eT (−D). (2.26)
By application of these operators to the series expansion (2.17) and (2.18), using (2.5) and
(2.6), it follows that the basis elements {Ψ±k (x)} satisfy the recursion relations
Proposition 2.3.
Ψ+k±1(x) := R
±1
+ Ψ
+
k (x), (2.27)
Ψ−k±1(x) := R
±1
− Ψ
−
k (x). (2.28)
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From the identity
k∑
j=0
hj(t)hk−j(−t) = δk0, (2.29)
for complete symmetric functions, it also follows that the bases consisting of functions (2.17)
and (2.18) are dual to each other (
Ψ+k ,Ψ
−
m
)
= γ δk+m,1 (2.30)
with respect to the pairing
(f, g) :=
1
2pii
∮
0
f(x)g(x)
dx
x2
. (2.31)
In particular, all Ψ+k for k ≤ 0 are orthogonal to all Ψ−l for l ≤ 0, and this is equivalent
to the Hirota bilinear relations for the KP hierarchy with respect to the times t.
2.3 The pair correlator and its expansion
We now define the pair correlation function K(x, x′) in terms of the τ -function.
Definition 2.2. The single pair correlator is defined as
K(x;x′) :=
1
x− x′ τ
(G,β,γ)
(
[x]− [x′], β−1s), (2.32)
while more generally, for n ≥ 1, we define the n-pair correlator
Kn(x1, . . . , xn;x
′
1, . . . , x
′
n) := det
(
1
xi − x′j
)
1≤i,j≤n
× τ (G,β,γ)
(∑
i
[xi]− [x′i], β−1s
)
. (2.33)
As a formal series, for any n ≥ 1, Kn(x1, . . . , xn;x′1, . . . , x′n) may be viewed as belonging
to K(x1, . . . , xn, x′1, . . . , x′n)[s, β, β−1][[γ]]. It is a standard result, following from the Cauchy-
Binet identity or, equivalently, the fermionic Wick theorem (cf. ref. [2]), that
Proposition 2.4.
Kn(x1, . . . , xn;x
′
1, . . . , x
′
n) = det
(
K(xi;x
′
j)
)
. (2.34)
This should be interpreted as holding in K(x1, . . . , xn, x′1, . . . , x′n)[s, β, β−1][[γ]]. We may
also express K(x;x′) as a formal double Taylor series with coefficients given by the complete
symmetric functions and the weighting parameters ρi.
Proposition 2.5. The function K(x, x′), can be expressed as:
K(x, x′) =
1
x− x′ +
∑
a,b≥0
ρaρ
−1
−b−1x
a(−x′)bs(a|b)(β−1s)
=
1
x− x′ +
∞∑
a=0
∞∑
b=0
b+1∑
j=1
ρaha+j(β
−1s)xaρ−1−b−1hb−j+1(−β−1s)(x′)b. (2.35)
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Proof. This follows from substituting the Schur function expansion (2.1) of the τ -function
τ (G,β,γ)(t, s), into the definition (2.32) of K(x, x′) and noting that, making the special eval-
uation at [x] − [x′], this is an expansion in which only hook partitions appear, for which
the Schur functions can be expressed as finite bilinear sums over the complete symmetric
functions {hi} [36].
2.4 The multicurrent correlator as generating function
In terms of the indeterminates (x1, . . . , xn), we define the following correlators
Wn(s;x1, . . . , xn) :=
(( n∏
i=1
∇(xi)
)
τ (G,β,γ)(t, β−1s)
)∣∣∣∣∣
t=0
, (2.36)
W˜n(s;x1, . . . , xn) :=
(( n∏
i=1
∇(xi)
)
ln τ (G,β,γ)(t, β−1s)
)∣∣∣∣∣
t=0
, (2.37)
where
∇(x) :=
∞∑
i=1
xi−1
∂
∂ti
. (2.38)
Remark 2.2. As will be seen in the fermionic representation in Sec. 5 below, these may be viewed
as multicurrent correlators and connected multicurrent correlators.
For g ≥ 0 we denote the genus-g component of the function W˜n(s;x1, . . . , xn) as follows
W˜g,n(s;x1, . . . , xn) := [β
2g−2+n]W˜n(s;x1, . . . , xn). (2.39)
We now introduce another type of generating function for weighted Hurwitz numbers,
both for the connected and nonconnected case.
Definition 2.3.
Fn(s;x1, . . . , xn) :=
∑
µ,ν, `(µ)=n
∑
d
γ|µ|βd−`(ν)HdG(µ, ν) | aut(µ)|mµ(x1, . . . , xn)pν(s)(2.40)
F˜n(s;x1, . . . , xn) :=
∑
µ,ν, `(µ)=n
∑
d
γ|µ|βd−`(ν)H˜dG(µ, ν) | aut(µ)|mµ(x1, . . . , xn)pν(s)(2.41)
F˜g,n(s;x1, . . . , xn) :=
∑
µ,ν, `(µ)=n
γ|µ|H˜dG(µ, ν) | aut(µ)|mµ(x1, . . . , xn)pν(s) , (2.42)
where mµ(x1, . . . , xn) denotes the monomial sum symmetric function corresponding to the
partition µ, and (g, d) are related by the Riemann-Hurwitz formula
2− 2g = `(µ) + `(ν)− d. (2.43)
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Note that Fn, F˜n belong to K[x1, . . . , xn; s; β, β−1][[γ]] and F˜g,n to K[x1, . . . , xn; s][[γ]].
These are related to the multicurrent correlators as follows
Theorem 2.6.
Wn(s;x1, . . . , xn) =
∂n
∂x1 · · · ∂xnFn(s;x1, . . . , xn), (2.44)
W˜n(s;x1, . . . , xn) =
∂n
∂x1 · · · ∂xn F˜n(s;x1, . . . , xn), (2.45)
W˜g,n(s;x1, . . . , xn) =
∂n
∂x1 · · · ∂xn F˜g,n(s;x1, . . . , xn). (2.46)
Proof. Applying the operator
∏n
i=1∇(xi) to the symmetric function pµ(t) gives(
n∏
i=1
∇(xi)
)
pµ(t)
∣∣∣∣∣
t=0
=
n∏
i=1
( ∞∑
ji=1
xji−1i
∂
∂tji
)`(µ)∏
k=1
µktµk
∣∣∣∣∣∣
t=0
= δ`(µ),n
∑
σ∈Sn
n∏
k=1
µkx
µk−1
σ(k) = δ`(µ),n| aut(µ)|
∂nmµ(x1, . . . , xn)
∂x1 · · · ∂xn (2.47)
by (1.11). Hence, applying it to τ (G,β,γ)(t, β−1s), using the expansion (2.9), we obtain from
the definition (2.36) of Wn(s, x1, . . . , xn)
Wn(s, x1, . . . , xn) =
∑
µ,ν, `(µ)=n
∑
d
γ|µ|βd−`(ν)HdG(µ, ν)| aut(µ)|
∂nmµ(x1, . . . , xn)
∂x1 · · · ∂xn pν(s)
=
∂n
∂x1 · · · ∂xnFn(s;x1, . . . , xn) (2.48)
by (2.40), proving (2.44). The same calculation proves the connected case (2.45), and (2.46)
follows from equating like powers of β in the series expansion.
Henceforth, we suppress the explicit s dependence in the arguments and denote these
quantities simply as Wn(x1, . . . , xn), etc. It follows from (2.36) that Wn(x1, . . . , xn) may
equivalently be expressed directly in terms of derivatives of special evaluations of the τ -
function τ (G,β,γ)(t, s).
Lemma 2.7.
Wn(x1, . . . , xn) = [1, . . . , n]
(
Kn(x1 + 1, . . . , xn + n;x1, . . . , xn)
/
det
(
1
xi−xj+i
))
, (2.49)
where both sides are viewed as elements of K[x1, . . . , xn, s, β, β−1][[γ]].
For connected functions, we get the specially elegant relations:
15
Proposition 2.8.
W˜1(x) = lim
x′→x
(
K(x, x′)− 1
x− x′
)
, (2.50)
W˜2(x1, x2) =
(
−K(x1, x2)K(x2, x1)− 1
(x1 − x2)2
)
, (2.51)
and for n ≥ 3
W˜n(x1, . . . , xn) =
∑
σ∈S1−cyclen
(−1)σ
∏
i
K(xi, xσ(i)), (2.52)
where the last sum is over all permutations in Sn having only one cycle. These equalities
hold in K(x, x1, . . . , xn)[s, β, β−1][[γ]].
A detailed proof of this result is provided in the appendix to [3].
2.5 The Christoffel-Darboux relation
Define the functions ξ(x, s) and S(x, s) by
ξ(x, s) :=
∞∑
k=1
skx
k, (2.53)
S(x, s) := x
d
dx
ξ(x, s) =
∞∑
k=1
kskx
k. (2.54)
In the following, we assume that only a finite number of variables sk are nonzero, so ξ(x, s)
and S(x, s) are polynomials
ξ(x, s) =
L∑
k=1
skx
k, S(x, s) =
L∑
k=1
kskx
k (2.55)
of degree L. We also assume that only the first M parameters {ci} are nonzero, so the weight
generating function G(z) is also a polynomial, of degree M
G(z) =
M∏
i=1
(1 + ciz). (2.56)
For brevity, the explicit dependence on the parameters s will henceforth also be suppressed
and S(x, s) and ξ(x, s) just denoted S(x), ξ(x).
Definition 2.4. Define the operators
∆±(x) := ±βe∓β−1ξ(x) ◦D ◦ e±β−1ξ(x) = S(x)± βD (2.57)
and
V±(x) := γ−1x−1e∓β
−1ξ(x) ◦R± ◦ e±β−1ξ(x) = G(∆±(x)). (2.58)
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In the following, we use boldface uppercase letters, such as A, F or V(x) to denote finite
dimensional matrices.
Definition 2.5. Define the polynomial A(r, t) of degree LM−1 in each variable (r, t) which
determines the LM × LM nonsingular matrix A = (Aij)0≤i,j<LM as follows
A(r, t) := (r V−(t)− t V+(r))
(
1
r − t
)
=
LM−1∑
i=0
LM−1∑
j=0
Aijr
itj. (2.59)
The highest total degree term is
gM (LsL)
M r t
LM − t rLM
r − t = −gM (LsL)
M
LM−1∑
j=1
rjtLM−j (2.60)
so
det A = (−1)LM(LM−1)2 gLM−1M (LsL)M(LM−1). (2.61)
The following Christoffel-Darboux type relation, expressing K(x, x′) as a finite sum of
basis elements is proved in [2, 3].
Theorem 2.9.
K(x, x′) =
1
x− x′A(R+, R
′
−)Ψ
+
0 (x)Ψ
−
0 (x
′). (2.62)
Remark 2.3. In the above, we made the assumption that G is a polynomial, of degree M . We
keep this assumption in the following; however, because any given coefficient in the τ -function is a
polynomial in the coefficients of G, it is possible to drop it in many instances by taking projective
limits. Indeed if G(z) is an infinite formal power series and GM (z) is its degree-M truncation, then
all the correlators corresponding to G(z) are the limit (in the sense of convergence of individual
coefficients) of those corresponding to GM (z) as M →∞. This enables us, for example, to include
the exponential weight generating function G(z) = ez which gives the case of simple (single and
double) Hurwitz numbers studied in [41,45].
3 The spectral curve
3.1 Quantum spectral curve
Applying the operators βD and S(R±) to the series expansions (2.14), (2.15) we obtain:
Theorem 3.1. The function Ψ+0 (x) satisfies
(βD − S(R+)) Ψ+0 (x) = 0, (3.1)
and Ψ−0 (x) satisfies the dual equation
(βD + S(R−)) Ψ−0 (x) = 0. (3.2)
The linear ordinary differential operators (βD − S(R+)) and (βD + S(R−)) with poly-
nomial coefficients that annihilate Ψ+0 (x), Ψ
−
0 (x) in (3.1), (3.2) will be referred to as the
quantum spectral curve and its dual.
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3.2 Classical spectral curve
The classical spectral curve is obtained by replacing the Euler operator appearing in (3.1),
(3.2) and (2.22) by the product β−1xy, or by −β−1xy in the dual case. Here y is viewed as
the classical variable canonically conjugate to x (and β is identified with Planck’s constant
~). This gives
xy = S(γxG(xy)) (3.3)
as the classical spectral curve. This is a rational curve realized as an LM -sheeted branched
cover of CP1. The significance of this is that y dx, viewed as a meromorphic form on this
Riemann surface, is equal to the rational differential W˜0,1(x)dx, as shown in ref. [3].
Proposition 3.2.
F˜0,1(x) =
∫
y dx. (3.4)
The spectral curve admits a rational parametrization by the functions X(z) and Y (z)
defined as:
X(z) :=
z
γG(S(z))
,
Y (z) :=
S(z)
z
γG(S(z)). (3.5)
Note that we have
X(z)Y (z) = S(z). (3.6)
The ramification points under the projection to the Riemann sphere (x, y)→ x are given
by
dX
dz
= 0, with
dY
dz
6= 0. (3.7)
Equivalently, the ramification points (X(z), Y (z)) are given by z-values in the set A of roots
of the polynomial defined as follows
σ(z) := G(S(z))− zS ′(z)G′(S(z)), (3.8)
and the point z =∞, which we do not include in A.
Assuming x is not a branch point and picking a point (X(z), Y (z)) over x with uni-
formizing parameter z, over a neighbourhood of x = X(z) that contains no branch points,
the equation X(z) = x, has LM solutions, which we label as follows:
{z(0)(z) := z, z(1)(z), . . . , z(LM−1)(z)} (3.9)
so
X(z(i)(z)) = x, i = 0, . . . , LM − 1, (3.10)
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The ordering for the roots {z(1)(z), . . . , z(LM−1)(z)} is fixed arbitrarily, once and for all,
within this neighbourhood; and the functions z(i)(z) are analytic in z, as are X(z), Y (z) and
1/X ′(z).
Definition 3.1. For z as above let V(z) denote the Vandermonde matrix with elements
V(z)ij =
(
z(j)(z)
)i−1
. (3.11)
4 Linear first order system for the adapted basis
4.1 The constant coefficient infinite system
Define two doubly infinite column vectors whose components are the functions Ψ+k (x) and
Ψ−k (x).
~Ψ+∞ :=

...
Ψ+−1
Ψ+0
Ψ+1
...
 , ~Ψ
−
∞ :=

...
Ψ−−1
Ψ−0
Ψ−1
...
 . (4.1)
Here, and in what follows, the word constant refers to a quantity that does not depend
on x or x′. Now define four doubly infinite constant matrices Q± and P± by their generating
functions
P±(t, r) =
∞∑
i,j=−∞
P±ij t
irj = ∆±(r)
∞∑
i=−∞
(tr)i, (4.2)
Q±(t, r) =
∞∑
i,j=−∞
Q±ijt
irj = V±(r)r−1
∞∑
i=−∞
(tr)i. (4.3)
Note that P± are upper triangular, with diagonal entries P±kk = ±kβ and upper triangular
entries P±kj = (j − k)sj−k, while Q± are finite band matrices, with just one band below the
principal diagonal, and LM − 2 above it.
As shown in refs. [2,3], the recursion relations (2.27), (2.28), together with the commuta-
tor relation (2.24) can be expressed equivalently as the following linear, constant coefficient
system for Ψ+k (x) and Ψ
−
k (x) :
Theorem 4.1.
βD~Ψ+∞ = P
+~Ψ+∞, (4.4)
1
γx
~Ψ+∞ = Q
+~Ψ+∞, (4.5)
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and
−βD~Ψ−∞ = P−~Ψ−∞, (4.6)
1
γx
~Ψ−∞ = Q
−~Ψ−∞. (4.7)
4.2 Finite dimensional first order system: folding
Using the mulitplicative recursion relations (4.5), (4.7) and the finite band structure of the
matrices Q±, we can “fold” the constant coefficient terms on the RHS of eqs. (4.4) and (4.6)
onto a finite “window” consisting of the first LM components of the vectors ~Ψ+∞ and ~Ψ
−
∞, at
the cost of introducing a polynomial dependence upon 1/x in the coefficients. In fact, due to
the special structure of eqs. (4.5), (4.7), this dependence turns out to just be linear in 1/x.
Define the two column vectors ~Ψ+(x) and ~Ψ−(x) of dimension LM by
~Ψ+ :=

Ψ+0
Ψ+1
Ψ+2
. . .
Ψ+LM−1
 , ~Ψ− :=

Ψ−0
Ψ−1
Ψ−2
. . .
Ψ−LM−1
 . (4.8)
Let the elements E˜ij(x) of the ML×ML matrix E˜(x) be defined by the generating function
expression
LM−1∑
i,j=0
E˜(x)ijr
itj := (∆+(r)rV−(t)−∆−(t)tV+(r))
(
1
r − t
)
− 1
γx
rt
S(r)− S(t)
r − t , (4.9)
and define a further pair of LM × LM matrices E(x) and E′(x) by
E(x) := (AT )−1E˜T (4.10)
E′(x) := A−1E˜ (4.11)
where A is the LM×LM matrix entering in the Christoffel-Darboux relation in Theorem 2.9.
The matrices E(x) and E′(x) thus satisfy the following duality relation:
AE(x)− E′(x)TA = 0. (4.12)
The folded version of the linear relations (4.4) and (4.6) is then [3]:
Theorem 4.2. The following finite dimensional differential systems follow from (4.4) and
(4.6)
βD~Ψ+ = E(x)~Ψ+, (4.13)
−βD~Ψ− = E′(x)~Ψ−. (4.14)
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4.3 Adjoint differential system
Definition 4.1. Let M(x) be the rank-1, LM × LM matrix defined by
M(x) := ~Ψ−(x)~Ψ+(x)T A. (4.15)
with entries
M(x)ij = Ψ
−
i (x)
LM−1∑
k=0
Ψ+k (x)Ak,j (4.16)
viewed as are elements of K[x, s, β, β−1][[γ]].
The matrix M(x) has the following properties:
Proposition 4.3. The entries of M(x) are elements of K[x, s, β][[γ]], i.e. they contain no
negative power of β. Moreover, M(x) is a rank 1 projector:
M(x)2 = M(x) , Tr M(x) = 1. (4.17)
and satisfies the adjoint differential system
βx
d
dx
M(x) = [E(x),M(x)]. (4.18)
4.4 β-expansion of M
Let F be the elementary LM × LM matrix
F := diag(1, 0, . . . , 0). (4.19)
We then have [3]:
Theorem 4.4.
(I) There exists a unique LM × LM matrix MWKB(z) formal series expansion with the
following properties: MWKB(z) is a rank 1 projector, its entries belong to K[s][[z, β]], and
MWKB(z) is a solution of the ODE
β
zG(S(z))
σ(z)
d
dz
MWKB(z) = [E(X(z)),MWKB(z)] (4.20)
with leading order:
MWKB(z) = V(z)FV(z)−1 +O(β). (4.21)
Moreover, for each k ≥ 0, all entries of the matrix M(k)(z) = [βk]MWKB(z) are rational
functions of z, with poles only at the ramification points (elements of A) or at z =∞.
(II) For each k ≥ 0, the following equality holds as formal power series of z:
M(k)(z) = [βk]M(X(z)). (4.22)
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4.5 The current correlators W˜n
It follows from the determinantal formula (2.8) and the Christoffel-Darboux Theorem 2.9
that [3]:
Proposition 4.5.
W˜1(x) =
1
βx
TrM(x)E(x), (4.23)
W˜2(x1, x2) =
TrM(x1)M(x2)
(x1 − x2)2 −
1
(x1 − x2)2 , (4.24)
and for n ≥ 3
W˜n(x1, . . . , xn) =
∑
σ∈S1−cyclen
(−1)σ Tr
(∏
i M(xσ(i))
)∏
i(xσ(i) − xσ(i+1)))
, (4.25)
It also follows that
Proposition 4.6. For n ≥ 0, let z1, z2, . . . zn be n generic distinct points on the Riemann
sphere, the generating functions W˜g,n evaluated at xi = X(zi), are rational fractions of
z1, . . . , zn:∑
g
β2g−2+nW˜g,n(X(z1), . . . , X(zn)) =
∑
σ∈S1−cyclen
(−1)σ Tr
(∏
i M
WKB(zσ(i))
)∏
i(X(zσ(i))−X(zσ(i+1))))
, (4.26)
5 Fermionic representations
In the following, we use the standard free fermion representation, in which the creation and
annihilation operators (ψi, ψ
∗
i )i∈Z satisfy the anticommutation relations
[ψi, ψj]+ = 0, [ψ
∗
i , ψ
∗
j ]+ = 0, [ψi, ψ
∗
j ]+ = δij, (5.1)
and the vacuum state |0〉 is annihilated by the positive index annihilation operators and the
negative creation operators
ψ−i|0〉 = 0, i = 1, . . . ,∞, ψ∗i |0〉 = 0, i = 0, . . . ,∞. (5.2)
The Fermi field and its adjoint are denoted
ψ(z) =
∞∑
i=−∞
ψiz
i, ψ∗(z) =
∞∑
i=−∞
ψ∗i z
−i−1, (5.3)
and the current operator components are denoted
Ji :=
∞∑
j=−∞
:ψjψ
∗
i+j: i ∈ Z. (5.4)
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The abelian groups Γ± of shift flows, are defined as
Γ+ := {γˆ+(t)}, Γ− := {γˆ−(s)} (5.5)
where
γˆ+(t) := e
∑∞
i=1 tiJi , γˆ−(s) := e
∑∞
i=1 siJ−i . (5.6)
Another infinite abelian group that enters in the fermionic representation of our τ -
functions is the group C of (generalized) convolution flows [30], consisting of diagonal ele-
ments
C := {Cˆρ := e
∑∞
i=−∞ Ti:ψiψ
∗
i :}, (5.7)
where
ρi = e
Ti , (5.8)
may be viewed as the Fourier coefficients of a function (or distribution) on the unit circle
{z : |z| = 1},
ρ(z) =
∞∑
i=−∞
ρiz
−i−1. (5.9)
The next three subsections 5.1, 5.2 and 5.3 give fermionic representations of all the
quantities appearing above: the τ -function, the Baker function, the adapted bases, the
pair correlators, the multicurrent correlator. For proofs and further details of the relations
between them, the reader should consult the companion paper [2].
5.1 The τ-function, Baker function and adapted bases
The τ -function (2.1) has the following representation as a fermonic vacuum state expectation
value (VEV)
τ (G,β,γ)(t, s) = 〈0|γˆ+(t)Cˆργˆ−(s)|0〉, (5.10)
where the coefficients ρi are given by (2.5), (2.6).
Viewing this as a parametric family of KP τ -functions (where s = (s1, s2, . . . ) are just
viewed as additional parameters), the corresponding Baker function and its dual have the
fermionic representation [2]
Ψ−(G,β,γ)(ζ, t, s) =
〈0|ψ∗0 γˆ+(t)ψ(ζ)Cˆργˆ−(s)|0〉
τ (G,β,γ)(t, s)
, (5.11)
Ψ+(G,β,γ)(ζ, t, s) =
〈0|ψ−1γˆ+(t)ψ∗(ζ)Cˆργˆ−(s)|0〉
τ (G,β,γ)(t, s)
. (5.12)
The adapted basis defined by (2.17) has the fermionic representation [2]
Ψ+k (x) :=
{
γ〈0|ψ∗(1/x)Cˆργˆ−(β−1s)ψk−1|0〉 if k ≥ 1,
γ〈0|ψk−1γˆ−1− (β−1s) Cˆ−1ρ ψ∗(1/x)Cˆργˆ−(β−1s)|0〉 if k ≤ 0,
(5.13)
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and the dual basis defined by (2.18) is given [2] by
Ψ−k (x) :=
{
〈0|ψ(1/x)Cˆργˆ−(β−1s)ψ∗−k|0〉 if k ≥ 1
〈0|ψ∗−kγˆ−1− (β−1s) Cˆ−1ρ ψ(1/x)Cˆργˆ−(β−1s)|0〉 if k ≤ 0.
(5.14)
5.2 The n-pair correlator Kn
The n-pair correlator (2.33) has the following fermionic representation [2]
Kn(x1, . . . , xn;x
′
1, . . . , x
′
n) =
1∏n
i=1 xix
′
i
〈0|
n∏
i=1
ψ(1/x′i)ψ
∗(1/xi)Cˆργˆ−(β−1s)|0〉. (5.15)
5.3 The multicurrent correlator Wn
It follows from the fermonic representation (5.10) of the τ -function τ (G,β,γ)(t, s) and the
definition (2.36) of the multicurrent correlator Wn(x1, . . . , xn) that this may be expressed as
the following fermionic vacuum expectation value [2]
Wn(x1, . . . , xn) =
1∏n
i=1 xi
〈0|
n∏
i=1
J+(xi)Cˆργˆ−(β−1s)|0〉, (5.16)
where
J+(x) :=
∞∑
i=1
xiJi. (5.17)
6 Topological recursion
6.1 Definitions of ω˜g,n and Wg,n
The key invariants computed by topological recursion in this case are the forms ω˜g,n defined
in terms of the correlators W˜g,n as follows:
Definition 6.1. Let
ω˜g,n(z1, . . . , zn) := W˜g,n(X(z1), . . . , X(zn))X
′(z1) . . . X ′(zn)dz1 . . . dzn
+ δg,0δn,2
X ′(z1)X ′(z2) dz1dz2
(X(z1)−X(z2))2 . (6.1)
It follows [3] that ω˜g,n for the stable cases are rational functions of all the zi’s, with poles
only at elements of A (ramification points of the spectral curve) or at infinity. In fact we
have the stronger property (see [3] for a detailed proof):
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Proposition 6.1. When 2g−2+n > 0, ω˜g,n(z1, . . . , zn) has poles only at ramification points,
and no poles at zi =∞.
In order to state our topological recursion in a more compact manner, it is convenient to
introduce the following auxiliary quantity.
Definition 6.2.
Wg,n(z, z′, z2, . . . , zn) := ω˜g−1,n+1(z, z′, z2, . . . , zn)
+
′∑
g1+g2=g, I1unionmultiI2={z2,...,zn}
ω˜g1,1+|I1|(z, I1)ω˜g2,1+|I2|(z
′, I2), (6.2)
where
∑′ means that we exclude the two terms (g1, I1) = (0, ∅) and (g2, I2) = (0, ∅).
6.2 Topological recursion for the ω˜g,n’s
As shown in [3], the W˜n’s satisfy a set of equations called “loop equations” [10, 12]. The
unique formal β-power series solution of the loop equations, having poles only at the rami-
fication points, is the one given by the topological recursion relations (Theorem 4.5. of [20];
see [13] for another proof).
Theorem 6.2. The ω˜g,n’s satisfy the topological recursion relations: If all ramification points
a ∈ A are simple, with local Galois involution z 7→ σa(z), we have for (g, n) 6= (0, 1), (0, 2):
ω˜g,n(z1, . . . , zn) = −
∑
a∈A
Resz→a
[ dz1
z − z1 −
dz1
σa(z)− z1
] Wg,n(z, σa(z), z2, . . . , zn)
2(Y (z)− Y (σa(z))) dX(z) . (6.3)
If some ramification points have higher order, then the ω˜g,ns satisfy the higher order
version of the topological recursion relation defined in [15].
For (g, n) = (0, 2) we have
ω˜0,2(z1, z2) =
dz1dz2
(z1 − z2)2 . (6.4)
A detailed proof of this main result is provided in ref. [3].
7 Some consequences of topological recursion
The first consequence of Theorem 6.2 is that ω˜g,n(z1, . . . , zn) can be computed explicitly
for each g and n, which in turn gives an explicit rational parametrization of the function
W˜g,n(x1, . . . , xn).
Theorem 6.2 has many other deep implications, of which a short glimpse is the following.
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• Structure properties: When 2g − 2 + n > 0, the F˜ (G,γ)g,n (x1, . . . , xn) are not only
formal series in γ, but are in fact algebraic functions of γ and the xi’s, and of all
parameters c = (c1, c2, . . . ) defining G, as well as the parameters s = {s1, s2, . . . }. The
radius of convergence in γ is given by the ramification point nearest the origin:
|γxi| < R , R = min
j
{|X(aj)| | X ′(aj) = 0}. (7.1)
The F˜g,n(X(z1), . . . , X(zn)), with 2g−2+n > 0, are rational functions of the arguments
zi, with poles only at ramification points, of order ≤ 3(2g − 2 + n). For (g, n) =
(0, 1) explicit expressions are known involving logarithms, with the same radius of
convergence, (See [20].)
• The first few F˜g,n are easy to compute using topological recursion. For instance
F˜0,3 =
X(z1)
X ′(z1)S ′(z1)(z1 − z2)(z1 − z3) + sym (z1 ↔ z2, z3)
−
∑
b, S′(b)=0
X(b)
X ′(b)S ′′(b)
1
(z1 − b)(z2 − b)(z3 − b) . (7.2)
(For the case L = 1 and M arbitrary, (7.2), was conjectured by John Irving (private
communication to GC) in 2013. He also obtained the expression of W˜0,2 via elementary
combinatorial manipulations, and conjectured that all the W˜0,n are rational functions
of the parameters zi. We refer the reader to a paper in preparation [32] for these conjec-
tures (which are here proved, and in [3], in greater generality) and for the combinatorial
approach to the computation of W˜0,2. Other combinatorial approaches to the computa-
tion of generating functions for constellations may be found in [17] and the thesis [23],
which contains in particular an analog of the cut-and-join equation [23, Theorem 4.2].)
• Topological recursion implies a form-cycle duality formula for all deformations, for
example
∂
∂sk
F˜g,n(x1, . . . , xn) = Resz′→∞ F˜g,n+1(x1, . . . , xn, X(z′))kz′k−1dz′, (7.3)
∂
∂gk
F˜g,n(x1, . . . , xn) = Resz′→∞ F˜g,n+1(x1, . . . , xn, X(z′)) d
(
S ′(z′)
G(z′)
)
,
∂
∂ci
F˜g,n(x1, . . . , xn) = Resz′→∞ F˜g,n+1(x1, . . . , xn, X(z′)) d
(
S ′(z′)z′
1 + ciz′
)
. (7.4)
• It has many other deep consequences, which are well beyond this short summary. For
example, topological recursion implies some ELSV–like formulas as in [22]. These will
be developed in the longer version of this work [3].
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