We introduce a new fractionally integrated model for covariance matrix dynamics based on the long-memory behavior of daily realized covariance matrix kernels and daily return observations. We account for fat tails in both types of data by appropriate distributional assumptions. The covariance matrix dynamics are formulated as a numerically efficient matrix recursion that ensures positive definiteness under simple parameter constraints. Using intraday stock data over the period 2001-2012, we construct realized covariance kernels and show that the new fractionally integrated model statistically and economically outperforms recent alternatives such as the Multivariate HEAVY model and the multivariate HAR model. In addition, the long-memory behavior is more important during non-crisis periods.
Introduction
Various fields in financial econometrics, such as risk-and portfolio management, require the use of an adequate multivariate volatility model to estimate or forecast the covariance matrix of financial asset returns. We can distinguish two main lines of literature dealing with these models, namely multivariate generalized autoregressive conditional heteroskedasticity (GARCH) type models (for an overview, see Silvennoien and Teräsvirta, 2009 ) and stochastic volatility (SV) type models (for an overview, see Asai et al., 2006) . More recently, the availability of intraday high-frequency data has led to a new class of volatility models including realized (co)variance measures. Such realized measures help to describe and forecast volatility more precisely than traditional measures such as squares and crossproducts of daily returns; see for instance Andersen et al. (2001) . Typically, either either realized variance measures (Barndorff-Nielsen and Shephard, 2002) or realized kernel measures (Barndorff-Nielsen et al., 2008) are included. Examples of the former include the Wishart autoregressive (WAR) model of Gourieroux et al. (2009) and the Conditional Autoregressive Wishart (CAW) model of Golosnoy et al. (2012) , while examples of the latter include the High-frEquency-bAsed VolatilitY (HEAVY) model of Shephard and Sheppard (2010) and its multivariate extension by Noureldin et al. (2012) , and the multiplicative error model (MEM) model of Englo and Gallo (2006) .
Volatilities are typically strongly persistent, which has led to the introduction of volatility models with long-memory features. A seminal reference is the fractionally integrated GARCH (FI-GARCH) model of Baillie et al. (1996) , which is based on squared daily returns. Realized variance measures exhibit even stronger long memory features than squared daily returns. Andersen et al. (2001) for instance find that realized measures are highly persistent and behave as fractionally integrated processes that can be modeled by autoregressive fractionally integrated moving average (ARFIMA) models; see also Koopman et al. (2005) . Corsi (2009) also caputures long-memory volatility dynamics, but does so using a heterogeneous autoregressive (HAR) model, which relates realized volatility to a linear combination of lagged daily, weekly and monthly realized volatilities. Proietti (2016) introduces an alternative integrated moving average model for realized variances and assesses its predictive power against other univariate models.
The univariate volatility models with long-memory features available in the literature have two main drawbacks complicating their application in a multivariate context. First, these models do not account for fat-tailed returns and outliers in either the realized measures, the returns, or both. Though fat-tailed distributions are often used to describe returns, thintailed distributions such as the Wishart are typically used for the realized measures despite the fact that also data for the realized measures can be subject to outliers and influential observations. For example, the Flash Crash in 2010 led to a spike in the realized (co)variance of a large number of assets. Ignoring the possible occurrence of such influential events in the specification of the volatility propagation mechanism and the likelihood function can have a huge impact on the estimated volatility dynamics for each of the volatility models discussed above. Second, multivariate models that incorporate the long-memory features of (realized) (co)variances face the challenge to simultaneously avoid the curse of dimensionality and solve the requirement of ensuring positive definite covariance matrices. Chiriac and Voev (2011) deal with these issues by proposing vector ARFIMA (VARFIMA) models for the cholesky decomposition of the realized covariance matrix. The same study also extend the HAR model of Corsi (2009) to the multivariate setting. Bauer and Vorkink (2011) solve the issue differently by modeling the matrix-logarithm of the realized covariance matrix.
Both studies, however, model the vectorized (vech) matrix of interest. This may become computationally intensive in higher dimensions. Moreover, neither model accounts for the possible fat-tailedness of realized measures and its impact on the volatility dynamics as discussed earlier.
In this paper, we solve both of the above issues by introducing a new multivariate volatility model for realized (kernel) covariance matrices. The model can also be used to simultaneous model realized covariance matrices and daily returns. Our model allows for both the long-memory behavior and the fat-tailedness of (realized) covariances and returns by combining fractionally integrated dynamics with the generalized autoregressive score (GAS) dynamics of Creal et al. (2011 Creal et al. ( , 2013 . The only paper to our knowledge that combines long-memory and GAS is Janus et al. (2014) , but this paper is set entirely in a univariate context and does not incorporate realized measures. Moreover, Janus et al. fails to provide parameter constraints to ensure positive definiteness of the covariance matrix.
The model set-up developed in the remainder of this paper, by contrast, has easy parameter restrictions that render the covariance matrix positive definite at all times.
To account for fat tails, we assume a matrix-F distribution for the realized covariance matrix and a Student's t distribution for the daily returns. The use of the matrix-F distribution for realized volatility models was first propagated in Opschoor et al. (2017) . The combination of the matrix-F and vector-valued Student's t distribution allows for a tractable analytic expression for the score of the log predictive density with respect to the unknown, dynamic covariance matrix. The score expressions can be used in the generalized autoregressive score-driven (GAS) framework of Creal et al. (2013) to provide the covariance matrix dynamics. The score-driven framework has been applied successfully in a number of other settings, including volatility and location modeling (Harvey, 2013; Harvey and Luati, 2014) , credit risk modeling (Creal et al., 2014) , and systemic risk modeling (Oh and Patton, 2016; Lucas et al., 2014) . The availability of a closed-form expression for the likelihood function and the optimality of score-driven steps (see Blasques et al., 2015) make the GAS framework a good starting point for combining long-memory, fat tails, robust time-varying parameter dynamics, and ease of estimation. As we show later, the score expressions automatically account for a reduced impact of outlying realized covariance matrices and/or return vectors in an intuitive way. The convenient advantage of the score-driven approach is also that we can directly apply the theoretical results of Conrad and Haag (2006) to obtain simple parameter restrictions to establish positive definiteness of the estimated covariance matrices over the entire sample period. In addition, due to the matrix formulation of our volatility dynamics, the introduction of the long-memory feature can be done in a parsimonious yet flexible way that allows for generalizations of the model in many directions of empirical interest. The parsimony of the approach is a major asset in the multivariate context, where the curse of dimensionality looms large.
We provide an empirical application of our multivariate Fractionally Integrated model based on the matrix-F and Student's t distribution (FIGAS tF model from now on) on daily realized kernels and daily returns for 15 equities from the S&P 500 index. Our sample spans the period January 2001 to December 2012. Using a forecasting horizon of 1, 5, 10, and 22 days ahead, we compare both statistically and economically the performance of our new dynamic covariance matrix model to several strong benchmarks, such as the HEAVY model (Noureldin et al., 2012) , the GAS tF model (Opschoor et al., 2017) and the multivariate extension of the HAR model of Corsi (2009) . Using a quasi-likelihood loss function, the FIGAS model outperforms the competing HEAVY and HAR models, both inside and outside crisis periods. Interestingly, we find that the fractionally integrated part of our new model only outperforms the short-memory GAS model during non-crisis periods. Hence the long-memory property seems particularly relevant during calm periods.
We assess the economic significance of our results by considering mean-variance efficient portfolios based on the forecasts. Again we find that the FIGAS tF model outperforms its competitors by producing statistically significantly lower ex-post conditional portfolio standard deviations.
The rest of this paper is set up as follows. In Section 2, we introduce the new FIGAS tF model for realized covariance matrices and return vectors under fat-tails. In Section 3 we provide a simulation experiment to show the performance of the model and estimation procedure. In Section 4 we apply the model to a panel of daily realized kernels and equity returns. We conclude in Section 5.
Modeling Framework

The fractionally integrated GARCH model
Before we introduce our new score-driven fractionally integrated volatility model, we first briefly recapitulate the main steps in the development of the univariate fractionally integrated GARCH(1,1) or FIGARCH(1, d, 1) model of Baillie et al. (1996) . This paves the way to the new fractional integrated dynamics in the score-driven framework. The FIGARCH(1, d, 1) model is obtained by rewriting the standard GARCH(1,1) model of Bollerslev (1986) as
with L the lag operator L σ 
for any real order of fractional integration d > −1.
Thus, the conditional variance σ 2 t+1 depends on lags of 2 t+1 , where the weight assigned to each lag declines hyperbolically according to Ψ(L).
Score-driven fractionally integrated volatility dynamics
Analogously to the FIGARCH case, we can now introduce the fractionally integrated scoredriven multivariate volatility model. Consider a (k × 1) vector process y t and a (k × k) matrix process RK t , t = 1, . . . , T , generated by
where F t−1 is the information set containing all information up to time t − 1, µ denotes the conditional mean vector of the return vector y t , V t denotes the conditional covariance matrix, RK t denotes the realized kernel covariance matrix measure, and z t and Z t denote a (k × 1) vector-valued and (k × k) matrix-valued innovation. The matrix root V 1/2 t is defined
The realized kernel process RK t is a consistent and robust estimator of V t correcting for market-microstructure noise; for more details, see BarndorffNielsen et al. (2011) . For simplicity and ease of notation, we set µ = 0. Note, however, that we can easily allow for time-varying conditional means µ t that incorporate for example autoregressive or moving average dynamics into the specification of y t .
We assume V t follows the score-driven dynamics as introduced by Creal et al. (2011 Creal et al. ( , 2013 and Harvey (2013) . Score dynamics adjust the time varying parameter V t in the direction of steepest ascent of the local log likelihood function. The approach is computationally easy to implement given its explicit form for the likelihood function. Score-driven dynamics also possess information theoretic optimality properties; see Blasques et al. (2015) . Let p(y t , RK t | V t ) denote the predictive conditional density for (y t , RK t ). Then the scoredriven dynamics for V t are driven by the scaled score
where S t is a scaling matrix to correct for the curvature of the log predictive density at time t. We come back to the precise form of the conditional observation density p(y t , RK t | V t ) and the scaled score s t in Subsection 2.3. For now, it suffices to note that our distributional and scaling choices allow us to write s t as s t = s t − V t , where s t is positive definite for all t.
To introduce fractionally integrated dynamics for the score-driven model, we first note that due to the standard properties of a predictive density score, s t is a martingale difference by construction. It thus automatically takes the role of the martingale difference v t in (1).
Similarly, s t is always positive definite and takes the role of 2 t in (1). In particular, if we assume y t to be conditionally normally distributed and we scale the score by the inverse Fisher information matrix, we obtain s t = y t y t −V t , such that s t = y t y t , which is the familiar expression for a multivariate GARCH model. Consider the standard GAS(1,1) dynamics Creal et al. (2013) , where α * and β * are scalar parameters. Using V t = s t − s t and the GAS(1,1) model, the fractionally integrated score-driven dynamics can now be derived analogously to the FIGARCH setting, namely
where we again replaced the standard GAS polynomial (1 − β * L) by the fractionally inte- 
withΩ = Ω/(1 − β), and Ψ(L) as defined in (4). Thus, also for the FIGAS(1, d, 1) model, the conditional covariance matrix V t+1 is an infinite weighted sum of current and past s t , where the weight assigned to each lag declines hyperbolically according to Ψ(L).
The fractional integrated score dynamics introduced in (8) ) is not only that we allow for a multivariate setting, but also that we can immediately establish the positive definiteness of the sequence of covariance matrices V t for all times t using simple parameter restrictions. This is stated in the following proposition for the FIGAS(1, d, 0) model, which we use in the empirical application later on.
Proposition 1 Assume that Ω and s t in (8) are positive definite for all t. Then the conditional covariance matrices V t from the FIGAS(1, d, 0) model are positive definite if
The proof follows directly from Corollary 3 of Conrad and Haag (2006) . The proposition is stated for the FIGAS(1, d, 0) model, which is the model we use in the empirical application later on. It is straightforward, however, to apply the results of Conrad and Haag (2006) also for more general forms of the FIGAS model, such as the FIGAS(1, d, 1). This feature is quite convenient and follows from the way we have set up the fractionally integrated dynamics in contrast to earlier papers on fractionally integrated score-driven dynamics.
The conditions of Proposition 1 are easily checked for our model. The assumption on Ω is easily enforced through the model's parameterization. We show in the next subsection that also the second assumption on the positive definiteness of s t is automatically satisfied for the fat-tailed distributional choices made in this paper. The restrictions in case 1 or case 2 of the proposition can then again be easily imposed by the model's parameterization.
Score for the Student's t -matrix-F distribution
We now turn to our choice for the conditional observation densities D z (·) and D Z (·) in (5)- (6) to complete the FIGAS specification under fat tails. To account for the possible fattailedness of the returns, we assume that y t follows a (conditional) Student's t distribution,
with degrees of freedom parameter ν 0 > 2 and V t a positive definite covariance matrix at time t. Similarly, to account for possible fat tails of the realized kernel distribution, we assume that RK t has a matrix-F distribution. The use of a matrix-F distribution for realized measures was first proposed in Opschoor et al. (2017) . The matrix-F distribution is given by
with positive definite expectation E t [RK t |F t−1 ] = V t , and degrees of freedom parameters
and Γ k (x) is the multivariate Gamma function
see for example Konno (1991) . Both observation densities depend on the common time varying covariance matrix V t . We assume that conditional on V t and F t−1 , returns y t and realized covariances RK t are independent such that the joint conditional density p(y t , RK t | V t ) is the product of the conditional marginal densities (10) and (11). Preliminary data analyses for bivariate snapshots of the data reveal that this assumption is empirically reasonable:
conditional correlations between returns and realized kernels are typically small.
Given the two observation densities (10) and (11), we have the following result. The proof can be found in the appendix.
Proposition 2 Using the scaling matrix S t = √ 2 V t , the scaled score for the Student's tmatrix-F distribution equals
with weight w t and weight matrix W t given by
Finally, given ν 0 , ν 1 , ν 2 > 0 and V t and RK t positive definite, we have that
The score s t has a number of intuitive properties. It contains familiar terms of the form w t · y t y t and W t · RK t . For the normal distribution, w t ≡ 1, such that V t+1 directly reacts to the unweighted squared daily returns y t y t , similar as in a standard multivariate GARCH model. Analogously, for the Wishart distribution W t = I k , such that V t reacts directly to the realized kernel value. For finite ν 0 and ν 2 , the weights w t and W t automatically downplay the importance of outlying values of y t and RK t , respectively. For example, if y t V −1 t y t grows large, the weight w t tends to zero. The same holds for W t if RK t V −1 t grows large.
The presence of both w t and W t thus gives the model a doubly robust feature for both types of measurements for V t . The parameter ν 1 in (14) determines the relative weights in the score attributed to y t y t and RK t . A larger value of ν 1 decrease the variance of the matrix-F distribution and indicates that RK t is a more reliable estimate of V t . As a result, more weight is put on the score related to RK t than on the score related to y t if ν 1 increases.
Important for the fractionally integresed dynamics of Subsection 2.2 is that s t = s t + V t is positive semi-definite for all t. Looking at the expressions in Proposition 2 this requires the degrees of freedom parameters to be strictly positive and V t to be positive definite. Then the weight w t is clearly positive, and w t · y t y t is positive semi-definite. We can easily show 1 that also the term W t · RK t is positive semi-definite in that case. This allows us to conclude that the parameter restrictions formulated in Proposition 1 can be used to enforce positive definiteness of V t for all t in the FIGAS model.
Estimation
We estimate the parameters of the FIGAS model by maximum likelihood. In order to circumvent the number of estimated parameters corresponding toΩ = Ω/(1−β), we targetΩ
RK t with ψ i defined in (4). This specification is related to the covariance targeting approach as Ω depends on the sample average of RK t . We estimate the remaining static parameter vector θ = {φ * , β, ν 0 , ν 1 , ν 2 , d} of the FIGAS model by maximum likelihood. To do so, we maximize the log-likelihood
where L t is defined as the sum of the log likelihoods of the Student's t and the matrix-F distributions of equations (10) and (11). This standard prediction error decomposition of the likelihood function is made possible due to the observation-driven nature of the FIGAS model using the classification of Cox (1981) . The starting value V 1 can be either estimated or set equal to RK 1 .
The maximum likelihood estimation for the fractionally integrated model requires truncation of the infinite distributed lags in (2). We choose the maximum number of lags, which equals T − 1. Finally we put the pre-sample innovations equal to zero, guided by the finding of Bollerslev and Mikkelsen (1996) that the effect of pre-sample values has a negligible effect on the parameter estimates, provided that the sample size is sufficiently large. Pre-sample values of V t are put to the sample analogue of the unconditional covariance matrix.
1 Note that W t · RK t can be written as
−1 , which is positive definite as RK t and V t (and their inverses) are both positive definite, ν 1 , ν 2 > k + 1, and the inverse of the sum of two positive definite matrices is again positive definite. 
Simulation Experiment
Before presenting the empirical results, we perform a Monte Carlo study to investigate the statistical properties of the maximum likelihood estimator for θ. To that end, we simulate T time series observations of k × 1 daily returns and k × k daily realized covariance matrices using the FIGAS tF model as the true data genarating process (DGP). We set T equal to 500 and 1500 respectively, and choose k equal to 5 and 15. increases or if the cross-dimensional dimension k becomes larger. There is a slight upward bias in c, which is probably due to a long lasting effect of the initialization of the initial covariance matrices to their unconditional expectation. This bias tapers off (not shown) if the sample size grows substantially larger. We also observe that the fractional integration 
Empirical Application
In this section we apply the FIGAS model to an empirical data set of 15 US equities. Our aim is to describe the covariance dynamics both in-sample and out-of-sample. All equities are part of the S&P 500 index. We first provide some of the stylized facts of the data.
Next, we introduce our competing benchmark models. Finally, we test the in-sample and out-of-sample performance of the different models.
Data
The data consist of daily returns and daily realized covariances measures for 15 US equities. Table 2 provides an overview of the companies considered in our data set. The data spans the period January 2, 2001 until December 31, 2012 and contains T = 3017 trading days.
We observe consolidated trades (transaction prices) extracted from the Trade and Quote 
Brownlees and Gallo (2006).
2 Next, we construct realized kernels using the refresh-timesampling methods of Barndorff-Nielsen et al. (2011) with the same hyper-parameters as used by Hansen et al. (2014) . 
Alternative forecasting models
To benchmark the performance of our FIGAS tF model, we use three relevant alternative models: the multivariate extension of the HAR model (Corsi, 2009) , put forward by Chiriac and Voev (2011) , the multivariate HEAVY model of Noureldin et al. (2012) and the short-memory GAS tF model of Opschoor et al. (2017) . As a fourth benchmark, we also considered the long-memory extension of the RiskMetrics model (Zumbach, 2006) . This model, however, appears to be inferior compared to all other models considered. Results are therefore relegated to Web Appendix B.
Our first benchmark does not directly model RK t , but first computes the matrix' choleski decomposition RK t = P t P t , where P t is lower triangular. The multivariate HAR model then considers X t = vech P t as a function of lagged daily, weekly and monthly (transformed) volatilities, where vech P t stacks the lower triangular elements of P t into a vector:
where X The multivariate HEAVY model incorporates realized measures into the volatility specification by proposing a system of two multivariate GARCH equations for the quantities
The innovations in both of these equations are the realized (co)variance measures as gathered in the matrix RK t . The dynamics are given by
where α V , α M , β V , and β M are scalar parameters, and C V and C M are lower triangular matrices. The scalar parameters of both equations are estimated separately by maximum likelihood, assuming a singular Wishart distribution for y t y t and a standardized Wishart distribution with k degrees of freedom for RK t . The matrices C V and C M are typically estimated by covariance targeting, as discussed by Noureldin et al. (2012) . We follow this approach when implementing the model in the remaining analysis.
Our final benchmark is the GAS tF model, which is the short memory equivalent of our FIGAS model. All benchmark models allow for easy h-step ahead prediction of V t . In case of the HEAVY model, the second transition equation delivers forecasts of RK t+h for h = 1, 2, . . ., which can subsequently be inserted into the first equation to obtain V t+h . The 
where h stands for the forecast horizon. As indicated by Bollerslev et al. (2016) , direct forecasts might be more adequate than iterative forecasts due to the possibility of model misspecification.
Model Evaluation Procedure
We follow Noureldin et al. (2012) and compare the in-sample and out-of-sample statistical fit of the models by computing the quasi-likelihood loss function:
with V a t+h|t the covariance matrix forecast for time t + h given all information up to time t based on model a. Note that we use RK t+h as a proxy of the true covariance matrix. Insample, h is set to zero. Since V t is known at time t−1, the criteria can also be interpreted as one-step ahead forecasting criteria. As indicated by Patton (2011) , the QLIK loss-function implies a consistent ranking of volatility models since it is robust to noise in the proxy RK t .
To assess the in-sample performance, we set h = 0 and note that V t only depends on the information in F t−1 for all three models considered. For the out-of-sample performance, we set h > 0.
We additionally test the predictive performance of the models using the framework of Giacomini and White (2006) . We start by computing the difference in loss functions between two competing models a and b,
for t = R + 1, . . . T − h, where the parameters are estimated based on a rolling window of T w = 1500 observations. The difference d t can be interpreted as a difference between two Kullback-Leibler (KL) divergences. Even if the underlying two models are both misspecified, the difference in their KL divergences still provides a valid assessment criterion. The corresponding null-hypothesis of equal predictive ability is given by
forecasts, which can be tested using the Diebold and Mariano
withd h the out-of-sample average of the loss differences, andŝ 2 h a HAC-consistent variance estimator of d t,h (a, b). A significantly negative value of DM h (a, b) means that model a has a superior forecast performance over model b. The QLIK test can be used in-sample (interpreted as a 'one-step-ahead prediction') and out-of-sample. In the out-of-sample test, we choose h = 1, 5, 10 and 22. In addition, we consider the cumulative forecasts V t:t+N |t = N i=1 V t+i|t , where N equals 5, 10 and 22, respectively. As the above evaluation criteria are statistical in nature, we finally also assess the forecasting performance from a economic point of view. Motivated by the mean-variance optimization setting of Markowitz (1952) , we do so by considering global minimum variance portfolios (GMVP); see for example Chiriac and Voev (2011); Engle and Kelly (2012) , among others, who perform a similar analysis. The best forecasting model should provide portfolios with the lowest ex-post variance. Assuming that the investor's aim is to minimize the h-step portfolio volatility at time t subject to a fully invested portfolio, the resulting GMVP weights w t+h|t are obtained by the solution of the quadratic programming problem min w t+h|t V t+h|t w t+h|t , s.t. w t+h|t ι = 1. (24) with ι a k×1 vector of ones. Similar as Chiriac and Voev (2011) , we assess the predictive abil-ity of the different models by comparing the results to the ex-post realizations or 'oracle forecasts' of the conditional standard deviation, which are given by σ p,t = w t+h|t RK t+h w t+h|t .
We again test for significantly different portfolio standard deviations by means of the DM test statistic. This table reports maximum likelihood parameter estimates of the FIGAS tF, GAS tF, HEAVY and the HAR model, applied to daily equity returns and daily realized kernels of 5 and 15 assets. In case of the HAR model (see (17)), we suppress the constant vector and report only β 1 , β 2 and β 3 . Asset identifiers are explained in Table 2 . Standard errors are provided in parenthesis and based on the (sandwich) robust covariance matrix estimator. The α column corresponds to α coefficient of the GAS tF model (see (8)) and the α V coefficient of the HEAVY model (see (18)) respectively. Likewise, β corresponds with β of the (FI)GAS tF model, the β V coefficient of the HEAVY model or the β 1 coefficient of the HAR model. The table reports the total log-likelihood, the BIC criteria as well as the mean of the QLIK loss function, which is defined in (21). For comparative reasons, the total likelihood consists of the sum of a Multivariate Normal and the Wishart distribution for the HEAVY and HAR models. The sample is January 2, 2001, until December 31, 2012 (3017 observations). The results in Table 3 show that the FIGAS tF model has the best fit to the data compared to the other models. In a preliminary analysis, the coefficient φ in the FIGAS specification turned out to be statistically insignificant, such that we estimate a FIGAS (1, d, 0) model as our preferred fractionally integrated score-driven model.
In-sample results
Based on the QLIK loss function, the FIGAS tF has the best value, followed by the GAS tF, HAR and the HEAVY model, respectively. Comparing the FIGAS, GAS, and HEAVY models, the QLIK values suggest that the largest gain is obtained by introducing the scoredriven dynamics: the average QLIK drops from 7.89 (20.06) for the HEAVY model to 7.66 (18.96) for the GAS model. Hence allowing for fat-tailedness in both the return observations and realized covariance kernels improves the fit substantially. The further drop in QLIK when moving from GAS to FIGAS is more modest, but still sizable given the sample size.
For k = 5, the simple HAR model still does quite well. The HAR model's relative performance, however, quickly deteriorates in higher dimensions such as k = 15, as is seen in Panel B of Table 3 .
The likelihood and the BIC values for the different models underline that the FIGAS tF model provides a better fit to the data than the GAS and HEAVY models. Especially when k = 15 the differences are large. In order to compare the FIGAS type model with the HEAVY and HAR models, we compute the total likelihood of these models as the sum of a Multivariate Normal (for the returns) and a Wishart distribution with k degrees of freedom for the realized kernels. This makes the likelihood comparable to that of the FIGAS model, as the latter is the sum of a multivariate Student's t and a matrix-F distribution.
We see a clear distinction between the likelihoods of the HEAVY and HAR model and the FIGAS model. This occurs mainly due to the likelihood contribution for the realized kernels. More specifically, this contribution equals 25, 000 points (k = 5) or 120, 000 points dynamics.
Looking at the individual parameter estimates, we first note the positive and significant long-memory coefficient d. A similar estimate of d is found by for example Proietti (2016) in the univariate case. The value of d is highly robust across the dimensions considered and indicates that autocorrelations only die out very slowly.
The high degree of persistence in the FIGAS tF model is mirrored by the other models.
For example, for the HAR model β 1 + β 2 + β 3 is also close to 1. Similarly, the estimate of the autoregressive coefficient for the short-memory GAS model is very close to 1 (β ≈ 0.99), indicating a strong persistence. The value of β of the FIGAS tF model changes from insignificantly negative for k = 5 to significantly positive for the case of all equities. Based on Proposition (1), we empirically satisfy the constraint for positive definiteness of the resulting covariance matrices V t for both dimensions. Though the value of B is negative for k = 5 and positive for k = 15, both values imply a highly similar set of autocovariance functions; see Figure 3 . If anything, the increase of the dimension leads to a slightly stronger long-memory feature.
The degrees of freedom parameter ν 2 is estimated at around 35 and 65 for 5 and 15 dimensions, respectively. Despite that the value ofν 2 may appear high, such values already result in a substantial moderation of the effect of incidentally large observations RK t in (14) through the matrix weighting scheme. Also fat-tailedness for these values of ν 2 is considerably larger than that of the Wishart distribution (see also Opschoor et al., 2017) (17) (red line). The figure shows remarkable differences between the two models for both the volatility and the covariances and correlations. Focusing first on the volatilities and covariances, the robust transition scheme based on the Student's t and matrix-F score dynamics produces considerably fewer spikes: red (HAR) spikes stand out much more clearly than the blue (FIGAS) ones. Notable differences are apparent for both companies during the periods 2001-2003, 2007-2008, and 2010-2011 . The FIGAS framework is able to mitigate the impact of temporary RK t and y t y t observations on the estimates of V t .
We conclude that already for short horizons there is evidence that a combination of long-memory and fat-tailedness improves model performance. We expect the long-memory properties to become even more important once we move into longer forecasting horizons, as we do next.
Out-of-sample results
In our out-of-sample analysis, we assess both the short-term and long-term forecasting performance of the FIGAS tF model. We consider h-step ahead forecasts, with h = 1, 5, 10, and 22. In addition, we consider aggregated covariance forecasts for the next one or two trading weeks and for the next month, i.e. V t:t+h = V t+1 + V t+2 + . . . + V t+h with h = 5, 10, 22.
Similar to the in-sample analysis of the previous subsection, we compare the FIGAS tF model with the HEAVY model, the GAS tF model and the multivariate HAR model.
We test the predictive ability of the different models based on the loss-differences of the QLIK loss function (21) using the test-statistic defined in (23). We use a moving window of 1500 observations and re-estimate the parameters after each 25 observations (≈ one month).
The first in-sample period corresponds to the period January 2001 until December 2006, which is well before the financial crisis of October 2008. This current forecasting experiment therefore constitutes a major robustness test for all the models considered. The short-memory GAS model still does quite well for horizons of (up to) h = 5 or 10, though worse than the FIGAS specification. Also here, however, the FIGAS model does significantly better for longer horizons such as h = 22 and h = 1 : 22. The improvements due to the long memory features of the FIGAS specification thus appears particularly pronounced in cases where they matter most, namely at long horizon forecasting.
To further investigate where the performance of the fractionally integrated specification Table 4 show that discriminating between the crisis and non-crisis periods provides us two additional remarkable insights. First, the differences between the average QLIK values between the FIGAS model and the HAR and HEAVY models increase during the crisis compared to the non-crises period. This holds especially for k = 15. The (-45.8) crisis period is charactarized by more spikes, and the FIGAS specification can better deal with these due to the score dynamics and the fat-tailed distributional assumptions. The FIGAS model therefore performs particularly well in the crisis period compared to its HAR and HEAVY counterparts.
Second, the FIGAS model and the short-memory GAS specification perform similarly well during the crisis period, but not during the non-crisis period. In non-crisis years, the FI-GAS model statistically outperforms its short-memory counterpart. Hence the fractionally integrated dynamics appear particularly valuable during calm periods, while accounting for fat-tailedness of returns and realized covariances is more important during turbulent years. To summarize, taking account of both fat-tailedness (during turbulent times) and long-memory effects (during calm periods) provides the FIGAS tF model with its superior forecasting performance over longer time spans. The reductions in standard deviations are statistically significant compared to all of the benchmarks.
Conclusions
We introduced a new multivariate fractionally integrated model with score-driven volatility dynamics (FIGAS tF) that combines observed realized covariance matrices and vectorvalued return observations to estimate the dynamics of unobserved common covariance matrices. The proposed model explicitly acknowledges that realized (co)variances display long-memory behavior. It does so in a way that ensures positive definiteness of the covariance matrices by simple parameter restrictions in the model. In addition, the model takes into account that both realized covariance matrices and financial return data are typically fat-tailed. The score-driven matrix-valued dynamics automatically correct for influential observations in either type of data. For S&P500 equity returns over the period [2001] [2002] [2003] [2004] [2005] [2006] [2007] [2008] [2009] [2010] [2011] [2012] we showed that both in-sample and out-of-sample and both statistically and economically the new model outperformed recent competitors such as the HEAVY model of Noureldin et al. (2012) and the multivariate HAR model of Corsi (2009) and Chiriac and Voev (2011) .
Interestingly, the fractionally integrated dynamics appear particularly valuable during calm periods. The outlier robust features of the model due to the score dynamics and the fat-tailed distributional assumptions, by contrast, are most useful during turbulent times. Combining the two, the FIGARCH model shows the best overall performance over the sample. (-12.4 ) (-9.0) (-6.3) (-12.5) (-9.1) (-6.3) 
