Abstract. The Takagi function is a classical example of a continuous nowhere differentiable function. It has empty subdifferential except in a countable set where its subdifferential is R. In this paper we characterize its superdifferential.
Introduction and preliminary
The Takagi function is probably the easiest example of a continuous nowhere derivable function. Less known than Weierstrass function, it was introduced in 1903 by T. Takagi (see [7] ) and ever since it has caught the interest of mathematicians. For an extensive information about this function, see the surveys [1] and [5] .
The Takagi function, T : R → R, is usually defined as
where φ(x) = dist(x, Z), the distance from x to the nearest integer. If D denote the set of all dyadic real numbers and we decompose it as an increasing union of sets D n = k 2 n−1 : k ∈ Z , n = 1, 2, . . . then we may also define the Takagi function as:
where g k (x) = min(|x − y| : y ∈ D k ) is the distance of the point x to the closed set D k , and G n = g 1 + · · · + g n . Now we will introduce some non smooth definitions and results. As a general reference for these concepts you may use [2] or [6] .
For an upper semicontinuous function f : R −→ R and a point x ∈ R, we define the Fréchet superdifferential of f at x, ∂ + f (x), as the set of ξ ∈ R that satisfy lim sup
The function f is said superdifferentible at x if ∂ + f (x) = ∅. In a similar way, for a lower semicontinuous function f : R −→ R and a point x ∈ R, the Fréchet subdifferential of f at x, ∂f (x), is defined as the set of ξ ∈ R that satisfy lim inf
. A continuous function f is derivable at x if and only if both ∂f (x) and ∂ + f (x) are nonempty. In this case, ∂f (x) = ∂ + f (x) = {f ′ (x)}. Next proposition characterizes the superdifferential of an upper semicontinuous function f : R −→ R at a point x in terms of the Dini derivatives:
Proposition 1.
1. An upper semicontinuous function f : R −→ R is superdifferentiable at a point x if, and only if,
In this case,
Main Theorem
Gora and Stern, see [3] , showed that T has empty Fréchet subdifferential at every x ∈ D, meanwhile its subdifferential is R at every x ∈ D. In this section we are going to characterize the superdifferential of T .
If x ∈ D, for all n there exist x n , y n ∈ D n such that x ∈ (x n , y n ) and (x n , y n ) ∩ D n = ∅. We denote c n =
On the other hand, for k < n we have that either (
Proof. Let x n , y n , c n be as before. The sequences (x n ) n and (y n ) n converge to x. For every n let x ′ n = 2x n − x. As g k is an even periodic function of period 2 −k+1 , we have that
for all n. If x n−1 < x n then c n−1 = x n and y n−1 = y n and therefore g
As T is an even function
and therefore
because the functions G n are even also.
, is infinite or both limits are finite and lim sup
Proof. It is immediate from Proposition 1.1 that
If both limits are finite and lim sup n G
and therefore, by Proposition 1.1 again, ∂ + T (x) = ∅.
Now we are going to study the situation when both lim sup n G ′ n (x) and lim inf n G ′ n (x) are finite and
In this case, as |g
n (x) ≥ 1 and, as both limits are integer numbers, this difference can only take the values 1 and 2.
−n for some k ∈ Z and a n ∈ {0, 1}, n = 1, 2, . . . then
Note that if x ∈ D then g ′ n (x) = 1 if and only if a n = 0. In conse-
for all n. Moreover, for x ∈ D, g n (x) + g n+1 (x) = 2 −n if and only if g
Proof. With the notations of Lemma 2.3,
If a n + a n+1 = 0 then a n = a n+1 = 0 and therefore
with strict inequality if x ∈ D. If a n + a n+1 ≥ 1 then a n + a n+1 − a n a n+1 = 1 and (2.7) is an immediate consequence of (2.8). Moreover, if x ∈ D, the equality holds if and only if a n + a n+1 − 1 = 0. But a n + a n+1 − 1 = 0 if and only if a n = a n+1 .
then there exists m ≥ 1 such that a m+2i + a m+2i+1 = 1 for all i ≥ 0 and 
By Lemma 2.4
for all i ≥ 0, and thus, again by Lemma 2.4,
for all x ′ ∈ R. This implies that
for all p ≥ 0. Let x n , y n , c n be as before. If x ′ ∈ (x m , x) then there exists n > m such that x n−1 < x ′ ≤ x n . This implies that x n = c n−1 and thus g ′ n−1 (x) = −1 and
If n = m + 2p + 1 for some p ≥ 0 then, by (2.14),
If n = m + 2p for some p > 0 then, by (2.11), G ′ n−2 (x) = I + 2, and as
by (2.14). In both cases, by applying Proposition 2.1, we obtain (2.9). Relation (2.10) follows from the equality
Theorem 2.6. Let x ∈ R be, x = k + ∞ n=1 a n 2 −n for some k ∈ Z, with a n ∈ {0, 1}, n = 1, 2, . . . .
(2) If x ∈ D and there exists m ∈ Z, m ≥ 1, such that a n +a n+1 = 1 for all n ≥ m, then
If x ∈ D and does not verify (2) and (3) then
Proof. If x ∈ D n then for all integer p ≥ n + 1
It follows from 1.1 that ∂ + T (x) = ∅. If x ∈ D and there exists m ∈ Z, m ≥ 1, such that a n + a n+1 = 1 for all n ≥ m, then g ′ n (x) + g ′ n+1 (x) = 0 for all n ≥ m and therefore
Hence, by Proposition 2.5 and Proposition 1.1,
and, by Propositions 2.5 and 1.1,
In order to see (3): if x satisfies g
On the other hand lim inf n g ′ m+2n (x) = −1 and lim sup n g ′ m+2n (x) = 1 since x does not satisfy (2) . Therefore Remark 2.7. The set A of points that satisfy condition (2) is a countable dense subset of R Proof. A is clearly countable, since it is the set of points where a function on R is superdifferentiable, with superdifferential not a singleton. However, directly, it is not difficult to see that In order to study the set of points where the Takagi function is superdifferentiable, we will take advantage of the following result, due to Kahane, (see [4] and [1] ), which describes the set M where the Takagi function attains its maximum value, which is 2 3 . Theorem 2.8. M is a set of Hausdorff dimension 1 2 , and consists of all the points x with binary expansion satisfying a 2n−1 + a 2n = 1 for every n ≥ 1.
From Theorem 2.6 we deduce that ∂ + T (x) = ∅ if and only if x satisfies either condition (2) or (3); in other words, if and only if there exists m ≥ 1, such that a m+2i + a m+2i+1 = 1 for every i ≥ 0. With the aim of studying these points we introduce the following notations:
We have the following result.
Corollary 2.9. The set A of points x satisfying ∂ + T (x) = ∅ is an uncountable Lebesgue null set with Hausdorff dimension 1 2 . Moreover, for every x ∈ A, the function T (y) − c x (y − x) attains a local maximum at x.
Proof. For the first part it is enough to observe that we can write for y near to x since T is linear near x, with T ′ (x) = c x .
Next corollary, whose proof is immediate, allows us to characterize the local maxima of T . Of course this result is well known, see [1] or [4] for instance. 
