We consider a kernel smoothing estimator to the periodic component of seasonal time series which have quite a large periodicity relative to the length of the time series. The estimator is formulated by smoothing the commonly used seasonal-dummy estimator. It combines the neighboring seasonal-dummy estimates of the periodic function so as to reduce the variance of the estimation. We provide some theoretical justifications to the approach as well as simulation evaluations to demonstrate its effectiveness. The proposed approach is used to analyze the return rates of a German electricity price index.
INTRODUCTION
Many time series contain periodic components due to the seasonal affects on the variable being measured. Existing approaches for estimating the periodic components, when the components are regarded as "fixed" function of time, include the approach of trigonometric functions (Hamilton, 1994) , the seasonal-dummy variable approach (Harvey, 1993) , nonparametric kernel regression such as the Nadaraya-Watson estimator (Hall, Reimann and Rice, 2000; Hall, 2008) , the seasonal ARIMA models and the time-varying splines (Harvey and Koopman, 1993) . The estimation of periodic functions, when they are treated as random, is typically based on the state space approach which models the time series as the sum of a random trend, seasonal and error components and applies the filtering techniques (Hamilton, 1994) . These methods have been further extended by researchers. For example, Harvey, Koopman, and Riani (1997) employed the trigonometric approach for single seasonal time series with multiple sources of errors; and Pedregal and Young (2006) modeled for double-seasonal time series. De Livera, Hyndman and Snyder (2011) employed the Box-Cox transformation to handle the non-linearity of the time series, which allows for multiple nested and non-nested seasonal patterns.
In this paper, we consider estimation of the periodic components when they are viewed as fixed, for which situation * Corresponding author.
the seasonal-dummy variable approach is a popular method. Comparing with modeling the trend with the trigonometric functions, the seasonal-dummy variable approach has the advantage of being nonparametric and hence avoids the risk of misspecifying the cyclic functions. It is basically a sample average of the time series observations in such a way that one observation per cycle is used in the averaging, in the case of a single cycle. However, often the observational span of the series covers only limited replicates of the cycles, hence a small sample size issue will cause large variability in the seasonal-dump variable estimation. For example, the Phelix electricity price series, which we will analyze later, spans 10 years and 5 months. Hence, the sample size in the dummyvariable estimation for an annual cycle would be based on 10 observations only, and the variance of the resulting estimates for the seasonality would be large. To improve the seasonaldummy variable approach, we propose a kernel smoothing estimation approach that conducts a local average of neighboring seasonal-dump regression estimates so as to achieve a variance reduction, provided the underlying periodic function is smooth enough. By choosing the smoothing bandwidth properly, the bias of the kernel smoothing estimator can be controlled while enjoying the benefits of the variance reduction. Our proposal can be viewed as one that enhances the statistical properties of the seasonal-dummy estimator while enjoying the model-robustness nature of the approach. The proposed approach is particularly applicable for estimation for relatively long periodic functions, for instance estimating the quarterly or annual pattern based on the daily time series.
The rest of the paper is organized as follows. Section 2 analyzes the properties of the seasonal-dummy variable approach and our proposed approach for a seasonal time series with a long cycle. Section 3 extends the approach to the series with a long cycle and a short cycle. Results from simulation experiments are reported in Section 4. Section 5 applies the proposed methodology to empirically study the Phelix electricity price series. Technical details are relegated to the Appendix.
TIME SERIES WITH A LONG CYCLE
Suppose we observe the following time series at a regular sampling interval δ > 0
where μ is a constant representing the long term average of the series, S(·) is a periodic function with period Lδ for a positive integer L and tδ are the errors such that E( tδ ) = 0 and V ar( tδ ) = σ 2 (tδ). We follow the convention regarding the sampling interval so that δ = 1 for yearly observation, which means δ = 1/365 for daily and δ = 1/12 for monthly observed series. With such a convention, T = nδ represents the total amount of observation time in year of the time series observed.
In order to identify μ and the periodic function, we require L j=1 S(jδ) = 0. We may write tδ = σ(tδ)e tδ where e tδ are of zero mean and unit variance. Throughout the paper, we assume {e tδ } n t=1 is an α-mixing process. To simplify the presentation, we assume the variance function σ 2 (tδ) has the same periodic feature as periodic component S(·) so that their periodicity is the same. This is to make our analysis less mathematically involved without altering the main results of the paper.
For
. . , Lδ} where a denotes the integer strictly less than a, regardless of whether a is an integer or not, which differs from the usual integer truncation. Then Model (1) can be written as
Let γ(tδ) = μ + S(tδ) which is the elevated periodic component. A popular method for estimating the periodic function is via the seasonal-dummy variable approach (Harvey, 1993; Hamilton, 1994) . Define a row vector
where 1 t L =j is the indicator for the j-th day, and γ L = (γ(δ), γ(2δ), . . . , γ(Lδ)). Then, Model (2) can be written as a linear regression:
denotes the matrix transposition. Then, the least square
Let J n = n/L be the number of complete cycles covered by the time series, and Y j,k = Y (jL+k)δ be the k-th observation in the j-th cycle for j = 0, 1, 2, . . . , J n . It can be shown that the LS estimates of the periodic function have the following forms
Then, the estimated long term average isμ =
We now present some technical conditions needed in our analysis. First we introduce the notion of α-mixing for the standardized residual series {e tδ } n t=1 
According to Bosq (1998) 
is M-dependent, namely e t1δ and e t2δ are in-
This is more likely to be true for a series with a long cycle, say an annual cycle. From (5) and under C1,
Furthermore, according to the central limit theorem for stationary α-mixing sequences as given in Theorem 1.7 of Bosq (1998), we have under conditions C1 and C2,
To show the consistency and the asymptotic normality of γ(t L δ), we need to consider the asymptotic normality of
To this end, we need to define the asymptotic covariance matrix. For i, j ∈ {1, . . . , L}, let
which exist under condition C1, and
Hence, V (δ) will be a banded matrix with bandwidth M , which is the maximal number of non-zero sub-diagonals.
By the central limit theorem for stationary α-mixing sequences, for instance Theorem 1.8 of Bosq (1998) , and the Crámer-Wold device, it can be shown that (8)
where N L (0, V (δ)) denotes the L-dimensional multivariate normal distribution with zero mean and asymptotic covariance matrix V .
The seasonal-dummy variable estimation encounters a large variance if J n = n/L is not large, which is very likely to happen if the periodicity L is large. For example, the Phelix electricity price series, which we will analyze later, covers 11 years and 5 months and may have an annual cycle. Hence, J n is 10, which means that the dummy-variable estimates for each γ(t L δ) will be based on 11 observations only and the variance of the dummy-variable estimates would be large.
We propose a kernel smoothing approach that combines neighboring periodic functional estimates so as to increase the "sample size" used in estimating each γ(t L δ). We need the following smoothness condition regarding the periodic function and those involved with the covariances.
C.2: The periodic γ(t L δ) and the covariance related quantities σ 2 (iδ) and ν(iδ, jδ) are realizations at the discrete points {iδ} L i=1 of the same named functions γ(s), σ 2 (iδ) and ν(s 1 , s 2 ), respectively, which have continuous second derivatives over [0, Lδ] . Both σ 2 (t) and ρ(t 1 , t 2 ) are periodic with period L.
Let K be a continuous symmetric unimodal probability density with compact support, its maximum at the origin and finite second moment. Define the kernel weights 
, which is a weighted average of the seasonal-dummy estimates around t L δ.
Proposition 2.1. Under Conditions C.1 and C.2,
We now outline some benefit of the smoothing if ν(iδ, iδ) = ν(jδ, jδ) for all i = j, namely the residuals are homoscedastic and the covariance matrix V (δ) has identical diagonal elements. In this case,
This together with the fact that all the kernel weights are non-negative leads to
Hence, the kernel smoothing reduces the variability of the dummy variable estimatorγ(t L δ).
When the variances {ν(iδ, iδ)} are not the same, smoothing at a low variance location say t L δ may incur larger variance due to its neighbors having larger variance. However, this can be controlled for M-dependent time series with
If the residuals are homoscedastic, then max t σ 2 (tδ) = min t σ 2 (tδ) and (10) is valid. To appreciate the role of (10),
Then, from the variance in Proposition 2.1,
where the second last inequality is based on (10) and the last equality is based on M -dependence with M < L.
To gain more insight on the bias and variance expressions given in Proposition 2.1, we consider a high frequency scenario where δ → 0, δ/h → 0 but mδ remains fixed to be T/2, the half length of the cycle. This allows approximations of the sums in the bias and variance by integrals under Condition C.2. Let σ
Proposition 2.2. Under Conditions C.1 and C.2, as δ
We can compare the MSEs of the seasonal-dummy estimatorγ(t L δ) and the kernel smoothed estimator under the M-dependence. Specifically,
will reduce the variance of estimation. Intuitively speaking, the smaller δ is, the approach is more likely to reduce the variance.
The optimal bandwidth h * that minimizes the approximate mean square error (MSE) ofγ(t L δ) is
In practice the cross validation (CV) method (Härdle, 1990; Fan and Gijbles, 1996) can be used to select the smoothing bandwidth h. In the simulation and empirical study reported in Sections 4 and 5, the CV method is shown to be effective in producing quality estimation of a long periodic component.
TIME SERIES WITH A LONG CYCLE AND A SHORT CYCLE
We consider in this section extending our analysis to the case of the time series having a long cycle and a short cycle. We are to show that the same form of results we have established in the last section for the case of a single long cycle can be attained. A key intermediate result is that there is a kind of orthogonality between the short cycle and the long cycle estimates for the seasonal-dummy approach.
Consider the following time series model:
where S w (·) denotes a short periodic function with periodicity L w and S a (.) denotes a longer periodic function with periodicity L a , and tδ are the residuals which satisfied the same assumptions as the previous section. The subscripts w and a had their origins in denoting the weekly and annual cycles in the study of the Phelix electricity time series, which motivated our analysis. We assume that the periodicities L a and L w (L w < L a ) are integers with 1 being their greatest common divisor. For identification purposes, it is required that δ , e 2δ , . . . , e nδ ) , then (16) becomes
Furthermore, define X ≡ (W, A) and β ≡ (β w , β a ) , then
The LS estimator of β is
Our interest is in estimating β a which corresponds to γ(t a δ) of the long cycle. A key fact we use is that the columns of A and columns of W are nearly orthogonal such that
Let us first consider the case where the length of the series n is an integer multiple of L w L a . Denote (i, j)-th element of W A as (W A) i,j . Define vectors
and
As the greatest common divisor of L w and L a is one, it can be checked that
This indicates "orthogonality" between the column vectors of W and A. Let 1 La denote a vector of length L a with all its entries being 1 and 0 Lw−1 denote a vector of length L w − 1 with all its entries being 0. In this case, the least square estimator of β a iŝ
This means that under the orthogonality, the seasonaldummy estimator of β a is the same as the one that ignores the short cycle. Similarly, the estimation of the short cycle can ignore the long cycle as well under the orthogonality. We now consider the more general case where n is not an integer multiple of L a L w so that there is a residual block toward the end of the series. It can be shown that the (i, j)-th element of W A satisfy
with the non-zero entries largely contributed by the residual fraction. Hence, as n → ∞
where O(n −1 ) refers to a matrix with all its elements being at the magnitude n −1 . So as n → ∞
This implies that asymptotically (X X) is block diagonal, hence the least square estimation of one periodic component can be carried out by ignoring the other cyclic component as far as the estimation is concerned.
Denote J n = n/L a . Hence, the seasonal dummy estimator of the long cycle (21)
which assumes a similar form to that in Section 2 when there is a single cycle. The properties of the seasonal-dummy estimator can be evaluated by noticing that
where, by utilizing the fact that the sum of consecutive L w terms in S w is 0 and the fact that the greatest common divisor of L w and L a is 1,
n ) since it effectively captures less than L w terms of S w (·). This implies that the central limit theorem we establish in Section 2 can be also made here even in the presence of another cycle. Because the form and the properties ofγ a (tδ) in the presence of another cycle are the same with those in Section 2 in the absence of another cycle, we can propose the same kernel estimator for the long cycle as given in Equation (9) that smooths the seasonal-dummy estimatesγ a in (18). The kernel estimator for the long cycle is denoted asγ a (tδ).
of the seasonal-dummy estimator (Ŝ a,1 (t L δ)), the seasonal-dummy estimator that ignores the short cycle (Ŝ a,2 (t L δ)), and the kernel estimator (Ŝ a,3 (t L δ)) with cross-validated bandwidth for the four simulation settings under Model (23

SIMULATION STUDIES
We conducted simulation experiments which were designed to evaluate the estimators for the long cycle proposed in the previous section. The model used in the data generating process was ∼ N (0, V 2 ) with V = 1 and 1 + 0.5 sin(2πt/30) respectively. We note here that the conditional variance has different cycles from the cycles in the mean, which deviates from our assumptions in the previous sections. This was designed to illustrate that the assumption is not essential for our approach. The value of S wδ given above was the estimates from the empirical study on the return rates of Phelix electricity prices, which we will analyze in the next section. The long cycle was sin(2πt/L a ) with L a = 90 and 365 respectively. We considered four settings that cross the homoscedastic and heteroscedastic errors with the length of the long cycle, respectively. Specifically, Setting 1: L a = 90 and V = 1; Setting 2: L a = 90 and V = 1 + 0.5 sin(2πt/30); Setting 3: L a = 365 and V = 1 and Setting 4: L a = 365 and V = 1 + 0.5 sin(2πt/30). In each setting, we chose the sample size n = 1,000, 2,000, 4,000, 8,000 and 16,000, respectively.
We considered three estimators of the long cycle: (i) the full seasonal-dummy (the least square) estimatorŜ a,1 (t L δ), (ii) the seasonal-dummy estimator that ignores the short cycleŜ a,2 (t L δ), and (iii) the kernel smoothing estimator S a,3 (t L δ) which smooths the full seasonal-dummy estimatorŜ a,1 (t L δ).
For the kernel estimator, the fixed bandwidths of 3, 7 and 15 days were used together with the data driven crossvalidation bandwidth.
Simulation results for each of the four settings based on 500 replications are reported in Tables 1 and 2 , respectively. Table 1 reports the performance of different estimatorsŜ a,1 (t a δ),Ŝ a,2 (t a δ) andŜ a,3 (t a δ) with the bandwidth selected by cross-validation. Table 2 reports the performance ofŜ a,3 (t a δ) using different bandwidths. Table 2 also reports the average of the cross-validation bandwidthh cv . The main observation of Table 1 is that the kernel smoothing estimator S a,3 (t a δ) was always better than the other two estimatorŝ S a,1 (t a δ) andŜ a,2 (t a δ), mainly due to a significant reduction in the variance. In almost all the settings, the variance of the kernel estimator was less than 10% of its seasonal-dummy counterparts, while the bias was only slightly larger. This spells out nicely the benefits of the kernel smoothing in estimating long periodic component. Table 2 shows that among the kernel estimator with different bandwidths, the crossvalidation bandwidth offered satisfactory performance. The best performing bandwidth under each model setting was the one that was the closest to the cross-validation bandwidth, which lends further support to the cross-validation approach.
To gain more insight on the benefits of the smoothing, we plot in Figure 1 the seasonal-dummy and the kernel smoothed estimates for the long cycle based on two simulated time series under Model (23). The volatility of the seasonal-dummy estimates was the most visible while the kernel estimates were quite nice and smoothed, and were quite close to the underlying truth.
EMPIRICAL STUDY
We analyzed the Physical Electricity Index (Phelix) in the German-based European Exchange (EEX). This index is the average hourly price for the 24 hour period of a day. We referred to it as Phelix in our paper. The average prices, denoted as P t , are the reference price for swap, futures and options, and have drawn much attention in many empirical studies (e.g. Benth, Benth and Koekebakker, 2008; Benth, Kiesel and Nazarova, 2012) . Electricity spot prices tend to have seasonality, which can be explained by the commodity's characteristics. Seasonality of the electricity spot prices is widely observed in many markets including the EEX. It is caused by the working week pattern and the annual natural seasons. There has been a set of literature on modeling electricity spot prices including Benth, Benth and Koekebakker (2008) , Rebennack et al. (2010) , Benth, Kiesel and Nazarova (2012) . We studied the seasonality in the return rates of electricity prices. We intended to answer the question whether the return rate of electricity prices has an annual and/or a weekly cycle.
The period of the Phelix index we considered ranges from July 7, 2000 to December 31, 2011, consisting of 11 years and 6 months with 4,213 daily prices P tδ at δ = 1/365. There were two negative prices on October 4, 2009 and October 26, 2009 , which can happen and reflect the fact that electricity power companies sometime have to pay to discharge a big surplus supply in order to maintain the order of the power production. In the calculation of the log prices ln(P tδ ), these two negative prices were discarded. Thus, the time series of log-prices has a sample size n = 4, 211. We then calculated the log returns Y tδ = ln(P tδ ) − ln(P (t−1)δ ). The Phelix price P tδ , its log prices ln(P tδ ) and the log returns Y tδ are plotted in Figure 2 , which show that the log returns were largely stationary.
To explore the seasonality, we calculated the sample autocorrelation function (ACF) and the sample partial autocorrelation function (PACF), the widely used tools in exploring the seasonal patterns of a time series (Hamilton 1994) , which are displayed in Figure 3 at lags values ranging from 1 to 40 and 1 to 400 respectively. Both the sample ACF and the PACF showed spikes at lag values in multiples of 7, which in- dicated a weekly cycle in the log returns. However, the ACF and PACF did not provide much support for an annual cycle as no spikes around the lag 365 in the ACF and PACF were observed. To gain empirical support for the weekly pattern, we plotted the 601 weekly return rates in Figure 4 by connecting each weekday's returns by lines. The figure showed a consistent monotone decreasing pattern that peaked on Mondays, and decreased from Tuesday to Sunday.
We then analyzed the log return data by considering the following model:
with a weekly cycle and an annual cycle, where t w = t − 7 t/7 , t a = t − 365 t/365 , and 7 j=1 S w (jδ) = 0 and 365 j=1 S a (jδ) = 0 for the identification purpose. The residuals were assumed to be α-mixing as assumed in Section 2.
We first estimated the weekly cycle and the annual cycle by the seasonal-dummy variable approach, followed by carrying out the kernel smoothing using the bandwidth of 3 days and 15 days. These estimates are displayed in Figure 5 . The seasonal-dummy estimate of the long cycle given in Panel (2) of the figure displayed strong volatility which reflected the fact that each estimate was only based on 11 or 12 observations. The kernel smoothed estimates of the annual cycle were quite flat regardless of the bandwidths used. The bandwidth selected by the cross-validation was very large, which may be viewed as an indication that the annual cycle was not significant. Panel (1) of Figure 5 also displayed the seasonal-dummy estimate (in dashed line) of the short cycle assuming no annual cycle, which was almost identical to the estimate assuming the presence of the long annual cycle. This is another indication that the annual cycle was not significant.
We observe that the estimates of the weekly cycle were monotone decreasing from Monday with the lowest values during the weekend. This was consistent with the plot of the weekly returns in Figure 4 . The presence of the weekly cycle is tested by comparing the model that prescribes only the long cycle as specified in Model (1) with the model that has both the weekly and the annual cycles as specified in Model (14) . The standard F test is used to carry out the testing with the F statistic = 858.93, which corresponds to a p-value of almost 0. Thus, we reject the hypothesis of no weekly cycle at an overwhelming significance. The significance of the weekly cycle is consistent with our previous findings on the sample ACF and PACF in Figure 3 and the plot of the weekly return rates in Figure 4 .
We then carried out a goodness-of-fit test for the presence of the annual pattern in the log returns Y tδ . Based on Model (14), the null hypothesis is H 0 : γ a (iδ) = k for all i and an arbitrary constant k versus the alternative hypothesis
The test statistic is
whereγ a = La j=1γ a (jδ) andγ a (jδ) are the kernel smoothed estimates of the long cycle with the bandwidth being a predetermined fixed bandwidth or the cross-validation bandwidth. The test statistic Q a n = 2.3975 × 10 −5 . The wild bootstrap method (Härdle and Mammen, 1993) was used to approximate the distribution of Q a n , which had the following steps in its implementation. We first obtained the estimated residuals
Then we generated the wild bootstrap residuals * tδ from a two point discrete distribution with the probability of * tδ = ( √ 5+1) tδ /2 being (5 − √ 5)/10 and the probability of * tδ = (1 − √ 5) tδ /2 being (5 + √ 5)/10. The wild bootstrapped resample was
which respect the H 0 of no annual cycle. We repeated the above procedures independently 500 times to obtain 500 bootstrap statistics Q a * n . We found that all the wild bootstrap statistics Q a * n were bigger than Q a n , which indicated that there was insufficient evidence to reject the null hypothesis of no annual cycle. Our finding was that there was no annual cycle in the log return rates of the Phelix index series.
APPENDIX
Proof of Proposition 2.1. We first consider the bias. Note that
.
By Taylor expansion, we have
as stated in the first part of the proposition. For the variance,
This completes the proof of Proposition 2.1.
Proof of Proposition 2.2. On the bias, we note that
As 
By applying the standard technique in the analysis of kernel smoothing,
Then, we have the approximate variance forγ(t L δ).
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