The camera in video conference systems is typically positioned above, or below, the screen, causing the gaze of the users to appear misplaced. We propose an effective solution to this problem that is based on replacing the eyes of the user. This replacement, when done accurately, is enough to achieve a natural looking video. At an initialization stage the user is asked to look straight at the camera. We store these frames,then track the eyes accurately in the video sequence and replace the eyes, taking care of illumination and ghosting artifacts. We have tested the system on a large number of videos demonstrating the effectiveness of the proposed solution.
Introduction
Videoconferencing systems hold the promise of allowing a natural interpersonal communication at a range. Recent advances in video quality and the adaptation of large high definition screens are contributing to a more impressive user experience. However, to achieve the desired impact of being in the same room the problem of gaze offset must be addressed.
This gaze problem arises because the user is looking at the screen, while the camera(s) capturing the user are positioned elsewhere. As a result, even when the user is looking straight into the image of his call partner, the gaze, as perceived at the other side, does not meet the partner's eyes. Typically, the camera is located on top of the screen, and the effect is interpreted as looking down.
Our system solves this problem by replacing the eyes of a person in the video with eyes that look straight ahead. We use an example based synthesis that is based on capturing the eyes at an initial training stage. During the videoconferencing session, we find and track the eyes. In every frame, the eyes captured during training are accurately pasted to create an illusion of straight-looking gaze. Somewhat surprisingly, the resulting effect (Figure 1 ) of replacing the eyes alone looks natural.
(a) (b) (c) (d) Figure 1 . Two of the four images contain artificially replaced eyes to create an effect of a person looking straight forward. These eyes were automatically placed by our system. The other two images were untouched. Can you tell which images were modified? The answer is in the footnote. 1 
Previous work
The importance of natural gaze, and the problem of gaze offset was presented in depth by Gemmell et al. [7] , where a synthesis framework was presented. The solved problem is somewhat more general than what we aim to solve and includes turning the entire head by means of rendering a 3D head model.
With regards to the eyes, it was suggested that the loca-tion of the eyes and the gaze direction would be estimated by a "vision component". The eyes would then be replaced with a synthetic pair of eyes gazing in the desired direction. Written in the year 2000, the authors conclude that the main difficulty they face is that the vision component is slow and inaccurate, and suggest using an infrared-based vision system until computer vision "comes up to speed".
Despite great advances in object detection and tracking in the last decade, the accurate commercial eye trackers that are in existence are still based on infrared images in which the corneal reflections and the center of the pupils are easily detected.
In our work we use an eye model similar to the one proposed by [16] . This model contains parameters such as the center of the eye, the radius of the iris and so on. The authors define an energy function which relates image features to the geometric structure of the eye contours. Localization is performed by the steepest descent method.
In [8] an automatic initialization method is proposed based on the corners of the eye and the computation of the model fitting process is sped up. In [9] a model for blinking is introduced, and a KLT tracker is employed to track the eye model over time.
Recently, [13] proposed a multi-stage process in which the iris, upper eyelid and lower eyelid are detected sequentially. A very accurate model is being detected by Ding and Martinez [4] , who observe that classifier based approaches by themselves may be unsuitable for the task due to the large variability in the shape of facial features.
There are many contributions in which the corners of the eyes are detected, however, a detailed model is not recovered. In this work we employ the method of Everingham et al. [5] in order to obtain an initial localization for the eyes.
An alternative solution for the problem of gaze manipulation is view synthesis from multiple cameras. In [3] dynamic programming based disparity estimation was used to generate a middle view from two cameras that were positioned on the left and right sides of the screen. The advantage of such a method is that the generated view corresponds to a true view, while our solution generates only a natural looking fake. The disadvantage, of course, is the need to use multiple cameras positioned at locations that are suitable for this purpose.
System overview
The core of our system is an accurate eye detector that takes an image of a face and returns an accurate position of the eye. Once we have the eye position we can replace it with an image of an eye with a proper gaze direction.
To achieve this goal we learn a regression function that maps face images to the eye model parameters, using a database of annotated images. This stage is not accurate enough and we follow up with a refinement stage. The system consists of three stages. An offline stage where a rough eye pose estimation is learned from a database of annotated images. This database is a general database, unrelated to the any particular videoconferencing session, and we refer to it below as the offline database. A second stage occurs at the beginning of the video conferencing session where the user looks straight at the camera. This allows the system to construct a database of direct gaze images. We refer to this as an online database. Finally, in run-time the system constantly detects the location of the eye in the current frame, finds the most similar image in the database and replaces it.
The eye model we use is a simplified model based on the deformable template of [16, 9] . It is described by six parameters, as depicted in Figure 2 . Two coordinates for the center of the eye: x c and y c , the width of the eye w, the hight of the eye above the line connecting the corners h 1 , and the maximal height below this line h 2 . Last, there is the angle θ of the eye from the image scan lines. The coordinates of the center are given relatively to the leftmost corner of the eye.
Offline Training stage
The direct gaze models are learned based on previous annotated examples. These examples are stored in an offline database that is used to bootstrap the runtime system. It consists of a separate set of 14 individuals for whom videos were captured and manually annotated in accordance with the six parameter model.
Online Database construction
Given images of a new person looking directly into the camera, the closest eye in the offline database is retrieved and then serves as an initial guess as to the eye parameters in the new image. These parameters are then adapted to provide a more accurate estimation.
Runtime eye localization
At runtime, the parameters of the eyes in the video are estimated by matching the image to the eyes of the person when looking straight. The illumination is corrected, and a replacement is performed.
Training phase
Given a video of a person looking directly into the camera we aim to find the eye parameters. This is done for each frame independently, thereby collecting pairs of straight looking eyes of that person.
The first stage in the processing of each frame is the localization of the corners of the eyes. This is done using the method of [5] , which describes the geometric distribution of facial features as a tree-structured mixture of Gaussians [6] , and captures appearance by Haar-wavelet like features [14] .
After the corners of the eyes are localized, a rectangular region of interest which approximately captures the eye regions is constructed for each eye. Let w be the distance between the two corners of the eye. The rectangle of each eye is a combination of a strip of width h 1 = .4w above the line connecting the two corners, and of a strip of width h 2 = .3w below this line.
Each region of interest (ROI) is scaled to an image of 120 × 80 pixels. Then, SIFT [11] descriptors are computed at 24 evenly spaced points in the stretched image.
From the offline database of manually annotated eyes, we select the left and right eyes with the closest appearance descriptor. This yields an approximate model. In Leave-One-Person-Out experiments conducted on the offline database it was found that their average absolute error is about 3 pixels for the center of the eye, and 6 pixels in the width of the eye. Table 1 presents the regression results for the left eye,  and Table 2 presents the results obtained for the right eye. We compare two representations: the SIFT representation and the vector of gray values in the eye rectangle, resized to 120 pixels times 80 pixels. We also compare two machine learning algorithms: Support Vector Regression and Nearest Neighbor. SIFT obtains preferable performance, especially for the Nearest Neighbor classifier.
This initial model is then refined by performing a local search in the space of the 6 parameters. The search is conducted in a range of twice the average error in each parameter, and in a coarse to fine manner.
For each set of candidate parameter values, the closest eye in the offline database is translated, rotated and stretched in accordance with the difference in parameters. The center is shifted by the different in x c and y c , the width is scaled by the ratio of the w values, and the regions above and below the line connecting the two corners are stretched in accordance with h 1 and h 2 respectively. Finally, the As a matching score we use the normalized cross correlation measure between the warped database eye and the eye in the new directly looking video. The ROI for this comparison is the region of the eye, slightly enlarged, and not a rectangular frame.
A threshold is used to determine cases in which the method of searching for the eye parameters failed to produce good database to image matches. Typically, the process produces one pair of eyes for 80% of the frames in the training video.
Runtime System
The runtime system replaces frames whenever the eye is open. During blinks no replacement is done. Right after the blink, the system is reinitialized and starts similarly to the first frame. Remarkably, the lack of intervention during blink frames does not seem to hurt the quality of the resulting video. 
Eye detection
In the first frame, the best matching set of eyes are searched for. This is done by using the normalized correlation measurements to compare the learned eye models to an eye shaped ROI situated between the corners of the eyes and at a width of 0.7w. Notice that we do not use SIFT descriptors here, since our goal is to find eyes that are similar in appearance. Such eyes are more likely to produce minimal artifacts during replacement.
After the closest direct looking pair of eyes is found, they are morphed in order to better fit the new frame. This is done by a search process over the six eye parameters, simi-lar to the search done during training. Here, unlike the training phase, the normalized cross correlation matching score is used. Figure 4 (b) shows the model eyes and how they were fit to the new frame before and after the search stage.
Eye tracking
The eye parameters must be estimated for every frame. Given a new frame, the eye parameters of the previous frame serve as an initial guess, and a search (i.e. refinement) process is once again conducted. The matching score is composed of two components: one considers the sum of squared differences (SSD) between the eye in the current frame and the eye in the previous frame, where the latter is warped to the new frame in accordance with the difference in the eye parameters; The second considers the SSD between the current eye and the warped eye from the first frame.
SSD is used since illumination changes between consecutive frames are expected to be small and since it is convenient to combine multiple SSD scores. The combined cost term minimizes drift over time. Without it, small tracking errors would accumulate. A noticeable example would be for the eye to gradually shrink, see Figure 5 .
When the search process performed during tracking fails, a blink is declared, and the system enters a blink mode. While in this mode, the eye parameters do not adapt, and no eye replacement takes place. During every blink frame, tracking based on the last detected eye model is attempted. Once this tracking is successful for both eyes for at least 2 consecutive frames, the blink state is terminated.
The first frame after the blink mode is treated as the first frame of the video sequence, in order to allow the system to move to a more suitable set of eyes. In case the eye corner detector fails, the last model of an open eye is used to initialize the eye model search process. Although the pair of replacement eyes used in between blinks does not change, this effect is unnoticeable.
Eye replacement
The eye replacement is done by pasting the warped set of model eyes onto the eye location in the image. The warping is done in order to adjust the parameters of the model eyes to the parameters of the actual eyes in the video frame.
In order to eliminate artifacts caused by this pasting operator several measures are taken. First, the eyes are enlarged by a factor of 10% in the vertical direction. This compensates for underestimation of the height of the eye due to the change in gaze between the model eyes an the actual eyes, and, in addition, makes sure that there are no residue pixels from the original eye.
A second measure done in order to ensure smooth integration is the adjustment of image illumination. To this end, a low pass quotient image [12, 10, 15] is applied, similar to what is done in [2] for swapping entire faces in images.
For both the original pixels to be replaced and the new eye to be pasted, we estimate the illumination by fitting a third order polynomial to the image data [1] .
Denote the Red value of pixel (x, y) in the original video frame as I (1) R (x, y), and the values in the pasted eye image as I (2) R (x, y). LetÎ (1) R (x, y) andÎ (2) R (x, y) be the corresponding values of the fitted low-order polynomial:
The fitting is done to each of the three channels R,G,B separately using a least square system of equations (10 unknown βs per image per channel).
Using quotient image reillumination, the new image values I
(1)
R (x, y) are given by:
R (x, y) To further ensure unnoticeable pasting, we use a simple feathering technique in which on a strip of 10 pixels around the replaced region, blending with linear weights is performed between the old image and the pasted eye.
Results
We have tested our system on a number of sequences. All sequences are captured at 1280 × 1024 pixels at 25 frames per second. The offline database consists of 200 images of 14 individuals with manually specified eye models. At the beginning of the videoconferencing session, we asked each user to look straight at the camera for a couple of seconds. These frames became the online database that was used for the remaining of the session of each individual. Fig. 7 shows frames from some of the video sequences we processed. We properly detect the eye and seamlessly replace it with a direct gaze eye image. In addition, the system can automatically detect blinks. During blinks the input image remains unaltered. Also demonstrated are some of the limitations of the system. For example, in the third row, right image, we observe that the person is looking sideways, but not down. Still, our system replaces the eye with a direct gaze image. Also, in the bottom right image, the person is twitching his left eye. We correctly replace the eye, but also affect some of the surrounding skin.
The system also maintains a very high level of temporal consistency with no flickering (i.e., the eye does not change its size from frame to frame in an irritating manner). Please refer to the supplemental video for additional results.
Limitations and Future work
The method works very well but there is still room for improvement. First, the system is limited by the quality of the tracker. Currently, the system cannot handle large head motions. However, adding a head tracker should solve this problem. We also plan to allow a better control of the direction of the gaze. For example, in a multi-party conference call, we can render the gaze differently for every viewer to reflect the information of who is looking at who. As can be seen in Figure 8 example-based gaze replacement works even for large head rotations and in replacing left to right gaze directions. We plan to address these issues and build a complete end-to-end video conferencing solution.
Conclusions
We proposed a practical solution for gaze correction in videoconferencing systems. The method accurately tracks the eyes of the user and replaces them with images of eyes with correct gaze direction. To achieve this we introduce a short initialization phase in which the user is looking straight into the camera. The images collected in this stage are then used to replace the eyes in the rest of the video con- ference. We tested our system on a number of video clips and found that it produces very realistic results. Results on a number of sequences. In each image pair, the left image is the original image and the right image is the modified image. The top right and bottom left images show cases in which the system automatically detects a blink and does not modify the image at all. There are also several failure cases. The left image on the third row demonstrates one of the limitations of our system. They eyes are looking sideways and not down, but our system still replaces them. The right image in the bottom raw shows a case where the eye replacement slightly modifies the eye edge as well.
