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Abstract
In this survey, we review asymptotic results of some orthogonal polynomials
which are relate to the Painleve´ transcendents. They are obtained by applying
Deift-Zhou’s nonlinear steepest descent method for Riemann-Hilbert problems. In
the last part of this article, we list several open problems.
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1 Introduction
1.1 Orthogonal polynomials
Let µ be a positive Borel measure on R and assume that the moments
∫
xndµ(x) exist for
all n = 0, 1, 2, · · · . Then, there exists a unique sequence of monic orthogonal polynomials
{pin(x)}∞n=0,
pin(x) = x
n + · · · , (1.1)
such that∫
pim(x)pin(x)dµ(x) = hnδm,n. (1.2)
When dµ(x) = w(x)dx for some continuous function w(x) on an interval, the correspond-
ing polynomials are called continuous orthogonal polynomials and the function w(x) is
referred to as the weight function. If µ is a discrete measure, the corresponding poly-
nomials are called discrete orthogonal polynomials. For example, when µ is supported
on the integers k ∈ Z with masses wk, then instead of (1.2), the polynomials satisfy the
following orthogonality relation∑
k∈Z
pim(k)pin(k)wk = hnδm,n. (1.3)
It is well-known that orthogonal polynomials play a remarkable role in many areas
of mathematics and physics, such as continued fractions, operator theory (Jacobi op-
erators), approximation theory, numerical analysis, quadrature, combinatorics, random
matrices, Radon transform, computer tomography, etc. Of course, the list presented
here is far from complete.
Besides their important applications, orthogonal polynomials also satisfy a lot of
fascinating properties. Let us mention a few of them below. The classical ones, namely
the Jacobi, Laguerre and Hermite polynomials, satisfy a second-order differential equation
of the following form
c2(x)y
′′(x) + c1(x)y′(x) + c0(x)y(x) = 0, (1.4)
where c0(x), c1(x) and c2(x) are polynomials of degree at most 0, 1 and 2, respectively.
From the orthogonality property (1.2), it can be verified that all orthogonal polynomials
satisfy a three-term recurrence relation
xpin(x) = pin+1(x) + anpin(x) + bnpin−1(x), n = 1, 2, · · · , (1.5)
with
pi0(x) = 1, pi1(x) = x− a0, (1.6)
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where an is real and bn > 0 for n > 0. In addition, the continuous orthogonal polynomials
satisfy the well-known Rodrigues formula
pin(x) =
1
cnw(x)
dn
dxn
(w(x)[g(x)]n), (1.7)
where cn is a constant and g(x) is a polynomial independent of n. Both continuous and
discrete orthogonal polynomials have generating functions
F (x, z) =
∞∑
n=0
dnpin(x)z
n. (1.8)
Here, for the same polynomials pin(x), the function F (x, z) may be different by choosing
different coefficients dn. From the generating function and Cauchy’s integral formula,
one can easily get an integral representation of the form
pin(x) =
1
2pii dn
∫
C
F (x, z)
zn+1
dz, (1.9)
where C is a closed contour surrounding the origin in the positive direction. For more
properties of orthogonal polynomials, we refer to Andrews, Askey and Roy [1], Chihara
[11], Gautschi [32], Ismail [33], Koekoek, Lesky and Swarttouw [42], Levin and Lubinsky
[45], Szego˝ [53], etc.
1.2 Asymptotic methods
In the study of orthogonal polynomials, there is a lot of interest in their asymptotic
behaviors as the polynomial degree n is large. In the literature, there are several different
methods to derive their asymptotics. For the classical orthogonal polynomials, since they
satisfy differential equations of the form (1.4), one can apply the powerful asymptotic
methods in the differential equation theory, such as the Liouville-Green approximation
(also called the WKB approximation) and the turning point theory. For more details
about the differential equation method, we refer to the definitive work of Olver [48].
However, since not all orthogonal polynomials satisfy differential equations, this approach
becomes inapplicable and people turn to the integral approach. From the generating
function and after a suitable re-scaling of the variable x, one often transforms the integral
(1.9) into the form
1
2pii
∫
C
g(x, z)enf(x,z)dz. (1.10)
Then, based on the properties of the phase function f(x, z) and its saddle points, one
may apply the method of steepest descents to derive the asymptotic expansion of the
orthogonal polynomials. For more information about the integral approach, we refer to
Wong [59].
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Besides the differential equation method and the integral approach mentioned above,
researchers have made significant progress on two novel methods in the past twenty years,
namely the difference equation method and the Riemann-Hilbert(RH) approach. Start-
ing from the three-term recurrence relation (1.5), Wong and his colleagues developed a
turning point theory for second-order difference equations in a series of papers [10, 56, 57].
Their ideas and asymptotic results are similar to those in the differential equation theory.
But the asymptotic analysis is far more complicated than the differential cases due to
the discrete feature. And the turning point theory for difference equations is completely
non-trivial. Nowadays, the difference equation theory is viewed as an analogue of the
classical asymptotic theory for linear second-order differential equations; see the survey
article by Wong [60].
1.3 The Riemann-Hilbert approach
The RH approach is based on the key observation that orthogonal polynomials are
connected with a RH problem as follows (cf. Fokas, Its and Kitaev [30]).
The RH problem for Y (z):
Assume µ is supported on the real line and dµ(x) = w(x)dx in (1.2). The problem is
to determine a 2×2 matrix-valued function Y : C→ C2×2 such that the following holds.
(Y1) Y (z) is analytic in C\R;
(Y2) Let Y+(x) and Y−(x) denote the limiting values of Y (z) as z approaches x ∈ R
from the upper and lower half plane, respectively. Then, Y (z) satisfies the jump
condition
Y+(x) = Y−(x)
(
1 w(x)
0 1
)
, x ∈ R; (1.11)
(Y3) The asymptotic behavior of Y (z) at infinity is
Y (z) = (I +O (1/z))
(
zn 0
0 z−n
)
, as z →∞. (1.12)
By virtue of the Plemelj formula and Liouville’s theorem, one has the following results.
Theorem 1. (Fokas, Its and Kitaev [30]) The unique solution to the above RH problem
is given by
Y (z) =
 pin(z)
1
2pii
∫
R
pin(s)w(s)
s− z ds
−2piiγ2n−1 pin−1(z) −γ2n−1
∫
R
pin−1(s)w(s)
s− z ds
 , (1.13)
where pin(z) is the monic orthogonal polynomial with respect to the weight w(x), and γn
is the leading coefficient of the orthonormal polynomial.
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Remark 1. If the weight function w(x) is supported on certain interval (a, b) instead of R,
similar results also hold. The only difference is that one needs to add extra conditions
at the endpoints a, b to ensure the uniqueness of the RH problem. For example, see
Kuijlaars et al. [44] where (a, b) = (−1, 1).
Remark 2. One can also formulate a RH problem for the discrete orthogonal polynomials.
In this case, the above RH problem becomes an interpolation one and the jump condition
(Y2) is replaced by residue conditions; see Baik et al. [4].
On the basis of Theorem 1, Deift and Zhou et al. [26, 27] developed a very power-
ful nonlinear steepest descent method to derive the asymptotics of pin(z) from the RH
problem for Y ; see also Deift [22]. The idea is to obtain, via a series of invertible trans-
formations Y → T → S → R, the RH problem for R whose jump is close to the identity
matrix.
• Y → T is to rescale the variable z, and normalize large-z condition (Y3). As a
result, T (z) solves a RH problem with oscillatory jumps, normalized at infinity.
• T → S is to deform the contour. In the meantime, the oscillatory jumps are
factorized and S(z) solves a RH problem without oscillation.
• S → R, the final transformation, includes global parametrix construction as well
as local parametrix constructions near critical points (usually they are also the
self-intersection points of the contour). Then, R satisfies a RH problem with all
jumps close to I for large polynomial degree n.
The asymptotic expansion for R can be derived on the whole complex plane. Tracing
back, the uniform asymptotics of the orthogonal polynomials is obtained as n → ∞.
Since the establishment of Deift-Zhou nonlinear steepest descent method, the RH ap-
proach has been successfully applied to study asymptotics of various orthogonal poly-
nomials, as well as their application in proving universality results in random matrix
theory, see [3, 4, 17, 23, 26, 44, 55] for a very incomplete list from the literature.
It is well-known that, the asymptotic expansions of classical orthogonal polynomials
usually involve Airy functions, Bessel functions and trigonometric functions, see [49, Sec.
18.15]. All of these functions satisfy linear ordinary differential equations(ODEs). In the
past a few years, people realize that, when a parameter tends to certain critical values in
weight functions, some new functions will appear in the asymptotic expansions. These
functions are related to the Painleve´ equations, which are nonlinear second-order ODEs.
The RH approach plays a crucial role in deriving these Painleve´ asymptotics. Indeed,
such kind of results have not been obtained by any other methods so far. In this article,
we will review asymptotic results of some orthogonal polynomials which are related to the
Painleve´ equations. However, due to the space limitation, it is impossible for us to cover
all of the results. For example, we don’t mention asymptotics of multiple orthogonal
polynomials, which have very important applications in random matrix theory. As a
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consequence, if any related results are not covered in this survey, the omission certainly
does not reflect on the importance of the omitted works.
The rest of the article is arranged as follow. In Sec. 2, we first briefly introduce the
definitions of the Painleve´ equations as well as some of their properties. Then, we focus
on the RH problems associated with the Painleve´ equations. In Sec. 3, after providing
readers with some ideas about why and how the Painleve´ asymptotics will appear, we
review the asymptotic results of orthogonal polynomials which are related to PI-PV in
the literature. In the last section, we list several problems in this research area.
2 Painleve´ equations
In the literature, people are interested in nonlinear ordinary differential equations of the
following form
wxx = F (x,w,wx), (2.1)
where F is a function meromorphic in x and rational in w(x) and w′(x). Usually the
solutions of these equations have movable singularities, which means that the positions of
possible singularities depend on the initial conditions of the equations. At the turn of the
twentieth century, Painleve´, Gambier, Fuchs et al. (1893–1906) classified the equations
(2.1) whose solutions are free from movable branch points and essential singularities. This
property is called the Painleve´ property now. It turns out that the equations satisfying
the Painleve´ property can be reduced to six canonical forms, which are now known as
the Painleve´ differential equations listed below.
PI: wxx = 6w
2 + x
PII: wxx = 2w
3 + xw − α
PIII: wxx =
1
w
w2x −
1
x
wx +
1
x
(αw2 + β) + γw3 +
δ
w
PIV: wxx =
1
2w
w2x +
3
2
w3 + 4xw2 + 2(x2 − α)w + β
w
,
PV: wxx =
(
1
2w
+
1
w − 1
)
w2x −
1
x
wx +
(w − 1)2
x2
(
αw +
β
w
)
+
γw
x
+
δw(w + 1)
w − 1 ,
PVI: wxx =
1
2
(
1
w
+
1
w − 1 +
1
w − x
)
w2x −
(
1
x
+
1
x− 1 +
1
w − x
)
wx
+
w(w − 1)(w − x)
x2(x− 1)2
(
α +
βx
w2
+
γ(x− 1)
(w − 1)2 +
δx(x− 1)
(w − x)2
)
,
where α, β, γ and δ are constants. The solutions of PI-PVI are called the Painleve´
transcendents.
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One can see that the study of the Painleve´ equations originates from a purely math-
ematical point of view. However, it turns out that the Painleve´ equations satisfy a lot of
nice properties and have applications in wide areas of physics. Let us briefly mention sev-
eral properties first. For example, the Painleve´ equations appear as similarity reductions
of some integrable nonlinear PDEs. For some special parameters, they possess exact
solutions which are given in terms of rational functions, algebraic functions or classical
special functions. For PII-PVI, the Painleve´ transcendents satisfy Ba¨cklund transforms,
which can be viewed as nonlinear recurrence relations. Moreover, similar to the role that
the classical special functions play in linear physics, the Painleve´ transcendents appear
in many areas of nonlinear physics, such as statistical mechanics, random matrix the-
ory, quantum gravity and quantum field theory, nonlinear optics and fibre optics, etc.
Nowadays, the Painleve´ transcendents are viewed as nonlinear analogues of the classical
special functions and included in the latest version of mathematical handbook [49, Chap.
32]; also see Clarkson [19] and references therein for more information.
2.1 Lax pair and Riemann-Hilbert problems
Although the Painleve´ equations are nonlinear, each of them can be expressed as the
compatibility condition of a system of linear differential equations (Lax pair) in the
following form
∂Ψ
∂λ
= A(λ, x)Ψ,
∂Ψ
∂x
= B(λ, x)Ψ. (2.2)
Here, Ψ(λ, x), A(λ, x) and B(λ, x) are 2 × 2 matrix functions, A(λ, x) and B(λ, x) are
rational functions in λ. The compatibility condition is
∂2Ψ
∂λ∂x
=
∂2Ψ
∂x∂λ
, which means
Ax −Bλ + AB −BA = 0. (2.3)
The Lax pair (2.2) is greatly helpful in studying properties of the Painleve´ transcendents.
One of the direct outcomes is that, from the ordinary differential equation theory and
the rational property of A(λ, x), it is possible for us to formulate a RH problem for the
sectionally holomorphic function Ψ(λ, x) in the complex λ-plane, with x appearing as a
parameter. The solution of this RH problem is associated with some special solutions
of the Painleve´ equations if the jump matrices are specified; see Fokas et al. [31] for
comprehensive information about this method.
Let us take PI as a concrete example to illustrate the relation between a RH problem
and the Painleve´ transcendents. In [41], Kapaev formulates a model RH problem for
Ψ(λ) = Ψ(λ;x) as follows.
(a) Ψ(λ;x) is analytic for λ ∈ C \ ΓΨ, where
ΓΨ = γ−2 ∪ γ−1 ∪ γ1 ∪ γ2 ∪ γ∗ (2.4)
is illustrated in Figure 1.
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Figure 1: The contour ΓΨ associated with the Painleve´ I equation
(b) Let Ψ±(λ;x) denote the limiting values of Ψ(λ; s) as λ tends to the contour ΓΨ
from the left and right sides, respectively. Then, Ψ(λ; s) satisfies the following
jump conditions
Ψ+(λ;x) = Ψ−(λ;x)

(
1 sk
0 1
)
, z ∈ γk, k = ±1;(
1 0
sk 1
)
, z ∈ γk, k = ±2;(
0 −i
−i 0
)
, z ∈ γ∗,
(2.5)
where the complex constants sk’s are the so-called Stokes multipliers. They satisfy
the following relation
1 + sksk+1 = −isk+3, sk+5 = sk, k ∈ Z. (2.6)
(c) As λ→∞, Ψ(λ;x) satisfies the asymptotic condition
Ψ(λ;x) = λ
1
4
σ3
σ3 + σ1√
2
(
I +
Ψ−1(x)√
λ
+
Ψ−2(x)
λ
+O(λ−
3
2 )
)
eθ(λ,x)σ3 (2.7)
for arg λ ∈ (−pi, pi), where
θ(λ, x) =
4
5
λ
5
2 + xλ
1
2 , (2.8)
σ1 and σ3 are the Pauli matrices
σ1 =
(
0 1
1 0
)
, σ3 =
(
1 0
0 −1
)
.
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From the above RH problem, one can prove that
w(x) = 2(Ψ−2(x))12 (2.9)
is a solution of PI, where Ψ−2(x) is given in (2.7). Moreover, it is known that, for every
set of Stokes multipliers sk satisfying (2.6), there exists a unique solution of PI and vice
versa. In particular, by choosing
s0 = 0, s1 = (1− α)i, s−1 = αi, s±2 = i (2.10)
with α being a complex constant, we get a special solution wα(x) of PI. One can even
derive the asymptotic expansions of wα(z) from the above RH problem when the inde-
pendent variable z is complex. More precisely, Kapaev [41] showed that wα(z) is the
so-called tronque´e solution of PI whose asymptotic behavior is given by
wα(z) = w0(z) +
αi√
pi
2−
11
8 (−3z)− 18 exp
[
−1
5
2
11
4 3
1
4 (−z) 54
](
1 +O(z−
3
8 )
)
(2.11)
as z → ∞ and arg z = arg(−z) + pi ∈ [3
5
pi, pi]. Here w0(z) is the tritronque´e solution
satisfying
w0(z) ∼
√
−z/6
[
1 +
∞∑
k=1
ak(−z)−5k/2
]
as z →∞, −pi
5
< arg z <
7pi
5
, (2.12)
where the coefficients ak can be determined recursively. In general, the PI transcendents
are meromorphic functions and possess infinitely many poles in the complex plane. The
tronque´e and tritronque´e solutions mentioned above satisfy the property that the solution
wα(z) is pole-free for z in some sectors of the complex z-plane. For more information
about the tritronque´e solutions of PI, we refer to Costin et al. [20], Joshi and Kitaev
[40], as well as references therein.
Remark 3. The RH problems for PII-PV can be found in Fokas et al. [31, Chap. 5].
About PVI, its Lax pair possesses four regular singular points, which are more than the
numbers of singular points of any other Painleve´ equations; see Jimbo and Miwa [39,
Appendix C]. As a consequence, the RH problem for PVI is a little more complicated.
For example, from the associated Lax pair, Its, Lisovyy and Prokhorov constructed a
RH problem for PVI in [37, Sec. 3]. Then, they use this problem to study asymptotic
behaviors of the corresponding tau functions.
3 The Painleve´ asymptotics
From Section 1.3 and Section 2.1, one can see that both orthogonal polynomials and the
Painleve´ transcendents satisfy 2 × 2 RH problems. Then, the natural question is that
whether there exist any relations between these two types of RH problems. The answer
is positive. Indeed, this is also the reason why the Painleve´ type asymptotics appear.
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Let us recall the Deift-Zhou nonlinear steepest descent method. The final transform
S → R involves parametrix constructions, which are essentially constructions of approx-
imate solutions to the RH problem S when the parameter n is large. Under certain
special situations, the RH problems for orthogonal polynomials near some critical points
are very similar to those for the Painleve´ equations. Therefore, the RH problems for the
Painleve´ equations (for example the one in Section 2.1) is adopted to construct the local
parametrix in the transform S → R. As a consequence, the Painleve´ functions appear
in the final asymptotic expansions of orthogonal polynomials.
To make a more clear explanation about how the Painleve´ type asymptotics appear,
we need the limiting zero distribution of orthogonal polynomials. Given a well-behaved
weight function, this distribution can be obtained explicitly from the potential theory;
see Saff and Totik [50]. Let us rescale the variable and put the weight function w(x) in
the form of e−nV (x). The function V (x) is also called potential. For simplicity, we first
assume the weight function is supported on the whole real axis. It is well-known that
the limiting zero distribution is the so-called equilibrium measure ν∗, which is the unique
minimizer of following energy functional among all Borel probability measures ν on R
EV (ν) :=
∫ ∫
log
1
|x− y|dν(x)dν(y) +
∫
V (x)dν(x). (3.1)
If V (x) is real analytic, then
supp ν∗ =
k⋃
i=1
[ai, bi], a1 < b1 < · · · < ak < bk, (3.2)
where k is a finite number. Moreover, the density of ν∗ is given in the following form
ρ(x) =
dν∗
dx
=
{
h(x)
√
(x− a1)(b1 − x), if k = 1
h(x)
√
(x− a1)(x− b1) · · · (x− ak)(bk − x), if k ≥ 2
(3.3)
for x ∈ supp ν∗, where h(x) is a real analytic function and strictly positive for x ∈
supp ν∗; see Deift et al. [24]. Note that the density function ρ(x) is strictly positive
in the support and vanishes like a square root at the endpoints. Under this situation,
the corresponding asymptotic expansions of orthogonal polynomials are given in terms
of trigonometric functions in the compact subset of supp ν∗ and Airy functions in the
neighbourhood of ai and bi, respectively. If the weight function is supported not on the
whole real axis but on an interval (for example [a,∞)), the density function ρ(x) may
blow up with an exponent −1/2 near the bounded endpoint a, namely,
ρ(x) ∼ 1√
x− a as x→ a+ . (3.4)
Then, the asymptotic expansions of orthogonal polynomials involve Bessel functions near
the endpoint a.
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The equilibrium measure depends on the weight function of orthogonal polynomials.
For some special weights, the corresponding equilibrium measures are no longer in the
form of (3.3) or (3.4). Consequently, some new functions, such as the Painleve´ functions,
will emerge in the asymptotic expansions of orthogonal polynomials.
3.1 PI asymptotics
When the density of an associated equilibrium measure vanishes with an exponent 3/2 at
an endpoint of its support, the local parametrix construction will involve RH problems of
PI. Note that this type of vanishing is impossible in the case of usual orthogonality with
respect to exponential weights on the real line. One needs to consider the non-Hermitian
orthogonality which we will explain below with a concrete example.
In [29], Duits and Kuijlaars consider a varying quartic weight
wN(x) := e
−NVt(x) = e−N(tx
4/4+x2/2) for t < 0. (3.5)
Obviously, when t < 0, all of the moments
µk,N =
∫
R
xke−N(tx
4/4+x2/2)dx (3.6)
do not exist. As a consequence, the corresponding orthogonal polynomials are not well-
defined as well. To ensure the convergence of the above integral, one needs to change the
original integration contour R to a contour Γ in the complex plane, such that ReVt(z)→
+∞ as z → ∞ along the contour Γ. By choosing Γ to be {repii/4, r ∈ R}, we turn to
study the polynomials satisfying the following non-Hermitian orthogonality∫
Γ
pin,N(z)z
ke−N(tz
4/4+z2/2)dz = 0, for k = 0, 1, · · · , n− 1. (3.7)
It is interesting to note that the first RH problem for orthogonal polynomials formulated
by Fokas, Its and Kitaev [30] is related to the non-Hermitian orthogonality instead of
the usual one. However, because the bilinear form
< p, q >=
∫
Γ
p(z)q(z)e−N(tz
4/4+z2/2)dz (3.8)
is not positive definite, the polynomials pin,N(z) may not exist for some n. One of the
results in [29] is that they proved the existence of pin,n(z) and pin±1,n(z) when n is large
enough.
When t < 0, it still makes sense to consider the equilibrium problem in (3.1). Indeed,
similar to the case t ≥ 0, the density of the equilibrium measure can also calculated
explicitly:
ρ(x) =
t
2pi
(x2 − d2t )
√
c2t − x2 for x ∈ [−ct, ct], (3.9)
11
where tcr < t < 0 with tcr = −1/12. Here ct and dt are two constants depending on
t and 0 < ct < dt. Note that the above density function is similar to that in (3.3).
Therefore, like what we have achieved in the classical cases, trigonometric and Airy type
asymptotics will also appear. New phenomenon occurs as t → tcr+, where both ct and
dt tend to
√
8 . Then, the density becomes
ρcr(x) =
1
24pi
(8− x2)3/2, x ∈ [−
√
8,
√
8], (3.10)
which vanishes with an exponent 3/2 at endpoints. Taking a double scaling limit as
n → ∞ and t → tcr, the PI asymptotics appear. To give readers some ideas about the
Painleve´ type asymptotics, we quote Duits and Kuijlaars’ main results below. However,
the details of other results will not be included in this article due to the space limitation.
Theorem 2. (Duits and Kuijlaars [29, Thm. 1.2]) Let t vary with n such that
n4/5(t+ 1/12) = −c1x, c1 = 2−9/53−6/5, (3.11)
remains fixed, where x is not a pole of w1(x) in (2.11). Then, for large enough n, the
recurrence coefficients bn,n(t) associated with the orthogonal polynomials exist and satisfy
bn,n(t) = 2− 2c2w1(x)n−2/5 +O(n−3/5), c2 = 23/532/5, (3.12)
as n → ∞. The above expansion holds uniformly for x in compact subsets of R not
containing any of the poles of w1(x).
Remark 4. To simplify the formulas and make them easier to understand, we choose
the parameters α = β = 1 in Theorem 1.2 of [29]. In this case, the other recurrence
coefficient an,n(t) in (1.5) is equal to 0 for all n.
It is well-known that the Painleve´ transcendents possess infinitely many poles in the
complex plane in general. In the above theorem, to ensure the validity of the results, the
variable x is required to be bounded away from the poles of the tronque´e wα(x) in (2.11).
Recently, through a more delicate triple scaling limit, Bertola and Tovbis [5] successfully
obtain the asymptotics near the poles of wα(x).
Similar situation like that in (3.10) also appears for the cubic potentials
Vt(z) = tz
3 + z2/2 for t < 0. (3.13)
In [6, 7], Bleher and Dean˜o derived the PI asymptotics of the corresponding orthogonal
polynomials as well as their applications in random matrix theory. Recently, inspired
by the study of Wigner time-delay in mathematical physics (cf. [54, 58]), Xu, Dai and
Zhao [63] considered a singular potential as follows
Vt(z) = z − log z + t/z for t < 0. (3.14)
Note that the above potential has a pole at z = 0, which is different from the polynomial
potentials considered before. Applying the Deift-Zhou steepest descent analysis, we also
obtained the PI asymptotics for the corresponding orthogonal polynomials.
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Remark 5. PI asymptotics appear only when the non-Hermitian orthogonality is con-
sidered. The reason is that, for the usual orthogonality, the density of the equilibrium
measure can only vanish at an endpoint with an exponent (4k + 1)/2 with k ∈ N ∪ {0};
see [25, 43] for more details. The generic case k = 0 gives the Airy-type asymptotics.
The first critical case k = 1 yields asymptotic expansion in terms of the second member
of the Painleve´ I hierarchy; see Claeys and Vanlessen [18]. For k ≥ 2, it is expected that
the asymptotic expansions will involve higher members of the Painleve´ I hierarchy.
3.2 PII asymptotics
The first PII asymptotics for orthogonal polynomials appear in the paper [3] by Baik,
Deift and Johansson, where they studied the length of the longest increasing subsequence
of a random permutation of {1, 2, · · · , n}. In their paper, they need to know the asymp-
totic behaviour of certain orthogonal polynomials on the unit circle(OPUC). However,
the following quartic potential may be a simpler example to understand. We will come
back to the PII asymptotics about OPUC at the end of this section.
In [8], Bleher and Its considered the following varying quartic weight
wN(x) := e
−NVt(x) = e−N(x
4/4+tx2/2), x ∈ R. (3.15)
Since the leading coefficient of Vt(x) is positive, all of the moments µk,N given in (3.6)
exist and corresponding orthogonal polynomials satisfy the usual orthogonality. One
may compare the difference between the two quartic weights in (3.5) and (3.15). For the
quartic potential in (3.15), the corresponding equilibrium measure can also be computed
explicitly. Depending on the parameter t in (3.15), we have
ρ(x) =
x2 + bt
2pi
√
a2t − x2, x ∈ [−at, at], when t > −2, (3.16)
with at, bt > 0;
ρcr(x) =
x2
2pi
√
4− x2, x ∈ [−2, 2], when t = tcr = −2, (3.17)
and
ρ(x) =
|x|
2pi
√
(a2t − x2)(x2 − b2t ), 0 < bt ≤ |x| ≤ at, when t < −2, (3.18)
with at =
√
2− t and bt =
√−2− t; see Figure 2.
When t > −2 and t < −2, the density functions in (3.16) and (3.18) are similar to that
in (3.3). But when t = −2, the density function ρcr(x) in (3.17) vanishes quadratically
at an interior point of its support. Moreover, the case t = −2 indicates a transition
where the support of ρ(x) splits from one cut (when t > −2) to two cuts (when t < −2).
Consequently, in the neighbourhood of 0, a PII RH problem is needed to construct the
local parametrix and the PII asymptotics follow. Note that the special PII transcendent
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Figure 2: From the left to right, the density ρ(x) when t > −2, t = −2 and t < −2,
respectively.
involved here is the famous Hastings-McLeod solution for homogeneous PII equation(the
constant term α = 0 in PII); see [8]. For more properties about the Hastings-McLeod
solution, as well as other special solutions of homogeneous PII, we refer to Deift and
Zhou [28] and references therein.
Soon, the work of Bleher and Its [8] was generalized by Claeys and Kuijlaars [15] and
Claeys, Kuijlaars and Vanlessen [17]. Instead of the quartic potential in (3.15), it was
shown in [15, 17] that similar results also hold for more general potential V (x), as long
as the corresponding equilibrium measure satisfies the similar properties illustrated in
Figure 2. In addition, if an algebraic singularity is added at the point where that cut-
split takes place (for example, one may include an extra factor |x|α in the quartic weight
(3.15)), then we will obtain asymptotics related to the inhomogeneous PII equation; see
[16, 17].
On the other hand, when studying polynomials orthogonal with respect to the per-
turbed Hermite weight, people found out that their asymptotics are related to the
Painleve´ XXXIV equation; see Its, Kuijlaars and O¨stensson [38] for an algebraic pertur-
bation and Xu and Zhao [64] for a jump perturbation. Note that Painleve´ XXXIV can
be reduced to PII through a simple transform.
Finally, let us go back to OPUC mentioned at the beginning of this section. Let
pn(z) = κnz
n + · · · , κn > 0, be a polynomial orthonormal with respect to the weight
w(z) on the unit circle, they satisfy the following orthogonality relation
1
2pii
∫
|z|=1
pn(z) pm(z)w(z)
dz
z
= δm,n. (3.19)
Sometimes, the above formula is rewritten as
1
2pi
∫ pi
−pi
pn(e
iθ) pm(eiθ)w(e
iθ)dθ = δm,n. (3.20)
Instead of (1.5) in the real case, OPUCs satisfy a recurrence relation as follows
κnpn+1(z) = κn+1z pn(z) + pn+1(0)p
∗
n(z), (3.21)
where p∗n(z) = z
n pn(1/z¯). From the orthogonality condition, it is also possible to for-
mulate a RH problem for OPUC as follows.
14
(Y1) Y (z) is analytic in C\Σ, where Σ is the unit circle oriented counterclockwise.
(Y2) Y (z) satisfies the jump condition
Y+(z) = Y−(z)
(
1 w(z)/zn
0 1
)
, z ∈ Σ. (3.22)
(Y3) The asymptotic behavior of Y (z) at infinity is
Y (z) = (I +O (1/z))
(
zn 0
0 z−n
)
, as z →∞. (3.23)
For more information and properties about OPUC, we refer to Simon’s treatise [51, 52].
For the OPUC appearing in Baik, Deift and Johansson [3], they are orthogonal about
the varying weight
wN(z) := e
−NVt(z) = e
tN
2
(z+z−1), z ∈ Σ. (3.24)
The associated equilibrium measure is supported on the whole circle or part of it, de-
pending on the parameter t. When t achieves the critical value tcr = 1, the measure
becomes
dµcr(θ) =
1
2pi
(1 + cos θ)dθ, θ ∈ [0, 2pi]. (3.25)
One can see that the above density vanishes quadratically at θ = pi, which is similar to
the real quartic case (3.17). Based on the above properties of the equilibrium measure,
PII asymptotics appear under a double scaling limit as n → ∞ and t → tcr. It should
be emphasized that, this is the first time that the Painleve´ RH problems emerge in
the local parametrix construction of the RH analysis. Since the work of Baik, Deift
and Johansson [3], more and more Painleve´ asymptotics are discovered while studying
orthogonal polynomials with different weight functions.
3.3 PIII asymptotics
Regarding PIII, because both 0 and∞ are irregular singular points in the first equation of
its Lax pair (2.2), then the corresponding RH problem possesses an essential singularity
at 0. While perturbing the classical Hermite and Laguerre weight with some essential
singularities,
w(x; t) = e−
t
2x2
−x2
2 , t > 0, x ∈ R, (3.26)
w(x; t) = xαe−x−
t
x , x ∈ (0,∞), t > 0, α > 0, (3.27)
Brightmore, Mezzadri and Mo [9] and Xu, Dai and Zhao [61, 62] obtained the PIII
asymptotics for polynomials orthogonal with respect to the above weight functions, re-
spectively. Later, Atkin, Claeys and Mezzadri [2] generalized (3.27) and studied the
weight
w(x; t) = xαe−x−(
t
x
)k , k ∈ N. (3.28)
15
In the end, the asymptotic expansions in [2] are given in terms of solutions to a hierarchy
of the PIII equations. On the other hand, Xu and Zhao [66] and Zeng, Xu and Zhao [67]
considered a modified Jacobi weight of the form
w(x; t) = (1− x2)β(t2 − x2)α, x ∈ (−1, 1) (3.29)
with β > −1, α + β > −1 and t > 1. Their asymptotics is essentially related to
the generalized PV equation. After a Mo¨bius transformation, this equation can be
transformed to a PIII.
3.4 PIV asymptotics
To obtain the PIV asymptotics, like Sec. 3.1 for the PI cases, we need to change the
orthogonality interval on the real line to a contour in the complex plane and consider
non-Hermitian orthogonality. In [21], Dai and Kuijlaars considered the following weight
z−N+νe−Nz(z − 1)2b. (3.30)
The equilibrium measure is supported on the so-called Szego˝ curve S
S := {z ∈ C : |ze1−z| = 1 and |z| ≤ 1}. (3.31)
Moreover, the density of the equilibrium measure vanishes linearly at the point z = 1.
Note that such kind of vanishing behavior is impossible for the usual orthogonality. For
the usual case, if the density vanishes at an interior point z0 of its support, it must
behaves like |z−z0|2k for k ∈ N. When k = 1, we have a density similar to that in (3.17)
and obtain the PII asymptotics. For the current case, we achieved the PIV asymptotics
instead.
3.5 PV asymptotics
Note that the original PV equation possesses three singularities: 0, 1 and ∞. The cor-
responding RH problem also includes three singularities, which are more than those in
the RH problems for PI-PIV. Consequently, the contours and the jump conditions in
the RH problem for PV become more complicated. On the other hand, if the asymp-
totics of orthogonal polynomials involve PV, their weight functions are supposed to have
some singularities. Moreover, these singularities should influence each other when the
parameters in the weight function vary. In [13], Claeys, Its and Krasovsky considered
OPUC whose weight function possesses a Fisher-Hartwig singularity, which combines a
jump-type and a root-type singularity. Taking a double scaling limits, they derived the
PV asymptotics for the related OPUC. See also Claeys and Krasovsky [14] for two merg-
ing Fisher-Hartwig singularities for OPUC. Similar situations also exist for polynomials
orthogonal on real intervals. For example, Claeys and Fahs [12] studied weight functions
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with merging algebraic singularities; Xu and Zhao [65, 66] considered modified Jacobi
weights where the algebraic singularity tends to the endpoint of the orthogonal interval.
For all these cases, the PV asymptotics come into play.
4 Further problems
In this section, we list some unsolved problems in this area.
1. The PVI asymptotics
To the best of our knowledge, the PVI asymptotics for orthogonal polynomials have
never appeared in the literature. Using the isomonodromy method introduced in Fokas
et al. [31], one can derive RH problems for PVI from its Lax pair; see Remark 3. Note
that, the RH problems for Painleve´ equations may not be unique. If one finds a nice
RH problem for PVI, this problem can be employed to construct local parametrices for
orthogonal polynomials with certain special weight functions. Then, the PVI asymptotics
will be obtained accordingly.
2. Discrete orthogonal polynomials
Although these polynomials satisfy a discrete orthogonality in (1.3), it is still possible
to formulate a discrete RH problem (also called interpolation problem) for them; see
Remark 2. Starting from this problem, Baik et al. [4] developed Deift and Zhou’s
method to derive the asymptotic expansions for discrete orthogonal polynomials. Note
that these polynomials possess some special features. For example, there exist the so-
called saturated regions, where the density of the limiting zero distribution reaches the
maximum (the density of the orthogonality nodes distribution) in some intervals. This
leads to an upper constraint for the equilibrium measure in the energy minimization
problem (3.1). However, despite these differences, similar asymptotic expansions are
also obtained, which involve trigonometric functions and the Airy functions; for example,
see Baik et al. [4]. Recently, while studying nonintersecting Brownian motions on the
half-line, Liechty [46] considered discrete orthogonal polynomials with respect to the
following weight
w(xk) = exp
(
−npi
2t
2
x2
)
, xk =
k − α
n
, for k ∈ Z and α ∈ [−1/2, 1/2]. (4.1)
Note that there exists a critical value tcr = 1 when the upper constraint of the equilib-
rium measure is just active. In a double scaling limit as n → ∞ and t → 1, the PII
asymptotics for the orthogonal polynomials were derived in [46]. See also a subsequent
work by Liechty and Wang [47] where a class of similar discrete orthogonal polynomials
is studied. Now the question is: will there appear any other Painleve´ asymptotics for
discrete orthogonal polynomials?
3. q-orthogonal polynomials
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In Ismail’s monograph [33], there is a large part related to q-series and q-orthogonal
polynomials. With his colleagues, Ismail has also studied their asymptotics, which usu-
ally involve the q-Airy functions and Jacobi theta functions; for example see Ismail [34],
Ismail and Li [35], Ismail and Zhang [36], etc.. It is well-known that both q-orthogonal
polynomials and q-Airy functions are q-generalizations of the corresponding classical
ones. In the literature, there is also a considerable amount of work about q-Painleve´
equations. It would be very interesting if some connections between q-orthogonal poly-
nomials and q-Painleve´ equations can be established.
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