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NOTE ON LAPLACE OPERATORS AND HOMOLOGIES
OF A FEW LIE SUBALGEBRAS OF A
(1)
1
F. V. WEINSTEIN
Abstrat. In the note we investigate a spetrum of positive self-adjoint operator Γk (Laplae
operator) ating in the external omplexes of some interesting subalgebras Lk of Lie algebra
A
(1)
1 . We obtain an expliit formula for the ation of Γk. This formula is used to ompute
the homology of Lk with trivial oeffiients for k = −1, 0, 1, 2. In these ases we show that a
spetrum of Γk is the set of non-negative integers with a finite multipliity of eah eigenvalue for
k = −1, 0, infinite one for k = 1, 2. We also found the generating funtions for the multipliities
of Γk-eigenvalues (in appropriate sense for Γ1 and Γ2).
The Laplae operators, whih we onsider in the note, appear in the following general situation.
Let C∗ =
⊕
q Cq be a hain omplex over real numbers R with differential d. It is alled
the Eulidean omplex if dim(Cq) < ∞, and on C∗ is defined an Eulidean inner produt 〈, 〉,
(that is, a non-degenerate positive definite symmetri bilinear form) so that spaes Cq are pairwise
orthogonal.
Let C∗ =
⊕
q HomR(Cq,R) =
⊕
q C
q
be the orresponding dual omplex. The differential of
C∗ (that is, a onjugate to d operator) we denote by δ. The inner produt defines for eah q a
anonial isomorphism Cq ∼= Cq. Identifying C∗ with C∗ we may onsider operator δ as defined
on C∗. Then the linear map
Γ : C∗ → C∗, Γ = dδ + δd
makes sense, and is alled Laplae operator, or shortly laplaian. This definition evidently extends
to a diret sum of the Eulidean omplexes.
The effiieny of using the laplaian in homologial alulations is based on three simple laims:
(1) The eigenvalues of Γ are non-negative.
(2) Let Cλ∗ ⊂ C∗ be the subspae of Γ-eigenvetors with eigenvalue λ. Then C∗ =
⊕
λ C
λ
∗ is a
diret sum of omplexes.
(3) H∗(C
λ
∗ ) = 0 if λ 6= 0, and H∗(C∗) = H∗(C∗) = H∗(C0∗ ) = C0∗ .
If a hain belongs to the kernel of Γ then it is alled a harmoni hain of Γ.
Proof. Sine Γ is a self-adjoint linear operator ating in a finite-dimensional Eulidian spae Cq,
the first laim follows from a standard fat of linear algebra. The seond one is a orollary of
equality dΓ = Γd.
Let c ∈ Cλq and d(c) = 0. Then λc = Γ(c) = dδ(c). If λ 6= 0 then c = d
(
λ−1δ(c)
)
. That
is, eah yle of Cλq is a boundary. Then Hq(C
λ
∗ ) = 0. Let λ = 0. Then 0 = 〈Γ(c), c〉 =
〈δ(c), δ(c)〉+ 〈d(c), d(c)〉. Sine our inner produt is positive and non-degenerate we onlude that
d(c) = 0, that is, the differential of omplex C0∗ is trivial. Hene Hq(C
0
∗ ) = C
0
q . 
If omplex C∗ has an algebrai origin (e.g., it is an external omplex of a Lie algebra) and its
inner produt is related with the orresponding algebrai struture, then not only the harmoni
hains, but also the spetral resolution of Γ may be a subjet of interest.
The laplaian for semisimple finite-dimensional Lie algebras was introdued in fundamental arti-
le by B. Kostant [7℄. The subsequent development of Kostant's ideas have impressive appliations
to Lie algebras and their homologies (e.g., [2; 3; 8; 4; 11℄).
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2 NOTE ON LAPLACE OPERATORS AND HOMOLOGIES
The present note is an elementary investigation of laplaian for a few naturally defined Lie
subalgebras of the simplest infinite-dimensional Ka-Moody Lie algebra A
(1)
1 = ŝl2. The next two
setions ontain the main definitions and results summary of the note.
1. Preliminaries
Let sl2 be a 3-dimensional Lie algebra of real 2× 2-matries with zero trae. Take
e−1 =
(
0 0
1 0
)
, e0 =
1
2
(
1 0
0 −1
)
, e1 =
1
2
(
0 1
0 0
)
as a basis of sl2. Let ŝl2 =
(
sl2 ⊗ R[z−1, z]
)⊕
Rp be a Lie algebra in whih the vetors p and
e3h−1 = e−1 ⊗ zh, e3h = e0 ⊗ zh, e3h+1 = e1 ⊗ zh, (h = 0,±1,±2, . . . ),
onstitute an R-linear basis of ŝl2, and the braket is expressed by the formulas
[ea, eb] = εb−aea+b, [p, ea] = pi(ea)ea,
where εm = −1, 0, 1 for m ≡ −1mod 3 respetively, and pi(ea) = (a− εa)/3.
In what follows we assume that k > −1 is an integer. All linear objets are defined over the
field of real numbers R. The designation V∗ means that V∗ =
⊕
q>0 Vq is a graded vetor spae,
where the summands onstitute a hain omplex. The homology we interpret as a hain omplex
with zero differential.
Let Lk be a subalgebra of ŝl2 generated by ei with i > k, and C∗(Lk) be the standard omplex
of Lk with oeffiients in trivial Lk-module R, that is, Cq(Lk) =
∧q Lk (see [1℄).
For set I = {i1, . . . , iq} of the distint integers> k a hain of the form eI = ei1∧· · ·∧eiq ∈ Cq(Lk)
is alled a q-dimensional k-monomial. The k-monomials with i1 < · · · < iq onstitute a monomial
basis of Cq(Lk). Differential d of omplex C∗(Lk) ats by
d(ei1 ∧ · · · ∧ eiq ) =
∑
16a<b6q
(−1)a+b−1εib−iaeia+ib ∧ ei1 ∧ · · · ∧ êia ∧ · · · ∧ êib ∧ · · · ∧ eiq .
The adjoint ations of p and e0 on C∗(Lk) are diagonal on k-monomials. Define the linear funtions
of weight ω : C∗(Lk)→ Z, and of degree pi : C∗(Lk)→ Z>0 by
e0(eI) = (εi1 + · · ·+ εiq ) eI = ω(eI) eI , p(eI) =
(
pi(ei1 ) + · · ·+ pi(eiq )
)
eI = pi(eI) eI
Let C
(h)
∗ (Lk) be the subspae of C∗(Lk) generated by k-monomials eI suh that pi(eI) = h, and
C
(w,h)
∗ (Lk) ⊂ C(h)∗ (Lk) is generated by ones with ω(eI) = w. Sine d ommutes with the ations
of e0 and p,
C∗(Lk) =
⊕
h>pi(ek)
C
(h)
∗ (Lk) =
⊕
(w,h)∈Dk
C
(w,h)
∗ (Lk)
are the diret sums of finite dimensional subomplexes of C∗(Lk); Dk denotes a set of two-
dimensional vetors (w, h), whih may be presented as a sum of the distint vetors
(
ω(ea), pi(ea)
)
,
ea ∈ Lk. By onvention dimC(0,0)0 (Lk) = 1 for any k, that is, (0, 0) ∈ Dk. Obviously
∞∏
a=k
(
1 + tuω(ea)xpi(ea)
)
=
∑
(w,h)∈Dk
∞∑
q=0
dimC(w,h)q (Lk)tquwxh. (1)
An inner produt, defined on the basis of k-monomials by formula
〈eI1 , eI2〉 =
{
1 if I1 = I2,
0 if I1 6= I2,
turns the above deompositions of C∗(Lk) into a diret sum of the Eulidian omplexes.
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Let δk be an operator on C∗(Lk) onjugated to d with respet to the introdued inner produt.
Then
δk(ei) =
∑
a+b=i; k6a<b
εb−a ea ∧ eb,
δk(ei1 ∧ · · · ∧ eiq ) =
q∑
s=1
(−1)s−1 ei1 ∧ · · · ∧ δk(eis) ∧ · · · ∧ eiq .
Denote by Γk the laplaian of C∗(Lk). Then Ker(Γk) = H∗(Lk). Obviously omplexes C(h)∗ (Lk)
and C
(w,h)
∗ (Lk) are Γk-invariant. In what follows we shall identify the spae of homologies H∗(Lk)
with the spae of harmoni hains of Γk; we also all them the harmoni hains of Lk.
The next terminology and notation will be used: for a linear operator A ating on a linear
spae V , and omplex number λ, a λ-spae Vλ of A is the eigenspae of A with eigenvalue λ. The
λ-multipliity of A is the dimension of Vλ.
Remark. We have defined the weight ω as the half of the lassially defined one in representation
theory of sl2. To avoid onfusions we inluded at the end of note an appendix that ontains the
basi formulations of finite-dimensional sl2-theory adopted to our hoie of basis in sl2 and defi-
nition of weight. In addition where we introdue the graded sl2-modules, and singular haraters
of them, whih are our main tools in setions 5 and 6.
2. Summary of results
Our starting point is an expliit formula for Γk expressed by means of the adjoint ation of
Lk. In the note we mainly onsider the ases k = −1, 0, 1, 2. Then we show that the spetrum
of Γk oinides with the set of non-negative integers. (Remark that the spetrum of Γk>2 always
inludes the irrational numbers.) Moreover, the multipliity of eah eigenvalue of Γk is finite for
k = −1, 0 and infinite for k = 1, 2.
The main our goal is an investigation of the spetral resolution of Γk. Our onsiderations lead
to a simple omputing of the (known) homologies of algebras Lk when k = −1, 0, 1, 2, and to the
formulas for multipliities of eigenvalues of Γk (in appropriate sense for k = 1, 2). The material
onerning the ases k = 0, 1 should be regarded as well known.
Homologially the most interesting ase is k = 2. The only familiar to the author omputing
of H∗(L2) is based on a ompletely different idea (see [11; 12℄). Using the laplaian gives more
than just the dimensions of Hq(L2). Namely, sine L2 ⊂ L−1 is an ideal, and L−1/L2 ≃ sl2,
eah homology spae Hq(L2) is an sl2-module. We show that this module is simple. Then it is
generated by a singular vetor, whih may be expliitly found. That gives an elegant formula for
the harmoni hains of L2.
Setion 4 onerns with ases k = 0, 1. Then the eigenvetors of Γk are k-monomials. Let
C
[w,λ]
∗ (Lk) be the subspae of c ∈ C∗(Lk) suh that ω(c) = w, and Γk(c) = λc. We use our
omputing of H∗(L1) to prove the Gauss-Jaobi identity. Basing on it we establish the following
formulas
∞∑
λ=0
dimC
[w,λ]
∗ (L1) xλ = 1
Θ(−x, 1) =
∞∏
m=1
1 + xm
1− xm ,
∞∑
λ=0
∞∑
w=−∞
dimC
[w,λ]
∗ (L0) uwxλ = 2 Θ(x, u)
Θ(−x, 1) ,
where
Θ(x, u) = 1 + 2
∞∑
r=1
urxr
2
is the Jaobi theta-funtion. In partiular for the λ-multipliities of Γ0 we get
∞∑
λ=0
dimC∗,λ(L0) xλ = 2 Θ(x, 1)
Θ(−x, 1) = 2
∞∏
m=1
(1 + x2m−1)2
(1− x2m−1)2 .
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In ases k = −1, 2, whih we onsider in Setion 6, the situation is more omplex and interesting.
Using our omputing of H∗
(L2), we establish suh L2-analog of the Gauss-Jaobi identity
∞∏
m=1
(1− u−1xm)(1 − xm)(1− uxm) =
∞∑
w=0
(−1)w [2w + 1]u x
w(w+1)
2 ,
where [a]u = (u
a/2 − u−a/2)/(u1/2 − u−1/2). One an dedue it from the usual Gauss-Jaobi
identity. But our reasonings learly show that a natural ontext of its appearane is the homology
of L2. For u = 1 this identity turns into the famous Jaobi formula for ube of the Euler funtion.
For u3 = 1, u 6= 1 we obtain
∞∏
m=1
(1− x3m) =
∞∑
w=0
(−1)w ε2w+1 x
w(w+1)
2
that is equivalent to Euler's pentagonal theorem.
Sine L2 ⊂ L−1 is an ideal and sl2 ⊂ L−1, it follows that C∗(Lk) for k = −1, 2 are the
sl2-modules. Eah of them may be deomposed into a diret sum of the finite-dimensional sl2-
submodules. Let S
(w)
∗ (Lk) ⊂ C∗(Lk) be the subspae of sl2-singular vetors of dominant weight
w > 0, and S
(w,h)
∗ (Lk) = S(w)∗ (Lk)
⋂
C
(h)
∗ (Lk).
We shall see that S
(w,h)
∗ (Lk) is a finite-dimensional λ =
(
h − (−1)kw(w + 1)/2)-spae of Γk,
and C
(h)
∗,λ(Lk) is an sl2-submodule generated by S(w,h)∗ (Lk). Beause h is uniquely defined by w
and λ we may denote S
(w,h)
∗ (Lk) by S[w,λ]∗ (Lk). We prove that
∞∑
λ=0
∞∑
w=0
dimS
[w,λ]
∗ (L2)zwxλ =
(
1
1− z + 2
∞∑
r=1
(−1)r x
r(r+1)/2
1− zxr
)
Θ−1(−x, 1),
∞∑
λ=0
∞∑
w=0
dimS
[w,λ]
∗ (L−1)zwxλ = 2
∞∑
w=0
zw
(
xw
2 − x(w+1)2) Θ−1(−x, 1).
Eah side of these identities may be interpreted as singular haraters of sl2, that is, as elements
of a power series algebra R(sl2)[[x]] on variable x with oeffiients in the representation ring of sl2,
where zw orresponds to a simple sl2-module of dominant weight 2w + 1
(
see Appendix
)
. Then
the lefthanded sides one an present as infinite produts in R(sl2)[[x]] of some polynomials
(
see
the details in Setion 5
)
.
As a orollary of the last formula we obtain the generating funtions for dimC
[w,λ]
∗ (L−1), and
for the λ-multipliities of L−1. The last one astonishingly oinides with the one of algebra L0:
∞∑
λ=0
dimC∗,λ(L−1) xλ = 2 Θ(x, 1)
Θ(−x, 1) .
(Remark that dimC
[w,λ]
∗ (L2) =∞ for all w, λ.)
In between we also obtain the generating funtions for C
(w,h)
∗ (Lk). Aording to (1) they may
be presented as produts
∞∏
a= k+13
(1+u−1xa)(1+xa)(1+uxa) =

∞∑
w=0
(−1)w[2w + 1]−u x
w(w+1)
2 Θ−1(−x, 1) if k = 2,
2
∞∑
w=0
[2w + 1]u x
w(w−1)
2
(
1− x2w+1) Θ−1(−x, 1) if k = −1.
Up to our knowledge the laplaian for Lk with k 6= 1 was not onsidered earlier. It is worth to
note that H∗(Lk) are omputed for all k > −1. For k = −1, 0 the result is well known, and easily
proved without using the laplaian. For k = 1 it is a very partiular ase of [2℄. For all k > 1 the
omputation is done in [11℄ or [12℄.
Our approah to omputing H∗(L2) may be generalized to omputing the homology of similar
to L2 subalgebras of the affine Ka-Moody algebras. We hope to onsider this problem later.
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The author would like to thank D. Donin for informing on his observation: the laplaian of L2
has an integer spetrum on the spae of two-dimensional hains. A desire to explain it was the
initial stimulus for appearing of this note.
3. Laplaian of algebra Lk
A linear endomorphism T of C∗(Lk) is alled a seond order operator if
T (ei1 ∧ · · · ∧ eiq ) =
∑
16a<b6q
(−1)a+b−1 T (eia ∧ eib) ∧ ei1 ∧ · · · ∧ êia ∧ · · · ∧ êib ∧ · · · ∧ eiq
− (q − 2)
∑
16a6q
ei1 ∧ · · · ∧ T (eia) ∧ · · · ∧ eiq .
The next laim is routinely verified.
Lemma 3.1. Γk : C∗
(Lk)→ C∗(Lk) is a seond order operator.
Let k > 1, and e−r be an endomorphism of C∗(Lk), onjugate to the adjoint ation of er on
C∗(Lk). It is a differentiation of the external algebra C∗(Lk) of Lk, and
e−r(ea) =
{
εa+rea−r if a− r > k,
0 if a− r < k.
Theorem 3.2. If k > 1 then
Γk = p+
1
2
(
ε2k+1 e0 −
∑
−k<r<k
e−rer
)
. (2)
Proof. Easily verified that the righthanded side of equality (2) is a seond order operator on
C∗(Lk). Therefore in view of Lemma 3.1 we need only to show that the ations of the both sides
of formula (2) oinide on one- and two-dimensional k-monomials.
The ation of Γk on suh monomials may be established by a diret (but umbersome for
2-dimensional monomials) alulation. Namely, let ⌊α⌋ be the integer part (floor) of α ∈ R. Define
Ek(a) =
{⌊
a−2k+2
3
⌋
if a > 2k − 2,
0 if a < 2k − 2.
Then for ea ∈ Lk
Γk(ea) = Ek(a) ea,
and for ea ∧ eb, ex ∧ ey ∈ C2(Lk), (a < b, x < y, a+ b = x+ y)
〈Γk(ea ∧ eb), ex ∧ ey〉 =

Ek(a) + Ek(b)− εaεb if (x, y) = (a, b) and b− a > k,
Ek(a) + Ek(b) + ε
2
a−b if (x, y) = (a, b) and b− a < k,
−εa+xεb+y if either 0 < x− a < k 6 y − a,
or 0 < a− x < k 6 b− x,
εb−aεy−x if either a < x and y − a < k,
or x < a and b− x < k,
0 otherwise.
A verifiation whether the ation of righthanded side of (2) on one- and two-dimensional k-
monomials is idential to one of Γk, is a diret alulation as well. We omit the verifiation
details. 
Corollary 3.3.
Γ−1 = p+
1
2
(
e−1e1 + e
2
0 + e1e−1
)
, Γ0 = p+
1
2
(
e20 + e0
)
,
Γ1 = p− 1
2
(
e20 − e0
)
, Γ2 = p− 1
2
(
e−1e1 + e
2
0 + e1e−1
)
.
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Proof. The formulas for Γ1 and Γ2 are the partiular ases of equality (2). To prove the formulas
for Γ0 and Γ−1 we need only to verify them (as before) for one- and two-dimensional monomials.
The laplaian Γ0 ats on C∗(L0) = C∗(L1)
⊕
e0 ∧C∗(L1). Easily heked that for c ∈ C∗(L1)
Γ0(c) =
(
e20 + Γ1
)
c , Γ0(e0 ∧ c) = e0 ∧
(
e20 + Γ1
)
c ,
what obviously implies the laimed formula for Γ0.
The laplaian Γ−1 ats on C∗(L−1) = C∗(L0)
⊕
e−1 ∧ C∗(L0). Then for c ∈ C∗(L0)
Γ−1(c) = (e−1e1 + Γ0) c .
Indeed, as δ−1(ea) = εa−1e−1 ∧ ea+1 + δ0(ea), this equality immediately follows for ea ∈ C1(L0),
as well as for ea ∧ eb ∈ C2(L0) sine
Γ−1(ea ∧ eb) = d
(
δ−1(ea) ∧ eb
)− d(ea ∧ δ−1(eb))+ εb−aδ−1(ea+b) =
(e−1e1 + Γ0) ea ∧ eb + (εb−aεa+b−1 − εa−1εb−a−1 − εb−1εb−a+1)e−1 ∧ ea+b+1,
and εb−aεa+b−1−εa−1εb−a−1−εb−1εb−a+1 = 0. Beause e0 = e1e−1−e−1e1 in universal enveloping
algebra of sl2, the restrition of Γ−1 to C∗(L0) has the form Γ−1 = e−1e1 + Γ0 = p + (e−1e1 +
e20 + e1e−1
)
/2. It remains to verify the formula for Γ−1 for monomials e−1 and e−1 ∧ ea, what is
a straightforward testing 
4. Homology of Lk and multipliities of Γk for k = 0, 1
In this setion k = 0, 1. From Corollary 3.3 it follows that a basis of the harmoni hains of Γk
onstitute k-monomials eI suh that
pi(eI) =
(−1)k+1
2
ω(eI)
(
ω(eI) + (−1)k
)
.
For a fixed I = {i1, . . . , iq} denote by q−, q0, q+ the quantities of i′s, whih are ongruent
respetively to −1, 0, 1mod3. Then
ω(eI) = q+ − q− ,
and for eI ∈ Cq(Lk) evidently
pi(eI) > Qk(I), where Qk(I) =
{ q+(q+−1)
2 +
q
−
(q
−
+1)
2 +
q0(q0−1)
2 if k = 0,
q+(q+−1)
2 +
q
−
(q
−
+1)
2 +
q0(q0+1)
2 if k = 1.
This estimation and the preeding equality show that
Q0(I) 6 −1
2
(q+ − q−)(q+ − q− + 1), Q1(I) 6 1
2
(q+ − q−)(q+ − q− − 1).
The inequality for Q0(I) implies q+ = q− and thus Q0(I) = 0. Then it follows that q0 = 1 (sine
q > 0). Hene I = {0}, and e0 is a unique harmoni hain for L0.
The inequality for Q1(I) is equivalent to q0(q0 + 1) 6 −2q+q− . Sine q+, q−, q0 > 0 it follows
that q0 = 0, and either q+ = 0, or q− = 0, whih respetively orrespond to I = {1, 4, . . . , 3q − 2},
and I = {2, 5, . . . , 3q − 1}. In both ases Γ1(eI) = 0. Thus we obtain
Theorem 4.1. Let q > 0. Then
(1)
Hq(L0) =
{
R e0 if q = 1,
0 otherwise.
(2) The q-dimensional harmoni hains e1∧e4∧· · ·∧e3q−2 and e2∧e5∧· · ·∧e3q−1 are the yles
of algebra L1. They represent all q-dimensional homologial lasses of L1. In partiular,
dimHq(L1) = 2 for q > 0, and
dimH(w,h)q (L1) =
{
1 if w = ±q, h = q2−q2 ,
0 otherwise.
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Now let us turn to the multipliities of Γk. Consider first algebra L1. Corollary 3.3 shows that
for c ∈ C(w,h)∗ (L1)
Γ1(c) =
(
h− w(w − 1)/2) c,
that is, C
(w,h)
∗ (L1) is an eigenspae of Γ1. Remark that (w, h) ∈ D1 iff h−w(w−1)/2 > 0. Really,
the neessity follows beause the eigenvalues of Γ1 are non-negative. The suffiieny follows as
well sine for λ = h − w(w − 1)/2 > 0 the vetors e3λ, e1 ∧ e4 ∧ · · · ∧ e3(w−2)+1 ∧ e3(w−1+λ)+1,
and e2 ∧ e5 ∧ · · · ∧ e3(w−2)−1 ∧ e3(w−2+λ)−1 belong to C(w,h)∗ (L1) for w = 0, w > 0, and w < 0
respetively. Sine h is uniquely defined by λ and w we obtain
C
[w,λ]
∗ (L1) = C(w,λ+w(w−1)/2)∗ (L1).
Therefore equality (1) we may rewrite as
(1 + tu)
∞∏
m=1
(1 + tu−1xm)(1 + txm)(1 + tuxm)
=
∞∑
λ=0
∞∑
w=−∞
( ∞∑
q=0
tq dimC [w,λ]q (L1)
)
uwxλ+
w(w−1)
2 . (3)
In this formula the sum over q for t = −1 is the Euler harateristi of omplex C [w,λ]∗ (L1). By
standard laim of homologial algebra and Theorem 4.1(2) it equals to
∞∑
q=0
(−1)q dimH [w,λ]q (L1) =
{
(−1)w if λ = 0,
0 otherwise.
Thus for t = −1 equality (3) turns into relation
(1− u)
∞∏
m=1
(1− u−1xm)(1− xm)(1− uxm) =
∞∑
w=−∞
(−1)wuwxw(w−1)2 , (4)
that is a variant of the Gauss-Jaobi identity. The substitution u→ u2x, x→ x2 turns it into one
of its traditional forms
∞∏
m=1
(1− u−2x2m−1)(1 − x2m)(1− u2x2m−1) =
∞∑
w=−∞
(−1)wu2wxw2 . (5)
Theorem 4.2. For arbitrary w ∈ Z
∞∑
λ=0
dimC
[w,λ]
∗ (L1)xλ = Θ−1(−x, 1).
Proof. Note first that
∞∏
m=1
1 + xm
1− xm = Θ
−1(−x, 1). (6)
Really, the substitution z =
√−1, x → −x in identity (5) turns the righthanded side of it into
Θ(−x, 1), whereas the lefthanded side turns into
∞∏
m=1
(1− x2m−1)
∞∏
m=1
(1− xm) =
∞∏
m=1
1− xm
1− x2m
∞∏
m=1
(1− xm) =
∞∏
m=1
1− xm
1 + xm
.
So (6) follows. Let Θ−1(−x, 1) =∑∞λ=0 µ(λ)xλ. Multiplying the result of substitution u→ −u in
(4) with equality (6) we obtain
(1 + u)
∞∏
m=1
(1 + u−1xm)(1 + xm)(1 + uxm) =
∞∑
λ=0
∞∑
w=−∞
µ(λ)uwxλ+
w(w−1)
2 .
A omparison of this equality with (3), where we set t = 1, ompletes the proof. 
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Now let k = 0. Corollary 3.3 shows that for c ∈ C(w,h)∗ (L0)
Γ0(c) =
(
h+ w(w + 1)/2
)
c.
Therefore C
(w,h)
∗ (L0) is an eigenspae of Γ0. Obviously D0 = D1, and
C
[w,λ]
∗ (L0) = C [w,λ−w
2]
∗ (L1)
⊕
e0 ∧ C [w,λ−w
2]
∗ (L1).
Using this deomposition and Theorem 4.2 we obtain
∞∑
λ=0
∞∑
w=−∞
dimC
[w,λ]
∗ (L0)uwxλ = 2
∞∑
w=−∞
∞∑
λ=w2
dimC
[w,λ−w2]
∗ (L1)uwxλ
= 2
∞∑
w=−∞
uwxw
2
∞∑
λ=0
dimC
[w,λ]
∗ (L1)xλ = 2 Θ(x, u)
Θ(−x, 1) .
Remark. Similarly to the above proof of formula (6) it is easily verified that
Θ(x, 1)
Θ(−x, 1) =
∞∏
m=1
(1 + x2m−1)2
(1− x2m−1)2 .
Remark. We obtained the Gauss-Jaobi identity as a orollary of omputing the homology of L1.
The idea of suh a proof (inluding a proof of muh more general Madonald's identities) is due to
Garland (see [2; 3℄). There are numerous analytial proofs (see e.g., [6℄). It is possible to interpret
this identity by means of partitions, and give an elementary bijetive proof as it is done in [10℄.
5. Standard omplex of Lk for k ≡ −1mod 3
This setion ontains a preparatory material to the alulations in Setion 6.
Let k ≡ −1mod3. Then Lk ⊂ L−1 is an ideal. In partiular on C∗(Lk) is defined a struture
of sl2 = {e−1, e0, e1}-module.
Lemma 5.1. If k ≡ −1mod3 then p, d, δk are the endomorphisms of sl2-module C∗(Lk).
Proof. For p the laim follows beause [p, sl2] = 0. Sine Lk ⊂ L−1 is an ideal, d ommutes with
the adjoint ation of L−1 on C∗(Lk) (this is a general laim). In partiular d ommutes with sl2.
The onjugate operator to the adjoint ation of g = a−1e−1 + a0e0 + a1e1 ∈ sl2 on Lk is the
adjoint ation of g˜ = a−1e1 + a0e0 + a1e−1 ∈ sl2. Then for arbitrary x, y ∈ C∗(Lk) we obtain
〈δkg(x), y〉 = 〈x, g˜d(y)〉 = 〈x, dg˜(y)〉 = 〈gδk(x), y〉.
Hene δkg = gδk for all g ∈ sl2, beause our inner produt is non-degenerate. 
For sl2-module C
(h)
∗ (Lk), (h > 0) let D(k, h) be its set of the dominant weights, P (w,h)∗ (Lk) its
isotypi omponent of dominant weight w, and S
(w,h)
∗ (Lk) ⊂ P (w,h)∗ (Lk) be the subspae of singular
vetors. From Lemma 5.1 and Theorem A.2(4) it follows that
C
(h)
∗ (Lk) =
⊕
w∈D(k,h)
P
(w,h)
∗ (Lk) =
⊕
w∈D(k,h)
2w⊕
m=0
em−1
(
S
(w,h)
∗ (Lk)
)
is a diret sum of the isomorphi omplexes. Moreover, it follows that
C
(h)
∗,λ(Lk) =
⊕
w∈D(k,h)
2w⊕
m=0
em−1
(
S
(w,h)
∗,λ (Lk)
)
.
In partiular, to find the harmoni hains of Γk it is suffiient to find the spaes of singular harmoni
hains S
(w,h)
∗,0 (Lk) for all w ∈ D(k, h).
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A desription of the singular vetors in C∗(Lk) does not depends on k sine Lk is a diret sum
of the adjoint representations of sl2:
Lk =
∞⊕
a=(k+1)/3
Ma, where Ma = Re3a−1 ⊕ Re3a ⊕ Re3a+1.
Therefore C∗(Lk) are isomorphi for different k ≡ −1mod 3 as sl2-modules.
Let E(a) =
⊕3
q=0M
(q)
a , (M
(q)
a =
∧q
Ma), be the external algebra of sl2-module Ma. Obviously
there is an isomorphism of the sl2-modules
C∗(Lk) ∼=
∞⊗
a=(k+1)/3
E(a) = R
⊕ ⊕
(k+1)/36a1<···<an
(
M
(q1)
a1
⊗ · · ·⊗M (qn)an ), (7)
where q1, . . . , qn ∈ {1, 2, 3}. Sine eah M (q)a is a simple sl2-module of dominant weight ε2q, the
summands in the last sum are the sl2-modules isomorphi to V (1)
⊗r
, where r = ε2q1 + · · ·+ε2qn . (As
in Appendix, V (w) denotes a simple sl2-module of dominant weight w ∈ Z>0.) Theorem A.3(2)
supplies an algorithm to find all singular vetors in suh modules.
Now we use the singular haraters S and notation introdued in Appendix. It is lear that
S
(
V (1)⊗r
)
= z⊗r. We an present z⊗r as a polynomial
z⊗r = Qr(z) = z
r + ar−1z
r−1 + · · ·+ a1z + a0 ∈ R(sl2).
Consider E(a) as a bigraded sl2-module by setting deg(M
(q)
a ) = (q, a). Then for the singular
haraters with values in R(sl2)[[t, x]] we have
S
(
E(a)
)
= 1 + ztxa + zt2x2a + t3x3a,
S
(
M
(q1)
a1
⊗ · · ·⊗M (qn)an ) = tq1+···+qnxa1+···+anQε2q1+···+ε2qn (z).
Obviously oeffiient aw of polynomial Qr(z) equals to dimension of the singular vetors sub-
spae of isotypi omponent V˜ (w) in the primary deomposition of V (1)⊗r. Let us pass to the
singular haraters in the both sides of deomposition (7). Then from Lemma A.4 in R(sl2)[[t, x]]
we obtain the equality
∞⊗
a=(k+1)/3
(1 + ztxa + zt2x2a + t3x3a) =
∑
(w,h)∈D(k)
( ∞∑
q=0
tq dimS(w,h)q (Lk)
)
zwxh, (8)
where D(k) =
⋃
h>0D(k, h). (By definition dimS
(0,0)
∗ (Lk) = 1, i.e., D(k, 0) is a one-element set.)
Remark. Easily heked that z⊗r = Qr(z) is a polynomial, defined by reurrene
Qr(z) =
z2 + z + 1
z
Qr−1(z)− z + 1
z
Qr−1(0), Q0(z) = 1.
The oeffiients of polynomials Qr(z) are known in ombinatoris as the Riordan arrays. The
onstant terms of them is a sequene of so alled Motzkin sums (see [9℄, sequene M2587).
Remark. For arbitrary k = 3r − 1, (r > 1) it is easy to indiate some harmoni hains ol-
letion of Lk as follows. The q-dimensional hain cq = e3r+1 ∧ . . . ∧ e3(r+q−1)+1 ∈ Cq(L3r−1)
is evidently harmoni. Sine e0(cq) = qcq, e1(cq) = 0, vetor cq is a singular vetor of sl2-
module Hq(L3r−1) of dominant weight q. Then a yli sl2-module, spanned by cq is a (2q + 1)-
dimensional subspae of Hq(L3r−1). Beause Γ3r−1 ommutes with the ation of sl2, the hains
cq, e−1(cq), e
2
−1(cq), . . . , e
2q
−1(cq) are harmoni. In the next setion we show that they exhaust the
harmoni hains of L2.
10 NOTE ON LAPLACE OPERATORS AND HOMOLOGIES
6. Homology of Lk and multipliities of Γk for k = −1, 2
Assume now k = −1, 2. Corollary 3.3 and Theorem A.2(4) imply that for c ∈ P (w,h)∗ (Lk)
Γk(c) = λk(w, h) c, where λk(w, h) = h− (−1)kw(w + 1)/2.
Therefore P
(w,h)
∗ (Lk) is a λk(w, h)-eigenspae of Γk. In partiular s ∈ S(w,h)∗,0 (Lk) iff
p(s)− (−1)
k
2
ω(s)
(
ω(s) + 1
)
s = 0
(where, of ourse, p(s) = hs, ω(s) = w). Let s be a linear ombination of distint k-monomials
eI 's. Then
(
pi(eI), ω(eI)
)
= (w, h) for all eI 's. Sine eI 's are linearly independent, eah s = eI
satisfies to (6). Thus to find the singular solutions of (6) first we shall find its monomial solutions,
and then deide, whih linear ombinations of them are the singular vetors. So assume that
pi(eI) =
(−1)k
2
ω(eI)
(
ω(eI) + 1
)
.
For a fixed eI ∈ Cq(Lk) the next estimation is evident (notation see at the beginning of Setion
4):
pi(eI) > Qk(I), where Qk(I) =
{ q+(q+−1)
2 +
q
−
(q
−
−1)
2 +
q0(q0−1)
2 if k = −1,
q+(q++1)
2 +
q
−
(q
−
+1)
2 +
q0(q0+1)
2 if k = 2.
Applying it to the preeding equation we obtain the inequalities
Q−1(I) 6 −1
2
(q+ − q−)(q+ − q− + 1), Q2(I) 6 1
2
(q+ − q−)(q+ − q− + 1).
The inequality for Q−1(I) gives q+ = q− and Q−1(I) = 0. All suh eI ∈ C∗(L−1) are exhausted
by vetors e0, e−1 ∧ e1, e−1 ∧ e0 ∧ e1, and only e−1 ∧ e0 ∧ e1 is a singular one.
The inequality for Q2(I) is equivalent to q0(q0 + 1) 6 −q−(2q+ + 1). Then q− = q0 = 0, and
ω(eI) = q. But only 2-monomial e4 ∧ e7 ∧ · · · ∧ e3q+1 with suh properties satisfies the preeding
equation, and it is a singular vetor. Thus
Hq
(
S
(w,h)
∗ (L2)
)
=
{
R e4 ∧ e7 ∧ · · · ∧ e3q+1 if w = q, h = q
2+q
2 ,
0 otherwise.
(9)
Colleting all together we obtain
Theorem 6.1. Let q > 0. Then
(1)
Hq(L−1) =
{
R e−1 ∧ e0 ∧ e1 if q = 3,
0 otherwise.
(2) The harmoni hains er−1(e4 ∧ e7 ∧ · · · ∧ e3q+1) ∈ Cq(L2), where r = 0, 1, . . . , 2q are non-
zero yles of algebra L2. They represent all q-dimensional homologial lasses of L2. In
partiular, dimHq(L2) = 2q + 1 and
dimH(w,h)q (L2) =
{
1 if −q 6 w 6 q, h = q2+q2 ,
0 otherwise.
Note that (w, h) ∈ D(2, h) iff λ2(w, h) = h − w(w + 1)/2 > 0. The neessity follows from
non-negativity the eigenvalues of Γ2. The suffiieny follows sine for h− w(w + 1)/2 > 0 vetor
e4 ∧ e7 ∧ · · · ∧ e3(w−1)+1 ∧ e3(w+λ)+1 ∈ C∗(Lk) is a singular one of weight w > 0 and degree h.
Therefore for k = 2 we an rewrite formula (8) as
∞⊗
a=1
(1 + ztxa + zt2x2a + t3x3a) =
∞∑
λ=0
∞∑
w=0
( ∞∑
q=0
tq dimS
(
w,λ+w(w+1)2
)
q (L2)
)
zwxλ+
w(w+1)
2 . (10)
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The sum over q for t = −1 in view of (9) equals to
∞∑
q=0
(−1)q dimHq
(
S
(
w,λ+w(w+1)2
)
∗ (L2)
)
=
{
(−1)w if λ = 0,
0 otherwise.
Thus for t = −1 in R(sl2)[[x]] we obtain
∞⊗
a=1
(1− xa)(1− (z − 1)xa + x2a) = ∞∑
w=0
(−1)wzwxw(w+1)2
(a singular analog of the Gauss-Jaobi identity). Let us apply to the both parts of this identity
the map Wu (the definition of Wu see in Appendix). Then Corollary A.6 implies the formula
∞∏
m=1
(1− u−1xm)(1 − xm)(1− uxm) =
∞∑
w=0
(−1)w [2w + 1]u x
w(w+1)
2 . (11)
whih may be onsidered as an L2-analog of the Gauss-Jaobi identity.
Theorem 6.2. Let S
[w,λ]
∗ (L2) = S(w,λ+w(w+1)/2)∗ (L2). Then
∞∑
w=0
∞∑
λ=0
dimS
[w,λ]
∗ (L2)zwxλ =
(
1
1− z + 2
∞∑
r=1
(−1)r x
r(r+1)
2
1− zxr
)
Θ−1(−x, 1).
Proof. The substitution u→ −u in identity (11) and formula (6) imply that
∞∏
a=1
(1 + u−1xa)(1 + xa)(1 + uxa) =
(
1 +
∞∑
w=1
(−1)w[2w + 1]−u x
w(w+1)
2
)
Θ−1(−x, 1).
By indution easily established that for w > 0
[2w + 1]−u = (−1)w[2w + 1]u + 2
w−1∑
r=0
(−1)r[2r + 1]u.
Let us substitute this expression in the previous identity, and then apply to the both sides of
result the map W−1u , whih is well defined in this ase. It sends [2a + 1]u to z
a
, and transforms
the lefthanded side into the lefthanded side of formula (10) with t = 1. Therefore we get
∞∑
w=0
∞∑
h=0
dimS
(w,h)
∗ (L2)zwxh =
(
1 +
∞∑
w=1
(
zw + 2(−1)w
w−1∑
r=0
(−1)rzr
)
x
w(w+1)
2
)
Θ−1(−x, 1). (12)
Sine S
(w,h)
∗ (L2) = S[w,h−w(w+1)/2]∗ (L2), in order to obtain from the last formula a generating
funtion for S
[w,λ]
∗ (L2) we must replae in it eah monomial zaxb with monomial zaxb−a(a+1)/2.
Thus
∞∑
w=0
∞∑
λ=0
dimS
[w,λ]
∗ (L2)zwxλ =
(
1+
∞∑
w=1
(
zw +2(−1)w
w−1∑
r=0
(−1)rzr xw(w+1)2 − r(r+1)2
))
Θ−1(−x, 1)
=
∞∑
w=0
zw
(
1 + 2
∞∑
r=1
(−1)rxrw+ r(r+1)2
)
Θ−1(−x, 1).
After summing the appeared geometri progressions we obtain the laimed formula. 
Theorem 6.3. Let S
[w,λ]
∗ (L−1) = S(w,λ−w(w+1)/2)∗ (L−1). Then
∞∑
w=0
∞∑
λ=0
dimS
[w,λ]
∗ (L−1)zwxλ = 2
∞∑
w=0
zw
(
xw
2 − x(w+1)2) Θ−1(−x, 1).
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Proof. From formula (8) it follows that
∞∑
w=0
∞∑
h=0
dimS
(w,h)
∗ (L−1)zwxh = 2(1 + z)
⊗ ∞∑
w=0
∞∑
h=0
dimS
(w,h)
∗ (L2)zwxh.
Sine in R(sl2)
(1 + z)
⊗
zn =
{
(1+z)2
z · zn if n > 0,
1 + z if n = 0,
for f(x, z) ∈ R(sl2)[[x]] we have
(1 + z)
⊗
f(x, z) =
(1 + z)2
z
(
f(x, z)− f(x, 0))+ (1 + z)f(x, 0) = (1 + z)2
z
f(x, z)− 1 + z
z
f(x, 0).
Multiplying the both parts of (12) in R(sl2) by 2(1 + z), and using the last formula, after some
alulation we get
∞∑
w=0
∞∑
h=0
dimS
(w,h)
∗ (L−1)zwxh = 2
∞∑
w=0
zwx
w(w−1)
2 (1 − x2w+1) Θ−1(−x, 1).
In order to obtain from this expression a generating funtion for S
[w,λ]
∗ (L−1) we must replae in it
eah monomial zaxb with monomial zaxb+a(a+1)/2. The result of this substitution is the laimed
formula. 
Appendix A. Finite dimensional sl2-modules
We onsider a Lie algebra sl2, defined over a zero harateristi field F with basis {e−1, e0, e1},
and braket
[e0, e±1] = ±e±1, [e1, e−1] = e0.
Denition. Let V be an sl2-module. We say that v ∈ V, v 6= 0 is a vetor of weight λ ∈ F if
e0(v) = λv. The subspae Vλ = {v ∈ V | e0(v) = λv} is alled a weight subspae of weight λ.
Denition. A weight vetor v ∈ V is alled a singular vetor, if e1(v) = 0. A dominant weight of
V is a weight of any singular vetor from V .
The struture of finite-dimensional sl2-modules is desribed by the next two theorems (see [5℄).
Theorem A.1.
(1) Any nite-dimensional sl2-module is isomorphi to a diret sum of simple sl2-modules.
(2) Every nite-dimensional sl2-module has a unique singular vetor up to ollinearity.
(3) Every simple nite-dimensional sl2-module is generated by a singular vetor.
(4) The simple nite-dimensional sl2-modules, generated by the singular vetors of same weight,
are isomorphi.
Theorem A.2. Let V (w) be a nite-dimensional sl2-module with a singular vetor v of weight w.
Then
(1) 2w ∈ Z>0.
(2) The sl2-module V (w) is simple.
(3) Let vp = e
p
−1(v). Then {v0, v1, . . . , v2w} is a basis of V (w) and vp = 0 for p > 2w.
(4) The operator e−1e1 + e
2
0 + e1e−1 ∈ U(sl2) ats on V (w) as multipliation by w(w + 1).
We need also the following
Theorem A.3. (Clebsh-Gordan) Let w1, w2 ∈ 12Z>0. Then
(1) There is an isomorphism of the sl2-modules
V (w1)
⊗
V (w2) ∼= V (w1 + w2)
⊕
V (w1 + w2 − 1)
⊕ · · ·⊕V (|w1 − w2|).
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(2) Let v1 ∈ V (w1), v2 ∈ V (w2) be the singular vetors, and 0 6 p 6 2w2. Then
p∑
i=0
(−1)i (2w2 − p+ i)!(2w1 − i)!
(2w2 − p)!(2w1)!p!(p− i)! e
i
−1(v1)
⊗
ep−i−1 (v2)
is a singular vetor in V (w1)⊗ V (w2) of weight w1 + w2 − p.
Denition. A Z-module, freely generated by symbols zw, w ∈ 12Z>0 with multipliation
zw1
⊗
zw2 = zw1+w2 + zw1+w2−1 + · · ·+ z|w1−w2|
is alled the representation ring of sl2 and denoted by R(sl2).
For a finite-dimensional sl2-module V let V˜ (w) ⊂ V be a submodule, generated by the singular
vetors of weight w. Then by Theorem A.1 there is a unique deomposition
V =
⊕
w∈N
V˜ (w)
that is alled a primary deomposition of V , the summands of whih V˜ (w) are alled the isotypi
omponents of V . Define S(V ) ∈ R(sl2) by
S(V ) =
∑
w∈N
m(V,w)zw, where m(V,w) =
{
dim V˜ (w)/ dimV (w) if V˜ (w) 6= {0},
0 otherwise.
Sine primary deomposition is unique, S sends isomorphi sl2-modules to the same element of
R(sl2). Together with Theorem A.5 this shows that a finite-dimensional sl2-module V up to
isomorphism is uniquely defined by S(V ).
Denition. Let N
r, (r ∈ Z>0) be a semigroup of vetors α = (α1, . . . , αr) with the non-negative
integer oordinates. An r-graded sl2-module is a diret sum of the finite-dimensional sl2-modules
V =
⊕
α∈Nr Vα. If v ∈ Vα, v 6= 0 then we say that v has degree α. A tensor produt of the r-graded
sl2-modules V1, V2 is an r-graded sl2-module
V1
⊗
V2 =
⊕
α∈Nr
(V1
⊗
V2)α, where (V1
⊗
V2)α =
⊕
α1+α2=α
Vα1
⊗
Vα2 .
Denition. Let R(sl2)[[x]] = R(sl2)[[x1, . . . , xr]] be a ring of the power series on variables
x1, . . . , xr with oeffiients in R(sl2). A singular harater of r-graded sl2-module V with value in
R(sl2)[[x]] is a power series
S(V ) =
∑
α∈Nr
S(Vα) x
α ∈ R(sl2)[[x]], (xα = xα11 . . . xαrr ).
Lemma A.4. Let V1, V2 be the r-graded sl2-modules. Then
S(V1
⊗
V2) = S(V1)
⊗
S(V2),
where symbol
⊗
at the righthanded side means the produt in R(sl2)[[x]].
Denition. Let V =
⊕
λ Vλ be the deomposition of a finite-dimensional sl2-module V into a
diret sum of the weight subspaes. (By theorems A.1 and A.2 suh deomposition exists and is
unique.) The Weil harater of V is the Laurent polynomial
chV (u) =
∑
λ
dim(Vλ)u
λ ∈ Z[u−1/2, u1/2].
The Weil haraters are the same for the isomorphi sl2-modules. From Theorem A.2 easily
follows that
chV (w)(u) = [2w + 1]u, where [a]u =
ua/2 − u−a/2
u1/2 − u−1/2 , (a ∈ Z>0).
14 NOTE ON LAPLACE OPERATORS AND HOMOLOGIES
Theorem A.5. Let Wu : R(sl2)→ Z[u−1/2, u1/2] be a Z-linear map suh that Wu(zw) = [2w+1]u.
Then Wu is an isomorphism of ring R(sl2) onto subring of Z[u
−1/2, u1/2], linearly generated by
[a]u, where a runs over the set of non-negative integers.
This theorem and Lemma A.4 imply the following assertion.
Corollary A.6. Dene a ring homomorphism
Wu : R(sl2)[[x]] → Z[u−1/2, u1/2][[x]] by Wu
(
P (z)xα
)
= Wu
(
P (z)
)
xα,
where P (z) ∈ R(sl2). Then for r-graded sl2-modules V1, V2,
Wu
(
S(V1
⊗
V2)
)
= Wu
(
S(V1)
) ·Wu(S(V2)).
Remark. It should be noted that Corollary A.6 is easily extended to the infinite tensor produts
of the r-graded sl2-modules.
Referenes
[1℄ Claude Chevalley and Samuel Eilenberg. Cohomology theory of Lie groups and Lie algebras.
Trans. Amer. Math. So., 63:85124, 1948.
[2℄ Howard Garland. Dedekind's η-funtion and the ohomology of infinite dimensional Lie alge-
bras. Pro. Nat. Aad. Si. U.S.A., 72(7):24932495, 1975.
[3℄ Howard Garland and James Lepowsky. Lie algebra homology and the Madonald-Ka formu-
las. Invent. Math., 34(1):3776, 1976.
[4℄ I. M. Gel
′
fand, B. L. Fegin, and D. B. Fuks [D. B. Fuhs℄. Cohomology of infinite-dimensional
Lie algebras and Laplae operators. Funktsional. Anal. i Prilozhen., 12(4):15, 1978.
[5℄ James E. Humphreys. Introdution to Lie algebras and representation theory, volume 9 of
Graduate Texts in Mathematis. Springer-Verlag, New York, 1978. Seond printing, revised.
[6℄ Adolf Hurwitz and R. Courant. Vorlesungen uber allgemeine Funktionentheorie und elliptishe
Funktionen. Intersiene Publishers, In., New York, 1944.
[7℄ Bertram Kostant. Lie algebra ohomology and the generalized Borel-Weil theorem. Ann. of
Math. (2), 74:329387, 1961.
[8℄ Shrawan Kumar. Ka-Moody groups, their ag varieties and representation theory, volume
204 of Progress in Mathematis. Birkhauser Boston In., Boston, MA, 2002.
[9℄ N. J. A. Sloane and Simon Plouffe. The enylopedia of integer sequenes. Aademi Press
In., San Diego, CA, 1995.
[10℄ F. V. Vainshtein [F. V. Weinstein℄. Partitions of integers [Kvant 1988, no. 11/12, 1925℄.
In Kvant seleta: algebra and analysis, II, volume 15 of Math. World, pages 141151. Amer.
Math. So., Providene, RI, 1999.
[11℄ F. V. Weinstein. Filtering bases: a tool to ompute ohomologies of abstrat subalgebras
of the Witt algebra. In Unonventional Lie algebras, volume 17 of Adv. Soviet Math., pages
155216. Amer. Math. So., Providene, RI, 1993.
[12℄ F. V. Weinstein. Filtering bases and ohomology of nilpotent subalgebras of Witt and s˜l2 Lie
algebras. Preprint math.RT/0604631, 2006.
Universit

at Bern, Anatomishes Institut, CH-3012 Bern, B

uhlstrasse 26, Switzerland.
E-mail address: Weinsteinana.unibe.h
