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The era of gravitational-wave astronomy has arrived. As a result, we now have the opportunity to
observe features of the universe previously hidden from human view. To advance efforts on wave detection,
this dissertation presents new results on the dynamics of non-spinning binary black hole (BBH) inspirals.
In it I focus on the eccentric-orbit extreme-mass-ratio inspiral (EMRI), a presently underdeveloped class of
BBHs in which the orbit has an elliptical shape and one of the two masses is much larger than the other.
I investigate these EMRIs by combining two common approaches — the small-mass-ratio approximation
of black hole perturbation theory (BHPT) and the small-velocity approximation of post-Newtonian (PN)
theory — in novel ways to better describe their evolution. BHPT is studied using the Mano-Suzuki-Takasugi
formalism to represent first-order perturbations as infinite summations of hypergeometric functions. These
solutions are then analyzed in the slow-motion regime to derive high-order PN series for observable quantities,
with particular focus on the fluxes: the total energy and angular momentum radiated by the system. BHPT-
PN expansions for the fluxes at infinity are found separately using numerical and analytical approaches to
compare efficacy. The result is the derivation of flux terms to at least e20 through 10PN and at least e10
through 19PN. Results to 10PN/e20 and 18PN/e10 are similarly found for the fluxes at the central horizon.
Simultaneously, the fluxes at infinity are studied within PN theory using the multipolar post-Minkowskian
PN formalism. By manipulating certain multipole moments in Fourier space, we find infinite sets of previously
unknown multipole contributions. Compact forms are derived for the leading logarithm flux terms and their
1PN corrections. Drastic simplifications are made to the subleading logarithms and their 1PN corrections.
Compact expressions are extracted for the full 4PN and 6PN Log fluxes at lowest order in the mass ratio.
Finally, similar analytical techniques are applied to derive novel BHPT-PN expansions for two local
conserved quantities: the generalized redshift invariant and spin-precession invariant. The former is found
to 8.5PN and e20 and the latter to 6.5PN and e16. Overall, this thesis offers a deeper understanding of the
gravitational radiation and orbital motion of EMRIs and finds new structure in the BHPT and PN formalisms
as a whole. The results contained herein will contribute to the analysis of waveform data obtained by LISA,
the space-based gravitational-wave detector scheduled for launch in 2034.
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CHAPTER 1: Introduction
Section 1.1: The general theory of relativity
Einstein’s framework for gravitational interaction — the general theory of relativity, or GR — has
proven one of the most successful and elegant theories in all physics. By combining the postulates of special
relativity with the notion that all small bodies in a given field experience the same gravitational acceleration
(the equivalence principle), GR represents gravity as a universal spacetime geometry. This geometry both
influences and is influenced by mass and energy, leading to the apparent gravitational attraction present in
the universe [1].
In this way GR was a landmark theory, which both supplemented and overturned the Newtonian concept
of gravity. Indeed, Newton held that the motion of celestial bodies is governed by a simple law of gravitational













~r = − ~F2. (1.1)
for gravitational constant G, reduced mass µ, and separation vector ~r pointing from m2 to m1. By analyzing
the evolution of a Newtonian binary system (for instance, using Lagrangian mechanics), we can find that
the masses orbit on one of the four conical sections (circle, ellipse, parabola, hyperbola), with the particular
choice depending on the initial conditions. Unfortunately, though this solution is a close representation of the
true motion for most systems, it fails to predict several key astronomical aberrations, such as the perihelion
advance of Mercury.
The geometric representation of GR posits that bodies do not experience mutual attraction per se, but
rather travel through a spacetime that is “warped” in a manner governed by the Einstein field equations






Here, Tµν represents the stress-energy of the source, c is the speed of light, and Gµν is the Einstein tensor,
given by









R = Rλλ is the scalar curvature function, found from the Ricci tensor Rµν = R
λ















The Riemann curvature tensor represents the distortion of the shape and volume of spacetime under GR.
The stress-energy tensor, then, sources this distortion.




gµλ(gαλ,β + gλβ,α − gαβ,λ) (1.5)
Finally, gµν = gνµ is the metric tensor, effectively the centerpiece of GR, which describes the relationship
between changes in coordinate distances and changes in the (invariant) spacetime interval:
ds2 = gµνdx
µdxν . (1.6)
It also creates a link between contravariant (raised) indices and covariant (lowered) ones, as for any tensor,
T a2a3···a1 = ga1λT
λa2a3···, T a1a2a3··· = g
a1λTλa2a3···, (1.7)
and so on. Note also that gµν is the matrix inverse of gµν and the above definitions make use of the Einstein
summation convention, in which repeated upper and lower indices are summed over.
Ultimately, we arrive at the fact that the set of coupled PDEs (1.2) determine gµν and thus the nature
of the spacetime generated by a given stress-energy tensor Tµν . The contracted Bianchi identities for the
Riemann curvature tensor reveal that Tµν satisfies a conservation equation:
∇µTµν ≡ ∂µTµν + ΓµλµT
λν + ΓνλµT
µλ = 0, (1.8)
where ∇µ is called the covariant derivative. I refer the reader to Misner, Thorne, and Wheeler for more
details [1].
Beyond flat spacetime the simplest example of a metric tensor gµν is that of a single spherically sym-












dr2 + r2dθ2 + r2 sin2 θdϕ2. (1.9)
2
for central mass m1. This metric can be found from (1.2), whether by setting Tµν = 0 and applying the
boundary conditions of static spherical symmetry or by including the stress energy tensor of a static spherical
mass (i.e., Birkhoff’s Theorem).
The metric tensor gµν then (or more precisely, simultaneously) dictates how the system will evolve. For
any given body, the motion will take place on a geodesic orbit: the extremal path in spacetime between
given events. If the body is small enough that self-interaction effects can be neglected, this geodesic will
be entirely described by the spacetime of the other body or bodies — a background spacetime. Geodesic









for proper time τ experienced by the small body.
In this framework Mercury can be considered a small body orbiting on the background spacetime gener-
ated by the sun. Therefore, (1.10) and the line element (1.9) should closely correspond to its orbital motion.
And indeed, when applied in this manner, (1.10) almost exactly reproduces Mercury’s observed perihelion
advance. This discovery was the first in a long line of triumphs of general relativity, rapidly placing it at the
forefront of gravitational and cosmological physics.
Section 1.2: The two-body problem and approximations to the EFE
Though the geodesic prescription above provides a simple means of describing the motion of a small
body (test particle) on an effectively static background, it does not apply in most cases of astrophysical
importance. For example, a large body on a (nearly) static background will experience a self-interaction
with its own field, generating a so called self-force that pushes the body off its background geodesic. Worse,
for two large comparable-mass bodies in mutual orbit, the concept of a background metric effectively breaks
down. There, the metric generated by the evolution of the two bodies, as well as the evolution itself, must
be self-consistently described using the EFE (1.2) and conservation equations (1.8).
Unfortunately, it is not feasible to compute these solutions analytically, making general two-body motion
and dynamics an open problem in GR. Instead, the evolution of massive two-body systems like binary
black holes (BBHs) or binary neutron stars (BNSs) must be approached through various approximation
schemes that have been developed over the years. Of these the three most prominent and successful have
been numerical relativity (NR), black hole perturbation theory (BHPT), and post-Newtonian (PN) theory.
Fortunately, the three methods are complementary, as nearly all possible binary systems are well described
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by (at least) one of them. Their relationships in parameter space in detailed in Figure 1.1
1.2.1: Numerical relativity (NR)
The first (and arguably most common) of the approximation schemes, NR, is one in which no analytic
simplifications to the EFE are made. The full nonlinear coupled PDEs are evolved numerically from a set
of initial data. Generally, the spacetime coordinates are split into three spatial and one temporal, and then
spatial values of all tensor quantities calculated for each time step. See, e.g., [2, 3] for a review.
Because the data is all numerical, it must be discretized at some resolution which captures the behavior
of both bodies. As a result, NR is most effective when the two bodies are comparable in mass and size.
Indeed, when one mass is much larger than the other, the system involves two different length scales, which
must both be resolved simultaneously, slowing the evolution by orders of magnitude. NR also struggles at
large orbital separations, where the motion is slow and requires many more time steps. However, as will be
discussed in the next section, small-range comparable-mass BBHs are now known to exist in high numbers
in our universe, making NR a vital tool in the study of astrophysical phenomena [4].
1.2.2: Black hole perturbation theory (BHPT)
The two regimes where NR fails are best handled by making analytic approximations to the EFE. One
analytic scheme is BHPT, wherein one of the masses is assumed to be much larger than the other. For these
extreme-mass-ratio inspirals (EMRIs), the EFE are expanded in the small mass ratio of the system. The
base or zeroth-order system represents the smaller body as a test particle, meaning its motion is merely given
by a geodesic (1.10) on the background of the larger body (typically either a non-spinning Schwarzschild
black hole or a spinning Kerr black hole).
However, at first order the smaller body sources a perturbation to this background metric. As noted
above, the body then interacts with its own gravitational field, creating a self-force (SF) that causes deviation
from the background motion. For this reason, BHPT is also often called gravitational self-force (GSF) theory.
See [5] for a review. Of course, the concept of self-force predates BHPT, having been well developed in the
study of electromagnetic radiation [6, 7]. Ultimately, the gravitational SF will play a similar (though more
complicated) role in EMRI evolution.
1.2.3: Post-Newtonian (PN) theory
The other analytic approximation, PN theory, applies in cases where the system is characterized by large
























Figure 1.1: Regions of binary parameter space in which different formalisms apply. NR works best for close
binaries with comparable masses, while BHPT is relevant for binaries with small mass ratio m2/m1  1,
or equivalently small symmetric ratio µ/M (M = m1 + m2), and PN theory applies to binaries with wide
orbital separation (or equivalently low frequency). This dissertation will concentrate on the region in the
upper right corner where BHPT and PN theory both apply.
correction to flat spacetime, which is taken to be the zeroth-order metric. The expansion parameter is v/c,
where v is a characteristic speed of objects in the system in a suitable near-rest frame, or any quantity of
comparable size. See [8] for a review. This method is called “post-Newtonian” because in the limit c→∞,
the equations reduce to Newtonian mechanics. Each power of v2/c2 provides a single PN correction, though
half-orders (as well as logarithmic terms) do appear in the series.
There is a similar approximation scheme known as post-Minkowskian (PM) theory, wherein the EFE are
expanded in G (a weak field assumption) instead. PM theory serves a vital purpose in providing far-zone
matching boundary conditions to a PN source. This dual formalism is known as multipolar post-Minkowskian
post-Newtonian (MPM-PN) theory, and it will be discussed thoroughly in Chapter 3.
Section 1.3: Gravitational waves: theory and experiment
1.3.1: The famous unverified prediction
All three of the above methods for approximating GR share a common prediction that is quite foreign to
Newtonian mechanics — gravitational waves. Indeed, it can be shown in a number of ways that two-body
systems emit ripples in the spacetime geometry that propagate outward at the speed of light. These ripples
are gravitational waves, and they transfer energy out of the system, slowly driving the bodies together. In
BHPT gravitational radiation can be seen as the energy-balance counterpart of the smaller mass’s (dissipa-
tive) SF, which can thus be likewise considered the radiation-reaction force. As the small body radiates, it
loses energy and slowly spirals toward the large black hole it orbits.
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For now it is more useful to obtain a close approximation to the energy lost by a two-body system the
same way Einstein did: as a leading-order PN calculation. In this way the orbital average of the lost energy













where Iij = I
ij is the traceless projection of the Newtonian-orbit mass quadrupole moment, or








for Kronecker delta δij . A full derivation of this result will be provided in Chapter 3.























where R is the distance from source to observer.
For a binary system with two 50 solar mass black holes on a 0.1 AU orbit 50 Mpc away, this comes out to
roughly 10−25. This number is remarkably small, to the point that for many years the physical detection of
gravitational waves was thought to be impossible. However, the discovery of the Hulse-Taylor binary system
PSR B1913+16 in 1974 overturned that notion. Indeed, PSR B1913+16, which consists of a pair of rapidly
orbiting 1.4 solar-mass neutron stars, radiates enough gravitational energy to exhibit observable changes
in the orbit [9, 10]. The detected decay in the orbital period and separation closely matches the low-PN
predictions of GR, providing strong (albeit indirect) evidence of gravitational wave emission. Nevertheless,
the most satisfying and definitive proof of gravitational waves — observation of their direct effects on test
masses — would remain unseen for several more decades. And it is this latter form of direct detection that
would be necessary to usher in the age of gravitational-wave astronomy.
1.3.2: Direct detection of gravitational waves
Explicit observation of spacetime ripples was finally achieved using high precision laser interferometry.
The general principle is straightforward. As shown in Figure 1.2, a pair of long tunnels (arms) are placed
6
Figure 1.2: The generic structure of a gravitational-wave interferometer. Refer to the text for a full descrip-
tion.
perpendicularly with a beam splitter at the intersection and a mirror at the end of each arm. A laser beam
is sent and then split such that a light wave travels down each arm, reflects off the mirror, and returns to
the splitter. Then the two waves recombine and travel to a detector. When the system is still, the two
waves experience perfect destructive interference, and no light reaches the detector. However, a passing
gravitational wave will change the arm lengths slightly, creating a fringe shift that can then be measured
[11].
Unfortunately, the elementary nature of the design belies the overwhelming difficulty in actually achieving
detection. Indeed, in Earth-based detectors a passing gravitational wave will change the proper distance from
the splitter to the mirrors by much less than the width of a single proton (though increasing the arm length
will increase the shift) [11]. This means that even the slightest experimental noise will dwarf the wave signal
by orders of magnitude.
As a result, this endeavor was only possible through two remarkable efforts: The first was one of en-
gineering, which faced the problem of carefully positioning and isolating the system. Only through many
iterations of planning and construction could the interferometer be rendered sufficiently resistant to seismic
interference, laser shot noise, thermal effects, and so on.
The other was one of fundamental gravitational physics. Light fluctuations can only be understood as
gravitational waves by matching them to theoretical predictions for gravitational waves. These predictions
— or waveform templates — must be extremely accurate (well beyond the leading order PN approximation
7
Figure 1.3: The frequency ranges of several current and planned gravitational-wave detectors. Strain is a
measure of sensitivity (the amount of motion needed for a detection), meaning each observatory can detect
events above its respective curve. In particular, aLIGO is sensitive to the high-frequency range, characterized
by comparable-mass-ratio inspirals and, to a lesser extent, core collapse supernovae. The upcoming space-
based interferometer LISA will be able to detect extreme-mass-ratio inspirals (EMRIs), which occur in the
mid to low frequency range. Ultra-low frequency waves are best suited for pulsar timing arrays, as depicted.
above), and they must trace the evolution of the binary over as many orbits as possible before the final
merger in matched filtering analysis. Moreover, an additional degree of accuracy is required in order to use
the matched waveform to estimate characteristics of the binary itself (location, orbital shape, initial and final
masses, etc.). These developments required years of concerted effort across many sub-fields within general
relativity before the first detection was possible.
Then, with all that accomplished, each type of detector can typically only observe gravitational waves
within a narrow range of frequencies. Outside a given detector’s optimal frequency band, external noise
becomes impossible to mitigate, rendering the corresponding waves undetectable. Because different classes
of binaries tend to produce waves in different frequency ranges, the result is that the separate observatories
will be sensitive to distinct types of binary systems, each requiring its own approach to theoretical template
construction. See Fig. 1.3 for a comparison of the frequency ranges of several important current and future
detectors.
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1.3.3: Comparable-mass inspirals and the advanced Laser Interferometer Gravitational-wave Observatory
(aLIGO)
The aforementioned achievements in engineering and physics culminated in the first gravitational wave
detection at the advanced Laser Interferometer Gravitational-wave Observatory (aLIGO) in 2015. aLIGO is
an Earth-based observatory with interferometers in Louisiana and Washington. A valid detection is identified
when signals at both sites simultaneously match a theoretical waveform template, which first occurred with
the BBH signal GW150914 [12].
aLIGO is optimized to capture gravitational waves with frequencies around 10−500 Hz, which correspond
to binary black hole and neutron star systems that are typically a) circular (though low eccentricities are
also possible [13, 14, 15, 16]), b) comparable in mass, and c) close to merger. These characteristics make
aLIGO waveform templates well suited to the methods of numerical relativity [17, 18, 19]. Indeed, the bulk
of the some thousands to millions of waveform templates utilized by aLIGO were created by combining
NR with a clever interpolation scheme known as the effective-one-body (EOB) formalism. EOB theory
presents a general undetermined model for waveform templates, which can then be calibrated using precise
NR simulations [20, 21, 22, 23, 24, 25, 26, 27].
The combination of NR and EOB has provided templates needed for the large majority of comparable-
mass BBH mergers observed by aLIGO. However, it is notable that many remaining BBH templates, as
well as that for the landmark BNS detection, were crafted by calibrating the EOB models with PN theory
(or by using PN theory directly) instead [28, 29, 30, 31, 8]. Indeed, implemented 3PN (soon-to-be 4PN)
formulas have proven highly successful at modeling binary behavior, and various refactorization methods
have increased the range of validity of PN approximations to the close-field regime [32, 33, 34, 35]. This fact
will serve as part of the motivation behind several PN techniques in this dissertation.
That said, circular, comparable-mass binaries compose but one category of inspirals. And though the
detections at aLIGO have been frequent and groundbreaking, it is important to note that there are many
more such classes in parameter space.
1.3.4: EMRIs and the Laser Interferometer Space Antenna (LISA)
To that end, the European Space Agency (ESA) announced in 2017 that it would be funding the Laser
Interferometer Space Antenna (LISA), a space-based gravitational-wave detector set to launch in the 2030s.
This interferometer will contain a triangular constellation of three spacecraft following Earth in heliocentric
orbit. This will allow for arm lengths of roughly 2.5 million km, increasing the detection sensitivity by several
orders of magnitude.
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The low-noise vacuum environment and arm length will allow LISA to detect waves with frequencies in
the mHz range. The mHz frequency range is expected to include emissions from many new and exciting types
of inspirals, such as EMRIs and systems with high eccentricity [36, 37, 38]. Therefore, LISA will require a
bank of waveform templates that accurately model generic-orbit EMRIs. The work in this dissertation will
serve as a step in that pursuit.
Section 1.4: The need for faster, more accurate EMRI waveform templates with BHPT
As noted above, EMRIs cannot be adequately simulated by pure numerical methods, meaning many of
the techniques developed for LIGO will not be applicable for LISA. Instead, alternative approaches must be
innovated, refined, and implemented in order to model these two-body systems. As mentioned, the analytic
approximation scheme of BHPT estimates GR through an expansion in the mass ratio, making it naturally
suited to the description of EMRIs. Indeed, BHPT will likely serve as the central analytic framework in
EMRI modeling, and as a result, research efforts in this area have greatly increased in the past few decades
since LISA was first proposed. Still, the present state of knowledge in BHPT is not sufficient to analyze the
data stream LISA will produce—current BHPT modeling capabilities cannot reach the speed or accuracy
desired to capture the full range EMRIs in LISA’s band of sensitivity.
1.4.1: The orbital phase
To give more detail, past work has determined that successful detection and identification of EMRIs will
require a cumulative error in the waveform’s orbital phase of less than a radian over the inspiral’s entire
lifetime. Using multiscale analysis [39, 40], it can be shown that the cumulative phase of an EMRI is given





1/2Φ1/2 + ε̃Φ1 + · · · ), ε̃ = m2/m1. (1.15)
In this formula each Φi is an undetermined expression representing the various binary parameters contribut-
ing at (relative) order i in the mass ratio (m2  m1). Various elements of the orbital dynamics appear at
any given order. Reference [39], as well as subsequent work, conveyed four critical details of this expansion
for the phase. First, the coefficient Φ0 is determined entirely by the first-order orbit-averaged fluxes — the
energy and angular momentum radiated both out to infinity and down to the central black hole’s horizon.
This gauge-invariant quantity is equivalent to the orbital average of the smaller body’s self-force by the so
called flux balance formula (with some minor caveats; see, e.g., [41]). Second, the coefficient Φ1/2, which
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is zero when the central black hole is Schwarzschild, depends on resonances among the orbital frequencies.
Third, the coefficient Φ1 requires computation of two separate contributions: the oscillatory (periodic) por-
tion of the first-order self-force and the orbital average of the second-order self-force (i.e., the second-order
fluxes). Fourth, only Φ0,Φ1/2, and Φ1 are presently required for the LISA mission.
From a theoretical perspective, the first-order pieces have been all but determined for generic EMRIs
with central Schwarzschild black hole [42, 43, 44, 45, 46, 47, 48, 49, 50, 51]. The Kerr (spinning) case presents
additional subtleties, particularly on the tasks of metric reconstruction and resonance, but these have recently
seen steady progress [52, 53, 54, 26, 55, 56, 57, 58], leading to a set of complete self-force calculations [59]. The
second-order problem, however, has proven considerably more difficult. Though advancements are surfacing
[60, 61, 62, 63, 64, 65, 66, 67], an implemented solution is still quite far off.
1.4.2: Computational barriers
Moreover, even for first-order motion about a Schwarzschild black hole, the theoretical solutions have not
yet been implemented in a manner that is computationally efficient enough for LISA data analysis. Indeed,
standard numerical BHPT techniques (with sufficient accuracy) generally fail to compute these on the desired
timescales even in the simplest cases. Thus, researchers are continuously in search of strong reductions in
computational cost for the construction of the some thousands or millions of waveform templates required
for matched filtering analysis. A variety of newer approaches to computational implementation have been
developed in recent times [50, 68, 69, 70, 71, 72, 73, 74, 75, 76, 77, 78].
Section 1.5: This dissertation: Enhancing EMRI orbital analysis by combining BHPT and
PN theory
One such potential approach involves combining BHPT with the PN expansion. Indeed, for binaries in
which the mass ratio is extreme and the velocity small, the orbital motion can be accurately described by
expansions in both m2/m1 and v/c. Put another way, analytic approximations to BHPT quantities (e.g.,
fluxes, metric perturbations, etc.) can be calculated as PN series when the motion is slow, which is true
earlier in the lifetime of the inspiral. If the series are taken to sufficiently high order, the resulting models
can in certain cases remain accurate until close to the point of merger [79, 80]. The computational benefit
afforded by using analytic series approximations to represent EMRI motion has the potential to be large, and
these expansions are especially well-suited to the development and calibration of EOB models. Moreover,
combining the two approximations in this manner has the ability to yield progress in the two theories that
would be much harder to derive otherwise [81, 82, 83, 84, 8, 85, 86, 87, 88, 89, 90].
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As described in the previous section, the full, arbitrary-mass-ratio PN theory has proven to be a successful
analytic framework for the inspirals observable by aLIGO. Through judicious unifications with numerical
relativity and EOB models, PN theory has been able to contribute to swaths of aLIGO waveform templates,
including those needed to detect the landmark binary neutron star merger [29, 30, 91]. It is likely that BHPT-
PN representations, either alone or in tandem with EOB interpolants and other methods, can be similarly
successful for EMRIs. Therefore, as a step in that pursuit, this dissertation will advance preparation for
LISA by combining techniques from BHPT and PN theory to compute analytic PN expansions for various
important EMRI characteristics.
1.5.1: Expanding BHPT using both numerical and analytical approaches
PN approximations to EMRI dynamics are conveniently achieved directly within BHPT using the MST
(Mano-Suzuki-Takasugi) analytic function expansion solutions within the Regge-Wheeler-Zerilli (RWZ) for-
malism [92, 93], which will be detailed in Chapter 2. In many cases such methods can be taken to extremely
high PN order in fairly short time [94, 79, 95, 68, 80, 96, 97, 98, 71], and various relevant series appear to
converge (albeit slowly) all the way to the separatrix [79] if not the light ring [80] of the orbit. Once an
expansion is computed, it can be stored and applied rapidly toward the generation of waveform templates.
However, most prior work in this area has been restricted to the case of circular orbits, while generic
orbits will be required for the LISA mission. Therefore, this thesis will take the next step toward that goal
by studying eccentric inspirals on a Schwarzschild background. The work presented here can then lead to
similar developments for the needed generic inspirals on a Kerr background. Note that for eccentric EMRIs,
each PN term in a given expansion will itself be expressed as a power series in the eccentricity of the orbit.
I will use the MST formalism to compute these double expansions in two ways.
The first will focus on expanding the fluxes to infinity by utilizing an enhanced version of the numeric-
analytic fitting scheme of Forseth et al. [99]. That method entailed making high-precision numerical BHPT
flux calculations for a two-dimensional grid of orbits — about 50 choices of p (the semi-latus rectum, related
to the radius of the orbit and therefore to the PN order) and 35 choices of the eccentricity e. Fluxes were
computed for all combinations of the two, giving roughly 1750 full flux data points. Then, a double fit was
performed for the PN expansion. First, a fit to the (known) form of the PN expansion was made for each
value of e. Then, these fits were merged into a second fit to yield each PN term’s expansion in e. Finally,
because the calculations were high-precision, in many cases the resulting numeric values could be converted
to analytic form via an integer relation algorithm [99]. See Chapter 5 for a more detailed description.
The authors of [99] utilized this method to find individual e coefficients from 3.5PN to 7PN. In this thesis
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I will advance their methodology by concentrating the fitting process on the individual lmn modes of the
BHPT fluxes. We will see that these modes are characterized by interesting patterns that greatly facilitate
the extraction process. In this way we will be able to extend the fit to 9PN and roughly quadruple the
total number of computed e coefficients. The full method and results are presented in Chapter 5 and were
published in [100].
The other method for computing expansions within BHPT pursued in this thesis is the direct analytic
expansion of the MST solutions. Indeed, the MST function expansion solutions can be represented in
terms of small PN parameters. These parameters can be exploited to simply expand the solutions as
written without using any intermediate numerical calculations. This process is more difficult to execute
but, once completed, has the ability to yield expansions for a number of desired EMRI characteristics.
Indeed, related methods have already been successfully applied to extract high-order series for various orbital
quantities in both the conservative and dissipative sectors, on both Schwarzschild and Kerr backgrounds
[94, 79, 101, 102, 103, 72, 71, 96, 97, 98, 104, 105, 106, 107, 108, 109, 110, 111, 112, 113, 114, 89, 90].
I start in Chapter 8 by applying this direct expansion procedure to the fluxes at infinity. This serves
both to validate the method against the results of the numeric approach and to compare and contrast the
efficacy of each. I find that the two methods are somewhat complementary in nature: The fitting scheme is
excellent at reaching high orders in e but struggles to move to high PN order, while the analytic approach to
some degree exhibits the reverse behavior. The result is a pair of flux expansions to 19PN and e10, as well as
10PN and e20. These high-order expansions afford the opportunity to make comparisons to numerical flux
data to assess validity and convergence, both with and without the use of resummation schemes. I find that
the full flux expansion, using eccentricity resummations and low-order information from PN theory, can be
made to match the numerical flux for p = 10, e = 1/2 to fractional error 10−5. The fidelity improves as p
increases and e decreases. Additional details are given in Chapter 8, and this work has been accepted for
publication [115].
With the analytic expansion techniques determined, I then transition to series for several other EMRI
characteristics of interest. First, the fluxes at the (central black hole’s) horizon are computed to 18PN/e10
and 10PN/e20, also discussed in Chapter 8. Next, we move to the conservative sector (wherein the effects
of dissipation are neglected) to expand the well-known generalized redshift invariant [81, 103, 72], as well as
the gauge-invariant BHPT correction to geodetic spin-precession [116, 117, 104]. These last two will prove
orders of magnitude more computationally expensive than the fluxes, but certain novel simplifications will
allow for improvement over the state of the art. In total, the redshift invariant is found to 8.5PN and e20,
with arbitrary-order e series determined through 4PN. The spin-precession invariant is derived to 6.5PN and
e16. The full details are provided in Chapter 9.
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1.5.2: The PN multipole moment formalism
The two aforementioned techniques pursue PN expansions directly within BHPT; however, additional
information on EMRIs can be learned through the pure PN approach. Therefore, I will also present details on
a related effort finding the terms in the fluxes at infinity using the multipole moment formalism. Indeed, in
the MPM-PN framework, the full, arbitrary-mass-ratio fluxes can be expressed in terms of a set of radiative
multipole moments, which are in turn functionals of the (PN-corrected) source multipole moments: the mass
and current quadrupole, octupole, hexadecapole, etc.
In general relativity the lowest-order multipole moment which contributes to the radiation is the Newto-
nian mass quadrupole. Prior work showed that this multipole contributes to at least three terms in the PN
expansion: the leading-order flux, as well as its 1.5PN tail and 3PN logarithmic corrections. In Chapter 6 I
analyze the mass quadrupole’s Fourier decomposition and use it, as well as some information from BHPT,
to find an infinite set of PN terms generated entirely by that moment. This set — known as the leading log-
arithm series [118] — is significantly more difficult to extract through BHPT alone. I then use this discovery
to identify additional mass quadrupole contributions within another infinite set of PN terms: the subleading
logarithm series. Finally, by combining these quadrupole contributions with the direct BHPT expansions
above, I find it becomes possible to obtain expressions for certain complicated subleading logarithms to all
orders in eccentricity.
To understand how this sort of synergy manifests, note that in BHPT the power series in e are typically
computed as Taylor series to a chosen finite order. However, in certain cases PN theory can show that
these expansions actually correspond to closed-form (or nearly closed-form) functions. As a simple example,










where ν = µ/(m1 +m2) and y = (m1Ωϕ)
2/3 for azimuthal orbital frequency Ωϕ. The subscript N indicates
“Newtonian” order, with L0(e) the leading eccentricity enhancement function, so named because it represents
the increase or “enhancement” of eccentric radiation over its corresponding value in the circular-orbit limit.
(Note that in most situations, the PN order is described on a relative basis, rather than absolute. Thus,
despite the factor of 1/c5, L0(e) is defined as the 0PN or leading contribution.)
When L0(e) is sought directly within BHPT using either fitting or analytic expansion, we find the
following result:















+ · · · (1.17)
14
where the expansion would continue indefinitely if we were to keep computing coefficients. However, PN
theory reveals that this term should diverge as e → 1 with a factor of (1 − e2)−7/2 [99, 119]. Upon pulling













the classic result from Peters and Mathews (which, of course, was found directly using PN theory) [120].
Thus, the closed-form expression for the Peters-Mathews function can be extracted from BHPT results with
only a small piece of additional knowledge (the singular behavior) from PN theory. The full developments
with much more complicated examples of this interplay are given in Chapter 6 and were published in [121].
After detailing the leading and subleading logarithms, I will proceed in Chapter 7 to two more infinite sets
of flux terms: the 1PN corrections to each of the leading and subleading logarithms. This requires the analysis
of the 1PN-order multipole moments, which comprise the Newtonian mass octupole and current quadrupole,
as well as the 1PN-corrected mass quadrupole. The combination of these moments is sufficient to generate
the 1PN correction to the entire leading logarithm series. As above, additional flux contributions from these
moments can be identified within the 1PN correction to each subleading logarithm. This information can
be combined with BHPT results to finite order in e to obtain some of these more complicated terms to all
orders in e. An explicit solution will be presented for the full 4PN fluxes at lowest order in the mass ratio.
Those results were also published in [122].
Section 1.6: Layout of the thesis
To summarize, this dissertation will proceed as follows: First, Chapter 2 outlines the BHPT formalism,
following the methods of [42, 43, 49, 50] to derive the first-order EFE in Schwarzschild-RW coordinates. This
process leads to the RWZ equations, which are solved using the MST method mentioned above. Chapter 3
establishes the MPM-PN formalism following the methods detailed in [8], with emphasis on the pieces
relevant to multipole moment analysis. Chapter 4 provides more background on the process of combining
the two formalisms. This involves analyzing BHPT in the PN regime, as well as presenting a novel means
of transforming back and forth between the two theories.
From there I move to new expansion results. Chapter 5 presents the numeric-analytic fitting scheme,
with a detailed explanation of patterns in the lmn modes of the BHPT fluxes. Explicit PN terms are given
and discussed. Chapter 6 transitions to the multipole moment approach with analysis of the leading and
subleading logarithms. In particular, I illustrate how independent PN and BHPT discoveries can further
advance the results of Chapter 5 and reveal deeper intrinsic structure in eccentricity functions across the PN
orders. Chapter 7 repeats this analysis for the 1PN corrections to the leading and subleading logarithms.
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Chapter 8 then moves to direct analytic expansion of the MST solutions. Results for the fluxes at infinity
and the horizon are enumerated, and comparisons are made both against the series found in Chapter 5
and against numerical computations. This method is then extended to the (considerably more difficult)
conservative sector in Chapter 9, and novel progress is presented for the redshift invariant and spin precession
invariant. Finally, I discuss future applications of my methods to waveforms and the Kerr case, followed by
conclusions and outlook in Chapter 10.
Unless otherwise noted, throughout this dissertation I set c = G = 1, and use metric signature (−+ ++)
and sign conventions of Misner, Thorne, and Wheeler [1].
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CHAPTER 2: BHPT: Background and setup
Section 2.1: First-order BHPT
2.1.1: The linearized field equation
We begin by describing the procedure and notation for first-order BHPT in the two-body problem. Let
the larger body be m1 and the smaller body be m2. We set the bodies in the xy plane and assume an
expansion for the metric in the mass ratio of the system m2/m1, with the zeroth order equal to the metric
of the larger body—static Schwarzschild spacetime. Note that that M = m1 +m2 = m1(1 +O(m2/m1)) is
equivalent to m1 plus a small correction, so that M and m1 can be interchanged to lowest order in the mass
ratio. The stress-energy tensor of the smaller body at first order is given by the motion of a point particle
on a Schwarzschild geodesic. With these specifications, the EFE can be written as
Gµν [g
Sch
αβ + pαβ ] = 8πT
(1)
µν . (2.1)
The left side represents the Einstein tensor as a functional of the first-order metric gµν = g
Sch
µν + pµν , with
pµν a correction of O(m2/m1). The right side is the (covariant form of the) stress-energy tensor for a point
particle in the plane, given by
Tµν = µ
∫
(−g)−1/2uµuνδ4[x− xp(τ)]dτ = µ
uµ(t)uν(t)
utrp(t)2
δ[r − rp(t)]δ[ϕ− ϕp(t)]δ[θ − π/2]. (2.2)
Expanding out Gµν yields a tensorial equation for each of the two orders. The lowest order simply yields
Gµν [g
Sch
µν ] = 0, which is of course true by design. We will work in Schwarzschild coordinates throughout, so













0 0 r2 0
0 0 0 r2 sin2 θ

, (2.3)
corresponding to the line element in (1.9). Note that (1− 2m1/r) is commonly abbreviated as f = f(r).
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The first-order equation is significantly more complicated:
2pµν +∇µ∇νp− gSchµν 2p+ 2Rα βµ νpαβ −∇α∇νpµα −∇α∇µpνα + gSchµν ∇α∇βpαβ = −16πTµν (2.4)
Here, ∇λ is the covariant derivative with respect to the background metric (gSchµν ); 2 is the background
curved-space d’Alembertian operator 2 = ∇λ∇λ; p is the trace of pµν , p = pµνgµνSch; and indices are raised
and lowered using the background metric.
2.1.2: Tensor spherical harmonics
The linearized equation (2.4) is still a set of 10 coupled PDEs. In order to make further progress, it
is necessary to decouple the angular components using an appropriate tensorial generalization of spherical
harmonics. This will separate the field equations (and metric tensor) into even-parity and odd-parity com-
ponents. The full process is well described in [49] (an adaptation of [42]), so I follow their procedure and





































l(l + 1) sin2 θ
]
Y lm, (2.5)
for standard scalar spherical harmonic Y lm = Y lm(θ, ϕ). The odd-parity harmonics are given by




















































A dΩ = l(l + 1)δll′δmm′ ,∫
ΩABX∗lmB Y
l′m′



















AB dΩ = 0 = Ω
ABX lmAB = Ω
ABY lmAB , (2.8)
where ΩAB is the metric for a unit two-sphere ds
2 = dθ2 + sin2 θdϕ2, and upper case indices {A,B,C,D}
run over the two angular coordinates (θ, ϕ).
With these definitions, it is possible to decompose pµν as

























lm +Glm(t, r)Y lmAB ] + h2(t, r)X
lm
AB , (2.9)
where lower case {a, b} run over the time and radial coordinates (t, r). Note that each decomposition can be
separated into even- and odd-parity parts, identified by the corresponding parity harmonics. Note also that
these functions bear some minor differences from their original Regge-Wheeler counterparts in [42]. The two
sets can be easily related by htt = fH0, hrr = H2/f,K
lm = KlmRW − (1/2)l(l + 1)G, h2 = −hRW2 . The rest
are identical.
2.1.3: Choice of gauge
From here, we could insert the decomposed metric tensor components (2.9) into the general linearized
equation (2.4) and attempt to decouple. However, it is easier to first simplify our equations by choice of
gauge. GR is characterized by a coordinate freedom unseen in Newtonian physics. This freedom ensures that
many different possible choices of coordinates represent the same underlying physics, as determined by the
spacetime interval. In first-order BHPT, the zeroth-order gauge was chosen to be Schwarzschild coordinates,
but there is a still a residual gauge freedom at first order.
To proceed, consider the first-order gauge vector field Ξα. It can be shown that the components of the
metric perturbation under the coordinate change xµ → xµ + Ξµ(xµ) transform as
pµν → pµν −∇µΞν −∇νΞµ. (2.10)
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ξeY lmA + ξ
oX lmA . (2.11)
























































∆h2 = −2ξo. (2.12)
These equations reveal that one can always choose a gauge such that jt = jr = G = h2 = 0. This is known as
Regge-Wheeler gauge, and it is the gauge we shall employ for the majority of first-order BHPT discussions
in this dissertation.
Therefore, to be explicit, the metric perturbations are now expressed as

















2.1.4: The decoupled equations and source terms
From here, the spherical harmonic representations (2.13) are inserted into (2.4). Utilization of the
orthonormality conditions reveals two sets of coupled (but simpler) PDEs in t and r, one for each parity.
First, the odd-parity sector yields a set of three linked field equations, given by









































where κ = (l− 1)(l+ 2), and I have suppressed the lm superscripts for legibility. The P functions are given





T aBX∗lmB dΩ, (2.15)
P =
16πr2
(l − 1)l(l + 1)(l + 2)
∫
TABX∗lmAB dΩ. (2.16)









P r − µ
r2
P = 0 (2.17)
The even-parity sector is considerably more intricate, yielding a set of seven coupled equations. These


































































































































l(l + 1)r2 − 2(2 + l(l + 1))m1r + 4m21
2r4f2
htt
− l(l + 1)r







htt − fhrr. (2.18)
The Q functions are given by
Qab = 8π
∫












(l − 1)l(l + 1)(l + 2)
∫
TABY ∗lmAB dΩ, (2.19)




































Qr +Q[ − κ
2r2
Q] = 0. (2.20)
2.1.5: Eccentric geodesic motion and the evaluated source terms
The source terms above (as well as the field equations) are general, making no assumptions on the
trajectory of the smaller body. However, as this thesis is focused on BHPT for the case of eccentric bound
motion on a Schwarzschild background, we will require the explicit evaluation of the source terms as functions
of that orbital parameterization. Therefore, I provide the basic setup for that here.
The motion can be placed in the xy plane (θ = π/2), in which case the geodesic equations (1.10) for the













where E is the specific energy and L is the specific angular momentum. The subscript p indicates evaluation













where dot is the derivative with respect to coordinate time.
22
We can use the four-velocity (2.21) with the source integrals to develop compact source term expressions,
as was done in [50]. First, look at the odd-parity sector. We combine (2.21) with the integrals (2.15) and
tensor (2.2) to get
P t(t, r) = pt(t)δ[r − rp(t)] =
16πµL
l(l + 1)r2p
X∗ϕ δ[r − rp(t)],
P r(t, r) = pr(t)δ[r − rp(t)] =
16πµLfp
l(l + 1)Er2p
urX∗ϕ δ[r − rp(t)],
P (t, r) = p(t)δ[r − rp(t)] =
16πµ(l − 2)!L2fp
(l + 2)!Er2p
urX∗ϕϕ δ[r − rp(t)]. (2.23)
Note that the lowercase notation is used to indicate that expressions attached to delta functions are fully
evaluated at the location of the particle, making them functions of t alone. Thus, the spherical harmonic
terms are evaluated at (θ = π/2, ϕ = ϕp(t)).
Similarly, for the even-parity source functions, we insert (2.2) into (2.19) with (2.21) to get
Qtt(t, r) = qtt(t)δ[r − rp(t)] =
8πµE
r2pfp
Y ∗ δ[r − rp(t)],










Y ∗ δ[r − rp(t)],
Qtr(t, r) = qtr(t)δ[r − rp(t)] =
8πµur
r2p
Y ∗ δ[r − rp(t)],
Q](t, r) = q](t)δ[r − rp(t)] =
32πµL2fp
(l − 1)l(l + 1)(l + 2)Er2p
Y ∗ϕϕ δ[r − rp(t)],
Q[(t, r) = q[(t)δ[r − rp(t)] =
8πµL2fp
Er4p
Y ∗ δ[r − rp(t)],
Qr(t, r) = qr(t)δ[r − rp(t)] =
16πµLfp
l(l + 1)Er2p
urY ∗ϕ δ[r − rp(t)], (2.24)
Section 2.2: The RWZ master equations
2.2.1: The odd-parity master equation
The two sets of coupled equations are still more or less intractable as written; however, the key advantage
of this formalism is that in each case nearly all the information can actually be distilled into one single (mode-
dependent) equation. We start in the odd-parity sector. The Cunningham-Price-Moncrief (CPM) function
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Using (2.23), we find that in the case of Schwarzschild geodesic motion this explicitly evaluates to
Slmo = G
lm
o (t)δ[r − rp(t)] + F lmo (t)δ′[r − rp(t)]. (2.28)
with, after considerable simplification,
F lmo (t) =
32πµLf3p (r2p + L2)














The metric perturbation harmonics can be recovered from the CPM function by first defining [50]













where Ψo,+lm is the Ψ
o
lm solution for r ≥ rp, and Ψ
o,−
lm the solution for r ≤ rp. Additional details will be
provided in Sec. 2.4 below. The full harmonics are then given by
hlmt (t, r) = h
lm,+
t (t, r) Θ[r − rp(t)] + h
lm,−
t (t, r) Θ[rp(t)− r],
hlmr (t, r) = h
lm,+
t (t, r) Θ[r − rp(t)] + h
lm,−
t (t, r) Θ[rp(t)− r], (2.31)
for Heaviside step function Θ.
2.2.2: The even-parity master equation
















where Λ = κ + 6M/r. With this function the seven even-parity field equations (2.18) can be manipulated














































































e (t)δ[r − rp(t)] + F lme (t)δ′[r − rp(t)]. (2.35)
The corresponding functions can be reduced to








(l − 1)l(l + 1)(l + 2)r3p((l − 1)(l + 2)rp + 6m1)2E
[
2f2p (l − 1)(2 + l)L2rp(6m1 + (l − 1)(2 + l)rp)




l + l2 − 2m2
)
(6m1 + (l − 1)(2 + l)rp) + 4i(l − 1)(2 + l)mr2pur
)
+ (l − 1)(2 + l)r2p(E2
(









As in the odd-parity sector, the metric perturbation harmonic amplitudes can be reverse-engineered using
the methods of [50]. First, set




































hlm,±tt (t, r) = f
2hlm,±rr ,
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rr (t) + fpq
](t), (2.37)



































The harmonics then follow as
Klm(t, r) = Klm,+(t, r) Θ[r − rp(t)] +Klm,−(t, r) Θ[rp(t)− r],
hlmrr (t, r) = h
lm,+
rr (t, r) Θ[r − rp(t)] + h
lm,−
tt (t, r) Θ[rp(t)− r] + h
lm,S
tt (t)δ[r − rp(t)],
hlmtr (t, r) = h
lm,+
tr (t, r) Θ[r − rp(t)] + h
lm,−
tr (t, r) Θ[rp(t)− r] + h
lm,S
tr (t) δ[r − rp(t)],
hlm,±tt (t, r) = h
lm,+
tt (t, r) Θ[r − rp(t)] + h
lm,−
tt (t, r) Θ[rp(t)− r] + h
lm,S
tt (t) δ[r − rp(t)].
(2.39)
Unlike the odd-parity harmonics, these even-parity functions contain delta function singularities over a sphere
at the radius of the particle. However, it can be verified explicitly that these vanish in the sum over m.
Thus, the metric decompositions over l alone do not possess any such divergences.
2.2.3: The non-radiative l = 0 and l = 1 modes
One minor caveat in the above simplification process is that the metric perturbations can only be recovered
from the RWZ equations for l ≥ 2. The modes l = 0 and l = 1 must be found separately, typically by
direct solution [42, 43, 49, 72]. However, it turns out that these modes do not contribute to the radiation.
Therefore, I will delay discussing them until Chapter 9, when new expansions are found for conservative
(that is, non-radiative) quantities are found.
2.2.4: Transforming to the frequency domain
At this stage the Regge-Wheeler-Zerilli PDEs (2.26) and (2.33) could be evolved numerically, as has been
done in [123, 48, 124], for example. However, such an approach is not amenable to the PN techniques of this
thesis. Therefore, we will proceed to the frequency domain to reduce each PDE to a set of ODEs tagged by
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for radial period Tr and frequency ω = ωmn = mΩϕ + nΩr. Note that this form for ω is necessary to
incorporate the biperiodicity of the source motion.
A similar decomposition can be established for the Zerilli equation; however, it turns out that the
corresponding ODEs are not directly needed, as the Detweiler-Chandrasekar transformation, given in the next
section, can produce each even-parity homogeneous solution from its odd-parity counterpart [125, 126, 127].
Therefore, from here I will define and use
Ψlmo = Ψ
lm = Ψlm, X
lmn
o = X
lmn = Xlmn, S
lmn
o = S
lmn = Slmn, (2.42)
for simplicity. The even-parity versions, when necessary, will still be distinguished with ‘e.’
Section 2.3: The MST homogeneous solutions
2.3.1: The inner solution
In order to solve the (mode-dependent) ODE (2.40), we first pursue its homogeneous (i.e. sourceless)
counterpart. This was found to have a pair of independent analytic solutions by Mano-Suzuki-Takasugi
(MST) using what is now known as the MST method [92]. I now give a brief overview of the procedure,
starting with the inner or horizon-side solution, which I term X inlmn = X
−
lmn = Xin.
The frequency-domain RW equation has two regular singular points at r = {0, 2M} and an irregular











for z = rω, ε = 2m1ω, and some function pin. Note that this factorization ensures that the inner solution
satisfies the proper boundary conditions as r → 2m1 (hence the name), which is Xin ∝ e−iωr∗ . r∗ is the
typical tortoise coordinate













Γ(j + ν − 1− iε)Γ(−j − ν − 2− iε)
Γ(1− 2iε) 2
F1(j+ ν− 1− iε,−j− ν− 2− iε; 1− 2iε; 1− z/ε), (2.45)
where ν is some yet undetermined parameter known as the renormalized angular momentum and aj are some
ν-dependent series coefficients. When this ansatz is plugged back into the original equation and simplified,
known identities can be used to replace derivatives of hypergeometric functions with hypergeometric functions
(without derivatives) of slightly different arguments. This leads to a recurrence relation whose solution
determines the value of ν that allows the sum (2.45) to converge on both ends.
Specifically, this recurrence is given by
αjaj+1 + βjaj + γjaj−1 = 0, (2.46)
where
αj = −
iε(−1− iε+ j + ν)(−1 + iε+ j + ν)(1− iε+ j + ν)
(1 + j + ν)(3 + 2j + 2ν)
,
βj = 2ε
2 − l(l + 1) + ε
2(ε2 + 4)
(j + ν)(1 + j + ν)
+ (j + ν)(1 + j + ν),
γj =
iε(iε+ j + ν)(2− iε+ j + ν)(2 + iε+ j + ν)
(j + ν)(−1 + 2j + 2ν)
.












= αjRj+1 + βj + γjLj−1 = 0. (2.47)
Then, to satisfy the boundaries, R and L must be expressible as continued fraction expansions:
























βj+3 − · · ·
. (2.49)
These expansions provide representations for Rj+1 and Lj−1 in terms of ν, ε, and l for any desired j. By
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setting j = 1, R1 and L0 can then be used with either of the equations
α0R1 + β0 + γ0L0 = 0, R1L0 = 1, (2.50)
to provide the desired solution for ν. Of course, adjusting the depth of the continued fractions allows one
to shift the desired accuracy goal. From there, the series coefficients aj can be progressively built up using
Rj+1aj = aj+1 and Ljaj = aj−1.











Γ(j + ν − 1− iε)Γ(−j − ν − 2− iε)
Γ(1− 2iε)
×
2F1(j + ν − 1− iε,−j − ν − 2− iε; 1− 2iε; 1− z/ε).
(2.51)
2.3.2: The outer solution
The inner solution diverges as r → ∞, meaning it does not satisfy the boundary conditions for r > rp.
Therefore, we require another independent solution to (2.40). We can pursue the outer or infinity-side
solution (Xuplmn = X
+

















Γ(j + ν + 1− iε)Γ(j + ν − 1− iε)
Γ(j + ν + 3 + iε)Γ(j + ν + 1 + iε)
×
U(j + ν + 1− iε, 2j + 2ν + 2,−2iz), (2.53)
where U(a, b, ζ) is the irregular confluent hypergeometric function. Note that this expression is slightly
different from the original form given in [92, 68], as I preemptively removed a z-independent factor that
ultimately cancels with the Wronskian in the next section.
Interestingly, this expression reveals that the inner and outer solutions have the same series coefficients aj
and renormalized angular momentum ν. Indeed, upon plugging in the corresponding hypergeometric ansatz,
we find the exact same recurrence relation as in the horizon-side case, leading to the exact same values. This
simplifies the process of working with the two solutions as I will illustrate in Chapter 8.
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2.3.3: The even-parity solutions
As mentioned above, the even-parity (Zerilli equation) frequency-domain solutions can be found from



























where we recall κ = (l − 1)(l + 2).
Section 2.4: The inhomogeneous integrals
2.4.1: Variation of parameters and extended homogeneous solutions (EHS)
With the homogeneous solutions to the frequency-domain Regge-Wheeler and Zerilli equations calculated,
we can proceed to the full inhomogeneous solutions. The prescription is identical for both parities, so I
simply focus on the odd case. The standard approach to particular solution construction would be variation






































Note that because the source for this equation is a bound eccentric geodesic, rmin corresponds to the periapsis
of the orbit, while rmax refers to the apoapsis. The source term Slmn thus has support only for rmin ≤ r ≤



























lmn(r) (r ≥ rmax),
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lmn(rmax). Note that the functions outside the
libration region are simply scaled homogeneous solutions, as should be the case where Slmn = 0.
This method produces the correct full inhomogeneous solution; however, it comes with a serious compu-
tational flaw. Upon summing back into the time domain to recover the CPM or ZM functions, the Gibbs
phenomenon associated with the jump discontinuity in Xlmn (caused by the point particle) dramatically
slows the convergence. Indeed, while the convergence is exponential outside the source libration region, it is
slowly algebraic near the particle [128, 50]. This is unacceptable for numerical calculations like those used
in Chapter 5.
Fortunately, another method was developed by [128] and then applied to the present case in [50]: the
method of extended homogeneous solutions (EHS). EHS reveals that we can sidestep the Gibbs phenomenon
in remarkably simple fashion by merely analytically extending scaled homogeneous solutions down to the
location of the particle. The proper scaling is given in the (r > rmax) and (r < rmin) inhomogeneous solutions









lmn(r)Θ[r − rp(t)], (2.58)
where Θ is the Heaviside function, and the subscript p indicates evaluation at the location of the particle.
Even though (2.58) is not a valid solution to the frequency-domain Regge-Wheeler equation, the time-domain






is in fact a valid solution to its time-domain counterpart, as can be shown by direct evaluation [50]. Most
importantly, this solution demonstrates exponential convergence everywhere in space.














in both the even- and odd-parity sectors.
2.4.2: The EHS constants C±lmn
The last remaining object needed for a full solution to the RWZ equations is a compact, executable
expression for the normalization or inhomogeneous constants C±lmn. These can be obtained in fairly routine
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(Glm(t)δ[r − rp(t)] + Flm(t)δ′[r − rp(t)])dtdr (2.61)




































Thus, we arrive at a single straightforward (though cumbersome) integral in time. Switching from even
to odd parity only requires switching the source terms Glm and Flm and homogeneous functions X
±
lmn.
Interestingly, it can be shown that the (constant) Wronskian Wlmn is actually parity-independent.
Section 2.5: Observables
2.5.1: The radiated energy and angular momentum
The inhomogeneous constants constitute the final major step, as well as the computational bottleneck, in
the completion of the RWZ formalism. Once the integral (2.62) has been calculated, the full EHS function
(2.58) can be constructed. From there, the time-domain Cunningham-Price-Moncrief and Zerilli-Moncrief
functions can be easily recovered using simple Fourier sums. These two functions can then be used to form
the various spherical harmonic components of the metric perturbations, which can be summed to give the
metric perturbations themselves. As we have noted in Chapter 1, the metric is the central object of GR,
meaning those metric perturbations effectively characterize the entire EMRI system.
However, interestingly, an analysis of the metric perturbations in extreme limits reveals that they are
not directly needed in the computation of one critical observable: the fluxes, or the energy and angular
momentum radiated both out to infinity and down the larger black hole’s horizon. Indeed, by taking r →∞
and r → 2M limits of the metric perturbations, [49] showed that the RWZ formalism leads to particularly











(l + 2)(l + 1)(l)(l − 1)
〈
























The horizon fluxes are similar, except with evaluation at r = 2M .
These summations can be simplified for our purposes by rewriting the Ψ functions in terms of their EHS
Fourier sums. The result will involve combinations like C±lmnX
±
lmn evaluated in the appropriate limits. How-
ever, as we shall see in Chapters 5 and 8, it is easier to instead work with normalized homogeneous functions
X̂±lmn which are constructed to approach unit-amplitude waves at infinity and the horizon, respectively. With





















(l + 2)(l + 1)(l)(l − 1)mω|C±lmn|
2, (2.64)
where the C±lmn are now constructed by integrating X̂
∓
lmn in (2.62). These expressions for EMRI fluxes will be
central to the original work in Chapters 5 and 8 and also provide necessary information for the developments
in Chapters 6 and 7.
2.5.2: Local quantities
The orbit-averaged fluxes are crucial to the analysis of radiation and construction of waveforms for the
system; however, they do not reveal the momentary characteristics of the binary in any great detail. For those
we must compute local quantities, or first-order changes in the instantaneous behavior of the smaller body.
These involve the metric perturbations evaluated at the position of the particle, rather than in extreme
radial limits. Because the particle is treated as a point source, the full metric diverges at this location,
rendering its application to observables physically meaningless. However, it is possible to determine suitable
regularization procedures which isolate the real (finite) effects on the particle. More detail will be given in
Chapter 9.
The most well-known local quantity in BHPT is the self-force Fµ. Indeed, the very concept of the
self-force is one of the defining principles of BHPT, hence why it is often also called gravitational self-force
theory. Qualitatively, the self-force can be thought of predominantly as the radiation reaction force, the local
counterpart to the lost energy and angular momentum. The metric perturbation sourced by the particle
(or some regularized version of it) acts on the particle itself, driving the radiation and gradual inspiral.
However, as will be discussed below, this picture is incomplete, as the self-force also contains a conservative
contribution which shifts the geometry of the orbit without contributing to its secular decay. See [5] for a
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full review.


















where Tr is the change in τ over a radial period. Thus, the orbit-averaged self-force (at first order) is trivial
to determine from the fluxes, and no regularization is required. However, the local (momentary) self-force
is much more complicated and does indeed diverge if not properly regularized [5]. This dissertation will not
present novel expansions of the local instantaneous self-force; however, additional information will be given
in the discussion on future directions in Chapter 10.
Instead, this thesis will focus on other local quantities that emerge in the conservative sector of the motion,
in which dissipation terms are neglected to reveal first-order adjustments to the constants and geometry of
the orbit. The conservative motion can be considered as the time symmetric portion of the full retarded
solution. This description is intuitive, as without dissipation, the binary system should perfectly retrace its
trajectory upon time reversal. The remaining dissipative piece can then be considered time-antisymmetric.
Note that in (2.65), the conservative part of the self-force averages to 0, so that only the dissipative part
survives.
The two local quantities that will be analyzed in Chapter 9 are the generalized redshift invariant and
the spin-precession invariant. As their names imply, these two observables are gauge invariant. Explicitly,
the (generalized) redshift invariant is defined as 〈ut〉, or the first-order-corrected average of ut = dt/dτ over
an orbit [81, 72]. Note that this is calculated from ut itself (i.e. there is no “balance” formula for it),
meaning local calculations are required. The spin-precession invariant ψ describes the orbital accumulation
of precession angle experienced by a weakly spinning particle [116, 117, 104, 110]. The lowest order reduces to
simple geodetic precession, while at first order the effect of the conservative self-force must be incorporated.
Like the self-force, the redshift invariant and spin-precession invariant are constructed from the local
metric perturbations which formally diverge at the location of the particle. Nevertheless, regularization
schemes have been developed which allow for the construction of high-order PN expansions for both. Each
process shall be described in detail in Chapter 9.
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CHAPTER 3: PN theory: Background and setup
Section 3.1: Obtaining PN approximations to the field
With the tools of first-order BHPT assembled, we now turn attention to the analogous methods of PN
theory. This formalism entails the expansion of the EFE (1.2) in the small velocity of the two-body system.
In this way, the lowest-order system is that of Newtonian gravity, and each factor of v2/c2 (or any quantity
of comparable size) increments the order by 1PN.
However, the procedure for extracting these PN corrections is subtle and intricate. In particular, we
cannot simply expand the EFE directly by locating powers of 1/c and solving order-by-order, as such a
method leads to unmanageable complexity (and ultimately breaks down) beyond the lowest orders. Instead,
the now standard approach to iterating the PN scheme involves recasting the EFE into so called relaxed form,
separately expanding the near-zone and far-zone regimes, and then matching them in a region of overlap.
This approach, known as the multipolar post-Minkowskian post-Newtonian (MPM-PN) method, will serve
as the basis for the PN work of this thesis. In this section I establish the relaxed EFE and provide a broad
overview of the relevant approximation schemes, as described in [129, 130, 8]. The next section will then
develop the necessary formulas within the MPM-PN framework.
3.1.1: The Landau-Lifshitz formulation and the relaxed EFE
The MPM-PN formalism is typically derived using the Landau-Lifshitz (LL) formulation of GR. Here,





With this construct the EFE can be placed into the following form:
∂αβ [g
µνgαβ − gµβgνα] = 16πG
c4
|g| (Tµν + tµνLL) . (3.2)
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In (3.2) tµνLL is known as the Landau-Lifshitz pseudotensor, a complicated functional of g and g which roughly




















(2gβδgσρ − gδσgβρ) ∂λgβρ∂αgδσ
]
, (3.3)
Landau and Lifshitz associated tµνLL with the stress-energy of the field because it satisfies four key properties:
1. It is constructed entirely from the metric tensor.
2. It is symmetric, so as to conserve angular momentum.
3. The sum of tµνLL and T
µν satisfies a continuity law,
∂µ (|g|Tµν + |g|tµνLL) = 0, (3.4)
meaning that the total stress-energy-momentum is conserved.
4. It vanishes in a local inertial frame of reference, just as do the Christoffel symbols.
However, the equivalence between the two is rough, not exact, as tµνLL is a coordinate-dependent pseudotensor
(though tµνLL transforms as a tensor under Lorentz transformations).
Both the PM and PN approximations seek expansions for the metric about flat space. However, within
the LL framework, it is more natural to expand g, which can be done as
gµν = ηµν + hµν , (3.5)
where η is the Minkowski metric of flat space. The perturbation potential hµν , which also transforms as
a tensor under Lorentz transformations, will be O(G) in PM theory and O(1/c2) in PN theory and will
ultimately represent an infinite series expansion in either case. The LL EFE (3.2) can be recast in terms
of h, providing an expression of similar complexity. However, the result can be simplified by restricting the
choice of gauge. We work in the common harmonic gauge, defined by the condition
∂µg
µν = ∂µh
µν = 0. (3.6)
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a sourced set of wave equations with standard flat-space d’Alembertian operator 2 = ηαβ∂α∂β . These are
known as the relaxed Einstein field equations. The source ταβ is an intricate combination of h and Tµν and
is once again identified with the total stress-energy-momentum of the source and gravitational field. It can
be written as









να − ∂αhµβ∂ναβ )
= ∂αh
µβ∂βh













(2gβδgσρ − gδσgβρ) ∂λhβρ∂αhδσ. (3.9)
This expression is exact, including all non-linearities in the EFE.
Note that as a result of the harmonic gauge condition the total stress-energy pseudotensor τµν satisfies
an apparently flat-space conservation law, or
∂µτ
µν = 0. (3.10)
Thus, the motion of matter in this prescription can be evaluated by solving these four conservation equations.
(The standard curved-space conservation law ∇µTµν = 0 can also be used.)
3.1.2: Expanding hµν
The relaxed EFE (3.7) are remarkably well suited for constructing iterative expansion solutions in GR.
This is due to the form of the gravitational field energy portion (3.9), in which each term is at least quadratic
in h and its derivatives. Thus, whenever h is represented as a perturbative series starting at a linear order,
each next order for h is completely determined by the lower-order members of the series (see below for
details).
What remains is to locate an ideal expansion parameter for these equations that will ultimately result in
a PN series for the potential hµν and the corresponding radiation in the two-body problem. The immediate
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choice would be 1/c, the slow motion approximation which defines the PN expansion. However, this route
is not as fruitful as it would seem. Indeed, in the course of such an expansion, terms like rω/c for radial
coordinate r and characteristic orbital frequency ω would be considered small at all points in space. This
assumption breaks down for r/c > 1/ω, meaning the entire approximation ostensibly fails in most of space.
Unfortunately, one of the boundary conditions of the system — that there be no incoming radiation at
infinity — must be enforced in this regime of invalidity. There are oblique resolutions to this issue at low
PN order; however, starting at 4PN the nonlinearities of GR make this a fundamentally insoluble problem
[130].
Instead, two independent but related frameworks have been developed to circumvent this issue, both
of which incorporate the PM expansion for hµν in the gravitational constant G. The first is the MPM-
PN approach of [129, 130] mentioned in the introduction, which is one of matched asymptotic expansions.
The MPM-PN method entails expanding the relaxed EFE separately in two different regimes: the near-
zone and far-zone. In the near-zone, the PN approximation eschews the problem above, making it a valid
representation of the behavior. Therefore, the PN series is applied there (specifically, for r/c 1/ω).
In the far zone, the more general PM approximation is used. As mentioned, the PM expansion is a weak
field series in powers of G that makes no assumptions on the speed of the system. As such, it can naturally
be applied in the regime a < r < ∞, with a some characteristic radius of system. The straightforward
PM expansion can be computationally intractable [129], so it is supplemented with the standard multipolar
decomposition, which is equally valid for r > a. This yields the full MPM approach in the far zone.
Now, just as the PN approximation breaks down at large radii and cannot self-consistently implement
boundary conditions there, the MPM approximation breaks down at r ≤ a and cannot self-consistently
implement the structure of the source. These two problems can be simultaneously rectified by performing
asymptotic matching. For any slow-motion (PN) source, there will be a region in which a/c < r/c < 1/ω,
which characterizes both the external limit of the PN regime and the internal limit of the MPM regime.
The metric at those points in space can be well represented by both the PN and MPM approximations.
By then taking the multipolar expansion of the near-zone solution and the PN expansion of the far zone
solution, we obtain two double expansions which must be equal in that region. Comparing and matching
the results allows for the full incorporation of the boundary conditions in each of the two cases. This allows
the MPM-PN approach to be iterated to any order.
A separate but related approach was developed in [131], based on earlier work in [132]. This one starts
with a PM representation for hµν but does not immediately decompose it using a multipolar expansion. In
this way, the expressions are more cumbersome, but the expansion is valid everywhere in space. The full
solution for hµν at each order involves a retarded integral over the source pseudotensor. This complicated,
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difficult integral alone is then split into near-zone and far-zone pieces and computed as series expansions
that depend on the point of evaluation.
Though the first approach is conceptually more challenging, it has proven more computationally fruitful,
having been carried through to 3.5PN order [8], with rapid progress emerging at 4PN [133, 85, 134, 135,
87, 136]. The latter has been completed at 2PN order [131]. The two methods are known to be ultimately
equivalent [8]. This dissertation utilizes the formulas and notation of the MPM-PN approach, so I will only
present a more detailed schematic for that one. However, because the methodology itself is far less relevant
to this work than a few of its key downstream results, my treatment will be relatively brief. A comprehensive
derivation is given in [8].
Section 3.2: The MPM-PN framework and the far-zone field
As noted in the previous section, the MPM-PN method proceeds by making separate expansions in the






3hµν(3) + · · · (3.11)
This form is placed into the relaxed EFE (3.7) and progressively solved order-by-order. This is possible
because every component of the source term 3.9 is at least quadratic in hµν . Then, at each order in G, the
term Λµν(n) (corresponding to the equation for h
µν










(2), · · · , h
αβ
(n−1)]. (3.12)
Note that because this is a far-zone expansion, the matter stress-energy tensor Tµν , which has compact
support at r ∼ a, is uniformly 0. Thus, Λµν(n) is the only contributing source term.
3.2.1: The linearized solution
A prescription for the full expansion begins with an explicit solution for hµν(1). This solution will be
parameterized in terms of a set of symmetric trace free (STF) multipole moments so as to represent the
most general possible vacuum solution of the EFE. The higher order contributions to hµνext can then be built
up as (complicated, nonlinear) functionals of these STF moments.
Because Λµν(1) = 0, the equations for h
µν
(1) are given by
2hµν(1) = 0, ∂µh
µν
(1) = 0, (3.13)
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where the latter is the harmonic gauge condition. A solution to this pair can be found by first representing










Here, I have introduced the standard multi-index notation in PN work, L = i1i2 · · · il with each ij ranging
from 1 to 3. Two appearances of L are taken to indicate summation over the indices. Explicitly, xL =
xi1xi2 · · ·xi1 and ∂L = ∂i1∂i2 · · · ∂il .
Unfortunately, the solution (3.14) still does not fully incorporate the gauge condition. Therefore, each
KµνL must be decomposed into a set of 10 symmetric tracefree (STF) multipoles. However, the 4 gauge
equations reduce the number of independent multipoles to 6. It is found [8] that the most general external



























































































































It is interesting to note that this form is actually equivalent to tensor spherical decomposition used in the
BHPT derivations of Chapter 2; however, the present representation is standard (and more useful) in PN
theory.
In the above the first two STF multipoles IL and JL are fundamentally linked to the mass and current
multipoles of the source; however, they are not yet explicitly defined in terms of the stress-energy tensor. The
other four (WL, XL, YL, ZL) parameterize the gauge of the system, though it must be noted that this does
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not make them arbitrary. Indeed, simply setting (WL, XL, YL, ZL) = 0 for the same (IL, JL) in harmonic
gauge would describe a fundamentally different source. However, it is possible to find two additional sets of
multipoles ML and SL, called canonical moments, such that the set of multipoles (ML, SL, 0, 0, 0, 0) describes
the same source and physics as the original set of (IL, JL,WL, XL, YL, ZL). The two canonical moments serve
as a useful tool in intermediate calculations [8].
3.2.2: Progressive iteration
With the linearized solution properly parameterized, it becomes possible to build up the MPM sequence
of hµν(n) inductively. Explicitly, assume that h
µν
(1), · · · , h
µν
(n−1) are known. Then, h
µν









(n) = 0. (3.22)






∫ Λµν(n)(x′, t− |x− x′|/c)
|x− x′|
d3x′. (3.23)
However, the most basic application of this approach fails, as the multipole expansion diverges at r → 0.
Instead, a regularization procedure dubbed finite part integration has been developed which allows for the









where r0 is some length scale and B is a complex number with large real part, chosen to make the integral
converge as r → 0. The result is then expanded about B = 0, with the B-independent coefficient representing




I refer the reader to [8] for more details and a proof of validity.














= wν(n) 6= 0, (3.26)
where we used the fact that ∂µΛ
µν
(n) = 0 in vacuum. It is thus necessary to obtain a homogeneous solution
vµν(n) to the relaxed field equation whose divergence exactly cancels w
ν
(n). This turns out to be possible (again,
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In this way the most general iterative vacuum solution is obtained, valid everywhere outside the source.
However, the problem is not solved, as the source itself must be integrated to provide a boundary condition
on this solution. This will be done below by matching to the PN expansion to obtain explicit integrals for
the STF multipoles (IL, JL,WL, XL, YL, ZL).
3.2.3: The radiative metric and the gravitational wave fluxes
Before matching this MPM expansion to the near zone, we can first use it to describe the asymptotic
limit of the field as r →∞. The metric there ultimately yields expressions for the radiation: the energy and
angular momentum fluxes, as well as the waveforms (though the waveforms are not considered in this thesis
directly).
The standard way to establish the radiation field is to first transform from harmonic coordinates to
radiative coordinates. The main purpose of this is to eliminate log(r) terms that appear in the various
corrections to hµνext as a result of harmonic gauge [137, 138]. This can be done by introducing a PM expanded
gauge vector
ξµ = ξµ(1) + ξ
µ
(2) + · · ·+ ξ
µ
(n), (3.28)










The rest become complicated regularized integrals involving lower orders.
The result of this transformation is a new expression Hµν(n) for each order of the potential, expressed
in terms of some new radiative coordinates (T,X). By design, the corresponding retarded time T − R/c
becomes an asymptotic null coordinate at future null infinity. Gravitational radiation is described by the
transverse-traceless (TT) projection of this metric in the limit R→∞. This is given by [8]





















Here, NL = (R
−l)(Xi1 · · ·Xil), and Pijkm is the TT projection operator:
Pijkm(N) = PikPjm −
1
2
PijPkm, Pij = δij −NiNj . (3.31)
Finally, UL and VL are defined to be two sets of STF radiative multipole moments, and we have formally
summed the entire PM series.

































These expressions (in particular, their orbital averages) will play a role in each of Chapters 5, 6, 7. For now,



















3.2.4: PN expanding the MPM solution
From here, it remains to express (UL, VL) in terms of (ML, SL), to express (ML, SL) in terms of the
original multipoles (IL, JL,WL, XL, YL, ZL), and to express the original multipoles in terms of the source
motion. The first two relations can still be developed within the far-zone MPM framework. However, the
nonlinearities quickly become intractable at low PM order. To ameliorate this difficulty, results within each
order in G are subsequently PN expanded by identifying appearances of 1/c (e.g., within the retarded time).
Note that each higher PM order begins at a higher power of 1/c, so only finite iterations of the MPM method
are needed to yield all information to a desired level in the PN expansion.
The first step lies in relating the radiative moments (UL, VL) to the canonical moments (ML, SL). Note
that because both (3.30) and (3.32) increase in PN order with l, only a few specific terms will be required.
The leading term is Uij (l = 2), which, when computed, reveals several components with distinct and















We will consider each of these pieces in sequence. The portion labeled U instij is the instantaneous con-
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tribution, which depends only on the canonical moments at the same instant in time. Its PN series begins
[8]





































where angled brackets denote STF projection and the superscripts represent (coordinate) time derivatives.
I have included the 2.5PN term for illustrative purposes, but this portion will not contribute to the flux
expressions needed in this thesis. The 3.5PN part is given in [8].
The remaining three pieces of Uij (to 3PN) depend on the entire history of the system. They (and all
other non-instantaneous terms) are collectively referred to as the hereditary contribution, and each emerges
in the evaluation of various retarded integrals during MPM iteration. The tail portion represents a nonlinear


















ij (U − τ) dτ. (3.37)
where I have written the conserved monopole asM in order to reserve M for the simple sum of masses. Note
that the constant r0 is the same one that appears in the finite part operation (3.24) and radiative gauge
vector (3.29). The tail-of-tails term U tail-tailij appears as a cubic interaction between the mass monopole
squared and the mass quadrupole. This one yields


























ij (U − τ) dτ. (3.38)
The last piece is known as the memory integral, in which a quadratic combination of multipole moments





















The memory integral will not be pertinent to the new results developed in this thesis, so we shall not discuss
it further.




















































We will also need the tail-of-tails contributions for these two multipoles in preparation for developments in
Chapter 7. Both were more recently found in [140] to be

















































This concludes the needed expressions for the radiative moments (UL, VL).
The next step is to relate the canonical moments (ML, SL) to the source moments. However, as it turns
out, to the accuracy required in this dissertation, only quadrupole is nontrivial. We have












For the rest, we only require











Further, it will turn out that like the 2.5PN correction to Uij , the 2.5PN correction to Mij will not contribute
to the flux expressions utilized in this thesis. Thus, for our purposes, it will suffice to set ML = IL and
























Of course, the energy flux expression matches that given in Sec. 1.3.
3.2.5: The matching procedure and the source moments
With the radiative multipole scheme determined, we have effectively exhausted the information that can
be ascertained from the far zone expansion alone. The remaining step lies in computing IL and JL in terms
of the source motion. This is done using the method of matched asymptotic expansions, comparing the far
zone MPM solution we have just constructed to the near zone PN field. As mentioned above, this is possible
in the region a/c < r/c < 1/ω where both the PN and MPM approximations are valid representations of
the field. By summing the PM expansion, we are then left in the far zone with only a multipolar field whose
structure, in the r → a limit, can be matched to the r → c/ω limit of the PN field.
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I will save a more detailed description of the near zone PN expansion for the next section and simply
present the source multipole integrals that result from the matching. The full proof can be found in [130, 8].






















where the Σ functions are defined as the PN expansions of the source pseudotensor components, which
emerge during the matching process. These definitions allow the source moments to be represented by the
following complicated integrals:



































(x, t− r/c+ zr/c) . (3.47)
















(x, t− r/c+ zr/c) , (3.48)








2(`+ 1)(`+ 2)(2`+ 5)
δ`+2x〈ijL〉Σij
}
(x, t− r/c+ zr/c) , (3.49)



















(x, t− r/c+ zr/c) , (3.50)











(x, t− r/c+ zr/c) . (3.51)
As indicated, the source terms are evaluated at the time (t−r/c+zr/c) in the integration, which emerges as
part of an STF projection procedure [8]. Of course, this time coordinate will be PN expanded in the course
of evaluation, as these integrals are only defined as a result of matching to the PN limit. The FP operator
out front describes the “finite part” regularization method defined earlier in this section.
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These expressions for the moments are quite cumbersome but can to some extent be evaluated upon
PN expansion of source terms. In Chapters 6 and 7, this thesis will generate new flux results using only
low-order multipoles in the expansion. Specifically, the compact expressions for the multipoles (3.46) needed











































1− 4ν [xi(~x× ~v)j + xj(~x× ~v)i],
WL = XL = YL = ZL = 0, (3.52)








In short, the mass quadrupole is required to 1PN and the mass octupole and current quadrupole to Newtonian
order. The gauge moments will not be needed directly in this thesis. Higher-order contributions will be
implicitly contained in discussions of higher-order flux results, but explicit expressions will not be necessary.
Note that practical computations of the integrals (3.46) and moments (3.52) involve knowledge of the motion
of the matter source, which, in turn, requires a full description of the near-zone physics, summarized in the
next section.
Section 3.3: The near-zone field and the source motion
3.3.1: PN iteration in the near zone
To round out the MPM-PN method, we now briefly summarize PN expansion of the near-zone field. The
procedure is similar to the MPM expansion above, but with a few interesting subtleties. Starting with the
















+ · · · , (3.54)
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where I have added the bar h
µν
to distinguish this series from the PM series. From here, the relaxed EFE










where the second term emerges from splitting up the d’Alembertian operator as
2 = ∆− 1
c2
∂2t . (3.56)












However, just like the retarded integral of the PM expansion, this integral diverges, though this time as

















Here, B is taken to be a complex number with large negative real part, the integral is expanded about B = 0,
and the desired quantity is given by the B-independent coefficient.
In this way, the near-zone field can be expanded to arbitrary order. Starting from h
µν
(m) and working




























In this expression FP∆−k−1 is the iterated regularized Poisson integral, which can be represented as the
















′, t)d3x′ . (3.60)
Note that with this definition the k summation in (3.59) corresponds to the PN expansion of the inverse
(regularized) d’Alembertian operator.
The l summation, on the other hand, corresponds to a general (multipolar) solution of the homogeneous
d’Alembertian equation. The AL terms, called the radiation-reaction functions, are a set of STF tensors
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needed to satisfy the boundary conditions imposed by the far-zone MPM solution. Note that antisymmetric
combination is necessary to ensure convergence at r = 0, which is part of the near-zone construction. These
terms can, of course, be PN expanded as well; however, because they are determined by asymptotic matching
to the far zone, the unexpanded form is more convenient.














µν , (x, t− zr/c)], (3.61)
where the first term contains the PN series of the pseudotensor, while the second contains its multipole
expansion (described by “Mult”). Interestingly, the second term only appears at 4PN order, where the
1.5PN tail correction to the 2.5PN radiation-reaction effect shows up in the metric. Before 4PN, the metric
can be entirely described in instantaneous terms, making the first integral sufficient. With that the full inner
solution is theoretically known.
3.3.2: The equations of motion
The last remaining step in the full enumeration of the MPM-PN formalism is the computation of the
system’s evolution, meaning the trajectory of the two bodies on their mutually bound orbit. This is deter-
mined in a PN-corrected sense: Each order in the metric fixes the equations of motion to that order, and
those equations are then used to calculate higher order terms in the metric. This is similar to the situation
in first-order BHPT, wherein the zeroth order motion (geodesic motion on the background) sources the PDE
for the linearized metric.
Practically speaking, the bound motion is often sought by first solving the near-zone relaxed EFE for a
perfect fluid. The perfect fluid motion is found using the conservation equations,
∇µTµν = 0, (3.62)
which combine the continuity equation with the equations of motion. Then, the perfect fluid is reduced to
a system of two point-particles using a suitable regularization scheme (see, for example, [141]).


































where n12 is the unit vector pointing from mass 2 to mass 1, r12 is the distance between the bodies (in
harmonic coordinates), and vi is the velocity of mass i. a2 can be found by interchanging the two bodies.
Note that interplay of powers of G and c allow us to trace the origin of the various terms in the PM vs PN
expansion. Continuing to iterate in this fashion would provide increasingly more complicated corrections to
the motion. The full 3PN expression was found in this way in [142, 143, 144, 145], with the 3.5PN term
added by [146, 147, 148], among others. Present efforts are rapidly completing the full 4PN contribution as
well [133, 87, 136].
The higher-order accelerations will not be directly required for this thesis; however, several subtleties that
emerge in their derivation do warrant careful consideration. First is the appearance of certain coordinate-
dependent logarithmic terms at 3PN order. These are known to exist purely as a result of the straightforward
application of harmonic gauge [144, 8]. Their precise structure is not important here, but I simply note that
these logarithms can be removed by making a restricted gauge transformation, such that the harmonic
gauge condition is still satisfied order-by-order. The result is a gauge free of coordinate-dependent loga-
rithms, known as modified harmonic (MH) gauge, which shall be the primary choice for PN computations
in this thesis. Note that this transformation will not completely cure GR of logarithms: Various coordinate-
independent logarithms do appear elsewhere, but these are expected and manageable.
The second major complication to consider is the presence of radiation-reaction effects starting at 2.5PN
order. Indeed, the 2.5PN correction to the motion precisely corresponds through an energy-balance argument
to the lowest-order energy flux in (3.44). Thus, this term is dissipative: It does not merely induce a change
in the shape of the orbit but also represents a gradual loss of energy and separation in the system. In
contrast, the integer terms at 1PN, 2PN, and 3PN represent conservative corrections. They do not force
gradual inspiral but only affect geometric features of the orbit. As mentioned in the previous chapter, it is
fruitful in certain scenarios to ignore the effects of dissipation and only consider the conservative effects to
high orders. When approached in this manner, the conservative motion in modified harmonic coordinates
admits a Lagrangian formulation, which can be used to identify ten constants of integration: energy, linear
momentum, angular momentum, and center of mass position. We will take this approach and work in the
purely conservative sector in various places throughout this dissertation, in both BHPT and PN regimes,
starting with the next subsection.
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3.3.3: The quasi-Keplerian representation of the motion
The tools of Lagrangian and Hamiltonian mechanics allow for a particularly elegant representation of the
conservative orbital trajectory known as the quasi-Keplerian (QK) representation. The idea is to place the
equations of motion into forms that resemble those of the standard Keplerian ellipse in order to facilitate
computation and intuition. Specifically, PN analogs are sought for the standard equations of Keplerian
motion:
r = ar(1− eK cosu), (radial equation)
Ωr(t− tP ) = u− eK sinu, (Kepler′s equation)
ϕ = V, (azimuthal equation)










Here, ar is the semi-major axis, eK is the Keplerian eccentricity, Ωr is the radial frequency, u = u(t)
is the eccentric anomaly, V = V (u) is the true anomaly. Also, tP is the time of periapsis crossing, which
will be set to 0 in what follows. At Newtonian order the motion is singly periodic, meaning Ωr = Ωϕ is the
only frequency and the azimuthal coordinate ϕ matches the true anomaly. The set ar, eK and Ωr can be














I have defined r+ = rmax, r− = rmin as the radii at apoapsis and periapsis, respectively, and ε = −2E =
O(1/c2), j = −2EL2/M2 (M = m1 + m2) as common PN variables related to the energy and angular
momentum of the system [8].
In 1985 Damour and Deruelle were able to place the 1PN-corrected motion into a similar form [149],
leading to the following:
rH = ar(1− er cosu),

















Though close in appearance these relations, equivalent to (3.63), present several complications over the
Keplerian motion. First, at 1PN order the motion no longer closes; thus, Ωr 6= Ωϕ and ϕ 6= V . Next, the
single Keplerian eccentricity eK is supplanted by the threefold set of the radial eccentricity er, the time
eccentricity et, and the azimuthal eccentricity eϕ, each of which has a different relationship to the energy
and angular momentum of the system. Finally, the subscript on the coordinate separation variable rH
represents harmonic gauge (simple or modified), which contrasts with the Schwarzschild r coordinate used
in the previous chapter.
Beyond 1PN the QK motion introduces additional terms in Kepler’s equation and the azimuthal equa-
tions, and the various parameters have more complicated relationships to ε and j. The high-order differences
between the harmonic and Schwarzschild coordinate systems will play an important role in our ability to
compare results found in PN theory with those found using BHPT. We will explore their relationship fully
using original techniques in the next chapter.
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CHAPTER 4: Comparing BHPT and PN theory
Section 4.1: The region of overlapping validity
4.1.1: A surface view of the two formalisms
The BHPT and PN formalisms have now been developed. Before proceeding to the original contributions
of this dissertation, let us briefly summarize what has been done. In Chapter 2 the EFE were expanded under
the assumption of an extreme (small) mass ratio, so that the full spacetime is given by the larger mass’s
metric plus a small correction. We are focused on non-spinning bodies, so the background became the
Schwarzschild metric in Schwarzschild coordinates. Expansion about this configuration led to a complicated
system of coupled linear PDEs (2.4), sourced by a particle moving on a Schwarzschild geodesic. This tensorial
set of PDEs is separable through decomposition over tensor spherical harmonics, a process which can be
simplified by restricting to RW gauge. This yielded two parity-linked sets of PDEs in t and r. Each of the
two sets can be fully encoded in a single (mode-dependent) master equation — the odd-parity Regge-Wheeler
equation and even-parity Zerilli equation.
The RWZ PDEs are in the time domain, for which a solution can only be computed numerically. Because
this thesis is centered around novel analytic methods, the next step was to transform into the frequency
domain, reducing each PDE to an infinite set of ODEs. The resulting ODEs were solved explicitly using the
MST analytic function expansion method. This derived the pair of homogeneous solutions as infinite sums
of hypergeometric functions chosen to satisfy the appropriate boundary conditions. Then, the method of
extended homogeneous solutions (EHS) was utilized to determine the full inhomogeneous solutions.
With the frequency-domain master functions determined, it is possible to determine many valuable char-
acteristics of EMRIs, including the total radiated energy and angular momentum (that is, the fluxes), the
metric perturbations, and various locally conserved quantities. Of course, all of these calculations remain
valid only at lowest order in the mass ratio.
In Chapter 3 an expansion of the EFE was sought under the PN assumption of slow motion. We pursued
such an expansion by placing the EFE into the elegant formulation of Landau and Lifshitz. This framework
creates a series for the gothic metric inverse, rather than the metric itself, representing the tensor density
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as the sum of the (inverse) Minkowskian flat space and a small correction. Though perhaps unintuitive,
this alternate approach can be combined with the harmonic gauge condition to lead to the rapidly iterable
relaxed form of the EFE. Because the straightforward PN approximation breaks down at large radii, it
became necessary to seek two separate expansions.
First, the far-zone field was obtained using the multipolar post-Minkowskian (MPM) scheme. There, the
potential was represented as a series in powers of G. The linearized solution was found as a sum of multipolar
retarded waves, each of which was decomposed into a set of six STF source multipole tensors in a manner
equivalent to the tensor spherical harmonic decomposition of BHPT. Computations can be simplified by
expressing the decomposition purely in terms of two STF canonical multipole tensors, which can be related
back to the original six. Each higher order correction to the potential then becomes a nonlinear combination
of those STF tensors.
With this scheme established, the MPM metric can be taken into the radiation zone, with r → ∞.
After making a coordinate transformation to radiation gauge, where the standard retarded coordinate is
asymptotically null, the radiative metric and fluxes can be defined in terms of a set of STF radiative multipole
tensors, which can then be related back to the canonical and source moments. This method thus provides a
full prescription for the PN fluxes in terms of the source moments, valid to arbitrary order in the mass ratio,
but presently known only to low order in v/c.
The source moments themselves must be determined by matching to the near zone, where the relaxed
EFE are expanded in typical PN fashion. This matching reveals complicated integral expressions for all six
source multipoles (IL, JL,WL, XL, YL, ZL), which can be evaluated after full PN expansion. Similarly, the
iterative PN scheme can only be completed by matching to the far zone, which allows for implementation
of the no incoming radiation condition at r →∞ by determining the radiation-reaction functions to all PN
orders. Finally, the stress-energy conservation equation ∇µTµν = 0 can be used to derive the full equations
of motion, including both the conservative and dissipative contributions. The conservative piece alone can
be isolated and reformulated as a Lagrangian or Hamiltonian problem. This allows for the development of
a convenient and intuitive quasi-Keplerian representation of the motion in terms of standard (harmonic)
coordinates. The QK equations can be utilized to compute compact expressions for the source moments and
passed all the way through the full MPM-PN expansion to complete the process.
4.1.2: Combining expansions
The final goal of any method of approximating GR is the calculation of observable quantities. These
allow us to test the theory and make novel discoveries on and deductions about the universe around us. We
54
have now covered two very different methods of computing observables in GR: BHPT and PN theory. Each
can be carried through from first principles to yield numeric results for, say, the fluxes.
However, in general the values obtained from the two separate approaches will be quite different. For
one, BHPT quantities are computed under an assumption of large mass disparity. The answer is expected
to be accurate only through O(m2/m1) but with no mention of speed or separation. Therefore, the values
provided by BHPT will be sensible during the entire lifetime of any inspiral with m1  m2. Meanwhile,
PN quantities are computed under an assumption of slow motion but with no mention of the mass ratio.
The answer will be accurate for any inspiral, but only early in its lifetime while the orbital separation is still
large.
It is apparent from this picture that there will be inspiral regimes where only one of PN theory or
BHPT can possibly represent observables with any validity. BHPT is perfectly capable of handling EMRIs
at merger where the PN approximation breaks down. Similarly, PN theory can accurately predict the
comparable-mass-ratio binaries for which BHPT fails during early inspiral.
On the other hand, it is also clear that there is a class of binaries for which BHPT and PN theory
would both be expected to yield accurate predictions: slow-moving EMRIs. Indeed, for systems satisfying
the assumptions of both approximations, we can expect the two approaches to produce numeric values for
observables that are roughly equal. Furthermore, in this regime it would be possible to work with double
expansions in both PN order and mass ratio order that still produce valid representations of the behavior.
In other words, for a slow-moving EMRI, PN theory can be accurately described in the extreme-mass-ratio
limit, simplifying the MPM-PN expansion by discarding quantities that would contribute at high order in
m2/m1. Equivalently, we can simplify BHPT by moving the RWZ formalism into the slow-motion regime,
expanding the equations and solutions in PN parameters.
In a sense this is a method of matching different asymptotic expansions to inform the two in new and
interesting ways. By reexpanding PN theory in powers of the mass ratio, we have the opportunity to identify
terms in BHPT at low PN order and high (if not arbitrary) mass-ratio order that would be much more difficult
to ascertain through BHPT alone. Similarly, by reexpanding BHPT in PN parameters, we can determine
the small-mass-ratio limit of PN theory to extremely high orders. Such advances have already proven useful
in eliminating certain ambiguities in PN theory [83, 84, 85, 86, 87, 88, 89, 90], as well as providing valuable
checks on novel results [81, 150, 151, 8, 140].
It is this latter approach that shall serve as the primary goal of this dissertation: expanding BHPT
in the PN regime to provide novel information on high-order PN content. However, as was mentioned
in the introduction, the benefit of these BHPT-PN expansions goes well beyond merely checking future
PN derivations. In particular, we shall see in Chapters 5, 6, and 7 that BHPT has the opportunity to
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reveal structure within PN expansions of the fluxes that can predict certain transcendental contributions to
arbitrary order. Moreover, by utilizing complementary discoveries from the RWZ and MPM-PN formalisms,
we will find it becomes possible to derive particular sets of full PN terms in the fluxes to arbitrary order as
well.
These sorts of mutual advancement efforts were long held as the primary achievement of BHPT-PN
expansions until more recently when Fujita [94, 79] was able to compute analytically the circular-orbit limit
of the BHPT fluxes to an astounding 22PN order. He then noted in [79] that this expansion was sufficient
match numerical BHPT calculations all the way to the separatrix (innermost stable circular orbit) of the
inspiral, which is fairly close to merger. This achievement revealed an entirely new opportunity for these
double series: a high-speed substitute for the standard numeric evolution of the BHPT equations. Indeed,
though the BHPT-PN expansion procedure itself is time-consuming, it only has to be completed once as a
preprocessing step. Once computed, the BHPT-PN series can be rapidly applied to a great range of EMRIs
in parameter space, greatly accelerating the simulation process. Following that success, [68] used the RWZ
formalism to pursue several locally conserved quantities past 20PN for circular orbits. Convergence for such
quantities has been demonstrated everywhere outside the light ring (with known singularities at the light
ring) [80].
This dissertation will extend this line of research into the eccentric-orbit regime in Chapters 5, 8, and 9,
where high-order BHPT-PN expressions for the fluxes and conserved quantities are sought and limitations
discussed. Future application of these methods to the construction of waveforms and the case of a Kerr
background will be described in Chapter 10.
4.1.3: Comparing gauges and parameters
This work will pursue multiple lines of inquiry at the interface between BHPT and PN theory for EMRIs,
and key quantities of interest will be computed in both. Paramount to this process is a means of relating
results generated by one formalism to those found by the other. Indeed, though the numeric computation
of observables for slow-moving EMRIs must agree between the two theories, many other differences must
be resolved. For instance, the RWZ formalism represented BHPT in zeroth-order Schwarzschild gauge and
first-order RWZ gauge, while the MPM-PN formalism (primarily) utilized modified harmonic gauge to all
PN orders. Therefore, any quantity that is not gauge invariant will have different numeric values in the two
formalisms.
Worse, we will face an added layer of difficulty through the use of analytic results, rather than numeric
ones. These analytic expansions will be expressed in terms of various geometric descriptors that parameterize
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the orbital motion in each formalism. In BHPT these will stem from the Darwin [152] parameterization of
Schwarzschild geodesic motion in Schwarzschild coordinates, which will involve quantities like the Darwin
semi-latus rectum p and eccentricity e. PN theory, meanwhile, will utilize geometric features from the QK
parameterization like the time eccentricity et. The two sets of results, then, can only be linked by determining
the relationships among these parameters.
Transforming the results of BHPT to and from PN theory at lowest order in ν was generally thought
to be possible only to the highest known order of the full QK equations of motion, presently derived to
3PN [153]. However, as I illustrate below, it can actually be done to arbitrary PN order by analyzing the
harmonic gauge solution of the Schwarzschild metric. This solution will serve as the exact small-mass-ratio
limit of full PN harmonic coordinates. From there it will become apparent that the simple relationship
between Schwarzschild harmonic coordinates and simple Schwarzschild coordinates can be used to form a
QK representation of Schwarzschild geodesic motion to arbitrary PN order. This representation will give
full definition to the QK parameters at lowest order in the mass ratio, allowing them to be connected to the
BHPT expansion parameters to any desired order.
Section 4.2: Converting from Schwarzschild to quasi-Keplerian expansion parameters
4.2.1: The general QK representation
I now detail the relationship between BHPT and PN descriptions of the conservative motion. First, we
will set up a general form for the QK parameterization in terms of a set of parameters linked to ε and
j defined above in order to observe its high-order structure. Then, we will use the well-known Darwin
parameterization of Schwarzschild geodesic motion to compute the QK representation explicitly to high
PN order at lowest order in ν. This will involve exploiting the simple relationship between Schwarzschild
coordinates and harmonic coordinates at lowest order in ν.
Starting on the PN side, let us identify the general form for the QK representation of the motion. This is
possible by utilizing the 2PN [154, 155] and 3PN [153] extensions to the 1PN QK equations given in Section
3.3. We find
rH = ar(1− er cosu),
Ωrt = u− et sinu+ ft sinV + gt(V − u) + ht sin 2V + it sin 3V + · · · ,
ϕ
K
= V + fϕ sin 2V + gϕ sin 3V + iϕ sin 4V + · · · ,



















The t and ϕ equations, meanwhile, pick up trigonometric functions of V relative to their 1PN forms in (3.66).
I have explicitly listed only those terms that appear in the 3PN QK equations but indicate that the series
of trigonometric functions are expected to continue when higher PN orders are included. In this generic
representation, eϕ is defined order-by-order to eliminate sinV from the equation for ϕ [153]. The remaining
parameters like et or iϕ are defined simply as the coefficients in front of their respective trigonometric
functions. Each is generally obtained as an expansion in ε and j. As such, these parameters can, in general,
only be extracted to the same order as the full equations of motion, both of which come from iterating
MPM-PN expansion.
However, in the small-mass-ratio limit, the situation reduces to geodesic motion of the smaller body on
a Schwarzschild background. Then, all the dynamics of the system are encoded in the geodesic equations
of motion. We can thus apply the above equations in this limit to define the QK representation to all PN
orders at lowest order in the mass ratio. Then, in the next subsection, we will be able to find expressions for
these QK variables in terms of the Darwin parameters of Schwarzschild geodesic motion, thus fully linking
the two formalisms in the region of overlap. Stated another way, the next subsection will extract a QK form
for the Schwarzschild geodesic equations of motion valid to all PN orders.
4.2.2: Harmonic coordinates, Schwarzschild coordinates, and the Darwin parameterization
We now attempt to derive the QK representation at lowest order in the mass ratio by looking at geodesic







dr2H + (rH +m1)
2dΩ2. (4.3)
(Note again that m1 is equivalent to M = m1 + m2 to lowest order in the mass ratio.) In fact, these

















The two are connected by
tH = tS = t, rH = rS −m1 = r −m1, θH = θS = θ, ϕH = ϕS = ϕ. (4.5)
Therefore, we can proceed by working with the (well studied) motion in Schwarzschild coordinates, and then
simply correcting the radius when necessary.
























where E = (1 − ε/2) is the specific energy, L =
√
jm21/ε is the specific angular momentum, and f =
(1 − 2m1/r). Bound orbits have E < 1 and L2 > 12m21. In such a case, the orbit is conveniently described
using the Darwin parameterization of motion, which rewrites the energy and angular momentum in terms








These can be inverted to reveal r+ = pm1/(1 − e) and r− = pm1/(1 + e), with a = pm1/(1 − e2). p and e
are connected to E and L by
E2 = (p− 2)
2 − 4e2
p(p− 3− e2)




Note that with these expressions ε and j can be immediately expanded to arbitrary order in 1/p (a 1PN
compactness parameter) and e, and these can be inverted to give p and e in terms of ε and j. The result to
6PN is given in Appendix B. This can thus be considered the first step toward a complete QK representation
of this motion.
A second step emerges by recalling the QK definitions of er and ar (4.2). Expressing these in terms of
the Schwarzschild radius gives
er =
r+ − r−





Then, these can be related to e and a simply by








p− 1 + e2
e. (4.10)
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This allows for the rapid expansion of er and ar to arbitrary order in 1/p and e and thus ε and j. The
two series are given to 6PN in App. B. Note that (4.10) immediately allows for the transformation of
Schwarzschild-coordinate expansions to harmonic gauge to arbitrary PN order, except using er instead of
the more common et.
4.2.3: Orbit integration
Further progress requires integration of the orbit. With the Darwin parameterization this is described in




1 + e cosχ
. (4.11)
One radial libration makes a change ∆χ = 2π. The t and ϕ coordinates, meanwhile, follow as the solutions
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p− 6− 2e cos(χ)
)1/2
. (4.12)
The t ODE is best PN expanded before integrating, but ϕ has a nice closed-form solution in terms of the
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The bulk of the work later on in this thesis will perform PN expansions using the gauge-invariant compact-
ness parameter y = (m1Ωϕ)
2/3, which is closely related to the common PN variable x = ((m1 +m2)Ωϕ)
2/3
and equivalent at lowest order in the mass ratio. However, it is trivial to convert between y and 1/p: y
can be expanded in 1/p using the above, and the result can be inverted to yield p as an expansion in y.
Therefore, for convenience I continue to expand in terms of 1/p in this section.
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4.2.4: The eccentric anomaly and Kepler’s equation
Now, given the form of these equations, a reasonable general definition for a geodesic eccentric anomaly,
call it ũ, could be constructed analogously to its Newtonian counterpart, with















(1− e cos ũ) = a (1− e cos ũ) . (4.16)
But the corresponding QK equation is given by






= a(1− e cosu)−m1. (4.17)
Therefore, it is indeed the case that u = ũ at lowest order in the mass ratio.
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(1− e2)3/2 (p(1− e cosu)− 2 + 2e2)
√
p− 6 + 2e2 − e(p− 4) cosu
.
(4.18)
The righthand side of this equation can be expanded in 1/p and integrated to give t(u) as a PN series to
























u− 16e sinu+ 75
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where we used that sinχ = (
√
1− e2 sinu)/(1− e cosu).
Then, to recover (the PN-corrected analog of) Kepler’s equation, we need only multiply this by Ωr. After
rearranging terms, we find

















































The expression behind sinu can be identified as an expansion for et/e in terms of p and e. Transforming
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to ε and j reveals that this matches the 3PN expression for et in modified harmonic coordinates given in
[150]. As with er and ar, et can be found in this way to arbitrary PN order, though the procedure here
— involving both the calculation of the integral for t(u) and the identification of sin (nχ) terms — is much
more cumbersome. Here is the result to 5PN:
et
e
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√






4(299− 2839e2 + 6777e4 − 4185e6 + 972e8) + 3
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Unfortunately, the completion of this procedure to 19PN (the order of the flux expansions in this thesis)
would likely be difficult, implying that er might be the preferable choice of eccentricity when transforming
high-order BHPT-PN series to harmonic gauge. I give the expansion for et in ε and j in Appendix B.
Of course, the same expansions indicate that the coefficient of (χ−u) does not equal gt, and the coefficient
of sinχ does not equal ft. This stems from the fact that χ 6= V , as evidenced by comparing (4.1) and (4.15).
4.2.5: The azimuthal equation
At this stage we have arbitrary-order prescriptions for the QK parameters er, ar, and et. In order to
pursue the rest, we start by relating χ and V . This can be done using another equation of motion,
ϕ
K
= χ+ ãϕ sinχ+ f̃ϕ sin 2χ+ g̃ϕ sin 3χ+ ĩϕ sin 4χ+ · · · = V +fϕ sin 2V +gϕ sin 3V + iϕ sin 4V + · · · , (4.22)
where all relevant quantities are PN expanded to any desired order. As mentioned above, we see that V is
defined order-by-order to eliminate the appearance of the term sinV . The expansion for ϕ/K in terms of χ
























The exact relationship between χ and V is given by










(1 + e)(1− eϕ)







In order to eliminate sinV from (4.22), χ(V ) is inserted. Then, ϕ(χ(V ))/K is expanded using an ansatz for
the PN series of eϕ in 1/p. The coefficients in this series are then exactly determined by the condition that
sinV disappear from the representation for ϕ/K.
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Again, this method can be extended to arbitrary order, and I provide the expansion in ε and j in Appendix B.
From here, the expansion for χ(V ) can be substituted into (4.22) to retrieve fϕ, gϕ, · · · , and it can
also be put into Kepler’s equation to compute ft, gt, · · · . These are less useful than the eccentricities for
our purposes, but I provide low-order expansions in Appendix A. With that the full QK representation is
obtained at lowest order in the mass ratio, which can be used to translate the BHPT expansions of this
dissertation to and from the more typical PN form. I will provide explicit results of the transformation in a
few key instances but will leave the rest in BHPT form for brevity.
Section 4.3: BHPT-PN vs pure PN representations for the fluxes
4.3.1: The MPM-PN expansion
Let us now make this all concrete by comparing the representations for the fluxes that result from the
two approximations. These will be used throughout the rest of this thesis, starting with the next chapter. In
the MPM-PN approach, the fluxes are obtained using the formula (3.32) involving products of the radiative
multipole moments UL and VL. We found in Sec. 3.2 that the radiative moments can be split into several
















and so on. The first kind of contribution (U instL U
inst
L ) is typically referred to as the instantaneous flux, the
second as the tail flux, the third as the tail2 flux, and the fourth as the tail-of-tails flux. All non-instantaneous
terms, which depend on the history of the system, are collectively referred to as the hereditary flux.
With these expressions laid out, the radiative multipole moments can be traced to their functional
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dependence on the source moments (IL, JL,WL, XL, YL, ZL). Then, the various expressions are averaged
over an orbit. In full derivations, the instantaneous and hereditary terms are handled separately. More
information will be provided on this demarcation in Chapters 5, 6, and 7. However, BHPT cannot usually
distinguish between these different types of flux. Therefore, it will often be more convenient simply to work
with the total flux — that is, the sum of all these various contributions.
When approached in that manner, the (orbit-averaged) PN energy flux expansion can be written as a
triple series in terms of (gauge-invariant) compactness parameter x = ((m1 +m2)Ωϕ)
2/3, the symmetric mass
ratio ν = m1m2/(m1 + m2)
2 = µ/M , and (in modified harmonic gauge) et [8]. This expansion is expected













































where each Ri = Ri(et, ν) is a function of et and ν representing the total flux at order i. As mentioned in
Chapter 1, these orders are defined relative to the leading contribution at x5. Each such function is known














Because R0 has the limit R0 = 1 as et → 0, the prefactor in (4.27) is simply the Newtonian (quadrupole)
circular-orbit energy flux.











Z0 + xZ1 + x3/2Z3/2 + x2Z2 + x5/2Z5/2 + x3
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+ · · ·
]
. (4.29)












At lowest order in the mass ratio, these expansions can be simplified in a few ways. First, each Ri and
Zi can be evaluated at ν = 0 and thus be taken as depending on et alone: Ri = Ri(et),Zi = Zi(et). Second,
the parameter x can be replaced by y, as the two are related by y = x(1 − 2ν/3 + O(ν2)). Finally, the
symmetric mass ratio in the prefactors can be replaced by the simple mass ratio (m2/m1). However, we
shall find it convenient to continue using ν and x in several places to prepare for future developments at
higher orders in BHPT.
4.3.2: The BHPT-PN expansion
In BHPT the full fluxes at infinity are computed at first order in the mass ratio through the RWZ



























Using the Darwin parameterization of the source motion, these can be PN expanded as a double series in y















L0 + yL1 + y3/2L3/2 + y2L2 + y5/2L5/2 + y3
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J0 + yJ1 + y3/2J3/2 + y2J2 + y5/2J5/2 + y3
(




























+ · · ·
]
. (4.33)
Here, each flux term Li or Ji is a function of Darwin e alone. (Note: the radiation to the larger black hole’s
horizon yields slightly different PN expansions. These will be covered in Chapter 8).
























This stems from the relationship between e and et, which can be expressed using y as
e2
e2t
= 1 + 6y +













Thus, at leading order we have e = et. We will see in subsequent chapters that additional flux terms will
have equality between their BHPT and PN representations. This will stem from the fact that certain flux
terms only depend on Newtonian orbital quantities. Of course, terms involving PN corrections to the motion
will not have this equality.
As an example, let us briefly consider the 1PN correction to the energy flux. This term was originally




























































where the right side is expanded in y and the resulting 1PN term isolated. The expansions can (in principle)
be related to arbitrary order in this manner using the methods of the previous section.
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CHAPTER 5: Extracting analytic BHPT-PN flux expansions by numerically fitting lmn
modes
Section 5.1: The numeric-analytic approach to BHPT-PN expansions
With the BHPT and PN infrastructure and relationships established, we can now move to the calculation
of specific BHPT-PN series for observable quantities. To that end the next few chapters will focus on
extracting high-order PN series for the total energy and angular momentum radiated to infinity by eccentric-
orbit EMRIs. Specifically, this will entail the calculation of as many eccentricity coefficients as possible in
the two expansions (4.32) and (4.33). As noted in (1.15), the fluxes constitute the largest contribution to the
orbital phase, and therefore they must be known to the highest accuracy in order to successfully construct
waveforms. These will be pursued through several different approaches, which will allow for evaluation of
the strengths and weaknesses of each.
This chapter will pursue the fluxes using a numeric-analytic fitting scheme, directly following the methods
of Forseth, Evans, Hopper [99], in this chapter referred to as “FEH,” which was based on earlier work in
[160, 161, 80]. Broadly speaking this works as follows: First, full numeric BHPT fluxes are computed for a
two-dimensional grid of orbits covering, say, 50 choices of p and 35 choices of e (meaning 1750 total orbits).
Then, these numeric results are fit to the double series (4.32) or (4.33) (note that y is computed from p and
e). By computing this double fit to high precision (hundreds of significant digits), it becomes possible in
certain cases to determine analytic forms for the coefficients by applying an integer relation algorithm like
PSLQ. In this way, FEH were able to extract varying numbers of new eccentricity coefficients in the energy
flux through 7PN. More details will be given below.
In this chapter we take these methods a step further by performing a separate fit on each individual lmn
mode. Past work [162] has revealed that for circular orbits, the lm modes of the energy flux are characterized
by nice patterns that simplify the expansion and improve the fit. Motivated by these discoveries, I present
novel simplifications of the lmn modes for eccentric orbits that allow for drastically improved fitting. With
these techniques, we are able to push our analytical results to 9PN order in y and as far as O(e30) in
eccentricity, even for complicated integer PN terms.
The same methods can also be applied to the rate of angular momentum emission at infinity, which is
where we first direct our attention. The full PN fluxes for eccentric-orbit binaries were found to 3PN in
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[163, 150, 151] using MPM-PN techniques. Additionally, [164], following previous work in [165], show BHPT-
PN expansions for the change in angular momentum to 4PN order and O(e6). As part of our analysis, we
verify that those results agree with our own.
The structure of this chapter is as follows: We start by briefly reviewing the numerical approach to the
MST method, which utilizes spectral source integration (SSI) to calculate the fluxes on the BHPT side.
Then, we review the current state of results for the same fluxes from PN theory. Next, we investigate
the angular momentum more deeply on the PN side, finding arbitrary order expansions of low-order flux
enhancement functions via decomposition into Fourier modes. Like the corresponding section in [99], we
focus on the hereditary terms, briefly deriving their asymptotic forms to verify singular behavior as et → 1.
I then detail the improved method of fitting by lmn mode, which involves the use of a novel eccentric-orbit
analog of the well-known “eulerlog” function [32, 162]. Finally, I present the new coefficients we have found
from this method, first giving the angular momentum flux to 9PN order and then updating the energy flux
results of FEH to the same level. Note that these results have all been published in [100].
In discussing angular momentum and energy fluxes both here and in subsequent chapters, there arise
various pairs of directly comparable functions. To distinguish a function in the angular momentum sector I
use a tilde, e.g., g̃(n, et), while leaving the base symbol bare, e.g., g(n, et), for the energy counterpart. This
notation is in keeping with that of [163, 150, 151].
Section 5.2: Brief overview: numerical evaluation of the RWZ fluxes
5.2.1: The coordinates and frequencies
The inhomogeneous RWZ solutions (and consequently the fluxes) require the evaluation of certain func-
tions at the position of the particle. As noted in the last chapter, this is most conveniently achieved using the
Darwin parameterization in (p, e, χ). In this way the r and ϕ coordinates, which have closed-form formulas,
can be easily evaluated numerically. The t coordinate can be handled by integrating its ODE (4.12) using
one manifestation of the SSI method [69].






m1(p− 2− 2e cosχ)
[
(p− 2)2 − 4e2
p− 6− 2e cosχ
]1/2
dχ,
with Ωr = 2π/Tr,Ωϕ = ϕ(2π)/Tr. Then, our PN expansion variable y follows as y = (m1Ωϕ)
2/3.
For the purposes of this work it proved useful to compute y to 600 decimals of accuracy for each com-
bination of p and e. Such precision is straightforward to obtain because the integrand in the integral for
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Tr is periodic and smooth in χ, leading to exponential convergence in the corresponding Riemann sum (as
summarized in [69]).
5.2.2: The fluxes
These expressions for the coordinates and frequencies must now be applied to the inhomogeneous integral



























Recall that the function X̂∓lmn is the normalized MST homogeneous solution and Flm and Glm are the RWZ
source terms described in Sec. 2.2. The numerical techniques involved with their evaluation at the location
of the particle are provided in FEH, so I do not give additional detail here. Analytic (PN) expansion of the
same functions will be described in depth in Chapter 8. With a prescription for numerical calculation of all
quantities as functions of χ, the integral (5.1) is then computed using SSI, in which it, like (5.1), is replaced
by a sum over equally-spaced samples. Because the integrand is periodic in χ, this produces exponential
convergence of the result (see [69] and FEH for more details).
Once the C±lmn have been determined, the two fluxes at infinity can be calculated from the formulas
(4.31). However, rather than utilizing the full summations, this chapter will find it fruitful to work with the

























The rapid convergence of SSI has permitted calculation of the lmn modes of these fluxes to as many as 450
decimals of accuracy in this chapter.
Section 5.3: Angular momentum radiated to infinity: current PN theory and hereditary
analysis
In this section, we review the results from PN theory for radiated angular momentum which are known
at the time of this writing. Then, in analogy to a corresponding section in FEH, we analyze the hereditary
terms of the angular momentum expansion and determine arbitrary-order expansions in eccentricity for
those terms. Furthermore, we utilize asymptotic analysis to identify and confirm the singular behavior of
enhancement functions as the eccentricity nears unity.
Using several iterations of the MPM-PN formalism, Arun, Blanchet, Iyer, and Sinha, worked out the
69
3PN angular momentum flux in [151]. This requires the separate evaluation of instantaneous and hereditary
terms, as described in Sections 3.2, 3.3, and 4.3. Rather than reproduce the lengthy derivations involved,
we focus here only on the relevant results from [151]. More information on the simplification of complicated
hereditary integrals will be provided in Chapters 6 and 7.
5.3.1: Instantaneous terms
By following the methods of previous chapters, the 3PN instantaneous contribution to the orbit-averaged
angular momentum flux can be found to have a compact representation in terms of the QK time eccentricity













N0 + yN1 + y2N2 + y3N3 + · · ·
)
, (5.3)
where y = (m1Ωϕ)





































































































Here, we have dropped terms of O(ν), since we are presently only interested in the content at lowest order
in the mass ratio. Note that these results are similar to (4.11) of [151], but with a different overall scaling

















Note also that y0 is a constant related to r0, the arbitrary regularization length scale defined in Section 3.2.
This unphysical constant cancels in the full flux (that is, the sum of instantaneous and hereditary terms).
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5.3.2: Hereditary terms
The hereditary contribution to the angular momentum flux can be written in terms of a set of enhancement









































Here, ϕ̃(et) is the 1.5PN tail term; ψ̃(et) is the 1PN correction to the tail; and the 3PN portion emerges
upon combining the angular momentum tail-of-tails and tail2. Unlike the instantaneous Ni(et) terms, the
functions ϕ̃(et), ψ̃(et), and χ̃(et) admit no simple closed forms. Arun et al. [151] originally calculated these
contributions numerically but also produced a low-order expansion through e4t for each .
These expressions are written as functions of the time eccentricity et. However, as we will see, the 1.5PN
tail ϕ̃ and the functions F̃ and χ̃ depend only on Newtonian order quantities. Hence, for these functions
(as well as N0) there is no distinction between et and the various other eccentricities we have introduced.
Nevertheless, we will keep the series consistent by expanding everything here in terms of et. Each of these
functions is defined to equal 1 in the case of a circular orbit except for χ̃, which limits to 0. An equivalent
set of functions exists in the energy flux [163, 99], typically labeled with the same function names except
without the tildes. The sum of (5.3) and (5.9) corresponds to the full flux expansion (4.29) at lowest order
in ν.
5.3.3: Arbitrary order hereditary expansions
The tail series as provided in the literature are too limited for our purposes (with the exception of F̃ (et),
which is given in exact form). Thus, we seek arbitrary order expansions for these terms. Fortunately, we
find that the methods used in FEH to extract the corresponding energy flux terms neatly generalize to the
angular momentum case.
The majority of these functions are best handled in Fourier space, so we begin there. As I will show
explicitly in Chapter 6, the Fourier decomposition of the (dimensionless) Newtonian trace-free quadrupole






































ij is the nth Fourier harmonic of the dimensionless quadrupole moment (see Chapter 6, as well as
Sections III through V of [163]), and f̃(et) (alternate notation for N0(et)) is the angular momentum analog
of the traditional Peters-Mathews function, first derived by Peters in [158]. The product of terms yielding
the angular momentum flux radiated into each harmonic is compactly expressed as the function g̃(n, et).








































As Arun et al. [151] make clear, three of the desired hereditary functions — F̃ (et), ϕ̃(et), and χ̃(et) —























Unfortunately, unlike f̃(et) and F̃ (et), the latter two sums likely do not admit closed form expressions. This
stems from the odd power of n in ϕ̃(et) and the logarithm in χ̃(et), which give the two sums complicated
representations in the time domain.
However, these functions can still be computed as arbitrary-order eccentricity expansions. This is done










3 + 3n2 − 6n+ 2
2Γ(n)2
e2t +
2n4 + 15n3 + 6n2 − 16n+ 2
16Γ(n)2




In a sum over n, successive harmonics each contribute a series that starts at a progressively higher power
of e2t . Thus, summations like (5.12), (5.13), or (5.14) can be determined to any desired order in e
2
t with only
a finite number of n. As in the energy case, the e−2t and e
0
t coefficients vanish for n = 1, and the n = 2
harmonic is the only one that contributes at e0t .






























































































e8t + · · ·
]
, (5.17)
where we have given the first few terms in a pair of infinite power series. The much lengthier expressions
needed for numerical modeling and analytic fitting can be found in a Mathematica notebook I have archived
on the Black Hole Perturbation Toolkit website [168]. (For computational reference, calculation of over 100
terms in these series in Mathematica requires under 20 seconds on an average laptop.) The first four terms
of (5.16) are also published in [164].
Both ϕ̃ and χ̃ diverge as et → 1; however, as displayed in the above equations, both can be written in
forms that isolate their divergences. This will be justified in Section 5.3.4, where we analyze the asymptotic
behavior near et = 1 using methods outlined in FEH. Of particular note is the fact that the structure of
χ̃ closely mirrors its energy flux counterpart with a combination of algebraic and logarithmic convergences.
















where 3465/256 ' (2/3) 20.3027 is simply the series portion of F̃ (et) evaluated at et = 1.
The most difficult enhancement function to extract is the 2.5PN term ψ̃. As the 1PN correction to
the tail flux, ψ̃ involves not only the Newtonian mass octupole and current quadrupole, but also the 1PN
correction to the mass quadrupole. At 1PN order the orbital motion no longer closes, and corrections to the
quadrupole moment require a biperiodic Fourier expansion. Arun et al. describe a procedure for computing
ψ̃ in [151], which they evaluated numerically. I present an optimized approach to this biperiodic expansion
in Chapter 7, which made it possible to obtain ψ̃ to e120t and extrapolate the leading eccentricity singular
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e20t + · · ·
)
. (5.19)
Interestingly, the values of this function for high et deviate somewhat from numeric results tabulated in
[151], with the discrepancy becoming noticeable for et & 0.7. For example at et = 0.9, Arun et al. have a
value of -21327, while this series converges to -19222. However, I have independently verified the expansion
using the methods of Chapter 8, giving strong credence to its validity.
5.3.4: Applying asymptotic analysis to determine eccentricity singular factors
We now directly derive the divergent behavior of the preceding functions as et → 1. We find that the
same asymptotic techniques developed in FEH apply to the angular momentum flux. Therefore, we do not
map out the details of the procedure but instead focus on the results. We note that a comparable analysis
of the energy and angular momentum flux asymptotics was undertaken in [119].
Four of the relevant enhancement functions share a dependence on the quadrupole moment function
g̃(n, et) found in (5.11); therefore, we require the high eccentricity behavior of this function. To aid our
efforts near et = 1, we define x ≡ 1− e2t and rewrite (5.11) as














From here, the procedure of FEH is followed exactly: Jn(net) and J
′
n(net) are expressed in terms of their
large-n asymptotic expansions, which have growing importance as x→ 0. This representation involves sums
of Airy functions and their derivatives, which must themselves be expanded in the reciprocal of a variable









x = nρ(x) (5.21)
The various series are inserted into the enhancement function summations, which are then converted from
sums over n to integrals over dn = dξ/ρ(x). Finally, these integrals can be evaluated to extract not only the
divergent behavior of the four enhancement functions, but also a surprisingly sharp estimate of the attached
convergent series for each.
We now apply this asymptotic procedure to the four enhancement functions. The two simplest are the
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two with closed forms, so those are computed first. While these terms are already exactly known, they serve




































which extracts the correct eccentricity singular functions and yields close estimates of the coefficients.
Next, we move to ϕ̃(et) and χ̃(et), which are not known analytically. For ϕ̃(et), the sum in (5.13) leads









Thus, the leading singular factor matches that chosen in (5.16), and its coefficient approximates the 4.41063
value found in (3.16).
The last function of this kind is χ̃(et), whose definition involves log(n/2). Using the same asymptotic





























Thus, we see that the form of (5.17), though already verified through direct high-order expansion, is validated
by this asymptotic analysis.
With these results in hand, it was easy to guess that the closed form for the the leading singular term
in χ̃(et) would resemble its energy counterpart. And indeed, if we consider a PN expansion in the orbital
parameter 1/p, instead of the parameter y, that specific term will be necessary to cancel other logarithmically
divergent terms in the full 3PN flux. As a last check, note that the two numeric coefficients in (5.25) compare
well with their counterparts in (5.17), which were found to be approximately −20.3027 and +16.7230,
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nk1 logk2(n/2)g(n, et), (5.26)
for integers k1 ≥ 0 and 0 ≤ k2 ≤ 1. This chapter only requires the specific enhancement functions through
3PN for the purposes of fitting; however, Chapter 6 will look at the general case of mass quadrupole Fourier
summations in constructing the leading logarithm series. The more generalized results of this asymptotic
analysis will be discussed there.
Section 5.4: Finding new coefficients in the fluxes through mode-by-mode fitting
5.4.1: PN expansion of the BHPT fluxes
Now we move beyond known results to calculate new coefficients in the post-Newtonian expansion using
perturbation theory. To that end, we transition to the BHPT-PN form (4.33) for the angular momentum
flux at infinity with enhancement functions Ji = Ji(e) representing the total flux radiated at order i. As
noted previously, this represents two changes to the notation of Section 5.3:
First, we transition from the time eccentricity et to the Darwin eccentricity e, which is the natural choice
for BHPT calculations. The relationship between et and e can be found to arbitrary PN order via the
derivation outlined in Chapter 4. Thus, it is possible to check the low-order results of this fitting method
against the enhancement functions of Section 5.3. Second, we no longer attempt to separate different sources
of flux. Indeed, unlike direct PN derivations, the perturbative methods we employ cannot distinguish between
instantaneous and hereditary contributions to the flux. Therefore, we generically use the J notation at all
orders to combine both.
5.4.2: The original fitting scheme
When the orbit is wide (i.e., in the PN regime), the representation (4.33) is a valid expansion for the
BHPT flux formula (4.31). Therefore, the latter can be used to derive terms in the former. This can be
achieved by directly expanding the MST solutions analytically and carrying the results through to obtain
|C±lmn|2 (as will be done in Chapter 8) [169, 95, 170, 171, 68, 72]. However, FEH instead opted for a mixed
numeric-analytic approach. In it the full flux is calculated to some preset accuracy goal for a large number
of orbits which vary in p and e. This creates a two-dimensional array of orbital flux values, which can
then be (double) fit to the form of the PN expansion, ultimately giving numeric values for each eccentricity
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coefficient in the Ji(e) functions in (4.33). If the fit is performed with enough accuracy, analytic forms for the
coefficients can then be extracted from the numeric results using an integer relation algorithm. By computing
roughly 1700 orbits of varying separation and eccentricity, with roughly ∼ 7500 lmn flux components for
each orbit and with an overall accuracy of 200 decimal places, FEH showed some of the analytic dependence
of the energy flux up to 7PN order. I refer the reader to FEH for a more complete description.
It is noteworthy that the two methods (all-analytic and numeric-analytic) are somewhat complementary
in nature. While analytic methods are significantly more efficient at reaching high PN order, they have
more difficulty attaining high orders in eccentricity. On the other hand, while the fitting approach becomes
unwieldy around 8-10PN, it can successfully extract nearly arbitrary orders in e2—at least when the coeffi-
cients are simple. However, when the coefficients instead contain complicated combinations of transcendental
numbers like like π2 or log 2, the integer relation algorithm struggles to identify the analytic representation
of the decimal input. This is the case in higher-order integer terms like L5 or L6. As a result, few powers of
eccentricity were extracted in such terms in FEH.
Developments in the purely analytic approach and further comparisons will be saved for Chapters 8 and 9.
In this chapter we seek to improve the fitting scheme by finding, if possible, ways to simplify the eccentricity
coefficients. It turns out that such methods exist, as a relatively simple modification to the procedure of
FEH can be used to significant increase the output. Specifically, rather than summing the lmn modes and
then performing one fit, we perform the entire fitting process on each lmn mode individually, extract as
many analytic coefficients as we can, and then sum all the results into the final PN expansion. This process
has a few key advantages over the previous one, which can be separated into two main classes: the number
of necessary modes and the transcendental structure of those modes.
5.4.3: Reducing the number of flux calculations
As noted above, calculations of the full energy flux for each pair (p, e) required around 7500 lmn modes
for the desired 200 decimals of precision. With over 1700 combinations of p and e needed for the fit, the
total flux mode computations thus numbered over ten million. However, by fitting each lmn separately, this
number can be reduced. This works as follows: We set first a particular goal in power of eccentricity to be
reached. We chose e30 for our purposes. This power of eccentricity will be a hard limit — we will be able to
obtain neither analytic coefficients nor numeric approximations beyond it. However, it turns out that when
each lmn mode is written as a power series in eccentricity, it begins with power e2|n|. Thus, no |n| beyond
15 will have to be calculated, leaving just 31 n modes for each lm.
By counting the lm modes needed to reach 7PN (the goal in FEH), we find that this would reduce the
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mode calculations to about 1450 for each (p, e), a five-fold improvement. Additional gain might be made by
setting the eccentricity expansion goals to vary by PN order, thus potentially lowering this number further.
5.4.4: Transcendental structure and the eulerlog function
On the PN side the most significant bottleneck in the extraction of analytic coefficients is the appearance
of combinations of transcendental numbers at higher orders. These begin at 3PN order and increase in
complexity each 3PN thereafter. For instance, the circular orbit limit of the angular momentum flux at 4PN
order is given by















In general, as is clear from the 3PN hereditary flux (5.9), the function χ̃, and recent work at 4PN order,







ai + bi π
2 + ci γE + di log 2 + ei log 3 + fi log 5 + gi log 7 + · · ·
)
, (5.28)
where q ∈ {3, 4, 5} and the coefficients in the sets (ai, bi, ci, · · · ) are all rational numbers that vary with q.
Note that the natural log of each prime will first appear at some sufficiently high i and then will remain
present at every PN order thereafter. Because for a given i each coefficient (ai, bi, ci, · · · ) is different, all of
these coefficients must be found simultaneously by an integer-relation algorithm using a multi-dimensional
search vector, e.g., {1, π2, γE , log(2), log(3)} (the dimension of the search vector is set by the number of
unique transcendental numbers plus one for the rationals themselves; i.e., five dimensional in the example
given). This drastically reduces the ability of the integer-relation algorithm to find analytic coefficients,
unless numerical precision is raised significantly.
Fitting by lmn (or even just lm) modes aids this effort because of how the transcendental structure of
individual modes differs from that of the full flux. To elaborate, it is well known that only the l = 2, m = 2
and l = 2, m = −2 modes contribute to the Peters flux J0. The PN expansions of all other lm modes begin
at higher powers of y. Specifically, any given mode will be suppressed by a factor of yr [162], where
r =

l − 2 l +m even,
l − 1 l +m odd.
(5.29)
78
This being the case, the PN expansion of an individual lm mode will have a form that differs from (4.29)























J lm0 + yJ lm1 + y3/2J lm3/2 + y
2J lm2 + y5/2J lm5/2 + y
3
(
J lm3 + J lm3L log(y)
)
+ · · ·
]
. (5.30)
(Note that there is a slight subtlety in this notation, as J lmi does not represent a decomposition of Ji, but
rather the ith relative-order flux term in the lm mode.) We can immediately see from this expansion that
the lowest appearance of transcendental numbers will be in J lm3 , which contributes to the term Jr+3 in the
full flux. As an example, consider the l = 4, m = 3 mode, for which r = 3. This mode will not contain a
term with the eccentric transcendental structure (5.28) until 6PN relative to J0. Therefore, in calculating
full flux coefficients at, say, 4PN order, this mode will only contribute rational numbers, which require less
numerical precision to extract.
Of course, the PN series for an lmn mode will mirror (5.30), but with lm→ lmn (the exception to this
is when m = −n; see Sec. 5.4.6). Therefore, in fitting by lmn, rather than place a universal precision goal to
be met across the board, we vary the number of significant decimal places to which we calculate in a planned
fashion by mode to account for this changing transcendental structure. This improvement is a useful but
fairly modest one, as the precision needs for even a small number of lmn modes quickly become prohibitively
expensive once the search vector surpasses five terms.
Fortunately, there is another key difference between the transcendental structure of the full flux and that
of its lmn modes—the appearance of the eulerlog function. It is well known and studied [162] that for the
lm modes of a circular-orbit flux, at 3/4/5PN (integer) orders the sum of the non-log and log terms has the
form
J lm,circq + J
lm,circ
qL log y = a0 + b0π
2 + c0
(





(m 6= 0), (5.31)
where the rational coefficients {a0, b0, c0} vary with both q and lm. Because the same coefficient sits in
front of all of the transcendentals γE , log 2, log |m|, and the factor (1/2) log y [32, 162], these factors are all
grouped together into defining the eulerlog function:




Thus, in these circular-orbit cases, the number of independent rational coefficients reduces to three. This
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convenient reduction is lost when the modes are summed over m, as the log terms will accumulate coefficients
that can no longer be related to one another.
As it turns out, the lmn modes of the flux for eccentric orbits admit an analog of this eulerlog function.
When separated by lmn mode, (5.28) and (5.31) shift to














for m 6= −n. The generalized eulerlog function (for m 6= −n) is then given by




I discovered this function directly while working with mode-based fitting. However, I later found Nathan
Johnson-McDaniel actually derived eulerlogm,n(y) previously by modifying his Slm factorization [162], thus
confirming the observation. Direct evidence will be supplied in Chapter 8. By using this function while
fitting, the search vector required for the integer relation algorithm immediately drops from five or more
terms to three.
5.4.5: Hierarchical fitting: the eulerlog simplification
Because the generalized eulerlog function includes the log y term, we can improve the fitting process
further. Taking the 3/4/5PN series form again as our model (5.33), we note that the log y term J lmnqL is
simply a rational power series in e2—one which is fit separately from the more complicated integer term
(J lmnq ). By fitting for this series first and applying knowledge of the eulerlog function, the coefficients in
front of (γE+log 2+log |m+ n|) in the corresponding integer term follow immediately. Thus, we can subtract
this piece off a priori, leaving a search vector of only two terms {1, π2}.
Better still, Johnson-McDaniel’s progress on tail factorizations [162] suggests that the π2 piece is also
linked to this eulerlog function, and indeed, I have discovered empirically that the ratio of bi to ci in (5.33)
depends exclusively on l (tentatively allowing a generalization of the eulerlog function to an “eulerlogpi”
function). Though ultimately this fact was used to extract a few more coefficients in some of the terms
below, broader discussion of such structure (beyond the eulerlog function) will be saved for Chapter 8.
Thus far, we have only applied simplifications to terms at orders 3, 4 and 5. However, the eulerlog
function at least partially characterizes the appearance of those transcendentals and their products at higher
orders. Specifically, for each integer k, J lmn3k , J lmn3k+1, and J lmn3k+2 will all contain a product of k terms, each
having the form of the square-bracketed portion in (5.33) — though there may be additional transcendentals
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native to that order (e.g. ζ(3)). An analog of that fact was also applied in [80] to simplify the lm modes of
the redshift invariant in the circular orbit limit.
As an example, the 6PN enhancement functions can be written as





ai + bi π
2 + ci π
4 + di ζ(3)
+
(
ei + fi π
2 + gi eulerlogm,n(y)
)(
hi + ji π
2 + ki eulerlogm,n(y)
)]
. (5.35)
In fact, I discovered empirically that two degrees of freedom can be removed from the set {ei, fi, gi, hi, ji, ki}.
We can write (5.35) in the following simpler form:





ai + bi π
2 + ci π
4 + di ζ(3)
+
(
ei + fi π
2 + gi eulerlogm,n(y)
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2Ai βm,n + 2Bi π
2 βm,n + Ci β
2
m,n +Di + Ei π




where we define βm,n = eulerlogm,n(1) = γE + log 2 + log |m+ n|. Remarkably, by working from the top
down and carrying over results, we can ascertain the analytic 6PN integer coefficients of each lmn mode
with a search vector of only length four. Without this procedure, the needed search vector would be
{1, π2, γE , log 2, log |m+ n|π2γE , π2 log 2, π log |m+ n|, γE log 2, γE log |m+ n|, log 2 log |m+ n|, π4, γ2E ,
(log 2)2, (log |m+ n|)2, ζ(3)}, which would likely preclude ever finding the analytic fit by direct application
of the integer-relation algorithm.
Though this hierarchal fitting method also works perfectly as written for 7PN, it (perhaps unexpectedly)
requires modification for the 8PN integer term. Unfortunately, as can be seen in the circular orbit results of
[162], 8PN marks the first appearance of a native log(2y) contribution, separate from the eulerlog function,
which slightly muddles the transition from (4.10) to (4.13). The situation can be salvaged by introducing a
5th search vector component of 2βm,n − log(2), though such a step greatly decreases the yield.
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5.4.6: Modes with m = −n
Omitted from the above analysis is what to do with all modes for which m = −n. In these cases
the eulerlog function, as defined in (5.34), is divergent and not useful. The reason these flux components
represent a special case is that the frequency ω = mΩϕ + nΩr for m = −n appears at one PN order higher
than neighboring modes, because Ωϕ → Ωr in the Newtonian limit. As a result, the lowest power of y
appearing in each of these modes is 2l + 1 higher (2l + 2 for the energy flux) than it would be otherwise
(thus yielding total order 3l − 1 for l + m even and 3l for l + m odd relative to J0). Hence, there are no
contributions until 5PN order. Unlike cases where m 6= −n, these modes produce no contribution at 1.5PN
and so no combinations of transcendentals appear until 5PN order. When transcendentals do appear, they
are characterized by a different eulerlog function of the form




The origin of this adjusted expression will be elucidated in Chapter 8.
Thus, the relevant orders can be expressed as
J lm−m5/6/7 + J
lm−m














Note that the first appearance of such a series will be at 10PN relative to J0.
To round out this discussion, note that no m = 0 modes contribute to the angular momentum flux as
indicated in (4.31), while only those modes with m = n = 0 vanish in the energy case. Finally, in both fluxes
lmn modes are equal to l,-m,-n modes.
5.4.7: Validation
The previous subsections have demonstrated substantial improvements in fitting. However, there still
remains an issue common to all results emerging from “experimental mathematics” techniques: How do we
know the results are not simply a coincidence? After all, it is always possible to represent a floating point
number of any precision as a rational number or as a transcendental times a rational number. An integer-
relation algorithm can potentially return multiple solutions for the same numeric input. We need some
means of testing to be confident that a retrieved rational number, or sum of rationals times transcendentals,
is in fact the correct one which would emerge from a first-principles analytic calculation. Fortunately, several
validation tests exist.
The simplest, as noted in FEH, can be applied to any purely rational coefficient. For any rational number
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in irreducible form with NN digits in the numerator and ND digits in the denominator, define the fractional
complexity, f , by f = ND + NN . Say it is suspected that a fraction with complexity f represents a given
decimal result, and the decimal and fraction agree to N digits of precision. Then, the probability that the
agreement between the two is mere coincidence is roughly given by p ' 10f−N [160]. Using this method
alone, many of our results for the rational PN series have extremely small chances of error, as low as 10−300
in applicable cases. Moving one step further, at certain PN orders involving the eulerlog procedure like 9/2
and 11/2, we can use this formula successively to confirm that the procedure was accurate. Explicitly, we
first check that the rational log series has near-zero chance of error, apply the eulerlog simplification, and
then confirm that the resulting rational non-log series has comparably small chance of error. If the extraction
fails, the fractional complexity of the derived rationals will be large and the probabilities of coincidence will
jump many orders of magnitude. This is the usual indication we get when we reach the limit of being able
to determine a high PN order fit.
For series not purely rational (e.g., 6PN), verification requires slightly subtler techniques, as the above
expression cannot account for the greater dimension of the search vector space. One possible approach would
be to add up all the digits of all the rational fractions in the result for use in the formula for p. However,
such a probability test is more a heuristic than a valid indicator of accuracy.
A useful second test, available for all emergent rational numbers, is to examine the prime factorization
of each term’s overall denominator, as these factorizations exhibit a certain universal behavior. In any
given power series in eccentricity, this behavior involves the largest prime pi that appears in the common
denominator of the coefficient of the e2i term. An analytic inspection of the RWZ formalism reveals that
this prime should remain within an order of magnitude of the limit pi ∼ i, though with somewhat larger pi
occurring at higher PN order. Every single rational number denominator that we have encountered through
9PN has pi ≤ 29. In number theory, large integers whose prime factorization only involves small primes, or
powers of small primes, up to pi are called pi-smooth numbers. Furthermore, number theory considerations
show [172] that the probability that a randomly selected denominator with d digits will have all prime factors













is the binomial coefficient and π(pi) is the prime counting function (the number of primes ≤ pi).
This condition has been utilized also in [80]. As an example, in the 202 mode, the coefficient of e6 at 6PN
order has a denominator equal to 1150293142462464000. For this number, d = 20 and the maximum prime
is p3 = 17. Therefore, the probability of an integer of this size being 17-smooth is of order 10
−11. Another







































Figure 5.1: Increase of the fractional complexity f with eccentricity power series exponent, separated by PN
order. For orders 3PN and above, the purely rational coefficient is used. On the left, we plot data from the
lmn = (2, 2, 1) mode for multiple PN orders. On the right, each trend has been normalized by subtracting
the first value of f in the sequence, leading to a more universal growth in complexity.
of e2 and y will often possess multiple factors of 10 (powers of 5 times powers of 2), though this general rule
does not apply for modes where 5 divides |m+ n|.
Finally, I have documented a fairly intuitive universal trend characterizing the lmn PN series, this one
involving the fractional complexity directly. It can be easily seen that the fractional complexity generally
increases with power of e, but more precise values of f vary greatly with y and with the transcendentals (if
any) attached to the particular rational. See the left side of figure 5.1 for a plot of f vs exponent of e for the
various series. At a glance, all lines have roughly the same shape, but there is a clear offset corresponding to
PN order. If we normalize these results in an additive manner by subtracting off the value of f for the first
coefficient, we obtain the right plot, which illustrates uniform behavior. Thus, yet another way to verify our
analytical coefficients is to check that each rational fits roughly into its expected position in the trend.
5.4.8: Summary: Fitting by lmn
In this section I have demonstrated the multifaceted ways in which the fitting methods of FEH can
be improved by working with individual lmn modes. One immediate benefit is a decrease in the number
of necessary modes; however, the strongest enhancements arise by exploiting the transcendental structure
contained in each mode. For the sake of completeness, we now review the full procedural roadmap for
extracting eccentricity coefficients from BHPT flux calculations. Note that an analogous roadmap, with
additional detail on the BHPT side, is given in FEH.
• Solve orbit equations for given p and e. Given a set of orbital parameters, we find tp(χ), ϕp(χ), and
rp(χ) to high accuracy at locations equally spaced in χ. From these functions we also obtain the orbital
frequencies Ωr and Ωϕ.
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• Obtain homogeneous solutions to the FD RWZ master equation for given lmn mode. We find the
(normalized) homogeneous solutions to (2.40) using the MST formalism and transformations outlined in
Chapter 2 and FEH. All quantities are computed with some pre-determined, mode-dependent accuracy
goal; in this chapter that goal ranged from 450 decimals for the 20 and 22 modes to 150 decimals for
l = 8 and above.
• Form lmn flux contribution. Form C+lmn by applying the exponentially-convergent SSI technique to
(5.1). The coefficient C+lmn feeds into a single positive-definite term in (5.2). Unlike in FEH, here
we leave the flux data in this lmn component form. Note that each mode flux is fairly efficient to
calculate, even at extremely high precision, but the sheer volume of necessary mode-orbits led to
a total computational cost of roughly 50000-70000 CPU-hours on the UNC supercomputing cluster
KillDevil.
Now, we move to the PN-side computations, wherein each lmn mode is fit individually:
• Select fitting goals for y and e. We set a hard limit of 8.5PN order in y and 30th order in e. Thus, we
compute lmn fluxes for l ≤ 10, 0 ≤ m ≤ l (only m even for l = 10), and −15 ≤ n ≤ 15. Because the
fitting is done separately for each mode, we are not restricted to any universal choices of p and e, and
we can wildly vary our accuracy goals with l,m, and n. For optimal results, I increased the number
of p and e values for low l and m, computing as many as 2750 orbits for the 220 mode and as few as
1300 orbits for all l = 10 modes. In general, e values ranged from 10−5 to 0.1, while p values ranged
anywhere from 108 through 1055, depending on mode. The values of y are derived from p and e.
• Use expected form of the expansion in y. Known results for circular fluxes on Schwarzschild backgrounds
allow us to surmise the expected terms in the y-expansion, shown in Eqn. (4.33). In mode-by-mode
fitting this form is adjusted by an overall factor of yr, where r = l− 2 if l+m is even and r = l− 1 if
l +m is odd.
• Fit for terms on powers of y and log(y). We use Mathematica’s NonlinearModelFit function to obtain
numerical values for the coefficients J lmn7/2 , J
lmn
4 , etc. We perform this fit separately for each of the
values of e in a mode’s dataset. This process can take a few seconds to a minute via laptop, depending
on mode.
• Fit each model for chosen J lmni (e) using eccentricity-dependent data, starting with the highest power of
log. The function NonlinearModelFit is again used to find the unknown coefficients in each eccentricity
function expansion. The eccentricity coefficient models allow us to perform sequential fitting. As lower
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order e coefficients are firmly determined in analytic form (see next step), they can be eliminated in the
fitting model to allow new, higher-order ones to be included. In keeping with the eulerlog procedure,
we first fit the highest log(y) power appearing at any given order.
• Attempt to determine analytic form of e2 coefficients. Because we have chosen the highest power
of log at this order, the fitted series will necessarily be rational. We use Mathematica’s function
RootApproximant (hereafter RA), which finds simple fractional representations for rational coefficients
only. As we progress to more complicated terms, transcendentals will begin to appear, and we will
require Mathematica’s FindIntegerNullVector (hereafter FINV), which is an implementation of the
PSLQ integer-relation algorithm.
• Assess the validity of the analytic coefficients. A rational or irrational number, or combination thereof,
predicted by RA or FINV to represent a given decimal number has a certain probability of being a
coincidence. (Note: the output will be a very accurate representation of the input decimal number
regardless.) The specifics of this determination, as well as various additional consistency checks, are
discussed in Section 5.4.7. With the analytic coefficients we obtain, in no case is the probability of
coincidence larger than 10−6, and in many cases the probability is as low as 10−300. It is also important
that the analytic output of PSLQ not change when the number of significant digits in the input is varied
(within some range).
• If necessary, move sequentially down in powers of log at the same order, fitting each new term via
the corresponding eulerlog simplification. Once the rational series is taken to the limits of precision
for a given log(y)k, it can be multiplied by the appropriate eulerlog factors and subtracted off the fit
data for log(y)k−1. As shown in previous sections, this new series will be more complicated than that
for log(y)k, but it will typically still be tractable for our purposes. In this way, we fit all log powers
(including power 0) for a single power of y together. With our current code the eccentric fit for a single
PN term can range from about 15 seconds to a few minutes for a single lmn mode. We perform this
fit for all unknown orders through 8.5PN. We are also able to retrieve the term J9L3, which admits a
closed form expression.
• Sum over lmn modes. We repeat the steps above for each lmn component of the flux. Then, we
reconstruct the total flux by summing: first over −15 ≤ n ≤ 15, then over 0 ≤ m ≤ l, then over
2 ≤ l ≤ 10. Finally, with the full flux summed, a predicted eccentricity singular factor is divided out
of each PN term, often giving a convergent result. In practice, the full procedure takes an hour or
two for any given PN order on an average laptop, the bulk of which arises from repeated fitting to the
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eccentricity power series. Note that this procedure allows us to save our data by both lm and lmn.
Segregating results by lm can allow the use of known or expected PN forms to turn some truncated
infinite series into exact or simplified expressions with appropriate eccentricity singular factors.
Section 5.5: Angular momentum radiation: New coefficients through 8.5PN order
5.5.1: Results
We now provide the understanding we have gained of the high-order terms in the PN expansions of
the angular momentum flux (at lowest order in the mass ratio ν). The expansion is given sequentially to
8.5PN order relative to the leading (Newtonian) term. We attempted to take all eccentricity power series
to e30 analytically, but we substituted numeric forms when necessary. As a result, we have accurate mixed
analytic/numeric results to e30 for all PN orders except the 8PN non-log term, which was only completed to
e10. In some cases, we have additional numeric results beyond e30 from the full-flux fitting method of FEH.
We also give the 9PN (log y)3 term, which has a simple closed form [121].
Because coefficients in many of the non-rational enhancement functions grow intractably large at high
powers of e, I generally only provide the first few for those series in analytic form. However, expansions
relevant to the discussion section below are given to as many orders as necessary. Additionally, the 8PN
integer term, for which no new coefficients could be extracted, is given in approximate numeric form to
20 decimals of precision. I indicate the highest analytic power of e found for each PN order via a Greek
constant shown at the end. Note that this is in contrast to FEH, where listed constants represented numeric
coefficients. The full results are published in a Mathematica notebook on the BHP Toolkit [168] for easy
retrieval.
We start with a second presentation of the 3PN flux, this time in our J notation. These enhancement
functions can be found by fitting; however, they are more easily derived by simply recasting the functions of
Section 5.3 in terms of the Darwin eccentricity e using the methods of Chapter 4. Computing them in both
ways allows for an independent check of our methodology. In either case, we find that ϕ̃, F̃ , and χ̃ remain
the same functions, just with et → e. On the other hand, coefficients in ψ̃ are changed by the transformation,
which is reflected in the subscript D. Note that all terms to 3PN can be expanded to arbitrary order in e2,
using the techniques described earlier for summing the Fourier representations of the various enhancement






























































































































































From this point, the coefficients are new results found by fitting. We start with the 3.5PN enhancement


























































Next are the 4PN and 4PN log terms. The 4PN integer series was found to e30 through eulerlog simplifi-















































































































+ · · ·+ α30e30 + · · ·
]
. (5.51)
























































































































































Analytic coefficients were also found to e30 in the 5PN non-log series. There is no interesting behavior
in the γE and π





























































































e8 + · · ·+ γ30e30 + · · ·
]
. (5.55)
The 5PN log function revealed a closed-form representation with a two-series structure reminiscent of





































Like those at 4.5PN, the two 5.5PN enhancement functions were obtained through e30. J11/2 has a







































































































































6PN presents the first significant increase in complexity, limiting output in the non-log series to e20.
Coefficients are given to e12 to aid the discussion that follows, but a couple are skipped in the middle for
the sake of brevity. All known coefficients are published in the BHP Toolkit [168]. The 6PN log term,























































































































































































































































































































































































































+ · · ·+ ζ30e30 + · · ·
]
, (5.60)

























Mirroring 4.5PN and 5.5PN in appearance, the 6.5PN non-log supplied analytic coefficients to e28. The













































































































+ · · ·
)
. (5.63)
The 7PN non-log series, of similar complexity to its 6PN counterpart, was extracted to e12. Only the
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The 7.5PN non-log series presented similar difficulty, yielding analytic coefficients through e12. The log























































































































































































































































































e28 + · · ·
)
. (5.69)
8PN non-log was the least successful term, allowing only for confirmation of the (known) circular orbit
limit [94]. Numeric coefficients were obtained to e10, which we present here. The 8PN log function yielded


























































− 1954977.501298132062640986690e2 − 26349959.944946765641790484057e4−
87126977.786788602494976694986e6 − 83445624.027185442658036338727e8−












































































e6 + · · ·+ σ18e18 + · · ·
]
. (5.71)

























































The 8.5PN eccentricity non-log, log, and log2 functions were similarly troublesome, yielding coefficients
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e20 + · · ·
)
. (5.75)


































A careful review of the above results reveals several patterns at the various PN orders, some expected,
some rather surprising. Starting at the top, we immediately notice that the 2PN function J2 has a curious
form. In Section 5.3, this term was presented using the time eccentricity. That function (N2) was similar in
structure, also being a sum of two polynomials with different eccentricity singular factors. However, in the
time eccentricity expression, the factors were only separated by a half-power of (1 − e2t ). In the conversion
from time eccentricity to Darwin eccentricity, the subdominant series becomes (10− 5/4e2 − 35/4e4), from
which another factor of (1− e2) can be removed, leaving a multiple of the Peters term (1 + 7/8e2).
This connection between J2 and J0 is intriguing, but a more fundamental explanation (in terms of, say,
source multipole moments) remains undetermined at this time. However, I have since found that the 2PN
energy flux term I2 is characterized by a similar simplification. FEH represented I2 with two polynomials
prefaced by the singular factors 1/(1 − e2)11/2 and 1/(1 − e2)5. As we will see in the next section, the




























with the polynomial from the Peters-Mathews flux recurring.
These connections extend to other enhancement functions at higher PN order that have this dominant-
subdominant singular structure. For example, in both angular momentum and energy, we see that the 5L
flux has a term with a polynomial that mirrors a term in the 3L flux. The same is true of a term in the 8L2
flux that reflects one present in the 6L2 flux.
The improved fitting method yielded in total five new closed-form expressions—J5L,J6L2,J7L2,J8L2, and
J9L3. At first glance, it is interesting that such closed representations all involve the first few appearances of
a new power of log(y) in the expansion. However, given recent work on logarithmic series [162, 80, 118], this
observation is not surprising. The empirical observation though led to further study [121] of the origins of
terms of this sort, culminating in the complete characterization of several (infinite) sequences of (logarithmic)
flux terms in the PN expansion. For instance, the first appearance of each new power of logarithm is part
of a set termed the leading logarithms. I will show in Chapter 6 that all leading logarithms can be described
by simple Fourier mass quadrupole summations, just like those given in Sec. 5.3.3.
The 4PN enhancement function is also a case of interest. As with the full flux at 3PN, we see that the
transcendentals γE and π
2 vanish identically after a certain order in e (here e8). The specific polynomial
prefacing γE is proportional to the 4PN log term. Using this fact, one might think it possible to fit the full
series at 4PN to the form of the full 3PN flux, giving most of the exact series. All that would remain is the
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4PN equivalent of χ̃(e), which would result from the 1PN correction to the tail-of-tails and (tail)2 terms that
generate χ̃ at 3PN. This turns out to be correct, and compact forms for J4 and L4 will be found in Chapter
7. Note that the 6L and 7L terms both show finite series in γE and π
2. Compact forms for J6L and L6L
will be found in Chapter 6. The 5PN function does not show finite series in γE and π
2, resulting from the
fact that J5L has the aforementioned dominant-subdominant singular factor structure. An exact form for
that function will be saved for future investigations.
Finally, we see a similar simplification in the 6PN non-log term. The 6L enhancement factor has γE
and π2 coefficients present in a polynomial that terminates at e10. If we compare the 6PN non-log series
coefficient of e10 to that of e12, we spot a difference—the e12 term does not contain the transcendental
combinations γ2E , π
4, or γE ∗ π2. So these quadratic combinations of γE and π2 vanish beyond e10, just as
their “linear” counterparts disappear beyond that order too in J6L. The ζ(3) coefficient also vanishes at
that order, for reasons related to higher-order tail integrals (see App. C). Unfortunately, the dataset was not
accurate enough to extract the 7PN non-log series beyond e12; however, we will confirm in Chapter 8 that
this series follows a similar pattern, losing all γ2E , π
4, γE ∗ π2, and ζ(3) dependence at e14 and beyond.
Section 5.6: Update: energy flux radiated to infinity
We now briefly review past work on the energy flux before presenting new results obtained through
the procedures developed in this chapter. Arun, Blanchet, Iyer, and Qusailah derived 3PN relative-order
expansions for the energy flux to infinity for eccentric orbits on Schwarzschild backgrounds in [163] and [150].
Then, FEH used flux comparisons to find new analytic and numeric e coefficients from 3.5 to 7PN order.
Here we update those results using the improved scheme to give much more complete analytic determinations
out to 8.5PN order (along with the 9PN log3 term).



































































































































































































































are functions of the Darwin eccentricity e which were known at the time of our previous work (the original
functions were given in terms of the time eccentricity, but I quote the converted forms given in FEH). The
I terms encode instantaneous corrections to the radiated energy, whereas the K functions relate to their
hereditary counterparts. Note that like ψ̃, K5/2 has now been extracted to e120.














































































Now we move beyond 3PN order and resume use of the full flux functions Li in (4.32). Like the Ji of
the previous section, these Li(e) functions are calculated using lmn fitting. Coefficients are given to 8.5PN
order in y and varying orders in eccentricity as needed (full results are posted to the BHP Toolkit [168]).
Here, the use of a Roman letter (e.g. b30) denotes the highest power for which we retrieved an analytic
form. A subset of these coefficients were first produced in FEH and [173]. The qualitative aspects of these
energy flux functions mirror very closely those of angular momentum flux, which we have just discussed.
























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































− 3445110.45223167809957813155e2 − 63011640.2589502111479578408e4−
273933223.6521104390237430479e6 − 325300545.71499163564006669284e8+

























































































































































































































































































































































This chapter has presented an extension of the work in FEH on gravitational wave fluxes, using new
techniques for high precision comparisons between BHPT and PN theory when both approximations are
applied to bound eccentric-orbit Schwarzschild EMRIs. These new techniques have allowed substantially
complete analytic determinations to be made (with a few exceptions) of the eccentricity dependence of flux
functions all the way up to 9PN order (at lowest order in the mass ratio).
As I have just demonstrated in the last section, energy and angular momentum fluxes at infinity have
results that closely mirror each other, with the terms L2,L4,L5L,L6,L6L,L7L, and L8L2 all repeating the
trends noted in their Ji counterparts. Overall, I have found new closed-form expressions for five additional
enhancement functions, for both angular momentum and energy flux, at orders 5L, 6L2, 7L2, 8L2, and 9L3,
with those at 4L having been previously discovered [99, 173]. Numerous new analytic coefficients in most of
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the remaining flux functions have been added through 8.5PN order. Comparing these new results to those of
FEH, we clearly see that lmn fitting, along with the eulerlog simplification, is a demonstrable improvement
in extracting PN coefficients in the fluxes of eccentric-orbit EMRIs. Similar techniques should be possible
to apply in the conservative sector and could feasibly lead to improved expansions for certain quantities like
the generalized (eccentric-orbit) redshift invariant [81, 80, 72].
Moreover, the low-PN terms (under, say, 6PN) can be extended much further in eccentricity using this
scheme. Indeed, tests with individual modes revealed that various rational eccentricity series at the present
accuracy level could be computed as high as e60. Thus, flux terms like L7/2,L4,L9/2,L5 (where the last
three involve rational fits after application of the eulerlogpi simplification) could be extended to much higher
order in eccentricity if need be. All that would be required is the calculation of additional n modes within
each lm. In fact, L4 will be found to arbitrary eccentricity order in Chapter 7, but we shall see in Chapter 8
that higher-order eccentricity expansions for the others may be desirable. This will be left to future work.
On the goal of reaching high PN order, lmn mode fitting and the eulerlog simplification do appear to
reach some limitations around 8PN, starting in the non-log term. After the eulerlog simplifications are
performed, the 8PN non-log term still requires an integer-relation algorithm search vector of five dimensions,
{1, π2, π4, ζ(3), 2βm,n − log(2)}. We find that such a search vector requires around 140 to 170+ decimals of
accuracy in the numerically fitted coefficients in order to yield analytic coefficient determinations, depending
on the fractional complexities involved. Maintaining that numerical accuracy to such high PN order would
necessitate flux calculations of at least 500 decimal places, or more, relative to the quadrupole emission.
Worse, the 9PN non-log series would have a search vector dimension of at least six, compounding these
difficulties by an order of magnitude. Thus, while we could increase numerical precision and obtain e2
coefficients in J8(e) at some considerable added computational cost, it is clear that the non-log series will
become prohibitively expensive at 9PN order and beyond.
Even so, many enhancement functions beyond the scope of this chapter are still within reach. This
possibility stems from the fact that each full PN order has some power, or powers, of log(y) with a short
search vector (possibly after simplification). The most fruitful examples have a one-dimensional search
“vector,” occurring when there is a purely rational number series in e2 (in some cases after factoring out
a single transcendental like π). Finding a rational coefficient in such a series only requires about 10 + f
decimal places of accuracy for fractional complexity f . Two-dimensional search vectors are a little more
troublesome, but we find they still offer consistent results with moderate accuracy of & 70 decimal places.
Going further, even high PN order terms, with search vectors of dimension 3, will permit some measure of
success. For example, despite almost no analytic coefficient yield in J8, two coefficients were found in the
yet higher order term J17/2, which turns out to have a three-dimensional search vector {1, π2, ζ(3)}. Thus,
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certain high PN order terms, especially ones with highest or high powers of log(y) and with search vectors
under four dimensions, will continue to be susceptible to the new methods described in this chapter without
further modification.
Still, as we will see in the next few chapters, there are much better methods by which to proceed to higher
PN order. First, the next two chapters will explore how certain complementary discoveries from BHPT and
PN theory can be used to derive certain infinite subsets of terms in these fluxes to all orders in eccentricity.
Then, the fully analytic expansion approach of Chapter 8 will derive all terms in the fluxes through 10PN
and e20, as well as 19PN and e10.
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CHAPTER 6: Using BHPT and PN theory to compute leading and subleading logarithm
series
Section 6.1: The leading and subleading logarithms
The results of the previous chapter revealed several patterns intrinsic to the structure of the BHPT-
PN expansion. These patterns illustrate expected forms for certain logarithmic contributions to the fluxes.
This chapter will combine these BHPT results with PN analysis to study two sets of such logarithmic terms:
leading logarithms and subleading logarithms. Leading logarithms form the sequence appearing at PN orders
x3k logk(x) and x3k+3/2 logk(x) for integers k ≥ 0 [118]. Thus, they are defined as those terms in which a
new power of log(x) first appears at either an integer or half-integer PN order. (Note that this expands on
the usage in [118], who referred only to the integral portion in their renormalization group construction since
those terms capture a set of UV divergences.)
Unlike the last chapter, here we will primarily approach the problem using MPM-PN techniques; there-
fore, we will work (initially) with the MPM-PN version of the flux PN expansions, given in (4.27) and (4.29).











R0 + x3/2R3/2 + x3 log(x)R3L + x9/2 log(x)R9/2L + x6 log2(x)R6L2
+ x15/2 log2(x)R15/2L2 + x9 log3(x)R9L3 + · · ·
]
. (6.1)
The angular momentum counterpart is identical, but with a slightly adjusted prefactor and R → Z. From
here, I work primarily with the energy flux functions but emphasize that the angular momentum case is
exactly analogous.
In both fluxes the eccentricity functions at any given PN order can be derived from time derivatives
(and potentially integrals) of mass and current multipole moments of the system, in accordance with the
MPM-PN formulas of Chapter 3. In general, higher PN orders require higher multipole moments, and their
derivatives and PN corrections. As described in Chapter 3, the lowest-order multipole moment that appears
in these fluxes is the tracefree part of the Newtonian (0PN) mass quadrupole moment, Iij , found through
calculation on a Newtonian orbit. It is from this tensor that R0 [120] and Z0 [158] were first derived. At
1PN in the fluxes, the 0PN mass octupole and current quadrupole moments appear, as well as the 1PN
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correction to the mass quadrupole (which entails quadrupole moment calculation on a precessing 1PN orbit)
[8]. In turn, at 2PN in the fluxes, the 0PN mass hexadecapole and current octupole appear, as well as 1PN
corrections to the mass octupole and current quadrupole and 2PN correction to the mass quadrupole.
I will show in this chapter that the theoretical understanding of the whole leading logarithm sequence (6.1)
is entirely bound up in the tracefree Newtonian mass quadrupole moment tensor Iij(t), and in particular its
Fourier spectrum (n)Iij introduced in (5.10). The leading (Peters-Mathews) quadrupole flux is proportional
to the sum over n of n6|(n)Iij |2, which is the energy counterpart to the summand in (5.10). From these
terms we can remove factors of the reduced mass and semimajor axis to form the dimensionless function
g(n, et) = n
6|(n)Iij |2/(16µ2a4) that serves as a power spectrum for the quadrupole radiation. As indicated in
previous chapters, the sum over n of the spectrum g(n, et) yields the well known Peters-Mathews enhancement

















We will see that the eccentricity dependence of the entire leading-logarithm sequence, which only con-
tributes at lowest order in the mass ratio, can be extracted from sums over powers of n/2 that weight the
Newtonian mass quadrupole power spectrum g(n, et). These sums give the eccentricity enhancement func-
tions for integer and half-integer leading-log terms. BHPT calculations were used to verify all or part of the
eccentricity dependence of the first fifteen elements in the leading-logarithm sequence.
However, the role of the power spectrum g(n, et) is not confined to merely the leading-logarithm sequence.
I show further that the mass quadrupole contributes essential pieces of the subleading logarithm series.
Subleading logarithms are the flux terms that appear at integer PN orders x3k logk−1(x) and half-integer PN











R3 + x9/2R9/2 + x6 log(x)R6L + x15/2 log(x)R15/2L + x9 log2(x)R9L2 + · · ·
]
. (6.3)
For a given k, part of the subleading logarithm can be demonstrated to be proportional to the associated
leading-log at that order, and another part is found to be analogous to the 3PN enhancement function χ(et)
(see (5.14)). The remaining behavior of the subleading-logarithm terms can (in principle) be determined by
BHPT calculations. 1PN corrections to the leading and subleading logarithms will be sought in the next
chapter.
The layout of this chapter is as follows. We first review in Sec. 6.2 the role of the Newtonian mass
quadrupole moment Iij in PN fluxes, including its derivation, Fourier decomposition, and known generation
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of the first three leading logarithms. In Sec. 6.3 we use g(n, et) to derive the sums that express the eccentricity
dependence of the entire class of leading logarithms, giving specific examples for (9/2)L, 6L2, 9L3, and 12L4
PN orders. Sec. 6.4 discusses the subleading logarithms, presenting the conjectured appearance of the
Newtonian quadrupole spectrum in these fluxes. I show then specific subleading-log examples at 9/2 and
6L PN orders, where BHPT results from the previous chapter can be combined with the PN analysis to
determine the eccentricity dependence of the entire 6L PN term and make nontrivial simplifications to the
9/2 PN term. The results of this chapter have been published in [121].
As mentioned in the previous chapter, bare functions will correspond to the energy flux (e.g. g(n, et))
while those in the angular momentum sector use a tilde (e.g., g̃(n, et)).
Section 6.2: The recurring appearance of the mass quadrupole in gravitational radiation at
infinity
6.2.1: The Fourier-space mass quadrupole
The Newtonian mass quadrupole is parameterized using the simple Keplerian equations of motion. How-
ever, to remain consistent, we replace the Keplerian eccentricity with our preferred time eccentricity et,
which is valid at Newtonian order, giving
r = ar(1− et cosu),
Ωrt = u− et sinu,









The gravitational wave fluxes will be obtained from the components of the tracefree quadrupole tensor:
Ixx = µr
2 cos2 ϕ− µr2/3,
Ixy = Iyx = µr
2 sinϕ cosϕ,
Iyy = µr
2 sin2 ϕ− µr2/3,
Izz = −µr2/3. (6.5)
Here, r and ϕ must be evaluated as functions of some curve parameter. A convenient such choice for the














Ixy = Iyx = µa
2
√
















µa2(et cosu− 1)2, (6.6)
with the rest of the components vanishing.
Since the tensor components (6.6) are all periodic functions of u (and thus t), each can be written as a







where (n)Iij is the nth Fourier component of Iij , and l = Ωrt is the mean anomaly of the motion, with Ωr











The Fourier series coefficient integrals are taken over mean anomaly (or time) while the quadrupole
moment components are sinusoidal functions of u. We can evaluate these integrals in several ways but the









−in(u−et sinu)(1− et cosu)du. (6.9)
Once the various circular functions have been recast as complex exponentials, (6.9) will reduce to a sum of





e−ipu+ix sinudu = Jp(x). (6.10)





















































6.2.2: The power spectra g(n, et) and g̃(n, et) and the Peters-Mathews flux functions
With these expressions in hand, the Newtonian-order energy and angular momentum fluxes can be found



























where angled brackets denote the time average over an orbital period and L̂i is the unit vector in the angular
momentum direction, which here is L̂i = (0, 0, 1).

































The final equality follows from the time average giving δn1,−n2 and, because Iij(t) is real, from the crossing
relations (−n)Iij = (n)I
∗
ij on the Fourier coefficients.
A dimensionless portion of the energy flux can be isolated and normalized by removing a factor of 16µ2a4



















As is obvious from the expression above, the dimensionless function g(n, et) (first derived in [120] and then
corrected in [166]) represents the (relative) power radiated in the n-th harmonic of the orbital frequency


















































The total power is the sum of g(n, et) over all harmonics, which once computed yields the first example
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e6t + · · · . (6.18)
A cleaner result is found by introducing the known eccentricity singular factor (1− e2t )−7/2 and resumming














which is the classic result from Peters and Mathews [120].

















































The dimensionless function g̃(n, et) mirrors its energy flux counterpart and is discussed in Chapter 5. For
































which represents the (relative) power spectrum for angular momentum radiated per harmonic of the orbital
frequency.
The sum of g̃(n, et) over all n can be used to obtain the Newtonian quadrupole angular momentum
enhancement function, which was originally derived by Peters [158]. Pulling out the eccentricity singular
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The Newtonian quadrupole power spectra, g(n, et) and g̃(n, et), will be shown in this chapter to be
the exclusive factors that determine the eccentricity dependence of all the higher-PN leading-log terms. In
summing these functions directly, particular eccentricity singular factors appeared in R0 and Z0, revealing
the remaining part of these enhancement functions to be polynomials (which are of course finite as et → 1),
giving the expressions closed forms. These two eccentricity singular factors were identified in the original
derivations [120, 158]. As shown by more recent asymptotic analysis in [99, 119, 100], as well as the previous
chapter, enhancement functions at other PN orders have predictable singular factors. Specifically, we can
see in those results that sums of the form
∑
nkg(n, et) will have the singular dependence 1/(1−e2t )(7/2+3k/2)
while those of the type
∑
nkg̃(n, et) will carry a factor of 1/(1− e2t )(2+3k/2). These factors will be essential
to extracting from g and g̃ new closed-form expressions for the higher-PN order leading-log enhancement
functions.
6.2.3: The 1.5PN enhancement functions from g(n, et) and g̃(n, et)
Although the original application of g(n, et) and g̃(n, et) (summing them directly) was to derive the New-
tonian (0PN) order fluxes, these functions were each later found to determine three additional enhancement
functions. The angular momentum functions were introduced in Sec. 5.3, but I repeat some of the discussion
here to provide additional context.
The first of these is the 1.5PN energy enhancement function ϕ(et) (proportional toR3/2), which was found
in [166] to be the lowest-order tail correction to the Newtonian-order flux. Blanchet and Schafer evaluated the
relevant sum numerically and plotted the enhancement function. Later, Arun et al. [163, 151] provided the
first two (nontrivial) coefficients of a power series for ϕ(et) and then [99] used the Bessel representation (6.17)
to compute analytic coefficients to arbitrary powers of e2t . By combining that expansion with the expected
eccentricity singular function, the resummed power series expansion was shown [99] to be convergent for all




























e10t + · · ·
)
, (6.24)
(which corrects a sign error in [99] on the e10t term). Like most enhancement functions, ϕ(et) is defined such
that its circular-orbit limit is unity. The full (relative) energy flux term at 1.5PN order is
R3/2(et) = 4πϕ(et). (6.25)
Thus, a series proportional to the 1.5PN tail term emerges directly from a sum over n of the g(n, et)
amplitudes multiplied by the factor n/2. Unfortunately, (6.24) is an infinite series, with ϕ not expected
to have a closed form representation [166]. However, by multiplying the sum in (6.24) by (1 − e2t )5 and
expanding in a MacLaurin series in et, the coefficients each involve a finite sum in n and are easily found
to hundreds of orders in et in a matter of seconds using Mathematica. The eccentricity singular factor
exponent was chosen to be −5 (k = 1) in accordance with the discussion above.
As noted in Sec. 5.3, the 1.5PN angular momentum enhancement function follows similarly and can be



























e10t + · · ·
)
. (6.26)
Once again, the chosen eccentricity singular factor leaves an infinite series that is convergent for all et. In
fact, all the summations over g(n, et) considered in this paper can be translated from giving energy flux
terms to giving angular momentum flux terms by making the simple substitution g → g̃. Hence, for the
rest of the chapter, we focus almost exclusively on the energy flux contributions, with it being obvious
how the corresponding angular momentum flux terms are determined. The full compilation of all of these
enhancement functions can be found at [168].
6.2.4: The 3PN enhancement functions
As Arun et al. [163, 151] showed, the Newtonian mass quadrupole makes an appearance again at 3PN








































This result follows from being able to convert the sum over Fourier amplitudes to an integral over time
(time average) in the time domain (i.e., application of Parseval’s theorem). The result is proportional to the
integral of the square of the fourth time derivative, 〈I(4)ij I
(4)
ij 〉 [163], which once integrated becomes (6.29).
The log(n/2) factor in the sum for the enhancement function χ(et) all but ensures that it will not have
a closed form. As with ϕ(et), the best option is to isolate a convergent series in et that can be calculated to
arbitrary order as needed. As shown in [99], that process involves identifying and pulling out a particular







































e6t + · · ·
]
. (6.30)
The infinite series in square braces then turns out to be convergent for all et. Interestingly, the function
F (et) itself appears in a term with logarithmic divergence as et → 1, and thus plays an essential role in
the expansion of χ(et). This makes χ(et) possess not only the expected eccentricity singular factor for a
3PN enhancement function, (1− e2t )−13/2, but also a separate logarithmic/power-law divergence. This fact
will be important in Sec. 6.4 where we study the structure of the subleading logarithms. What we find is
that each subleading logarithm is intimately connected to its associated leading logarithms (e.g., at 6PN the
subleading term R6L bears some functional connection to the R6L2 leading log).
The first such connection between the two sequences occurs at 3PN order. The following sum, of 3PN
log (a leading log) and 3PN (a subleading log), is equal to the full 3PN (relative) flux [150] at lowest order
in the mass ratio



































































This expression shows a distinctive manner in which the functions χ(et) and F (et) combine in the net 3PN
flux. Both functions are known to contribute [163] to the tail-of-tail and tail2 hereditary pieces. These two
functions also are associated with all of the transcendental numbers in the flux. Clearly, one appearance of
the function F (et) above can be seen to gather all of the obvious transcendental numbers, like π
2 and the
Euler-Mascheroni constant γE. However, the expansion of χ(et) (6.30) reveals added transcendentals. The
gathering of all the transcendentals on F (et) and χ(et) at 3PN has an analogue at higher PN orders that
will be exploited in Sec. 6.4.
As in the angular momentum case, F appears also in the instantaneous part [163]. Upon examining
(6.31) more closely, we see that every part of the total 3PN flux has a closed-form representation except
the χ(et) term, which is an infinite series. In addition, F (et) multiplies an obvious divergent logarithm of
1−e2t , but the same term with a different coefficient appears in the expansion of χ(et). Finally, what is most





So, except for a rational numerical factor that gives the circular orbit limit, a sum over the Newtonian mass
quadrupole Fourier spectrum g(n, et) gives the entire R3L flux function, which is a closed-form expression.
All of the discussion here pertains equally well to the full 3PN angular momentum flux and analogous
enhancement functions F̃ (et) and χ̃(et) obtained from g̃(n, et) [151], as implied in the discussions in Chap-
ter 5.
Section 6.3: Obtaining the entire leading logarithm sequence from g(n, et) and g̃(n, et)
As the review in the last section has shown, the eccentric-orbit Newtonian mass quadrupole spectrum
g(n, et) is solely responsible for determining the first three leading-log eccentricity functions, R0, R3/2, and
R3L. These flux terms emerged from sums over g(n, et) times factors of n/2 to the first three integer powers.
In this section, I show that this progression continues to higher PN order, with additional leading-log terms
being determined exclusively by sums over g(n, et) times increasing powers of n/2. The progression splits into
two infinite sequences for even and odd powers of n/2, which correspond to fluxes at integer and half-integer
powers of x, respectively.
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6.3.1: Leading-log enhancement functions at integer powers of x
We first consider all sums over the product of the Newtonian mass quadrupole spectrum g(n, et) and








where k ≥ 0 is an integer. Under this definition, T0(et) = R0(et) and T1(et) = F (et). With even powers of
n, every one of these sums can be converted to the time domain and shown to be proportional to an integral









If instead we view this in reverse, and convert (6.34) to the frequency domain, then each time derivative
carries with it a factor of Ωr = x
3/2/M+O(x5/2). Since the Newtonian relative order flux (6.12) itself carries
a factor of Ω6r (i.e., (6.16)), each Tk will be a (3k)PN order quantity. Furthermore, it can be shown that the
resulting expression will be singular as et → 1 and that the singular dependence is captured for each k by
an eccentricity singular factor, 1/(1− e2t )3k+7/2. Once this term is factored out of the Tk(et), the remaining
dependence is a polynomial in even powers of et of order 4(k + 1), giving each Tk a closed-form expression.
In what follows, I show that each Tk(et) is indeed an energy flux enhancement function that is proportional
to the (leading log) energy flux at PN order (3k)L(k); i.e., R(3k)L(k)(et) ∝ Tk(et) (further discussion is
found in Sec. 6.5). Therefore, for example, the next two functions in this sequence should give (k = 2)
R6L2(et) ∝ T2(et) (i.e., the 6PN log2 term) and (k = 3) R9L3(et) ∝ T3(et) (i.e., the 9PN log3 term). If
Tk(et) represent enhancement functions, it should be the case that they all reduce to unity in the circular-
orbit limit. Then the constant of proportionality between R(3k)L(k)(et) and Tk(et) will simply be the circular
orbit flux for the k (integer) order leading-log term.











2 + 4n− 2)
2 Γ(n)2
e2t +
6n4 + 45n3 + 18n2 − 48n+ 8
48 Γ(n)2




Inspection shows that for n = 1 the e−2t and e
0
t coefficients vanish (since Γ(0)
−1 → 0). The n = 2 harmonic
is the only one that contributes at e0t , and its coefficient is clearly unity. For higher harmonics (n ≥ 3), the
expansion begins at e2t or higher. Thus, in any sum over harmonics of g(n, et) times a power of n/2 (i.e.,
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some Tk), the result is a function that equals unity when et = 0.
As an example of using this process to determine higher-order PN terms, consider the next leading-log
term at 6PN, R6L2(et). If we introduce the known circular-orbit factor Rcirc6L2 = 366368/11025 [94], the









































This closed form expression was, in fact, found in the previous chapter using BHPT fitting. (The BHPT
function L6L2 utilizes parameters y and (Darwin) e, but as discussed in Chapter 4 there is no difference
between those parameters and x and et for Newtonian orbital quantities.)
In like fashion we can consider the next leading log at integer power of x, 9PN log3. The circular-orbit















































This expression also matches perfectly our BHPT numerical fitting results. The analogues in the angular
momentum flux, Z6L2(et) and Z9L3(et), found analytically from the functions T̃2(et) (6.60) and T̃3(et) upon
swapping g(n, et) for g̃(n, et), are easily calculated and have also been shown to match results from the
previous chapter.
With R0(et), R3L(et), R6L2(et), and R9L3(et) all determined analytically by this procedure, there is no
reason to believe it does not continue ad infinitum. Given the circular-orbit flux found by [94], this procedure
























































What about still higher-order leading-log terms? With an understanding of the role of the Tk(et), the
key remaining issue is to determine the general form for the circular-orbit limit of these fluxes. As it turns
out, first-order BHPT has the ability to provide the circular-orbit limit of the entire leading-log series, using
Johnson-McDaniel’s Slm tail factorization [162]. Indeed, we can infer from the discussion in Section IV of
[80] that this limit is generated entirely by the quadrupole factor |S22|2, which can be written as
|S22|2 = exp
[








(4y3/2i−∆ν)k + (−4y3/2i−∆ν)k − 2(−2∆ν)k
)]
. (6.39)
Here, ∆ν = ν − l, where ν is the renormalized angular momentum from Chapter 2, [92, 93] (not to be
confused with the symmetric mass ratio). This quadrupole factor can be derived from the MST solution to
the RWZ equation, as we shall see in Chapter 8. The parameter ν has a PN expansion in powers of y3 (= x3





y3 log(y) + 4πy3/2
)
, (6.40)
where −856/105 is the coefficient of y3 in the PN expansion for ∆ν. Note that this leading-logarithm factor
is different from one introduced by Damour and Nagar in [175, 21], as theirs related to a waveform phase










Note that this result exactly matches an earlier estimate given in [79] and is consistent with that derived
through effective field theory arguments in [118] (see as well the discussion in [177]).
The entire infinite sequence of integer-order leading logarithms can be found by taking the factors (6.41)














for all k ≥ 0. These terms are then transformed into closed-form expressions by factoring out the known
eccentricity singular dependence 1/(1− e2t )3k+7/2 and resumming.
All of these results carry over to analogously give Z(3k)L(k)(et), since the circular orbit limits are the same,
Zcirc(3k)L(k) = R
circ
(3k)L(k), and only the substitution g(n, et) → g̃(n, et) is required. Closed-form expressions
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emerge once the singular factors 1/(1− e2t )2+3k are pulled out.
6.3.2: Leading-log enhancement functions at half-integer powers of x
To find the leading-log enhancement functions at half-integer powers of x, we turn attention to sums over








where k ≥ 0 are integers. Each Θk(et = 0) = 1, just as with the Tk(et). We see immediately that one known
enhancement function, the 1.5PN tail ϕ(et) = Θ0(et), is the first element in this sequence.
Unlike the previous Tk(et), the Θk(et) functions have a complicated form when translated back to the
time domain (see e.g., Eq. 4.5 of [163]), and it is strongly suspected [166] that none will have a closed-form
expression in et. Nevertheless, each sum provides an infinite series in e
2
t with rational coefficients that
can be determined rapidly to any order. Moreover, we can again remove an eccentricity singular factor,
1/(1− e2t )3k+5, from each sum that then makes each resummed series converge for all et ≤ 1.
The prediction is that the sums (6.43) represent the enhancement functions for all leading-log terms at
half-integer PN orders, not just at 1.5PN. Each Θk(et) is related to the leading-log flux that is 1.5PN orders
higher in the relative flux than the Tk(et) with corresponding k. Thus, this class of functions will produce
the PN terms R3/2, R9/2L, R15/2L2, etc, with each constituting the first appearance of a new power of log(x)
at half-integer powers of x. For each k we will have R(3k+3/2)L(k) ∝ Θk, with the constant of proportionality
being again the circular-orbit flux.
We consider the specific example of k = 1 that purports to give R9/2L. In this case the circular-orbit




























e10t + · · ·
)
.
The expansion for R9/2L matches perfectly the results from fitting, to e18t as found in [99] and to e30t as
obtained in Section 5.6. The non-singular infinite series converges to approximately 233.8451300137 as
et → 1. In the same way, Θ2(et) can be evaluated to reproduce R15/2L2(et), which matches BHPT fitting
results to e30t [100, 168].
Rather than enumerate explicitly added individual leading-log functions, we jump straight to the form
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of the general solution. Once again, (6.40) provides the circular-orbit limit, which for the half-integer power










The only difference from the previous sequence being the added factor of 4π. The circular-orbit limits can














Each term will have a singular behavior like 1/(1 − e2t )3k+5 as et → 1. Once these factors are pulled out,
each resummed series will converge as et → 1, though none of them are expected to truncate and leave a
polynomial. The series coefficients are known in the sense that they can easily be calculated analytically
from (6.43) and (6.17) with minimal symbolic computational expense.
The results carry over from (6.46) to give the corresponding leading-log angular momemtum fluxes
Z(3k+3/2)L(k)(et) by doing nothing more than substituting g̃(n, et) in place of g(n, et). The eccentricity
singular factors in this case will be 1/(1− e2t )3k+7/2.
6.3.3: Summary
Thus, the eccentricity dependence of the entire infinite sequence of leading-logarithm energy and angular
momentum PN flux terms is analytically determined by the Newtonian quadrupole moment spectra g(n, et)
and g̃(n, et). This implies further that all of the leading-log terms appear only at lowest order in the mass
ratio. In the next section we show that additional analytic knowledge of terms at high PN order, this time of
the eccentricity dependence of the subleading logarithms, can be coaxed out of a combination of information
in the Newtonian quadrupole moment power spectra and BHPT flux results.
Section 6.4: Additional PN structure from g(n, et) and perturbation theory
6.4.1: Generalizations of χ(et)
As the previous section argued, the succession of Newtonian mass quadrupole sums (6.33) and (6.43)
provides the eccentricity dependence of the entire leading-log PN sequence. The first three elements in
this sequence were equal to, or proportional to, the previously known flux functions R0(et), R3/2(et), and
R3L(et). There was, however, one other previously known enhancement function, χ(et), that did not make
an appearance within the leading-log sequence. Instead, as inspection of (6.31) indicates, χ(et) showed up
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as part of R3(et), the non-log part at 3PN order, which we classify as a subleading log. This hints at the






















for integers k ≥ 1. It is clear that Λ1(et) reproduces the 3PN enhancement function χ(et).
A first question to ask is, if more of these functions were to appear in the PN expansion, at what PN order
would they show up? We can answer that question by considering their divergence properties as et → 1. As
stated in Sec. 6.2, χ(et) contains the logarithmic divergence found in −(3/2)F (et) log(1− e2t ) in addition to
the algebraic singularity of F (et). A similar behavior appears in each Λk(et) and Ξk(et). To see this, we
apply the same asymptotic analysis found in Sec. 5.3.4, using the transition zone asymptotic expansions of
Jn(net) (i.e., large n with et ' 1 [174]) to expand g(n, et) and replacing the sum over n with an integral









z and z = 1− e2t . Then the log terms in











followed by splitting off the − log(ρ) portion, expanding in z, and integrating over ξ. The result is that we





















k are constants. The algebraic part of the eccentricity singular dependence
indicates that, if these terms show up in the PN fluxes at all, they will appear at relative PN orders 3k
and 3k + 3/2, respectively.1 Given that these functions do not show up in the leading-log sequence, but
based on the way χ(et) appears in R3, a conjecture would be that they contribute to the subleading-log
sequence (previously defined). Thus, with the reemergence of Tk(et) in (6.49), we might expect Λk(et) to
contribute to the subleading-log sequence R3, R6L, R9L2, etc. Likewise, since Θk(et) reappears in (6.50),
we conjecture that the Ξk(et) contribute to the half-integer subleading-log sequence R9/2, R15/2L, R21/2L2,
etc. Furthermore, the asymptotic connection between Λk(et) and Tk(et) in (6.49) leads us to conjecture that
1The same conclusion can easily be reached by power counting, since each power of n in (6.47) corresponds to a factor of
Ωr from time derivatives of Iij . Thus each power of n brings with it a factor proportional to x
3/2, at lowest order in ν, making
the relative PN orders 3k and 3k + 3/2 as mentioned. The asymptotic analysis, however, has the advantage of also revealing
the logarithmic singularity and (importantly) the connections to the previously defined functions Tk(et) and Θk(et).
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the higher order subleading-log terms R(3k)L(k−1)(et) all have structures nearly identical to that of R3(et)
(6.31), with closed-form expressions supplementing the appearance of Λk(et).
I note in passing that there is another way of regarding subleading logarithms. These terms, which
appear at PN order 3k or 3k+3/2 but involve one power of log(x) less than the leading-log term, can also be
thought of as 3PN corrections to the previous leading-log in the series. Thus, R3(et), R9/2(et), R6L(et), and
R15/2L(et) are 3PN corrections to R0(et), R3/2(et), R3L(et), and R9/2L(et), respectively. This alternative
designation scheme will become especially useful in the next chapter, where we compute additional sequences
of logarithms in the two flux expansions.
6.4.2: The 6PN subleading-log example
The conjectures made in the previous subsection appear to be correct, as far as can be verified with BHPT
calculations. To give an example and demonstrate the structure of a subleading-log term beyond R3(et), we
consider R6L(et). In the end, we obtain the entire 6L term (i.e., its entire et dependence) at lowest order in
ν. Because our analysis makes heavy use of BHPT results, we work initially in terms of Darwin eccentricity
e and compactness y. We first express Λ2(et) and T2(et) in terms of e, as these functions are needed in the
analysis. However, since they only depend upon the Newtonian mass quadrupole spectrum, they can be
converted by simply swapping et for e.
The process then involves (i) making an ansatz on the analytic form of L6L(e) that includes an assumed
dependence on Λ2(e) and T2(e), (ii) using BHPT to compute analytic coefficients in the expansion of L6L(e)
to a high finite order in e2 (which, of course, was done in Chapter 5), (iii) subtracting the parts involving
Λ2(e) and T2(e) to determine the (closed-form algebraic) rest of the analytic model, and (iv) converting back
to et to obtain R6L(et).



































T2(e) + d1Λ2(e), (6.51)





































































e8 + · · ·
]
. (6.53)
For brevity only the first part of Λ2(e) is presented, despite having been (necessarily) determined to e
30.
Also, it is not necessary to isolate the logarithmic divergence in Λ2(e). Despite the generality of (6.51), we
can anticipate some coefficients being linked. Based on the form of R3 and the eulerlog structure found
within the BHPT l = 2,m = 2, n = 0 mode flux (see Sec. 5.4 and Sec. 6.5), the following connections were
expected (and ultimately confirmed): c2 = c3/3 = c4 = d1.
The next step is computation of the analytic expansion of L6L(e) through e30, which was done using






















































































































































The truncated expansion is distinguished by the superscript (30). Once again an abbreviation of the full
series is presented; the placeholder coefficient κ30 denotes the true length of the analytic expansion.
We continue the procedure by subtracting off the piece in the ansatz with no closed-form expression,
namely Λ2(e). The proportionality constant is d1 = 1465472/11025, easily found through inspection of the
L(30)6L series. Once Λ2(e) is removed, a significant reduction in complexity is observed, which allows the entire




































































































































We note also that each coefficient after e12 is purely rational. The undeniable conclusion is that Λ2(e) does
indeed provide a desired contribution to L6L(e).
In the next step, we confirm another tenet of the analytic model—that all of the transcendental numbers,
γE , π
2, and log(2), in the first terms up to e12 in (6.55) simply appear as a specific combination that multiplies



















































once the ci coefficients are determined and inserted. If we now subtract the T2(e) part of the model as well














































a purely rational series in e2.
At this point the remaining 15 unknown constants ai and bi in the model must be determined, if possible,
by the 16 rational coefficients in (6.57). This was the reason for carrying out the numerical fitting and analytic
expansions to e30, to provide an overdetermined system of equations. We find that indeed a solution for the









































































Everything in this expression for L6L(e) is in closed form except for the infinite series Λ2(e), which never-
theless itself has coefficients that can be easily determined analytically to arbitrary order in e2.
Having achieved this end in the energy flux, we can perform precisely the same procedure on the 6L




































































































































e8 + · · ·
]
, (6.61)
though for our purposes (again) it had to be expanded to e30. Note that the ci and d1 coefficients are exactly
the same as those in the 6L energy flux.
With complete understanding of L6L(e) and J6L(e) (in terms of PN parameters e and y), we can obtain




= 1 + 6y +













The effect of this PN expansion between e and et is that, in order to convert to R6L(et) from L6L(e), we
have to account for terms that ripple through from also transforming L3L(e), L4L(e), and L5L(e). The same














































































































































In principle this procedure might be followed to simplify and make analytically known the next subleading-log
terms (at an integer power of x), i.e., L9L2 and J9L2.
6.4.3: The 9/2PN subleading-log example
The procedure laid out above for using the Newtonian quadrupole to determine the subleading-log term
L6L(e), at an integer power of y, also works at half-integer powers of y. The first such term would be the
subleading-log L9/2 (associated with leading-log L9/2L). Recall that we can also consider this term to be
a 3PN correction to the previous leading-log, L3/2(e). Since the 1.5PN tail L3/2(e) is an infinite series,
we must expect L9/2 to be one as well. We show here, however, that if we follow the same procedure and
isolate the transcendental portion (except for an overall multiplicative factor of π) using the Newtonian mass
quadrupole sums Θ1(e) and Ξ1(e), then the remaining infinite series involves only rational coefficients. We








































































While (6.65) is still an infinite series, we have identified some of the tail dependence by isolating the entire
transcendental portion of L9/2 using only the Newtonian mass quadrupole. The process translates trivially
from energy to angular momentum fluxes. Furthermore, the route followed in the previous subsection could
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be used again to translate L9/2(e) to R9/2(et). Finally, with enough BHPT series, similar simplifications
could be performed at higher PN orders, for L15/2L, J15/2L, L21/2L2, J21/2L2, etc.
6.4.4: Discussion
Separating off the transcendentals, as done in (6.65), required relatively few exact coefficients from
perturbation theory once the presence of Θ1(e) and Ξ1(e) was understood and the first part of their Taylor
expansions was used. Once the transcendental terms are split off, the fitting methods of the previous
chapter could be used to determine the remaining rational series to fairly high order in e2. For the rest of
the subleading-log sequence, the same technique might be pushed as high as, say, 15PN, for both integer
and half-integer in y terms.
However, the integer-order subleading-logs consist of a closed-form part, which appears once the Tk
and Λk parts are isolated, as seen with L6L in (6.58). Determining this entire closed-form part becomes
difficult around the 9PN log2 level, as higher orders in y in BHPT calculations require many more decimals
of numerical accuracy for a successful PSLQ fit. Additionally, each “jump” by y3 log(y) seems to increase
the total number of unknowns, ai and bi, by 4. Thus, L9L2 would necessitate a fit out to e38 to yield an
overdetermined system of equations for the coefficients in the remaining closed-form terms. This is no small
feat, even using the modified eulerlog procedures to extract a purely rational series from each individual flux
component Llmn9L2 . Hence, even if determining the entire analytic dependence of L9L2(e) through this method
is possible, obtaining the entire eccentricity dependence of any further integer-order subleading-logs in the
sequence would be prohibitively expensive through fitting alone.
However, there does exist an alternate way forward, which allows for an easier calculation of complicated
high-PN logarithms like L9L2(e) to high (finite) order in e2. In a private communication, Nathan Johnson-
McDaniel revealed a means by which his circular-orbit Slm tail factorization [162] (based on earlier work in
[175, 32]) can be extended to an Slmn tail factorization for eccentric orbits. This lmn factorization can be
combined with fitting methods to greatly simplify (relative to fitting alone) the process of computing certain
logarithmic PN terms to arbitrary order in e2. Interestingly, the log terms which can be obtained in this
manner include the first five PN corrections to any integer-order leading logarithm and the first four PN
corrections to any half-integer-order leading logarithm. As a result, subleading logarithms can be determined
using this approach.
This procedure begins by picking a desired order p for corrections to the leading logarithms. For example,
since the subleading-log terms addressed in this section are 3PN corrections to the prior leading-log term, to
consider subleading logs we need to take p = 3. Then, secondly, we pick a desired order α in the eccentricity
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expansion (i.e., having the expansion stop at e2α). Next, the exact analytic form must be found of all the lmn
modes needed to reach yp (relative order) in the full flux with an eccentricity expansion to e2α. This can be
done by either fitting high-precision numerical data or by direct analytic expansion of the equations of BHPT
[68, 72]. Either way this will produce expressions for a total of approximately 2αd(p2 + 6p+ 3)/2e modes.
Each individual lmn mode is then subjected to tail factorization using Slmn and re-expanded, which removes
the transcendentals and leaves a rational double expansion through yp and e2α. Note in the example of p = 3,
this leaves an expansion in rationals only through 3PN (y3). In the next step, we expand each Slmn tail
factor to an arbitrary order in y and e2. Then, the expanded lmn tail factors are multiplied by the rational
series expansions for lmn, re-expanded, and summed over all modes. The result, remarkably, generates all
members of the (p)PN correction to the leading-logarithm series to e2α. Again, in the p = 3 example, once
we have all modes necessary to reach 3PN in the (relative) flux in fully analytic form, expansion of the Slmn
to high PN order provides everything we need to find all the subleading logs, e.g., 6L, 9L2, 12L3, etc., to
high PN order.
In the particular example of subleading-log L9L2(e), factored lmnmodes have to be analytically calculated
up to l = 5, m = 5 (excluding l = 5,m = 0, 2, 4) in order to reach 3PN order, and 38 n modes are needed
to reach e38 for each lm. Multiplying each such mode by the analytic expansion of its respective Slmn, with
the analytic expansion carried to 9PN order, and then summing all modes together will yield (among other
things) L9L2(e) to e38. Those results can then be combined with the Newtonian mass quadrupole sums T3(e)
and Λ3(e) to produce a compact, L6L(e)-type (6.58) solution for L9L2(e). Finally, L9L2(e) can be coupled
with L6L2(e), L7L2(e), and L8L2(e) (listed in [100]), along with (6.62), to obtain R9L2(et).
Despite the added cost of symbolic calculation, Johnson-McDaniel’s lmn factorization provides a sig-
nificant computational speedup over fitting alone, particularly when attempting to reach high order in y.
Additionally, setting p = 0 in the above procedure reveals an alternative means of calculating the leading
logarithms themselves to arbitrary order in e2. By setting p = 0, we only require an analytic expansion of the
lm modes needed to give the Peters-Mathews flux (i.e., l = 2,m = −2, 0, 2) with the range in n determined
by the desired expansion in e2. The Slmn factors are then expanded for this more restricted number of
modes and used in the procedure above. I have used it to verify the results of Sec. 6.3 and the given general
PN form for leading logs out to 21PN (L21L7) in expansions to e10. Since these terms depend only on the
Newtonian quadrupole, they convert directly from expansions in y and e to expansions in x and et via e→ et.
Unfortunately, compared to the multipole moment approach, this process becomes increasingly expensive at
higher powers of e2, where the number of necessary BHPT lmn modes grows large. However, for the more
complicated subleading-log terms like L6L,L9L2, etc., this factorization technique offers an efficient means
of generating expansions at high PN order to comparable finite orders in e2. Costs will be reduced further in
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Chapter 8 when Slmn factorizations are combined with direct analytic PN expansion of the BHPT equations.
Section 6.5: More general relations among coefficients in subleading-logarithmic terms
The preceding subsections described how explicit calculations from perturbation theory can be coupled
with Newtonian mass quadrupole summations to extract subleading-logarithms, like R6L. Now, we seek
to identify some of the broader structure within this sequence of flux terms. This task will again involve
complementary discoveries from both perturbation theory and PN theory, meaning most deductions will
necessarily remain relevant only to lowest order in the mass ratio. Interestingly, the results will, though,
allow for the partial delineation of instantaneous and hereditary terms in the flux.
The process requires analysis of four separate sources of transcendental structure within the flux:









where q > 0 is an integer which generally increases with PN order (see, for instance, Eq. (4.8) of [140]),
n is the same Fourier harmonic number appearing in g(n, et), and r0 is the finite part normalization
constant from Chapter 3 that cancels in the full flux.
2. The BHPT eulerlog function introduced in the previous chapter:










for integers (k, j), which emerge with various values of j during the orbital average of logk(r) terms in
the flux. We reuse the integer k here to match the index on Tk, as we expect the relevant integrals (for
integer leading/subleading logs) to appear at (3k)PN order. See [150] for a description and evaluation
of these integrals.
4. The elimination of all divergences as et → 1 (in particular, logarithmic divergences) by using an
expansion in the compactness parameter 1/p (p the semi-latus rectum) instead of in x or y.
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6.5.1: Comparison of eulerlog functions
Starting with the first item in the list, we consider the given class of hereditary integrals. A common









for constant α, which is treated as real and positive, but is ultimately replaced by (sign(−n)iΩr) [163, 119].
One key facet of these integrals is their evaluation yields the transcendentals γE and log(2|n|αr0) only in
the combination (γE + log(2|n|αr0))t for one or more t ∈ {1, 2, · · · , q}. In fact, I show in Appendix C that






and transforming the result by γE → γE + log(2|n|αr0).
Once the substitution for α is made and the imaginary portion separated, the transformation becomes
γE → γE + πi/2 sign(−n) + log(2|n|Ωrr0). When products are taken and a sum is made over positive and
negative n, the relationship between π and the rest of the expression is slightly obscured by the sign(−n)
function; however, the particular linkage among the transcendental factors (γE + log(2|n|Ωrr0)) must hold
everywhere.
This simple connection constitutes a purely hereditary type of eulerlog function. Taking the Newtonian
limit, assuming some necessary cancellations (see a related discussion in [95]), and omitting the unphysical





























thus providing the expected ratio between the highest power of log(x) and the combination of transcendentals
that serves as the coefficient for the next highest power of log(x).
An eccentricity dependence is attached to these tail integrals in the form of time derivatives of the mass
quadrupole (see, for instance, [21, 140]). One can use a dimensional argument to show that this yields a
factor of (n/2)2kg(n, et) for integral orders (L. Blanchet, private communication). After adjusting the initial
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However, one must again take care to note that (6.72) and (6.73) only refer to pieces specifically in the
hereditary flux. On the other hand, the eulerlogm,n(y) function in (6.67), which is derived through BHPT,
characterizes the lmn modes of the entire flux. It is a direct eccentric-orbit extension of the circular-orbit
function eulerlogm(x) presented in [32]. Then, using a similar argument, we can obtain the following ratio
of coefficients for lmn modes in the total flux:
k
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The log |m + n| term will partially contribute to both (log(2)Tk) and Λk upon summation over lmn,
obscuring their final coefficients in the flux. However, γE and log(x) must remain fixed in the ratio k to
1/2. With the leading logarithm series already calculated, the full contribution to the leading-log plus







(2k γE + log(x))Tk(et). (6.75)
Note that if k = 1, this provides exactly the γE and log(x) contributions to the net 3PN flux in (6.31).
Additionally, it is well known that γE and Λk are only present in the tail—neither makes an appearance in







[(2k γE + log(x))Tk(et) + 2kΛk(et)] . (6.76)
Interestingly, coupling this (full-flux) expression with the tail result (6.73) leads to another conclusion:
the instantaneous portion of the leading logarithm must equal −(2/3) its hereditary counterpart, or
Rinst(3k)L(k) = −(2/3)R
tail
(3k)L(k) = −2R(3k)L(k). (6.77)
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6.5.2: Instantaneous connection and logarithmic divergence
We can move a step further via the last two items on the list. Expanding out (6.68) to retain the highest




log(x)− k log(1− et cosu)
(1− et cosu)j
du. (6.78)
Multiple integrals like this appear at any particular PN order, differing in values of j. Evaluation and











for some eccentricity function fk(et). However, (6.77) indicates that this instantaneous log(x) must be
attached to −2R(3k)L(k)(et). Therefore, we must have fk(et) = −2R(3k)L(k)(et).
Finally, we can compile all this information together to determine the following significant portion of the






















for all k ≥ 1. A similar expression (with 4π out front and Tk → Θk, Λk → Ξk) follows for half-integer terms.
As we can see, the case k = 2 matches the last line of R6L in (6.63), and we have verified the corresponding
portion of R9L2 as well. Moreover, setting et = 0 for arbitrary k reproduces the known circular-orbit eulerlog
ratio, found using the BHPT 220 mode.
There is another means by which to confirm the specific relationship among the coefficients of log(x),
log(1− e2t ), and Λk(et) in the above. As mentioned in the last item on the list, all divergences in eccentricity
should vanish in a PN expansion that is made over 1/p instead of x or y. This includes logarithmic divergences





each power of log(x) will necessarily contribute a logarithmic divergence as et → 1. When this fact is applied
with the divergence of Λk(et) (see Sec. 6.4.1) we see that the exact ratio of coefficients in (6.80) will eliminate
all the logarithmic divergences at log(p)k−1/p3k order. Thus, this alternative fit provides an additional check
140
on our results.
Section 6.6: Summary and conclusions
This chapter has illustrated a relatively novel way to use known BHPT and PN techniques to make
progress in understanding the PN expansions of EMRI eccentric-orbit fluxes. By pairing finite-order ec-
centricity expansions from BHPT (found in the previous chapter) with astute predictions for the multipole
content of select flux terms, we can ascertain exact or greatly simplified forms for the eccentricity dependence
of those terms to high PN orders—results which would otherwise have required years of progress in the full
PN theory. This chapter has shown that several sequences of PN fluxes (leading logarithms and subleading
logarithms) can be understood in this way merely by seeing the role of the Newtonian mass quadrupole
moment power spectra, g(n, et) and g̃(n, et).
More specifically, I showed in Sec. 6.3 that the entire sequence of integer-order leading-log terms are
closed-form expressions in et and the entire sequence of half-integer-order leading-log terms are infinite series
in e2t with easily determined rational coefficients. For the energy flux, the Newtonian mass quadrupole
moment enters into these sequences of terms through the Fourier sums Tk(et) and Θk(et), which are sums
over filtered weightings of the quadrupole spectrum g(n, et). Equivalent sums exist for leading-log angular
momentum flux terms.
Yet the Newtonian mass quadrupole moment plays an even wider role than just explaining the leading-
log sequences. As Sec. 6.4 showed, adequate BHPT results can in principle be combined with an ansatz for
how the Newtonian quadrupole moment enters the subleading-log flux sequences to determine completely
their eccentricity dependence also. With the subleading-log sequences, two new sets of Fourier sums, Λk(et)
and Ξk(et), are defined from the quadrupole spectrum g(n, et). I then demonstrated the process explicitly
with the (integer-order) R6L(et) flux term. At half-integer in x, adequate BHPT data and essentially the
same procedure also allowed a key decomposition of the subleading-log term L9/2(e), isolating all transcen-
dental pieces of that term. We suspect that this procedure can be applied successfully to higher PN order
subleading-log terms, giving complete R3-type analytic representations for L9L2(e), L12L3(e), etc., and their
Ri(et),Ji(e),Zi(et) counterparts. We also suspect that L9/2-type segregations of transcendental terms and
rational-coefficient infinite series will occur at higher PN orders for all half-integer in x subleading-logs, like
L15/2(e), L21/2(e), etc., and that these might be found given enough BHPT data.
The methods and results developed in this chapter are another example in a body of literature using
BHPT to inform PN theory and vice versa. The focus on leading and subleading logarithms, though differing
in scope, was inspired by the hierarchical eulerlog simplifications of Sec. 5.4 and is strongly reminiscent of
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the work in [80]. It is also not unlike the calculation of the redshift invariant achieved by [83], who combined
logarithmic derivations with self-force data to extract non-logarithmic terms numerically.
With the success of these methods in the fluxes at infinity for a spinless system, it is natural to ask whether
we might see similar progress in finding underlying analytic explanations for the radiation to the horizon of
the primary black hole or for general radiation when the primary black hole has spin. Unfortunately, it is
presently unclear if these techniques can be generalized to leading and subleading logarithmic contributions
in either of those cases.
In the case of radiation to the horizon (with no black hole spin), preliminary results for eccentric fluxes
[173] reveal structure similar to that at infinity, but with several key differences in the corresponding eulerlog
functions and correlations among transcendentals. Several of the lowest PN-order fluxes at the horizon have
closed-form expressions and it is possible that a Bessel function expansion of the quadrupole moment, in
some altered form, might determine the analytic form in eccentricity of the leading horizon flux. We might
then be able to generate added corresponding horizon leading logs from that formula, but this is speculative
at this point. The eccentricity dependence of the horizon fluxes will be given in more detail in Chapter 8.
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CHAPTER 7: The 1PN corrections to the leading and subleading logarithm series
Section 7.1: The 1PN and 4PN logarithm series
With leading-log and subleading-log flux terms (at lowest order in the mass ratio) well understood
analytically, what more might be done to find flux terms at high PN order without the full PN formalism?
It turns out that similar headway can be made for terms that are a 1PN correction to elements of the
leading-log and subleading-log sequences.
To clarify, the first term in the leading-log series is the Peters-Mathews [120, 158] term R0(et). The
enhancement function in this case arises from simply summing the Newtonian quadrupole moment spectrum
g(n, et) over all harmonics n in the eccentric motion. The next order term R1(et) is the 1PN correction to
the gravitational wave flux, which has been known since Wagoner and Will [159] (see also [150, 8]). In this
case determining the enhancement function requires the Fourier spectra of the Newtonian mass octupole,
the Newtonian current quadrupole, and the 1PN-corrected mass quadrupole moments (hereafter called the
1PN multipoles). The R1(et) flux is the first term in a new sequence of 1PN-corrected leading logarithms,
which I will refer to as the 1PN log series. This sequence has PN orders x3k+1 logk(x) and x3k+5/2 logk(x)










R1 + x5/2R5/2 + x4 log(x)R4L + x11/2 log(x)R11/2L + x7 log2(x)R7L2
+ x17/2 log2(x)R17/2L2 + x10 log3(x)R10L3 + · · ·
]
. (7.1)
This chapter will show that it is merely the Fourier spectra of the three 1PN multipoles that are required to
determine the entire 1PN log series to arbitrary PN order.
Calculation of the Newtonian mass octupole and current quadrupole for eccentric bound motion is fairly
straightforward and can be extrapolated from the techniques of the previous chapter. Calculation of the 1PN
correction to the mass quadrupole is more involved. At 1PN order the determination of the mass quadrupole
must account for relativistic orbital precession, which means that the spectrum cannot be represented as a
single Fourier series but instead requires a double Fourier sum over harmonics of the two different frequencies,
Ωr and Ωϕ [178, 149, 179, 180, 163]. Once these spectra are computed for given orbital parameters, their sums
weighted by powers of n over all harmonics combine to give terms in the 1PN log series. One key difference
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though between the 1PN log series and the leading logs themselves is that the former now have contributions
beyond lowest order in the mass ratio ν. Because the multipole moment analysis in this chapter makes no
a priori assumptions on the mass ratio, we are able to extract the likely forms for these O(ν) corrections,
though without (presently) second-order BHPT to assist in verification. At lowest order in ν, the analysis
found in this chapter provides a derivation of several closed-form flux terms found in Chapter 5 and in [99].
With the 1PN log series thus understood, we then find that the same set of 1PN multipoles again appear
in the 1PN correction to the subleading logarithms. For simplicity, the 1PN correction to the subleading
logarithm series will be referred to as 4PN log series, since for a given power of log(x) each term in this
series occurs at order x4 relative to the corresponding leading log term. In other words, the 4PN log
series is the diagonal strip in the high PN order flux structure that appears at orders x3k+1 logk−1(x) and










R4 + x11/2R11/2 + x7 log(x)R7L + x17/2 log(x)R17/2L + x10 log2(x)R10L2
+ x23/2 log2(x)R23/2L2 + x13 log3(x)R13L3 + · · ·
]
. (7.2)
The sequence begins with the 4PN non-log flux. In direct analogy to the previous chapter, the set of
1PN multipoles provides essential separable portions of the terms in the 4PN log series, which include all
transcendental coefficients, leaving only rational series which at lowest order in ν can then be calculated
more easily with BHPT. For the integer-order portion, the remaining parts can be factored into closed forms
with rational coefficients, and it is possible to determine their entire analytic eccentricity dependence in this
manner. For the half-integer-order sequence, the remaining eccentricity dependence is an infinite power series
with rational coefficients, and BHPT can be used to determine coefficients to some depth in the expansion.
I illustrate this procedure in detail by obtaining the 4PN non-log energy and angular momentum fluxes at
lowest order in the mass ratio. For clarity, the various log series are summarized in Figure 7.1.
The layout of this chapter is as follows. In Sec. 7.2 we derive the Fourier expansion for each of the 1PN
multipole moments using the 1PN equations of motion. In Sec. 7.3 we detail their known contributions to
the two flux expansions. Sec. 7.4 presents how the set can be manipulated into the 1PN log series, with an
explicit general formula which generates all members. We proceed in Sec. 7.5 to derive the 4PN tail flux
using our Fourier decompositions in order to check various results and to aid our extraction of the full 4PN
log series fluxes at lowest order in ν. Then, in Sec. 7.6 we illustrate how the various 1PN Fourier summations
manifest specifically in the 4PN flux (and more generally in higher order terms in the 4PN log series) and
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Figure 7.1: Schematic depiction of the presence of terms (as black filled circles) in the high PN order relative
fluxes for successively higher powers of compactness x (horizontal axis) and higher powers of log(x) (vertical
axis). The Peters-Mathews [120] flux is symbolized by the left-most point at the origin of the plot. This
representation of the PN structure of the fluxes allows a graphical explanation of the various “log” sequences
that are the focus of this chapter and Chapter 6. The red lines show the leading-log sequences, both integer-
order (solid) and half-integer-order (dashed) detailed in Chapter 7. The 3PN log sequences (previously
called sub-leading logs), also the subject of Chapter 6, are shown as green lines, both integer-order and
half-integer-order. The blue lines represent the 1PN log sequences and the orange lines denote the 4PN log
sequences, all of which are the focus of this paper.
compact form. This result is quite timely, as it will provide a valuable check for the PN community as they
close in on a full description of the orbital mechanics and radiative losses at 4PN. We conclude in Sec. 7.7
with discussion and outlook. The results of this chapter were published in [122].
Section 7.2: Fourier decomposition of 1PN multipoles for eccentric-orbit binaries
In this section we review the calculation of the Fourier spectra of the 1PN multipoles. Of course,
the focus is still on eccentric EMRIs consisting of two non-spinning bodies of mass m1 (primary) and
mass m2 (secondary). We are primarily concerned with m2  m1 but keep the symmetric mass ratio
ν = m1m2/(m1 +m2)
2 as a variable.
145
7.2.1: The 1PN equations of motion: form suitable for Fourier tranformation
The 1PN multipoles include the 1PN correction to the mass quadrupole moment. Its computation requires
the 1PN correction to the equations of motion, i.e., treatment of the two-body motion as a precessing ellipse.
The other two 1PN multipoles, the mass octupole and current quadrupole, need only be computed to
Newtonian order.
We start by parameterizing in terms of the 1PN quasi-Keplerian representation, described in Sec. 3.3 and
Sec. 4.2. To repeat,
rH = ar(1− er cosu),






























where V = V (u) is rewritten in a form that preserves continuity across u = 2π. A more detailed description
of these equations is given in [149, 153, 8].
Our goal is to obtain all quantities in terms of u, et, and x = (MΩϕ)
2/3 prior to transformation to the








, eϕ = et [1 + (4− ν)x] . (7.4)
The semimajor axis can be expressed simply in terms of the (dimensionless) energy ε [8] and ε can itself be












( 3 + 5e2t




















Similarly, the radial frequency Ωr can be PN expanded in straightforward fashion, simultaneously providing
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The motion in the coordinate ϕ combines a mean advance at the rate Ωϕ and a periodic motion at
the frequency Ωr. In the Fourier expansion of gravitational wave source terms this produces a biperiodic
expansion. Defining the 1PN difference in the mean angular advance as kl = (K − 1)l and starting with
ϕ = KV , we separate the advance of ϕ(t) into parts as follows
ϕ(t) = kl + l +K(V − l). (7.9)
With this done, all of the previous relations can be combined to give the coordinate positions and velocities
in terms of x, u, and et to the desired order. Because of the particular manifestation of velocity in the 1PN













(2 + 7et cosu) ν , (7.10)
























1− e2t − et cosu
)]
x− et sinu√



















7.2.2: Fourier decomposition of the Newtonian mass octupole and current quadrupole
We review here the calculation of the Fourier series of the mass octupole and current quadrupole. For
more details see [163, 150, 151] and the review [8]. The calculation is also a straightforward extension of the
review of the mass quadrupole Fourier calculation presented in Chapter 6.
The symmetric tracefree (STF) Newtonian mass octupole tensor is defined as

















1− 4ν r3(3 cosϕ+ 5 cos 3ϕ),




1− 4ν r3(sinϕ+ 5 sin 3ϕ),









1− 4ν r3(3 sinϕ− 5 sin 3ϕ),




1− 4ν r3 cosϕ,




1− 4ν r3 sinϕ. (7.14)






mα(xi(~x× ~v)j + xj(~x× ~v)i),





1− 4ν cos(ϕ)r3 dϕ
dt
,





1− 4ν sin(ϕ)r3 dϕ
dt
. (7.15)
The transformation is now made from (r, ϕ) to variables (x, ν, et, u) using the relations of the previous







(et − cosu)3 −
3
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(et − cosu). (7.17)
The other tensor components follow similarly but are omitted for brevity. As noted in Chapter 6, there is
no difference between the time eccentricity and the Keplerian eccentricity at Newtonian order, but we use
et uniformly to prepare for more general expansions.
In each multipole component, the scale and dimension are carried by the initial prefactor. Since we
are concerned with the dimensionless eccentricity enhancement functions that will appear in the fluxes, we




























with a similar expression for Ĵij . As mentioned in Chapter 6, the Fourier components are most easily









−in(u−et sinu)(1− et cosu) du.






e−ipu+x sinu du. (7.20)























































































(1− e2t )Jn(net). (7.22)
Note that the well known Bessel function identities









were necessary in order to simplify the above expressions for the components of the multipoles.
7.2.3: Partial flux functions
To derive the 1PN log series, the Fourier amplitudes of the two multipoles given above are not used
directly but rather go into forming a pair of (flux) spectral functions. This is similar to the derivation of the
Newtonian energy flux termR0(et) in the last chapter. In that case a quadrupole Fourier spectrum g(n, et) =
(1/16)n6|(n)Îij |2 is derived from the complex square of the Newtonian quadrupole Fourier amplitudes. The

















The last chapter showed that g(n, et) (and its angular momentum counterpart g̃(n, et)) could generate the
entire leading log series through sums of g(n, et) over different powers of n. Here we find that spectral
functions similar to g(n, et) are formed from complex squares of the mass octupole and current quadrupole
Fourier amplitudes. Then, later in the chapter, these spectral functions are shown to generate part of, but
not all of, the various 1PN log series terms.
The Fourier amplitudes of Îijk and Ĵij each contribute to both the energy flux and the angular momentum
flux. Calculation of all four pieces follows in close analogy to that of the mass quadrupole as reviewed in
Chapter 6. The lowest order energy and angular momentum fluxes [181, 182, 183, 8] can be found from




















































where the subscript 1 indicates the portion at 1PN relative to R0. The multipoles here are computed at
Newtonian order.
Inserting the Fourier expansions, integrating, and pulling out the Newtonian circular-orbit limit and
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12(10− 5e2t + e4t ) + 5n2(78− 153e2t + 91e4t − 16e6t )







12(10− 15e2t + 6e4t ) + 5(78− 183e2t + 142e4t − 37e6t )
























2 − 36(2 + n2)− 2e4t (4 + 33n2)

































(1− e2t )2n4Jn(net)2 +
1
18
(1− e2t )n4J ′n(net)2, (7.31)













Contributions can then be found to the full 1PN energy and angular momentum fluxes, for example, by
summing each of these expressions over n. To focus on one particular example, the mass octupole contribution
to the energy flux is found by calculating





















Additional explicit expansions for component sums like this one are given in Appendix D. Note that this
term in the flux becomes a simple closed form expression once the specific eccentricity singular factor is
pulled out. This particular eccentricity singular factor bears an extra power of (1− e2t )−1 over that found in
R0. Clearly, this mass octupole contribution to the energy flux is not the entirety of the 1PN flux, which is
given in (4.36).
7.2.4: The 1PN mass quadrupole
The next step is to derive the 1PN correction to the mass quadrupole. Fourier decomposition at 1PN
order presents a considerable increase in difficulty. The motion no longer closes, which implies that the simple
Fourier series, as found in the expansion of the mass octupole and current quadrupole, must be supplanted
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by a double Fourier sum over harmonics of the two frequencies, Ωr and Ωϕ. This Fourier structure, first
identified by [178, 179, 180], was laid out for use with hereditary contributions to the flux by Arun et al. in
[163].
I follow some of the procedure and notation found in Loutrel and Yunes [119], who provided a detailed
derivation of the 1PN expansion as part of their work. The expression for the components of the mass































where bracketed indices denote STF projection [163]. Given the 1PN equations of motion, this tensor is
converted from polar coordinates to the parameters x, ν, et, u, and k through 1PN order. At the same time





similar to what we did with Iijk and Jij .
To obtain the Fourier expansion, the u dependence of Îij is expressed in terms of complex exponentials
and the result is collected over powers of eikl. The coefficient of each power of eikl is singly periodic in t,










where the k-dependence has introduced a magnetic-type separation of components due to 1PN differences
in Ωϕ and Ωr. The goal is then to determine the Fourier coefficients (n,p)Îij .
Proceeding further, we find that the (magnetic) term for each p can be written as the product of a single
































It is most convenient to separate each (n,p)Îij on powers of x and ν before making the Fourier transfor-
mation. To facilitate the process, we introduce a superscript notation, Îabij , where a represents the order in













Since we will just need to compute the Îabxx functions, as the full tensors will be determined from these
functions via multiplication by (p)Mij , we can drop the lower ij indices, leaving Î
ab, to simplify the notation.

























which are precisely the terms needed to generate g(n, et) and reproduce the Peters-Mathews flux. Then we








134 + 17e2t ∓ 146n
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1− e2t ∓ 22ne2t
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± (67− 25e2t )
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Finally, we arrive at the portion that is first order in x and zeroth order in ν. Here some difficulty arises,
as the integrals for (n,±2)Î





84e2t (1− e2t )n3
[
∓ 756(−2 + e2t ) + 4n3(1− e2t )3 − 3n
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− 74 + 19e4t +
√
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+ 111e2t
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e−in(u−et sinu)(1− et cosu)
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± 3e2t
∓ 4et cosu∓ (−2 + e2t ) cos 2u− 4i
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Note that these results directly reveal the crossing relations, (n,p)I
∗ = (−n,−p)I.
When computing eccentricity enhancement functions, these unevaluated integrals must be expanded in
et before proceeding. One might presume that this precludes the possibility of eventually finding closed form
expressions in the fluxes, but surprisingly this is not the case. Instead, in the case of certain flux terms, once
the appropriate eccentricity singular factor is pulled out, we find that parts of the expansion of (n,p)Î
10 and
of (n,p)Î
00 conspire perfectly to cancel all coefficients beyond certain orders in e2t in the remaining power
series.
7.2.5: Discussion
The mass octupole and current quadrupole power spectra h(n, et), h̃(n, et), k(n, et), k̃(n, et), along with
the Fourier decomposition of the 1PN-corrected mass quadrupole, will be shown to generate the entire 1PN
log series. In order to more clearly explain the calculation of each flux term, I introduce the notation
Ri = RMQi +RMOi +R
CQ
i (with a similar form for Z) to represent the contributions from the (1PN) mass
quadrupole, mass octupole, and current quadrupole, respectively. For the latter two (Newtonian) multipole
moments, this categorization will be sufficient, as the spectral functions presented in Sec. 7.2.3 compactly
express the entirety of those contributions to the 1PN logarithms. Note also that in RMOi and R
CQ
i the O(ν)
contributions will be immediately accessible through the ν dependent prefactors in (7.18).
Unfortunately, the 1PN mass quadrupole contribution is not encoded in a single spectral function and
so instead we work directly with the Fourier components introduced in the last section. The dependence on



















distinguished by the a, b superscripts in RMQabi . The a represents the relative order in ν and b ∈ {1, 2, 3}
represents a particular “type” of summation over different parts in the decomposition of Îij (see the next
section for explicit examples). This notation for separating the relative flux functions carries over to the






represents the contribution of the “3-type” summation to the full 1PN flux at lowest order in ν.
154
Section 7.3: Recovering previously known 1PN logarithms: The 1PN and 2.5PN fluxes
Using the frequency-domain tools developed above, this section demonstrates the recovery of the previ-
ously known first terms in the 1PN logarithm series, namely the instantaneous 1PN fluxes R1(et) and Z1(et)
and the hereditary 2.5PN tail fluxes R5/2(et) and Z5/2(et).
7.3.1: The full mass octupole and current quadrupole relative flux contributions
The contributions from the spectra of the two Newtonian-order moments are intuitive in form and mirror
the way g(n, et) contributed to the leading logarithms (see the discussion in Chapter 6). We examine first the
1PN fluxes. These have been known from PN analysis for some time and, since they are entirely instantaneous
in nature, are easily calculated through time domain methods [159, 184]. Here I give for the first time (as far
as I have found) their calculation via frequency domain analysis. The mass octupole and current quadrupole
contributions are trivial in this approach, and are simply given from sums over h(n, et) and k(n, et)
RMO1 = (1− 4ν)
∞∑
n=1




Similarly the angular momentum terms are found by substituting the use of h̃(n, et) and k̃(n, et)
ZMO1 = (1− 4ν)
∞∑
n=1




The 2.5PN tail functions require a bit more work [163, 119] as these terms do not lend themselves to a
time domain approach. The results, though, follow exactly what one would expect from Newtonian-order
moments based on the analysis found in Chapter 6. We find
RMO5/2 = 2π(1− 4ν)
∞∑
n=1




ZMO5/2 = 2π(1− 4ν)
∞∑
n=1
n h̃(n, et), ZCQ5/2 = 2π(1− 4ν)
∞∑
n=1
n k̃(n, et). (7.48)
7.3.2: The mass quadrupole 1PN energy flux, lowest order in ν
Now, we continue to the mass quadrupole, which requires orbital computation beyond Newtonian order.
Because the Fourier structure differs somewhat between the two orders in ν, the next few subsections will
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for i ∈ {1, 5/2}. Subsequent subsections will then handle O(ν). Additionally, in contrast to the previous
subsection, this one will present derivations of the 1PN and 2.5PN results. This will serve the dual purpose
of introducing manipulations on the biperiodic Fourier expansion and establishing the overall structure of
the 1PN logarithm series.
The mass quadrupole contribution to the 1PN energy flux arises from all 1PN corrections to the famous































The latter expression reveals the possibility of four independent contributions at 1PN order from the fre-






































Next we expand the time average. The relevant integral can be evaluated to 1PN by expanding about















1 + i(p+ s)kl
)
dl. (7.52)













where we used integration by parts. If m = −n, we find
∫ 2π
0
1 + i(p+ s)kl
2π
dl = 1 + iπ(p+ s)k. (7.54)
It turns out that both such cases vanish at linear order in k. To see this, we look back at the magnetic
harmonic matrices (p)Mij . It can be shown through direct computation that the sum (p)Mij (s)Mij vanishes






which is precisely the form of the two linear-in-k terms above. This identity turns out to have strong
consequences on the calculation of 1PN log series fluxes (see Appendix E for details). Here, the result is


















where we took s→ −s in the sum. Noting that the proof for (7.55) now implies only components with p = s


















Eqn. (7.57) separates into 3 sums at 1PN order — from the 1PN moments, frequency, and factor of k,





























































In each case, negative n will duplicate positive n (see Appendix E). Simplifying, applying the crossing
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7.3.3: The mass quadrupole 1PN angular momentum flux, lowest order in ν
































where, as usual, L̂i = ẑ. We find that this sum simplifies in almost the same manner as the energy flux







































As expected, we are left with 3 sums, all similar in form to their energy counterparts. We apply the crossing
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Thus, as stated prior, the biperiodicity of the 1PN mass quadrupole introduces three separate sums in
the calculation of the 1PN flux. It turns out that these three sums characterize the entirety of both 1PN
logarithm series at lowest order in ν. As we will see, transition to the next logarithm will be accompanied
by an increase in power of n, along with multiplication by a different leading coefficient.
7.3.4: The mass quadrupole 2.5PN energy flux, lowest order in ν





















where M is the (ADM) mass monopole M = I = M(1 − νx/2 + O(x2)). This expression gives the time-
dependent flux, which will subsequently be time averaged over an orbital libration. It represents a nonlinear
interaction between the mass quadrupole and ADM mass of the system. However, because we are currently
working at lowest order in ν, M can be replaced with M .
































The only significant difference between this summation and that at 1PN order is the last integral term,





















This expression can be regularized by rotating the mean motion into the complex plane (refer to Sec. 6.5
159





































where in the second line we expanded to first order in k.
Appendix E reveals that the imaginary portion will identically vanish in sums over positive and negative
n, so those terms can be eliminated. Attaching the remaining factor, taking s→ −s, and then setting s = p


































































If desired, one could sum these functions and normalize the result to recover Arun’s enhancement function
α(et) [163, 119].
7.3.5: The mass quadrupole 2.5PN angular momentum flux, lowest order in ν






















































































7.3.6: Mass quadrupole, next order in ν
We next need to consider the contributions at linear order in ν, or RMQ1i and Z
MQ1
i . Fortunately, much
of the procedure is identical, only requiring minor modifications to generate the corresponding results. One
such difference lies in the fact that there can be no appearance of ν at 0PN order. Thus, contributions from
the radial frequency and magnetic factor p (that is, of type RMQ021 and R
MQ03
1 , respectively) will not recur
here. Note that this eliminates two potential types of sum that involve the Newtonian portion of the mass
quadrupole. However, a sum involving the Newtonian mass quadrupole (termed RMQ12i ) will still manifest
at O(ν) in all 1PN logarithms except R1, first appearing in the 2.5PN tail through a factor of the ADM
mass M = M(1− νx/2 +O(x2)).
As a result, the 1PN terms are particularly straightforward, containing only the O(ν) correction induced
by the corresponding portion of the quadrupole. All aspects of their derivations are functionally identical to
those of RMQ011 and Z
MQ01
1 , with the simple substitution I




































with RMQ121 = Z
MQ12
1 = 0.
The 2.5PN terms are only slightly more difficult. There, the first contribution will emerge from the same
substitution in RMQ015/2 : I
10 → I11. However, there will also be a second term from the correction to the





















































These terms can be summed together and normalized to generate the enhancement functions θ(et) and θ̃(et)
[163, 119].
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7.3.7: Eccentricity singular factors and full flux functions
The various sums over Fourier amplitude products derived above will combine to produce the power
series in eccentricity for the full flux contributions at 1PN and 2.5PN. As with the leading logarithms, each
such Fourier sum will have an associated eccentricity singular factor governing its divergent behavior as
et → 1. For each component sum except one, the general singular behavior is easily quantifiable using
the asymptotic analysis in [99] (specifics are given in Appendix D). The exception is the term labeled
MQ01, which involves the quadrupole components with unevaluated integrals (7.42). Because this portion
does not have a clean representation in terms of Bessel functions, it is not immediately amenable to the
same techniques. Nevertheless, its divergent behavior appears to adhere to similar patterns (and I have
demonstrated apparent convergence through 22PN — see App. D for more details). This leads to the















With the divergent behavior understood, the remaining eccentricity dependence is found to be closed-form
(polynomial) expressions for the integer-order 1PN logarithms and convergent power series at the half-integer
orders.
We now sum together the results of this section to get the corresponding energy and angular momentum




























































Note that R1 was already presented in (4.36). Of course, these particular functions, being purely instanta-
neous, are more easily derived in the time domain [159, 184], in which case the appropriate singular factors
are automatically revealed.
The 2.5PN functions, on the other hand, do not have closed-form representations. Indeed, the original
derivation in [163, 151] presented numerical results and eccentricity expansions through e4t . Then, [99] used a
procedure similar to the present one to generate R5/2 to e70t at lowest order in ν. Later, [119] derived super-
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and hyper-asymptotics of the functions as et → 1 for both orders in ν. I have now expanded the functions
to e120t using the methods described above, with the ability to push higher (potentially much higher) if it






































































































+ · · ·
)
. (7.79)
As et → 1, these series approach approximately (722.1524014−1247.1117956ν)/(1−e2t )6 and (191.2520614−
372.6399916ν)/(1− e2t )9/2, respectively.
Section 7.4: 1PN correction to the leading logarithm series
With the above derivations, the leading logarithm series, and results from BHPT, we now have enough
information to extract the 1PN logarithm series to all orders. As in Chapter 6, this process will involve
incrementing powers of n within each Fourier summation and then discerning the correct rational prefactor
at each order.
7.4.1: Mass octupole and current quadrupole
We begin with the two 1PN source multipole moments (mass octupole and current quadrupole) that can
be calculated (for present purposes) using Newtonian dynamics. These moments give rise to the spectra
h(n, et) and k(n, et). Sums over these multipole spectra with higher powers of n lead to their contributions
to the higher-order 1PN log fluxes, much as sums over the Newtonian mass quadrupole spectra did in
contributing to the higher-order leading logs as shown in the previous chapter. For integers k ≥ 0, the mass
octupole contributions to the 1PN log (energy) fluxes are given by





















The current quadrupole series are even closer in appearance to the leading logarithms, as the prefactors
exactly match, yielding the following form:




















In each case, the angular momentum analog Z is obtained simply by taking h→ h̃ or k → k̃, as appropriate.
7.4.2: Mass quadrupole energy flux, lowest order in ν
At lowest order in the mass ratio, three separate Fourier sums must be handled. The simplest of the
three to derive (though the hardest to expand explicitly), RMQ01(3k+1)L(k) , comes from the correction to the mass
quadrupole itself. Careful inspection reveals that this one must be identical in form to the leading logarithm
series, except with the Newtonian mass quadrupole portion supplanted by its 1PN counterpart. Thus, the









































(We note again that in these and all sums in this section, k refers to any non-negative integer, rather than
the ratio of frequencies k = Ωϕ/Ωr − 1.)
The next sum type, RMQ02i , which in this scheme involves the 1PN correction to Ωr, can be found in
a similar manner. The portion of the quadrupole moment involved is just the Newtonian part and the k
























Finally, we arrive at RMQ03i , whose definition involves the magnetic factor p with Î00ij . We find (and





























7.4.3: Mass quadrupole angular momentum flux, lowest order in ν
In accordance with the previous derivations, the contributions to the angular momentum flux are nearly
identical in form, only requiring minor adjustments in the moment expressions and prefactors. The first sum













































The second sum type, ZMQ02i , has one lower power of Ωr than the corresponding energy flux term, R
MQ02
i ,



































































7.4.4: Mass quadrupole, next order in ν
There is an expected contribution at next order in ν to the flux in each higher-order 1PN log term, just
as there was with the base terms of these sequences: R1, Z1, R5/2, and Z5/2. These contributions emerge
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from two summations—one involving the 1PN part of the quadrupole moment, Î11, and one containing its
Newtonian counterpart, Î00. From the earlier discussion of the 1PN and 2.5PN relative order fluxes, we
can see that the coefficients for RMQ11 in the 1PN log sequence must exactly match those of their RMQ01
counterparts in the previous subsection.
The k-dependent factor preceding the sum for RMQ12 is less straightforward. This sum involves the
Newtonian-order mass quadrupole and is of a form that did not make an appearance in R1. Instead, it first
shows up with the ADM mass in the 2.5PN tail. The appearance of the ADM mass in the known hereditary
flux terms is fairly regular: Each higher-order tail merely sees an increment in the power of M (see, for
example, Eq. (4.8) of [140]), making the tail portion of RMQ12 calculable to high PN order. Moreover, in
Sec. 6.4 we used a combination of BHPT and PN results to show that for leading logarithms (starting with
R3L), all instantaneous contributions uniformly equal a factor of -2/3 of their hereditary counterparts. A
similar line of reasoning might be applied to 1PN log terms at O(ν0). However, because that argument
relied upon information from BHPT, which is presently limited to first order in the mass ratio, it cannot be
extended as written for next order in ν (i.e., O(ν1)) results.
Nevertheless, the PN regularization parameter r0 [8], which exists in all hereditary integrals but which
must cancel in the overall flux and thus implies corresponding factors in the instantaneous flux, lends strong
credence to the notion that the simple relationship also exists at O(ν1). For the time being we conjecture
that this is the case and present the results that follow from this assumption. If the conjecture is correct,
then the coefficients on the RMQ12i terms become nearly identical to those of R
MQ11
i , except the binomial
expansion ofMq = Mq(1−νx/2)q introduces a factor of −q/2 for the (q+1)th element of the 1PN log series.











































































































































Unfortunately, if the above conjecture were to break down for some k, the representations for RMQ12
and ZMQ12 would cease to hold. However, we would expect that the MQ11 summations, as well as all
components of RMQ0 and ZMQ0, would continue to remain valid.
7.4.5: Final result
We can now coalesce all the preceding computations into one compact expression for each logarithm
series. First, we consider the energy flux series, which we recall has the following form

































































































































































In these expressions (and the angular momentum analogs that will follow), I emphasize once again that the
validity of the portion from MQ12 depends on the assumption above. If that supposition were to fail for
some PN order, these terms would not be accurate at 1st order in ν. Of course, the portion at O(ν0) would
continue to be correct.
The last essential consideration when using these expressions to generate high-order eccentricity series is
that of singular behavior. As mentioned in Sec. 7.3.7, Chapter 5, as well as past work [99, 119], implies that
each 1PN logarithm will be characterized by a divergence as et → 1 in the form of an eccentricity singular
factor. For PN order r, that singular factor will have the form (1 − e2t )(r+7/2). And indeed, if we assume
the singular factor (1− e2t )(3k+9/2), we find closed-form expressions for the integer-order terms R(3k+1)L(k).
The half-integer set R(3k+5/2)L(k) almost surely admits no closed representations; however, for each term,
removal of the singular factor (1 − e2t )(3k+6) leads to convergence in the remaining power series. I have
demonstrated apparent convergence in these terms to 22PN order.
Finally, the angular momentum 1PN logs are given by








































































































































































Here, the relevant singular factors are given by (1 − e2t )(3k+3) and (1 − e2t )(3k+9/2), respectively. As above,
the integer-order flux terms produce finite expansions in e2t , while the half-integer order logarithms will lead
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to expansions that are infinite but convergent.
7.4.6: Explicit series
These formulas can now be utilized to generate explicit eccentricity functions or power series for higher-
order members of the 1PN log sequences. In fact, each term from 4PN to 8.5PN at lowest order in ν was
already calculated to high order in Darwin e in Chapter 5. The eccentricity functions there (upon conversion
from e to et) provide a valuable check on these results. Unfortunately, the portions at next order in ν
cannot yet be similarly validated by BHPT and thus remain a conjecture as discussed in the previous two
subsections.
We consider first the pair of fluxes at 4PN log order, R4L and Z4L, which are the second elements in the
integer-order 1PN log sequences. With the appropriate eccentricity singular function removed, we find that




































































































































































































































The third elements in the integer-order 1PN log sequences are the 7PN log2(x) fluxes. These flux contribu-





















































































































At order ν0 these functions and power series show complete agreement with those found using BHPT
fitting. The convergent power series for R11/2L and Z11/2L were verified to e30t in the power series expansion
and those for R17/2L2 and Z17/2L2 were checked and verified to order e20t . Additionally, I extended the
validation to 22PN at the level e10t by combining BHPT results with Johnson-McDaniel’s Slmn factorization
[162] (refer to Sec. 6.4), again at O(ν0). As will be explained in the next subsection, I now have the means
to compute these and all other members of the 1PN log series to at least e120t with modest computational
cost.
7.4.7: Discussion
To summarize, despite an increase in calculational complexity, the pair of 1PN log sequences (shown
in blue in Fig. 7.1) are determined in their entirety by a few low-order source multipoles—namely, the
Newtonian mass octupole and current quadrupole moments and the 1PN-order mass quadrupole moment.
This behavior is exactly analogous to, if more complicated than, the way the Newtonian quadrupole moment
provided all the information necessary to derive all elements of the leading-log sequences in Chapter 6. The
Fourier amplitudes of these moments appear in sums as complex products weighted by successively higher
powers of n, the harmonics of orbital frequency that are present in eccentric motion. As such, these terms
represent in the time domain higher and higher order time derivatives of the low-order source multipole
moments.
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The greater complexity is due in part to the fact that the 1PN quadrupole moment gives rise to five
different sums over squares of Fourier amplitudes. In compensation, however, simplifying patterns emerge
amongst these sums. For example, we found an exact correspondence between the higher-order quadrupole
sums MQ01 and MQ11 and the sums over the Newtonian-order quadrupole moment in the leading-logarithm
sequence. Specifically, the substitution I00 → I10 or I00 → I11 in terms where the former appears, along
with changes in the normalization, leads to parts of the flux at 1PN order higher.
Secondly, a relationship exists between the sums we denoted by MQ02 and MQ03, which are related to
the 1PN correction in the frequency Ωr and the “magnetic” harmonics, p, respectively. The k-dependent
prefactors on these sums turn out to be the additive inverse of each other. The reason for this symmetry is
that the harmonics (as defined and manipulated in Sec. 7.3) ultimately satisfy m = −n and s = −p, given
orthogonality, and so Ωr and p only appear in the combination ±Ωr(n + pk). Through 1PN order this can
be rewritten as ±Ωϕ[n+ (p− n)k], which means that a 1PN contribution will emerge with p− n times the
rest of the quadrupole factors. We had simply split this into two separate sums originally, with otherwise
identical forms.
The open question concerns the sum that we labeled MQ12, which involves the appearance of the I00
(Newtonian quadrupole) at next order in the mass ratio and which first arises with the ADM mass at 2.5PN
order. As we mentioned in Sec. 7.4.4, in PN theory it is expected that progressively higher powers of the
ADM mass will appear in progressively higher corrections to the tail. Thus, we expect that this will lead to
a simple factor from the relevant binomial expansion of (1 − νx/2)q. However, it is not clear how else the
Newtonian quadrupole might manifest at this order in ν. If, for instance, the ADM mass in the tail were
the sole appearance of this type of sum, then the partial cancellation between instantaneous and hereditary
contributions discussed in Chapter 6 would not occur, enhancing any orders with both types of flux by a
factor of 3. According to [150], this would include all orders 3PN and above. However, this would leave an
unphysical normalization constant r0 in the full flux, which cannot exist. Therefore, the likeliest possibility
is that a corresponding summation exists on the instantaneous side and the cancellation seen at O(ν0) does
continue here, leading to the result above. Regardless, further developments in full PN theory or second
order BHPT should soon be able to resolve this question definitively. At that point, even if the conjecture
of Sec. 7.4.4 fails to hold, the Fourier infrastructure presented here should be able to provide accurate O(ν)
expansions in eccentricity for all elements of the 1PN log sequences once the correct prefactor is supplied by
other means.
Equally important to the generation of high-order expansions are the topics of computational implemen-
tation and cost. Fortunately, these are quite manageable, though the calculations are more than an order of
magnitude more time-consuming than the leading logarithm calculations of Chapter 6. Of the seven total
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sums, three (MQ02, MQ12, CQ) are roughly equal in expense to the corresponding leading logarithms. Three
(MQ03, MQ11, MO) are 1.5-4 times more expensive, owing to their lengthier Bessel representations. Still,
this only amounts to a matter of seconds or minutes for computation to hundreds of orders in Mathematica.
However, the remaining summation MQ01, involving the 1PN quadrupole (n)I
10
ij , serves as the ultimate
bottleneck in the calculation. As noted in Sec. 7.2, these Fourier elements cannot be expressed cleanly in
terms of Bessel functions, and the unevaluated integral in (7.42) is cumbersome to handle. However, I have
found success by expanding the integrand in et directly before integrating. In particular, the arctangent
function with its complicated argument remained a prime source of difficulty, leading to a series of integrals
that can require hours to expand, as well as require large quantities of memory, on cluster computers that
support Mathematica. Therefore, I chose to precompute the expansion of this function to e120t , a task
which required about 1.5 hours and 20GB of RAM on the UNC cluster KillDevil. Once this expansion is
calculated, the rest of the process becomes much more manageable. Indeed, I am able to expand any 1PN
logarithm to e120t in only a few minutes in Mathematica. The function R
χ
4 (described below) can also be
obtained to e120t in this manner.
Section 7.5: Deriving an essential part of the 4PN tail
Up to now we have focused on the 1PN log sequences of gravitational wave fluxes (depicted by the blue
lines in Fig. 7.1). Drawing upon the frequency domain analysis of the 1PN multipole moments, we re-derived
the known 1PN and 2.5PN relative fluxes in Sec. 7.3. We then used that frequency domain approach in
Sec. 7.4 to detail the analytic dependence of elements in those sequences to all higher PN orders. What
remains, for this section and Sec. 7.6, is to apply a similar approach to the 4PN log sequences (i.e., the
orange lines in Fig. 7.1).
Like the subleading log sequences of Chapter 6 (also called the 3PN logs), the derivation of the form
of the 4PN logs requires an assist from BHPT. As Chapter 6 showed, it is possible to find a theoretical
explanation for part of each subleading log term (even absent a full PN calculation) that is based merely on
knowledge of the Newtonian quadrupole moment. The remaining part of each subleading log term can then
in principle be determined, at lowest order in ν, by BHPT. A similar useful split carries over to the elements
in the 4PN log sequences, though it requires the 1PN source multipoles.
Because the process is somewhat involved, we focus primarily on illustrating how it is applied to the
4PN non-log fluxes, R4(et) and Z4(et), the first elements in the integer-order 4PN log sequences. (Sec. 7.6
also briefly touches on the 5.5PN non-log term, which is the first element in the half-integer-order 4PN log
sequence.) We find that an essential tail portion of these 4PN terms is theoretically determined by the same
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1PN source multipoles that were utilized to describe the 1PN log sequences in Sec. 7.4. Deriving that tail
portion is the subject of this section. Once this essential 4PN tail portion is known, we combine it with
knowledge of the 4PN log flux from Sec. 7.4 and results [100] from BHPT to determine the entire analytic
form of the 4PN non-log fluxes R4(et) and Z4(et) to high order in an expansion in eccentricity. This result
is timely, as it will provide a valuable check for those working to extend PN theory to a full description of
the orbital mechanics and radiative losses at 4PN.
The portion of the 4PN tail to be addressed provides the 1PN correction to the 3PN enhancement function
χ(et) [163]. This portion of the full tail is provided by the sum of the tail
2 and tail-of-tails corrections to the
flux, and is determined by the 1PN source multipoles. The mass octupole and current quadrupole orbital
computations will remain at Newtonian order, mirroring the derivation of χ(et) itself in [163]. However, as
usual, the mass quadrupole part requires extension to 1PN.
7.5.1: Mass octupole




















































where the tail-of-tail coefficients were taken from equation (4.9a) in [140] with constant b set to r0. Note
that a factor of 2 is pulled from that (4.9a), with another factor of 2 coming from the polynomial product
ULUL.
The tail2 term can be evaluated using the integral identity (7.69). Then, because k = Ωϕ/Ωr − 1 = 0

























The tail-of-tails term requires a bit more work. First, the log2 piece must be computed using the following



































where in the last line we set k = 0 and expanded out factors. When the various factors of i and n are
considered, it becomes clear that the last term in (7.108) cancels in a sum over positive and negative n.































































































































































































The next component of the 4PN tail stems from the Newtonian current quadrupole. The energy and














































































































































respectively. Again, the particular forms for the two tails-of-tails were adapted from [140]. The same


























































7.5.3: Mass quadrupole energy flux, lowest order in ν
The remaining order M2 part of the 1PN correction to the tail2 and the tail-of-tails terms comes from
























When the quadrupole moment is taken to leading (Newtonian) order, this term contributes to the 3PN
hereditary flux. By taking the calculation to one PN order higher approximation, we can obtain its contri-
bution to the 4PN flux. To do so, we plug in the biperiodic Fourier expansion for the quadrupole moment
along with the expansion for the ADM mass, replace the time derivatives with powers of the frequency, and




























































(π2 + 4β20 − 4β0)
]
k, (7.121)





























































π2 + 4β20 + β0
)
. (7.124)




























































































− α20 + 2α0 − (1− α0)πisign(n)
)




where α0 = log(2Ωϕ|n|r0) + γE . The rest of the integral can be found using (7.69). In all cases the terms
with sign(±n) will vanish in sums over positive and negative n, so those can be preemptively eliminated.


















































































































We can now combine the sums of corresponding type from the tail-of-tail and tail2 parts into one set of
1PN mass quadrupole contributions. We find that upon fusing the tail pieces all of the log2 terms (i.e., α20






















































































7.5.4: Mass quadrupole angular momentum flux, lowest order in ν



























































































































































































7.5.5: Mass quadrupole, next order in ν
As noted in previous sections, only minor adjustments to the above results are required to obtain these
parts of the 4PN tail at O(ν). The ν-correction to the quadrupole moment itself can again be found by
simple substitution, and the ν-correction to the ADM mass simply provides a factor of (-1). Thus, these


















































































































for the angular momentum flux.
7.5.6: Putting the essential part of the 4PN tail together
We now sum all the results of this section, remove the Newtonian prefactor (along with an additional
factor of x4), and expand in et to obtain explicit compact functions for this order M2 portion of the 4PN





















































































































where R4L is given in Sec. ?? and

































































































































































is the only portion with no closed form. Note that we have written Rχ4 in a form that isolates its expected
divergent behavior, and the two bracketed series appear to converge to as et → 1. This singular structure —
with dual logarithmic and algebraic divergences — mirrors that of its lower-order counterpart χ(et), though
the (apparent) convergence in this case is much slower. See [99] and Sec. 6.4 for more details. Note also that
the χ and eulerlog portions of this tail exactly match the predictions laid out in Sec. 6.5.






































































































Z4L + Zχ4 ,
(7.147)
with Z4L provided in Sec. ?? and










































































































































































The full order-M2 tail functions, Rtail4 (et, ν) and Ztail4 (et, ν), can now be used with an assist from BHPT to
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determine the flux terms R4 and Z4, at lowest order in ν.
Section 7.6: The 4PN fluxes at lowest order in ν
7.6.1: 1PN correction to χ(et) and compact expressions for L4 and J4
In the previous chapter I demonstrated how the threefold combination of the leading logarithm series, the
Λk(et) series (analogs of the function χ(et) [163]), and finite-order-in-eccentricity results from BHPT were
sufficient to generate the integral 3PN logarithm series at lowest order in the mass ratio. This procedure
involved i) converting the leading log and Λk(et) functions from expansions in et to expansions in Darwin
e, ii) matching high-order BHPT expansions to a predicted analytic model involving the aforementioned
functions, and iii) transforming back from e to et. I then used this process to calculate the terms R6L and
Z6L explicitly.
In this chapter the derivations of Sec. 7.4 and 7.5 provided two key components of the full 4PN energy and
angular momentum fluxes: the 4PN log terms R4L/Z4L and the 4PN analogs of the eccentricity functions
χ(et)/χ̃(et). Based on the successes of the previous chapter, it might be strongly suspected that these two
results, along with high-order expansion from BHPT, are sufficient to generate the perturbative 4PN fluxes
to all orders in (Darwin) e at lowest order in the mass ratio.
To confirm this hypothesis, we follow the same procedure used to compute L6L, beginning with the
energy flux. We require two high-order eccentricity expansions: L4, which was found to e30 in Chapter 5,
and Lχ4 , which is the portion with no closed-form representation.
The process to obtain Lχ4 is straightforward. We start with R
χ
4 (et, ν = 0), which can be isolated from
(7.146). This function is expanded to e30t , which requires about 15s in Mathematica using the present
methods. Then, Rχ4 must be converted to L
χ
4 , that is, from a function of time eccentricity et to one of
Darwin eccentricity e. This is achieved by expressing et in terms of e as et = e(1 − 3x + O(x2)) and then
collecting all relevant results at 4PN order. Careful inspection of the post-Newtonian expansion reveals that
only two such contributions must be accounted for in this manner: Rχ4 itself as well as its simpler analog

























where the right side is expanded and then collected at O(x4).
We could perform a similar procedure to generate L4L from R3L and R4L, or we could simply use the

























With those two functions determined, the procedure now closely follows that of Chapter 6. We take the
known results through e30, assume a form similar to that of L3, subtract off Lχ4 (e), and then progressively












































































L4L + Lχ4 . (7.152)

























































































7.6.2: Transforming to R4 and Z4
In order to convert back to the general PN functions R4 and Z4, we require the relationship between e
and et to 4PN order at lowest order in ν. The method for calculating this relationship to arbitrary PN order
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is described in Chapter 4. Here, we quote the 4PN result:
e2
e2t
= 1 + 6x+
(








26 + 54e4t + 150
√
































We then construct the net flux by combining L0(e), L1(e), L2(e), L3(e), and L4(e) and replacing e with






















































































R4L +Rχ4 . (7.156)












































































Z4L(et) + Zχ4 (et). (7.157)
Note the polynomial attached to π2 now perfectly match the results obtained through analysis of the 4PN
tail in Sec. 7.5.6.
7.6.3: General structure in 4PN logarithms and a simplified form for L11/2
The first part of this section has developed compact expressions for the first elements in the two integer-
order 4PN log sequences, namely the terms L4(e) and J4(e), by combining 1PN source multipoles in formulae
for tail fluxes and using perturbation theory to find rational number coefficients in the remaining (closed-
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form) functions of e. This is simply an extrapolation to the 4PN log sequences (solid orange line in Fig. 7.1)
of the procedure used in Chapter 6 to find comparable expressions for the 3PN log sequences (solid green
line).
In this case, we derived the form of Rχ4 and Z
χ
4 directly using the 4PN hereditary contributions. However,
strictly speaking this was not necessary. Indeed, at lowest order in the mass ratio, the analysis of Sec. 6.5
still holds, meaning that the form of the χ−like contribution to any 4PN logarithm can be ascertained a
priori. Using the results of that section, we see that the summations for Rχ(3k+1)L(k) (7.96) and Z
χ
(3k+1)L(k)
(7.99) will simply be given by the summations for R(3k+1)L(k) and Z(3k+1)L(k), respectively, times a factor
of (2k) log(n/2). And like their Newtonian counterparts, these sums appear to have dual logarithmic and
algebraic divegences, where the former is attached to a 1PN logarithm. (N.B.: There is no reason to doubt
this formula is also valid at O(ν), but we presently lack second order BHPT to aid in confirmation.) Finally,
given further results from BHPT, additional integer-order 4PN logarithms could be analytically extracted
in similar fashion. The next of these, R7L, would require that L7L be computed to e34.
Unfortunately, the half-integer 4PN logarithms cannot be manipulated into a compact form using the
methods above. However, each can still be reduced to a rational series by understanding the roles of the
mass quadrupole, mass octupole, and current quadrupole. As an example, take the first half-integer-order
(energy) 4PN logarithm, R11/2. By applying the procedure above, the BHPT counterpart function L11/2
















































L11/2L(e) + Lχ11/2(e). (7.158)
As mentioned, the initial part of this expression is an infinite series with rational coefficients. I have calculated
the series to e30 but omitted here the last few coefficients for brevity. The remainder of the expression involves
two functions that together capture all of the transcendental and logarithmic constants. The first of these is
the 1PN log function itself at 5.5PN order, L11/2L(e), which can be derived from the expression forR11/2L(et)
given earlier in this chapter. The second is the 5.5PN χ-like function, Lχ11/2(e), which can be found by the
process described above.
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Section 7.7: Conclusions and outlook
Overall, this chapter was successful at extending the leading-log schema of Chapter 6 to the first post-
Newtonian correction. This allowed for the calculation of the entire 1PN logarithm series either in closed
form (for integral terms) or to very high order in et (for half-integral terms) at both orders in the mass ratio.
There is a slight uncertainty remaining in the O(ν) sum designated MQ12. However, the available evidence
supports the given representation for this sum (7.93), and the Fourier infrastructure can be trivially adapted
to new information if necessary.
In addition to the 1PN logarithms, the methods here have also allowed for the computation of the 1PN
correction to the Λk(et) and Ξk(et) set of summations from Chapter 6. The specific 1PN correction to
Λ1(et) = χ(et) allowed for the extraction of the full 4PN fluxes at lowest order in ν, as well as isolation of
all transcendental contributions to R11/2.
With the results of Chapters 6 and 7, a pattern emerges for chipping away at an analytic understanding
of the PN expansion in the fluxes. Rather than proceed one power in x (or y) at a time, as would be typical
in advances in the full PN formalism, we take each order in multipole moments as a group, using them to
calculate all the most significant PN contributions from that group. This leads to making progress through
the PN expansion in the diagonal sense depicted in Fig. ??. We first came to understand the eccentricity
dependence of the entire leading-log (diagonal) sequences, x3k logk(x) and x3k+3/2 logk(x). Next, we gained
an understanding of the subleading-log diagonals, with PN dependence x3k logk−1(x) and x3k+3/2 logk−1(x).
Then, the present chapter tackled the 1PN corrections to the leading-logs, which are the diagonals in the
PN expansion with x3k+1 logk(x) and x3k+5/2 logk(x), and 1PN corrections to the subleading-logs, with
x3k+1 logk−1(x) and x3k+5/2 logk−1(x).
The next step would be to move to 2PN order, which will likely increase the difficulty and computational
complexity by another order of magnitude. Much of the procedure is expected to be similar, but the Fourier
infrastructure and computations will be far less tractable. Indeed, there will be a strong need for drastic
simplification of the 2PN Fourier expressions in order to generate high order expansions in et. Regardless,
the task certainly seems worthwhile, as a high-order expansion for the 3.5PN flux has yet to be developed,
and this method has the opportunity to provide one at all three orders in the mass ratio. The mechanics of
this 2PN extension will be saved for future work.
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CHAPTER 8: Computing high-PN fluxes through direct analytic expansion of the RWZ
formalism
Section 8.1: The analytic expansion approach
The previous three chapters detailed several significant advancements in the computation of BHPT-PN
flux expansions. First, Chapter 5 used a numeric-analytic fitting procedure to extract sets of eccentricity
coefficients through 8.5PN order, along with the closed-form expression for 9PN log3 term. Most PN terms
were found to e30, though a few other terms also had closed-form expressions and a few complicated integer-
order terms like L7 and L8 were restricted to much lower orders in e. In Chapters 6 and 7, these results
were then combined with novel discoveries on the multipole moment content of the fluxes to extract the
leading logarithms and 1PN logarithms to all orders in eccentricity and to make substantial progress in
understanding the 3PN (that is, subleading) and 4PN logarithms.
The various techniques and patterns described in those chapters will have many applications to the future
study of radiation in the BHPT and PN regimes. However, the more immediate goal of EMRI source modeling
and waveform construction likely cannot be achieved by these high-eccentricity, low-PN results alone (though
EOB factorization schemes may render this assumption premature). Indeed, [79] found that flux expansions
around 20PN were necessary to accurately match BHPT numerical simulations to the separatrix of the
system. The developments presented so far in this thesis are insufficient to attain such a PN level for the
fluxes. In addition, because of the highly specific nature of numeric computations, other desirable quantities
such as conservative changes to the orbit would have to be recalculated from scratch.
Fortunately, there is another means of pursuing these PN series, which is far superior at reaching high
PN order and easily generalized to a multitude of observable quantities. This is the method of direct analytic
expansions, in which small PN parameters are tracked within the RWZ formalism, allowing the corresponding
MST solutions to be expanded to high orders [169, 95, 170, 171, 68]. The expanded MST solutions can then
be passed through the normalization integrals to obtain series for the full inhomogeneous solutions [72].
From that point any number of observables can be extracted in short order.











Γ(j + ν + 1− iε)Γ(j + ν − 1− iε)
Γ(j + ν + 3 + iε)Γ(j + ν + 1 + iε)
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Γ(j + ν − 1− iε)Γ(−j − ν − 2− iε)
Γ(1− 2iε)
×
2F1(j + ν − 1− iε,−j − ν − 2− iε; 1− 2iε; 1− z/ε). (8.2)
In these expressions, ν was the ε-dependent renormalized angular momentum, aj were ν- and ε-dependent
series coefficients, ε = (2m1ω)η
3, z = (rω)η, η = 1/c. (In this chapter, factors of c are restored in the form
of η to track PN order.) Everything contained within X±lmn depends upon ε and z and thus ultimately on
η. By definition η2 corresponds to 1PN order. Thus, both X+lmn and X
−
lmn can be directly expanded in η
analytically, and this is easily achieved to high order using algebraic computing software like Mathematica.
Following the discussions in Chapter 3, this can be considered a near-zone expansion of the homogeneous
solutions, which breaks down when r →∞ as z = (rω)η is no longer small.
X+lmn and X
−
lmn must be evaluated at the location of the particle in preparation for the source integral.
This is achieved by (analytically) PN expanding Schwarzschild geodesic motion. Once the source terms are
expanded similarly, the various expressions can be combined to compute expansions for the normalization
constants C±lmn. The C
±
lmn can, of course, be directly used to compute the fluxes, which will be done in
this chapter. This will allow for mutual confirmation of the flux results with the coefficients obtained in the
previous chapters. It will also permit comparison of the effectiveness of the various methods for computing
the flux expansions.
In total we find the fluxes at infinity to 19PN and e10, as well as 10PN and e20. With such high orders
obtained, we encounter the possibility that, as in circular-orbit results of [79], these expansions will be able
to match numerical data across a wide range of orbits. However, it is also possible that the convergence
declines significantly in the eccentric regime. To test these hypotheses, I compare the energy flux values
yielded by the expansion to numeric flux data for several specific orbits. I also make a comparison for the
individual 220 mode flux, as many factorization schemes operate on individual modes. Eventually, we see
that while the convergence does worsen in the eccentric regime, large regions of parameter-space are still
accessible to these high-order expansions. Additionally, it becomes apparent that the full flux exhibits far
greater fidelity than the mode flux in the high-eccentricity regime, as it is able to incorporate eccentricity
resummations and low-order information from PN theory. For the orbit (p = 10, e = 1/2), the 220 mode
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barely achieves 1% relative error in the best case, while the full flux can be made to show relative error
around 10−5.
Finally, after finding such success in the fluxes at infinity, I apply the same techniques to expand (for the
first time in this thesis) the fluxes at the horizon. These are found to 18PN and e10, as well as 10PN and e20.
Explicit eccentricity functions are detailed and analyzed. The next chapter will then apply these analytic
expansion methods to the conservative sector to extend other areas of present knowledge for eccentric EMRIs.
The layout of this chapter is as follows. Sec. 8.2 begins the analytic expansion formalism by describing the
continued fraction expansion procedure for ν and aj . Then, Sec. 8.3 details the process of obtaining series for
the full (unnormalized) MST homogeneous solutions, and Sec. 8.4 briefly derives the normalization factors
needed to compute X̂±lmn in preparation for flux expansions. Sec. 8.5 outlines a few methods of factorization
and computational optimization in order to extend the achievable order of the expansion. Sec. 8.6 moves to
the inhomogeneous integral to obtain series for C±lmn. These are then used in Secs. 8.7 and 8.8 to yield the
fluxes. Sec. 8.7 uses the high-order expansion of the fluxes at infinity to make comparisons to numerical flux
data. Finally, Sec. 8.8 expands the fluxes at the larger black hole’s horizon, with the presentation of explicit
new eccentricity enhancement functions. Sec. 8.9 concludes with summary and outlook.
Section 8.2: Expansion of ν and aj
We start with the renormalized angular momentum ν and series coefficients aj , which identically appear
in both X+lmn and X
−
lmn. As described in Sec. 2.3, these terms require the solution of a continued fraction
equation, defined to make the sum converge as aj → ±∞. Namely,
αjaj+1 + βjaj + γjaj−1 = 0, (8.3)
with
αj = −
iε(−1− iε+ j + ν)(−1 + iε+ j + ν)(1− iε+ j + ν)
(1 + j + ν)(3 + 2j + 2ν)
,
βj = 2ε
2 − l(l + 1) + ε
2(ε2 + 4)
(j + ν)(1 + j + ν)
+ (j + ν)(1 + j + ν),
γj =
iε(iε+ j + ν)(2− iε+ j + ν)(2 + iε+ j + ν)
(j + ν)(−1 + 2j + 2ν)
. (8.4)
This is solved to some desired power of ε by setting
αjRj+1 + βj + γjLj−1 = 0, (8.5)
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βj+3 − · · ·
. (8.6)
First, ν is found to some given order in ε by setting j = 0 and truncating the fractions at depth equal to
half the needed order. An ansatz of ν = ν0 + ν2ε
2 + ν4ε
4 · · · can be substituted, and the resulting equation
can be solved order by order to extract each νi. Then, the series coefficients aj can be iteratively built up
using aj+1 = Rj+1aj and aj−1 = Lj−1aj .
For l = 2, this all combines to give




















































































































































As we can see, the results for negative j are not quite regular. This is due to the fact that Lj experiences
cancellation in its denominator for certain values of j < 0. Thus, the corresponding Lj either gains or loses
additional powers of ε. Fortunately, this behavior can be precisely determined, and the starting orders are
listed in [68].
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Section 8.3: Expansion of the full MST homogeneous solutions
The remaining factors in the homogeneous solutions have additional subtleties that complicate their
expansions. A complete description of the process was provided in [68] (based on earlier work in [169, 95]);
therefore, our treatment here will be brief. We start with the odd-parity solution X+lmn in (8.1). This
function is most easily expanded in a few separate pieces, which can then be combined with ν and the aj to
produce the full solution.
8.3.1: The initial prefactor in X+lmn















where we have defined z̄ = rω and ε̄ = 2m1ω. Thus, z = z̄η, ε = ε̄η
3, which allows for straightforward
expansion in η. This substitution can be utilized throughout the procedure to more easily track powers of
η. Note that the factor of zν+1 ensures that Cup will begin at order O(ηl+1). As an example, this can be
found for l = 2 to give
Cl=2up =z̄


























8.3.2: Manipulation of the confluent hypergeometric function
The primary remaining complication is the irregular confluent hypergeometric function U , which must
be recast using hypergeometric identities into a form more suitable for PN expansion. One useful choice is
U(a, b, ζ) =
Γ(1− b)
Γ(a− b+ 1)
M(a, b, ζ) +
Γ(b− 1)
Γ(a)
ζ1−bM(a− b+ 1, 2− b, ζ), (8.11)
for Kummer hypergeometric function M(a, b, ζ) = 1F1(a, b, ζ) [68].
Taking the two instances of M separately, and including the other factors in the summation for X+lmn,
the first portion can be written as
U lj1 ≡ (−2iz)j
Γ(j + ν − 1− iε)Γ(j + ν + 1− iε)Γ(−2j − 2ν − 1)
Γ(j + ν + 3 + iε)Γ(j + ν + 1 + iε)Γ(−j − ν − iε)
M(j + ν + 1− iε, 2j + 2ν + 2,−2iz).
(8.12)
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2 as functions of l and j.
j ≤ −2l − 1 −2l ≤ j ≤ −l − 3 −l − 2 ≤ j ≤ −l − 1 −l ≤ j ≤ −l + 1 j ≥ −l + 2
CupajU
lj
1 2|j|+ l − 2 2|j|+ l + 4 3|j| − j − l − 3 3|j|+ j + l + 1 3|j|+ j + l − 2
CupajU
lj
2 4|j| − l − 6 4|j| − l 3|j| − j − l − 3 3|j|+ j + l + 1 3|j| − j − l
The function U lj1 exhibits PN irregularities in both the Γ prefactors and the function M . In the product
of Γ functions, factors of ε are lost whenever a term in the numerator has an argument ≤ 0, and they are
gained whenever a term in the denominator has an argument ≤ 0. Once this is accounted for, the Γ product
can be properly expanded to any order in ε, though the basic execution in Mathematica can be slow.
For M(j + ν + 1− iε, 2j + 2ν + 2,−2iz), irregular behavior behavior occurs when j + l < 0. This can be
observed in the hypergeometric series:










= (a)(a+ 1)(a+ 2) · · · (a+ k − 1), (8.13)
where (a)k is the Pochhammer symbol. Thus, when j+ l = −1, the PN series for M(j+ ν+ 1− iε, 2j+ 2ν+
2,−2iz) starts at O(1/η2).
The second piece, given by
U lj2 = (−2iz)(−j−2ν−1)
Γ(j + ν − 1− iε)Γ(2j + 2ν + 1)
Γ(j + ν + 3 + iε)Γ(j + ν + 1 + iε)
M(−j − ν − iε,−2j − 2ν,−2iz), (8.14)
is handled similarly.
8.3.3: The full X+lmn
The full expansion of X+lmn proceeds by combining the series for these component pieces. Within the
summation, series must be computed for all j whose leading order is below the target order of the full
expansion. To aid this effort, Table 8.1 establishes the leading PN orders of X+lmn for each l and j. An
equivalent table is given in [68]. In this way it can be determined how many j values must retained for a
given l to reach any desired order. For example, in order to calculate X+2mn to, say, η
4, we must include
0 ≤ j ≤ 1 for U2j1 and 0 ≤ j ≤ 3 for U
2j
2 . A low-order expansion for the normalized version of X
+
2mn will be
shown in Sec. 8.4.
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8.3.4: Expanding the horizon solution X−lmn






is expanded similarly to its infinity-side counterpart. The
hypergeometric function 2F1(a, b, c, ζ), meanwhile, can be separated into a form more amenable to the present
expansion [68]:

















The first appearance 2F1 can be combined with remaining factors in the summand to produce the function
F lj1 =
Γ(j + ν − 1− iε)Γ(−2j − 2ν − 1)




2F1(j + ν − 1− iε, j + ν + 3− iε, 2j + 2ν + 2, ε/z).
(8.16)
Once again, irregularities in leading PN order exist in the Γ functions and in 2F1(j + ν − 1− iε, j + ν +
3− iε, 2j+ 2ν+ 2, ε/z) itself. For 2F1(j+ ν− 1− iε, j+ ν+ 3− iε, 2j+ 2ν+ 2, ε/z), irregular behavior occurs
when the various arguments are non-positive, as can be observed from the hypergeometric series:








The series will start at O(η−4) for j = −l − 1 and at O(1) otherwise.
The second appearance of 2F1 is combined with its multiplicative factors to yield a second function:
F lj2 =
Γ(−j − ν − 2− iε)Γ(2j + 2ν + 1)




2F1(−j − ν + 2− iε,−j − ν − 2− iε,−2j − 2ν, ε/z).
(8.18)
The hypergeometric function here has leading behavior of O(η−4) for j = −l and of O(1) otherwise.
8.3.5: The full horizon-side homogeneous solution
The computation of X−lmn follows from these component pieces. The combined leading behavior is given
in Table 8.2. Note that this corrects a few small mistakes in Table III of [68]. Thus, calculation of X−2mn to,
say, 1/η requires no j for F 2j1 and 0 ≤ n ≤ 8 for F
2j
2 . An expansion for a normalized version of X
−
2mn will
be given in Sec. 8.4 below.
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2 as functions of l and j
j ≤ −2l − 1 −2l ≤ j ≤ −l − 3 j = −l − 2 −l − 1 ≤ j ≤ −l j = −l + 1 j ≥ −l + 2
CinajF
lj





2 5|j| − 2l − 8 5|j| − 2l − 2 3|j| − 4 3l − 3 3|j| − 1
3|j| − 2j
−2l − 5
Section 8.4: The normalized functions, X̂+lmn and X̂
−
lmn





±iwr∗ , r∗ →
±∞ (recall that r∗ = r+2m1 log(r/2m1−1) is the tortoise coordinate). As mentioned in Chapters 2 and 5, it
is advantageous in the computation of the fluxes to normalize these functions so that we have X̂±lmn ∼ e±iwr∗
as r →∞ or r → 2m1. To do this, we simply divide off the appropriate limits, as illustrated below.
8.4.1: The infinity-side solution
Explicitly, the function X+lmn can be normalized by taking the limit r → ∞ or, equivalently, z → ∞.






Γ(j + ν − 1− iε)Γ(j + ν + 1− iε)
Γ(j + ν + 3 + iε)Γ(j + ν + 1 + iε)
= (ε)iε(−2i)−ν−1+iεAsumup . (8.19)


























































































































































8.4.2: The horizon-side solution
The function X−lmn, meanwhile, is normalized by taking the limit r → 2m1, which implies z → ε. Because





Γ(n+ ν − 1− iε)Γ(−n− ν − 2− iε)
Γ(1− 2iε)
. (8.21)

















































































8.4.3: The functions X̂eup and X̂
e
in (even parity)



























where λl = (l−1)l(l+1)(l+2). It turns out that these transformations are constructed such that whenever the
odd-parity functions are normalized, these even-parity ones will be as well. This can be checked directly by
taking the appropriate limits. Thus, we can effectively continue with the same procedure in the even-parity
case.
Section 8.5: Optimizing expansions through Γ function identities and factorization
8.5.1: Rewriting Γ functions using Pochhammer symbols
The procedure detailed above is sufficient to produce PN series; however, the expressions are too com-
putationally expensive as written, primarily due to the complexity of the Γ functions, which are difficult to
expand when the arguments are arbitrary. Fortunately, it is possible to reformulate the Γ functions slightly
to construct series in a much more efficient manner. This is done by first repeatedly applying the standard
identity zΓ(z) = Γ(z + 1) to put all such functions into the form Γ(1 + g(ε)) for some small function g(ε)
and then, because the resulting Γ(1 + g(ε)) expressions can be pulled out of the summations over j, finding
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opportunities to cancel or simplify these factors.
Explicitly, we write





= Γ(1 + g(ε))(1 + g(ε))k−1, (8.24)
where k is some integer not equal to 1 and (a)n is the Pochammer symbol. In this context, Pochhammer
symbol takes one of two values, depending on the value of k:
(1 + g(ε))k−1 =
k−1∏
j=1
(j + g(ε)) (k > 1),







(k < 1). (8.25)
In each case, this yields a purely rational series in ε, one which can be rapidly expanded in Mathematica.
Doing this for each Γ function in X̂+lmn and X̂
−
lmn creates significant cancelations of Γ functions in A
±
lmn






2 , drastically reducing the computational cost. In what follows, we will call the








We can simplify X̂±lmn further by preemptively factoring out certain complicated z-independent terms.
In certain cases these factors will eventually cancel through division by the Wronskian [68], but the rest of
the time, we will simply multiply these factors back in at the end, after |C±lmn|2 is constructed for the fluxes.
This serves to accelerate the integral for the normalization coefficients C±lmn (the rate-limiting step in the
expansion of the fluxes) by an order of magnitude.
To give an immediate example, the expression for X̂+lmn contains the z-independent factor
(−2iε)−iε = exp [−iε log(−2iε)] . (8.26)
This piece expands into a sequence of logarithms that greatly increases the expression length and computa-
tional cost. Therefore, this factor is removed from the outset.
More subtly, we can simplify the summations in X−lmn and X
+
lmn by analyzing more closely the leading

























Note that the latter expression controls the leading behavior ((z/ε)l+1 for j = 0), while the former holds an
additional factor of (ε/z)2l+1 ∝ η4l+2. Therefore, when attempting to reach a given PN order, expansions
of F̄ lj2 must be computed for more j and to higher relative order than for those of F̄
lj
1 .
Similarly, in X+lmn Ū
lj
2 has an extra factor of z
−l relative to that in Ū lj1 , though the corresponding
difference in leading PN order between the two is more modest. Because the F̄ lj1 and Ū
lj
1 calculations are
simpler and fewer in number, we can reduce the total computations by “moving” all the j-independent






1 via division. When necessary, these factors will be
multiplied back in at the end [162].
Finally, it is possible to identify one additional simplifying factor: the lowest appearance of each eulerlog-
like function [32, 162, 80, 100, 121]. These functions are produced by the leading-order behavior within Û2









where ∆ν = ν − l.
Once all such quantities are canceled or factored out of the homogeneous solutions, the resulting expan-
sions are multiple orders of magnitude simpler and faster to execute. However, when constructed in this
manner, the X±lmn functions are no longer normalized, so we no longer mark them with hats. The missing
factors will eventually be resupplied in the final construction of the fluxes. They are given explicitly in
Sec. 8.6.
Section 8.6: Analytic expansion of the normalization constants and fluxes
The prescription above allows for expansion of the homogeneous solutions to effectively arbitrary PN
order. These can be used to construct the normalization constants C±lmn defined in Sec. 2.4. To do so I
follow and refine the methods of [72]. The process requires that X±lmn be evaluated at the location of the
particle as it follows a generic, bound geodesic on the Schwarzschild background. In order to maintain a PN
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description of the system, we must PN expand this motion, something that can be done to arbitrary order.
The methods were discussed in Sec. 4.2, but I will briefly review the process here.
8.6.1: Expansion of the geodesic motion
We start with the Darwin parameterization of Schwarzschild geodesic motion in Schwarzschild coordi-
nates, in which
E2 = (p− 2)
2 − 4e2
p(p− 3− e2)




for semilatus rectum p, eccentricity e, and E and L related to the (gauge invariant) energy and angular
momentum. The separatrix occurs at p = 6 + 2e. The coordinate position of the particle can be expressed
in terms of relativistic anomaly χ by the following equations of motion:
rp(χ) =
pm1






(p− 2− 2e cosχ)(1 + e cosχ)2
(
(p− 2)2 − 4e2



















(1 + e cosχ)2
(
p− 3− e2
p− 6− 2e cosχ
)1/2
, (8.30)
where F is the elliptic integral function. Refer to Sec. 2.1 and Sec. 4.2 for more details. These coordinates
will be expanded in 1/p (a 1PN quantity) and (to make the inhomogeneous integrals soluble) e. Note that
by expanding in 1/p and e first, the integrals for tp(χ) and τp(χ) become trivial, though the latter will not
be needed until Chapter 9.
Expansions for the frequencies Ωr and Ωϕ are also required. We set tp(0) = 0, so that these are simply











Both follow trivially once the coordinates are known. Finally, the alternative PN compactness parameter
y = (m1Ωϕ)
2/3, which was used in the expansion of the fluxes in Chapters 5, 6, and 7, can be expanded in
1/p and e using Ωϕ. It is easy to transform any given PN expansion from 1/p to y and vice versa. Therefore,
we will work with expansions in 1/p until the very end.
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8.6.2: The source terms
We can use these series for geodesic motion to expand the source terms Glm and Flm in p and e. The
odd-parity source terms were found in Sec. 2.2 to be
Goddlm (χ) =
32πµLfp






p + 7m1L2 + (2E2 − 1)r3p − 2L2rp
) ]
X∗lmϕ ,
F oddlm (χ) =
32πµLf3p (r2p + L2)
(l − 1)l(l + 1)(l + 2)E2r3p
X∗lmϕ . (8.32)
The even-parity versions were given by








(l − 1)l(l + 1)(l + 2)r3p((l − 1)(l + 2)rp + 6m1)2E
[
2f2p (l − 1)(2 + l)L2rp(6m1 + (l − 1)(2 + l)rp)




l + l2 − 2m2
)
(6m1 + (l − 1)(2 + l)rp) + 4i(l − 1)(2 + l)mr2pur
)
+ (l − 1)(2 + l)r2p(E2
(









PN expansions for the geodesic motion can be substituted in the radial functions and spherical harmonics
to produce arbitrary-order PN series for these functions in straightforward fashion.
8.6.3: The C±lmn integrals
The inhomogeneous solutions are found by integrating the source motion for the constants C±lmn. These





























The homogeneous solutions are expressed as functions of χ by setting
zp = rpω =
pm1ω
1 + e cos(χ)
=
m1ω
p1/2(1 + e cos(χ))
,




where I have introduced a PN-adjusted frequency ω = ωp3/2 = O(1). As with z̄ and ε̄ in Sec. 8.3, the use
of the Newtonian-order ω implies that every quantity within the expansions for X±lmn is Newtonian order
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except for the expansion variable, which in this case is 1/p. Thus, the PN order will now be tracked with
1/p alone, and the previous expansion parameter η = 1/c can be set to 1. All series are now crafted to use
the variables 1/p and e. This also allows us to avoid evaluating ω in terms of Ωr and Ωϕ until the end, which
saves computational time.








This function can be expensive to compute, but it has the benefit (standard to Wronskians) of not depending
on r (and thus, χ). Therefore, we can compute it for a particular value of χ to save time. Interestingly,
the Wronskian is also parity-independent. This can be shown by direct evaluation using the Detweiler-
Chandrasekar transformation, along with the RW equation and z-independence of the result. Moreover,
outside of the adjusted frequency ω, it does not depend on m or n at all.
Overall, these integrals constitute the computational bottleneck in this analytic expansion procedure.
When reduced entirely to series in 1/p and e, the result is a large sum of complex exponentials, which
are trivial to integrate but extremely time-consuming to handle. However, the simplifications detailed above
serve to reduce the size of the expanded integrand by multiple orders of magnitude. This allows the procedure
above to reach incredibly high PN orders in manageable time. A representative sample of benchmarks is
given in Table 8.3.






























































With the (factorized) constants C±lmn analytically expanded, we can pursue the fluxes with the same



















(l + 2)(l + 1)(l)(l − 1)mω|C±lmn|
2. (8.39)
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Table 8.3: Overview of the computational time needed for expansion of various even-parity normalization
constants to high PN order. Expansions were found for specific l but general m and n on the UNC Longleaf
cluster. The third and fourth columns indicate the time and memory, respectively, needed for the calculation.
The fifth column gives the approximate size of a text file holding the output. In each case the comparable
odd-parity computation is simpler and faster.
Coefficient Relative Order CPU time (hours) Memory Text File Size
C+2mn 19PN/e
10 173.5 5GB 60MB
C+4mn 18PN/e
10 41.1 4GB 15MB
C+6mn 16PN/e
10 18.1 4GB 10MB
C−2mn 18PN/e
10 81.7 5GB 140MB
C−4mn 14PN/e
10 21.1 3GB 50MB
C+2mn 10PN/e
20 8.2 3GB 40MB
C−2mn 10PN/e
20 3.3 2GB 120MB
This time I have retained the expressions for radiation down to the larger black hole’s horizon. In addition
to the further extension of the fluxes to infinity, I will present new progress on the horizon fluxes later in
this chapter.
However, the flux expressions are still missing the z-independent factors that were removed in Sec. 8.5.
These must be multiplied back in to retrieve the fluxes. At infinity, the necessary term comes from the
z-independent factors we removed from X+lmn, as this function only appears in the Wronskian. On the other
hand, the z-independent factors for Xin in 1/Wlmn will cancel with similar factors in the normalization








where C+fac is the factorized normalization constant, while C
+
diss is the full constant needed for the fluxes.
Then, the fluxes are found from
|C+diss|
2 = eπε(εp)2∆ν




Note that this is identical to Johnson-McDaniel’s Slmn factorization [162, 121].
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Γ(1 + ∆ν − iε)2
Γ(1 + 2∆ν)Γ(1− 2iε)
C−fac, (8.42)







Γ(1 + ∆ν − iε)2Γ(1 + ∆ν + iε)2
Γ(1 + 2∆ν)2Γ(1− 2iε)Γ(1 + 2iε)
|C−fac|
2. (8.43)
The Γ functions can be expanded either directly or by converting to exponentials (see Appendix C) and
canceling terms. Overall, calculating the optimized C± constants and then adjusting as above is a much
faster method of calculating the fluxes, though the effect is more significant in the flux at infinity.
As discussed in Chapter 5, the flux modes have different starting orders in 1/p and e. Specifically, mode
lmn will begin at relative PN order l − 1 in the odd-parity sector and l − 2 in the even parity sector.
The eccentricity series will begin at e2|n| in either case. Therefore, once targets are established in the PN
and eccentricity orders, the exact (finite) number of required modes is determined. Computations can be
separately made and stored for specific modes, which is a reasonably fast process on supercomputing clusters.
In practice, this generally works by making 2 full computations for each value of l — one for each parity —
while leaving m and n unevaluated until the end. Then, the resulting contributions can be summed over l,
m, and n in straightforward fashion.
Section 8.7: Analytic expansions: new flux results at infinity
8.7.1: Extending the fluxes at infinity to 19PN
The analytic expansion methods above were used to compute the two fluxes to high PN order. First, let
us focus again on the radiation to infinity, covered at length in Chapters 5, 6, and 7. With direct analytic
expansions, the low-PN high-e results found in those chapters were extended to 19PN and e10. Note that
because the orders in p and e must be fixed at the beginning of the procedure, it is not possible to obtain any
individual terms to higher PN order as was possible with fitting. However, what can be done is the execution
of the entire procedure multiple times in order to retrieve low-PN terms to higher order in e. Therefore,
after obtaining the flux to 19PN and e10, I recalculated the fluxes to 10PN and e20.
Thus, all PN terms 10PN and below are now known to at least e20, and all PN terms from 10.5PN to
20PN are known to exactly e10. Of course, certain lower-order terms are known to e30 from Chapter 5, and
the leading, 1PN, 3PN, and 4PN logarithms can all be computed to much higher order in e. An optimal
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Table 8.4: Overview of the contributions of this thesis to the energy flux at infinity to 19PN. Terms from
0PN to 3PN were derived using the full PN theory. The rest were found by [99] (“FEH”) and various
chapters of the present work. Boxes in the body of the table indicate the order in e extracted in the listed
source. Boxes labeled “CF” were found in closed form, while those labeled “AO” can be rapidly computed
to arbitrary order. Those labeled “AO*” can be found to arbitrary order only after (yet to be completed)
lengthy pre-computations are made using BHPT. The columns labeled “Max” take the highest power of e
found among all given sources. A comparable chart can be constructed for the angular momentum flux.
Term FEH Ch. 5 Ch. 6/7 Ch. 8 Max Term FEH Ch. 5 Ch. 6/7 Ch. 8 Max
L7/2 e24 e30 — e20 e30 L7L2 e2 CF CF CF CF
L4 e6 e30 AO e20 AO L15/2 — e12 — e20 e20
L4L CF CF CF CF CF L15/2L — e26 — e20 e26
L9/2 e2 e30 — e20 e30 L15/2L2 — e28 AO e20 AO
L9/2L e18 e30 AO e20 AO L8 — e0 — e20 e20
L5 e0 e30 — e20 e30 L8L — e18 — e20 e20
L5L e24 CF — e20 CF L8L2 — CF — e20 CF
L11/2 e2 e30 — e20 e30 L17/2 — e2 — e20 e20
L11/2L e10 e30 AO e20 AO L17/2L — e16 — e20 e20
L6 e0 e20 — e20 e20 L17/2L2 — e20 AO e20 AO
L6L e2 e30 AO e20 AO L9 — — — e20 e20
L6L2 e12 CF CF CF CF L9L — — — e20 e20
L13/2 e0 e30 — e20 e30 L9L2 — — AO* e20 e20
L13/2L e2 e30 — e20 e30 L9L3 CF CF — CF CF
L7 e0 e12 — e20 e20 9.5-10PN — — — e20 e20
L7L e2 e26 AO* e20 e26 10.5-19PN — — — e10 e10
expansion can be formed by selecting the highest power of e found at each order. A summary of all the
contributions to the expansions of the fluxes at infinity is given in Table 8.4.
It is interesting to evaluate the relative strengths and weaknesses of fitting and direct analytic expansions,
two very different approaches to computing BHPT-PN series. In particular, the fitting approach is partic-
ularly adept at reaching high orders in eccentricity but is computationally expensive and limited to fairly
low PN order. In contrast, the direct analytic method has some trouble calculating high orders in e, but it
is versatile and efficient at moving to high PN. Thus, in some sense the two methods are complementary.
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However, due to the known need for high-PN expressions, and the ability to still reach useful order in e,
the analytic expansion techniques will likely be the preferred avenue in reproducing these results for other
BHPT quantities (especially in the Kerr case), outside of a few niche scenarios. Because the fluxes at infinity
were discussed and illustrated at length in previous chapters and because the new higher-order terms do not
convey additional interesting information, I will not detail any more explicit results. The full series are all
archived at [168]. Instead, comparisons to numerical data are given below, allowing for evaluation of the
utility of these expansions.
8.7.2: Numeric mode flux comparisons
With the high-order expansions computed, it is beneficial to assess their utility by comparing to numerical
calculations for several specific orbits. This is done in a few separate ways to evaluate the possibility of
enhancing convergence using factorization techniques. Previous work on factorizations has primarily applied
them on a mode-by-mode basis [32, 162, 185, 186, 187]. Therefore, we start by making comparisons for the
individual 220 mode, proportional to |C+220|2. Unfortunately, when working in this manner, low-order results
and information from PN theory cannot be readily included. Therefore, I utilize composite expansions
constructed by joining only the 10PN/e20 and 19PN/e10 results of this chapter. I do this for the 1/p
expansion natural to BHPT, as well as the more standard expansion in y.
I then apply to these composite series several factorization schemes to check for improved convergence.
Specifically, we try a logarithmic resummation (also referred to as the exponential resummation), in which a
new series is constructed from the logarithm of the flux, and then the numeric evaluation of the log series is
exponentiated to obtain the result [188, 162]. Similar procedures are executed with a reciprocal resummation
(inspired by [185]) and a singular factor resummation, the latter resulting from the removal of the separatrix
1/(p− 6− 2e) in the 1/p fit. We also test the benefit of the Slmn factorization (see (8.41) and [162]), both
with and without the other resummations. Note that the application of the factorizations here result in the
generation of new double expansions (in PN and e). In the case of the full flux analyzed below, resummations
will only be applied at the PN level, with the eccentricity functions first evaluated numerically.
Comparisons are made for p = {10, 20}, e = {1/10, 1/4, 1/2}, with the results summarized in Fig. 8.1 and
Fig. 8.2. We find that the logarithmic and reciprocal factorization schemes begin to fail at relatively low e,
implying that these approaches are likely not useful for eccentric binaries on an lmn basis. Additionally, the
Slmn factorization seems to have little effect in the majority of cases, with close overlap between the Slmn
and standard varieties of the resummation schemes. However, it does provide noticeable benefit for the orbit

















































































































Figure 8.1: Accuracy of the composite energy flux PN expansion and its resummations for the 220 mode
for p = 10. The left column plots expansions in 1/p and e, while the right column plots their analogous
expansions in y and e. The x-axis denotes truncation of the series at the given PN order. Factorization
schemes include logarithmic and reciprocal re-expansions, with and without removal of the S220 factor. The
1/p expansion also includes re-expansion via the removal of the separatrix factor 1/(p− 6− 2e), labeled as




















































































Figure 8.2: Accuracy of the PN expansion and its resummations for the 220 mode for p = 20. The various
labels and factorization schemes are identical to those in Fig. 8.1. Note the change in vertical scaling for
e = 1/2.
It is noteworthy that the fit in 1/p seems consistently better than the fit in y. This is particularly true
in the low-p, low-e regime, where the removal of the separatrix produces the best match. Interestingly,
though this separatrix (“ISO”) factorization barely changes the series, it provides clear benefit for p = 10
and e = {1/10, 1/4}, allowing for relative errors near 10−6. A few other methods not depicted were tried as
well (e.g., the ˜̃Slmn factorization [162]), but none provided additional improvement.
Unfortunately, it is clear for p = 10 that the PN approximation for the 220 mode rapidly loses validity
beyond e = 1/4, as the best matching series at e = 1/2 produced by the S220 factorization still yields 1%
error (with the rest much worse than that). Better resummations and higher order series in e will be required
to produce faithful representations of the lmn fluxes for p . 10 around this level. However, the fidelity is
markedly improved further into the PN regime, as the smallest relative error achieved for p = 20 and e = 1/2
is still near 10−6, as seen in Fig. 8.2.
We can roughly assess how the radius of convergence of this double series changes with e by evalu-
ating each non-logarithmic PN coefficient numerically. This leaves a single expansion in y (or 1/p) with









































































Figure 8.3: Accuracy of the PN expansion and its resummations for the full flux for p = 10. Each plot
corresponds to a different value of e. This time, in contrast to Figures 8.1 and 8.2, the 1/p and y expansions
are superimposed on the same plots. Note the change in vertical scaling for the bottom two plots.
limn→∞(L220n (e))−1/n [80]. For e = 0, the high-order coefficients stabilize at a level that implies a minimal
valid semi-latus rectum around 3 . p . 4. We find this rises to p ∼ 5 for 1/10 . e . 1/4, to p ∼ 6 for
e = 1/2, and to p ∼ 10 at e = 1. Of course, these numbers are very approximate, as the high-order PN
terms are only expanded to e10. Nevertheless, a significant decrease in convergence with e is apparent.
8.7.3: Numeric full flux comparisons
For the full flux, we make comparisons using a composite PN series formed from four sources: results
from PN theory through 3PN (involving closed forms or high-order e expansions), an expansion to e30 at
3.5PN (from fitting), expansions to e20 from 4PN-10PN, and expansions to e10 from 10.5PN-20PN. We again
construct two separate series in this fashion, one using 1/p as the PN variable and the other using y. At
each PN order eccentricity factors of (1− e2)k for some appropriate k are isolated to enhanced convergence.
We then apply to these composite series similar factorization methods to check for improvements in
fidelity. This time, the factorizations are only applied at the PN expansion level, meaning that the eccentricity
functions are evaluated numerically before the re-expansion is executed. This more easily preserves the closed
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forms and high-order expansions at low PN.
Comparisons are made for p = 10, e = {1/100, 1/10, 1/4, 1/2}, as depicted in Fig. 8.3. We find that the
convergence is consistently better in the full-flux expansion than it was in the 220 mode, with the lowest
error reaching 10−7 for e = 1/4 and 10−5 for e = 1/2. This is almost surely due to the use of closed forms
and arbitrary-order expansions through 3PN, as well as the resummation of the eccentricity series at higher
orders. It is noteworthy that the 4PN flux is already known to arbitrary order from Chapter 7 while the
3.5PN flux is not, implying that a higher-order expansion for the latter would be desirable in moving further
into the high-e, low-p regime.
There was not much consistency on the best expansion form across the four orbits. The y expansions
generally appear better than their 1/p counterparts at lower e, while the reverse seems to occur at higher e.
The two factorizations do not affect the convergence of the 1/p expansions at low e, but both provide clear
benefit at e = 1/4 and e = 1/2. In contrast, the y expansion resummations prove better than the original
in all 4 cases, though the difference is fairly modest. From this small sample of orbits, we can potentially
speculate that the reciprocal and logarithmic factorizations of the y series provide the best match for small
e, while the reciprocal resummation of the 1/p series may begin to outpace those as e increases.
Despite the overall improved match over the 220 mode, the radius of convergence estimated through
high-order coefficient magnitude appears worse in the full flux. The same procedure used in the mode flux
reveals a minimally convergent p ∼ 4 for e = 0. The eccentric cases yield (e = 1/10, p ∼ 5), (e = 1/4, p ∼
6), (e = 1/2, p ∼ 8). Again, the low order of the eccentric expansions implies that these results are highly
imprecise. However, this is sufficient to infer that the PN expansion loses strong-field validity in the high-
eccentricity regime. Thus, it appears unlikely that BHPT-PN expansions can replace numeric calculations
at the separatrix for highly eccentric fluxes. However, additional improvements are still possible through
higher-order expansions. Note that even at e = 1/2, there is steady average improvement with increasing PN
order in the full-flux expansion in Fig. 8.3. Thus, it will likely prove worthwhile to extend these series further
and to continue to refine methods of factorization (perhaps by using Padé or Chebyshev approximants). Such
explorations will be left to future work.
Section 8.8: Analytic expansions: new flux results at the horizon
8.8.1: Radiation to the horizon: Background and past developments
Similar progress can be made in the energy and angular momentum absorbed by the larger black hole,
whose values are given by sums involving |C−lmn|2. However, as this is the first discussion on the horizon
fluxes in this thesis, we first review some background on past work in deriving these expansions. The next
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subsection will detail original results.
Because of its relative unimportance compared with the radiation to infinity, the horizon fluxes are not
nearly as well developed in the PN literature. The BHPT community has computed expansions at first order
in the mass ratio, but these have primarily focused on the case of circular orbits. In 1982 Gal’tsov derived
an expression for the leading equatorial circular-orbit energy flux in both the spinning and non-spinning
cases [189]. Then, [190] found a more general method to analyze energy absorption in the non-spinning case,
but again only explicitly computed the leading contribution. In 1997, the authors of [191] used the MST
solution to the Teukolsky equation to derive the horizon fluxes for circular equatorial orbits about a Kerr
black hole to 4th relative order. In general, the horizon fluxes are suppressed by 2.5 PN orders relative to
their counterparts at infinity; however, in the case of a Schwarzschild background, the horizon fluxes are
actually suppressed by 4 PN orders. Therefore, for the purposes of this work, the results of [191] only extend
to 2.5PN relative order. Later, [161] used a fitting procedure similar to that of Chapter 5 to extract the
circular-orbit flux in mixed analytic-numeric form to 20PN in the spinning and 21PN in the non-spinning
case, and [101] derived a fully analytic expansion to 18.5PN.
For the eccentric case Sago and Fujita [164] give expansions for the energy and angular momentum
fluxes radiated to infinity and to the horizon for arbitrary orbits on Kerr black hole backgrounds. In both
the energy and angular momentum fluxes, results are given to 4PN order and e6 relative to the respective
leading contribution at infinity, which only contains the leading-order corrections in the non-spinning horizon
fluxes. Beyond that, additional coefficients in the eccentric Schwarzschild horizon fluxes were found by [173]
via fitting. The details of those results will be provided in the next subsection.
8.8.2: The horizon energy flux to 18PN
To proceed further, it is helpful to represent the full expansions in terms of undetermined eccentricity
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B5 + B5L log(y)
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+ y11/2B11/2 + y6
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+ y13/2B13/2 + y7
(
B7 + B7L log(y) + B7L2 log2(y)
)
+ · · ·
]
. (8.44)
Note that the structure of this expansion differs from that in the flux at infinity. In particular, the circular-
orbit results reveal a significant reduction in the occurrence and complexity of half-integer terms [161, 101].
In 2016, Forseth [173] utilized numeric-analytic fitting to find eccentricity coefficients in these flux func-
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tions to 7PN order (relative to B0; I generally define PN orders to mean “relative to the leading term in the se-
ries” unless specified otherwise). On the energy side, he found closed-form expressions for B0,B1,B2,B3L,B4L.
He then extracted finite-order analytic eccentricity series for most of the remaining terms, specifically com-
puting B3 to e40, B4 to e4, B5L to e30, B11/2 to e12, B6L2 to e12, B13/2 to e4, and B7L2 to e6. No new analytic
coefficients were found in B5,B6,B6L,B7,B7L (beyond the known circular-orbit limit). However, additional
numeric coefficients were computed throughout.
This thesis now extends the work in [173] using the analytic expansion methods of this chapter. The
result is a pair of expansions derived to e20 through 10PN and to e10 through 18PN. Note that because the
horizon flux is suppressed by 4PN compared to the flux at infinity, these orders appear at 14PN and 22PN
relative to L0 and J0 (that is, the leading fluxes at infinity).
I now present a selection of the derived coefficients in the energy flux functions through 8PN in order to
illustrate some of the structure present therein. All such functions were computed through e20, but several
are truncated below e20 for brevity. The full results through 10PN/e20 and 18PN/e10 will be posted on the
BHP Toolkit [168]. A subset of these coefficients were presented in [173]. To begin, closed form expressions








































































However, note that the 2PN function above is in a form that is slightly different from what was given in
[173]. As with the 2PN flux at infinity in Chapter 5, the polynomial attached to the subdominant singular
factor can be manipulated into a term proportional to B0.
At 3PN we find the series to e40 in [173] can be put into a closed form reminiscent of the 3PN flux






























































































The 4PN non-log term marks the first appearance of additional transcendentals such as γE and log 3. I
present the series through e16 to illustrate the truncation of the polynomials in π2 and γE but omit the last




















































































































































































The 5PN nonlog function is similar in form to its 4PN counterpart, though without any truncation in
the series attached to π2 and γE . As a result, I only present the first few coefficients. The log term we find
































































































































































+ · · ·
)
. (8.54)
At 6PN, there is a significant increase in coefficient complexity for the integer term. The 6PN log term
would likely yield a closed form, but the expansions would have to be computed beyond e20 to solve for the
rational portion. However, we are still able to simplify its appearance by isolating the transcendentals. The






























































































































































































































+ · · ·
)
. (8.58)
The 7PN non-log function yields another increase in complexity, so I present only the first few coefficients.
The 7PN log term is similar in structure to B4. Meanwhile, the log2 term is found to have a closed form.






















































































































































































































































































+ · · ·
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. (8.62)


































































































































































































































+ · · ·
]
. (8.65)
8.8.3: The horizon angular momentum flux to 18PN and e10
























+ y11/2D11/2 + y6
(
D6 +D6L log(y) +D6L2 log2(y)
)
+ y13/2D13/2 + y7
(
D7 +D7L log(y) +D7L2 log2(y)
)
+ · · ·
]
, (8.66)
As with the absorbed energy, [173] utilized numeric-analytic fitting to find eccentricity coefficients in these
flux functions to 7PN (relative) order. In particular, he found closed-form expressions forD0,D1,D2,D3L,D4L,D6L2.
He then extracted analytic finite-order eccentricity series for most of the remaining terms, specifically finding
D3 to e40, D4 to e6, D5 to e2, D5L to e32, D11/2 to e14, D6L to e4, D13/2 to e4, and D7L2 to e6. No new
analytic coefficients were found in D5,D6,D7,D7L. Numeric coefficients were computed throughout.
I now extend these results to e20 through 10PN and e10 through 18PN, presenting specific flux terms to
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This section has utilized analytic expansion of the MST formalism to derive the energy and angular
momentum absorbed by the central black hole to high PN order. In total, I derived the two horizon fluxes
to e20 through 10PN and e10 through 18PN. In addition, by combining these analytic expansion results with
some additional low-PN coefficients from [173] and with general recognition of patterns in the output, I was
able to discover new closed-form functions for B3,B5L,B6L2,B7L2,D3,D5L,D7L2,D8L2. Likely closed forms
can also be found for B8L2 and D9L3, but the series stop just short of providing confirmation that the series
are finite.
It is interesting to note the degree of overlapping structure between these expansions and their coun-
terparts for the fluxes at infinity. In particular, we note that just as we noticed in Chapter 5, the leading,
1PN, and 2PN log series are all purely rational, with the first transcendental combinations occurring with
the 3PN logarithms. Furthermore, the 2PN logarithms once again display a dominant-subdominant singular
factor structure, with the subdominant series proving proportional to the corresponding leading logarithm.
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Similarly, the combinations of transcendentals here do bear significant resemblance to those in the fluxes at
infinity as well. For instance, the 4PN and 5PN flux terms have identical structures, as do the 7PN and 8PN
flux terms.
There are, however, a few interesting differences as well. Perhaps the most notable change lies in the
drastic reduction in half-integer flux terms. Indeed, unlike the fluxes at infinity, which introduce half-integer
contributions at 1.5PN, the pair of horizon fluxes remain purely integral until 5.5PN (which, of course, is
9.5PN relative to the leading fluxes at infinity). What is more, the flux terms at 5.5PN, 6.5PN, and 7.5PN
are all rational. As these begin the half-integer leading, 1PN, and 2PN log series, respectively, it could be the
case that these are linked in some sense to the 0PN, 1PN, and 2PN flux terms. Stated another way, I showed
in Chapters 6 and 7 that all leading logarithms (integer and half-integer) are determined by the Newtonian
mass quadrupole, and all 1PN logarithms by the 1PN multipoles. It is possible that a multipole formulation
of the horizon fluxes could show similar linkage between leading integer and half-integer logarithms, even
though each half-integer logarithm is now 5.5 orders beyond its integer-order counterpart. A multipole
formulation might also lead to horizon-flux analogs of the 3PN enhancement functions χ(e) and χ̃(e), which
could aid in finding compact forms for complicated functions like B4. The possibility of such a formalism
will be left to future work.
One last interesting discrepancy lies in the 3PN functions. As with L3 and J3, these flux terms do mark
the beginning of transcendental combinations, but without the appearance of γE or a χ(e)-like function. This
greatly facilitated the process of extracting the closed forms given for B3 and D3. The more fundamental
explanation for this absence is presently unknown but would probably also yield to a derivation in terms of
multipole moments.
Section 8.9: Conclusions
This chapter has described the high-order analytic expansion of the total energy and angular momentum
radiated by eccentric-orbit EMRIs. By extending the methods of [68, 79] to the eccentric regime, I have
computed the fluxes to 10PN and e20, as well as to 18/19PN and e10, a significant extension of the results
of Chapters 5, 6, and 7, and over previous work with numeric-analytic fitting [173, 99]. The results are
summarized in Table 8.4. We thus conclude that the direct analytic expansion scheme is highly successful
at reaching high PN order and moderate order in eccentricity for the total radiated energy and angular
momentum.
When compared to numeric-analytic fitting, this approach is evidently far superior at reaching high
PN orders. Indeed, as discussed in Chapter 5, fitting is simply not equipped to pass 10PN for eccentric
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orbits. The fit itself would warrant a significant increase in accuracy to determine the high-PN coefficients
numerically, and then the integer relation algorithm would require an additional major increase due to the
complexity of the corresponding search vectors. However, the fitting approach does excel in extracting lower
PN terms to high order in eccentricity. This stems from the simplicity of the eccentricity fit, which contains
only powers of e2. This series can be fit sequentially, meaning coefficients are subtracted from the dataset
as they are determined exactly. The fitting model thus moves up in powers of e2 in a manner that preserves
decimals of accuracy as long as possible. Tests with individual modes permitted the expansion of certain
rational eccentricity series as high as e60. The analytic expansion approach, however, must handle all the
eccentricity coefficients at once and also remains general in n. In the computation of the normalization
constants, this leads to an exponential increase of complexity with power of e.
Putting together the strengths and weaknesses of the two approaches, we find that in general the direct
expansion method is preferable, a fact that becomes especially true in the conservative sector, as well as in
the Kerr problem. However, in such cases where high eccentricity order is desired but only low PN order,
it may be appropriate to pursue further numeric fitting. This could be, for instance, early in the lifetime
of a highly eccentric binary. Fortunately, binaries tend to circularize during inspiral [120, 158, 192], making
coefficients at high PN and high order in e less important.
As demonstrated in the comparisons to numeric flux results, these high-PN expansions allow for repre-
sentations of the fluxes that is valid for small p and moderate e or large p and fairly large e. Unfortunately,
they do appear to experience some trouble in the small-p large-e regime. This is likely due at least in part
to insufficient n mode representation in the PN expansions. Indeed, while the PN expansions only include
|n| up to half the maximum eccentricity order, the numerical (p = 10, e = 1/2) flux, for instance, accurate
to 12 digits required significantly higher n for certain lm modes. Therefore, higher-order expansions in e are
likely necessary to ensure convergence at higher e. Insufficient representation of l modes has also been noted
as a limiting factor for small p [79, 101]. Nevertheless, it is encouraging that the accuracy of the infinity-side
full-flux expansion was fairly strong even for the orbit (p = 10, e = 1/2), owing to the use of arbitrary-order
eccentricity expansions at low PN and the use of eccentricity resummations throughout.
At both infinity and the horizon, the bottleneck step in the procedure was the calculation of the even-
parity normalization constant for l = 2. On the infinity side, this took about 7 days on a single core of the
UNC cluster Longleaf, indicating that another PN term or another couple orders in e2 could be obtained
with a long runtime or faster core. Nevertheless, significantly higher orders are probably out of reach with
the current implementation of the code. It is possible that additional simplifications are yet undiscovered
in the construction of the homogeneous or inhomogeneous solutions, which would allow for another large
increase in attainable order. A reformulation in another language like Python or C++ could also feasibly
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be advantageous.
However, more promising is the prospect of finding superior resummation schemes that will greatly
increase the convergence to numerical calculations. Unfortunately, it appears that some of the straightforward
mode-based factorizations applied successfully in the circular-orbit case will not be quite as fruitful in the
high-eccentricity regime. Future work experimenting with more complex and unconventional factorization
schemes (e.g., Pade or Chebyshev approximants) will be warranted. In addition, independent comparisons
will have to be made with the horizon fluxes to establish whether their convergence properties exhibit any
significant differences.
In the meantime the methods developed in this chapter can also be utilized to generate expansions for
other BHPT quantities of interest. Indeed, the other primary advantage of the direct expansion approach
(beyond its high-PN reach) is its versatility. The normalization constants C±lmn only have to be calculated
twice for each l. From there, both fluxes at infinity and the horizon follow relatively quickly, as do numer-
ous other orbital features such as the conservative-sector invariants, though there are additional subtleties
involved. These shall be discussed in the next chapter.
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CHAPTER 9: Analytic expansions in the conservative sector
Section 9.1: The redshift and spin-precession invariants
The analytic expansion approach of the previous chapter can be extended to describe a large number
of orbital features in BHPT. In this chapter, we will use it to study conservative changes to the orbit,
in which dissipation terms are neglected, allowing for computation of the first-order corrections to various
“constants” of the orbital motion. Conservative quantities supply crucial terms in EOB potentials (see, e.g.,
[193, 84, 171, 102, 72, 104, 110, 88, 89, 90]) and also contribute directly to the EMRI cumulative phase
at post-1 adiabatic order [39]. Examples include the separatrix, frequencies, conserved energy, conserved
angular momentum, and so on.
In general, expansions in the conservative sector are more complicated, as the leading PN order of
individual modes does not increase with l, meaning that solutions are required for all l or, equivalently, that
remain general in l. Nevertheless, it is possible to handle this complication by utilizing a PN ansatz solution
to the RW equation and then iterating up to the desired order [95, 170, 68, 72]. In addition, local quantities
which depend on the metric perturbations formally diverge at the location of the particle. The divergences
must be corrected using regularization methods [5, 194, 72, 104] of varying computational expense. These
techniques shall be detailed below.
The two local quantities that will be computed in this chapter are the well-known redshift invariant and
the spin-precession invariant. As their names imply, both are gauge-invariant, meaning that the numeric
values obtained will be the same regardless of the formalism used. To give more detail, the generalized
redshift invariant is defined as 〈ut〉, or the proper time (τ) average of dt/dτ over an orbit (note that ut is
the inverse of the redshift z). The utility of its first-order conservative correction was first recognized in [81],
which performed the calculation numerically for circular orbits and also computed an expansion through
2PN using MPM-PN methods. This was extended to 3PN in [82], and then additional understanding was
obtained in terms through 5PN in [83] with help from BHPT.
Further progress for circular orbits was made at first order in the mass ratio through BHPT-PN methods.
The authors of [169, 95] found the corrections through 6PN using direct analytic expansion. Other authors
then pushed the results further with numeric-analytic fitting methods, similar to the approach of Chapter 5.
Reference [160] applied fitting to extract new terms in mixed analytic numeric form to 10.5PN, which was
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then extended to 20.5PN in [80]. The latter effort found the expansion in completely analytic form through
12.5PN. Finally, the authors of [68] returned to direct analytic expansion methods and used them to derive
the redshift to 21.5PN for circular orbits.
The generalization to the eccentric case was described in the conservative BHPT analysis in [195], and
then it was derived to 3PN in [103] using results from the full PN theory [8]. An analytic BHPT-PN expansion
procedure was described in [96, 72], though it was quickly discovered that the computational costs are much
higher than the circular-orbit equivalent. Eccentricity series in [96] were found to 6.5PN and e2, along with
4PN and e4, and series in [72] were found to 4PN and e10. These coefficients were translated to the EOB
Q(1/r, pr; ν) potential using a transcription method outlined in [196]. Eventually, this was extended to 4PN
and e20, as well as 9.5PN and e8, using a similar approach [98, 90]. In this chapter I shall present the
PN series for 〈ut〉 to 8.5PN and e20, with compact functions (either closed-form or expandable to arbitrary
order) found through 4PN.
Similarly, the spin precession invariant ψ describes the first-order shift in geodetic precession of the
smaller body’s test spin. It is specifically defined as the fractional precession angle (per azimuthal angle)
accumulated over an orbit. It was originally calculated for circular orbits in [116], both numerically and
as an expansion to 2PN (relative to the leading non-zero term, as is our convention). As above, [68] found
this quantity to 20.5PN in the circular-orbit limit using analytic expansions. The eccentric-orbit analog was
found both numerically and as a 2PN expansion in [117]. Interestingly, the circular-orbit correction ∆ψcirc
is not equal to its eccentric-orbit counterpart ∆ψecc in the limit e→ 0. It must be calculated separately, and
[117] did so to 8.5PN. Since then, the O(e2) correction has been added, to 5PN in [104] and then 8PN in [110].
Reference [104] also described a procedure for translating the expansion to the EOB gyrogravitomagnetic
potential gS∗(1/r, pr, pϕ), thus informing the spin-orbit sector of EOB dynamics. The present work finds
∆ψ to 6.5PN and e16, as two PN orders and three eccentricity orders are lost in the course of the calculation
(relative to that of the redshift).
Because the EOB potentials accurately represent the dynamics for many disparate classes of two-body
systems, the expansions in this chapter can directly contribute to the development of EOB waveform models
that (by design) cover large regions of parameter space. More detail will be given Chapter 10.
The structure of this chapter is as follows: In Sec. 9.2 I describe the expansion of the metric perturbations,
which are needed at the location of the particle for the calculation of local quantities. Sec. 9.3 then details
the separate procedure that must be executed to obtain expansions that are general in l. Sec. 9.4 briefly
outlines the two non-radiative modes that are not covered by the RWZ formalism, and then Sec. 9.5 details
the regularization process used to extract the physically meaningful information from the initially divergent
results. Secs. 9.6 describes the specific implementation of these methods for the redshift invariant and then
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provides the relevant expansions, and Sec. 9.7 does the same for the spin-precession invariant. Sec. 9.8 then
concludes with summary and outlook.
Section 9.2: The metric perturbations
Both the redshift and spin precession are local quantities, meaning they involve the metric perturbations
evaluated at the location of the particle. This implies that the functions of interest all involve products of the
normalization coefficients C±lmn with some linear functional of the homogeneous solutions X
±
lmn. As a result,
all z-independent factors within X±lmn end up canceling through the Wronskian. Thus, for conservative
sector calculations, we can also utilize the simple factorized versions of X±lmn — except we no longer have
to multiply any factors back in at the end.
We now construct the perturbations to the metric tensor using C±lmn and X
±
lmn at the location of the
smaller body, as described in equations (2.30), (2.31), (2.37), and (2.39). However, as mentioned there, the
singular delta functions cancel on the particle’s worldline in the sum over m [50, 72]. Therefore, those can
be omitted here. To repeat, the even parity sector is computed using

































































The l-mode decomposition of the full metric perturbations can then be written as




hlm,+rr (t, r)Θ[r − rp(t)] + hlm,−rr (t, r)Θ[rp(t)− r]
]
Ylm(θ, ϕ),




hlm,+tr (t, r)Θ[r − rp(t)] + h
lm,−




pltt(t, r, θ, ϕ) = f
2plrr,





Klm,+(t, r)Θ[r − rp(t)] +Klm,−(t, r)Θ[rp(t)− r]
]
Ylm(θ, ϕ). (9.3)
Note that I have defined plµν(t, r, θ, ϕ) as the full summand in the (tensor spherical harmonic) l-mode de-
composition for pµν (see (2.13)).
The odd parity sector follows as

















hlm,+t (t, r)Θ[r − rp(t)] + h
lm,−
t (t, r)Θ[rp(t)− r]
]
X lmB (θ, ϕ),




hlm,+r (t, r)Θ[r − rp(t)] + hlm,−r (t, r)Θ[rp(t)− r]
]
X lmB (θ, ϕ). (9.5)
These metric perturbation constructions are valid for all (t, r), with r ≥ rp given by + functions and
r ≤ rp given by the − ones. However, our purposes require only their values at the location of the particle.
In this way, r = rp(χ), f = fp(χ), t = tp(χ), etc. Ultimately, because all coordinates are expressed in terms of
χ, the equations above — and in particular the partial t and r derivatives — become difficult to implement






















































































































Here, either + or − functions can be evaluated to obtain the desired perturbation. Interestingly, for certain
functionals of the metric perturbations, the equality between + and − evaluations is lost, a fact which will
become important in the expansion of the spin-precession invariant. Note that each time a derivative is
taken with respect to χ, the eccentricity expansion for the homogeneous functions loses an order in e.
Unfortunately, these metric perturbation expressions introduce a difficulty not experienced in the fluxes:
The starting PN order of each plµν(χ) does not increase with l. Therefore, in order to obtain full PN
coefficients in the full metric perturbation (summed over l), expansions for plµν(χ) must be computed for all
l. This is clearly not possible using the procedure of Chapter 8, wherein computations were made for each
specific l. However, it can be done by instead performing analytic expansions with l unevaluated (that is,
left general). This will be the focus of the next section.
Section 9.3: General-l expansions
We now modify the above prescriptions to generate expansions for general l. To achieve this, we could
try directly expanding the odd-parity MST solutions (8.1) and (8.2) for general l, but the presence of the
Γ functions in the summations make such an approach intractable. However, it turns out that there is
another means by which general-l expansions can be generated. This method utilizes an ansatz for the RWZ
homogeneous solutions as general-l PN expansions with particular undetermined coefficients. Inserting the
ansatz into the RWZ equation allows for the order-by-order solution of the coefficients. It was originally
discovered in [169] (and has since been widely utilized) that for the particular ansatz developed below,
the resulting expansions will be valid through O(η2l) for all l ≥ 2. Therefore, in computing the metric
perturbations, specific-l MST expansions must be computed for l up to the desired PN order. The general-l
solution can be used for the rest. The infinite summation over l is rapid in Mathematica.
9.3.1: The odd-parity homogeneous solutions
As mentioned, the biggest difference between the expansion methods for general and specific l lies in the
first series for the odd-parity homogeneous solutions. Here, instead of using the full MST solution, we use











4 + · · ·+B2lη2l +O(η2l+1)), (9.7)
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where the Ai and Bi are functions of z, ε, l. Once ν is found using the continued fraction method for general























X±lmn = 0. (9.8)
The ODE is then solved order-by-order. Unfortunately, the ansatz does not fully incorporate the boundary
conditions, which is why it breaks down after O(η2l).
Proceeding in this way, we can obtain
ν =l +
24 + 13l + 28l2 + 30l3 + 15l4
6l + 10l2 − 20l3 − 40l4 − 16l5
ε2 + (51840 + 102816l − 850608l2 − 1855326l3 − 675625l4 + 733273l5
+ 1217380l6 + 1397512l7 + 1355518l8 + 1520455l9 + 1678310l10 + 1096830l11 − 8295l12 − 605640l13−
456120l14 − 147840l15 − 18480l16)ε4/[8(l − 1)l3(1 + l)3(2 + l)(2l − 3)(2l − 1)3(1 + 2l)3(3 + 2l)3(5 + 2l)]
+O(ε6), (9.9)
for ν and then the following for the mode functions themselves,
(zl)X+lmn = X
ser
















12− 29l + 4l2 + 11l3 + 2l4
)




4− l + 8l2 + l3
)
z
4l (−1 + l + 2l2)
+
(1 + l)z4
























ε2(−3 + l)(−2 + l)(1 + l)(2 + l)
l(−1 + 2l)4z2
+
ε(−12 + (−7 + l)l(2 + l))z
l(1 + l)(3 + 2l)4
+
z4
(15 + 16l + 4l2)8
]
η4,
where I have defined the Xser as normalized series that begin at O(1). Thus, the leading terms (z−l) and
(ε/z)−l−1 are kept factored out. This will be done at each step of the calculation, so that the PN orders do
not depend on l. Eventually, all l-dependent powers of η will cancel through the Wronskian. As usual, the
even-parity functions are constructed through the Detweiler-Chandrasekar transformation (2.54)
9.3.2: The normalization coefficients C±lmn
The next few steps involve preparation for the inhomogeneous integral. Each remains similar to the
specific-l case. For instance, we write the homogeneous solutions at the location of the particle and then
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Here, each X+lmn contributes a (
√
p/ω)l, and each X−lmn contributes a (p/2)
l+1. With one factor of p canceled,




The normalization integrals follow similarly by using Xserin and X
ser
up with (8.34).
As with the specific-l expansions, this step serves as the computational bottleneck in the general-l pro-
cedure. The expansion of the even-parity normalization integral required about 7 days and 20GB memory
on the UNC supercomputing cluster Longleaf to reach 8PN and e20 relative order. While a significant im-
provement over past work (for instance, [72] remark that their expansion to 4PN and e10 lasted a similar
amount of time), this expansion is certainly much more restricted than its specific-l counterpart. Fortunately,
accuracy requirements in the conservative sector are much lower, as the conservative self-force is suppressed
by a factor of the mass ratio in the EMRI’s cumulative phase.
9.3.3: Sums of spherical harmonics over m
The construction of the full metric perturbations involves summation over the three mode indices l,m, n.
The summation over n is straightforward, as only finite n are needed to reach any particular order in e.
The summation over l will range from l = 0 to l = ∞, but the form of the summand involving products
and quotients of polynomials in l permits formulas for the infinite sum that are still trivial to execute in
Mathematica. This leaves the more difficult task of summing m modes from −l to l for general l. In
the process of constructing the general-l metric perturbations, we find the following two classes of sums, for
which non-trivial formulas must be derived:
l∑
m=−l
mN |Ylm(π/2, 0)|2 (even parity), (9.14)
l∑
m=−l
mN |∂θYlm(π/2, 0)|2 (odd parity), (9.15)
where N is any positive integer.
We start with the first summation, which is associated with the even-parity sector. This can be executed
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2 θ + sin2 θ cosϕ) (9.16)
for Legendre polynomial Pl. Then,
l∑
m=−l


















Note that when N is odd, the LHS is real while the RHS is imaginary. Thus, odd-powered sums must equal
0. Equivalently, we can set z = iϕ and then simply expand Pl(cos(−iz)) in z, noting that the coefficient of
zN/(N !) will correspond to the desired mN case. This process is rapid in Mathematica.
The odd parity summation requires more effort, but it can be executed by taking θ derivatives of the










































The first portion can be easily written in terms of Pl, so what remains is an expression for the last part. For
this, we can use the spherical harmonic differential equation:
∂2θYlm(θ, 0) + cot θ∂θYlm(θ, 0) +
(




Ylm(θ, 0) = 0,
















































Computing the series of the right side in Mathematica is also fairly quick, though less so than its even-parity
counterpart.
There is another means by which to evaluate the two classes of summations that involves expressing them








elz2F1(1/2,−l, 1, 1− e−2z), (9.23)
which can be rapidly expanded to any desired power in z. The same paper gives the odd parity summation











2F1(3/2,−l + 1,−l + 1/2, e−2z), (9.24)
which Mathematica cannot easily expand. Instead, we can apply the hypergeometric identity,
2F1(a, b, c, z) =
Γ(c− a− b)Γ(c)
Γ(c− a)Γ(c− b) 2




(1− z)c−a−b2F1(c− a, c− b; c+ 1− a− b; 1− z). (9.25)
In our case, the second half vanishes due to the denominator term Γ(b) = Γ(−l + 1) = ∞. Therefore, the
hypergeometric function in (9.24) becomes
Γ(−2)Γ(1/2− l)
Γ(−1/2)Γ(−l − 1) 2



































e(l−1)zl(l + 1)2F1(3/2,−l + 1; 3; 1− e−2z). (9.29)
Note that while the even-parity hypergeometric representation is slightly slower to execute in Mathematica
than its Legendre counterpart, this expression for the odd-parity sums is much faster.
9.3.4: Simplifying computation of the general-l metric perturbations
With a method to handle the m-sums, we can now compute the general-l metric perturbations. These
follow from (9.6) in much the same way as their specific-l counterparts, but with a few key differences in
implementation. Indeed, the general-l expressions are orders of magnitude larger and more cumbersome to
manipulate, but the fact that the procedure does not utilize the MST solutions affords simplifications not
available in the specific-l sector. First, as is evident in the ansatz procedure, the general-l homogeneous
solutions are entirely real. Moreover, when these are real, the normalization integrals are also entirely real.
This is due to the fact that the Fourier term eiωt−imϕ has only sine functions in the exponent. When ωt−mϕ
is expanded and rewritten as complex exponentials (which are needed to execute the integral), these sine
functions carry factors of i, which then multiply with the explicit factor of i in −imϕ+ iωt to become real.
Then, all imaginary dependence in the metric perturbation calculations comes from the inverse Fourier factor
eimϕ−iωt, possibly with an extra factor of (−i) from t-derivatives. Because the full metric perturbation must
also be real, we can expand this Fourier portion separately and set its imaginary part to 0. This dramatically
reduces the number of computations Mathematica must perform to reach the result.
There is another mathematical curiosity present in the various expansions which might also be useful. In
the final step the summation over m is performed using the formulas in the previous subsection. Interestingly,
it seems that only powers of m up to twice the PN order appear in the final expression. However, in the
normalization coefficient Clmn, greater powers appear — up to twice PN plus the order of eccentricity. This
part makes sense, as the homogeneous solutions carry powers of m up to twice the PN order, while the
Fourier piece (which starts at O(e)) necessarily goes up to the eccentricity order. However, this means that
in the sum over n, there must be many cancelations among higher powers of m. More interesting still, the
higher powers of m also vanish if we merely sum Clmn over n. Deleting the higher powers of m a priori to
save time is possible; however, whether this trend holds in general remains unproven.
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Section 9.4: Non-radiative modes
As mentioned in Chapter 2, the modes l = 0 and l = 1 cannot be calculated using the MST formalism, so I
present the relevant metric perturbations here. First, the monopole l = 0 has only even-parity contributions,














Θ[r − rp(t)], p0rr =
2µE
f2r
θ[r − rp(t)]. (9.30)
















Note that the Θ functions provide a natural split between the + and − side limits at the location of the
particle, and these are not equal.
For l = 1, both even- and odd-parity contributions are present. Gauge freedom reduces the odd-parity
sector to a single metric perturbation:










The even-parity dipole is more complicated, but it is referred to as the “pure gauge” mode. Its contribution
to the redshift and spin invariants (and presumably all gauge-invariant quantities) is identically 0. The
expressions can be found in [72].
Section 9.5: Regularization
9.5.1: The regular and singular fields
The last major hurdle in the computation of local quantities is that of regularization. As mentioned in
Sec. 2.5, the full metric perturbation diverges at the location of the (point) particle, which would result in
divergent (meaningless) values for the relevant observables. Therefore, it is a necessary task to extract from
the full metric the effective metric experienced by the particle.




µν (x) + p
tail
µν (x). (9.33)
The direct portion is generated by the intersection of the light cone of x with the worldline of the particle,
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while the tail portion contains all perturbative contributions from inside this light cone [5]. This is not unlike
the instantaneous and hereditary split within the MPM-PN formalism of Chapter 3. It was found that the
effective metric at the particle’s location is simply given by the tail field ptailµν . The famous MiSaTaQuWa
formula for the self-force [198, 199] used this decomposition, giving the result in terms of ptailµν (though in
Lorenz gauge).
However, this prescription has several difficulties, not the least of which is the trouble in isolating ptailµν .
Fortunately, the decomposition is not unique, and several years later Detweiler and Whiting [200] found a
slight variation with several highly desirable properties. Specifically, instead of pdirµν and p
tail
µν , they worked






As its name implies, the singular field is divergent at the location of the particle. It solves the full inhomo-
geneous linearized EFE but with slightly different boundary conditions. The regular field pRµν , meanwhile,
is a solution to the homogeneous linearized EFE. The authors of [200] showed that the singular field has the
same divergence properties as the full pµν in the limit of the particle’s location, with the difference leaving
behind a smooth function. Moreover, the regular field can be thought of as the effective metric in which
the particle moves. In other words the particle’s motion under the first order self-force can be equivalently




The regular-singular field demarcation can be used to regularize the metric and complete the derivation
of the local conservative quantities sought in this chapter. This entails computation of the singular field
and then use of a suitable subtraction scheme. The calculation of the singular field is a subtle task and has
been found to sufficient accuracy for our purposes in other work [5, 194]. Therefore, we proceed directly to
the extraction of the regular field, which must be done with care, as both the full and singular fields are
divergent.
One popular implementation is the so called mode-sum regularization method, which exploits the struc-
ture of the l-mode decompositions of the full and singular fields. The key observation of mode-sum regular-
ization is that the l modes of the full field do not diverge; rather, it is their sum over the infinite values of l
that diverges because the large-l behavior is roughly constant. This leads to a series representation in 1/l as
lim
l→∞









+ · · · . (9.35)
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It turns out that P[1] = 0 in all cases of interest.
The advantage of mode-sum regularization is that the coefficients P[i] can be derived directly from the
singular field. In fact, it is possible to modify the series slightly and write
pl,Sµν = P̄[0] +
P̄[2]
(2l − 1)(2l + 3)
+
P̄[4]
(2l − 3)(2l − 1)(2l + 3)(2l + 5)
+ · · · . (9.36)
The coefficients P̄i are known as regularization parameters. They are independent of l, meaning the sum-
mation over l can be executed for each term. We find that the l-summations attached to all P̄i for i ≥ 2
identically vanish if taken from l = 0 to l = ∞. In numeric computations, where only finite l are cal-
culated, these higher order regularization parameters serve to increase convergence of the sum (see e.g.,
[194, 78]). However, we will use the general-l expressions to include the entire infinite set of l. Thus, only
the regularization parameter or parameters associated with divergent sums will be required.







(pl,fullµν − pl,Sµν ) =
∑
l
(pl,fullµν − P̄[0]). (9.37)
For functionals of the metric (specifically, those involving derivatives) like the self-force, the large-l series
can begin at some positive power of l, rather than l0. In such cases, more than one regularization parameter
must be retained to eliminate the divergence. Note that it is standard practice to regularize the final
orbital quantities (redshift invariant, self-force, etc.) directly, rather than utilize the regularized metric
perturbations. The relevant regularization parameters will be provided as they are used.
There are two more caveats in the task of regularization. The mode-sum scheme above was developed for
scalar spherical harmonic decompositions in Lorenz gauge. However, we presently have a tensor spherical
harmonic decomposition in RW gauge. It turns out that for our purposes these differences can be handled
in relatively straightforward fashion. First, converting from tensor to scalar harmonics only slightly modifies
certain regularization parameters for l = 0 and l = 1 [63]. We will adapt these as needed. Second, as noted
by Detweiler [81], the regularization scheme actually becomes gauge invariant when working with gauge
invariant quantities. Thus, the redshift invariant procedure below is able to extract the correct result despite
using the Lorenz-gauge form of the regularization parameter.
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Section 9.6: The generalized redshift invariant
9.6.1: Background and implementation
We now possess all the necessary tools to assemble the two conservative sector quantities of interest, so
we begin with the redshift invariant. This is described in [195, 103, 72] as the average of ut = dt/dτ over a τ
period, which is equivalent to the coordinate-time period divided by the proper-time period. Note that this
is a generalization of Detweiler’s original redshift invariant, which was defined as the instantaneous value of
ut for circular orbits [81, 83].
As mentioned previously, this gauge-invariant quantity encodes much of the conservative motion of the
system. The first-order conservative dynamics contribute at post-1 adiabatic order in the EMRI phase (1.15),
a level needed for the creation of accurate waveform templates in the LISA mission, making the redshift
invariant especially valuable. In addition, there is an exact correspondence between the PN expansion of 〈ut〉
and the expansion of the EOB Q(1/r, pr; ν) potential, which governs the deviation from geodesic behavior in
the EOB Hamiltonian [196, 201, 72, 98]. The EOB formalism seeks to encode all the many different methods
of approximation into one unified framework. The transformation scheme is outlined in [196].
With that in mind we seek the first order correction to the ratio Tr/Tr. However, this is derived under
the assumption that the frequencies are held fixed from geodesic to first order, meaning that the necessary
gauge-invariant information is contained within the first order correction to Tr alone [195, 103, 72]. Thus,











Here, the first term, Tr/Tr, is the test-body (geodesic) limit of the redshift invariant, which can be trivially
calculated using the Darwin parameterization (8.30). The second term is the conservative self-force correc-
tion, requiring the derivation of the first-order piece of the proper time radial period ∆Tr. This was found
















where the average is taken over a τ period and HS is the singular portion that must be subtracted off. This

















where K is the complete elliptic integral of the first kind. Like the rest of our quantities, H[0] can be expanded
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for each l and then sum the results from l = 0 to l = ∞. Note that plµν is calculated from three different
sources: The modes l = 0 and l = 1 are expanded using the non-radiative solutions in Sec. 9.4. The modes
from l = 2 to the PN order minus 1 are expanded using specific-l MST solutions. Lastly, the remaining modes
from the PN order to infinity are expanded using the general-l ansatz from Sec. 9.3. Once (1/2)plµνu
µuν is
assembled for both specific and general l, the summation over l is rapid.
9.6.2: Results
I executed this procedure and derived the redshift invariant to 8.5PN and e20. Then, I analyzed each
eccentricity function to see if any could be manipulated into closed-form expressions. This proved to be
possible for many different PN terms. I now present two expansions for the redshift invariant: one using 1/p
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y17/2 + · · ·
]
. (9.43)
I now detail the eccentricity functions above, starting with the 1/p expansion. To begin, we find that the
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leading, 1PN, 2PN, and 3PN terms all have simple closed forms [103]:
Up0 = −1 + e2,






























4PN order marks the first appearance of a log term, and as known from circular-orbit calculations [169],
the corresponding non-log function contains combinations of transcendentals not unlike the 3PN flux at
infinity. Interestingly, we find that Up4L is exactly proportional to the Peters-Mathews flux L0 [120]. This led
me to pursue a compact expression for Up4 resembling that of L3, following the procedure of Sec. 6.4. This




















































































Interestingly, the original usage of the Λk(e) sequence for terms within the energy flux at infinity began with
k = 1. The generalized redshift invariant is the first to make use of the function Λ0(e).
At 5PN the non-log function cannot be easily put into a compact form, but we can separate off the
transcendental dependence, including another χ-like function. However, this function, denoted Up,χ5 below,
has not been determined in terms of multipoles and thus cannot be expanded past e20. The logarithmic






































































































































































































































The first half-integer term arises at 5.5PN order. Interestingly, it is the second instance where a radiative
flux enhancement function makes an appearance in this expansion. We find that Up11/2 exactly proportional








Thus, this function can be rapidly expanded to arbitrary order in e.
The 6PN integer term is similar in form to its 5PN counterpart, though at this point we cannot extract
the closed-form expression for the initial rational portion (which in Up4 and U
p
5 could be manipulated into the
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sum of two polynomials, one multiplied by
√
1− e2). We introduce another χ-like function Up,χ6 and write





























































































+ Up,χ6 , (9.52)

















































































































































































































+ · · ·
)
. (9.55)
7PN represents another increase in complexity. I only present a few coefficients in the non-log term,
saving the rest for the online repository at [168]. The log term reveals a structure similar to that of the 4PN
non-log function, containing yet another energy flux function, χ(e) itself. However, our series stops short
of providing enough information to manipulate the initial rational series into a closed form. The log2 term
reveals a simple closed form directly proportional to the 3PN log energy flux. In total,















































































































e4 + · · ·
]
, (9.56)













































































































+ · · ·
)
. (9.59)
The 8PN functions are similar in structure to those at 7PN order, giving









































































































































e4 + · · ·
]
, (9.60)






























































































































































































e20 + · · ·
]
, (9.62)






















Finally, the pair of functions at 8.5PN order demonstrate additional connections to the energy flux at
242
infinity. The non-log term contains combinations of transcendentals that resemble the 4PN non-log term:






























































Here, Ξ1(e) was defined in Chapter 6 as another analog of the function χ(e) with a representation in terms












The log term is exactly proportional to the function L9/2L in the energy flux and can thus also be found
from the Newtonian mass quadrupole. This means we can expand this term to arbitrary order. The series
begins














































+ · · ·
)
. (9.66)
The y expansion exhibits most of the same structure, but for completeness I detail it here as well. As
above, the first six terms all yield closed or compact forms:






























































































































The remaining terms are all similar as well. I provide them in sequence. However, for brevity I omit


















































































































































































































































































































































































































































































































































































































































































































































































































































The PN expansions of the first-order redshift invariant above reveal a surprising amount of structure
inherent in the various eccentricity functions, frequently paralleling structure discovered within the fluxes in
previous chapters. Reviewing the results from the top, we see that the 2PN and 3PN terms can be condensed
into closed-form expressions with a dominant-subdominant singular factor structure. The 2PN term, which
is otherwise rational, is thus reminiscent of the 2PN energy flux term L2 (see Sec. 5.6). The 3PN function,
containing mostly rationals but also π2, is unlike any PN term in the fluxes. The appearances of π2 in U3
emerge in the sum over infinite l (recall that the sum of inverse square integers totals π2/6). Note that both
such terms were found in [103] using the full PN theory (see their eq. (4.51)), but each was expressed in a
slightly different form.
The connection to the flux results continues at 4PN, where the non-log and log terms both take startling
forms. First, U4L is exactly proportional to the Peters-Mathews flux term L0. Then, the non-log term U4
exhibits structure that is highly similar to the subleading logarithm flux series of Chapter 6. Explicitly, we
find a pair of finite rational series, a polynomial attached to π2, and the recurrence of the corresponding
leading logarithm (U4L) multiplying γE and the same logarithmic function of e. Finally, and perhaps most
importantly, the 4PN flux term also contains a non-closed infinite series. However, it turns out that this series
exactly matches Λ0(e), a function defined in Sec. 6.4 purely in terms of the Newtonian mass quadrupole’s
Fourier spectrum. This is once again exactly the connection between leading log (found via a sum involving
g(n, e)) and Λk(e) function (found via a sum involving log(n/2)g(n, e)) that occurred in the energy flux in
Chapter 6.
The 5PN and 6PN functions showed similar structure. Unfortunately, the log terms did not simply re-
produce the 1PN or 2PN flux functions; however they did possess identical forms, and the non-log terms
displayed similar combinations of transcendentals. I explicitly wrote U5 and U6 to include the same logarith-
mic eccentricity function that occurred in U4; however, strictly speaking it is not known that this function
will appear there (though it is strongly suspected). Nevertheless, the presentation I have chosen can be
merely considered an eccentricity resummation regardless. It is possible that a representation in terms of
source multipoles could be derived for U5L and U6L from the PN approach in [103], and that result could
lead to compact forms for the corresponding χ-like functions. That possibility will be explored in future
work.
Also striking was the first half-integer term at 5.5PN. This term is exactly proportional to the 1.5PN en-
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ergy flux. As demonstrated in Chapter 6, the 1.5PN energy flux is another member of the leading logarithms
and can thus be derived from the binary’s Newtonian mass quadrupole moment alone. In fact, the 4PN log,
5.5PN, 7PN log2, and 8.5PN log redshift terms all reduce to Newtonian mass quadrupole summations. This
leads to the very strong possibility that the entire leading logarithm flux series will appear in this redshift
invariant expansion. (Note that in the circular-orbit case, discoveries on BHPT factorizations that predict
infinite sets of logarithmic terms were presented in [80]. The process is analogous to the use of the Slmn
factorization to compute log sequences in the fluxes as described in Sec. 6.4.) Concomitantly, we would
expect a connection between each leading and subleading logarithm, which is exactly observed in U4, U7L,
and U17/2L. This sequence will be analyzed in more detail in future work. Note that once a fundamental
derivation for Uχ5 is obtained, all PN terms through 5.5PN will be known to arbitrary order in eccentricity.
Section 9.7: The spin-precession invariant
9.7.1: Background and implementation
With the redshift invariant successfully expanded to high order, we can now attempt to apply the same
techniques to the considerably more complicated spin-precession invariant. The spin-precession invariant
measures the amount of precession angle a test spin vector accumulates over one radial period [116, 117, 104].
Explicitly, the quantity is given by
ψ = 1− Ψ
Φ
, (9.86)
where Φ is the azimuthal phase gained over a radial period, and Ψ is the corresponding accumulated phase
of the spin vector. As with the redshift invariant, the procedure is completed under the assumption that the
frequencies are fixed through first order in the mass ratio. Therefore, only the correction to Ψ is required.
Like the redshift invariant, this quantity encodes a portion of the first-order conservative dynamics, im-
plying its relevance to the creation of waveform templates for LISA. In addition, [104] mapped out how ψ can
be transcribed to the EOB gyrogravitomagnetic ratio quantity gS∗(1/r, pr, pϕ), which partially characterizes
the spin-orbit sector of the EOB Hamiltonian. Thus, the expansion of ψ is the first contribution of this
thesis to the case where the smaller body is (weakly) spinning.
Ψ is found by utilizing the equations for parallel transport of a small spin vector sµ on the perturbed
spacetime, or
Dsµ
dτ = 0. When the orbit is circular, the accumulated precession angle Ψ can be considered as
the angle between the spin vector’s orientation on two consecutive orbits. However, this depiction to some
degree breaks down in the eccentric case, as the small body does not return to the same location in space.
Instead, the precession can be tracked by projecting onto a polar-type reference frame with tetrad eµα (α
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corresponding to a member of the tetrad, µ the components of that tetrad) and tracking the change of sµ
















We call the frequency w instead of the more common ω to avoid confusion with ωmn.
With these definitions, the basis can be aligned so that the spin vector phase accumulated over a radial
period is given by
Ψ =
∮
w13(τ)dτ = Ψ0 + ∆Ψ, (9.88)
where the integral is taken over one radial period, and the second equality splits Ψ into 0th and 1st order
components. Thus, Ψ0 corresponds to simple geodetic spin precession, and ∆Ψ is the first-order (in the mass
ratio) conservative correction. The first-order correction to ψ is then ∆ψ = −∆Ψ/Φ with the frequencies
held constant.
The procedure to compute ∆Ψ is established in [117, 104, 110], whose methods I follow closely below.
All three start by finding the correction to Ψ without holding the frequencies fixed. This quantity will be
denoted δΨ. ∆Ψ will be recovered by subtracting off the frequency-correction contributions, or











































































δΦ = ∆Ψ, (9.90)
so that δTr and δΦ (which are more computationally convenient) can be used directly instead of δΩr and
δΩϕ. In this section lowest-order contributions will generally be denoted by a plain symbol, with the first
order correction defined with δ (un-fixed frequencies) or ∆ (fixed frequencies).
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1 − eν1∇µeν3 = gνλ(eλ3∇µeν1 − eλ1∇µeν3), (9.95)





















δΓµνβ = (pµν,β + pµβ,ν − pνβ,µ)/2. (9.96)














Next, δEBS and δLBS are the χ-dependent conservative corrections to the energy and angular momentum















The first terms are the shifts at periastron. They are explicitly given in [195] as
δEBS(0) =
(1 + e)2(p− 2− 2e)
4e(p− 3− e2)
[
(1− e)2(p− 2 + 2e)
m1p3/2
√



















(p− 2)2 − 4e2
4e(p− 3− e2)
[
(1− e)2(p− 2 + 2e)
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Additionally, δurBS is the first-order correction to the radial velocity. It can be computed using the normal-
ization condition, or
EδEBS − urδurBS −
f
r2







Note that these quantities were defined to be normalized on the background spacetime, not the perturbed
spacetime.
F consµ is the conservative portion of the self-force, given by [195]
F consµ = (Fµ(χ) + ε
(µ)Fµ(−χ))/2, ε(µ) = (−1, 1, 1,−1). (9.104)
The true self-force, meanwhile, can be found using the formula
Fα = −1
2







(gαδuβ − 2gαβuδ − uαuβuδ)uγ∇δpRβγ . (9.105)
As discussed in Sec. 9.5, the self-force is computed using the regularized metric perturbations. However, it
is simpler to instead work with the full, unregularized self-force on an l-mode basis. This will ultimately
lead to an l-mode decomposition for a full (unregularized) spin invariant correction ∆ψ. Then, ∆ψl can
be regularized directly, as was done for the redshift invariant in the previous section. Unfortunately, the
expansion of the full self-force is a highly cumbersome process. The t-, r-, and ϕ-derivatives of every metric
perturbation must be expanded using formulas similar to (9.6), requiring a large set of computationally
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expensive calculations.
Nevertheless, once the metric perturbation derivatives and self-force are found, it is relatively straight-
forward to expand E lBS , LlBS , and Γl[31]0. From there, [110] notes that the rest of the calculation for δΨ
l can

























Interestingly, we find two PN orders and three orders in e are lost relative to the expansions of the constituent
parts C+lmn and X
+
lmn in the execution of this procedure. Given that I have computed C
+
lmn for general l to
8PN (relative) and e20, the computation of the general-l contribution to the spin invariant is thus limited to
6PN and e16. However, the general-l expansion does not contribute at half-integer orders, so our final result
will be able reach 6.5PN and e16.
From here, ∆Ψl can be determined from δΨl by removal of the frequency corrections, which is done using



































The derivatives of Ψ0 are found using the chain rule after inverting the Jacobian matrix ∂(Tr,Φ)/∂(p, e).
The last step is regularization, which is slightly more involved here than it was for the redshift invariant.
Because the spin invariant involves the derivatives of the metric perturbations, the l-mode singular structure




∆ψl,full −AS(2l + 1)−BS . (9.109)
Here, AS and BS are the necessary regularization parameters, neither of which has been derived in a compact
form as was H[0] in (9.40). There is a workaround, however, involving our general-l expansions. Indeed,
because AS and BS must match the large-l behavior of ∆ψ
l,full, we can expand our general-l result for
∆ψl,full about l = ∞ to find two coefficients, A∞ and B∞, which might in principle equal AS and BS ,
respectively, for all l.
However, this assumption is not quite valid. As mentioned in Sec. 9.5, there is a subtle difference between
the present l-mode decomposition based on tensor spherical harmonics and the usual one based on scalar
spherical harmonics. It was shown in [63] that as a consequence of this shift, the parameter AS is not
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completely independent of l, changing values for l = 0 and l = 1 in an unusual manner. Nevertheless, the
situation can be salvaged due to the fact that AS actually changes sign depending upon whether + or −
side limiting values for the metric perturbations are used in the computation [63] (see (9.6)). Thus, the







Past work on ∆ψ [104, 110] used this combination for every l. However, because AS = A∞ for l ≥ 2, and
BS = B∞ for all l, the formula (9.110) is only required for l = 0 and l = 1 — all other l can simply apply A∞
and B∞. The calculation of ∆ψ
l,−
full for l ≥ 2 and general-l would double the length of the total procedure;
thus, this omission saves significant time.
9.7.2: Results
The procedure above was executed with a Mathematica code, yielding the spin-precession invariant
to 6.5PN and e16. A few new closed-form expressions were recovered along the way, though far fewer than
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13/2 + · · ·
]
. (9.112)
We start with the former. The first three functions were all found to have closed forms, verifying the
results already given in [117]:


























From this point, every coefficient beyond e2 is new. We find the 3PN term has a form resembling the
3PN energy flux. However, it is presently unclear how to define the corresponding χ-like function in terms
of multipoles (though this might be done using the MPM-PN derivation in [117]), meaning we cannot yet































































































































































































































































































































































































+ · · ·
)
. (9.122)
The 5PN non-log term introduces a π4 polynomial but is otherwise similar in form to its 4PN counterpart.



































































































































































































































































+ · · ·
)
. (9.126)
There is another increase in complexity in the 6PN non-log term. I only present the first few coefficients
here, but the rest will be available on the BHP Toolkit [168]. The log correction, meanwhile, presents a
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structure similar to ∆ψp3 . There is also a log

















































































































































































































































































































































+ · · ·
)
. (9.131)







































(Of course, these can be derived directly from the 1/p results in [117].)





































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































To the order we have been able to take them, the spin-invariant expansions are less illuminating than
were those for redshift invariant; however, we can still observe quite a bit of structure across the PN orders.
New closed-form expressions were found for the terms ∆ψ3L,∆ψ4L,∆ψ5L, and ∆ψ6L2. In addition, a linkage
among different logarithm series (e.g. leading and subleading) is again observed at various orders. However,
none of the obtained finite series have obvious representations as multipole sums. As a result, we do not have
compact forms for any of the χ-like sums, meaning the non-log terms 3PN and higher cannot be extracted to
arbitrary order. It is possible that such a multipole description could be found using the MPM-PN derivation
provided in [117]. This will be saved for future work.
Section 9.8: Conclusions and outlook
This chapter extended analytic expansion of the RWZ formalism to the conservative sector, allowing for
the computation of two local, gauge-invariant quantities: the redshift invariant and spin-precession invariant.
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This process required the PN expansion of the metric perturbations (and their derivatives) evaluated at the
location of the smaller body, using the formulas (9.6) (and ones like it). Because the metric perturbations
do not increase PN order with l, expressions were needed for all l. Using the ansatz (9.7), we were able to
derive expansions that are general in l and that match the MST solutions up to lPN order. Then, these
general-l expansions can be combined with specific-l MST expansions and separate low-mode expansions
and regularized to calculate the desired local quantities.
By applying novel computational simplifications, I was able to use these methods to compute the redshift
invariant to 8.5PN and e20, a significant gain in knowledge of the eccentricity dependence over previous
work to 9.5PN and e8. In addition, I was able to use the techniques developed in Chapters 5 and 6 to
find an assortment of new closed-form expressions — U4L,U5L,U6L,U7L2,U8L2. Furthermore, methods were
described to compute eccentricity series for U4,U11/2,U7L,U17/2L to arbitrary order. We conclude that the
analytic expansion process is highly effective at reaching high orders in the redshift invariant.
The computation of the spin-precession invariant proved a much more challenging task. Unfortunately,
because two PN orders and three orders in e are lost during the expansion, the result was limited to 6.5PN
and e16. However, this still represented a major advance in eccentric knowledge, as the previous state of
the art was 9PN and e2. New closed-form expressions were determined for ∆ψ3L,∆ψ4L,∆ψ5L, and ∆ψ6L2.
Moreover, transcendental structure was observed in many more terms, which may allow for the determination
of additional terms in the future via multipole moment analysis.
It is important to note that because the conservative self-force is suppressed by a factor of the mass
ratio relative to the fluxes, the accuracy needed for LISA waveform modeling is much lower. As a result,
these expansions may be sufficient for the construction of LISA waveform templates. However, it is not
inconceivable that the series obtained here could be extended further. As noted above, the bottleneck
step in the calculation was the expansion of the general-l even-parity normalization constant C+lmn, requiring
about 7 days on the UNC Longleaf cluster to reach 8PN (relative order) and e20. As with the flux expansions
of the previous chapter, this could likely be extended another order or two by using a faster core or longer
runtime. Additional expansions could also be obtained that reach higher PN order but lower order in e (or
vice versa) — say, 12PN and e10, for example.
However, the more pressing next step is to translate these expansions to their equivalent quantities
within the EOB formalism. EOB waveforms have been crucial to the success of LIGO and will almost surely
contribute to detections at LISA. The redshift invariant can be transcribed to yield portions of the EOB
Q(1/r, pr; ν) potential by extending a procedure described in [196]. However, the process is difficult, with
each new order in e2 requiring the derivation of an additional transformation. It is not presently possible to
transform closed-form eccentricity functions in 〈ut〉 to find closed functions in Q(1/r, pr; ν). A similar fact is
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true of the spin-precession invariant, whose (complicated) transformation to the EOB gyrogravitomagnetic
ratio gS∗(1/r; pr; pϕ) is mapped out in [104]. The derivation of a procedure to transform all powers of e
would be highly beneficial in the context of this work on closed forms. Otherwise, it may be possible to
perform the two transformations to high finite order in e and then use factorizations and resummations to
extract closed forms. These possibilities will all be explored thoroughly in future work.
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CHAPTER 10: Conclusions, future directions, and outlook
Section 10.1: Summary of original work
This dissertation has presented new progress on the evolution of and radiation from eccentric-orbit
EMRIs. By combining BHPT with PN theory in multifaceted ways, it became possible to develop novel
BHPT-PN expansions across the dissipative and conservative sectors of EMRI motion. To appreciate what
has been done, let us now review the techniques and results detailed in the previous chapters.
Chapters 2 and 3 began by introducing and elucidating the BHPT and PN formalisms for non-spinning
bodies in GR. This included a full description of the RWZ and MST methods in BHPT, as well as of the
MPM-PN matched expansion of the Landau-Lifshitz formulation in PN theory. A broad summary of each
is given in Chapter 4.
Chapter 4 then proceeded to the primary focus of this thesis: inspirals which can be accurately ap-
proximated by both BHPT and PN theory. For these wide-orbit EMRIs, the numeric predictions of both
BHPT and PN theory will closely agree. Furthermore, the PN formalism can be validly approximated as
an expansion in the small mass ratio, and first-order BHPT can be likewise be approximated with PN se-
ries, allowing for an asymptotic comparison. However, the expansions obtained therein will utilize separate
gauges and slightly different orbital parameters. Indeed, as seen in Chapter 3, PN theory is typically derived
in harmonic gauge (or modified harmonic gauge), which is naturally suited to the use of quasi-Keplerian
parameters. One common pair chosen in the literature is the compactness parameter x = ((m1 +m2)Ωϕ)
2/3
and QK time eccentricity et, which I employed frequently in subsequent chapters. The BHPT methods of
this thesis, meanwhile, work in Schwarzschild-RW gauge, using Darwin parameters like p and e, from which
y = (m1Ωϕ)
2/3 can be derived.
Transformation between the two gauges was thought to be limited by knowledge in the full PN theory,
previously 3PN. As the first original contribution in this thesis, I developed a novel means of converting back
and forth from (p, e) or (y, e) to (x, et) or (x, er) to effectively arbitrary PN order, at lowest order in the
mass ratio. This was done by placing the Darwin equations for Schwarzschild geodesic motion into harmonic
QK form. The resulting equations allowed for the identification of QK parameters within Schwarzschild
geodesic motion, thus permitting the desired transformations. This scheme was included in the work [115],
which has been accepted for publication. We noted that this procedure might also be extended to first-order
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conservative BHPT motion, but the geodesic transformation is sufficient for flux expansions. Therefore, such
an effort will be left to future work.
With the gauge relationships understood, we proceeded in Chapter 5 to take BHPT into the PN limit to
determine new PN information in the fluxes (the total radiated energy and angular momentum) to infinity.
This was first done following the numeric-analytic fitting methods of [99], in which large numbers of wide-orbit
flux results are fit numerically to the form of the PN expansion. The numeric coefficients are then converted to
analytic form, when possible, using an integer relation algorithm. This time, I modified the fitting procedure
of [99] by focusing on the lmn modes of the BHPT fluxes. This allowed for the discovery of novel patterns
in the flux modes — including exploitation of the function eulerlogm,n(y) — that drastically simplify the
fitting process. The result was a great quantity of new eccentricity coefficients in the two fluxes from 3.5PN
to 9PN, a roughly four-fold increase over [99]. In particular, new closed-form eccentricity functions were
found for terms 4L, 5L, 6L2, 7L2, 8L2, 9L3 in both the energy and angular momentum expansions (though
L4L was already known in [99]). The full results of Chapter 5 were published in [100].
The same chapter also provided some novel insights on hereditary flux functions from the MPM-PN
formalism. Again following the methods of [99], as well as those of [163, 150, 151], we saw that certain low-
order enhancement functions have simple representations in terms of the Fourier amplitude function g̃(n, et),
related to the Newtonian mass quadrupole moment of the two-body system. g̃(n, et) can be expressed in
terms of Bessel functions, allowing for rapid expansion to high orders in et in Mathematica.
This function, along with its energy counterpart g(n, et), was then found to have even greater value within
the fluxes in Chapter 6, which used it to pursue novel derivations on leading and subleading (3PN) logarithm
series. Indeed, I first showed that g(n, et) could be directly manipulated to compute the analytic eccentricity
dependence of the entire leading logarithm series within the energy flux. In this way simple closed-form
expressions could be found for all integer-order terms (0, 3L, 6L2, 9L3, · · · ) and arbitrary-order eccentricity
expansions could be computed for all half-integer-order terms (1.5, 4.5L, 7.5L2, · · · ). The low-order results
could then be checked against the fitting series of Chapter 5.
With the leading logarithms computed, it also proved possible at lowest order in ν to make significant
progress in the subleading logarithms, which appear 3 PN orders beyond each leading logarithm. Specifically,
the g(n, et) function was found to control all the transcendental numbers appearing in subleading logarithms.
Separating off this dependence leaves only an infinite rational eccentricity series, which can then be calcu-
lated using BHPT. Moreover, for integer subleading logarithms (3, 6L, 9L2, · · · ), this rational series can be
placed into closed form once enough coefficients are known. I illustrated this method in action by extracting
closed expressions for L6L(e),J6L(e),R6L(et),Z6L(et). The chapter concluded by presenting novel observa-
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tions of more general structure in subleading logarithms. The full results of Chapter 6 were published in [121].
As would be expected of derivations within the MPM-PN framework, all the discoveries of Chapter 6 could
be extended to higher PN order. Therefore, Chapter 7 continued to the 1PN correction to each of the leading
and subleading logarithms. By utilizing Fourier decompositions of the 1PN multipoles — the Newtonian
mass octupole and current quadrupole, as well as the 1PN-corrected mass quadrupole — it became possible to
derive the 1PN correction to the entire leading logarithm series. As above, the integer terms (1, 4L, 7L2, · · · )
yielded closed-form expressions and the half-integer terms (2.5, 5.5L, 8.5L2, · · · ) infinite series. However, the
computations were complicated by the unwieldy biperiodic Fourier structure of the 1PN mass quadrupole,
which required careful analysis and optimization. All infinite series can be presently taken to e120t , with the
potential to move higher if needed.
By combining these logarithms with additional 1PN multipole manipulations, we were then once again
able to make progress in more complicated flux terms: the 4PN logarithm series, or the 1PN correction
to the subleading logarithm series. Similar procedures, combined with additional Fourier derivations, allow
for the extraction of transcendental contributions. These can then be utilized with finite-order eccentricity
series from BHPT to find compact forms for integer-PN-order 4PN logarithms at lowest order in the mass
ratio. I used this procedure to extract the crucial 4PN flux terms L4,J4,R4,Z4 at lowest order in the mass
ratio. These discoveries were all published in [122]. It is likely that the prescriptions of Chapters 6 and 7
can be further extended to the 2PN and 5PN logarithms. Such an endeavor will be pursued in future work.
The methods of Chapters 5, 6, and 7 yielded fruitful information on structure within the fluxes and pre-
sented novel high-eccentricity expansions for a great variety of flux terms. However, past work has indicated
that higher PN orders will be needed for the construction of accurate waveform templates. Moreover, the
techniques in those chapters are not easily extended to other quantities and regimes of interest. Therefore,
we next transitioned to a different means of analyzing EMRIs in the PN limit: direct analytic expansion
of the RWZ formalism. This was done in Chapter 8 by identifying small PN parameters within the MST
solutions to the RWZ equations and then using Mathematica to reach extremely high PN orders. Through
various novel theoretical and computational simplifications, I was able to greatly extend the state of the art
for eccentric-orbit MST expansions. This led to the expansion of the fluxes at infinity to 10PN and e20 and
19PN and e10, complementing and notably advancing the results of the preceding chapters. We noted that
while the fully analytic approach easily reaches high PN order, it struggles to attain comparably impres-
sive orders in eccentricity. The numeric fitting and MPM-PN derivations, meanwhile, exhibit the reverse
behavior. Therefore, the various expansion schemes are seen to be complementary.
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We then assessed the validity of the high-order expansions by comparing them to numerical flux data,
both for a single mode and for the full flux, with various factorization schemes tried for each. We found that
for the 220 mode flux, the series began to break down for e > 1/4 at p = 10 across all resummation methods.
However, the expansion did show good agreement for (p = 10, e . 1/4) and (p = 20, e = 1/2), typically
exhibiting relative error near 10−6 or better. The full-flux expansion, which also incorporated low-order
results from PN theory, displayed even better fidelity, reaching error of 10−5 for the orbit (p = 10, e = 1/2)
and revealing steadily improving error (on average) with increasing PN order.
Unfortunately, these results indicate that it is unlikely the eccentric expansions will be able to replace
numeric calculations for high eccentricity or very small p. Nevertheless, it is encouraging that the accuracy
of the infinity-side full-flux expansion was fairly strong even for the orbit (p = 10, e = 1/2), owing to the use
of arbitrary-order eccentricity expansions at low PN and the use of eccentricity resummations throughout.
Increased validity at higher eccentricity can likely be obtained by extending these expansions to higher order
in e, particularly in the lower-PN terms. To that end, as mentioned, the techniques developed in Chapters 6
and 7 can (in principle) be extended to derive expansions for the 3.5PN, 4.5PN, and 5PN terms to arbitrary
order in e, though with considerable difficulty (especially at 4.5PN). Beyond 5PN, further progress is likely
more accessible to the analytic expansion approach of Chapter 8. For instance, it may be possible to obtain
the 6PN and 7PN terms beyond e30 using those methods, but this is not certain. In addition, the e20
calculation can potentially be extended to 11PN or 12PN. These ideas will be explored in future work.
Results on the direct analytic expansion of the fluxes at infinity, including comparisons to numerical data,
have been accepted for publication in [115].
Chapter 8 proceeded to apply the same expansion methods to the energy and angular momentum ab-
sorbed by the larger black hole (i.e., the horizon fluxes). These were found to 18PN (relative) and e10, as
well as 10PN and e20, another significant advance over previous work. New closed-form eccentricity func-
tions were found for the terms B3,B5L,B6L2,B7L2,D3,D5L,D7L2,D8L2. Explicit eccentricity functions were
presented, and interesting structure throughout the results was observed and discussed.
The analytic expansion techniques can be applied to a wide variety of orbital features beyond the fluxes;
therefore, Chapter 9 used them to analyze the first-order conservative dynamics of the EMRI. There, dissipa-
tion terms are neglected, revealing the BHPT corrections to the conserved constants and geometric structure
of the orbit. I focused on two local gauge-invariant quantities: the redshift invariant and the spin-precession
invariant. Beyond their intrinsic value in encoding the conservative dynamics, these local invariants supply
crucial potential terms in EOB potentials, which ultimately lead to compact accurate waveform models
across most of parameter space. Because the pair are local quantities, both require the metric perturbations
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evaluated at the location of the smaller body. This necessitated the determination of general-l expansions as
well as suitable mode-sum regularization schemes to extract the effective metric from its formally divergent
value on the worldline.
By combining established formulas with novel computational simplifications, I was able to greatly extend
the state of eccentric knowledge for these quantities. First, the redshift invariant was computed to 8.5PN
and e20, with new closed-form expressions extracted for the terms 4L, 5L, 6L2, 7L2, 8L2. Arbitrary-order
eccentricity expansions were also found for the terms 4, 11/2, 7L, 8.5L. These results revealed remarkable
connections to the energy flux series of prior chapters, including the probable recurrence of the energy flux’s
leading logarithm series as redshift logarithms and a similar connection between leading and subleading
logarithms. Similarly, the spin-precession invariant was extracted to 6.5PN and e16, a major advance in
eccentric knowledge over previous results through e2. Unfortunately, no immediate connection to flux terms
was observed; however, closed-form expressions were found for the terms 3L, 4L, 5L, 6L2. Future work will
have the opportunity to connect these higher-order results to further multipole moment derivations and
transcribe the expansions to their equivalent EOB potentials.
Section 10.2: Construction of waveforms
10.2.1: The oscillatory self-force
Before concluding, let us look ahead to future applications of the techniques I have introduced and refined
in this thesis, to better appreciate their place in broader gravity research. The final target of BHPT is the
construction of EMRI waveform templates for LISA. Therefore, we first briefly discuss how these expansions
can be translated into rapid, accurate waveform models.
As mentioned in Sec. 1.4, the largest contributions to the orbital phase (and thus to the waveforms) of
EMRIs are the first-order orbit-averaged fluxes. These have been detailed thoroughly in Chapters 5, 6, 7,
8. For Schwarzschild EMRIs, there are two additional necessary contributions: the oscillatory portion of the
first-order self-force, and the orbit-averaged second-order fluxes. The second-order fluxes can be partially
obtained using the MPM-PN formalism, but the rest will require second-order BHPT. However, the other
necessary quantity, the oscillatory first-order SF, can be obtained using the analytic expansion techniques
above, though not without difficulty.













(gαδuβ − 2gαβuδ − uαuβuδ)uγ∇δpRβγ , (10.1)
It is straightforward if cumbersome to expand the full, unregularized self-force using the methods of Chap-
ter 9, and indeed, this was done in the computation of the spin-precession invariant. However, a problem
arises when trying to regularize the self-force itself. Indeed, unlike the spin invariant, the self-force is a gauge-
dependent quantity, which introduces a layer of subtlety into attempts to extract the meaningful self-force
information. In Lorenz gauge it is possible to calculate the self-force in straightforward fashion by combining
the full metric perturbations plµν with known self-force regularization parameters (see e.g., [5]).
Unfortunately, the situation in other gauges is not quite as clear. RW gauge in particular is not regular,
as the gauge vector linking Lorenz to RW gauge is not continuous. Irregular gauges are known to have
problems with regularization [5, 202]. It is possible that the exact same regularization scheme applied in
Sec. 9.7 — in which the regularization parameters are extracted from the general-l expansion and the low
modes are averaged from the + and − directions — will work for the self-force. Or, it may require that
all modes be averaged using + and − calculations. Unfortunately, it is also plausible that neither method
will yield the correct expansions, and a more difficult procedure involving transformations of Lorenz gauge
quantities (along the lines of [202, 203]) will be required. A more careful analysis will be needed to resolve
this question. If the regularization scheme of Sec. 9.7 is sufficient, I will immediately be able to calculate
the oscillatory self-force to 7.5PN and e20. As a check, note that taking the τ average of Ft times (Tr/Tr)
should give the energy flux, while the τ average of Fϕ (Tr/Tr) should give the angular momentum flux, in
accordance with the flux balance formulas (2.65).
10.2.2: Osculating geodesics
Once an expansion for the self-force is obtained, it can be used to simulate the inspiral and generate
waveform templates. One preferred approach in recent times has been the so called osculating elements
or osculating geodesics method, in which the present location of the particle is identified with a tangent
geodesic. The tangent geodesic forms the basis of the orbital parameters used to calculate the first-order
flux and self-force, which then pushes the particle inward to a different geodesic in a well-established manner
[204, 73]. The process then repeats, slowly driving the inspiral. Thus, each full inspiral simulation produces
a full waveform for a set of initial conditions. There is some error associated with approximating the history
of the particle in this way, but it is currently expected to be small [77].
The expansion formalism of the previous chapters provides the flux and can provide the self-force as a
function of the present geodesic. Once the relevant series are found (a preprocessing step), calculations of
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the flux and self-force on any geodesic are nearly instantaneous. Thus, BHPT-PN methods are extremely
well suited to this osculating elements approach, and this allows for the rapid, accurate computation of the
phase for most of the lifetime of the inspiral.
Explicitly, formulas are given in [204, 73] for the evolution of the orbital “constants” caused by the
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r + c(ϕ)(e, p, v)F
ϕ
µ q(e, p, v)
, (10.4)
a(t) ≡Mp(p− 3− e2)(6 + 2e2 − p)(1 + e cos v)2(2− p+ 2e cos v)
√
(p− 2)2 − 4e2, (10.5)
a(ϕ) ≡M2p5/2(1− e2)(3 + e2 − p)
[
4e2 + (p− 6)(p− 2)
]
, (10.6)
b(t) ≡ 2M ep2(3 + e2 − p)(p− 2− 2e cos v)(1 + e cos v)2
√
(p− 2)2 − 4e2, (10.7)
b(ϕ) ≡ 2M2e p7/2(p− 4)2(p− 3− e2), (10.8)
c(r) ≡Mp2(3 + e2 − p)(2e+ (p− 6) cos v)(1 + e cos v)2
√
p− 6− 2e cos v, (10.9)
c(ϕ) ≡M2p5/2 sin v(3 + e2 − p)
(
2(p− 6)(3− p) + e cos v
[
(4e2 − (p− 6)2) + 2e(p− 6) cos v
])
, (10.10)
q ≡ e(p− 6− 2e)(p− 6 + 2e)× (1 + e cos v)4
√
p− 6− 2e cos v. (10.11)
In the above, v = χ−χ0 for initial orbital phase χ0 (that is, the phase at periapsis, which in this case cannot
simply be set to 0). See [204] for a full derivation.
For non-resonant orbits, significant additional computational speedup can be obtained by combining
osculating elements with near-identity (averaging) transformations [77]. This process converts the equations
of motion to a new set of variables that a) do not depend on the orbital phase and b) remain within
O(m2/m1) of the original coordinates. The result is a runtime reduction factor that can be on the order of
104− 106, depending on the initial conditions. It is widely suspected that this prescription will soon become
commonly used in waveform construction (away from resonance, anyway), and it is easily combined with the
PN expansion scheme of this proposal.
10.2.3: EOB waveforms
As mentioned previously, both complementary and supplementary to these approaches are the newer
waveform factorization schemes within EOB theory [185, 35]. Here, orbital descriptions from multiple meth-
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ods of approximation (PN, BHPT, numerical relativity) are mapped together onto an effective source. In
particular, conservative BHPT quantities such as the redshift invariant and spin-precession invariant supply
crucial terms in EOB potentials, making high-order expansions for these terms desirable [72, 104]. The result-
ing waveforms are then factorized into a product of different contributing terms, which shifts the high-order
behavior, often greatly improving convergence in the strong-field regime. This method has already proven
highly successful across parameter space. Indeed, by factorizing only 5PN BHPT expansions in clever ways,
the authors of [185, 35] were able to obtain waveforms that matched certain high-precision EMRI numerical
simulations all the way to the light ring.
Nearly all the results of this thesis in both the dissipative and conservative sectors can be transcribed to
inform various terms within the EOB formalism. Therefore, an immediate task moving forward will be to
apply these transformations and assess the convergence and validity of the results. Then, we will have the
opportunity to pursue novel factorization schemes to improve fidelity further.
Section 10.3: Perturbations about a Kerr background
10.3.1: The Teukolsky equation
The techniques developed in this thesis have advanced the state of knowledge on non-spinning systems
in which background spacetime is the Schwarzschild metric. However, most black holes in our universe
are expected to have nonzero spin; therefore, it will inevitably be necessary to achieve the same or similar
progress for perturbations about a central Kerr black hole with spin a. Fortunately, this is possible, as
the Schwarzschild analytic expansion methods of Chapters 8 and 9 all have appropriate generalizations
in the Kerr problem. However, the Kerr case does introduce many subtleties and complications over its
Schwarzschild counterpart, which increase the computational expense by orders of magnitude and must be
considered carefully. Past work has primarily focused on expanding the simpler case of circular equatorial
orbits [71, 101, 205], though flux series for generic (eccentric, inclined) orbits have been found to 4PN and e6
[164]. The simplifications developed in this paper, when properly adapted to the Kerr case, should allow for
a significant improvement over the state of expansions for generic orbits. In order to understand the work
of this dissertation in broader context, I will present a brief overview of this more general problem.
The background Kerr spacetime is commonly expressed in Boyer-Lindquist coordinates, which are an
effective generalization of Schwarzschild coordinates. The resulting line element is
ds2 = −∆
Σ
(dt− a sin2 θdϕ)2 + sin
2 θ
Σ
[(r2 + a2)dϕ− adt]2 + Σ
∆
dr2 + Σdθ2, (10.12)
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with
Σ ≡ Σ(r, θ) ≡ r2 + a2 cos2 θ, ∆ ≡ ∆(r) ≡ r2 − 2Mr + a2. (10.13)
Because this spacetime is not spherically symmetric (only axisymmetric), the corresponding linearized EFE
cannot be decomposed into tensor spherical harmonics—or, as far as we know, harmonics of any kind. As
a result, little progress was made on this problem until 1973, when Teukolsky found an entirely different
approach using spinor calculus [52]. In this way, the gravitational perturbations of a Kerr black hole are
encoded within a Newman-Penrose quantity. Following the review in [206], we can define the function
ψ4 ≡ −Cαβγδnαm̄βnγm̄δ, (10.14)





((r2 + a2),−∆, 0, a), mα = 1√
2(r + ia cos θ)
(ia sin θ, 0, 1, i/ sin θ), (10.15)
are a useful pair of null vectors from what is known as the Kinnersly tetrad.
Reference [52] showed that a perturbation equation can be found for φ ≡ ρ−4ψ4 with ρ = (r− ia cos θ)−1.
This PDE is given by
sO φ = 4πΣT̂ , (10.16)
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∂t − s(s cot2 θ − 1). (10.17)
The source term T̂ is given by the corresponding tetrad projection of the stress-energy tensor for a point































Ls = ∂θ +
m
sin θ
− aω sin θ + s cot θ, J+ = ∂r + iK/∆ ; K = (r2 + a2)ω −ma , (10.19)
Note that Tnn, Tmn and Tmm are the tetrad projections of the energy momentum tensor (e.g., Tnn =
Tµνn
µnν). The parameter s is the spin weight, which emerges as a result of the axisymmetry. The equation
above for ψ4 corresponds to spin-weight s = −2. An equivalent equation exists for a similar quantity ψ0 but
with spin-weight s = 2. For illustrative purposes, I will merely discuss the former.
The angular components of the perturbation equation (10.16) can in fact be decoupled from the radial






The functions −2S`mω(θ) are known as the (scalar) spin-weighted spheroidal harmonics, which satisfy an
angular ODE discussed in the next subsection. With the angular dependence removed, the radial function










− V (r)R`mω = T`mω, (10.21)
where T`mω is the decomposition of the source term T̂ , and
V (r) = −K
2 + 4i(r −M)K
∆
+ 8iωr + −2λ (10.22)
is the potential. In this case ω has a third harmonic index associated with the θ motion, or ω = ωmkn =
mΩϕ + kΩθ + nΩr.
10.3.2: The angular spheroidal harmonic solutions











− a2ω2 sin2 θ − (m+ s cos θ)
2
sin2 θ
− 2aωs cos θ + s+ 2maω + sλ
]
sS`mω = 0. (10.23)
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where sλ is the eigenvalue of sS`mω. It is typically normalized as
∫ π
0
|sS`mω|2 sin θdθ = 1. (10.24)
In the Schwarzschild limit, it reduces to the spin-weighted spherical harmonic with sλ→ `(`+ 1)− s(s+ 1).
In the general case no analytic formula is known; however, both sS`mω(θ) and sλ can be derived to any
desired order in a PN expansion (specifically, in aω) using standard perturbative methods.
10.3.3: The radial MST solutions and the full expansion process
Fortunately, as with the RWZ equation of Sec. 2.2, the homogeneous counterpart to (10.21) can be solved







Γ(j + ν − 1− iε)Γ(ν + 3 + iε)
Γ(j + ν + 3 + iε)Γ(ν − 1− iε)
















τ = (ε−mq)/κ, z̄ = z − r−ω, r± = GM(1± κ)η2, κ =
√
1− q2, (10.27)
for q = a/M . The additional parameter q serves to make all the relevant expansions (including those of
ν and aj) at least an order of magnitude more expensive than their Schwarzschild counterparts. However,
both R+lmω and R
−
lmω can still be computed to very high PN order using the methods of Chapter 8 [71].
The rest of the procedure for generating high-order expansions for observables is also similar to that
in the Schwarzschild case, but each step has its own added subtleties. In particular, the geodesic equa-
tions are significantly more tedious to expand, and the θ motion complicates the inhomogeneous integrals.
Additionally, the PN expansion and subsequent incorporation of the spin-weighted spheroidal harmonics
is cumbersome. The total procedure is roughly 2-4 orders of magnitude more computationally expensive
than the Schwarzschild expansions of Chapters 8 and 9. Consequently, there is a stronger limitation on the
presently attained orders in y and e. For example, the 22PN circular Schwarzschild expansion for the energy
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radiated to infinity [79] was restricted to 11PN in the circular Kerr case [101], and 4PN/e6 in the generic
(eccentric, inclined) case [164]. Similarly, the 21.5PN circular Schwarzschild expansions of [68] (involving
general-l computations) were found to around 8PN in the circular Kerr case [71, 105].
Nevertheless, all the core methods of expansion still work—including flux formulas similar to (2.64) and
the existence of an ansatz to obtain general-l solutions [101, 71]. Just as with the Schwarzschild case, the
techniques applied in past work on Kerr are far from optimized, so using the advances in this thesis we
will soon have the chance to improve significantly upon those results. For instance, there is opportunity
for factorization in R±lmω that has not yet been seriously implemented. In total, I expect several orders of
magnitude in computational cost reduction are feasible, which will allow for the determination of many more
terms in these expansions. The beauty of this approach lies in the fact that each high-order series must only
be calculated once to be applied to inspirals in large regions of EMRI parameter space.
10.3.4: Resonances
As briefly noted in the discussion in Sec. 1.4, there is one additional feature of the Kerr case that must
be understood in the construction of waveform templates for LISA: resonance. This occurs when there is
a simple rational relationship among the frequencies Ωr and Ωθ in the orbit and contributes to Φ1/2 in the
EMRI’s cumulative phase. For example, Ωθ = 2Ωr, Ωθ = 3Ωr, or 2Ωθ = 3Ωr. It is expected that one or
more of these resonances will occur in the lifetime of any given Kerr EMRI and potentially impart changes
to the dynamics of a few hundred or thousand orbits [40].
For instance, this effect can be seen mathematically in the derivation of expressions for the fluxes. Indeed,
in obtaining (2.64), the form of the summation emerges from Kronecker δ functions that result from the
time average of a Fourier exponential. The corresponding formulas for the Kerr case are altered during
resonance, as an additional infinite set of index combinations (k, n) consequently prevent the time average
from vanishing. The result is that the net flux is not just the incoherent sum of fluxes of individual angular
modes, but at a resonance involves interference terms, ultimately shifting the resonant fluxes by a few
percent. However, it is not much more difficult to PN expand the adjusted summations, meaning we can
compute these resonant fluxes and store them separately. Other differences in the resonant orbital evolution
(e.g., changes to the oscillatory self-force) can also be extracted as separate PN expansions using appropriate
techniques. The specifics will be left to future work.
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Section 10.4: Conclusion
In short this dissertation has provided comprehensive advances in the state of knowledge in the dissipative
and conservative sectors of first-order Schwarzschild EMRIs. Increases in fundamental understanding, as well
as high-order eccentric-orbit PN expansions, have been produced for 〈Ė〉∞, 〈Ė〉H , 〈L̇〉∞, 〈L̇〉H , 〈ut〉, and ∆ψ.
We conclude that both numeric-analytic fitting and direct analytic expansions are successful methods of
deriving PN information on the orbital features and dynamics of EMRIs. In addition, these expansions are
further refined by analyzing logarithmic sequences and capturing eccentric structure using techniques from
the MPM-PN formalism.
The PN series developed in this thesis, as well as those that will soon be computed with the same
techniques, offer significant, broad assistance in the effort to create waveform templates for EMRIs across
parameter space. In particular, the series can be implemented directly using the popular method of osculating
geodesics, and they will also lead to greater refinements in already successful EOB models. This progress
will be vital for the eventual success of the LISA mission and the initiation of a new era of multi-messenger
astronomy.
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APPENDIX A: THE KEPLER AND AZIMUTHAL EQUATIONS TO 5PN ORDER
The methods in Chapter 4 can be used to generate higher order corrections to the full Kepler’s equation.
In terms of 1/p and e, we get
































































where et is given in (4.21).





































APPENDIX B: ORBITAL PARAMETERS IN ε AND j TO 6PN ORDER
I now present expansions for various (modified harmonic) QK parameters in terms of the gauge invariant
quantities ε and j at lowest order in ν, in accordance with the discussion in Chapter 4. These expansions

































































































































































These representations for p and e can then be substituted into the various other expressions determined in






































































Next, the three eccentricities. e2r = (a/ar)
2e2 is given by




















































































The azimuthal eccentricity is similarly simple, giving

















































































The time eccentricity is more complicated, having half powers of j, as well as more tedious to construct. I
give it to 5PN for the time being:
















































































































Note that all these expansions match the expressions in [150] to 3PN.
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APPENDIX C: THE TAIL EULERLOG FUNCTION
We prove that the integral (6.69) can be found using the simpler integral (6.70) under the transformation
γE → γE + log(2|n|αr0). To proceed, we first write general forms for the two integrals. Recall that the































where the second relation is obtained using the variable substitution u = |n|ατ .
Both Γ(x + 1) and Γ(x + 1)/(2|n|αr0)x permit convergent Taylor series about x = 0 for |x| < 1. These
are most easily computed using the following representations, valid for |x| < 1 [208]:





















Then, either integral containing logq can be calculated by expanding the necessary term about x = 0 and














Thus, this latter series can be evaluated by making the substitution γE → γE + log(2|n|αr0) in the first.
This completes the proof.
The above results imply a way in which g(n, et) appears in R6. Given the form of the exponentials in
(C.3), it seems likely that the hereditary flux will source the appearance of certain transcendentals like ζ(3)
at higher orders in the PN expansion. Indeed, we can see in the BHPT fitting results from Chapter 5 that
















Of course, because the eccentricity dependence is solely determined by the Newtonian sum T2, R6(et) will
have the same three contributions with T2(e)→ T2(et).
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APPENDIX D: COMPONENT SUMS FOR 1PN LOGARITHMS
We now analyze some low order examples for the component sums that add together to produce corre-



















































































The mass octupole portion is given in (7.33). The Newtonian moments precisely match their expected
forms, but the mass quadrupole functions are rather interesting, with the pieces displaying somewhat distinct




















for (finite) polynomials fk,1(et), fk,2(et), fk,3(et), fk,4(et). It is not difficult to prove that the trends in singular
behavior continue to infinity for MQ02, MQ03, MQ11, MO, and CQ using the methods of asymptotic analysis
laid out in [99, 119, 100]. Unfortunately, a similar proof for MQ01 has remained elusive; however, at the very
least, we be sure it continues similarly to very high PN order. Moreover, the fact that all divergences must
vanish in a fit over 1/p (the semi-latus rectum) instead of x strongly suggests that the full 1PN logarithms
should hold exactly the predicted singular factors (see [100]). Nearly identical trends exist in the integral
1PN angular momentum logarithms.



























































































































































































+ · · ·
)
. (D.3)
In each infinite power series, the coefficients drop off rapidly in magnitude with power of et, indicating
convergence as et → 1. As with integer orders, similar singular behavior can be proven to hold to all orders
in each type of sum except for that of MQ01. Nevertheless, I have used high order expansions to demonstrate
apparent convergence for the MQ01 sums (and the rest) through 20.5PN order. As usual, nearly identical
structure is observed in the angular momentum case.
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APPENDIX E: FOURIER SUM IDENTITIES
In this appendix, I briefly provide a couple of the Fourier identities used in the various 1PN mass









































































































































































all gain a factor of 2 when expressed in terms of positive n sums.
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P. Diener, N. Dorband, J. Gonzalez, M. Hannam, S. Husa, D. Pollney, L. Rezzolla, L. Santamaŕıa,
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