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a b s t r a c t 
Prediction models have been constructed to investigate the effect of vibrating surfaces on the critical 
heat flux (CHF) and its associated temperature in spray evaporative cooling. Dimensional analysis has 
been used to construct the models to account for the influence of key dynamic parameters. Experimen- 
tal measurements have been obtained from a flat, electrically-heated, copper test-piece, located inside a 
spray-chamber mounted on top of a shaker. A wide range of large-amplitude and high-frequency mea- 
surements have been obtained which correspond to test conditions for a piece of hardware mounted on 
board a light-duty automotive vehicle with vibration amplitudes ranging from 0 to 8 mm and frequencies 
from 0 to 200 Hz. Three nozzle types have been fed with distilled water at flow rates ranging from 55 to 
100 ml/min being used to cool with subcooling degrees T sub ranging from 10 °C to 45 °C. Measured data 
for both static and dynamic cases have been used to explore the influence on the CHF and the surface- 
to-fluid saturation temperature at which this occurs, of subcooling degrees, surface vibration amplitude 
and frequency, vibrational Reynolds Number and vibrational Acceleration Number. The measured data has 
also subsequently been used to calibrate the predictive models for use in thermal management systems. 
Static measurements (without vibration) show that the influence of flow rate, volumetric flux, and sub- 
cooling are largely in agreement with published literature. For dynamic cases, the influence of vibration 
is best explained in terms of the nondimensional parameters: Vibration Reynolds Number and Accelera- 
tion Number. The effect of vibration on CHF and associated temperature is assessed in detail for the three 
nozzle types at different flow rates and degrees of subcooling. Predictions of CHF and associated excess 
temperature, using the calibrated correlation models for the dynamic conditions, are very reasonable, and 
suitable for the intended purpose of ensuring safe operation of thermal management systems using spray 
evaporative cooling. 
© 2021 The Author(s). Published by Elsevier Ltd. 
This is an open access article under the CC BY-NC-ND license 




























Spray cooling is receiving considerable attention for advanced 
hermal management systems. The reason is that spray heat trans- 
er characteristics are especially good in terms of achieving high 
oefficient of Performance (COP) [1] , high-heat flux, and high- 
emperature heat removal [2] . Spray cooling applications can be 
ound in numerous areas. In the automotive sector for example, 
hey include both battery electric [3] , and hybrid electric vehi- 
les [4] . In power electronics they include high-power LEDs [4] , 
GBTs [5] and associated IGBT heat sinks [6] . In aerospace, spray 
ooling applications are found in micro-electro-mechanical sys- ∗ Corresponding author. 
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 http://creativecommons.org/licenses/by-nc-nd/4.0/ ) ems [7] , and high performance lithium-ion batteries [8,9] . And in 
ower generation, for thermal management of superheaters [10] , 
ydrogen-based systems [11] , storage tanks [12] , and surface tem- 
erature control of hydrogen fuel cell catalysts [13] . Elsewhere, in 
arbon capture, water spray cooling for the CO 2 separation proves 
ost cost-effective for gasifier design [14] . These applications con- 
orm to the UK government 10-point green industrial revolution 
lan [15] . But with the goal of achieving net zero carbon emissions 
y 2050, increasingly efficient and safe thermal management sys- 
ems will be essential. Spray evaporative cooling has a role to play 
n achieving that goal because it offers even better characteristics 
han single-phase spray cooling. 
In general, thermal management systems require two at- 
ributes: efficacy and safety. For evaporative spray cooling, effi- 
acy requires a thorough understanding of the dynamic and heat 
ransfer mechanisms involved. Spray dynamics involve many com- under the CC BY-NC-ND license 




































































˙ m mass flow rate (kg/s) 
ν′′ volumetric spray flux (m 3 s −1 /m 2 ) 
ν̄′′ average volumetric spray flux (m 3 s −1 /m 2 ) 
A surface area ( m 2 ) 
Ac dimensionless acceleration (units of g) 
a Amplitude of vibration (m) 
Bo Boiling number (-) 
C p specific heat (kJ/kg k) 
d diameter(mm) 
d 05 mass or volume median diameter (m) 
d 32 Sauter mean diameter (m) 
f Frequency (Hz) 
G mass velocity ( kg / m 2 s) 
h specific enthalpy (kJ/kg) 
H height (m) 
Ja Jacob number 
k thermal conductivity (W/m K) 
L length (mm) 
P pressure (kPa) 
Pr Prandtl number, C p μ/k 
v volumetric flow rate (m 3 /s) or (l/h) 
q heat flux (kW/ m 2 ) 
Re Reynolds number 
R t mean roughness height ( μm ) 
T temperature (K) 
u velocity 
We Weber number 
Greek symbols 
μ dynamic viscosity (Kg/m s) 
p pressure drop (kPa) 
α spray angle 
ρ density (kg/ m 3 ) 
σ surface tension (N/m) 
ω Angular velocity (Hz) 





CHF Critical Heat Flux 
c coolant 
d droplet 
f liquid phase 
v vapor phase 
V vibration 
g gas side 
h heater 










lex relations, from droplet impingement to rebound and splash- 
ng, followed by bubble generation during nucleation within the 
iquid film [16] . Various complexities are evident such as impinged 2 rop convection, liquid film evaporation, film-flow convection, sur- 
ace and secondary nucleate boiling [17] . To better understand how 
hese mechanisms combine, researchers have separated different 
egimes of spray cooling based on achievable excess (or ‘super- 
eat’) temperature and heat flux (where the excess temperature 
s the difference between the cooled surface temperature and the 
uid saturation temperature) [2] . Spray cooling regimes start from 
ingle-phase (similar to pool boiling), with high degrees of sub- 
ooling appropriate for low heat-flux and low-temperature require- 
ents. The next regime is nucleate boiling with high heat trans- 
er rates and high surface temperature capabilities ideal for cooling 
ystems with extreme thermal requirements [19] . Following the so 
alled ‘critical heat flux’, transition boiling occurs. In the transition 
oiling regime, bubbles merge forming small slugs in the liquid 
lm resulting in partial contact of a thin surface layer. The Lei- 
enfrost point of minimum heat flux occurs when the heat trans- 
er mode changes from transition boiling to film boiling, where a 
hermally-insulated layer forms between the hot surface and the 
mpinging spray droplets. Film boiling therefore gives poor heat 
ransfer. Focusing specifically on the heat transfer mechanism asso- 
iated with the nucleate boiling regime, for nonvibrating surfaces, 
he momentum of the liquid spray (emerging from a ‘pressure’ 
ozzle) is known to be sufficiently high to cause break-up of the 
iquid into fine droplets [2] . These droplets impinge onto the hot 
urface resulting in bubble nucleation within a liquid film. High 
eat flux is achievable because high velocity droplets are able to 
enetrate the vapour barrier created by boil-off’. Compared with 
tatic surfaces, there are however significant differences in the heat 
ux for vibrating surfaces as a function of excess temperature. The 
recise heat transfer mechanisms associated with spray evapora- 
ive cooling of vibrating surfaces are not yet fully understood. 
The published literature on spray cooling thermal management 
ystems, classifies the spray flow field as either ‘variable’ or ‘in- 
ermittent’. Variable flow spray cooling systems need pump speed 
ontrol. The intermittent class (also known as pulsed-flow spray 
ooling) requires control of solenoid valves mounted just before a 
ozzle [19] . Intermittent spray cooling compared with continuous 
pray cooling experimental results, offers liquid savings of 10 – 90% 
or the same energy efficiencies [20] . In fact, a recent publication 
21] , gives comparisons between intermittent (pulsate) and contin- 
ous spray, in terms of the specific heat flux (heat dissipated per 
ilogram of water). Enhancements of more than 100% are reported. 
Wang et al. [5] examined control systems in order to evaluate 
 spray cooling system on sintered porous wick made from cop- 
er. To keep the system within a safe working temperature, fuzzy 
ogic and PID controllers were implemented. It was reported that 
he performance of a Fuzzy-PID controller was superior to PID be- 
ause it responded faster with a smaller error. Ding et al. [6] used a
ID controller to keep the Insulated-Gate-Bipolar-Transistor (IGBT) 
unction temperature below 150 °C for safe operation. A spray 
ooling system (working with water) was used for cooling. The re- 
ults illustrate that the Fuzzy-PID is better than conventional PID 
or controlling junction temperatures. Sai and Reddy [10] devel- 
ped a controller to regulate the temperature of superheated steam 
n a power plant. Water was considered as the working fluid in 
he spray cooling system. To control the temperature, a fuzzy gain 
cheduler and conventional PID were implemented. The results 
howed that the settling time and oscillations associated with peak 
vershoot of the PID controller, were higher. By contrast, the fuzzy 
ain scheduler was capable of eliminating the oscillations and re- 
ucing the time needed for settling. 
To enhance the cooling performance, significant attention has 
een paid to intermittent spray cooling systems. Continuous sys- 
ems use relatively large volumes of coolant. To reduce the volume 
f coolant, solenoid valves have been used to control two factors: 
) duty cycle (defined as the percentage of cycle time associated 



























































































































ith injecting liquid), and ii) spray frequency. When both factors 
re controlled, taking account of heat load, it is possible to increase 
ooling efficiency. Panao and Moreira [21] studied pulsed-spray im- 
inging onto hot surfaces. Tests were undertaken to demonstrate 
he impact of injection parameters including frequency, duration, 
nd pressure on the cooling performance. The test conditions, sim- 
lar to applications in hybrid EV configurations, were considered. 
t was observed by the experiments that increasing the injection 
ressure results in decreasing heat flux. The data also suggested 
hat for the range of injection conditions for real engines, time 
ariations of the transferred heat is more dependent on the coolant 
ass velocity than on the size and axial velocity of the droplets. 
In another study, by Moreira and Panao [22] , and Moreira and 
anao [23] , it was demonstrated that increasing the frequency 
ithin the range of 10 to 20 Hz, gives rise to an increase in the
ate of local transferred heat. However, it was also observed that by 
urther increasing frequency, the heat transfer rate declines. Panao 
nd Moreira [24] also investigated a two-phase flow cooling sys- 
em using several intermittent sprays. Spray characteristics, i.e. the 
ize of droplets, and their axial velocity, and the thermal features 
f the surface, were considered to explain the factors which have 
igh impact on heat transfer. As a result, it was reported that in- 
ection frequency, and the temperature of the surface, have great- 
st effect on the amount of transferred heat, not the spray features 
rior to impact. Moreira et al. [25] assessed an intermittent spray 
ooling system and found that under conditions of 5 ms pulse du- 
ation at the critical heat flux, for smaller injection frequency, cool- 
ng efficiency increases. Panao and Moreira [26] suggested an in- 
ermittent spray cooling system for thermal management purposes 
nd investigated the influences of different parameters such as in- 
ection frequency, pressure, and pulse duration. The results demon- 
trated that injection frequencies do not significantly affect the 
pray characteristics. A ‘duty cycle’ parameter was introduced, de- 
ned as the percentage of cycle time associated with injecting liq- 
id. Small duty cycles were found to be effective in controlling the 
urface temperature. Also, higher performance was obtained when 
njection pressure was lower. A comparison between the perfor- 
ance of continuous and intermittent spray cooling showed that 
y using the intermittent mode, a significant reduction in coolant 
se is observed for similar cooling efficiency. And in a study by 
anao et al. [27] , it was concluded that the heat transfer rates in-
rease when the period is shorter between the consecutive injec- 
ion cycles. Somasundaram and Tay [28] studied spray cooling sys- 
ems in continuous and intermittent conditions to reveal the influ- 
nce of heat flux and mass velocity on fluctuations in the surface 
emperature and other parameters. Their experiments showed that 
hen the temperature of the surfaces is sufficiently superheated, 
uctuations are reduced. In a different investigation on intermit- 
ent cooling systems by Majaron et al. [29] , it was observed that 
ooling rates increase when the duty cycle was neither high nor 
ow. But with short cycles, a significant decrease in the rates of 
eat removal was observed. 
For design of safe thermal management systems, the predic- 
ion of critical heat flux immediately after nucleate boiling plays 
n important role because two-phase spray is the desired mode. 
emaining within this regime requires accurate prediction of the 
ransition to CHF. Mudawar and Valentine [30] reported that pre- 
iction of steady-state temperature is difficult in the transition to 
lm boiling which occurs just after the CHF point (caused by low 
eat flux and surface oxidation). This means to achieve robust tem- 
erature control in a thermal management system, models are re- 
uired to predict both the critical heat flux and the excess tem- 
erature at which CHF occurs. Owing to the complexity of these 
eat transfer mechanisms, and the need for efficient prediction of 
HF, zero dimensional models are often adopted. These models, 
nd their range of valid operation, are listed in Table 1 . Owing to3 ncertainty in measured data, and in the model fitting process, er- 
or analysis in both phases of thermal management and controller 
esign, is important. But predictive models of the excess temper- 
ture at which CHF occurs are rare, stemming mainly from con- 
radictory issues associated with the dynamics of the heat transfer 
echanisms, and the key parameters. Examples include the empir- 
cal surface temperature models at CHF by Mudawar and Valentine 
30] and Dou et al. [31] , also the analytical model for aerospace ap-
lications by Baysinger et al. [32] . But to include dynamic effects 
uch as vibration, more experimental evidence is needed. 
The literature shows that vibration affects heat transfer involv- 
ng Newtonian and non-Newtonian fluids, and nano-fluids [33] . 
ibration velocity and acceleration are important parameters and 
eed to be considered in systems exposed to dynamic agitation 
uch as automotive vehicles [34] and aircraft [35,36] . The effects 
f vibration on spray cooling in single-phase [37] , incipient boil- 
ng [38,39] , and nucleate boiling [40] modes have recently been 
nvestigated. Reynolds number and nondimensional Acceleration 
umber have been used to address the effects of vibration with 
 reliance on either empirical or theoretical modelling. The Vi- 
rational Reynolds Number is a representation of the turbulence 
aused by vibrating surfaces [41] . It can be used in modelling to es- 
ablish how vibration induced turbulence affects the heat transfer. 
he Acceleration Number can explain the effects of experimentally- 
easured acceleration on spray cooling heat transfer. Elston et al. 
42,43] studied the effect of acceleration on the cooling perfor- 
ance of spray arrays on NASA’s C-9 aircraft exposed to accelera- 
ion levels from 0.02g to 2.02g, reporting that acceleration impedes 
pray heat transfer in nucleate boiling. By contrast, Michalak et al. 
44] claimed that accelerations between 0.15g and 1.8g, increas- 
ngly enhances spray heat transfer. There are however no studies 
ublished examining the effect of vibration on CHF, and how it in- 
uences the corresponding CHF excess temperature - a fact that 
akes this study novel. 
The objective of this paper is to reveal the influences of vibra- 
ion on CHF and excess temperature for parameters relevant to the 
oad transport sector. Correlation models of CHF and correspond- 
ng excess temperature are developed and calibrated. These empir- 
cal correlations can be used for design of spray evaporative cool- 
ng systems and in their subsequent thermal management. Con- 
truction of correlation models is first described, followed by a de- 
ailed examination of the effects of vibration on CHF and excess 
emperature, culminating in the calibration of correlation models 
o provide a predictive capability for the observed physics. 
. A correlation modelling approach for CHF and 
orresponding temperature predictions 
This section outlines a modelling approach to obtain CHF and 
xcess temperature both with, and without vibration. This is based 
n dimensional analysis [45] in the form of the generalized 	- 
heorem proposed by Sonin [46] - a developed form of the well- 
nown Buckingham 	-Theorem [47,48] . The method has been 
idely used in developing the empirical correlations, in particu- 
ar, for spray cooling. For prediction of critical heat flux q CHF with 
tatic surfaces, it can be established from Table 2 , that the heat 
ux, as a dependent variable, can be completely determined from 
he fluid properties, geometry, forcing, and spray specifications as 
rovided in the functional relationship according to: 
 Static−CHF = ϕ 
(
ρl , ρv , h f g , μl , Cl, σ, T c , P n , P ch , T sub , P at , u d , 
or u m , ˙ m ] , or v or ̄v ′′ , d 32 or d 05 , H 
)
(1) 
here the dimensions and description of the different parameters 
re given in Table 2 . 
For vibrating surfaces producing a dynamic-CHF, there are 































































Studies on the prediction of Critical Heat Flux (CHF). 
Authors Working fluid 
Test conditions: (as reported in referenced 
publication) 
Error range of the 
correlations (%) 
Experimental uncertainty 
of measured heat flux (%) 
Derived experimental 
correlations ∗
Mudawar and Valentine (1989) [30] Water T c = 23 − 80 ◦C , ν ′′ 
= 0 . 6 × 10 −3 − 9 . 96 × 10 −3 m 3 s −1 / m 2 
±20 - (C1) 
d 0 . 5 = 0.434-2.005 mm, u m = 10.6-26.5 m/s 
Estes and Mudawar (1995) [49] Water, FC-72, FC87 v = 2 . 52 × 10 −6 − 3 . 15 × 10 −5 m 3 s −1 , T sub = 
13 − 33 ◦C
±25 - (C2) 
Mudawar and Estes (1995) [50] FC-72, FC87 ν ′′ = 16 . 6 × 10 −3 − 216 × 10 −3 m 3 s −1 / m 2 , 
T sub = 13 − 33 ◦C 
±30 - (C3) 
Sehmbey et al. (1995) [51] Liquid nitrogen Water d 32 = 14 − 29 μm , G = 16 . 9 − 88 . 9 kg / m 2 s , 
P n = 2 . 8 − 8 . 3 bar
±30 ±8 (C4) 
Chow et al. (1996) [52] Liquid nitrogen Air-water R-113 T sub = 0 − 50 ◦C , u m = 10 − 50 m/s , 
G = 1 . 12 − 6 . 75 kg / m 2 s 
±30 - (C5) 
Sawyer et al. (1996) [53] Water u m = 2 . 4 − 4 . 6 m/s , We = 175 − 730 ±22 ±5 (C6) 
Cabrera and Gonzalez (2003) [54] Water T sub = 25 − 78 ◦C , P n = 1 − 1 . 8 bar, R t = 5 − 79 μm , 
G = 340 − 750 kg / m 2 s 
±15 ±10 (C7) 
Jian and Dhir (2004) [55] Water ν ′′ = 2 . 9 × 10 −3 − 5 . 1 × 10 −3 m 3 s −1 / m 2 , 
T c = 23 − 70 ◦C 
±23 ±4.3 (C8) 
Silk et al. (2007) [56] Water Methanol 
Perfluorocarbons 
Pr = 0 . 33 , T sat = 31 − 80 ◦C ±30 - (C9) 
Visaria and Mudawar (2008) [57] FC-77 T sub = 22 − 70 ◦C , v = 3 . 33 − 20 . 4 c m 3 s −1 ±30 - (C10) 
Abbasi and Kim (2011) [58] PF-5060 T sub = 11 − 31 ◦C , P n = 2 − 6 . 9 bar, 
H = 3 , 5 , and 7 mm 
±25 ±6.3 (C11) 
Thiagarajan et al.(2013) [59] HFE-7100 v = 1 . 1 × 10 −6 − 15 . 8 × 10 −6 m 3 s −1 , T sub = 
0 − 30 ◦C
±30 ±6 (C12) 
Thiagarajan et al. (2013) [59] HFE-7100 A microporous surface: 100 μm coating, porosity 
of 57%. 
±30 ±6 (C13) 
Dou et al. (2015) [31] Water G = 6 . 2 − 12 . 4 kg / m 2 s , P = 2 − 7 bar ±20 ±6.3 (C14) 
Zhao et al. (2019) [60] Water T sub = 61 . 3 ◦C , ν̄ ′′ = 2 . 42 − 8 . 04 m 3 s −1 / m 2 ±12.31 ±4.6 (C15) 
q CHF = 122 . 4 ρg h f g v ′′ [ 1 + 0 . 0118 ( ρg ρ f ) 
1 / 4 
( 
ρ f C p, f T sub 
ρg h f g 
) ] ( σ
ρ f v ′′ 2 d 32 
) 0 . 198 (C1) 
q CHF = 134 . 3 ρg h f g v ′′ [ 1 + 0 . 0118 ( ρg ρ f ) 
1 / 4 
( 
ρ f C p, f T sub 
ρg h f g 
) ] ( σ
ρ f v ′′ 2 d 0 .5 
) 0 . 192 ( C1 ) 
q CHF,p = 2 . 3 ρg h f g v ′′ ( ρ f ρg ) 0 . 3 ( 
ρ f v ′′ 2 d 32 
σ ) 
−0 . 35 [ 1 + 0 . 0019( ρ f C p, f T sub 
ρg h f g 
) ] (C2-a) 
q CHF,p = q CHF L 
2 
L 2 ( 
π
/ 4 ) 
= 4 π q CHF (C2-b) 
v ′′ = 2 v 
πL 2 
[ ( 1 + cos ( θ
2 
) ) cos ( θ
2 
) ] (C2-c) 
q CHF = 1 . 467 ρg h f g ̄v ′′ [ ( 1 + cos ( θ2 ) ) cos ( θ2 ) ] 0 . 3 ( 
ρ f 
ρg 
) 0 . 3 [ 
ρ f ̄v ′′ 2 d 32 
σ ] 
−0 . 35 [ 1 + 0 . 0019( ρ f C p, f T sub 
ρg h f g 
) ] (C3) 
q CHF = 0 . 31 ρg h f g ( ρ f ρg ) 0 . 5 ( 6 ̄v 
′′ σ
πρ f d 32 
) 1 / 3 (C4) 
q CHF = 0 . 38 ρg h f g u m ( ρ f u 
2 
m d 32 
σ ) 
−1 / 3 ( ρ f ρg ) 
−0 . 5 ( P a 
P s 
) −0 . 25 (C5) 





−0 . 4138 ( f d d 
u d 
) 0 . 8906 (C6) 





−0 . 315 ( R t
R d 
) 0 . 0465 (C7) 
q CHF = 2 . 3 ρg h f g ̄v ′′ ( ρ f ρg ) 0 . 5 ( 
ρ f ̄v ′′ 2 d o 
σ ) 
−0 . 2 [ 1 + 0 . 0019( ρ f C p, f T sub 
ρg h f g 
) ] (C8) 
q CHF = 5 . 3 Re 0 . 55 d Pr 0 . 33 f [ 





0 .4 ] ( 
πN + d 3 32 
6 




h f g 
c p, f 
) (C9) 
q CHF,p = 2 . 3 ρg h f g v ′′ ( ρ f ρg ) 0 . 3 ( 
ρ f v ′′ 2 d 32 
σ ) 
−0 . 35 [ 1 + 0 . 005( ρ f C p, f T sub 
ρg h f g 
) ] (C10) 
q ′′ CHF = 9 . 15 ∗ 10 4 P 0 . 4 ( 1 + 2 . 42( 
C p, f T sub 
h f g 
) ) 0 . 52 (C11) 
q CHF = 1 . 449 ρg h f g ̄v ′′ ( ρ f ρg ) 0 . 3 [ 
ρ f ̄v ′′ 2 d 32 
σ ] 
−0 . 3371 [ 1 + 0 . 0058( ρ f C p, f T sub 
ρg h f g 
) ] (C12) 
q CHF = 2 . 14 ρg h f g ̄v ′′ ( ρ f ρg ) 0 . 3 [ 
ρ f ̄v ′′ 2 d 32 
σ ] 
−0 . 363 [ 1 + 0 . 0058( ρ f C p, f T sub 
ρg h f g 
) ] (C13) 
q CHF,p = 2 . 52 × 10 −3 ρg h f g v ′′ ( ρ f ̄v 
′′ 2 d 32 
σ ) 
−0 . 4255 [ 1 + 0 . 013 ( ρ f ρg ) 
−0 . 25 
( 
ρ f C p, f T sub 
ρg h f g 
) ] (C14) 
q CHF = 58 . 0628 ρg h f g ̄v ′′ [ 1 + 0 . 00118 ( ρ f ρg ) 
−0 . 25 
( 
ρ f C p, f T sub 
ρg h f g 
) ] W e −0 . 2054 S t 0 . 4462 (C15) 
∗ Developed correlations associated with Refs. [30,49–59,31,60] identified by Equations C1 to C15 as appropriate: 
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Table 2 
Parameters with dimensions in SI and MLT systems. 
Dimensions 
Quantity Symbol SI MLT 
q ch Heat Flux W/ m 
2 MT −3 
ρ1 Density kg/ m 
3 ML −3 
h f g Latent heat J/kg L 
2 T −2 
μ Dynamic viscosity Kg/m s ML −1 T −1 
C l Specific heat J/kg k L 
2 T −2 θ−1 
σ Surface tension N/m MT −2 
T Coolant temperature K θ
P2 Pressure Pa ML 
−1 T −2 
T sub Subcooling degree K θ
u 3 velocity ( u d and u 
2 
m = 2P ρ based on [64] ) m/s LT −1 
˙ m Mass flow rate kg/s MT −1 
v Volumetric flow rate m 3 /s L 3 T −1 
ν̄ ′′ Average volumetric spray flux m 3 s −1 /m 2 LT −1 
d 32 Sauter mean diameter (correlated in [65] ) m L 
d 05 mass or volume median diameter (correlated in [66] ) m L 
d H Hydraulic diameter of the heating surface m L 
H Nozzle to surface distance m L 
a Amplitude m L 
ω Angular frequency 1/s T −1 
g Acceleration of gravity m/s 2 LT −2 
1 subscripts v and l are respectively vapour and liquid phases. 
2 subscripts n , ch , and at represent nozzle, chamber, and atmosphere, respectively. 
3 subscripts d and m are respectively droplet and mean droplet breakup velocities. 


































































herefore, there is no correlation available to predict critical heat 
ux (See Table 1 ). To develop a functional relationship, fluid dy- 
amics suggests that the heat flux should depend not only on the 
tatic condition parameters but also the vibration amplitude (a) 
nd angular frequency ( ω = 2 π f ). To achieve this, the proposed 
unctional form is: 
 Dynamic−CHF = ϕ 
(
ρl , ρv , h f g , μl , C l , σ, T c , P n , P ch , T sub , P at , u d 
or u m , ˙ m or v or ̄v ′′ , d 32 or d 05 , d H , H, a, ω, g 
)
(2) 
here d H is the hydraulic diameter of the heating surface, and g is 
ravitational acceleration, and where the dimensions and descrip- 
ion of the parameters are given in Table 2 . After defining inde- 
endent variables (key parameters) through dimensional analysis, 
sing the generalized 	-Theorem, invariant parameters for differ- 
nt cases can be identified. Invariant parameters (such as Cham- 
er Pressure) can be identified in the test procedure. For example, 
hen experiments are only undertaken at atmospheric pressure, 
hen those dimensionless 	-parameters that comprise entirely in- 
ariant quantities, can be neglected, which results in simplifica- 
ion. All the derived functional forms corresponding to the differ- 
nt test plans for both dynamic and static conditions are provided 
n Table 3 . 
Based on invariant parameters, three different test procedures 
re considered, either for static or dynamic environments: i) with 
ariable pressure, and degree of subcooling is indicated as ‘ None’ 
or ‘Invariant Parameter’ in Table 3 ; ii) under constant pressure 
with invariant P ch in the second column of Table 3 ); and iii) con- 
tant pressure and degrees of subcooling ( P ch , T sub ). In this study, 
he functional forms with invariant P ch are used. And as provided 
n the third column of table 3 , the number of 	-terms correspond 
o those for fixed P ch and T sub which is resulted by Generalized 
–Theorem algorithm. 
Dimensionless functional forms can be derived based on model 
equirements. Here ‘ spray specifications’ and ‘ flow rate’ are rele- 
ant (as in the fourth column of Table 3 ). Whether, this is for
esign purposes (in which spray specifications are important), or 
or a special control approach (where the pumping flow rate plays 
n important role on the wall temperature control) different di- 
ensionless 	–terms can be obtained (as in the last column of 5 able 3 ). Also shown in Table 3 , are three dimensionless num- 
ers (common in spray fluid mechanics). These are Boiling Num- 
er ( Bo = qH 
μl h f g 
), Jacob Number ( Ja = C l T sub 
h f g 
), and Weber Number
 W e = ρl ( u 2 m or ̄v ′′ 2 ) d 32 σ ) . Owing to the high dependency of CHF on the 
subcooling’ temperature, T sub = T sat − T c is used in Jacob number. 
n the functional forms corresponding to ‘ flow rate ’ measurements, 
ρl σ ˙ m 
μl 
3 is substituted for Weber number, which has spray specifica- 
ions of u m or ν̄′′ and d 32 . For functional forms with invariant pa- 
ameters of P ch and T sub , the Jacob number Ja = C l T sub h f g also stays 
nvariant and therefore is eliminated according to the General- 
zed 	–Theorem. For dynamic conditions, the Vibrational Reynolds 
umber R e V = ρl aω d H μl , and the dimensionless Acceleration Number 
ω 2 a 
g have also been derived. 
The Functional forms should also be chosen to take measure- 
ent factors into consideration (i.e. which sensors are being used 
or system identification, and subsequently for the thermal man- 
gement. There are however conflicting findings as pointed out by 
iang et al. [18] , in respect of spray effects on the CHF, and Chen
t al. [61] who found that CHF is independent of Sauter mean di- 
meter. Furthermore, the use of mean droplet velocity is not rec- 
mmended for correlating CHF data [49] owing to its failure to 
ccount for the cumulative effect of multi-droplet impact. A view 
upported by Toda [62,63] , who showed that for mist cooling, CHF 
or water sprays is insensitive to droplet velocity. For this reason, 
or the purposes of gaining an understanding on the dependence 
f CHF on key parameters, and subsequently for thermal manage- 
ent, the CHF modelling approach adopted here, makes use of 
unctional forms involving ‘ flow rate’ for both static and dynamic 
ases as follows: 







( Static ) (3) 












A c f ( Dynamic ) (4) 
here Ac = ω 2 a g is the dimensionless Acceleration Number, and 
here a, b, c, d, e, and f are correlation parameters. 
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Table 3 
Dimensional analysis for CHF prediction. 
Surface condition Invariant Parameter Number of 	-terms Measurements needed Functional form 
Static (No 
vibration) 
None 4 Spray spec. 3 qH 
μl h f g 
= f ( C l T sub 
h f g 
, 
ρl ( u 
2 








Flow rate qH 
μl h f g 
= f ( C l T sub 
h f g 
, 












P ch 2 Spray spec. 
qH 
μl h f g 
= f ( C l T sub 
h f g 
, 
ρl ( u 
2 
m or ̄v ′′ 2 ) d 32 
σ ) 
Flow rate qH 
μl h f g 
= f ( C l T sub 
h f g 
, 






P ch , T sub 1 Spray spec. 
qH 
μl h f g 
= f ( ρl ( u 2 m or ̄v ′′ 2 ) d 32 σ ) 
Flow rate qH 
μl h f g 








None 7 Spray spec. qH 
μl h f g 
= f ( C l T sub 
h f g 
, 
ρl ( u 
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Flow rate qH 
μl h f g 
= f ( C l T sub 
h f g 
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P ch 5 Spray spec. 
qH 
μl h f g 
= f ( C l T sub 
h f g 
, 
ρl ( u 
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Flow rate qH 
μl h f g 
= f ( C l T sub 
h f g 
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P ch , T sub 4 Spray spec. 
qH 
μl h f g 






Flow rate qH 
μl h f g 














1 Chamber pressure is constant, 2 Chamber pressure and degrees of subcooling are constant, 3 Spray specifications 






















. Experimental facilities 
Since getting an understanding of the dependence of CHF on 
ey parameters, and calibration of the correlation modelling ap- 
roach described in Section 2 , requires measured experimental 
ata, this section describes the facilities used. Fig. 1 shows both 
he experimental test rig used and the data acquisition system. 
he test rig comprised a spray chamber containing the test piece 
nd a flow loop. The flow loop delivers de-ionised water at the 
esired operating conditions through stainless-steel piping to the 
pray nozzle inlet (No. 4). Three misting nozzles (of Type PJ8, PJ10, 
nd MW145) are used (whose spray specifications are described 6 n Section 3 ). During spray cooling, the accumulated water at the 
ottom of the spray chamber (No. 13) drained (No. 6) into the sep- 
rator tank (No. 11), and the vapour in the chamber vented (No. 
) into an air-cooled condenser (Denso RDP 583, No. 9). Finally, 
he condensed water is cooled by a miniature heat exchanger (No. 
2) to a temperature of less than 55 °C before entering the pump. 
here is also a header tank (No. 8) that removes any air from the 
ystem. This completes the flow loop. 
The operating conditions are set using the gear pump (Microp- 
mps MGD100P, No. 1) and pre-heaters (No. 2) through the DAQ 
ystem and its control unit. Both pump and band heaters are con- 
ected to the controllers in order to satisfy: flow rate, nozzle pres- 
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Fig. 2. Spray chamber cross-sectional view showing exploded view of copper test 



























































































ure drop, and the inlet temperature control to set different sub- 
ooling degrees. The DAQ system comprises the main processor (NI 
RIO-9035, No. 15) and C series modules which control the signals 
o the pump (A), 6 ×250 W cartridge heaters (E) and 2 ×345 W pre-
eaters (D) using two (EVR-25BF) power regulators. 
The NI Compact Rio system, in conjunction with the Human- 
achine interface (LabVIEW on Windows desktop), monitors the 
ignals from flow meter (B), accelerometer (C), and test piece ther- 
ocouples (F). The flow meter (No. 14) is a low-flow turbine meter 
Omega FLR1009ST-D). There are two pressure transducers (Omega 
XM309), i.e. one just before the nozzle inlet, and one connected 
o the chamber to capture the nozzle inlet (No. 4) pressure, the 
ozzle pressure-drop, and the spray chamber pressure (No. 13). 
A more detailed view of the test-piece located in the spray 
hamber of Fig. 1 , is shown in Fig. 2 . Different spray nozzles are
tted on the top of the flat test-piece via nozzle fitting (B) and 
wo long bolts (D). A shroud (G) is fitted around the test-piece 
o prevent spray impingement on the heater block to ensure one- 
imensional heat transfer. The nozzle, two bolts, the shroud, the 
est piece, and the heater block, are shown located on top of a 
ruel & Kjaer V555 mechanical shaker using a shaker shaft (K). The 
haker (which drives the shaft through a joint in the shaker plate 
J)) simulates vibration at appropriate amplitudes and frequencies 
hosen using a Feedback Instruments FG600 signal generator. A 
iezotronics PCB A 353B15 accelerometer is also attached, to the 
ottom of the shaker plate. 
Choosing an appropriate type of metal for the flat test-piece 
nd heater-block is important in order to be able to accurately 
easure critical heat flux. Mudawar and Valentine [30] reported 
hat using aluminium for the heater-block led to uncertainty in the 
epeatability of measurements owing to the high oxidation rate of 
luminium (leading to their choice of copper based on the findings 
f Baumeister and Simon [64] who actually suggested similar re- 
ults between copper and aluminium owing to their high thermal 
onductivity and near isothermal surface conditions. For this rea- 
on, high-purity copper was chosen for the test-piece and heater- 7 lock, with a thermal conductivity of 390 W / m 2 K which has a 
ear-constant value over the experimental test range. 
. Experimental test procedure and data reduction 
The experimental test procedure to generate the required data 
o meet the objectives are shown in Table 4 along with the op- 
rating conditions. A chamber pressure of 1 bar, and a surface-to- 
ozzle distance of 12 mm, are kept constant. Three different noz- 
les are studied with their respective volumetric flow rates given 
n parenthesis namely for a type PJ8 (55 ml/min), a PJ10 (75-100 
l/min), and an MW145 (55 ml/min). For all tests, two subcooling 
emperatures are considered at 10 °C and 45 °C. Testing involving a 
otal of 64 cases included the cooling surface having no vibration, 
eferred to as ‘static’, plus dynamic cases with different vibration 
mplitudes and frequencies labelled in the last column of Table 4 . 
he spray specifications associated with the operating conditions 
re also shown in Table 4 . 
At the beginning of each test (with or without vibration), the 
ower was supplied to the cartridge heaters to bring the cooling 
urface to a condition within the two-phase heat transfer mode. 
teady-state was assumed to occur when all temperature differ- 
nces associated with all three thermocouples (in time intervals 
f three minutes) were less than 0.3 °C (as convergence criterion). 
he power was then gradually increased until the CHF occurred. 
he heat flux was calculated from the readings of the uniform 
emperature gradient between three thermocouples evenly spaced 
.5 millimetre apart. During the experiments, linearity of tempera- 
ure measurements was monitored to ensure one-dimensional heat 
ransfer. This measure justifies a predictive solution using the one- 
imensional conduction equation: 
 = −K dT 
dx 
(5) 
here K, dT , and dx are the thermal conductivity, the temperature 
ifference, and the distance between the top and bottom thermo- 
ouples located in the test-piece. The surface temperature was ob- 
ained by extrapolating the linear temperature distribution to the 
urface (as done by Mudawar and Valentine in [30] ). 
Uncertainty analysis using Moffat’s method [65] was under- 
aken. Results show that the maximum uncertainty in the cal- 
ulation of heat flux at the maximum measured data point of 
.67 MW / m 2 is predicted to be 2.57%. Table 5 shows the measure- 
ent errors and calculated parameter uncertainties. 
Considerable care has been taken to identify the key factors in- 
olved in successful reproducibility of the data. A regular change of 
e-ionized water, and checking that the cooled disc has the same 
urface roughness using the same abrasive paper (and therefore 
nsuring no copper oxidation), was found to be the most impor- 
ant precautions required to be able to undertake experiments on 
ifferent days. 
For the sake of maximum reliability in the reproducibility of 
he data, each case in Fig. 3 has been repeated twice on two dif- 
erent days - only cases with the largest deviation are reported. 
t the start of each day, the de-ionized water was replaced, and 
he copper surface was polished with a wet-dry paper. As can be 
een, the maximum deviations for CHF are less than predicted by 
ncertainty analysis, except for MW145 (4%). For the excess tem- 
erature, the average deviation is higher than the thermocouples 
ncertainty. For that reason, the maximum deviations caused to 
HF (for MW145), and the excess-temperature-during-repeatability 
nalysis, has been taken into consideration to interpret the data, 
nd the trends in the results. It should be noted however, that test 
uns for each nozzle, were actually taken on the same day to min- 
mise the effect of reproducibility and to maximise the reliability 
n the comparisons. 
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Table 4 
Test plan and spray specification for the operating conditions of the PJ and MW145 nozzles. 
Table 5 
Uncertainties in the calculated and measured parameters. 
Parameter Uncertainty (%) Units 
Thermocouples ±0.4 °C 
Volumetric flow rate ±0.6 (of full scale) ml/min 
Accelerometer frequency ±5 Hz 
Length ±1 mm 
Heat flux ±2.57 MW/m 2 















































. Results and Discussion 
In this section, the influence of surface vibration on the CHF 
nd excess temperature are discussed. First, the effect of flow rate 
nd degrees of subcooling with, and without vibration has been 
xamined. This is to help understand the physics behind the trends 
n the data, which are useful for modelling. Second, the effect of 
ibration on the excess temperature at CHF has been investigated 
n detail. The maximum achievable temperature is a key param- 
ter due to its importance for thermal management applications, 
specially in the safety mode. Finally, correlation models discussed 8 n Section 2 , have been calibrated for prediction of CHF and maxi- 
um temperature. 
.1. Effect of nozzle flow parameters and degrees of subcooling for 
tatic surfaces 
Flow rate and pressure drop are nozzle flow parameters. Fig. 4 a 
hows the CHF variation with three volumetric flow rates of 55 
l/min, 75 ml/min and 100 ml/min for PJ8, PJ10, and MW145 noz- 
les. As can be seen for the PJ8 and PJ10 nozzles, CHF increases 
ith flow rate, and this trend is valid for both degrees of sub- 
ooling (i.e. 10 and 45 °C). Toda and Uchida [66] , Hou et al. [67] ,
how et al. [68] , Moreno et al. [69] , Estes and Mudawar [49] and
ais et al. [70] all reported that increasing flow rate increases CHF. 
owever, CHF for MW145 has an almost three-fold increase in 
omparison with those for PJ nozzles, even though the flow rate 
or MW145 is 55 ml/min, suggesting that the CHF does not al- 
ays increase with volumetric flow rate. Chen et al. [71] and Tilton 
72] suggested that the volumetric flow rate has only a subtle, or 
ven no influence, on CHF. The higher CHF for the MW145 is a 
esult of a higher nozzle pressure drop (i.e. 7 bar, in contrast to 
.9 to 5.2 bar for PJ nozzles), but also from different geometrical 
arameters (e.g. nozzle orifice and cone angle, see Table 4 ) which 
hanges hydrodynamic parameters (such as mean droplet velocity). 
Fig. 4 b shows the same CHF results plotted as a function of 
verage volumetric spray flux for each nozzle. Chen et al. [71] , 
stes and Mudawar [49] , Pais et al. [70] , Lin and Ponnappan 
73] , and Monde [74] have all suggested that CHF for different 
ozzles, increases with volumetric flux with no reverse trends. 
ig. 4 b shows the same behaviour for different nozzles namely: PJ8 
0.77 ×10 −3 m 3 s −1 /m 2 ), PJ10 (1.05 ×10 −3 -1.40 ×10 −3 m 3 s −1 /m 2 ), 
nd MW145 (9.03 ×10 −3 m 3 s −1 /m 2 ). 
The average volumetric flux, ν̄ ′′ , is proportional to volumetric 
ow rate, v , and can be calculated according to Eq. (2) [75] : 








here H is nozzle-to-surface distance and α is the spray cone an- 
le. Fig. 4 a also shows the subcooling impact on CHF. For the PJ8 
nd MW145 nozzles with a lower flow rate of 55 ml/min, CHF de- 
reases by the higher subcooled conditions of 45 °C. As can be 
een, the deviations for the PJ8 and MW145 are respectively 18% 
nd 11%. This means that the CHF acquires a higher value as soon 
A. Sarmadian, J.F. Dunne, J.T. Jose et al. International Journal of Heat and Mass Transfer 179 (2021) 121735 
Fig. 4. CHF trend for static cooling surfaces based on nozzle flow parameters and 

















































































s subcooling is closer to saturated conditions. Thiagarajan et al. 
52] reported the same behaviour for the subcooling influence of 
ow flow rate sprays. Conversely, for the PJ10 with higher flow 
ates of 75 and 100 ml/min, a higher subcooling degree of 45 °C 
nhances the CHF by 10% and 14% respectively. Visaria and Mu- 
awar [76] found a similar trend in their data with subcooling de- 
rees between 22 °C and 70 °C. In the experiments in [76] , it was
oted that the CHF enhancement is more substantial when the 
ubcooling degree exceeds 40 °C. Overall, the trends in the CHF 
ata for static surfaces are in good agreement with the literature. 
n the next section, the effects of the vibrating surfaces on the CHF 
s well as excess temperature will be discussed. 
.2. The effect of vibrating surfaces on CHF and excess temperature 
In this section the effects of vibration on CHF and excess tem- 
erature for all three nozzles of PJ8, PJ10 and MW145 is assessed. 
he CHF data for static and dynamic cases are examined as a func- 
ion of excess temperature, subcooling degrees, and volumetric flux 
o better understand the combined effect of different parameters. 9 n ‘effect ratio’ is introduced, defined as the ratio of the dynamic- 
HF/static-CHF which is shown versus excess temperature. For 
ubplots containing two subcooling degrees and flow rates in 
hich there are two comparable static cases, the effect ratio also 
ncludes corresponding static-CHF/static-CHF. Therefore, to make 
ifferent effect ratios identifiable, three effect ratios are defined 
nd used in corresponding subplots. First, a dynamic effect ratio 
Dyn is defined as the ratio of the dynamic-CHF/static-CHF. Second, 
 volumetric flux effect ratio θ ′′ v includes both dynamic-CHF/static- 
HF and corresponding static-CHF/static-CHF ratios. Third, a sub- 
ooling effect ratio θSC , includes both dynamic-CHF/static-CHF and 
orresponding static-CHF/static-CHF ratios. To make room for in- 
pection it is useful to define considered vibrational ranges. Large- 
mplitude vibrations include data points with amplitudes from 1 
o 8 mm and frequencies up to 8Hz (the first three dynamic cases). 
igh-frequency vibrations are the dynamic cases with a frequency 
bove 50Hz and amplitudes smaller than 1mm (the last three dy- 
amic cases). The dynamic case with a = 1mm and f = 50Hz corre- 
ponds to the highest Vibrational Reynolds Number of 21360, and 
he largest Acceleration Number of 10. These numbers are supplied 
n Table 6 (each row is related to the same case in the legends of
he figures). 
Vibrational Reynolds number and dimensionless Acceleration 
umber are helpful in assessing the combined influence of surface 
mplitude and frequency at CHF. Figs. 5 and 6 demonstrate all the 
ata points (CHF versus volumetric flux) for PJ8, PJ10 and MW145 
ozzles respectively at two subcooling degrees of 10 and 45 °C. 
At first, the general trend in Figs. 5 a and 6 a shows that CHF
ncreases for dynamic cases with increasing volumetric flux. Con- 
idering the effect ratios on Figs. 5 and 6 , the enhancement for 
C = 45 °C is more appreciable. However, there are two exceptions in 
igs. 5 b and 6 b, including the results for PJ nozzles. These excep- 
ions relate to the dynamic case D-7 with the highest frequency. 
ne is at SC = 10 °C for PJ8 ( Fig. 5 b), for which the D-7 case (at
¯ ′′ = 0 . 77 × 10 −3 m 3 s −1 /m 2 ) has a greater CHF value compared to
hose for D-6, D-5 and D-4 cases of PJ10 with a greater volumet- 
ic flux of 1 . 05 × 10 −3 m 3 s −1 /m 2 . The effect ratio of PJ8-D-7 is 1%
reater than PJ10-D-6, and 2% greater than PJ10-D-5 and PJ10-D-4 
ases. 
The second occurs at SC = 45 °C for case D-7 of the PJ10 ( Fig. 6. b)
t ν̄′′ = 1 . 05 × 10 −3 m 3 s −1 /m 2 , at which the CHF acquires a slightly
reater value than D-4 at ν̄ ′′ = 1 . 40 × 10 −3 m 3 s −1 /m 2 (where the ef-
ect ratios for D-7 and D-4 at these volumetric fluxes are 1.60 and 
.59 respectively). As mentioned, D-4 has a larger amplitude and 
 lower frequency and the highest Reynolds Number. The reason 
or this reverse trend can be attributed to the enhancing effect of 
ibration for the D-7 cases of PJ nozzles. However, further inves- 
igation is required to precisely explain the effects of different el- 
ments of vibration such as amplitude and frequency, as well as 
he effect of Acceleration and Reynolds Number. In the next sub- 
ections the influences of different key parameters are discussed. 
Figs. 5 b and 6 b show the results of the PJ8 and PJ10 nozzles (as
xpanded versions). This is to investigate the effect of volumetric 
ux and compare it with what was found for the static cases in 
he previous section. 
.2.1. The largest deviation from the static CHF and the effects of 
ubcooling degrees 
Figs. 7 and 8 show the results for the PJ10 nozzle at coolant 
ow rates of 75 ml/min and 100 ml/min respectively. Figs. 9 and 10 
how corresponding results for the PJ8 and MW145 nozzles. As can 
e seen from Figs. 7 to 10 , the CHF for the dynamic cases involv-
ng large-amplitude or high-frequency vibration result in a devia- 
ion from the corresponding static results. For the PJ10, as seen in 
igs. 7 and 8 (for both subcooling degrees in respective subplots a 
nd b) the largest deviation from the static CHF belongs to the case 
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Table 6 
Static and dynamic cases with associated Acceleration and Vibrational Reynolds numbers. 
Test case Amplitude (mm) Frequency (Hz) Vibrational Reynolds Number (-) Acceleration Number (unit of g) 
S 0 0 0 0 
D-1 8 2 6835.2 0.13 
D-2 4 4 6835.2 0.26 
D-3 1 8 3417.6 0.26 
D-4 1 50 21360 10.06 
D-5 0.2 50 4272 2.01 
D-6 0.2 100 8544 8.05 
D-7 0.04 200 3417.6 6.44 
Fig. 5. Measured CHF versus volumetric flux at SC = 10 °C : a) PJ and MW145 









Fig. 6. Measured CHF versus volumetric flux at SC = 45 °C: a) PJ and MW145 








-4 with a = 1 mm and f = 50 Hz, and with the highest Reynolds
umber and largest Acceleration Number (See the effect ratios in 
igs. 7 and 8 , and for cases D-2, D-3, D-4, and D-7, in Table 7 ). For
he flow rate of 75ml/min, at subcooling of 10 °C ( Fig. 7 a) the ef-
ect ratio for case D-4 is 89 percent. And at subcooling of 45 °C 
 Fig. 7 b) the effect ratio is 83 per cent. It is evident that the dete-
iorating effect of vibration for the dynamic case D-4 (as shown by 
 diamond marker) becomes more appreciable by increasing the 10 ubcooling degree. The same behaviour for the same test case of 
-4 can be seen in Fig. 8 for the flow rate of 100 ml/min. Figs. 8 a
nd 8 b, at the subcooling of 10 °C, show that the smallest effect 
atio is 95 per cent which reduces to 86 per cent at the subcooling 
f 45 °C. 
For the PJ8 nozzle, D-6 has the lowest effect ratio of 68% at 
C = 10 °C ( Fig. 9 a). However, by increasing the subcooling to 45 °C,
he impeding effect of vibration reduces and the D-6 datapoint has 
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Fig. 7. Measured CHF for the PJ10 nozzle at 75 ml/min versus excess temperature at SC = 10 ◦C (a) and SC = 45 ◦C (b), and the effect of subcooling on CHF (c) for the case 





























 95% deviation. The same behaviour is evident for the MW145. 
he lowest effect ratio of 69% (for D-4 at 10 °C subcooling) in- 
reased up to 98% at 45 °C of subcooling ( Fig. 10 ). This is the exact
pposite to that found for the PJ10 with the response of its low- 
st effect ratio to subcooling. The reason for this can be associated 
ith the reverse heat transfer trend (as was found in the previ- 
us section for static cases) stemming from the subcooling effect 
t low flow rate for the PJ8 and MW145 nozzles in comparison to 
he higher flow rate of the PJ10 nozzle. 
To investigate this reverse trend, the influence of subcooling on 
he dynamic-CHF data and a comparison of the behaviour with the 
tatic cases in the previous section is examined, particularly Sub- 
lots c in Figs. 7 to 10 . For the PJ10 nozzle (at both flow rates in
igs. 7 c and 8 c), the effect ratio for every dynamic case has been
ncreased by augmenting the subcooling degree. It is still following 
he same trend (as in the previous section). Therefore, increasing 11 ubcooling degrees for the PJ10 increases CHF for its static and dy- 
amic cases. By contrast, for the PJ8 and MW145, the behaviour 
hould be the exact opposite of the PJ10 trend (as was found for 
he static cases). But inspecting the effect ratios in Figs. 9 c and 
0 c suggests this trend is still valid apart from two high-frequency 
ibration cases: D-6 (for the PJ8 and MW145) and D-4 (for the 
W145 only). The CHF for case D-6 at SC = 45 °C have higher val-
es for both the PJ-8 and MW145. The CHF for D-4 case of the 
W145 nozzle reaches a higher value at the higher subcooling of 
5 °C. This clearly shows that surface vibration causes a change in 
he trend identified. To reveal this further, the effect of vibration, 
n particular the influence of amplitude and frequency, is now ex- 
mined in more detail. 
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Fig. 8. Measured CHF for the PJ10 nozzle at 100 ml/min versus excess temperature at SC = 10 ◦C (a) and SC = 45 ◦C (b), and the effect of subcooling on CHF (c) for the case 































.2.2. The effect of vibrating surface amplitude and frequency on CHF 
To establish whether the amplitude of a vibrating surface has 
ny impact on the dynamic-CHF, the cases D-5 (a = 0.2mm) and D- 
 (a = 1mm) at a frequency of 50Hz are examined. The D-5 and D-4
ases are respectively shown in Figs. 7 to 10 with square and di- 
mond markers. For the PJ10 nozzle, the amplitude has a deterio- 
ating effect on CHF (except for flow rate 75 ml/min and subcool- 
ng of 10 °C, that amplitude has no effect). The highest impeding 
ffect of 13 percent occurs for the flow rate of 75 ml/min at sub- 
ooling of 45 °C (on Fig. 7 b, D-5 and D-4 effect ratios are 0.96 and
.83). At the flow rate of 100 ml/min ( Fig. 8 ), this deterioration ef-
ect, for both subcooling degrees, is 7 percent. The results for the 
J8 ( Fig. 9 ) support the argument suggesting the impeding effect 
f amplitude on CHF. For subcooling degrees of 10 and 45 °C, the 
mpeding effects are respectively 4 and 5 percent. Therefore, the 
ubcooling influence is only 1 per cent. However, for MW145, at 12 ubcooling of 45 °C ( Fig. 10 b), vibration amplitude shows an en- 
ancing influence. To address this reverse trend, the frequency el- 
ment of vibration is now examined. 
To assess the effect of frequency of a vibrating surface, cases 
-3 (f = 8Hz) and D-4 (f = 50Hz), with an amplitude of a = 1mm are
xamined. The data associated with D-3 and D-4 cases are respec- 
ively shown by cross and diamond markers. For these two cases 
or the MW145 at SC = 45 °C ( Fig. 10 b), the frequency causes a
3% enhancement (For D-3 the effect ratio is 0.85, and for D-4 
t is 0.98). But for SC = 10 °C ( Fig. 10 a), vibration frequency causes
 27% deterioration. Comparing the effects of amplitude and fre- 
uency for the MW145 suggests that vibration frequency plays a 
ominant role. Small heat transfer enhancements are also evident 
n Figs. 9 a (1% increase at SC = 10 °C) and 9b (2% enhancement at
C = 45 °C) for the PJ8. For the PJ10 ( Figs. 7 and 8 ), for all the flow
ates and levels of subcooling, vibration frequency has a deterio- 
A. Sarmadian, J.F. Dunne, J.T. Jose et al. International Journal of Heat and Mass Transfer 179 (2021) 121735 
Fig. 9. Measured CHF for the PJ8 nozzle versus excess temperature at SC = 10 ◦C (a) and SC = 45 ◦C (b), and the effect of subcooling on CHF (c) for the case studies involving 































ating effect on the dynamic-CHF. The differences between these 
wo cases in Figs. 7 a (SC = 10 °C), 7b (SC = 45 °C), 8a (SC = 10 °C),
nd 8b (SC = 45 °C) are respectively 3%, 10%, 1% and 4%. The im-
eding effect is more considerable for higher subcooling degrees 
f 45 °C. It is evident that by increasing the flow rate, the deterio- 
ating influence decreases. Vibration frequency and amplitude are 
robably better understood in terms of non-dimensional vibration 
arameters whose examination should better explain such contra- 
ictory behaviour. The next section, examines the effect of vibra- 
ion specifically in terms of Vibrational Reynolds Number and Ac- 
eleration Number. 
.2.3. The influence on CHF of Vibrational Reynolds Number and 
cceleration Number 
The influence on CHF of Vibrational Reynolds Number and Ac- 
eleration Number are now explained. Interpretation of the data 13 as been achieved by reviewing dynamic effect ratios for the cho- 
en dynamic cases in Table 7 in conjunction with observation in 
ig. 11 of CHF data trends when viewed as functions of both non- 
imensional numbers. Vibrational Reynolds Number and Accelera- 
ion Number are useful for representing the dynamic nature of the 
pray field on a vibrating surface, such as the effect on droplet re- 
ound, splash and liquid film thinning. These dimensional parame- 
ers are used to investigate the complex effects of vibration on the 
eat transfer mechanisms. To assess the influence of Vibrational 
eynolds Number, cases D-3 (Re = 3417.6) and D-2 (Re = 6835.2) 
ith the same Acceleration Number of 0.26 are considered. Com- 
arison of all data points of D-3 and D-2 in Figs. 7 and 8 , reveal
hat for both flow rates and subcooling degrees of the PJ10 nozzle, 
ncreasing Reynolds Number from 3417.6 to 6835.2, first enhances 
he CHF, but then impedes it for the highest Reynolds Number 
Re = 21360, D-4). To support this claim, all the associated effect ra- 
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Fig. 10. Measured CHF for the MW145 nozzle versus excess temperature at SC = 10 ◦C (a) and SC = 45 ◦C (b), and the effect of subcooling on CHF (c) for the case studies 
































ios are supplied in Table 7 for ease of reading. For all data points
n Table 7 , the associated CHF values against Reynolds and Acceler- 
tion numbers are plotted in Fig. 11 to facilitate the interpretation 
f the trends. For flow rate 75ml/min, at SC = 10 °C ( Fig. 7 a), the
ffect ratio of D-3, D-2 and D-4 are respectively: 0.92, 0.93, 0.89. 
or the same flow rate, at SC = 45 °C ( Fig. 7 b), the effect ratios of
-3, D-2 and D-4 are 0.93, 0.96, 0.83. As can be seen from Table 7 ,
J nozzles follow the behaviour mentioned for all the flow rates 
nd subcooling degrees (as can also be seen in Fig. 11 a). The only
xception is the MW145 at SC = 45 °C for which the effect ratio 
s first reduced through an increase in Reynolds Number (3417.6 
o 6835.2), and then increased for the highest Reynolds Number. 
his is different from the trend of the other cases. For the MW145 
ozzle, the opposite behaviour can be explained by its high de- 
endency on the subcooling effect. The spray field for MW145 is 
 light fog resulting in a thinner liquid film on top of the cooling 14 isc, whereas for the (misting) PJ nozzles it has a relatively thicker 
iquid film (observed) during the experiments. For this reason, it 
ppears that the MW145 nozzle is less dependent on Reynolds 
umber and Acceleration Number. 
To explore the effect of acceleration, the results for test cases 
f D-3 (Ac = 0.26) and D-7 (Ac = 6.44), both cases with a Reynolds
umber of 3417.6, are compared in Table 7 (as also shown in 
ig. 11 b). For PJ nozzles, CHF associated to D-7 are all enhanced by 
he larger Acceleration Number except for a flow rate 100ml/min 
t subcooling of 10 °C which Acceleration Number does not have 
ny influence on CHF. The enhancing effect of acceleration conform 
o the results of Michalak et al. [44] for the acceleration range of 
 . 15 g < Ac < 1 . 80 g. However, there are other studies such as work
f Zhang et al. [77,78] , and Conrad et al. [79] , suggesting that the
cceleration enhancement is limited to the operating conditions, 
nd other parameters are the main determinant of the heat flux. 
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Table 7 
Dynamic effect ratios for the chosen dynamic cases to explore the Vibrational Reynolds and Acceleration 
effects. 
PJ10 PJ8 MW145 
R e V Ac
Flow rate (ml/min) 75 100 55 55 
Subcooling ( °C) 10 45 10 45 10 45 10 45 
D-3 0.92 0.93 0.96 0.90 0.83 0.88 0.96 0.85 3417.6 0.26 
D-2 0.93 0.96 1 0.93 0.98 1.03 0.97 0.81 6835.2 0.26 
D-4 0.89 0.83 0.95 0.86 0.83 0.90 0.69 0.98 21360 10.06 
D-7 0.93 1.03 0.96 0.96 1.08 1.04 0.88 0.99 3417.6 6.44 
Fig. 11. Vibrational Reynolds Number effect (a), and Acceleration Number effect (b), 




























































or the MW145, at SC = 10 °C there is a reduction in the effect ratio
or D-3 and D-7 which shows that other key parameters determine 
his impeding effect. As was shown for the MW145 at SC = 10 °C (in
he previous section), the frequency has a noticeable deteriorating 
ffect. Switching the frequency from 8Hz (D-3) to 200Hz for case 
-7 supports the independence to Acceleration of the MW145 re- 
ults. Another key parameter responsible for this reverse behaviour 
or Reynolds Number, can be the considerable effects of subcooling. 15 n the next section, the complex effects of vibration and subcool- 
ng on the maximum temperature (at which CHF can occur) are 
nvestigated. 
.2.4. The effect of vibration on excess temperature 
Further inspection of the subplots of Figs. 7 a, 7 b 8 a, 8 b, 9 a, 9 b,
ut also Fig. 10 , it is noticeable that vibration changes the excess 
emperature at which the Static-CHF occurs. To explain the reason 
or this, as mentioned, Acceleration Number and Reynolds Number 
ffect the dynamic behaviour of the spray field and consequently 
he heat transfer mechanisms. For instance, the vibration surfaces 
ith different am plitude and frequencies can be responsible for 
hinning and thickening of the liquid film. These effects can ei- 
her advance or delay the transition from nucleate boiling to tran- 
ition boiling (where the maximum temperature and CHF occurs). 
n other words, thinning and thickening of the liquid film (which is 
wo-phase in nature) can influence the chance of slug propagation 
nd therefore promoting or delaying the incidence of the CHF. In 
ddition, the fluctuating relative speeds due to the vibrating sur- 
aces, changes the intensity of drop rebounding and splashing in 
he flow field. All the above mentioned are important in differ- 
nt heat transfer mechanisms involved in spray cooling. Table 8 
hows the temperature differences between the dynamic and cor- 
esponding static cases for each nozzle and associated operating 
onditions. 
The largest difference in the excess temperature of the dynamic 
ases from the static cases for PJ8 and PJ10 are for those with high- 
requency vibrations with the exception of the PJ10 at 100 ml/min 
nd SC = 10 °C. For the MW145, the largest difference in the ex- 
ess temperature occurred for the cases in high-frequency vibra- 
ions at SC = 10 °C, while at SC = 45 °C, the largest deviations are in
he large-amplitude vibration range. For the PJ10 at 75 ml/min and 
C = 10 °C ( Fig. 7 a), this difference is -3.6 °C for case D-4, and 5 °C
or case D-5. At the subcooling of 45 °C ( Fig. 7 b), the excess tem-
erature difference for case D-6 and D-7 are respectively -5.3 °C 
nd -6.1 °C. Test cases of D-4, D-5, D-6 and D-7 all have accel- 
rations above 2g (see Table 6 ). Considering these test cases, for 
oth subcooling degrees, as soon as the Acceleration and Vibra- 
ional Reynolds numbers decreased (from D-4 to D-5 and D-6 to 
-7) the temperature difference has increased. At 100 ml/min and 
ubcooling of 45 °C ( Fig. 4 b) the largest temperature difference also 
ccurred for the case D-6 (3.4 °C) which is within the range of 
igh-frequency vibrations. By contrast, at 100ml/min and subcool- 
ng of 10 °C ( Fig. 4 a), the large-amplitude vibrations on average 
aused the largest temperature deviation from that for the static 
ase. The test case of D-2 has a temperature difference of 7.2 °C, 
nd test cases of D-1 and D-3 have temperature differences of 5.8 
C and 6.0 °C. Table 6 , giving the Acceleration Number and the Vi- 
rational Reynolds Number for these cases, confirms that it is still 
alid to claim that decreasing these two dimensionless numbers 
he temperature difference increases. Case D-1 in comparison to 
-2 has a smaller Acceleration Number but a fixed Re = 6835, and 
ase D-3 has a lower Reynolds Number in comparison to Case D-2 
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Table 8 
Temperature difference ( °C) from static cases to inspect any effects of vibration on excess 
temperature. 
PJ10 PJ8 MW145 
Flow rate (ml/min) 75 100 55 55 
v ′′ ( ×10 −3 m 3 s −1 /m 2 ) 1.05 1.40 0.77 9.03 
Subcooling ( °C) 10 45 10 45 10 45 10 45 
D-1 0.3 -4.8 5.8 -2.6 -0.6 -2.4 -14.2 0.8 
D-2 1.5 -4.9 7.2 3.3 1.0 -0.2 -8.4 -29.7 
D-3 3.2 0 6.0 2.1 -2.4 -2.9 -7.8 -11.4 
D-4 -3.6 -3.7 0.4 -1.2 -0.6 -4.5 -41.3 3.5 
D-5 5 -4 -0.5 -2.5 11 0.9 -15.9 0.8 
D-6 -1.8 -5.3 3 -3.4 3 3.2 -16.2 1.6 


























































































while Ac = 0.26). This shows the effect of vibration on effective ex- 
ess temperature. The effect of Acceleration Number and Reynolds 
umber, in addition to frequency and amplitude, are now sepa- 
ately evaluated. 
To establish the effect of Acceleration Number on the ex- 
ess temperature, Cases D-1 (Ac = 0.13), and D-2 (Ac = 0.26) with 
 Re = 6835, and Cases D-3 (Ac = 0.26) and D-7 (Ac = 6.44) with
 Re = 3417 are examined. At Re = 6835, Acceleration Number has 
ainly contributed to an increase in excess temperature devia- 
ions except for PJ8 at SC = 45 °C and MW145 at SC = 10 °C. At the
ower Reynolds No of 3417, however, Acceleration Number has a 
ecreasing effect on the excess temperature deviations except for 
ase PJ10 at v = 75 ml / min and SC = 45 °C, Case PJ8 data at SC = 45
C, and Case MW145 at SC = 10 °C. This means that at Re = 6835,
he increasing effect of Acceleration Number on the excess tem- 
erature deviations is valid for 75% of dynamic cases, whereas for 
e = 3417 Acceleration Number has less impact on the temperature 
ifferences for 63% of data cases. It appears that the temperature 
ifferences with Acceleration Number is nonlinear, and therefore, 
ther parameters are needed to understand the effects of vibration 
n excess temperature. 
To study the Reynolds Number effect, Cases D-2 (Re = 6835) 
nd D-3 (Re = 3417) are compared. Table 8 for PJ8, shows that 
y increasing the Reynolds Number the deviations for both sub- 
ooling degrees are decreased while the temperature differences 
or MW145 are all increased. In other words, it can be deduced 
hat at the highest volumetric spray flux (9.03 ×10 −3 m 3 s −1 /m 2 for 
W145), Reynolds number increases the temperature deviations 
which is a negative thing for thermal management purposes). And 
t the lowest volumetric flux of 0.77 ×10 −3 m 3 s −1 /m 2 for PJ8, in- 
reasing Reynolds Number decreases these temperature deviations 
which is a positive thing for thermal management systems). The 
J10 nozzle (which has volumetric fluxes of 1.05 ×10 −3 and 1.40 
10 −3 m 3 s −1 /m 2 corresponding to 75ml/min and 100ml/min re- 
pectively) appears to be at the transition between these two in- 
reasing and decreasing effects of Reynolds Number. For the lower 
olumetric flux of 1.05 ×10 −3 m 3 s −1 /m 2 which is closer to that for 
he PJ8 (the decreasing effect of Reynolds Number is only recog- 
ised for the PJ10 at SC = 10 °C). For the volumetric flux of 1.40
10 −3 m 3 s −1 /m 2 (which is about twice that of the PJ8, and there- 
ore closer to the MW145 volumetric flux) the increasing effect of 
eynolds number on the temperature differences is detectable at 
oth subcooling degrees (given in Table 8 ), an effect mentioned 
arlier for the MW145 nozzle. The only exception is for PJ10 nozzle 
t the lower volumetric flux of 1.05 ×10 −3 m 3 s −1 /m 2 (75 ml/min 
n Table 8 ) and SC = 45 °C which stems from the dominant effect of
ubcooling on different heat transfer mechanisms of spray cooling. 
To investigate the effect of amplitude, Cases D-4 (a = 1mm) and 
-5 (a = 0.2mm), at a frequency of 50Hz, are examined. For PJ z
16 ozzles, all the temperature differences except for PJ8 at SC = 45 
C have been decreased by augmenting the amplitude. For the 
W145 and PJ8 at SC = 45 °C, this behaviour is the exact opposite 
rom that previously observed. As far as establishing the influence 
f frequency, Cases D-5 (50Hz) and D-6 (100Hz) with the same 
mplitude of 0.2 mm, are good candidates. For all nozzles at SC = 45 
C, doubling the frequency increases the maximum temperature 
ifferences. For SC = 10 °C, it seems that volumetric flux has again 
een the governing effect on the excess temperature deviations. 
tarting with the PJ8 nozzle ( ̄ν ′′ = 0.77 ×10 −3 m 3 s −1 /m 2 ) and the
J10 ( ̄ν ′′ = 1.05 ×10 −3 m 3 s −1 /m 2 ), doubling the frequency decreases 
he temperature deviations, while ν̄ ′′ = 1.40 ×10 −3 m 3 s −1 /m 2 (for 
he PJ10), appears to be a transition point above which, doubling 
he frequency starts to increase the temperature difference. The 
ncreasing effect of frequency on maximum temperature also re- 
ains valid with a lower intensity for the MW145 nozzle with ν̄ ′′ 
 9.03 ×10 −3 m 3 s −1 /m 2 . 
Having used the measured data obtained from the experimental 
est rig discussed in Section 3 to show the nonlinear dependence 
f the CHF and its associated temperature for different of nozzle 
ypes, it is now appropriate to consider the use of the correlation 
odels discussed in Section 2 in creating a prediction capability. 
his is now a question of appropriately calibrating the dynamic 
orrelation model Eq. (2) in the dynamic form given in Table 3 us- 
ng the dynamic Boiling Number Eq. (4) . 
. Calibrating a dynamic correlation model for CHF and 
ssociated temperature prediction 
To calibrate an appropriate dynamic correlation model in 
able 3 for CHF and associated temperature prediction, a nonlin- 
ar least square regression is used. This fitting process is also used 
o calibrate ‘static’ correlations from Table 3 , which are used for 
omparative purposes. The Matlab Levenberg-Marquardt optimisa- 
ion algorithm is used (with the method option set to ‘bisquare’ for 
obustness). The PJ8 and PJ10 nozzles are used to construct both 
tatic and dynamic functional correlational models. 
Table 9 shows the parameters obtained in calibrating both the 
ynamic and static models which are those obtained which min- 
mise the RMS errors between the prediction and measured data 
or the PJ and MW145 nozzles. The parameter values themselves 
btained for the calibrated models shown in Table 9 qualitatively 
upport the finding discussed in Section 4 for each nozzle. For ex- 
mple, the parameter ‘a’ for the MW145 nozzle is greater than 
hose for PJ nozzles in both dynamic and static cases indicating 
hat MW145 correlation model will obtain a higher CHF prediction. 
egative values for parameter b also support the inverse behaviour 
f MW145 in response to subcooling degrees. 
Fig. 12 shows a correlation diagram for PJ and MW145 noz- 
les giving the predicted CHF values using the dynamic and static 
A. Sarmadian, J.F. Dunne, J.T. Jose et al. International Journal of Heat and Mass Transfer 179 (2021) 121735 
Table 9 
Dynamic and static correlation parameters for the PJ and MW145 nozzles. 
Dynamic correlation model Bo = a J a b ( ρ2 l σv 
μl 3 
) c Re d V ( 
a 
H 
) e A c f , Parameters: a, b, c, d, e, f 
Static correlation model Bo = a J a b ( ρ2 l σv 
μl 3 
) c , Parameters: a, b, c 
Correlation Nozzles 
Parameters 
a b c d e f 
Dynamic PJ8 and PJ10 2.46E-04 0.0497 0.7348 -0.4958 0.2357 0.2329 
MW145 3.43E-04 -0.0317 0.7512 -0.4535 0.2065 0.1886 
Static PJ8 and PJ10 1.71E-06 0.0507 0.7383 
MW145 2.81E-05 -0.0681 0.6565 




















































odels and parameters in Table 9 (vertical axis), compared to the 
xperimentally-measured CHF values (using the horizontal axis). 
odel error bands are also shown plus numerical values of the av- 
rage and maximum absolute errors. Fig. 12 a shows the static cor- 
elation results also showing error bands of 0%, -8.3%, and + 16.7%. 
 total of 8 data points are predicted having an average absolute 
rror of 5%, and a maximum absolute error of 16.7%. The accuracy 
f the predicted (static) CHF results are comparable with those 
or other static models in the literature (See Table 1 ) the quality 
f which is deemed to be good. The dynamic model prediction is 
hown in Fig. 12 b plus error bands of 0%, -18.8% and + 18.5%. The
verage and maximum absolute deviations of the predictions are 
espectively 12.6% and 18.8%. The most accurate predictions are ob- 
ained for the PJ10 nozzle. By contrast, the maximum absolute er- 
ors are for the PJ8 nozzle for the static case with SC = 45 °C, and
or dynamic case of D-7 (which is at high frequency vibration). This 
ccuracy partly stems from the higher number of PJ10 data points 
28 for PJ10, 14 for MW145, and 12 for PJ8), consequently better 
esolution from the PJ10 data. 
.1. Excess temperature correlation model 
For the purpose of thermal management, there is also a need 
o use a correlation model to predict the excess temperature at 
hich CHF occurs (which is also known as maximum control- 
able surface temperature or stable CHF temperature). Mudawar 
nd Valentine [30] determined T max by combining a CHF model 
ith a different functional form which included the excess temper- 
ture ( T excess = T w,max − T sat ) and then solving for the surface tem- 17 erature. The functional form containing excess temperature when 





q CH H 












A c f (7) 
here the critical heat flux, q CH , in Eq. (7) is obtained from fitted 
ynamic correlation model in Table 9 . This requires Eq. (7) to be 
sed with the previously fitted correlation model for CHF. There- 
ore Eq. (7) is separately fitted to measured CHF and excess tem- 
erature data points associated with both the PJ and MW145 
ozzles. In Eq. (7) , a dimensionless surface temperature ( T CHF = 
T excess / T Sub ) is defined similar to the CHF studies of Dou et al 
31] and Abbasi and Kim [59] . 
To achieve high accuracy in fitting Eq. (7) , the data is split into
wo different subcooling degrees. The reason for this is the high 
ependency of the excess temperature on subcooling degrees (as 
ndicated by the trends identified earlier). The fitted parameters 
ith the least rms errors are given in Table 10 . Fig. 13 shows
he predicted excess temperature compared with the experimen- 
ally measured values for two different subcooling degrees of 10 °C 
 Fig. 12 a) and 45 °C ( Fig. 13 b). The error bands for SC = 10 °C have
 wider range (-15.5% and + 15.9%) than those for SC = 45 °C (-9.8%
nd + 10.3%) indicating the effect of subcooling on the excess tem- 
erature. As expected, at SC = 10 °C, the PJ10 nozzle results deviate 
ore than the PJ8 excess temperature in comparison to what can 
e seen for the PJ10 and PJ8 data at SC = 45 °C. When an evapo-
ative spray cooling thermal management system requires the pre- 
icted maximum controllable temperature to safely set boundaries 
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Table 10 
Excess temperature correlation parameters for PJ and MW145 nozzles at two subcooling degrees. 
Excess temperature correlation model T excess 
T Sub 






) γ Re δV ( 
a 
H 
) ε Ac 
Parameters: α β γ δ ε ε
Subcooling ( °C) Nozzles 
Parameters 
α β γ δ ε ε
10 PJ8 and PJ10 1.22E-05 -0.2879 0.6472 -0.0783 0.0074 -0.0011 
MW145 1.26E-05 0.1644 0.6112 -0.0738 -0.0479 -0.0664 
45 PJ8 and PJ10 1.28E-04 -0.2393 0.3228 0.2411 -0.1228 -0.1302 
MW145 3.46E-05 1.1914 0.2584 0.1030 -0.0607 -0.0466 















































or controller operation, the model prediction quality is reasonable 
or both subcooling degrees. 
. Conclusions 
Experimental measurements have been obtained to investigate 
he effect of vibrating surfaces on the critical heat flux (CHF) in 
pray evaporative cooling and to assess the effectiveness of cali- 
rated prediction models. Prediction models have been constructed 
sing dimensional analysis, to take account of key dynamic pa- 
ameters. Experimental hardware has been purpose-designed to 
lectrically-heat a flat copper test-piece, located inside a spray- 
hamber mounted on top of a shaker, which has been used to 
enerate data. A range of appropriately large-amplitude and high- 
requency test-piece surface vibrations have been examined involv- 
ng spray evaporative cooling. Three nozzle types, using distilled 
ater have been examined, namely a PJ8, PJ10, and MW145 noz- 
le with respective flow rates of 75 ml/min, 100 ml/min, and 55 
l/min. CHF data points, and their corresponding excess tempera- 
ures, have been obtained for two ‘subcooling degrees’ of 10 °C and 
5 °C. All the key vibrational effects have also been expressed in 
erms of non-dimensional parameters. 
For the static experiments, without vibration, the effect of flow 
ate, volumetric flux, and subcooling have been found to be largely 
n agreement with the published literature. For the dynamic cases, 
he effect of vibration is best explained in terms of nondimensional 
ibrational Reynolds Number and Acceleration Number. With vi- 
rating surfaces, increasing volumetric flux, is found to enhance 
HF. For the PJ10 nozzle, Acceleration Number has the largest in- 18 uence for both flow rate and subcooling degrees, where the de- 
eriorating effect of vibration becomes evident for increasing sub- 
ooling degrees. By contrast, for the low flow-rate nozzles of the 
J8 and MW145, the impeding effect of vibration reduces with in- 
reasing subcooling. For both flow-rate and subcooling degrees of 
he PJ nozzles, increasing Reynolds Number initially enhances CHF 
ut then impedes it. This is also found to be true for the MW145 
ozzle (at SC = 10 °C) but at SC = 45 °C the opposite effect occurs ow-
ng to the high dependency of MW145 nozzle on the subcooling 
ffect. For PJ nozzles, Acceleration had an enhancing effect. 
The effect of vibration on excess temperature showed that for 
ll nozzle types, high-frequency vibration produces significant de- 
iations, although for the MW145 nozzle at SC = 45 °C, vibration 
mplitude had more effect. In general, the volumetric flux was 
ound to produce the greatest influence on excess temperature. 
Predictions of CHF, and associated excess temperature, using 
alibrated correlation models for the dynamic conditions, were 
ery reasonable, with maximum absolute errors of 18.8% and 
5.9%, respectively. These calibrated correlation models are of po- 
ential value for safe operation of thermal management systems 
sing spray evaporative cooling. 
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