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Abstract
An n× n sign pattern A allows diagonalizability if there exists a real matrix B in the qual-
itative class Q(A) of A such that B is diagonalizable. The question of characterizing sign
patterns that allow diagonalizability is open. In this paper, we obtain some sufficient conditions
for a sign pattern allowing diagonalizability. In particular, it is proved that the combinatorially
symmetric sign patterns A allow diagonalizability. We give also two counterexamples for Es-
chenbach–Johnson’s conjecture in [Linear Algebra Appl. 190 (1993), 169, MR# 94i: 15003].
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1. Introduction
A sign pattern (matrix) is a matrix whose entries are in the set {+,−, 0}. The set
of all n× n sign patterns is denoted by Qn. For A = (aij ) ∈ Qn, associated with A
is a class of real matrices, called the qualitative class of A, defined by
Q(A) = {B = (bij ) ∈ Mn(R) | sign bij = aij for all i and j}.
Let P be a property referring to a real matrix. For a sign pattern A, if there ex-
ists a real matrix B ∈ Q(A) such that B has property P, then we say A allows P.
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The question of characterizing sign patterns that allow diagonalizability is open (see
[2]). In Section 2, we obtain some sufficient conditions for a sign pattern allowing
diagonalizability. In particular, it is proved that the combinatorially symmetric sign
patterns A allow diagonalizability. In Section 3, we give two counterexamples for
Eschenbach–Johnson’s conjecture in [2].
Here we introduce some definitions and notations. Let A = (aij ) be an n× n sign
pattern. A nonzero product of the form
P = ai1i2ai2i3 · · · aikik+1 ,
in which the index set {i1, i2, . . . , ik, ik+1} consists of distinct indices is called a path
of length k (or k-path). i1 and ik+1 are called initial vertex and terminal vertex of P,
respectively, and i2, . . . , ik are called internal vertices of P. A nonzero product of
the form
γ = ai1i2ai2i3 · · · aiki1 ,
in which the index set {i1, i2, . . . , ik} consists of distinct indices is called a simple
cycle of length k (or simple k-cycle). Each im (m = 1, . . . , k) is called a vertex of γ .
A composite k-cycle is a product of simple cycles whose total length is k and whose
index sets are mutually disjoint. A cycle (simple or composite) just corresponds to
a term in the determinant expansion of the principal submatrix associated with the
indices of the cycle. A nonzero entry aij is a chord of a cycle γ (simple or composite)
if i and j are two vertices of γ and aij is not in γ . A cycle γ is chordless if γ has no
chords.
Let A ∈ Qn. We define MR(A), the maximal rank of A by
MR(A) = max{rank B|B ∈ Q(A)}.
Similarly, the minimal rank of A, mr(A), is
mr(A) = min{rank B|B ∈ Q(A)}.
The maximum rank deficiency among matrices in Q(A) is D(A) = n− mr(A).
For A ∈ Qn, A has an identically zero determinant provided each of the n! terms
in the determinant expansion of A is 0. The term rank of A, denoted by ρ(A), is
the largest order r of a square submatrix of A which does not have an identically
zero determinant. A theorem of König [3] asserts that ρ(A) is a smallest number
of rows and columns which cover all the nonzero entries of A. It is easy to see that
MR(A) = ρ(A).
Let A ∈ Qn. We denote the minimum algebraic multiplicity (geometric mul-
tiplicity, respectively) of the eigenvalue 0 occurring among matrices B ∈ Q(A)
by z(A) (g(A), respectively). If B is a conventional matrix, we also use z(B) and
g(B) for the algebraic multiplicity and geometric multiplicity of the eigenvalue
0, respectively. Finally, we denote the maximum cycle length occurring in A
by c(A).
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2. Sufficient conditions
In this section, we give some sufficient conditions for a sign pattern that allows
diagonalizability. We need the following two lemmas.
Lemma 2.1. Let A ∈ Qn. Then c(A)  MR(A).
Proof. Let A ∈ Qn. It is easy to see that c(A)  ρ(A). Thus the lemma follows from
the fact MR(A) = ρ(A). 
Lemma 2.2. Let A ∈ Qn. Then for any positive integer k with mr(A)  k 
MR(A), there exists some real matrix B ∈ Q(A) such that rank B = k.
Proof. We only need to consider the case mr(A) < k < MR(A). Note that for any
X ∈ Q(A) and Y ∈ Q(A), if Y can be obtained from X by only changing the value
of one nonzero entry of X, then |rankX − rankY |  1. Now let B1 ∈ Q(A) and
B2 ∈ Q(A) with rankB1 = mr(A) and rankB2 = MR(A). Then, for any positive
integer k with mr(A) < k < MR(A), there exists a real matrix C obtained from B1
replacing some nonzero entries of B1 by the corresponding nonzero entries of B2
such that C ∈ Q(A) and rankC = k. The lemma now follows. 
Theorem 2.3. Let A ∈ Qn. If c(A) = MR(A), then A allows diagonalizability.
Proof. Let A = (aij ) ∈ Qn with c(A) = MR(A), and suppose  = γ1γ2 . . . γt is a
cycle of length c(A), where each γi is a simple cycle of length li ,
∑t
i=1 li = c(A),
and the index sets of the γi’s are mutually disjoint. Of course, if t = 1, then  is a
simple cycle of length c(A). Define the matrix B(ε) = (bij (ε)) ∈ Q(A) by
|bij (ε)| =


1 if aij is in γ1,
2 if aij is in γ2,
...
t if aij is in γt ,
ε if aij = 0 and is not in ,
0 otherwise,
(2.1)
for some ε > 0. For ε = 0, we define B(0) by (2.1) with ε = 0. Then the character-
istic polynomial of B(0)
f (λ) = det(λI − B(0)) = λn−c(A)
t∏
i=1
(λli − (−1)ai ili ),
where the parity of ai (i = 1, . . . , t) depends upon the signs of entries in γi . Clearly,
B(0) has c(A) distinct nonzero eigenvalues, and z(B(0)) = g(B(0)) = n− c(A).
By the fact that the eigenvalues depend continuously upon the entries of a matrix, it
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is not difficult to verify that for sufficiently small ε > 0, B(ε) has also at least c(A)
distinct nonzero eigenvalues. For sufficiently small ε > 0, since c(A)  rankB(ε) 
MR(A) and c(A) = MR(A) by hypothesis, we have n− c(A) = n− rankB(ε) =
g(B(ε))  z(B(ε))  n− c(A), and so g(B(ε)) = z(B(ε)) = n− c(A). Thus B(ε)
is diagonalizable, and the theorem holds. 
Theorem 2.4. Let A ∈ Qn. If c(A)  n− 1, then A allows diagonalizability.
Proof. Clearly, c(A) = MR(A) if c(A)  n− 1. Then the theorem is immediate
from Theorem 2.3. 
Theorem 2.5. Let A ∈ Qn. If there exists some chordless k-cycle  (simple or com-
posite) in A with mr(A)  k  MR(A), then A allows diagonalizability.
Proof. Without loss of generality assume that the index set of  is {1, 2, . . . , k}.
By Lemma 2.2, there exists a real matrix B ∈ Q(A) such that rankB = k. Since
the cycle  is chordless, the kth leading principal minor of B is nonzero. Let D be
an n× n diagonal matrix with positive diagonal. Then DB ∈ Q(A), rankDB = k,
and the kth leading principal submatrix C of DB is nonsingular. Thus there exists an
n× n nonsingular matrix P such that
P−1DBP =
[
C X
0 0
]
.
Clearly, z(DB) = g(DB) = n− k. Since  is chordless, by the proof of Theorem
2.3, we can choose some D such that DB has k distinct nonzero eigenvalues. It im-
plies that DB is diagonalizable, and the theorem follows. 
Theorem 2.6. Let A = (aij ) ∈ Qn. If A is combinatorially symmetric, that is, for
any i and j, aij = 0 if and only if aji = 0, then A allows diagonalizability.
Proof. Let A = (aij ) ∈ Qn be a combinatorially symmetric sign pattern with maxi-
mal rank MR(A) = k. If c(A) = k, then the result holds from Theorem 2.3. Now we
may assume that c(A) < k, and let B = (bij ) ∈ Q(A) such that rankB = k. Then
there exists a nonzero minor of order k in B, and all principal minors of order k
in B are zero. It implies that there exist k nonzero entries bi1j1 , bi2j2 , . . . , bikjk in
distinct rows and columns of B, such that {i1, i2, . . . , ik} = {j1, j2, . . . , jk}. Let T =
{i1, i2, . . . , ik} ∩ {j1, j2, . . . , jk},X = {i1, i2, . . . , ik}\T and Y = {j1, j2, . . . , jk}\T .
Consider the product ai1j1ai2j2 · · · aikjk . Then there exist a m-cycle (simple or com-
posite) γ0 and some paths P1, . . . , Pt (t  1) in A, such that the indices of γ0 and
the internal vertices of each path Pi are in T, the initial vertex of each path Pi is
in X, the terminal vertex of each path Pi is in Y, and the sum of lengths of all
above paths is k −m > 0. For each path Pi = al1l2al2l3 . . . alsi lsi+1 , if si is odd, then
take the composite (si + 1)-cycle γi = al1l2al2l1 . . . alsi lsi+1alsi+1lsi in A which is a
Y. Shao, Y. Gao / Linear Algebra and its Applications 359 (2003) 113–119 117
disjoint union of 12 (si + 1) cycles of length 2 corresponding to the first, third, . . .,
si th arcs of the path Pi . Similarly, for the case when si is even, take the composite
si-cycle γi = al1l2al2l1 . . . alsi−1lsi alsi lsi−1 in A which is a disjoint union of 12 si cycles
of length 2 corresponding to the first, third, . . ., (si − 1)th arcs of the path Pi . Let
γ = γ0γ1 . . . γt . Clearly, γ is a composite cycle of length  k, a contradiction. The
theorem now follows. 
Remark 2.7. All sufficient conditions above are not necessary from the following
example. Then the question of characterizing sign patterns that allow diagonalizabil-
ity is still open.
Example 2.8. Let
A =


0 + + 0 0
0 0 + 0 +
+ 0 0 0 0
0 0 + 0 +
0 0 0 0 0


.
Clearly, MR(A) = 4, mr(A) = c(A) = 3, A is not combinatorially symmetric,
there exists exactly one 3-cycle, and the 3-cycle is chordal. Thus A does not satisfy
one of all sufficient conditions above.
Take the real matrix
B =


0 1 1 0 0
0 0 1 0 1
1 0 0 0 0
0 0 1 0 1
0 0 0 0 0


∈ Q(A).
The characteristic polynomial of B
fB(λ) = det(λI − B) = λ2(λ3 − λ− 1).
It implies that B has three distinct nonzero eigenvalues. Since rankB = 3, z(B) =
g(B) = 2 and B is diagonalizable, that is, A allows diagonalizability.
3. The Eschenbach–Johnson’s conjecture
In [2], Eschenbach and Johnson have proved that z(A)  D(A) is a necessary
condition for a sign pattern A allowing diagonalizability, and conjectured that this
necessary condition is also sufficient. In this section, we give two counterexamples
for this conjecture.
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Example 3.1. Let
A =


0 + − 0 0
+ 0 + 0 0
+ + 0 0 0
0 0 0 0 +
0 0 0 0 0

 .
Clearly, z(A) = D(A) = 2. Since A is a direct sum of A1 and A2 where
A2 =
[
0 +
0 0
]
does not allow diagonalizability, A does not allow diagonalizability.
Example 3.2. Let
A =


0 + + + 0 0 0 0 0
0 0 + + 0 0 0 0 0
0 0 + + 0 0 0 0 0
0 0 0 0 + 0 0 0 0
0 0 0 0 0 + 0 + 0
0 0 0 0 0 0 + 0 0
+ 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 +
+ 0 0 0 0 0 0 0 0


.
Clearly, c(A) = 7,MR(A) = 8, and mr(A) = 7. So z(A) = 9 − c(A) = 2 and
D(A) = 9 − mr(A) = 2. For any B = (bij ) ∈ Q(A), if∣∣∣∣b23 b24b33 b34
∣∣∣∣ = 0,
then rankB = MR(A) = 8 and z(B) = 2, it implies that g(B) < z(B) and B is not
diagonalizable. If
∣∣∣∣b23 b24b33 b34
∣∣∣∣ = 0,
then rankB = 7, and it is not difficult to verify that all 7 × 7 principal minors of
B are zeros. It implies that g(B) = 2 and z(B) = 3. So B is not diagonalizable. We
now conclude that A does not allow diagonalizability.
Note that the sign pattern A in Example 3.1 is reducible, and the sign pattern A in
Example 3.2 is irreducible. Thus Examples 3.1 and 3.2 imply that the conjecture is
not true in general.
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