Multi-derivative one-step methods based upon Euler-Maclaurin integration formulae are considered for the solution of canonical Hamiltonian dynamical systems. Despite the negative result that simplecticity may not be attained by any multi-derivative Runge-Kutta methods, we show that Euler-MacLaurin formulae are all topologically conjugate to a symplectic formula. This feature entitles them to play a role in the context of geometric integration and, to make their implementation competitive with the existing integrators, we explore the possibility of computing the underlying higher order derivatives with the aid of the Infinity Computer.
Introduction.
In the present work, we will consider the application of multiderivative one-step methods for the numerical solution of canonical Hamiltonian problems where q and p are the generalized coordinates and conjugate momenta, H : R 2m → R is the Hamiltonian function and I stands for the identity matrix of dimension m. It is well-known that the flow ϕ t : y 0 → y(t) associated with the dynamical system (1.1) is symplectic, namely its Jacobian satisfies (1.3) ∂ϕ t (y) ∂y J ∂ϕ t (y) ∂y = J, for all y ∈ R 2m .
Symplecticity is a characterizing property of canonical Hamiltonian systems and has relevant implications on the geometric properties of the orbits in the phase space. Consequently, the search of symplectic methods for the numerical integration of (1.1) forms a prominent branch of research. We recall that a one-step method y 1 = Φ h (y 0 ) (h is the stepsize of integration) is called symplectic if its Jacobian matrix is symplectic, i.e. Φ h satisfies the analog of (1.3) with Φ h (y) in place of ϕ t (y). The main feature of symplectic integrators is the conservation of all quadratic first integrals of a Hamiltonian system. Though they fail to conserve non quadratic Hamiltonian functions, a backward error analysis shows that, when implemented with constant stepsize and under regularity assumptions, they provide a near conservation of the Hamiltonian over exponentially long times [2] (see also [15, page 366] ).
The study of symplecticity in combination with multi-derivative R-K methods was initiated by Lasagni [20] who provided a sufficient algebraic condition for a multiderivative Runge-Kutta method to be symplectic. The brief investigation culminated with the work of Hairer, Murua, and Sanz Serna [16] who showed that, for irreducible multi-derivative R-K methods, Lasagni's condition is also necessary but it may only be satisfied by standard R-K formulae.
Given this background, it does make sense to wonder whether one-step multiderivative formulae may exist which are conjugate to a symplectic method. A method y 1 = Φ h (y 0 ) is conjugate to a symplectic method y 1 = Ψ h (y 0 ) if a global change of coordinates χ h (y) = y + O(h) exists such that Φ h = χ h • Ψ h • χ −1 h . We observe that the solution {y n } of a symplectic conjugate method satisfies y n = Φ n h (y 0 ) = (χ h •Ψ h •χ −1 h ) n (y 0 ) = χ h •Ψ n h •χ −1 h (y 0 ). Consequently, symplectic conjugate methods inherit the long-time behavior of symplectic integrators.
This path of investigation is further motivated by the recent studies concerning the implementation of methods involving higher derivatives of the vector field on the Infinity Computer, a new type of a supercomputer allowing one to work numerically with infinite and infinitesimal numbers [1, 23, 38, 39, 40] . The final goal of this new approach is to improve the computational effort associated with the evaluation of the involved derivatives and make them competitive with more standard integrators. In this paper, the Infinity Computer is used for this purpose. It is based on the positional numeral system with the infinite radix x (called grossone and introduced as the number of elements of the set of natural numbers N) introduced in [27, 28, 30] (see also recent surveys [32, 34] ). The first ideas that can be considered as predecessors to the Infinity Computing and based on the principle "the part is less than the whole" were studied by Bernard Bolzano (see [3] and a detailed analysis in [41] ). It should be noted that the Infinity Computing theory is not related either to Cantor's cardinals and ordinals ( [6] ) or to non-standard analysis ( [26] ) or to Levi-Civita field ( [21] ).
In the Infinity Computing, with the introduction of x in the mathematical language, all other symbols (like ∞, Cantor's ω, ℵ 0 , ℵ 1 , ..., etc.) traditionally used to deal with infinities and infinitesimals in different situations are excluded from the language, because x and other numbers constructed with its help not only can replace all of them but can be used with a higher accuracy. The x-based numeral system avoids indeterminate forms and situations similar to ∞ + 1 = ∞ and ∞ − 1 = ∞ providing results ensuring that if a is a numeral written in this numeral system then for any a (i.e., a can be finite, infinite, or infinitesimal) it follows a + 1 > a and a − 1 < a.
To construct a number C in the x-based numeral system, we subdivide C into groups corresponding to powers of x:
Then, we can write down the number C as follows:
where all numerals c i = 0 belong to a traditional numeral system and are called grossdigits, while numerals p i are sorted in the decreasing order with p 0 = 0
and called grosspowers.
The term having p 0 = 0 represents the finite part of C since c 0 x 0 = c 0 . Terms having finite positive grosspowers represent the simplest infinite parts of C. Analogously, terms having negative finite grosspowers represent the simplest infinitesimal parts of C. For instance, the simplest infinitesimal used in this work as the integration step in the Euler method for computing the derivatives is x −1 = 1
x . The x-based methodology has been successfully applied in several areas of Mathematics and Computer Science: single and multiple criteria optimization (see [8, 11, 12] ), handling ill-conditioning (see [13, 37] ), numerical differentiation and solution of ordinary differential equations (see [1, 38, 40, 31] ), cellular automata (see [9, 10] ), Euclidean and hyperbolic geometry (see [22] ), percolation (see [19, 42] ), fractals (see [5, 33, 42] ), infinite series and the Riemann zeta function (see [32, 34, 43] ), the first Hilbert problem and supertasks (see [24, 29, 34] ), Turing machines and probability (see [25, 34, 35, 36] ), etc.
The paper is organized as follows. In Section 2 we introduce Euler-Maclaurin methods while in Section 3 we show that they are all conjugate to a symplectic method. Section 4 is devoted to the efficient computation of the derivatives on the Infinity Computer. Finally, some numerical illustration are presented in Section 5 while Section 6 contains some concluding remarks.
2. Euler-MacLaurin methods. Euler-Maclaurin methods are higher derivative collocation methods belonging to the class of Hermite-Obrechkoff methods [17, page 277] . When applied to the general initial value problem
they yield a polynomial σ(t 0 + ch) approximating the true solution y(t) in the interval [t 0 , t 0 +h] (h is the stepsize of integration) defined by means of the following collocation conditions at the ends of the interval
The approximation at time t 1 = t 0 + h is then yielded by
Notice that, on the basis of (2.1), the analytical computation of the j-th derivative y (j) involves a tensor of order j: for example, for a given z ∈ R m , y (z) = f (z)f (z), where f is the Jacobian matrix of the function f . This considerably raises the computational cost associated with the implementation of the method as long as higher derivatives are considered. We will see that the use of the Infinity Computer circumvents this issue by producing a precise value of y (j) (z) without explicitly evaluating its analytical expression in terms of the derivatives of f .
These integrators derive their name from the well-known Euler-Maclaurin integration formula: if m and n are natural numbers and g(x) with x ∈ R is a regular function defined on [m, n],
where s ≥ 1 and B 2k is the 2k-th Bernoulli number. 1 The remainder R is bounded by
We now consider the integral form of (2.1) in the interval [t 0 , t 0 + h], namely
Setting c = 1 and evaluating the integral by means of (2.3) with m = 0 and n = 1 yields
Finally, neglecting the remainder term R = O(h 2s+1 ) provides us with the one-step Euler-Maclaurin formulae
When s = 1, (2.4) becomes the trapezoidal method while, for s = 2 and s = 3 we get the fourth and sixth order methods
where, to simplify the notation, we have set y (2k) 0,1 = y (2k) (y 0,1 ). 3. Conjugate Symplecticity. In terms of the characteristic polynomials
formula (2.4) reads, for a generic time t n ,
where E denotes the shift operator: E(y n ) = y n+1 . To show that (3.1) is conjugate to a symplectic method, we will exploit the following result stated in [7] and subsequently used in [14] to derive the conjugate symplecticity property of symmetric multistep methods.
Lemma 3.1. [7] Assume that problem (2.1) admits a quadratic first integral Q(y) = y Sy (with S a symmetric matrix) and is solved by a B-series integrator Φ h (y). The following properties are equivalent:
is formally conjugate to a symplectic B-series method.
Guided by the above equivalence, hereafter we show that Euler-MacLaurin methods admit a B-series expansion and preserve a modified invariant Q(y) = Q(y) + O(h).
Though the former property may be directly deduced from [16] , where a B-series representation of a generic multi-derivative Runge-Kutta method has been obtained, we prefer to derive it by a direct computation on formula (3.1) which, on one hand, will be later exploited to state property (a) of Lemma 3.1 and, on the other hand, will reveal a close relationship of these formulae with the trapezoidal method.
For an analytic function u(t) and a stepsize h > 0, we introduce the shift operator E h (u(t)) = u(t + h) and and recall the relation (D denotes the derivative operator) Proof. From the generating function of Bernoulli numbers (see, for example [18] )
we get, considering that B 1 = −1/2 and B k = 0 for k odd,
In the spirit of backward analysis, we look for an analytical function u(t) formally satisfying the difference equation (3.1) that is, by virtue of (3.2),
Multiplying both sides of the previous equation by Dρ(e hD ) −1 yieldṡ
and, by taking into account (3.3), we finally arrive at
Equation (3.4) coupled with the initial condition u(t 0 ) = y 0 is nothing but the modified differential equation associated with the Euler-MacLaurin method of order 2s, so that u(t 0 + nh) = y n . Expanding the solution of (3.4) in Taylor series, we get
where f (y) is the Jacobian of f (y) and we have set D r f (y 0 ) = D r f (u(t))| t=t0 . Collecting like powers of h in the above expression yields a formal power series expansion in the stepsize h, that is a B-series expansion.
To show that Φ h (y) admits a modified first integral Q(y) = Q(y) + O(h 2s ), we follow the same flow of computation appearing in [15, Theorem 4.10 on page 591], that states an analogous property for symmetric linear multistep methods. We first notice that
for suitable coefficients γ k . Thus (3.4) is tantamount to
Multiplying both sides of (3.5) by the term u(t) S yields
where we have taken into account that 2u(t) Su(t) =Q(u(t)) and z Sf (z) = 0 for any z ∈ R m , since Q(y) is a first integral of the original system (2.1). A repeated use of the property (the explicit dependence on the time t is omitted to simplify the notation)
with, in particular,
allows us to cast each term u(t) Su (2k+1) (t) in (3.6) as
We observe that the sum in brackets on the right hand side may be formally cast as a function of u(t) by replacing all the derivatives with the aid of the modified differential equation (3.4) . After this substitution, denoting by
, from (3.6) we finally obtain d dt Q(u(t)) = 0 which concludes the proof.
4. Computation of the derivatives. One drawback with these implicit methods is the computation of high order derivatives. Symbolic or automatic differentiation are often preferred to finite differences techniques involving terms in y and y . Infact, these latter suffer from numerical instability when the increment becomes small, and requires additional stages. This drawback is overcome on the Infinity Computer and hereafter we illustrate two possible approaches in order to compute the k-th derivative of y(t) at time t i .
Strategy (a). This strategy was first proposed in [38] . We perform k infinitesimals steps starting at time t i using the explicit Euler formula with stepsizeh = x −1 as follows:
Then, the values of the needed derivatives can be obtained by means of the forward differences F k h [y i,0 , y i,1 , ..., y i,k ], withh = x −1 as follows
As was proven in [38] , since the error of the approximation is O(x −1 ), the finite part of the value x −k gives the exact derivative y (k) (t i ). For a more detailed description of the numerical computation of exact derivatives on the Infinity Computer, see [38] .
Strategy (b). Let us propose another strategy for computing the exact derivatives, where finite differences may be employed directly on the value of f as follows:
Now, let us prove that formulae (4.1) and (4.3) are equivalent.
Proposition 1. Let us suppose that for the solution y(t) of the ordinary differential equation (2.1) it is known the value y i = y(t i ) at the point t i . Then formulae (4.1) and (4.3) are equivalent.
Proof. Since formulae (4.1) and (4.3) differ only in the forward differences, then in order to prove the proposition, it is sufficient to demonstrate that the following equation holds
where y i,0 = y i . Let us use the mathematical induction to prove it. The basis of the induction is k = 2. By using formulae (4.1)-(4.3) for y i,0 , y i,1 , and y i,2 we obtain
Suppose now that (4.4) holds for k − 1, k ≥ 3. We get
This completes the proof.
The advantage of strategy (b) with respect to strategy (a) is that the use of formula (4.3) in place of (4.1) decreases the computational costs due to the following reasons:
1. It is not necessary to compute the value y i,k for (4.3), whereas it should be calculated in (4.1). 2. All the computations using (4.1) should be performed using the grosspowers up to −k. In contrast, formula (4.3) allows us to work with the numbers using only the grosspowers up to −(k − 1). Let us consider the following example from [40] in order to illustrate these issues.
Example 1. Let us find the first 3 derivatives y (t 0 ), y (t 0 ), and y (t 0 ) of the solution y(t) at the point t 0 = 0 of the following initial value problem:
(4.5) dy dt = y − 2ty 2 1 + t , y(t 0 ) = 0.4, whose exact solution is
Differentiating (4.6) we get the exact values of the following derivatives:
Now, let us find these derivatives using strategy (a). First, we perform 3 iterations of the Euler method with the integration step h = x −1 , truncating all values after the grosspower −3:
Applying formulae (4.1), (4.2), we obtain
from where we can extract the exact values of y (t 0 ), y (t 0 ), and y (t 0 ) as finite parts of 0.4, −0.32 − 0.32x −1 , and −0.96, respectively.
Let us now apply strategy (b). Here, we need to perform k − 1 iterations of the Euler method, obtaining the values y 1 and y 2 , truncating them after the grosspower −2:
Applying formulae (4.3), we obtain
from where again we can extract the exact values of y (t 0 ), y (t 0 ), and y (t 0 ) as finite parts of 0.4, −0.32 − 0.32x −1 , and −0.96, respectively.
It should be noticed that the value y 2 cannot be truncated after the grosspower −2 using the first strategy, because the coefficient of x −3 at the value y 2 is used also for computing y (t 0 ). On the contrary, strategy (b) allows us to use the grosspowers up to −2, which decreases the computational cost of the procedures computing the 2−nd and the 3−rd derivatives.
Numerical illustrations.
In the present section, the Euler-Meclaurin formulae of order four and six (2.5) and (2.6) are applied to a few well-known test problems to highlight their conservation properties. In particular, the long-time behavior of their numerical solutions is compared with that of the numerical solutions computed by the (symplectic) Gauss methods of order four and six. Though Gauss methods generally exhibit a better accuracy for a given stepsize and order, we stress that a fair comparison of the actual performance of the two classes of methods cannot take aside the computational complexity associated with their implementation and, in particular, the effort in solving the underlying nonlinear systems at each step of the integration procedure. In this respect, we notice that while the dimension of the nonlinear systems associated with the Gauss methods is proportional to the number of stages and hence to the considered order, this is not the case for the Euler-Maclaurin formulae, for which the dimension remains the same, i.e. that of the underlying continuous problem, independently of the order. This study is a delicate issue and will be the subject of a future research.
The numerical experiments have been performed using Matlab R2017b. To reduce the computational complexity needed to advance the solution at each integrations step, the nonlinear equations (2.5) and (2.6) have been solved by means of a modified Newton method, using the same Jacobian of the trapezoidal scheme, which is appropriate since the neglected terms are O(h 2 ). In order to preserve the conservation properties, the nonlinear scheme must be iterated to attain the highest possible accuracy in double precision. Moreover, the derivatives have been computed using strategy (b) defined in the previous section. The Infinity Computer Arithmetic has been emulated in a c++ code callable in Matlab through a suitable interface. We stress that this emulator has been only used for the computation of the derivatives, while all the other operations have been performed using the standard double precision floating point arithmetic available in Matlab. We checked the obtained results with those provided by computing the derivatives analytically. 5.1. Nonlinear pendulum. As a first example, we consider the dynamics of a pendulum under influence of gravity. It is usually described in terms of the angle q that the pendulum forms with its stable rest position:
where p =q is the angular velocity. The Hamiltonian function associated with (5.1) is (5.2) H(q, p) = 1 2 p 2 − cos q. An initial condition (q 0 , p 0 ) such that |H(q 0 , p 0 )| < 1 gives rise to a periodic solution y(t) = (q(t), p(t)) corresponding to oscillations of the pendulum around the straightdown stationary position. In particular, starting at y 0 = (q 0 , 0) , the period of oscillation may be expressed in terms of the complete elliptical integral of the first kind as
. We chose q 0 = π/2 to which there corresponds a period T = 7.416298709205487. We used the fourth and sixth order Euler-Maclaurin and Gauss methods with stepsize h = T /11 to integrate the problem over 4 · 10 5 periods. We then computed the errors y n −y 0 1 in the solution and |H(y n )−H(y 0 )| in the energy function at times multiples of the period T , that is for n = 11k, with k = 1, 2, . . . . Figures 1 and 2 report the obtained results. On the left plot, we can see that the error in the solution as time increases is essentially the same for the fourth-order formulae and quite similar for the sixth-order formulae. A near conservation of the energy function is observable on the right of each figure. The amplitudes of the bounded oscillations are similar for both methods thus confirming the good long-time behavior properties of Euler-Maclaurin formulae for the problem at hand.
The Kepler problem.
This classical problem describes the motion of two bodies subject to Newton's law of gravitation. As is well-known, the problem is a completely integrable Hamiltonian dynamical system with two degree of freedom (see, for example, [4] ). If the origin of the coordinate system is set on one of the two bodies, the Hamiltonian function
describes the motion of the other body, namely an ellipse in the q 1 -q 2 plane. Taking as initial conditions q 1 (0) = 1 − e, q 2 (0) = 0, p 1 (0) = 0, p 2 (0) = 1 + e 1 − e , the trajectory describes an ellipse with eccentricity e and is periodic with period T = 2π. Besides the total energy H, further relevant first integrals are the angular Fig. 3 . Results for the fourth-order Euler-Maclaurin method (solid lines) and Gauss method (dashed lines) applied to the Kepler problem.
momentum
M (q 1 , q 2 , p 1 , p 2 ) = q 1 p 2 − q 2 p 1 . and the Lenz vector A = (A 1 , A 2 , A 3 ) , whose components are
Of the four first integrals H, M, A 1 , and A 2 only three are independent so, for example, A 1 can be neglected. Having set e = 0.6 and h = T /200, we integrated the problem over 10 5 periods and computed the error y n −y 0 1 in the solution and in the three first integrals at specific times multiples of the period T , that is for n = 200k, with k = 1, 2, . . . . Figures 3 and 4 displacement of the associated masses. Denoting by q 1 , q 2 , . . . , q 2m the displacements of the masses from their rest points and assuming the endpoints of the external springs to be fixed, q 0 = q 2m+1 = 0, the resulting Hamiltonian problem is defined by the energy function
where p i =q i , i = 1, . . . , 2m are the conjugate momenta, and ω is the stiffness coefficient of the linear strings. Following the discussion in [15, page 22] , we introduce the energy I i associated with the ith linear spring I i = 1 4 (p 2i − p 2i−1 ) 2 + ω 2 (q 2i + q 2i−1 ) . 2w , 0, 0, 0, 0). The two pictures in Figure 5 display the absolute error in the Hamiltonian function (5.3) evaluated along the numerical solution produced by Euler-Maclaurin (solid line) and Gauss (dashed line) methods. On the left are the results for the fourth-order formulae, while on the right are the results for the sixth order formulae. We can see that, for both methods, the Hamiltonian function is nearly conserved. The pictures in Figure 6 suggest that the very same conclusions apply to the nearly conserved quantity I(t) above defined: there is an exchange of energy among the linear modes but the total energy does not exhibit any drift.
6. Conclusions. This paper studies the conservation properties of Euler-Maclaurin formulae and their implementation on the Infinity Computer. These are a family of multi-derivative one-step methods containing the classical trapezoidal method. As is the case with this latter method, each member of the family is topologically conjugate to a B-series symplectic formula, which makes it suitable for integrating canonical Hamiltonian systems over long times.
A new approach to compute the exact higher order derivatives using numerical infinities and infinitesimals is proposed. This new technique is simple, does not use the analytical expression of the function f (y), and avoids hard evaluations with tensors related to the function f (y). A comparison among this new approach and other known techniques, such as automatic differentiation, is beyond the scope of this paper and will be considered in a future work.
