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A MONOMIAL BASIS FOR THE VIRASORO MINIMAL SERIES
M(p, p′) : THE CASE 1 < p′/p < 2
B. FEIGIN, M. JIMBO, T. MIWA, E. MUKHIN AND Y. TAKEYAMA
Abstract. Quadratic relations of the intertwiners are given explicitly in two cases of chi-
ral conformal field theory, and monomial bases of the representation spaces are constructed
by using the Fourier components of the intertwiners. The two cases are the (p, p′)-minimal
series Mr,s (1 ≤ r ≤ p−1, 1 ≤ s ≤ p
′−1) for the Virasoro algebra where 1 < p′/p < 2, and
the level k integrable highest weight modules V (λ) (0 ≤ λ ≤ k) for the affine Lie algebra
ŝl2.
1. Introduction
In this paper, we study quadratic relations satisfied by intertwiners (or primary fields)
in chiral conformal field theory in two basic cases: (I) the (p, p′)-minimal series Mr,s (1 ≤
r ≤ p − 1, 1 ≤ s ≤ p′ − 1) for the Virasoro algebra where 1 < p′/p < 2, and (II) the level
k integrable highest weight modules V (λ) (0 ≤ λ ≤ k) for the affine Lie algebra ŝl2. We
consider special intertwiners: the (2, 1)-primary field acting as Mr,s → Mr±1,s for (I), and
the C2 intertwiner acting as V (λ) → V (λ ± 1) for (II). We write explicitly the quadratic
relations for these intertwiners. Our aim is to construct bases of representation spaces
by using the intertwiners. We construct vectors in representation spaces from the highest
weight vectors by the action of monomials in the Fourier components of intertwiners. In
Case (I), the space ⊕p−1r=1Mr,s is generated from the highest weight vector |b(s), s〉 ∈Mb(s),s
by the action of the (2, 1)-primary field. We choose 1 ≤ b(s) ≤ p− 1 in such a way that the
conformal dimension ∆r,s of the space Mr,s attains the minimum at r = b(s). Similarly, in
Case (II), the space ⊕kλ=0V (λ) is generated from the highest weight vector |0〉 ∈ V (0) by the
action of the C2 intertwiner. We call these vectors monomials. Using the quadratic relations,
we rewrite an arbitrary monomial as a linear combination of monomials satisfying certain
admissibility conditions. We then prove that admissible monomials are linearly independent
by computing the characters of representations.
There exist several constructions of monomial bases in terms of the chiral conformal
algebras (the Virasoro algebra, the affine Lie algebras, and so on), instead of the intertwiners
[3, 4, 5, 6]. For comparison we review one of such constructions for the Virasoro algebra.
In [10] a monomial base of the irreducible moduleM1,s(≃M1,2k+3−s) (1 ≤ s ≤ k+1) in the
(2, 2k + 3)-minimal series is constructed. In addition to the Lie algebra relations, which is
quadratic, the Virasoro generators Ln satisfy additional relations of order k + 1: for each
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m ∈ Z an element of the form
k∑
l=0
∑
n1≤···≤nl
n1+···+nl=m
c(m)n1,...,nlLn1 · · ·Lnl
acts as zero on all modules M1,s. These relations are obtained from a single relation for the
Virasoro current. Using the relations one can reduce any monomial of the form
L−n1 · · ·L−nN |1, s〉 (n1 ≥ · · · ≥ nN > 0)
to those which satisfy the difference two conditions
(1.1) ni − ni+k ≥ 2 (1 ≤ i ≤ N − k).
In the case of intertwiners, the operators act from one irreducible module to another.
Therefore, in order to label monomials we need to specify a sequence of modules which
appear in the composition of intertwiners. We call it a path. Since different modules have
different conformal dimensions, a natural parametrization of the Fourier components is by
rational numbers instead of integers. In Case (I), monomials are of the form
φ
(r0,r1)
−n1 · · ·φ
(rN−1,rN )
−nN
|b(s), s〉
where rN = b(s), ri = ri+1 ± 1 and ni ∈ ∆ri−1,s − ∆ri,s + Z. The operator φ
(r,r′)
n maps
Mr′,s →Mr,s.
The difference two conditions change to
ni − ni+1 ≥ w(ri, ri+1, ri+2) (1 ≤ i ≤ N − 1)
where w(r, r′, r′′) (r = r′± 1, r′ = r′′± 1) are rational numbers. Namely, the distance k and
the gap 2 in (1.1) change to the distance 1 and the gap w. The gap is dependent on the
path.
Let us illustrate the gap condition in the simplest case w(r + 2, r + 1, r) = t/2. The
quadratic relation reads
z
−t/2
1 (1− z2/z1)
−t/2φ(r+2,r+1)(z1)φ
(r+1,r)(z2)
= z
−t/2
2 (1− z1/z2)
−t/2φ(r+2,r+1)(z2)φ
(r+1,r)(z1),
where we have the expansion
φ(r,r
′)(z) =
∑
n∈Z+∆r′,s−∆r,s
φnz
−n−∆2,1 .
Let (1 − z)−t/2 =
∑
n≥0 cnz
n be the Taylor expansion. In terms of the Fourier coefficients
we have the following relations
φ(r+2,r+1)m φ
(r+1,r)
n + c1φ
(r+2,r+1)
m−1 φ
(r+1,r)
n+1 + · · ·
= φ
(r+2,r+1)
n−t/2 φ
(r+1,r)
m+t/2 + c1φ
(r+2,r+1)
n−t/2−1 φ
(r+1,r)
m+t/2+1 + · · · .
If n − m < t/2, we can reduce a monomial φ
(r+2,r+1)
m φ
(r+1,r)
n by this relation to a linear
combination of monomials φ
(r+2,r+1)
m′ φ
(r+1,r)
n′ where n
′−m′ > n−m. The case w(r, r± 1, r)
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is more involved. Instead of the power function (1 − z2/z1)
−t/2 we need a hypergeometric
series. The details are given in the main text.
The combinatorial structure of monomial bases for Case (II) is similar. In this case, the
intertwiner has two components corresponding to two weight vectors in the sl2 module C
2.
Therefore, we need another kind of paths which describe the composition sequence of these
components.
In [13] and [11], respectively, a monomial base in terms of the Ck+1 intertwiner for the
level k integrable highest weight ŝl2 modules, and one in terms of the (2, 1)-primary field
in the (3, p′) Virasoro minimal series, respectively, is constructed, To be precise, monomial
bases constructed in these papers are not bases for the modules but ones for direct sums of
the tensor products of the modules with certain bosonic Fock spaces. The intertwiners are
modified by bosonic vertex operators so that they constitute a new VOA.
Finally, we mention [14], in which, in the framework of VOA, an existence of an infinite
set of quadratic relations is shown. In the present paper, in Cases (I) and (II), we give
explicit forms of quadratic relations. We use finitely many components of intertwiners, only
one in Case (I) and two in Case (II), and write finitely many quadratic relations. Each
relation consists of infinitely many relations for the Fourier components of the intertwiners.
We also prove that the left ideal which annihilates the highest weight vector is generated
by these relations (and the highest weight conditions) by showing that monomial bases are
obtained by reduction using these quadratic relations.
The plan of the paper is as follows. In Section 2 we derive the quadratic relations
of the intertwiners for Case (I). In Section 3 we construct monomial bases for Case (I).
Construction of the quadratic relations and the monomial bases for Case (II) is given in
Section 4.
2. Quadratic relations for the (2, 1)-primary field
2.1. The (2, 1)-primary field in the minimal series. In this subsection we introduce
our notation, and summarize some basic facts concerning representations of the Virasoro
algebra which will be used in subsequent sections. For these and related formulas, we find
the textbook [1] to be a useful reference.
Let Vir be the Virasoro algebra with the standard C-basis {Ln}n∈Z and c, satisfying
[Lm, Ln] = (m− n)Lm+n +
c
12
m(m2 − 1)δm+n,0, [c, Ln] = 0.
Fix a pair (p, p′) of relatively prime positive integers. We set
t =
p′
p
.
Though we will consider only the case 1 < t < 2 later on, we do not make this assumption in
Section 2. For each (p, p′), there exists a family of irreducible Vir -modulesMr,s =Mr,s(p, p
′)
(1 ≤ r ≤ p− 1, 1 ≤ s ≤ p′ − 1) on which c acts as the scalar
cp,p′ = 13− 6
(
t+
1
t
)
.
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We use the notation |v〉 to represent an element of Mr,s. The moduleMr,s is Q-graded with
respect to the degree operator L0,
Mr,s = ⊕d∈Z≥0+∆r,s(Mr,s)d,
(Mr,s)d = {|v〉 ∈Mr,s | L0|v〉 = d|v〉},
where dimC(Mr,s)∆r,s = 1 and
∆r,s =
(rt− s)2 − (t− 1)2
4t
.
We fix a generator of (Mr,s)∆r,s and denote it by |r, s〉. We have Ln(Mr,s)d ⊂ (Mr,s)d−n, so
that Ln|r, s〉 = 0 (n > 0), and L−n (n > 0) are the creation operators.
Consider the right Vir -module M∗r,s = ⊕d∈Z≥0+∆r,s(Mr,s)
∗
d, (Mr,s)
∗
d = HomC
(
(Mr,s)d,C
)
.
For 〈u| ∈ (Mr,s)
∗
d and |v〉 ∈ (Mr,s)d, we set deg〈u| = d, deg |v〉 = d, and write the dual
couplingM∗r,s×Mr,s → C as (〈u|, |v〉) 7→ 〈u|v〉. We denote by 〈r, s| ∈ (Mr,s)
∗
∆r,s
the element
such that 〈r, s|r, s〉 = 1.
In conformal field theory, the notion of primary fields plays a key role. The (k, l)-primary
field is a collection of generating series
φ
(r′,s′;r,s)
k,l (z) =
∑
n∈Z+∆r,s−∆r′,s′
(φ
(r′,s′;r,s)
k,l )nz
−n−∆k,l ,
whose coefficients are linear operators (φ
(r′,s′;r,s)
k,l )n :Mr,s →Mr′,s′. Up to a scalar multiple,
it is characterized by the following properties.
[Ln, φ
(r′,s′;r,s)
k,l (z)] = z
n
(
z∂ + (n + 1)∆k,l
)
φ
(r′,s′;r,s)
k,l (z),(2.1)
(φ
(r′,s′;r,s)
k,l )n(Mr,s)d ⊂ (Mr′,s′)d−n.
Here and after, we set ∂ = d/dz.
In this paper we will consider only the (2, 1)-primary field. It exists for (r′, s′) = (r±1, s)
with 1 ≤ r, r ± 1 ≤ p − 1, 1 ≤ s ≤ p′ − 1. Normally we suppress the index (r, s) and write
it as
φ±(z) = φ
(r±1,s;r,s)
2,1 (z) =
∑
n∈Z+∆r,s−∆r±1,s
φ±n z
−n−∆2,1 ,(2.2)
where ∆2,1 = (3t− 2)/4. We choose the normalization
1
φ±∆r,s−∆r±1,s |r, s〉 = |r ± 1, s〉.(2.3)
It is known that the highest-to-highest matrix element
H(z1, z2) = 〈r
′, s|φσ1(z1)φ
σ2(z2)|r, s〉 (r
′ = r + σ1 + σ2)
satisfies the second order linear differential equation(
1
t
∂2 +
(1
z
+
1
z − 1
)
∂ −
∆r,s
z2
−
∆2,1
(z − 1)2
+
2∆2,1 +∆r,s −∆r′,s
z(z − 1)
)
H(1, z) = 0.
1Our normalization (2.3) is different from the one commonly used in conformal field theory, where one
demands 〈r, s|φσ(z1)φ
−σ(z2)|r, s〉 = (z1 − z2)
−2∆2,1 + · · · as z1 → z2.
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The existence, and the above differential equation, are the only information we will need
about φ±(z).
Together with the homogeneity H(kz1, kz2) = k
∆r′,s−∆r,s−2∆2,1H(z1, z2) and the normal-
ization (2.3), H(z1, z2) are determined as follows.
〈r ± 2, s|φ±(z1)φ
±(z2)|r, s〉 = (z1z2)
−(t−1)/2±(rt−s)/2(z1 − z2)
t/2,
〈r, s|φ∓(z1)φ
±(z2)|r, s〉 = (z1z2)
−∆2,1y±r,s(z2/z1),
where
y±r,s(z) = z
t/4±(rt−s)/2(1− z)1−3t/2F
(
1− t, 1− t± (rt− s), 1± (rt− s); z
)
(2.4)
and F (a, b, c; z) denotes the hypergeometric function. In the particular case r = 1 or
r = p− 1, there are only the following possibilities:
r = 1 : y+1,s(z) = z
3t/4−s/2(1− z)1−3t/2F (1− t, 1− s, 1− s+ t; z),
r = p− 1 : y−p−1,s(z) = z
3t/4−(p′−s)/2(1− z)1−3t/2F (1− t, 1− p′ + s, 1− p′ + s+ t; z).
The relevant hypergeometric functions are reciprocal polynomials, i.e.,
F (a,−n, 1− a− n; z−1) = z−nF (a,−n, 1− a− n; z) (n ∈ Z≥0).(2.5)
From these results and the intertwining property (2.1), it follows that the general matrix
elements 〈u|φσ1(z1)φ
σ2(z2)|v〉 (〈u| ∈ M
∗
r′,s, |v〉 ∈ Mr,s) are Laurent series convergent in the
domain |z1| > |z2|, multiplied by an overall rational power of z1, z2.
2.2. A bilinear relation for hypergeometric functions. The hypergeometric equation
for y±r,s(z) is invariant under the substitution z → z
−1. In this subsection, we derive an
identity for solutions to such an equation.
Let us consider a Fuchsian linear differential equation with regular singularities at 0, 1,∞,
which is also invariant under the substitution z → z−1. It takes the general form
d2y
dz2
+
(
1− λ+ − λ−
z
+
1− µ− ν
z − 1
)
dy
dz
+
(
λ+λ−
z2
+
µν
z(z − 1)2
)
y = 0,
where λ±, µ, ν ∈ C are parameters satisfying the relation
2(λ+ + λ−) + µ+ ν = 1.
The corresponding Riemann scheme is 0 1 ∞λ+ µ λ+
λ− ν λ−
 .(2.6)
We assume that λ+ − λ−, µ− ν 6∈ Z. Then a basis of solutions is given by
y±(z) = C±(−z)λ±(1− z)µF
(
λ+ + λ− + µ, 2λ± + µ, 1± (λ+ − λ−); z
)
with C± 6= 0. Fixing the branch by arg (−z) = 0 for z < 0, we have the transformation law
yτ (z−1) =
∑
σ=±
yσ(z)Bτσ ,
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where the connection matrix B = (Bτσ)σ,τ=± is given by
B±± =
sinπ(λ+ + λ− + µ)
sinπ(λ∓ − λ±)
, B±∓ =
Γ(λ± − λ∓)Γ(1 + λ± − λ∓)
Γ(2λ± + µ)Γ(1− 2λ∓ − µ)
C±
C∓
.(2.7)
Consider now the Riemann scheme 0 1 ∞− λ+ −µ −λ+
− λ− 2− ν −λ−
 .(2.8)
Let
yˇ±(z) = Cˇ±(−z)−λ±(1− z)−µF
(
−λ+ − λ− − µ, − 2λ± − µ, 1∓ (λ+ − λ−); z
)
(2.9)
be a basis of solutions of the corresponding differential equation. From (2.7) it follows that,
if
C+Cˇ+ = −
2λ− + µ
2λ+ + µ
C−Cˇ−,(2.10)
then the connection matrix associated with (2.9) is given by tB−1. We take
Cˇ±C± =
2λ∓ + µ
2(λ∓ − λ±)
,(2.11)
so that (2.10) and C+Cˇ+ + C−Cˇ− = 1 hold.
Lemma 2.1. With the choice (2.11), the following identities hold.
y+(z)yˇ+(z) + y−(z)yˇ−(z) = 1,(2.12)
y+(z)(z∂yˇ+)(z) + y−(z)(z∂yˇ−)(z) =
µ
2
1 + z
1− z
.(2.13)
Proof. Denote by ϕ(z), ϕ˜(z) the left hand sides of (2.12), (2.13), respectively. They are
single valued and holomorphic at z = 0. From the relations of the connection matrices
mentioned above, we have ϕ(z−1) = ϕ(z), ϕ˜(z−1) = −ϕ˜(z). Therefore they are single
valued also at z =∞, and hence on P1. From the Riemann schemes (2.6), (2.8), we see that
ϕ(z) is regular at z = 1, while ϕ˜(z) has at most a simple pole there. The lemma follows
from these facts. 
2.3. Exchange relations. The aim of this subsection is to derive the quadratic exchange
relations for the (2, 1)-primary field.
First let us introduce several functions fσr,s, g
σ
r,s, h
σ
r,s which enter these relations. They are
of the form zα1 z
β
2ψ(z2/z1), where α, β ∈ Q and ψ(z) is a power series convergent in |z| < 1.
Suppose 2 ≤ r ≤ p− 2. Set
λ± = ∆r±1,s −∆r,s =
t
4
±
rt− s
2
,
µ = −2∆2,1 = 1−
3t
2
, ν = ∆3,1 − 2∆2,1 =
t
2
,
and C± = eπiλ± .
With this choice of parameters, y±(z) becomes y±r,s(z) in (2.4). The corresponding func-
tions yˇ±(z) defined by (2.9) and (2.11) will be denoted by yˇ±r,s(z).
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Define
f±r,s(z1, z2) = (z1z2)
∆2,1z−11 (1− z2/z1)
−1yˇ±r,s(z2/z1),
g±r,s(z1, z2) = (z1z2)
∆2,1(z∂yˇ±r,s)(z2/z1).
In the case r = 1 or p − 1, we define fσr,s(z1, z2) = g
σ
r,s(z1, z2) = 0 except for the following
ones.
f+1,s(z1, z2) = K1−t,s−1z
3(t−1)/2+s/2−1
1 z
(s−1)/2
2 (1− z2/z1)
−2+3t/2,(2.14)
f−p−1,s(z1, z2) = K1−t,p′−s−1z
3(t−1)/2+(p′−s)/2−1
1 z
(p′−s−1)/2
2 (1− z2/z1)
−2+3t/2.
Here Ka,n = F (a,−n, 1 − a− n; 1)
−1 =
∏n−1
j=0 (a+ j)/(2a + j). Define also
h±r,s(z1, z2) = (z1z2)
(t−1)/2∓(rt−s)/2z
−t/2
1 (1− z2/z1)
−t/2(2.15)
for all r, s.
Consider the formal series
Fr,s(z1, z2) :=
∑
σ=±
fσr,s(z1, z2)φ
−σ(z1)φ
σ(z2),
Gr,s(z1, z2) :=
∑
σ=±
gσr,s(z1, z2)φ
−σ(z1)φ
σ(z2),
Hσr,s(z1, z2) := h
σ
r,s(z1, z2)φ
σ(z1)φ
σ(z2).
These series have the form
∑
m,n∈Z Om,nz
m
1 z
n
2 , where each coefficient Om,n is a well defined
linear operator.
Lemma 2.2. The following identities hold:
〈r, s|Fr,s(z1, z2)|r, s〉 =
1
z1 − z2
Pr,s(z1, z2),(2.16)
〈r, s|Gr,s(z1, z2)|r, s〉 = (−∆2,1)
z1 + z2
z1 − z2
(2 ≤ r ≤ p− 2),(2.17)
〈r + 2σ, s|Hσ(z1, z2)|r, s〉 = 1,(2.18)
where Pr,s(z1, z2) is a homogeneous symmetric polynomial satisfying
Pr,s(z, z) =

1 (2 ≤ r ≤ p− 2),
zs−1 (r = 1),
zp
′−s−1 (r = p− 1).
Proof. Using Lemma 2.1, formulas (2.16), (2.17) for 2 ≤ r ≤ p − 2 and (2.18) are easily
verified with Pr,s(z1, z2) = 1. Formula (2.16) for r = 1 follows from
P1,s(z1, z2) = z
s−1
1
F (1− t, 1− s, 1− s+ t; z2/z1)
F (1 − t, 1− s, 1− s+ t; 1)
and (2.5). The case r = p− 1 is similar. 
Denote by C[z±11 , z
±1
2 ]
S2 the space of symmetric Laurent polynomials in z1, z2.
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Lemma 2.3. Set Ln = z
n+1
1 ∂1 + z
n+1
2 ∂2 + (n + 1)(z
n
1 + z
n
2 )∆2,1, ∂j = ∂/∂zj . Then there
exist an, bn, cn, dn, en ∈ C[z
±1
1 , z
±1
2 ]
S2 such that
[Ln,Fr,s(z1, z2)] =
(
Ln + an(z1, z2)
)
Fr,s(z1, z2) + bn(z1, z2)Gr,s(z1, z2),(2.19)
[Ln,Gr,s(z1, z2)] = cn(z1, z2)Fr,s(z1, z2) +
(
Ln + dn(z1, z2)
)
Gr,s(z1, z2),(2.20)
[Ln,H
σ
r,s(z1, z2)] =
(
Ln + en(z1, z2)
)
H
σ
r,s(z1, z2).(2.21)
Proof. Let us show 2.19 assuming 1 < r < p− 1. Using
[Ln, φ
−σ(z1)φ
σ(z2)] = Lnφ
−σ(z1)φ
σ(z2),
we obtain
[Ln,Fr,s(z1, z2)]− LnFr,s(z1, z2)
= −
∑
σ=±
(zn+11 ∂1 + z
n+1
2 ∂2)f
σ
r,s(z1, z2) · φ
−σ(z1)φ
σ(z2)
= an(z1, z2)Fr,s(z1, z2) + bn(z1, z2)Gr,s(z1, z2),
where
an(z1, z2) =
zn+11 − z
n+1
2
z1 − z2
−∆2,1(z
n
1 + z
n
2 ),
bn(z1, z2) =
zn1 − z
n
2
z1 − z2
.
Hence we have (2.19). For r = 1 or p− 1, we find
[Ln,Fr,s(z1, z2)]−LnFr,s(z1, z2) = a
′
n(z1, z2)Fr,s(z1, z2),
where
a′n(z1, z2) = −
s′ − 1
2
(zn1 + z
n
2 )− (2∆2,1 − 1)
zn+11 − z
n+1
2
z1 − z2
and s′ = s (r = 1) or p′ − s (r = p− 1).
Likewise we have
[Ln,Gr,s(z1, z2)]− LnGr,s(z1, z2)
= −∆2,1(z
n
1 + z
n
2 )Gr,s(z1, z2)
+(z1z2)
∆2,1(zn1 − z
n
2 )
∑
σ=±
(
(z∂)2yˇσr,s
)
(z2/z1) · φ
−σ(z1)φ
σ(z2).
With the substitution
(z∂)2yˇr,s =
t
2
z + 1
z − 1
z∂yˇr,s −
(
t2
16
−
(rt− s)2
4
− (
3t
2
− 1)(
t
2
− 2)
z
(z − 1)2
)
yˇr,s,
the right hand side becomes
cn(z1, z2)Fr,s(z1, z2) + dn(z1, z2)Gr,s(z1, z2),
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with
cn(z1, z2) = −
zn1 − z
n
2
z1 − z2
(( t2
16
−
(rt− s)2
4
)
(z1 − z2)
2 − (
3t
2
− 1)(
t
2
− 2)z1z2
)
,
dn(z1, z2) = −
(
t
2
zn1 − z
n
2
z1 − z2
(z1 + z2) + ∆2,1(z
n
1 + z
n
2 )
)
.
This proves (2.20).
The case (2.21) is similar. 
Proposition 2.4. Set δ(z2/z1) =
∑
n∈Z z
−n
1 z
n
2 . We have the identities of formal series∑
σ=±
fσr,s(z1, z2)φ
−σ(z1)φ
σ(z2) +
∑
σ=±
fσr,s(z2, z1)φ
−σ(z2)φ
σ(z1)(2.22)
= z−11 δ(z2/z1)×

1 (2 ≤ r ≤ p− 2),
zs−11 (r = 1),
zp
′−s−1
1 (r = p− 1),∑
σ=±
gσr,s(z1, z2)φ
−σ(z1)φ
σ(z2) +
∑
σ=±
gσr,s(z2, z1)φ
−σ(z2)φ
σ(z1)(2.23)
= (−2∆2,1)δ(z2/z1) (2 ≤ r ≤ p− 2),
hσr,s(z1, z2)φ
σ(z1)φ
σ(z2) = h
σ
r,s(z2, z1)φ
σ(z2)φ
σ(z1).(2.24)
Proof. We show that for any 〈u| ∈M∗r′,s, |v〉 ∈Mr,s we have modulo (z1 − z2)C[z
±1
1 , z
±1
2 ]
S2
〈u|Fr,s(z1, z2)|v〉 ≡
1
z1 − z2
〈u|v〉Pr,s(z1, z2),(2.25)
〈u|Gr,s(z1, z2)|v〉 ≡ (−∆2,1)
z1 + z2
z1 − z2
〈u|v〉 (2 ≤ r ≤ p− 2),(2.26)
where Pr,s(z1, z2) is as in Lemma 2.2.
We also show that modulo C[z±11 , z
±1
2 ]
S2
〈u|Hσr,s(z1, z2)|v〉 ≡ 0.(2.27)
The left hand sides are convergent in the domain |z1| > |z2|. Noting that
1
z1 − z2
Pr,s(z1, z2) + (z1 ↔ z2) = z
−1
1 δ(z2/z1)× Pr,s(z1, z1),
we obtain the proposition.
By Lemma 2.2, (2.25)–(2.27) hold true in the case 〈u| = 〈r′, s|, |v〉 = |r, s〉. By induction,
suppose they are true for 〈u′|, |v′〉 with deg〈u′|+deg |v′〉 < deg〈u|+deg |v〉. We may assume
either 〈u| = 〈u′|Ln or |v〉 = L−n|v
′〉 with some 〈u′|, |v′〉 and n > 0. From Lemma 2.3, we
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have in the first case with 1 < r < p− 1,
〈u′|LnFr,s(z1, z2)|v〉
≡ 〈u′|Fr,s(z1, z2)Ln|v〉+ (Ln + an(z1, z2))〈u
′|Fr,s(z1, z2)|v〉 + bn(z1, z2)〈u
′|Gr,s(z1, z2)|v〉
≡ 〈u′|Ln|v〉
1
z1 − z2
Pr,s(z1, z2)
+
(
(Ln + an(z1, z2))
1
z1 − z2
+ bn(z1, z2)(−∆2,1)
z1 + z2
z1 − z2
)
〈u′|v〉.
In the last line we used the induction hypothesis. The second term in the right hand side is
a Laurent polynomial. Indeed, using the expressions for an, bn given in the proof of Lemma
2.3, we find
(z1 − z2)
(
(Ln + an(z1, z2))
1
z1 − z2
+ bn(z1, z2)(−∆2,1)
z1 + z2
z1 − z2
)
= ∆2,1
(
n(zn1 + z
n
2 )−
zn1 − z
n
2
z1 − z2
(z1 + z2)
)
.
Since it vanishes at z2 = z1, the assertion follows.
In the same way, in the case r = 1 or p−1, we are to check that (Ln+a
′
n(z1, z2))
Pr,s(z1,z2)
z1−z2
is a Laurent polynomial, where a′n is as in the proof of Lemma 2.3. This can be verified by
noting that (zn+11 ∂1 + z
n+1
2 ∂2)Pr,s(z1, z1) = (s
′ − 1)zn+s
′−1
1 .
The other cases can be proved in a similar manner. 
3. Monomial bases in terms of the primary field φ2,1
We fix coprime integers p, p′ (t = p′/p) satisfying
(3.1) 1 < t < 2,
and consider the representations Mr,s (1 ≤ r ≤ p − 1, 1 ≤ s ≤ p
′ − 1) of the Virasoro
algebra in the (p, p′) minimal series. We construct a monomial basis of Mr,s by using the
(2, 1)-primary field.
3.1. Spanning set of monomials. In this subsection we construct a spanning set of
vectors for each Mr,s. In the next subsection, we prove that it constitutes a basis.
For each 1 ≤ s ≤ p′−1 we define b(s) by the condition that the conformal dimension ∆r,s
takes the minimal value at r = b(s) for fixed s. Because of the restriction (3.1), we have
(3.2) [tb(s)] = s or s− 1.
Here [x] is the integer part of x. We construct vectors in the spaces Mr,s (1 ≤ r ≤ p − 1)
by applying the Fourier components φ±n of the (2, 1)-primary field (2.2) to |b(s), s〉.
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To each triple of integers (r, r′, r′′) satisfying the conditions 1 ≤ r, r′, r′′ ≤ p−1, r′ = r±1
and r′′ = r′ ± 1 we associate a local weight w(r, r′, r′′):
w(r, r ± 1, r ± 2) =
t
2
,(3.3)
w(r, r + 1, r) = 2−
t
2
+ [tr]− tr,(3.4)
w(r, r − 1, r) = 1−
t
2
− [tr] + tr.(3.5)
We have
w(r, r′, r′′) ≥ 0,(3.6)
w(r, r′, r′′) ≡ ∆r′′,s +∆r,s − 2∆r′,s mod Z,(3.7)
w(r, r′, r′′) = w(p− r, p − r′, p− r′′).(3.8)
A sequence of integers r = (r0, r1, . . . , rL) satisfying the conditions 1 ≤ ri ≤ p − 1 and
ri+1 = ri ± 1 is called a one-dimensional configuration of length L. We denote by C
(L)
a,c
the set of one-dimensional configurations of length L satisfying r0 = a and rL = c. By the
definition C
(L)
a,c is an empty set unless L ≡ a− c mod 2.
Let L ≥ 0 be an integer. We define type s admissible monomials of length L, and
associated one-dimensional configurations of length L.
A type s monomial of length L is a sequence m = (σ1,m1; . . . , ;σL,mL) of signs σi = ±
(or σi = ±1) and rational numbers mi ∈ Q (1 ≤ i ≤ L). The associated one-dimensional
configuration r = r(m) of length L is defined by
(3.9) r(m)L = b(s) and r(m)i−1 = r(m)i + σi (2 ≤ i ≤ L).
A void sequence is a type s monomial of length 0. We denote it by ∅. The monomial ∅
is the unique type s monomial of length 0. It is an admissible monomial by definition. The
associated one-dimensional configuration r(∅) is such that r(∅)0 = b(s).
If L ≥ 1, a type s monomial m is admissible if and only if the following conditions, where
1 ≤ i ≤ L− 1, are valid.
1 ≤ r(m)i ≤ p− 1,(3.10)
−mi ∈ ∆r(m)i−1,s −∆r(m)i,s + Z,(3.11)
−mL ∈ ∆r(m)L−1,s −∆b(s),s + Z≥0,(3.12)
−mi +mi+1 ∈ w(r(m)i−1, r(m)i, r(m)i+1) + Z≥0.(3.13)
With each admissible monomial m = (σ1,m1; . . . , ;σL,mL) of type s we associate the
product of the Fourier components:
(3.14) Φ(m) = φσ1m1 . . . φ
σL
mL ,
and define a vector |m〉 ∈Mr,s where r = r(m)0 by
(3.15) |m〉 = Φ(m)|b(s), s〉.
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The degree of the vector |m〉 is given by
(3.16) d(m) = ∆b(s),s −
L∑
i=1
mi,
This is consistent with the degree d in Mr,s = ⊕d(Mr,s)d given by the operator L0:
(3.17) (Mr,s)d = {v ∈Mr,s|L0v = dv}.
The operator φσn changes the degree by −n.
Starting from the vector |b(s), s〉, we create vectors successively by the operators φσimi . The
conditions (3.10) and (3.11) ensure that the operator φσimi is acting asMr(m)i,s →Mr(m)i−1,s,
the condition (3.12) must hold if the vector φσLmL |b(s), s〉 is non-zero, and the condition (3.13)
requires that the increment from i+1 to i of the degree differences caused by the operators
φ
σi+1
mi+1 and φ
σi
mi is at least w(r(m)i−1, r(m)i, r(m)i+1).
We denote by Br,s the set of type s admissible monomials m such that r(m)0 = r. In
Br,s the length of elements varies. We will prove
Proposition 3.1. The set of vectors {|m〉|m ∈ Br,s} is a spanning set of vectors in Mr,s.
We prepare some notation before starting the proof of Proposition 3.1.
We denote by B˜r,s the set of type s monomials satisfying (3.10), (3.11), (3.12) and
r(m)0 = r. We drop the conditions (3.13) from Br,s. The vectors |m〉 are defined for
monomials m ∈ B˜r,s as well. We have
Proposition 3.2. The set of vectors {|m〉|m ∈ B˜r,s} is a spanning set of vectors in Mr,s.
Proof. Let V ⊂ ⊕1≤r≤p−1Mr,s be the linear span of the vectors φ
σ1
m1 . . . φ
σL
mL
|b(s), s〉. The
proposition will follow if we show
|r, s〉 ∈ V (1 ≤ r ≤ p− 1),(3.18)
LnV ⊂ V (n ∈ Z).(3.19)
Assertion (3.18) is clear from (2.3). Assertion (3.19) for n ≥ 0 follows from the intertwining
relation (2.1) and the highest condition Ln|r, s〉 = 0 (n ≥ 0). To verify (3.19) for n < 0, it
is enough to show that Ln|b(s), s〉 ∈ V for n = −1,−2. This can be seen by the following
formula obtained by using (2.3), (2.1):
L−1|r, s〉 = ±
(r ∓ 1)t− s± 1
t
φ±∆r∓1,s−∆r,s−1|r ∓ 1, s〉,(
L−2 ±
t
(r ∓ 1)t− s± 1
L2−1
)
|r, s〉
= ±
2
t
(
(r ∓ 1)t− s± 2
)
φ±∆r∓1,s−∆r,s−2|r ∓ 1, s〉.
The proof is over. 
The vectors in Proposition 3.2 are not linearly independent. We want to discard those
which are linearly dependent on others. In order to do this procedure systematically, we
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define a partial ordering of the set B˜r,s. We will show that if a monomial m ∈ B˜r,s is non-
admissible the vector |m〉 can be written as a linear combination of the vectors associated
with monomials smaller than m.
Let m,m′ ∈ B˜r,s, and let L,L
′ be the lengths of m,m′, respectively. We write m < m′
if and only if L < L′, or L = L′ and there exists 1 ≤ l ≤ L such that mi = m
′
i for all
1 ≤ i ≤ l − 1 and ml < m
′
l. Note that the above ordering is not a total order because we
do not compare m,m′ if they have the same length L and mi = m
′
i for all 1 ≤ i ≤ L, but
r(m) 6= r(m′). Since the number of monomials of a fixed degree is finite, it follows that the
vectors associated with non-admissible monomials are contained in the linear span of those
associated with admissible monomials.
Proposition 3.3. If a monomial m ∈ B˜r,s does not satisfy (3.13), then it can be written
as a linear combination of vectors corresponding to smaller monomials in B˜r,s.
Before starting the proof we prepare some notation and a technical lemma.
Recall that ρ = rt− s, λ± = t/4± ρ/2. We set
δ =
{
0 if n1 + n2 is even;
1 if n1 + n2 is odd,
(3.20)
w+ = w(r, r + 1, r) = 2− t/2 + [ρ]− ρ,(3.21)
w− = w(r, r − 1, r) = 1− t/2− [ρ] + ρ.(3.22)
Note that 1 < w− + w+ < 2.
We expand the hypergeometric functions which appear in (2.22):
f±(z) = (1− z)−2+
3t
2 F (−1 + t,−1 + t∓ ρ, 1∓ ρ; z)(3.23)
= (1− z)1−
t
2F (2− t, 2− t∓ ρ, 1 ∓ ρ; z)
=
∑
n∈Z
f±n z
n.
For (2.23), we have
g±(z) = (z∂ − λ±)
(
(1− z)f±(z)
)
(3.24)
=
∑
n∈Z
g±n z
n.
Note that if n < 0, we have f±n = g
±
n = 0.
Lemma 3.4. Define a (2n+ δ) × (2n+ δ) matrix
(3.25) Mn,δ(ρ)j,k =
{
f+j+k−n−1−δ + f
+
−j+k−n if 1 ≤ j ≤ n+ δ;
g+j+k−2n−1−δ + g
+
−j+k+1 if n+ δ + 1 ≤ j ≤ 2n+ δ.
The matrix Mn,δ(ρ) is non-singular.
Proof. Set
(3.26) Dn,δ(ρ) = detMn,δ(ρ).
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We will show that up to a non-zero constant the determinant factorizes:
(3.27) Dn,δ(ρ) = const.
∏2n−1+δ
i=1 {(ρ+ t− i− 1)(ρ− t− i+ 2)}
n−[ i−δ2 ]∏2n−1+δ
i=1 (ρ− i)
2n−i+δ
Since the determinant never vanishes when 2 ≤ r ≤ p− 2, the proof will be thus finished.
Set
(3.28) f+n =
an(ρ)∏n
i=1(ρ− i)
, g+n =
bn(ρ)∏n
i=1(ρ− i)
.
From (3.23) and (3.24) we see that an(ρ) and bn(ρ) are polynomials in ρ of degree n and
n+1, respectively. This implies that if we multiply Dn,δ(ρ) by the denominator in the right
hand side of (3.27), we have a polynomial in ρ of degree 2n(n + δ). Therefore, in order to
prove (3.27) it is enough to show that for 1 ≤ i ≤ 2n−1+δ by specializing at ρ = −t+ i+1
or ρ = t+ i− 2, the corank of the matrix Mn,δ(ρ) becomes at least n− [(i− δ)/2].
We prove the statement above for the case δ = 0 and ρ = −t+ i+ 1. Three other cases
are similar. From (3.23) we see that at the special values ρ = −t+ i+ 1 (i ≥ 1) the series
F (z) = (1−z)−1+
t
2 f+(z) becomes a reciprocal polynomial of degree i−1. Namely, we have
F (z) =
∑i−1
j=0 Fjz
j where Fj = Fi−1−j . Suppose that P (z) is a reciprocal polynomial of
degree l. Then, the polynomials (1 + z)P (z) and ((1− z)z∂ + lz)P (z) are also reciprocal
and their degrees are l + 1 and l. From this remark and (3.24) it follows that the series
G(z) = (1− z)−1+
t
2 g+(z) is a reciprocal polynomial of degree i.
Let (1 − z)−1+
t
2 =
∑
j∈Z cjz
j be the expansion at z = 0. If we replace f+j , g
+
j by the
coefficients Fj , Gj of F (z), G(z), the matrix Mn,δ(ρ) is left-multiplied by C = (Cjk) where
Cjk = ck−j. Therefore, it is enough to prove the statement when the matrix Mn,δ(ρ) is
given by Fj , Gj instead of f
+
j , g
+
j . On closer inspection, the matrix thus obtained proves to
have the symmetries
(3.29) (CMn,0(−t+ i+ 1))j,k = (CMn,0(−t+ i+ 1))j,2n+i−k
for 1 ≤ j, k ≤ n and 1 ≤ 2n+ i− k ≤ n. The assertion follows from this.
To show that the constant in (3.27) is non-zero, we specialize ρ = −1 and t = 2 which
produces a simple matrix with determinant ±2. 
Proof of Proposition 3.3. We start from Proposition 3.2. Suppose that a monomial
m ∈ B˜r,s does not satisfy (3.13). Then, we have L ≥ 2, and there exists 1 ≤ i ≤ L− 1 such
that
(3.30) −mi +mi+1 < w(r(m)i−1, r(m)i, r(m)i+1).
For the proof of Proposition 3.3 it is enough to show that the vector φσimiφ
σi+1
mi+1 |v〉 where
|v〉 = φ
σi+2
mi+2 · · ·φ
L
mL
|b(s), s〉 can be written as a linear combination of vectors of the form
φσ
′
n′φ
σ′′
n′′ |v〉 satisfying σi + σi+1 = σ
′ + σ′′, mi +mi+1 = n
′ + n′′ and n′ < mi.
We use the quadratic relations given in Proposition 2.4 to rewrite the product φσimiφ
σi+1
mi+1 .
There are six cases:
Case 1 : (r(m)i−1, r(m)i, r(m)i+1) = (r, r + 1, r + 2)
Case 2 : (r(m)i−1, r(m)i, r(m)i+1) = (r, r − 1, r − 2)
Case 3 : (r(m)i−1, r(m)i, r(m)i+1) = (1, 2, 1)
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Case 4 : (r(m)i−1, r(m)i, r(m)i+1) = (p− 1, p − 2, p− 1)
Case 5 : (r(m)i−1, r(m)i, r(m)i+1) = (r, r + 1, r) (2 ≤ r ≤ p− 2)
Case 6 : (r(m)i−1, r(m)i, r(m)i+1) = (r, r − 1, r) (2 ≤ r ≤ p− 2)
By the symmetry (r, s) ↔ (p − r, p′ − s), Case 2 is equivalent to Case 1, and Case 4 is
equivalent to Case 3.
Case 1 is discussed in Introduction. We will not repeat the argument. We can ignore
the right hand side of the quadratic identities (2.22) and (2.23), because it contributes with
only smaller terms to the corresponding monomials. If we forget the right hand side, the
quadratic relation (2.22) for r = 1 (see (2.14)) is similar to (2.24) (see (2.15)). The difference
is in the sign of the second term, and that the power (z1 − z2)
−t/2 in (2.15) is replaced by
(z1− z2)
−2+3t/2 in (2.14). These powers are related to the weight w in (3.13). The effect of
the change of sign is that w(1, 2, 1) = 3− 3t/2 while w(r, r + 1, r + 2) = t/2.
Cases 5 and 6 are combined in the relations (2.22) and (2.23), and thus the proof is more
involved.
By the symmetry (r, s)↔ (p − r, p′ − s), without loss of generality we can assume that
(3.31) ρ = rt− s > 0.
We have the Fourier series expansions
φ
(r,s,r±1,s)
2,1 (z) =
∑
n∈Z+∆r±1,s−∆r,s
φ(r,r±1)n z
−n−∆2,1 ,(3.32)
φ
(r±1,s,r,s)
2,1 (z) =
∑
n∈Z−∆r±1,s+∆r,s
φ(r±1,r)n z
−n−∆2,1 .(3.33)
Here we fix s and suppress it from the notation. Substituting (3.32) and (3.33) in the left
hand side of (2.22) and taking the coefficient of each monomial in z1, z2, we obtain an infinite
linear combination of the operator products φ
(r,r±1)
n1 φ
(r±1,r)
n2 . Modulo a constant in the right
hand side, we obtain a relation among the monomials φ
(r,r±1)
n1 φ
(r±1,r)
n2 . Similarly, we obtain
another set of relations from (2.23). Each of these relations contains infinitely many terms
of the form φ
(r,r±1)
n1 φ
(r±1,r)
n2 . The sum n1 + n2 is constant for all the terms which appear
in one relation, and moreover, n2 is bounded from below. Therefore, acting on each vector
in Mr,s, only finitely many terms create non-zero vectors. Namely, the infinite quadratic
relation for the operators gives a finite linear relation among the vectors created by them.
Let us write explicitly the relation. We fix n1+n2. In order to simplify the notation, we
write
(3.34) Φ±n2−n1 = φ
(r,r±1)
n1 φ
(r±1,r)
n2 .
since the sum n1 + n2 is fixed, there is no ambiguity when we write only the difference
n2 − n1. Thus, Φ
±
m is defined for m ≡ n1 + n2 mod 2.
For a ∈ Z we set
Aa =
∑
±
∑
i∈Z
(f±i + f
±
i−2a−1+δ)Φ
±
−2a−2λ±+2i+δ
,(3.35)
Ba =
∑
±
∑
i∈Z
(g±i + g
±
i−2a+δ)Φ
±
−2a−2λ±+2i+δ
.(3.36)
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From (2.22) we obtain the relations Aa ≡ 0 (a ∈ Z≥0), and from (2.23) Ba ≡ 0 (a ∈ Z≥δ).
Here ≡ means that we ignore constant terms. In the proof below we always ignore constant
terms.
In accordance with admissibility of monomials, we say Φ±n is admissible if and only if
(3.37) n ∈ w± + Z≥0.
We say also Φσn is larger than Φ
σ′
n′ if and only if n < n
′ (not opposite).
Our goal is to show that if Φσn is non-admissible then it can be written as an infinite linear
combination of Φ±n′ such that n
′ ≥ w±. Since w± − 1 < w∓, it implies that the product
φσimiφ
σi+1
mi+1 can be replaced by a linear combination of φ
σ′
n′φ
σ′′
n′′ such that n
′ < mi (modulo a
constant).
Let us prove the above statement.
We set
(3.38) n±(a) = −2a− 2λ± + δ.
The largest term among those Φ±n which appear in Aa (a ∈ Z≥0) or Ba (a ∈ Z≥δ) is Φ
±
n±(a)
:
Aa = f
+
0 Φ
+
n+(a)
+ · · ·(3.39)
+f−0 Φ
−
n−(a)
+ · · · ,
Ba = g
+
0 Φ
+
n+(a)
+ · · ·(3.40)
+g−0 Φ
−
n−(a)
+ · · · .
Since the matrix
(3.41)
(
f+0 f
−
0
g+0 g
−
0
)
=
(
1 1
−λ+ −λ−
)
is non-degenerate, we can replace Φ±n±(a) by smaller terms Φ
σ
n, i.e., n > nσ(a). We do
replace them while both Φ+n+(a) and Φ
−
n−(a)
are non-admissible, i.e., n±(a) < w±. This is
equivalent to a ≥ N where
(3.42) N =
{
[ρ]
2 + δ if [ρ] is even;
[ρ]+1
2 if [ρ] is odd.
For this value, we have
n+(N) =
{
w+ − 2[ρ]− 2− δ if [ρ] is even;
w+ − 2[ρ]− 3 + δ if [ρ] is odd,
(3.43)
n−(N) =
{
w− − 1− δ if [ρ] is even;
w− − 2 + δ if [ρ] is odd.
(3.44)
Note, in particular, that n−(N) < w− and n−(N)+ 2 ≥ w−. Therefore, the non-admissible
terms Φσn with σ = −, and those with σ = + and n ∈ n+(N) + 2Z≤0 can be replaced by
the terms Φ+n (n ∈ n+(N) + 2Z>0) and the admissible terms Φ
−
n (n ≥ w−).
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The remaining non-admissible terms are
Φ+w+−2a+δ (1 ≤ a ≤ 2N − δ) if [ρ] is even;(3.45)
Φ+w+−2a+1−δ (1 ≤ a ≤ 2N − δ) if [ρ] is odd.(3.46)
We want to eliminate these terms by using the relations Aa ≡ 0 (0 ≤ a ≤ N − 1) and
Ba ≡ 0 (δ ≤ a ≤ N − 1). For this we need to show that the (2N − δ) × (2N − δ) matrix
whose elements are the coefficients of the non-admissible terms in the these relations, is non-
degenerate. If [ρ] = 2n (n ≥ 1), we put the coefficients of Φ+w+−4N+3δ , . . . ,Φ
+
w+−2+δ
in the
first,..., the (2N−δ)-th column of the matrix, respectively. If [ρ] = 2n−1+2δ (n ≥ 1−δ), we
put the coefficients of Φ+w+−4N+1+δ, . . . ,Φ
+
w+−1−δ
in the first,..., the (2N−δ)-th column of the
matrix, respectively. We put the coefficients in A0, . . . , AN−1, Bδ , . . . , BN−1 in the first,...,
the (2N − δ)-th row of the matrix, respectively. If δ is fixed, two matrices corresponding to
[ρ] = 2n, 2n− 1 + 2δ are the same. We denote it by Mn,δ(ρ). The size of Mn,δ(ρ) is 2n− δ.
This matrix is nothing but Mn,δ(ρ) given by Lemma 3.4. The proof is over. 
3.2. One-dimensional configuration sums. In this section we calculate the character
of the spanning set Br,s:
(3.47) χ˜r,s(q) =
∑
m∈Br,s
qd(m),
where d(m) is given by (3.16). The character χ˜r,s(q) is expressed as follows by using one-
dimensional configuration sums:
Proposition 3.5.
χ˜r,s(q) = q
∆b(s),s
(
δr,b(s) +
∑
L≥1
1
(q)L
∑
r∈C
(L)
r,b(s)
qdr
)
,(3.48)
dr = L(∆rL−1,s −∆b(s),s) +
L−1∑
i=1
iw(ri−1, ri, ri+1).(3.49)
Proof. The degree of the vector |b(s), s)〉 is ∆b(s),s. The operator product Φ(m) (see (3.14)
adds some degree to it. The minimal degree added by those Φ(m) which have the same
associated one-dimensional configuration, i.e., r(m) = r, is equal to dr. The fluctuation
from the minimum is added up to the factor 1/(q)L. 
Let a, b, c be integers satisfying
(3.50) 1 ≤ a, b, c ≤ p− 1, b = c± 1.
We introduce the one-dimensional configuration sum
(3.51) Y
(L)
a,b,c(q) =
∑
r∈C
(L+1)
a,c ,rL=b
q
∑L
i=1 iw(ri−1,ri,ri+1).
Note that
(3.52) Y
(0)
a,b,c(q) = δa,b.
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We have
(3.53) χ˜r,s(q) = δr,b(s)q
∆b(s),s +
∑
L≥1
q∆b(s),s
(q)L
∑
τ=±1
qL(∆b(s)+τ,s−∆b(s),s)Y
(L−1)
r,b(s)+τ,b(s).
Similar sums appeared in the calculation of local height probabilities of the eight vertex
solid-on-solid model (see [7, 8]). In fact, there is a connection (first observed in [9]) between
one-dimensional configuration sums and characters in conformal field theories. The Virasoro
character χr,s in the minimal series for general (p, p
′) (i.e., without the restriction p′ < 2p)
is obtained (see (6) in [12]) in the limit L → ∞ of the one-dimensional configuration sum
where the local weights are given by
w˜(r, r ± 1, r ± 2) =
1
2
,(3.54)
w˜(r, r + 1, r) = −[r(p′ − p)/p′],(3.55)
w˜(r, r − 1, r) = [r(p′ − p)/p′].(3.56)
Set
(3.57) g(r) = −
1
4
(t− 1)r2 +
1
4
r.
If we modify our weight w to w′ by the gauge transformation
(3.58) w′(r, r′, r′′) = w(r, r′, r′′)− 1 + g(r)− 2g(r′) + g(r′′),
we obtain
w′(r, r ± 1, r ± 2) = −
1
2
,(3.59)
w′(r, r + 1, r) = [r(p′ − p)/p],(3.60)
w′(r, r − 1, r) = −[r(p′ − p)/p].(3.61)
Since
L∑
i=1
iw(ri−1, ri, ri+1) =
L∑
i=1
iw′(ri−1, ri, ri+1) +
L(L+ 1)
2
− g(r0) + (L+ 1)g(rL)−Lg(rL+1),
the gauge transformation does not essentially change the one-dimensional configuration
sum. The expressions (3.54) and (3.59) are very similar if we change the sign. However,
they are not equal for the same values of p, p′. In fact, the way of connecting the one-
dimensional configuration sums for w˜ to the Virasoro characters is very different from our
way of connecting those for w to the same Virasoro characters. The former uses the limit
of L, while in our formula the parameter L appears as a summation variable.
By a routine calculation (see, e.g., [7]), we have the following result.
Proposition 3.6. For integers a, b, c satisfying b = c± 1, we define
(3.62) X
(L)
a,b,c(q) =
∑
r=(r0,...,rL,rL+1)
ri+1=ri±1(0≤i≤L)
r0=a,rL=b,rL+1=c
q
∑L
i=1 iw(ri−1,ri,ri+1).
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Then, we have
(3.63) X
(L)
a,b,b±1(q) = q
C
[
L
L±(a−b)
2
]
where
C =
1
4
{
L(L+ 1)∓ L+ (t− 1)(a2 − b2)− a+ b
+L(t− 1)(±2b + 1) + (1∓ 2[(t− 1)c])(L ± (a− b))
}
,
and
(3.64) Y
(L)
a,b,b±1(q) =
∑
ε
ε
∑
n∈Z
X
(L)
εa+2np,b,b±1(q).
We omit the proof of this proposition. We only remark that the gauge transformation
(3.58) makes the computation shorter, and that the summation (3.64) realizes the boundary
conditions
(3.65) Y
(L)
a,0,1(q) = Y
(L)
a,p,p−1(q) = 0 for 1 ≤ a ≤ p− 1.
3.3. Fermionic formulas of Virasoro characters. We denote the corresponding char-
acter by χr,s. It is given by the following bosonic formula.
(3.66) χr,s(q) =
q∆r,s
(q)∞
(∑
n∈Z
qpp
′n2+(p′r−ps)n −
∑
n∈Z
qpp
′n2+(p′r+ps)n+rs
)
.
We rewrite it by using
Lemma 3.7. For all integer l, we have
(3.67)
1
(q)∞
=
∑
m∈Z
qm
2−ml
(q)m(q)m+l
.
Here, we set
(3.68)
1
(q)m
= 0 if m < 0.
Applying the lemma to the first/second sum in (3.66) by setting
(3.69) l = ∓r + b+ 2pn,
and changing the summation over m ∈ Z to the summation over
(3.70) L = 2m+ 2pn+ l ∈ ∓r + b+ 2Z,
we obtain
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Proposition 3.8. The Virasoro character χr,s can be written as follows where b is any
integer.
χr,s(q) = q
∆r,s
∑
L≥0
q
L2−(r−b)2
4
(q)L
∑
n∈Z
(
qA
[
L
L−r+b
2
−pn
]
− qB
[
L
L−r−b
2
−pn
])
(3.71)
where
A = p(p′ − p)n2 + {(p′ − p)r − p(s− b)}n,
B = p(p′ − p)n2 + {(p′ − p)r + p(s− b)}n + r(s− b).
We will identify the formula (3.71) where b = b(s) with (3.53). As a result, we see that
if b = b(s), for each L the sum over n in (3.71) is a series with non-negative coefficients.
Proposition 3.9. We have the equality
(3.72) χ˜r,s(q) = χr,s(q).
Proof. We set b = b(s) in (3.71). There are two cases: Case (i) [tb(s)] = s; Case (ii)
[tb(s)] = s− 1. In Case (i), we rewrite (3.71) by using the identities[
L
L−r+b
2 − pn
]
= q
L−r+b
2
−pn
[
L− 1
L−r+b
2 − pn
]
+
[
L− 1
L+r−b
2 + pn
]
,(3.73) [
L
L−r−b
2 − pn
]
=
[
L− 1
L−r−b
2 − pn
]
+ q
L+r+b
2
+pn
[
L− 1
L+r+b
2 + pn
]
.(3.74)
For each L ≥ 1, we thus obtain four terms in (3.71). One can check these four terms are equal
to the terms in (3.53) and (3.64) corresponding to (ε, τ) = (1, 1), (1,−1), (−1,−1), (−1, 1),
respectively. The proof for Case (ii) is similar. 
As a corollary, we have
Theorem 3.10. The set of vectors |m〉 (m ∈ Br,s) is a basis of the representation space
Mr,s.
4. The ŝl2-case
In this section we construct a basis of the integrable irreducible highest weight modules of
the affine Lie algebra ŝl2. The construction is quite similar to the case of Virasoro modules.
In the ŝl2-case we use the vertex operators (see (4.1) below) instead of the (2, 1)-primary
fields.
4.1. Preliminaries. First we introduce some notation on the affine Lie algebra ŝl2 and its
representations.
Denote by E,F and H the generators of sl2 given by
E =
(
0 1
0 0
)
, F =
(
0 0
1 0
)
, H =
(
1 0
0 −1
)
.
The algebra ŝl2 is defined by
ŝl2 =
(
sl2 ⊗ C[t, t
−1]
)
⊕ CK ⊕ CD.
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Here K is the central element. We denote the subalgebra
(
sl2 ⊗ C[t, t
−1]
)
⊕CK by ŝl
′
2. Set
X(m) := X ⊗ tm for X = E,F or H. The commutation relations are given by
[X(m), Y (n)] = [X,Y ](m+ n) +mδm+n,0(X|Y )K,
[D,X(m)] = mX(m),
where (X|Y ) = tr(XY ).
Let V (j) be the (j + 1)-dimensional irreducible module of sl2. We denote its affinization
by V
(j)
z := V (j) ⊗ C[z, z−1].
In the following, we fix an integer k ≥ 0 and consider highest weight representations of
level k. Let λ be an integer such that 0 ≤ λ ≤ k. We denote the integrable irreducible
highest weight module of ŝl2 with the highest weight (k − λ)Λ0 + λΛ1 by V (λ). Let |λ〉 be
the highest weight vector.
The Virasoro algebra acts on V (λ) by the Sugawara operator:
Ln :=
1
2(k + 2)
∑
m∈Z
: E(n−m)F (m) + F (n−m)E(m) +
1
2
H(n−m)H(m) : .
Here : · : is the normal ordering defined by
: X(m)Y (n) :=

X(m)Y (n) (m < n),
1
2(X(m)Y (m) + Y (m)X(m)) (m = n),
Y (n)X(m) (m > n).
The central charge is given by c = 3kk+2 . The vector |λ〉 satisfies
L0|λ〉 = ∆λ|λ〉, ∆λ :=
λ(λ+ 2)
4(k + 2)
.
The module V (λ) is bi-graded by L0 and H(0). We set
V (λ)d,s := {v ∈ V (λ) |L0 = dv, H(0)v = sv}.
Then V (λ)∆λ,λ = C|λ〉 and V (λ) = ⊕d∈∆λ+Z≥0, s∈λ+2ZV (λ)d,s.
Consider the dual module V (λ)∗ = ⊕d,s(V (λ)d,s)
∗. It is the right ŝl2-module. Let 〈λ| ∈
(V (λ)∆λ,λ)
∗ be the vector satisfying 〈λ|λ〉 = 1.
4.2. Vertex operators. Set
C((z)) := {
∑
n∈Z
anz
n | an ∈ C, an = 0 for n≪ 0}.
The vertex operator φ(z) is a C[z, z−1]-linear map
φ(z) =
∑
n∈∆λ−∆µ+Z
φnz
−n−∆j : V (λ)⊗ V (j)z −→ V (µ)⊗ z
∆µ−∆λ−∆jC((z))
which commutes with the action of ŝl
′
2 and satisfies
[Ln, φ(z)] = z
n (z∂ + (n+ 1)∆j)φ(z).(4.1)
For u ∈ V
(j)
z we define the map
φ(u; z) : V (λ) −→ V (µ)⊗ z∆µ−∆λ−∆jC((z)), φ(u; z)v := φ(z)(v ⊗ u).
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Then it satisfies
[x, φ(u; z)] = φ(xu; z) for x ∈ ŝl
′
2.(4.2)
Consider the function
〈µ|φ(z1)φ(z2)|λ〉 : V
(j2)
z2 ⊗ V
(j1)
z1 −→ C.
Note that the relation (4.1) with n = 0 implies
φ(tz) = t−∆j · tL0φ(z)t−L0 .
Hence we have
〈µ|φ(z1)φ(z2)|λ〉 = z
∆µ−∆λ−∆j1−∆j2
1 〈µ|φ(1)φ(z2/z1)|λ〉.
The function
G(z) := 〈µ|φ(1)φ(z)|λ〉
satisfies the following differential equation:
1
κ
dG
dz
=
(
Ω0
z
+
Ω1
z − 1
)
G,(4.3)
where
κ =
1
k + 2
, Ω0 = −F ⊗ E − 1⊗ FE +
λ
2
(1⊗H),
Ω1 = E ⊗ F + F ⊗ E +
1
2
H ⊗H.
Denote by φ±(z) the vertex operator of the following type:
φ±(z) : V (λ)⊗ V (1)z −→ V (λ± 1)⊗ z
∆λ±1−∆λ−∆1C((z)).
We abbreviate V (1) and V
(1)
z to V and Vz, respectively. Let {v+, v−} be a basis of V
satisfying Hv± = ±v±. We set
φσǫ (z) := φ
σ(vǫ; z) =
∑
n∈∆λ−∆λ+σ+Z
φσǫ,nz
−n−∆1
for σ, ǫ = ±. Each Fourier component of φσǫ (z) gives a map
φσǫ,n : V (λ)d,s −→ V (λ+ σ)d−n,s+ǫ.
We choose the normalization
φ±±,∆λ−∆λ±1 |λ〉 = |λ± 1〉.(4.4)
Since the vector |λ〉 satisfies
F (0)λ+1|λ〉 = 0, E(−1)k−λ+1|λ〉 = 0,
we have
φ+−(z)|λ〉 = z
∆λ+1−∆λ−∆1
(
1
λ+ 1
F (0)|λ + 1〉+O(z)
)
,(4.5)
φ−+(z)|λ〉 = z
∆λ−1−∆λ−∆1+1
(
1
k − λ+ 1
E(−1)|λ − 1〉+O(z)
)
.
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We can obtain the following formulae by solving (4.3). Each solution is uniquely deter-
mined by (4.4) and (4.5).
Proposition 4.1.
〈λ± 2|φ±±(z1)φ
±
±(z2)|λ〉 = (z1z2)
∆λ±1−∆λ−∆1(z1 − z2)
κ
2 ,
〈λ|φ++(z1)φ
−
−(z2)|λ〉 = (z1z2)
−∆1z−
1
2(λ+
1
2)κ(1− z)−
3κ
2
× F (−κ, 1 − (λ+ 2)κ, 1 − (λ+ 1)κ; z),
〈λ|φ−+(z1)φ
+
−(z2)|λ〉 = (z1z2)
−∆1 −1
λ+ 1
z
1
2(λ+
3
2)κ(1− z)−
3κ
2
× F (1− κ, λκ, 1 + (λ+ 1)κ; z),
〈λ|φ+−(z1)φ
−
+(z2)|λ〉 = (z1z2)
−∆1 −1
k − λ+ 1
z1−
1
2(λ+
1
2)κ(1− z)−
3κ
2
× F (1− κ, 1− (λ+ 2)κ, 2 − (λ+ 1)κ; z),
〈λ|φ−−(z1)φ
+
+(z2)|λ〉 = (z1z2)
−∆1z
1
2(λ+
3
2)κ(1− z)−
3κ
2 F (−κ, λκ, (λ + 1)κ; z).
Here z = z2/z1 and F (a, b, c; z) is the hypergeometric function.
4.3. Exchange relations. In this subsection we prove the exchange relations for the vertex
operators φσǫ (z) (σ, ǫ = ±). To this aim we prepare the following lemma which plays a similar
role to Lemma 2.1.
Lemma 4.2. Let F (a, b, c; z) be the hypergeometric function. Set
A(z) =
(
(β−α+1)F (α−1,α+β−1,1+β;z) (1−α−β)F (α−1,α−β−1,1−β;z)
F (α,α+β,1+β;z) F (α,α−β,1−β;z)
)
and
B(z) =
(
β−α
β
F (−α,1−α−β,1−β;z) α(β−α)
β(1−β)
zF (1−α,1−α−β,2−β;z)
α
β
F (1−α,β−α,1+β;z) F (−α,β−α,β;z)
)
.
Then A(z)B(z) is a polynomial in z of degree one. More explicitly we have
A(z)B(z) =
(
(1 + β − 3α)− (α+ β − 1)z (1 + β − 3α)z − (α+ β − 1)
1 1
)
.(4.6)
Proof. By using the formula
F (a, b, c; z) =
Γ(c)Γ(b− a)
Γ(b)Γ(c− a)
(−z)−aF (a, a − c+ 1, a− b+ 1; z−1)
+
Γ(c)Γ(a− b)
Γ(a)Γ(c− b)
(−z)−bF (b, b− c+ 1, b− a+ 1; z−1) (|z| > 1, z 6∈ R>0),
we have
A(z) =
(
z 0
0 1
)
A(z−1)M(α, β; z), B(z) =M(α, β; z)−1B(z−1)
(
0 1
1 0
)
,
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where
M(α, β; z) =
 −(−z)
α+β sinπα
sinπβ
(−z)α
Γ(1− β)Γ(−β)
Γ(1− α− β)Γ(α− β)
(−z)α
Γ(β)Γ(1 + β)
Γ(β − α+ 1)Γ(β + α)
(−z)α−β
sinπα
sinπβ
 .
Hence we obtain
A(z)B(z) =
(
z 0
0 1
)
A(z−1)B(z−1)
(
0 1
1 0
)
.
This equality implies that A(z)B(z) is a polynomial of degree one. 
Proposition 4.3. We have the following identities of formal power series of operators
acting on the irreducible highest weight module V (λ) of level k:
hσλ(z1, z2)φ
σ
ǫ1(z1)φ
σ
ǫ2(z2)− h
σ
λ(z2, z1)φ
σ
ǫ2(z2)φ
σ
ǫ1(z1) = 0, (σ = ±)(4.7) ∑
σ=±
fσλ (z1, z2)φ
σ
ǫ1(z1)φ
−σ
ǫ2 (z2)−
∑
σ=±
fσλ (z2, z1)φ
σ
ǫ2(z2)φ
−σ
ǫ1 (z1)(4.8)
= ǫ1δǫ1+ǫ2,0δ(z2/z1),∑
σ=±
gσλ(z1, z2)φ
σ
ǫ1(z1)φ
−σ
ǫ2 (z2)−
∑
σ=±
gσλ(z2, z1)φ
σ
ǫ2(z2)φ
−σ
ǫ1 (z1)(4.9)
= ǫ1δǫ1+ǫ2,0z
−1
1 δ(z2/z1).
Here ǫ1, ǫ2 = ±, δ(z2/z1) =
∑
n∈Z z
−n
1 z
n
2 and
h±λ (z1, z2) = (z1z2)
κ
2
∓ 1
2
(λ+1)κz
−κ
2
1 · (1− z)
−κ
2 ,
f±λ (z1, z2) = C
±
λ (z1z2)
∆1
× z−
κ
4
± 1
2
(λ+1)κ(1− z)−1+
3κ
2 F (−1 + κ,−1 + κ± (λ+ 1)κ, 1 ± (λ+ 1)κ; z),
g±λ (z1, z2) = C˜
±
λ z
−1
1 (z1z2)
∆1
× z−
κ
4
± 1
2
(λ+1)κ(1− z)−1+
3κ
2 F (κ, κ ± (λ+ 1)κ, 1 ± (λ+ 1)κ; z),
where z = z2/z1 and F (a, b, c; z) is the hypergeometric function. The constants C
±
λ , C˜
±
λ are
given by
C+λ =
λ(k + λ+ 2)
2k(λ+ 1)
, C−λ =
λ− k
2k
, C˜+λ =
λ
λ+ 1
, C˜−λ = −1.
Remark 4.4. In the case of λ = 0, the summation in the left hand side of (4.8) and (4.9)
becomes one term with σ = −. Similarly, if λ = k, it becomes one term with σ = +.
Proof of Proposition 4.3. Here we prove the second relation (4.8). The proofs for the
other ones are similar.
Let 〈·, ·〉 be the bilinear pairing V ×V → C defined by 〈vǫ1 , vǫ2〉 := ǫ1δǫ1+ǫ2,0. This pairing
satisfies
〈Xu, v〉 + 〈u,Xv〉 = 0, u, v ∈ V(4.10)
for X = E,F,H.
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For ui ∈ V (i = 1, 2) we set
Au1,u2(z1, z2) :=
∑
σ=±
fσλ (z1, z2)φ
σ(u1; z1)φ
−σ(u2; z2)
−
∑
σ=±
fσλ (z2, z1)φ
σ(u2; z2)φ
−σ(u1; z1)− 〈u1, u2〉δ(z2/z1).
Then (4.8) is equivalent to the equality Au1,u2(z1, z2) = 0. Let us prove it. We show the
following identities:
〈λ|Au1,u2(z1, z2)|λ〉 = 0,(4.11)
[X(m), Au1,u2(z1, z2)] = z
m
1 AXu1,u2(z1, z2) + z
m
2 Au1,Xu2(z1, z2), for X = E,F,H.(4.12)
These identities imply that Au1,u2(z1, z2) = 0 by the same argument as the proof of Propo-
sition 2.4.
To prove (4.11) it is enough to consider the case that u1 = vǫ and u2 = v−ǫ for ǫ = ±.
Then (4.11) follows from Proposition 4.1 and the equalities of (1, 1) and (1, 2) elements in
(4.6) with α = κ and β = (λ+ 1)κ.
Let us prove (4.12). From (4.2) we have
[X(m), Au1,u2(z1, z2)] = z
m
1 (AXu1,u2(z1, z2) + 〈Xu1, u2〉δ(z2/z1))
+ zm2 (Au1,Xu2(z1, z2) + 〈u1,Xu2〉δ(z2/z1)) .
Note that zm1 δ(z2/z1) = z
m
2 δ(z2/z1). Hence (4.12) follows form (4.10). This completes the
proof of (4.8).
In the proof of (4.9) we should show that
〈λ|
(∑
σ=±
gσλ(z1, z2)φ
σ
ǫ (z1)φ
−σ
−ǫ (z2)−
∑
σ=±
gσλ(z2, z1)φ
σ
−ǫ(z2)φ
−σ
ǫ (z1)
)
|λ〉
= ǫ1δǫ1+ǫ2,0z
−1
1 δ(z2/z1).
To prove this, use the equalities of (2, 1) and (2, 2) elements in (4.6). 
4.4. Monomial basis. From the exchange relations (4.7), (4.8) and (4.9), we can construct
a spanning set of V (µ):
Proposition 4.5. The vectors
φσ1ǫ1,n1 · · ·φ
σL
ǫL,nL |0〉, L ≥ 0, σi ∈ {+,−}, ǫi ∈ {+,−}(4.13)
satisfying the following condition (4.14) and (4.15) span the irreducible highest weight mod-
ule V (µ) of level k. Set λL = 0 and λi−1 = λi + σi (i = 1, . . . , L). Then
0 ≤ λi ≤ k, λ0 = µ, ni ∈ ∆λi −∆λi−1 + Z,(4.14)
−nL ≥ ∆1, ni+1 − ni ≥ w(λi−1, λi, λi+1) + h(ǫi, ǫi+1) (i = 1, . . . , L− 1),(4.15)
where the functions w(λi−1, λi, λi+1) and h(ǫi, ǫi+1) are defined by
w(λ± 1, λ, λ ∓ 1) =
κ
2
, w(λ, λ − 1, λ) = (λ+
1
2
)κ, w(λ, λ + 1, λ) = 1− (λ+
3
2
)κ,
h(+,−) = 1, h(ǫ, ǫ′) = 0 otherwise.
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Proof. First we prove that the vectors φσ1ǫ1,n1 · · ·φ
σL
ǫL,nL |0〉 satisfying only the condition (4.14)
span V (µ). Let Wµ be the subspace of V (µ) spanned by the vectors. From (4.4) we have
|µ〉 ∈Wµ. Moreover, from the commutation relation (4.2) and
E(0)|0〉 = F (0)|0〉 = F (1)|0〉 = 0, E(−1)|0〉 = kφ−+,∆1−1φ
+
+,−∆1
|0〉,
which follows from (4.5), we see that xWµ ⊂Wµ for any x ∈ ŝl2. Hence Wµ = V (µ).
The rest of the proof is similar to that in Section 2. We consider quadratic monomials
φσ1ǫ1,n1φ
σ2
ǫ2,n2 acting on V (λ), and show that each monomial is reduced to a linear combination
of ones satisfying
n2 − n1 ≥ w(λ+ σ1 + σ2, λ+ σ2, λ) + h(ǫ1, ǫ2)
by using the exchange relations in Proposition 4.3. Here we prove it in the case of σ1 = −σ2
and 0 < λ < k. The proofs for the other cases are similar.
Fix n1 + n2 and set
Φσǫ1,ǫ2;n2−n1 = φ
σ
ǫ1,n1φ
−σ
ǫ2,n2 .
We say the monomial Φσǫ1,ǫ2;n is admissible if
n ≥ w(λ, λ− σ, λ) + h(ǫ1, ǫ2).
Write down the exchange relations (4.8) and (4.9) in terms of Fourier components. Then
we find
C+λ Φ
+
ǫ1,ǫ2;n + C
−
λ Φ
−
ǫ1,ǫ2;n−2(λ+1)κ
+ · · ·(4.16)
−
(
C+λ Φ
+
ǫ2,ǫ1;−n+(2λ+1)κ
+ C−λ Φ
−
ǫ2,ǫ1;−n−κ + · · ·
)
≡ 0
and
C˜+λ Φ
+
ǫ1,ǫ2;n + C˜
−
λ Φ
−
ǫ1,ǫ2;n−2(λ+1)κ
+ · · ·(4.17)
−
(
C˜+λ Φ
+
ǫ2,ǫ1;−n+(2λ+1)κ+2
+ C˜−λ Φ
−
ǫ2,ǫ1;−n−κ+2
+ · · ·
)
≡ 0.
Here ≡ means that we ignore the constant terms. From these relations and
det
(
C+λ C
−
λ
C˜+λ C˜
−
λ
)
= −
λ
k
6= 0,(4.18)
the monomials
Φ+ǫ1,ǫ2;n, n < (λ+
1
2
)κ = w(λ, λ − 1, λ) and
Φ−ǫ1,ǫ2;n, n < −(λ+
3
2
)κ = w(λ, λ + 1, λ)− 1
can be written as a linear combination of the rest. Hence it suffices to prove that the
monomials
Φ−ǫ1,ǫ2;−(λ+3/2)κ, Φ
+
+−;(λ+1/2)κ and Φ
−
+−;−(λ+3/2)κ+1
can be reduced to admissible ones.
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Set ǫ1 = ǫ2 = ǫ and n = (λ+ 1/2)κ in (4.17). Then we have
C˜+λ Φ
+
ǫ,ǫ;(λ+1/2)κ + C˜
−
λ Φ
−
ǫ,ǫ;−(λ+3/2)κ + · · · ≡ 0.
Hence Φ−
±,±;−(λ+3/2)κ can be reduced.
Next consider (4.16) and (4.17) with ǫ1 = −ǫ2 = ǫ and n = (λ+ 1/2)κ:
C+λ
(
Φ+ǫ,−ǫ;(λ+1/2)κ − Φ
+
−ǫ,ǫ;(λ+1/2)κ
)
(4.19)
+ C−λ
(
Φ−ǫ,−ǫ;−(λ+3/2)κ − Φ
−
−ǫ,ǫ;−(λ+3/2)κ
)
+ · · · ≡ 0
and
C˜+λ Φ
+
ǫ,−ǫ;(λ+1/2)κ + C˜
−
λ Φ
−
ǫ,−ǫ;−(λ+3/2)κ + · · · ≡ 0.
These relations hold for ǫ = + and −. Here we note that (4.19) with ǫ = + and the one with
ǫ = − are equivalent. Hence we have three relations among four monomials Φ+
±,∓;(λ+1/2)κ
and Φ−
±,∓;−(λ+3/2)κ. The relations are linearly independent from (4.18). By using them we
reduce the monomials except Φ+
−,+;(λ+1/2).
At last we consider (4.17) with ǫ1 = −ǫ2 = ǫ and n = (λ+ 1/2)κ + 1. Then we find
C˜−λ
(
Φ−
ǫ,−ǫ;−(λ+3/2)κ+1
− Φ−
−ǫ,ǫ;−(λ+3/2)κ+1
)
+ · · · ≡ 0.
This relation holds for ǫ = + and −; however this gives only one relation by the same
reason as before. Hence we can reduce one monomial. Here we reduce Φ−+−;−(λ+3/2)κ+1.
This completes the proof. 
Theorem 4.6. The vectors (4.13) satisfying (4.14) and (4.15) are linearly independent.
Hence they give a basis of the irreducible highest weight module V (µ) of level k.
Proof. We consider the character of V (µ), which is a formal power series defined by
chq,zV (µ) = q
−∆µ
∑
d,s
(dimV (µ)d,s)q
dzs.
Since the vectors (4.13) span V (µ), we have
chq,zV (µ) ≤ δµ,0 + q
−∆µ
∑
L≥1
1
(q)L
∑
(λi)
qL∆1+
∑L−1
i=1 iw(λi−1,λi,λi+1)(4.20)
×
∑
ǫ1,...,ǫL=±
q
∑L−1
i=1 ih(ǫi,ǫi+1)z
∑L
i=1 ǫi .
Here the second sum is over the sequences (λ0, . . . , λL) of integers such that
λ0 = µ, λi+1 = λi ± 1, 0 ≤ λi ≤ k, λL = 0.
Let us prove the equality in (4.20). Then it implies Theorem 4.6. Set
w˜(λi−1, λi, λi+1) := w(λi−1, λi, λi+1)−∆λi−1 + 2∆λi −∆λi+1 .
28 B. FEIGIN, M. JIMBO, T. MIWA, E. MUKHIN AND Y. TAKEYAMA
Then we have
w˜(λi−1, λi, λi+1) =
{
1, λi−1 = λi+1 = λi − 1,
0, otherwise.
Hence we find∑
(λi)
qL∆1+
∑L−1
i=1 iw(λi−1,λi,λi+1) = q∆µ
∑
(λi)
q
∑L−1
i=1 iw˜(λi−1,λi,λi+1)
= q∆µK
(k)
µ,(1L)
(q),
where K
(k)
µ,(1L)
(q) is the level-restricted Kostka polynomial. From this formula and
∑
ǫ1,...,ǫL=±
q
∑L−1
i=1 ih(ǫi,ǫi+1)z
∑L
i=1 ǫi =
L∑
l=0
(q)L
(q)l(q)L−l
zL−2l,
the right hand side of (4.20) is equal to∑
L≥0
1
(q)L
K
(k)
µ,(1L)
(q)
L∑
l=0
(q)L
(q)l(q)L−l
zL−2l.(4.21)
Here by definition we set K
(k)
µ,(10)
(q) = δµ,0. Then (4.21) is equal to the character of V (µ)
as shown in [2] (the formula (2.14) in the limit N →∞). 
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