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One of the ways of countering the ever increasing computational requirements
in the simulation and modeling of electrical and electromagnetic devices and phe-
nomena, is the development of simulation and modeling tools on parallel computing
platforms. In this thesis, a previously developed Monte Carlo parallel device simu-
lator is utilized, enhanced, and evolved, to render it applicable to the modeling and
simulation of certain key applications. A three-dimensional Monte Carlo simulation
of GaAs MESFETs is first presented to study small-geometry effects. Then, a finite-
difference time-domain numerical solution of Maxwell's equations is developed and
coupled to Monte Carlo particle simulation, to illustrate a photoconductive switching
experiment.
As the third and major application of the Monte Carlo code, high-field elec-
tron transport simulations of the ZnS phosphor of AC thin film electroluminescent
devices are presented. A full band structure (of ZnS) computed using a nonlocal
empirical pseudopotential technique is included in the Monte Carlo simulation. The
band structure is computed using a set of form factors, that were tuned to fit exper-
imentally measured critical point transitions in ZnS. The Monte Carlo algorithms
pertaining to the full band model are developed. Most of the scattering mechanisms,
pertinent to ZnS are included to model the electron kinetics. The hot electron dis-
tributions are computed as a function of the electric field in the ZnS phosphor layer,
to estimate the percentage of hot electrons that could potentially contribute to exci-
tation of luminescent impurity centers in the ZnS phosphor layer. Impact excitation,
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Chapter 1
 
Introduction
 
Semiconductor device modeling and simulation, along with the modeling of IC 
fabrication processes, are two integral components of the growing field of technology 
computer aided design (TCAD). With constantly decreasing device dimensions and 
feature sizes, and the escalating cost associated with IC fabrication units, there is an 
increasing need for realistic tools that could be used to simulate some of these pro­
cesses and the devices resulting from the processes. In particular, device modeling 
and simulation not only provide a feedback for the process and device designers, but 
also help in the generation of accurate electrical characteristics of devices that help 
in the creation and enhancement of circuit models for devices that circuit designers 
need. In the context of increased complexity of integrated circuits, Monte Carlo de­
vice simulation assumes particular significance, as it is usually considered the most 
accurate simulation of carrier transport among the known methods. Monte Carlo 
device modeling essentially involves simulating the evolution of an ensemble of par­
ticles in energy or momentum space and in the volume of the device geometry under 
consideration. Each simulated particle represents a collection of charge carriers. The 
motion and the trajectories of the ensemble of particles are influenced by the electric 
and/or magnetic fields in the device and also contribute to the determination of the 
fields themselves. Thus, the Monte Carlo method is used self-consistently with a 
solution of the Poisson equation or the wave equations to evaluate the force fields 
acting upon articles. 
One of the main complaints against Monte Carlo modeling is the excessive com­
puting time associated with it.  Since it is essentially a stochastic simulation tech­
nique, there is usually a statistical noise associated with the macroscopic  system 
properties that are estimated using Monte Carlo methods. However, the stochastic 
error associated with the noise goes down as the inverse of the square root of the 2 
total number of particles used in the simulation. This implies a consequent increase 
in memory and computational needs. However, the advent of parallel computing 
platforms in the recent years is a way to cope with the demanding computational 
requirements associated with Monte Carlo device simulation techniques. It is with 
precisely this intention, that a parallel Monte Carlo simulator [1], PMC-3D, was 
developed at Oregon State University. Parallel Monte Carlo device simulation algo­
rithms were previously developed and tested on the nCUBE2 distributed memory 
multiprocessor. The message-passing paradigm was adopted to develop the parallel 
algorithms for the Monte Carlo method which is inherently parallelizable. The de­
velopment of parallel Monte Carlo simulation not only reduces the execution times 
associated with most typical simulation problems, but also enables the solution of 
problems larger in computational complexity, such as full three-dimensional device 
simulations. 
1.1  Research Goals and Methods 
The main goal of this research was to utilize the existing parallel simulator for 
application to different research problems. This served two purposes at the  same 
time. The first was to acquire feedback on the limitations and capabilities of the 
parallel device simulation tool. The second purpose, and in certain  cases the more 
important one, was to advance the knowledge and understanding about the specific 
applications that were considered in the course of the research, and develop some use­
ful solutions to the problems encountered. Three main applications were considered 
in this research work. 
When gate and width dimensions of a GaAs MESFET are shrunk to submi­
cron values, three dimensional simulations should prove more realistic and accurate 
in comparison to more traditional two dimensional approaches. With this in mind, 
submicron MESFET structures were simulated to study the effects of small geome­
tries. A realistic device structure which includes the semi-insulating GaAs substrate 3 
was used to perform simulations, to estimate the DC as well as frequency-dependent 
parameters of the device. 
The second application is in the realm of electromagnetic modeling. Although 
most traditional device modeling methods involve only the electric fields that act 
upon the charge carriers, in certain electromagnetic phenomena and devices the 
finite magnetic fields need to be accounted for in order to be able to account for 
the total energy in the system properly. In a photoconductive switching experiment 
[2], a laser pulse is used to excite a thin free-standing film of GaAs, which has two 
coplanar microstrip lines running atop the film. The photogenerated carriers are then 
accelerated towards the biased microstrip lines, thereby creating a femto-second scale 
phototransient signal that propagates down the microstrip line. The propagation 
characteristics of the signal are measured using a second laser probe pulse to sample 
the signal after the initial pulse which photogenerates the carriers. A more interesting 
feature of these experiments is the observation of THz electromagnetic radiation from 
these samples on very short time-scales [3]. The simulation of the problem typically 
involves charge transport under the influence of electromagnetic fields. To model 
such experiments, the primary need was to develop a solution to Maxwell's equations 
that coupled to the Monte Carlo particle simulation. This was done by developing 
a parallel finite-difference, time-domain (FDTD) solver for Maxwell's equations that 
couples to the Monte Carlo device simulator. This was also a bipolar simulation that 
involved electrons and holes, as opposed to the MESFET simulations, wherein only 
electrons (the majority carrier in an essentially unipolar device such as a MESFET) 
are simulated. The fields and photocurrents computed from the simulations agree 
with experimental trends. 
Alternating-current thin-film electroluminescent (ACTFEL) devices are used in 
the production of high-resolution, flat-panel displays. An ACTFEL device consists 
of a wide bandgap semiconductor such as ZnS (referred to as the phosphor layer) 
sandwiched between two insulating layers subject to a large AC bias. Carriers that 
are injected into the semiconductor by surface states at the semiconductor-insulator 
interface are accelerated under the influence of very high electric fields. The energetic 4 
electrons traversing the phosphor layer are then responsible for impact excitation 
of the (intentionally introduced) luminescent centers. Luminescence is obtained  as 
the excited electron states in these centers radiatively decay to their ground states. 
Several attempts at simulating the high-field transport of electrons in the phosphor 
layer have been made in the past, that have either tended to use simpler models 
for the band structure, or inadequate physics of the pertinent luminescence-limiting 
processes [4, 5, 6, 7]. In this thesis, the first full band simulation of electron transport 
in ZnS that uses a band structure computed using a nonlocal pseudopotential method 
was performed. The basic objective was to compute the electron energy distributions 
in the ZnS phosphor of these devices to ascertain whether carriers have sufficient 
energy to impact excite luminescent impurities.  Later, model impact excitation 
rates for Mn and Tb were added to the simulation to calculate the quantum yield. 
1.2  Organization of the Thesis 
This thesis is organized as follows. In Chapter 2, the application of the parallel 
ensemble Monte Carlo device simulator to study the AC and DC device charac­
teristics of small-dimension MESFETs is described, after a brief description of the 
simulator's salient features. In Chapter 3, a simple time-domain finite-difference so­
lution of Maxwell's equations, and the coupling of the solution of the field equations 
to the ensemble Monte Carlo particle simulation is described. The application of 
this hybrid technique to simulate a photoconductive switching experiment is then 
illustrated. Chapter 4 describes the development and use of a full band Monte Carlo 
simulation of the ZnS phosphor material of an AC thin-film electroluminescent de­
vice. The refinement and the incorporation of a nonlocal band structure into the 
Monte Carlo model, and the insight provided by a k-space Monte Carlo simulation 
into the physics of ACTFEL devices are described.  Finally, Chapter 5 concludes 
with a summary of the accomplishments as well as suggestions for future research. 5 
Chapter 2
 
MESFET Device Simulation
 
2.1  Introduction 
Most present day device simulations consider only two-dimensional device cross-
sections, assuming a slow variation of electrical phenomena along the usually longer 
third (width) dimension [8, 9, 10]. The validity of such an assumption may not be 
universally true, especially given the increased integration densities of modern day 
commercial ICs. When widths of devices are scaled down progressively, realistic 
device simulations should consider not only the active device volume, but also the 
encompassing semiconductor geometries [11]. Furthermore, simple scaling rules for 
device parameters usually derived using elementary device simulation approaches 
such as the drift-diffusion technique start to lose validity [8]. Consequently, even the 
circuit simulation tools that often use such lumped parameter device models tend to 
be inaccurate when used to design large-scale integrated circuits. In this chapter, the 
effects of the three-dimensional nature of small dimension devices are investigated 
using a submicron GaAs MESFET as an example. The effect of shrinking down 
the gate length and width on the DC and frequency-dependent small-signal device 
parameters are computed using the three-dimensional parallel Monte Carlo solver, 
PMC-3D [1]. 
The Monte Carlo method, applied to charge transport in semiconductors, in­
volves the simulation of a single particle, or an ensemble of particles in the crystal 
lattice, under the influence of externally applied electric and/or magnetic fields. The 6 
motions of particles are essentially free flights under the influence of the fields, in­
terrupted by instantaneous scattering events that alter the energy and momenta of 
the particles. These scattering events, or perturbations to the free-flights, repre­
sent the effect of impurities in the crystal, the crystal lattice vibrations, and other 
crystal imperfections that affect the electronic motion in the crystal. The scattering 
rates associated with the different scattering mechanisms are calculated using time 
dependent perturbation theory and tabulated for convenience of interpolation. The 
duration of the free flight, the type of scattering mechanism chosen at the end of a 
free flight, and the final momentum state of the particles after scattering are chosen 
stochastically according to the calculated scattering rates. The stochastic selection 
of scattering events and free flights is usually performed using uniformly distributed 
random numbers. 
A single-particle Monte Carlo method has often been used for calculating trans­
port properties of carriers in homogeneous bulk semiconductors. The principle of the 
single-particle technique is to simulate the motion of a single carrier in momentum 
space for a long period of time, and to estimate properties like velocity and energy 
by a time-averaging operation. While this technique is sufficient for steady-state 
transport in a static and uniform electric field, an ensemble Monte Carlo method is 
used more widely for many other purposes such as carrier transport in nonhomoge­
nous fields, simulating nonstationary behavior of electrons, and self-consistent device 
simulations involving the solution of Poisson or some other set of field equations. 
In this chapter, a brief outline of the basic Monte Carlo algorithm and a descrip­
tion of the nCUBE multicomputer is given. Then the salient features of the PMC-3D 
simulator which pertain to the parallelization of the Monte Carlo algorithm as well as 
the Poisson solver will be reviewed. Finally, the application of PMC-3D to simulating 
small-geometry MESFETs will be detailed. 7 
2.2  Parallel Monte Carlo Model 
In this section, a brief review of the basic Monte Carlo algorithm as applied 
to carrier transport in semiconductors is presented initially. Then the details of the 
parallel implementation of the PMC-3D algorithms are presented. For a complete 
review of Monte Carlo techniques applied to semiconductor transport and device 
simulation, the interested reader is referred to Refs 14-18. 
2.2.1  Basic Monte Carlo Algorithm 
The Monte Carlo technique as applied to semiconductor devices uses random 
numbers to simulate the trajectories of carriers in momentum and real space (phase 
space). Particles that represent the carriers in a device are accelerated under the 
influence of force fields during free-flights, which are typically terminated by scat­
tering or collision events. Scattering events correspond to the interactions of the 
carriers with lattice vibrations, impurities, and other imperfections in the crystal or 
even simply with other carriers. If I'm is the total scattering rate at time t, then 
the probability of a carrier undergoing a scattering during an interval dt around t, is 
simply r(t)dt. The probability of undergoing a collision at time t after a collision at 
time t = 0 is then given by 
p(t) = r(t)exp[ f
t
r(t')dt'].  (2.1) 
The total scattering rate for a particle is the sum of the individual scattering rates 
due to the different scattering mechanisms and is a function of the carrier velocity 
(or equivalently the carrier energy), 
r = ri(v(t)) + r2(v(t)) + ... + r,f(v(t))  (2.2) 
where v(t) is the time-varying carrier velocity. The velocity of a carrier in a momen­
tum state k is given by 
vk = V'kE(k)  (2.3) 8 
where E(k) is the dispersion relationship that relates the electron energy E to the 
crystal momentum k. The dispersion relationship or the energy band structure is 
ideally obtained by solving the Schrodinger equation for the electron states under 
the influence of a periodic crystal potential. In general, tabulated E-k values from 
band structure calculations may be used in Monte Carlo simulations to compute 
the carrier velocities as they evolve in k-space or momentum space, as discussed 
later in Chapter 4. An often pursued alternative is to utilize simpler parametric 
representations of the energy bands. A typical parametric model for an electron 
energy band consists of one or more valleys, with each valley being described by 
a parabolic or non-parabolic (parabolic with a non-parabolic correction factor) E-k 
relationship. The valleys themselves are separated by energy values that are obtained 
from more rigorous band structure models or empirical data. The valleys correspond 
to energy minima that exist in the band structure along symmetry directions and 
represent regions in k-space that are usually most likely populated by carriers. A 
typical three-valley model for the first electron conduction band in GaAs (such as 
the one used in this work) is comprised of r, L, and X valleys, each of which has 
an effective mass and a nonparabolicity parameter associated with it [14]. The E-k 
dispersion relationship describing a valley in a nonparabolic band model is given by 
h2k2 
E(1  aE) =  (2.4)
2m* 
where a and m* are the nonparabolicity factor and the effective mass associated with 
that valley, respectively. The parabolic band relationship is obtained from the above 
equation, by setting the value of a to zero. 
The rates of the real scattering mechanisms are computed quantum mechanically 
by treating them as time-dependent, first-order perturbations to the unperturbed 
crystal lattice. In the limit of weak scattering, the transition rate of a carrier from 
a momentum state k to another state k', is usually described by the Fermi's Golden 
Rule given by 
27r  ,
rkk,  Tivskk 126(Eki  Ek f hw)  (2.5) 
where I Vick' I is the matrix element particular to the type of the scattering mechanism, 9 
and the 6-function expresses energy conservation of the scattering event. While Ek' 
and Ek refer to the energies of the final and initial states, respectively, the hco term 
refers to the energy loss or gain due to scattering. When the energy loss or gain is an 
insignificant fraction of the total energy, then the scattering mechanism is considered 
elastic, otherwise the mechanism is treated as inelastic. The derivation of the Golden 
Rule assumes weak scattering as a long time limit. For short times, however, (in 
practice these are times of the order of 10-14 sec or lower) the assumptions of the 
derivation of the Golden Rule are violated and energy need not be conserved in 
processes on this short time scale. This deviation from the Golden Rule is usually 
referred to as collision broadening and is a fundamental consequence of the energy-
time uncertainty principle [17]. 
The scattering rate out of a particular energy Ek associated with a momentum 
state k, is obtained by integrating the above equation over all possible final states 
(i.e. over k'). The scattering rates (both total as well as angle dependent) of the 
important scattering mechanisms for the zincblende structures considered in this 
work are detailed in Appendix A for the nonparabolic band model. The last term in 
Equation 2.2 represents the self-scattering term, a fictitious and energy-dependent 
scattering mechanism added to make the total scattering rate a constant. The intro­
duction of the self-scattering term enables the selection of free flight times according 
to the scattering probability distribution given by Equation 2.1, as simply 
= --
1 In(r)  (2.6) 
where r is a uniformly distributed random number between 0 and 1. The inclusion 
of self-scattering does not change the simulation results. Rather, it simplifies the 
solution of Equation 2.1 at a computational cost of having to evaluate more scattering 
events. 
Once a scattering event has been chosen, the final state after the scattering 
is chosen according to energy and momentum conservation considerations and is 
taken as the initial state for the ensuing free flight.  During free flights between 
collisions, the carriers are accelerated using the force derived from electric and/or 10 
magnetic fields, obtained by periodically solving the Poisson equation for electric 
potentials or Maxwell's equations for the electric and magnetic fields. While a single-
particle Monte Carlo technique is often used to study steady-state, homogeneous 
phenomena, the dynamics of an ensemble of particles is tracked to perform self-
consistent device simulations. Statistics are recorded periodically and  are used to 
obtain properties like the average energy and average carrier velocity by computing 
the time and ensemble averages. The physics underlying the scattering mechanisms 
and the energy-momentum dispersion relation can be refined to yield advanced Monte 
Carlo models [18, 19], although the basic algorithm remains the same. 
2.2.2  The nCUBE Multicomputer System 
This section briefly describes the nCUBE 2 multicomputer system  on which 
the parallel Monte Carlo algorithms of PMC-3D were originally implemented. It 
consists of a host processor and an array of processing elements interconnected in a 
topology called a hypercube. An nCUBE multicomputer of dimension k consists of 
2k processors each with direct connections to k other  processors. These processors 
are numbered using k-bit binary numbers, from 0 to 2k 1. Two processing elements 
are directly connected if and only if their binary representation differ by one and only 
one bit. The host processor has a communication path to each of the nodes and is 
used for program development, loading node programs, and peripheral control. The 
hypercube topology for dimensions 1, 2 and 3 is illustrated in Figure 2.1. 
The nCUBE 2 Series Parallel Computer at Sandia National Laboratories has 
1024 processor nodes. Each node consists of an nCUBE 2 Processor and 4 Mbytes 
of local memory. Each nCUBE 2 Processor consists of a general-purpose 64-bit 
central processing unit (CPU). The CPU includes an Instruction Decoder and Inter­
rupt Controller (ID/ICU), an Execution Unit (EU), an Operand FIFO/Cache,  an 
error-correcting memory management unit (MMU), and a network communication 
unit (NCU) that includes 14 direct memory access (DMA) ports which support the 
hypercube interconnection scheme [20]. The DMA ports include 13 bidirectional 11 
111 
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0
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Figure 2.1. Hypercube topology for dimensions 1, 2 and 3. 
interprocessor communication ports (26 unidirectional channels) for communicating 
with processors that are part of the local hypercube, one bidirectional system in­
terconnect (SI) I/O port consisting of 2 unidirectional channels, for communicating 
with remote hypercube spaces (processors which are not configured as part of the lo­
cal hypercube) or foreign (non-hypercube) systems. The processor uses cut-through 
routing hardware, which accelerates message passing. A message is not stored in 
the memories of nodes along the routing path, and software is only executed at the 
initiating and receiving nodes. 
The host programs execute on a Sun host under the Unix operating system, and 
the node programs execute on the nCUBE system under the Vertex operating system. 
As the node programs can access the C I/O library, it is easier to use a generic host 
program (for downloading node programs and sending input run parameters) and 
only write a single node program for each application. Sequential operations such as 
the dialogue with the user can be assigned to node 0. 
2.2.3  The P MC-3D Algorithm 
A conduction band model of complexity ranging from  a simple parabolic or 
non-parabolic approximations to a numerical full band tabulation can be included in 
PMC-3D. Depending on the semiconductor material that needs to be included, the 12 
appropriate and relevant scattering mechanisms are incorporated in the model. The 
device simulator is an extension of the standard k-space Monte Carlo simulator with 
the addition of real space position of each simulated particle in three dimensions and 
the assignment of particle charge to grid points to solve the appropriate field equa­
tions with particle dynamics. For the purpose of charge assignment, each simulated 
particle is actually a superparticle that represents a a collection of carriers with the 
effective charge selected so as to ensure the initial charge neutrality of the device. 
A modified cloud-in-cell (CIC) charge assignment scheme [13] is used to assign the 
superparticle charge of each particle to its eight nearest grid points, which results 
in a smoother distribution of charge and a continuous variation of force as particles 
are displaced with respect to the mesh. The boundary conditions and the gate elec­
trodes are handled in the traditional way as described in [14] and [13]. For example, 
Dirichlet boundary conditions are normally assumed at the electrodes and Neumann 
boundary conditions elsewhere on the boundary. These boundary conditions imply 
that the electrostatic potential takes on known or specified values at the three elec­
trodes, whereas the gradient of the potential normal to the surface is taken to be 
zero at the remaining points on the boundary. However, depending on the problem 
to be solved, it is possible to introduce more involved sets of boundary conditions in 
the simulation. 
A typical flowchart [1] is shown in Figure 2.2. The input parameters to the 
program are the material parameters corresponding to the semiconductor involved 
in the simulation, the geometry information in the case of device simulations, and 
the run parameters corresponding to each Monte Carlo simulation run. The input 
parameters are read by processor 0 and broadcast to all the nodes at the beginning 
of the simulation. Then the scattering rates are computed and stored in each node 
for all the scattering mechanisms included in the simulation.  Since the memory 
required for storing the scattering rates is rather small, they are replicated on all the 
nodes, thereby making the program efficient. Whenever numerical band structure 
information is required, the corresponding numbers are also broadcast to, and stored 
by all nodes. 13 
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Figure 2.2. The flowchart for Monte Carlo device simulation (after Ref.[1]). 14 
The device volume is then divided into subvolumes or 3-D subgrids using a recur­
sive bisection algorithm [21, 22], in which the device domain is recursively bisected 
into parts that represent equal amounts of computational load until there are as 
many subgrids as there are processors. Each subgrid is then mapped to a processor 
using a gray-code scheme [23], by which communication occurs only between pairs of 
processors that are physically adjacent to each other. Since the number of simulated 
particles is almost always significantly less than the number of actual carriers in the 
device, each Monte Carlo superparticle represents a charge which is many times that 
of a single electron or hole. These superparticles are distributed to the  processors 
according to the doping concentration local to a processor (as in the MESFET prob­
lem described in this chapter) or the device region of electron-hole pair generation 
(as in the electromagnetic modeling problem discussed in Chapter 3). The initial 
carrier velocities are generated according to a Maxwellian distribution. Figure 2.3 
shows the mapping of geometric subgrids onto a hypercube of dimension two. 
From the input file, the doping distribution in different regions is read and ini­
tialized according to the distribution. This is done in parallel, as each processor 
processes the grid points belonging to the subgrid assigned to it. During the course 
of the simulation, whenever the Poisson equation is required to be solved, the value 
of the charge density is required at each point. To obtain this, the charge of each 
particle is assigned to the eight grid points surrounding the particle, depending on 
the position of the particle relative to those grid points. This scheme is a modified 
cloud-in-cell scheme, and is necessary to smooth out the charge distribution, to  con­
sequently obtain a smooth variation of the electrostatic potentials as a solution of 
the Poisson equation. 
The two types of contacts that are treated in the simulator are Ohmic contacts 
and Schottky contacts.  While charge neutrality is maintained under the Ohmic 
contacts during the simulation, no such restriction is applicable to the Schottky 
barrier.  This implies that there is a need to replenish charge under the Ohmic 
contact regions. In the parallel code, each processor whose subgrid region overlaps 
with a contact computes the local fraction of the total charge under the contact 15 
External Interaction Region of Proc. 0 
Figure 2.3. Geometrical partitioning of the semiconductor device domain onto four 
processors (a hypercube with four vertices). Shown are the partitioning of the real 
space coordinates onto each processor (labeled 00, 01, etc.), and the external inter­
action region between adjacent processors (after Ref.[1]). 16 
region. A global summing operation, involving all the local components, gives the 
total charge under the contact. The total number of particles to be injected is then 
determined using the charge of a single superparticle. A fraction of this number is 
assigned to each processor, depending on the overlap of the subgrid of that processor 
with the contact region. Each processor then assigns the assigned number of particles 
to random locations under the contact region. The particles are initialized with k-
vectors according to a hemi-Maxwellian distribution, meaning that the velocities of 
the particles injected at the contacts are always directed into the device. 
Random number generation is a crucial element to any Monte Carlo method as 
the generation of sequences of random numbers with a. high degree of randomness is 
a fundamental requirement for Monte Carlo techniques. The "Lehmer tree" concept 
[24], is used to first assign a random number seed to each of the processors. Subse­
quently, each processor uses a second random number generator based on this seed 
to generate a random number sequence. This second random number generator is 
based on a subtractive method suggested by Knuth [25]. Test sequences generated 
in a node were checked for randomness and proved to be sufficiently random. 
The core of the Monte Carlo method is the scattering routine that implements 
the stochastic selection of free flights and scattering events. Each processor is respon­
sible for the evolution in momentum and real space of the subensemble of particles 
inside its subgrid. The Monte Carlo simulation is stopped frequently at field ad­
justment time intervals, when the driving forces of the particles such as the electric 
and magnetic fields are updated using the most recent charge distribution arising 
due to the latest position of the particles in the system. The Monte Carlo statistics 
are also usually collected at these intervals, to track the evolving properties of the 
ensemble, although it could be done more frequently. From the beginning to the end 
of each time interval, every particle is taken through its sequence of free flights and 
scattering events. At the end of the time interval, the remaining flight time associ­
ated with each particle is stored in memory, for the purpose of continued evolution 
during the next time-interval. To account for the possibility of a particle moving 
from the subgrid of one processor to that of an adjacent one, an external interaction 17 
region consisting of a few grid planes is maintained for each subgrid. This region is 
used to hold the relevant field information of the neighboring processors as well as 
to hold particles that may move to grid cells outside the processor's subgrid region 
during the time interval. For those particles that have indeed moved outside of the 
subregion, a reassignment to an appropriate processor is done before the actual field 
adjustment step. 
2.2.4  Poisson Solver 
For Monte Carlo device simulation, the carrier transport equation is solved 
(using the Monte Carlo algorithm) self-consistently with a solution of the Poisson 
equation.  The solution of the Poisson equation specifies the position-dependent 
potentials, and hence the electric fields that accelerate the carriers in a device. An 
iterative method is adopted in PMC-3D for the parallel implementation of the Poisson 
solver that uses an odd/even ordering of the grid points in a successive over-relaxation 
technique. The Poisson equation is given by 
v2  _L  _2  (2.7) 
E 
which in three dimensions is expanded as 
0  4920 
(2.8) ax a  az2  6 
where 0, p, and  refer to the spatially varying electrostatic potential, the charge 
density, and the material dielectric permittivity respectively.  For a general non­
uniform grid, if the grid spacings at a given point (x, y, z) are given by di as shown in 
Figure 2.4, then the partial differentials are replaced by central difference equations 
at (x, y, z) to yield 
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The above equation is rewritten to obtain the value of Oz,y,z in the (n +1)th iteration, 
in terms of the values of the potentials of the spatial neighbors of a previous iteration 
using 
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where ti, i = 1... 6 are constants defined appropriately in terms of the grid spacings 
d, and 
6 
t = E ti.  (2.11) 
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Now the actual value of the Ox,y,z  in the (n + 1)th iteration is computed using a 
successive overrelaxation scheme (SOR) as 
= w 0*(x, y, z)  (1  co) 011,y,z  (2.12) x,y,z
 
where w is a relaxation parameter in the range of 1 < w < 2. While an optimum 
value of w is used in the later iterations of a convergence step, the values used in the 
initial few iterations are often different from this optimum value of co. A Chebyshev 
acceleration scheme in which w is varied with every half-sweep is used in the iterative 
technique for faster convergence [25]. 
The order in which the mesh points are processed is a point of significance, 
especially in the parallel simulation. The 3-D mesh is divided into odd and even 
meshes, like the black and white squares of a chessboard. The potential at any odd 
point depends on the potentials at even points and vice versa. Thus, each iteration 
consists of two half-sweeps in which the odd and even points are alternately updated. 
Each processor is responsible for updating the potentials of the grid points be­
longing to the subgrid that is mapped onto that processor's memory. Every half-
sweep, each processor also has to communicate with its neighboring processors via 
message passing to obtain the potentials of the oppositely colored grid points ex­
ternal to its subgrid. Global convergence is verified using the values of the residue 
across all the processors. 19 
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Figure 2.4. Poisson equation finite-differencing stencil. 20 
The selection of grid spacing for a given device geometry and doping is a manual 
process as the simulator does not generate grids automatically. This selection is 
crucial as it affects the convergence of the Poisson solution to the correct answer. 
Ideally, the grid spacing is kept as small as possible. Due to memory limitations, it 
is however necessary to achieve grid spacings as large as possible, yet giving stable 
convergence of the Poisson solution. By experimenting with the geometry considered 
in this research, it is our observation that a grid spacing as small as 0.01 pm is 
required along the directions of rapid variation of the electric field. This implies that 
the depth and the length dimensions of the devices typically need a larger number of 
grid points than the lateral or width direction. The spatial resolution of the potential 
(or equivalently the electric field) is dictated by charge variations. 
Statistical noise is something that is inherent in the Monte Carlo methodology. 
The noise however can be minimized by using a large number of particles. Figure 2.5 
shows the root mean square error in estimating the average velocity of carriers plot­
ted against the number of particles used in the simulation. A k-space Monte Carlo 
simulation for a constant electric field of 0.8 MV/cm in ZnS (details of this simu­
lation are described in Chapter 4), was used in generating Figure 2.5. The Monte 
Carlo estimation error decreases with increasing number of particles (Nsim) in the 
simulation as given by 
Monte Carlo estimation error cx 
1 
(2.13)
\iNsim 
In addition to the already existing need to increase the number of simulated 
particles, when performing three dimensional simulations, the number of superpar­
tides used in the simulations should be increased to a value much larger than what 
is nominally used in two dimensional simulations, owing to the larger volume that 
is being simulated in the 3-D case. From our experimentation, it is concluded that 
a minimum of 30000 particles is required when performing three dimensional Monte 
Carlo simulations. Most of the simulations reported in this chapter used between 
32000 to 50000 particles. 21 
0.15 
u, 
0.1 
0.05 
0 
0  5000  10000  15000  20000 
Number of particles 
25000  30000 
Figure 2.5. Variation of Monte Carlo rms estimation error with number of simulated 
particles. 
2.3  Device Simulation 
The Monte Carlo model for bulk GaAs includes all the relevant scattering 
mechanisms such as polar optical phonon scattering, acoustic phonon scattering, 
intervalley phonon scattering, and ionized impurity scattering. The scattering rates 
and the angular dependence associated with each of these scattering mechanisms is 
detailed in Appendix A. While most of the formulae for the scattering rates described 
in Appendix A are applicable to nonparabolic bands, the parabolic band rates can 
be computed simply by setting the nonparabolicity parameters a in each valley to 
be zero, for use in performing MESFET device simulations that use only parabolic 
bands. The semi-insulating GaAs substrate is modeled simply as lightly doped n-
type material. The doping of the substrate was assumed to be 1 x1015/cm3. Since 
the thrust of the device simulation is to study small-geometry effects in MESFETs, 
the device structure used in the simulations consists not merely a three dimensional 
slice of the active region, but the full three dimensional active region, surrounded by 22 
the lightly doped substrate region. The gate electrode also has a slight overlap with 
the lightly doped substrate. Figure 2.6 shows the typical MESFET device structure 
used in the simulations. The simulated structure consists of the outer volume of 
the lightly doped semi-insulating GaAs, enclosing an inner volume of highly doped 
active layer as seen in Figure 2.6. The source and drain electrodes overlap with the 
active layer, while the gate electrode overlaps with the lightly doped substrate also. 
Semi-insulating
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Figure 2.6. MESFET device structure used in Monte Carlo simulations. 
While nonuniform grid spacings can be defined in the simulator, the nonuni­
formity is not implemented as an exponential or geometric scaling of adjacent grid 
spacings, but rather as regions of different yet uniform grid spacings. Such a scheme 
was utilized to discretize the grid along the x direction (the direction along the gate 
length). A uniform finer spacing was assumed under the gate and the interelectrode 
gaps, while a uniform coarse grid was defined for the outer edges of the drain and 
source electrodes. Dirichlet boundary conditions are assumed for the three electrodes 23 
on the top surface, while Neumann boundary conditions are assumed elsewhere, ex­
cept on the top surface wherein Fermi-level pinning of the GaAs-air interface is 
implemented. At the interface between GaAs and free space, there exist surface 
states whose origin could be due to the discontinuity of the lattice or due to im­
purities. These surface states act as electron traps in an n-type material forming 
a positively charged space charge layer near the top surface. This is analogous to 
the Schottky gate, wherein a potential barrier is developed for the electrons below 
the surface.  If the surface states are densely bunched in a small energy interval, 
the Fermi level is said to be 'pinned', since its position cannot vary much [26]. The 
resulting surface-potential is about 0.6 V in GaAs [15]. This effect manifests itself 
as a field directed away from the surface such that it tends to deplete the region 
adjacent to the surface of negatively charged carriers. The source and drain contacts 
are simulated by absorbing all the electrons that hit the electrodes and by injecting 
a sufficient number of electrons (according to a hemi-Maxwellian distribution) to 
maintain charge neutrality in the region adjacent to the electrodes. The Schottky 
gate (with a barrier height of 0.8 eV) is modeled by absorbing all the electrons that 
hit the gate. An electron that hits any other point on the boundary is reflected by 
reversing the component of velocity normal to the surface. 
With a set of bias voltages applied to the electrodes, the current associated with 
an electrode is obtained using the time derivative of the equivalent integrated charge 
that is obtained by summing the displacement charge (due to temporal changes in the 
normal component of the electric field) at the electrode and the recorded net charge 
transfer (due to the flow of particles) across the electrode [14, 15]. The equivalent 
total charge at an electrode is given by 
Q(t) = q(Na  + 6E4) I I Ey(x, z,t)dxdz  (2.14) 
where the integral is taken over the surface of the electrode and q is the superparticle 
charge, Na is the total particles absorbed up to time t, Ni is the total particles injected 
up to time t, and Es,(x, z, t) is the electric field directed into the device at time t and 
position (x, z). 24 
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Figure 2.7. Time evolution of the total integrated electrode charge associated with 
electrodes in a MESFET device. 
The frequency-dependent small-signal parameters such as the transconductance 
gm and the output impedance Ro are obtained by Fourier transforming the transient 
currents obtained at the electrodes by stepping the voltage of one electrode, while 
keeping the potential on the other electrodes constant [13, 15].  For example, by 
applying a step voltage to the drain electrode, the resultant drain current transient 
is recorded, and Fourier transformed to yield the output impedance Ro. Similarly, 
by stepping the gate voltage and tracking the drain current transient, the frequency-
dependent device intrinsic transconductance gm is obtained. For a small Avg step 
applied to the gate electrode, for instance, the resultant drain current transient id(t) 
is Fourier transformed to yield 
id(w)  . 
_d(w)  (2.15)
vg(w)  j`l) Avg 
While the minimum time step used in collecting the transient statistics determines 
the maximum frequency that can be obtained from the Fourier transform, the total 
time of the transient curve determines the lower limit of frequency resolution attain­25 
able. Figure 2.7 shows a typical plot of the evolution of the integrated total charge 
at the three electrodes of a MESFET at a typical bias point. It is clearly seen that 
after a brief transient period (that is a strong function of the fields in the device, 
or equivalently the terminal voltages), the charge associated with the gate reaches a 
steady-state value, indicative of the gate current settling to nearly zero. The source 
and drain electrode charges attain a constant slope, that essentially specifies the 
steady-state current at the bias point. Note that when the gate voltage is stepped 
up by about 0.5 V at around 8 ps, there is a brief transient associated with it, with 
the charges and currents reaching steady-state once again to the values pertaining to 
the newer bias point. The transient in the drain electrode's total integrated charge 
is used in calculating the frequency-dependent parameters outlined earlier. 
2.4  3D Scaling Behavior of Short Gate MESFETs 
The scaling of DC parameters such as threshold voltage and transconductance 
as a function of gate length and width was studied and is reported in this section. 
A calculation of the frequency dependent small-signal parameters is also described. 
A brief description of the typical problems associated with computing small-signal 
parameters from transient Monte Carlo data is also given in this section. 
The MESFET structure consists of gates 0.25-1.0 pm long, with drain-to-gate 
and source-to-gate distances of 0.25 pm each. The epi-layer is assumed to have a 
doping of 2 x1017/cm3, and the substrate, a doping of 1 x1015/cm3. Gate widths 
between 10 pm and 40 pm are investigated. 
Figure 2.8 shows a plot of the integrated electrode charge for a device with 0.25 
pm gate length, for a typical bias point, for three different values of the grid spacing 
Ax, while keeping the value of Ay and Az constant. It is seen that convergence in 
the values of the electrode charges is achieved as the spacing is reduced from 0.04 
pm to 0.02 pm, and finally to 0.01 pm. This figure clearly illustrates the effect of 
gridspacing on the convergence of Poisson solution, and the consequent effect on 
device characteristics obtained from the Monte Carlo simulations. 26 
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Figure 2.8. Integrated electrode charges for different values of grid spacings along 
the x-direction. 27 
Figure 2.9 shows the transfer characteristics (drain current versus gate voltage in 
saturation) of a 0.25 pm gate device, for a gate width of 10 pm. The curve is linear 
for gate voltages sufficiently above the threshold voltage, but for gate voltages below 
or around threshold, the device does not turn off.  Figure 2.10 shows the transfer 
characteristics of a 0.25 pm gate device, for a small gate width of 1 pm. While the 
currents are proportionately scaled down in comparison to the 10 pm wide device, 
the turnoff characteristics are still very poor. 
Figure 2.9. Transfer characteristics of a 10 pm wide MESFET (L9 = 0.25 pm). 
Projecting the linear portion of the transfer characteristics onto the voltage axis, 
the threshold voltage of the 10 pm wide device is estimated to be around -3.0 V, 
while that of the 1 pm wide device is estimated to be around -3.25 V. This suggests a 
slight shift in the threshold voltage as the width of device is scaled down. Threshold 
voltage shifts with gate length scaling for GaAs FETs have been experimentally 28 
Figure 2.10. Transfer characteristics of a 1 pm wide MESFET (L9 = 0.25 pm). 
measured in devices [27] as well as simulated using particle models [28] previously. 
The shift in the threshold voltage with gate width is well characterized and explained 
in Si MOSFETs. The observed shift in MESFETs could also be explained along the 
lines of MOSFETs using the increased contribution of the gate overlap region over 
the substrate to the depletion region for the narrower (smaller width) devices. 
To explain the presence of a huge threshold current, the particle distribution in 
the device domain is plotted for a typical bias point in saturation region, in Fig­
ure 2.11, for a quarter micron gated device. The depletion region is clearly visible 
under the gate electrode. The presence of a clear conduction path in the active layer 
confirms that the current saturation in indeed due to velocity saturation, as opposed 
to pinch-off, in short channel devices. Of interest is the presence of a large number 
of particles in the substrate, that exist even when the gate voltage is reduced to sub­
threshold gate voltages. The carriers have a clear conducting path in the substrate, 
leading to the measurement of a large subthreshold current in the simulation. The 
reason for a considerable number of carriers straying into the lighter-doped substrate 29 
is the absence of carrier-confining electric fields at the interface between the active 
layer and the semi-insulating substrate interface. 
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Figure 2.11. Particle distributions at steady-state for a MESFET (L9 = 0.25 Am). 
Figure 2.12 shows the variation of the DC transconductance with gate length for 
three different gate widths. While the device transconductance increases with length, 
in general, it saturates for very small gate lengths (below 0.25 Am). This deviation 
from expected behavior is observed, especially for smaller gate widths. This trend, if 
realistic, could possibly be explained by the three-dimensional nature of the devices 
and the fields in the devices for extremely small width and length dimension. 
In Figure 2.13, the frequency-dependent voltage gain parameter associated with 
a MESFET device with a 10 lim wide gate is shown. The voltage gain is calculated 
as the product gmlio of the frequency-dependent transconductance and the output 
impedance. A simulated unity voltage-gain frequency in excess of 100 GHz is ob­
tained for both the 0.25 Am and 0.50 pm gate lengths, with the 0.25 pm long device 
having a larger cutoff frequency. This simulated trend is consistent with what is usu­
ally observed experimentally. The features observed in the plot provide  an insight 
into the transfer function pole-zero locations. 30 
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Figure 2.12. DC transconductance variation with gate length. 
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Figure 2.13. Frequency-dependent DC Gain  (gw, lio) of a 0.25pm MESFET. 31 
There are two problems with the evaluation of small-signal parameters of sub-
micron devices using the Monte Carlo method. The first problem is with the de­
termination of transient currents. Although the computation of steady-state results 
can overcome the statistical noise present in Monte Carlo simulations by averag­
ing over time, and over the ensemble of particles simulated, the study of transient 
phenomena is hampered by the presence of statistical noise. Figure 2.8 clearly il­
lustrates the noise present in a typical plot of the integrated electrode charge as a 
function of time. As mentioned earlier, the slope of the transient curve in steady-
state is used to obtain the steady-state current. To obtain the frequency-dependent 
parameters however, the transient currents have to be obtained as the derivative 
of the noisy transient charge plots. This yields currents which are extremely noisy. 
The frequency-dependent parameters are then computed by Fourier transforming 
these noisy currents, thereby introducing spurious high-frequency components in the 
frequency domain. 
The second problem is with the determination of parameters such as device 
transconductances or device output conductances for devices with small dimensions. 
The DC device transconductance for example, is determined essentially as the dif­
ference of the steady-state currents for two different gate voltages for the same drain 
voltage. There is a certain uncertainty in each of the two steady-currents, as they 
are obtained by finding the slope of a noisy charge plot to begin with. The differ­
ence in two such current values which are pretty close in magnitude, particularly in 
devices with small dimensions is extremely small, hence quite difficult to estimate 
with accuracy. While the difference in the currents could be made larger by making 
the voltage step larger, the voltage step cannot be too large as the assumptions of a 
small voltage step associated with small-signal analysis will be violated. 
Techniques to extract smooth transient currents from Monte Carlo simulation 
data have been suggested in the past [29] and could partially alleviate the afore­
mentioned problems, although characterizing the small-signal parameters for devices 
with small dimensions still remains to be resolved. 32 
2.5  Summary 
In this chapter, a brief overview of the PMC-3D simulator was presented. The 
parallel algorithms implemented in the simulator, pertaining to the Monte Carlo 
method as well as the Poisson equation was described. The application of the simu­
lator to study the DC and small-signal parameters of a small-geometry MESFET was 
presented. Some issues clearly become relevant as the length and width of submicron 
MESFETs are scaled down. The shift in the threshold voltages with gate width is 
an effect that we have simulated, that is of concern especially when designing digital 
integrated circuits using GaAs MESFETs. The 3D nature of the devices become 
increasingly important for short width dimensions and necessitates the use of fully 
3D simulators to study them. An abnormally high subthreshold current in our sim­
ulations point to the need for a better model for the semi-insulating GaAs substrate. 
Trends in device DC transconductances with decreasing gate length are consistent 
with known trends for the larger gate widths, but deviate from expected trends for 
the smaller gate widths. While Monte Carlo device simulation overall proves to be 
extremely useful to highlight the underlying physics of devices, the noise associated 
with the method makes it a little unreliable in estimating small-signal parameters. 33 
Chapter 3
 
Electromagnetic Modeling
 
3.1  Introduction 
Conventional device simulation often employs the Monte Carlo particle simula­
tion technique coupled with the solution of the Poisson equation to update the electric 
fields in the simulated device domain. While this is often sufficient for quasi-static 
problems such as the behavior of a three terminal MESFET device, for modeling high 
frequency operation of microwave/electro-optic device phenomena, solution of Pois­
son equation alone is insufficient to correctly characterize the dynamical behavior of 
such systems. In these cases, inclusion of full electromagnetic solutions of Maxwell's 
equations to couple with the particle transport models is in order. 
As with any particle simulation method, the numerical accuracy of results from 
the Monte Carlo method depends on statistical fluctuations in the motion of indi­
vidual particles, with the error decreasing as the inverse of the square root of the 
number of simulated particles (See Figure 2.5). This fact necessitates the simulation 
of large numbers of particles and events, which requires substantial computational 
effort. Furthermore, the solution of Maxwell's equations on a 3-D grid is also compu­
tationally expensive. However, the availability of massively parallel architectures like 
the hypercube provide some relief because of the natural parallelism of the Monte 
Carlo algorithm and the development of suitable parallel algorithms for the solution 
of the field equations. 
In this chapter, the coupling of parallel 3-D Monte Carlo particle simulation 
to time-domain solutions of Maxwell's equations are presented. The application of 34 
PMC-3D coupled to Maxwell's equations to simulate photogenerated femtosecond 
electrical transients produced in a coplanar stripline on a GaAs substrate will also 
be illustrated. 
3.2  Solution of Maxwell's Equations 
3.2.1  Formulation 
One of the motivations of this modeling effort was to study the photocurrent 
transients in a semiconductor sample that involves transport of optically generated 
carriers under the influence of time-varying electromagnetic fields (The details of 
the simulated experiments are presented in a later section).  Since, the velocity 
overshoot behavior of the phototransients is integral to this study, a time-domain 
calculation is more relevant than merely a spectral response calculation. Much of the 
experimental data on the phenomena that is modeled in this work comes from time-
resolved terminal measurements, time-resolved reflectivity measurements, and time-
resolved absorption measurements. Thus, it is necessary to include a time domain 
solution of the field equations along with Monte Carlo particle transport. 
The standard finite difference time domain (FDTD) formulation of the field 
equations is used to compute the time-evolving electric and magnetic fields, E and 
H respectively, which depend on the time varying current and charge density, J and 
p(x, y, z ,t), which represent the source terms. The basic finite difference compu­
tational cell is the Yee cell [30], involving two grids in space (for E and H fields) 
displaced by half mesh increments in the three spatial directions. Every component 
of E (or H) is computed at a given time, using the four adjacent values of H (or E) 
contributing to the loop integral that result from the Maxwell's curl equations. In 
addition, the E and H fields are computed at time instants differing by a half time 
step, amounting to a leap-frog method of computing the time evolution of the field 
quantities. A flowchart of the parallel algorithm of the FDTD solution of the field 
equations coupled to the Monte Carlo particle simulation is shown in Figure 3.1. 35 
The curl equations to be solved arise from two of Maxwell's equations 
V x E =  (3.1) 
aOH t 
aE V x H  (3.2) at 
The current density J is simply given by the time rate of change of the charge as 
V J =  ap 
(3.3) at 
While the time-evolving electric and magnetic fields are computed using the finite 
difference scheme, the current density, J, is calculated directly using the spatial 
and temporal evolution of charge obtained from the ensemble Monte Carlo particle 
simulation. Applying the definition of the curl operator to Equation 3.1, and equating 
the vector components of the equation on the left and right hand sides of the equation, 
aEz 
(3.4)
ay  az  IL at 
aEz  as,  aHy 
(3.5) az  ax  11 at 
asy  aEx  aHz 
(3.6) ax  ay  /1 at 
In a similar fashion, from Equation 3.2, 
OH.,  ally  aEz 
(3.7)
ay  az 
a.Fiz  aEy 
(3.8) az  ax 
aHy  affi.  as, 
(3.9) ax ay  at 
which in turn can be discretized to yield finite difference equations used for updating 
the fields. Equation 3.4, for instance, can be discretized about a node (i, j, k) as 
Ezt(i,j,k) Etz(i,j 1,k)  Eyt(i,j,k) Eyt(i,j,k 1) 
(3.10) Ay  Az 
Hi-F.642(i%  ,  ,  ,  ) 
At 
The equation above can be used to prescribe a value for Hx at a time instant t-F At/2, 
in terms of the value of Hx at time t  At/2 and the values of Ez and Ey at time t. 36 
time = t - dt/2 
Monte Carlo Particle Evolution 
Communicate B fields 
between neighbours 
Compute particle current 
JQ,j,k) 
Evaluate Et using Bt dt2 and  J t 
time = t 
Monte Carlo Particle Evolution 
Communicate E fields 
between neighbours 
Evaluate Bt + dt/2  using Et 
time = t + dt/2 
Figure 3.1. Algorithm showing the flow for the FDTD solution method coupled to 
the Monte Carlo particle evolution. 37 
Similar equations can also be obtained using the x and y components of curl E, and 
the x, y and z components of curl H. 
The current density term, J, is central to the feedback that exists between the 
Monte Carlo particle evolution and the field computation. It is computed once every 
timestep just prior to the evaluation of the electric field (at times t  At, t, t + At, 
etc.). It is computed at every grid point by summing the weighted velocities of the 
particles in the ensemble that lie within a unit cell volume about the grid point, and 
is given as [31, 32] 
N(i,j,k)
J(i,j,k,t). 
1  ( E Snvn)  (3.11)
AxAyAz 
where Sn, and v7, refer respectively to the charge and velocity of the nth particle 
associated with the grid point, and N(i, j, k) refers to total number of particles 
that lie within a unit cell volume about the grid point. This way of computing the 
current density at each node assumes a nearest-grid-point (NGP) scheme of charge 
assignment. In this scheme, the charge or an attribute (such as velocity) of a particle 
is assigned to the grid point nearest to the particle, among the eight surrounding 
grid points in three dimensional space. A better scheme is the cloud-in-cell (CIC) 
scheme that results usually in smoother distributions. In the CIC scheme, a fraction 
of the charge (or an appropriate attribute) of each particle is assigned to all the 
eight surrounding grid points in proportion to the distances of the particle from 
those points. The choice of scheme to be used in a given application depends on the 
desired accuracy and the cost effectiveness. The usage of a large number of particles 
along with the NGP scheme provides a reasonable compromise, as was utilized in 
the simulations of this application. 
The strategy for partitioning the problem for parallel implementation, when 
incorporating a solution of Maxwell's equation within the framework of PMC-3D 
remains essentially unchanged. The device volume is divided into subvolumes or 3-D 
subgrids as described in Chapter 2 using a recursive bisection algorithm. Figure 2.3 
in Chapter 2 illustrates the typical mapping of geometric subgrids onto a hypercube 
of dimension two. The two important modifications to the parallel implementation 38 
that was described in Chapter 2 pertain to the solution of Maxwell's equations (as 
detailed in the next paragraph), and to the treatment of the modified Lorentz Force 
equation (described in Section 3.4). 
Each grid point is associated with three electric field values (Ex, Ey, and E.), 
and three magnetic field values (Bs, By and Bz). Each processor is responsible for 
updating the field values of the grid points belonging to the subgrid that is mapped 
onto that processor's memory, using the field update equations described earlier. 
Every half sweep (refer to Figure 3.1), each processor also has to communicate with 
its neighboring processors via message passing to obtain the electric or magnetic 
field values associated with grid points immediately external to its subgrid. From an 
implementation standpoint, this is quite similar to the implementation of the Poisson 
solver described in Chapter 2, in that the exchange of potentials of the opposite 
color every half sweep is simply replaced by the exchange of (all) the electric or 
magnetic field values with neighbor processors, without color considerations. Thus 
each timestep in the typical sequence of the parallel implementation of the FDTD 
method has two halves (See Figure 3.1). The first half comprises of a communication 
step to exchange E-fields between neighbor processors, followed by an updating of 
the B-fields associated with all grid points.  During the second half, following a 
communication step to exchange B-field values between neighbor processors, the 
nodal current density J is estimated at every grid point, before updating the E-
points associated with all the nodes. 
The FDTD method for solution of Maxwell's equations is non-iterative (the 
simulation advances by a time-step after the updating of the electric and magnetic 
field values just once), as opposed to the SOR method used to solve the Poisson 
equation (in which the potentials are repeatedly updated until global convergence is 
reached, in every timestep). The timestep that is used to advance the electric and 
magnetic fields in time, however, has an upper bound that is prescribed by [33] 
dr\fire

dt <  (3.12) 
where dr is the minimum of the space increments along any direction. The above 39 
criterion stems from the Courant-Fredrick-Levy (CFL) condition for stability of a 
finite difference solution of the wave equation in three dimensions [34], that stipulates 
At)2  612  At)2 CE;  1  (3.13) 
where c is the wave velocity in the medium, At is the time step, and Ax, Ay, and Az 
are the spacings along the three spatial dimensions. This condition is simplified by 
replacing the grid spacings by the minimum spacing along any direction and using 
the expression for the velocity of an electromagnetic wave propagation in a medium 
to obtain Equation 3.12. Timesteps lower than this upper bound are essential for 
numerical stability of this finite-difference technique. 
3.2.2  Boundary Conditions 
Typically in the simulations discussed here, the electric fields are initialized at 
time t = 0 to the values obtained using a one-time solution of the Poisson equation, 
corresponding to the applied DC bias voltages on the electrodes/microstrip lines, 
while the initial magnetic fields are assumed to be zero throughout the simulated 
domain. There are three different types of boundaries that are encountered in the 
typical structures simulated (refer Figure 3.3).  The first type of boundaries are 
between the metal electrodes and semiconductor. The second type of boundaries 
are that of semiconductor-air boundaries that lie within the simulated domain. The 
third type of boundaries are the termination boundaries of the simulation domain, 
on all sides. Since the initialization of fields for the Maxwell's equations solution are 
derived from the solution of the Poisson equation, the boundary conditions applied 
to the solution of Maxwell's equations are similar to those applied to the Poisson 
solver. Thus, the tangential electric fields in the plane of the metal electrodes are 
fixed to zero, which is equivalent to the Dirichlet boundary conditions applied to the 
electrodes in fixing their potential values in the Poisson solver. This is the boundary 
condition applied to the metal-semiconductor boundaries. For the semiconductor-air 
boundaries within the simulated device domain, the continuity of the normal (to the 40 
interface) components of the D-fields (electric displacement vector) is enforced. For 
example, the continuity of the D-fields across the air-semiconductor boundary in the 
y-direction, at the boundary, is described by 
sEy,semiconductor = 60Ey,air  (3.14) 
The above boundary condition was also applied to the Poisson solver, using an equiv­
alent condition expressed in terms of the potential values on either side of the bound­
ary. 
The third type of boundaries corresponds to those that terminate the device do­
main i.e. the external boundaries. The boundary conditions corresponding to these 
surfaces used in the Poisson solver are Neumann boundary conditions, which corre­
spond to zero electric field normal to the boundaries. In the solution of Maxwell's 
equations, the normal electric fields and the tangential magnetic fields  were set to 
zero at the external boundaries. This is equivalent to enclosing the device domain 
using magnetic walls on all sides. The two types of boundary conditions imposed 
on termination (external) boundaries in electromagnetic simulations are reflecting 
(electric or magnetic wall) boundary conditions and absorbing boundary conditions. 
Since the computation domain cannot include the whole  space, the mesh has to 
be truncated to acoomodate the finite computer memories. Ideally the truncation 
planes must simulate the propagation of the outgoing waves; this is known  as the 
artificial absorbing boundary conditions. The implementation of absorbing bound­
ary conditions, however, requires the fields at the neighboring space and time nodes, 
and is reasonably involved. The reflecting boundary conditions has been the initial 
choice of boundary conditions used in this work owing to ease of implementation. 
While frequency-domain results are usually sensitive to reflections from surfaces, 
time-domain results may not visibly influence the time-domain fields [35]. 
3.3  Photoconductive Switching 
To demonstrate electromagnetic modeling coupling the solution of Maxwell's 
equations to Monte Carlo carrier transport, a photoconductive switching experiment 41 
that involves the photogeneration of femtosecond scale electrical transients in a copla­
nar stripline on a GaAs substrate, is simulated. When a short optical pulse is used 
to photogenerate carriers in an electrically biased structure, such as in the experi­
ment simulated in this work, two important phenomena are expected. The first is 
a transient in which a photocurrent is generated due to the generated carriers. The 
second phenomenon that is observed is a consequent short burst of THz (TeraHertz) 
bandwidth far-field electromagnetic radiation, with a spectral peak in the tens of 
GHz range [3, 2, 36]. To simulate these phenomena, an accurate estimation of the 
electromagnetic fields both within, and radiating from these structures is essential. 
A femtosecond laser pulse (pump beam) is used to generate electron-hole pairs 
between two DC biased coplanar striplines on a GaAs bulk or superlattice substrate 
(see Figure 3.2). The transient dynamical response of the electrons and holes as 
they accelerate in opposite directions induces a subpicosecond time scale transient 
electrical pulse in the coplanar waveguide which propagates down the stripline. The 
propagating signal is detected at a different point along the microstrip line in a 
nondestructive manner, by using a second laser pulse (the probe beam), and by 
measuring the transmitted signal from the sample. 
The simulated device structure is based on the experimental structure reported 
in [2]. While the experiment used a sample whose layer structure included a quantum 
well, the simulation considers only bulk GaAs. The simulated structure has a gap 
of 10 pm separating the microstrip lines, each of which are 2 pm wide. The GaAs 
semiconducting layer is 1.2 pm thick and about 15 pm long along the z-direction. 
The actual volume that was simulated is shown in Figure 3.3. It consists of a layer 
of air about 2 pm thick both above and below the layer of GaAs. The location of the 
injected carriers at time t = 0 is also shown. While Maxwell's equations are solved 
within the entire volume, the Monte Carlo particle evolution is applicable only to 
the semiconducting layer where the carriers reside. 
Electron-hole pair generation is effected at the center of the structure (corre­
sponding to the location of the optical pulse), as shown in Figure 3.3. An optical 
pulse that has a Gaussian spectral shape, centered at 1.52 eV with a standard de­42 
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Figure 3.2. Experimental configuration of photoconductive switching. 
Air 
GaAs 
Air 
N 
Figure 3.3. Cross-section of the simulated structure in photoconductive switching 
modeling. 43 
viation of 0.05 eV, is used to photogenerate the carriers. This results in an initial 
distribution of low energy electrons and holes. The optical pulse is also assumed to 
have a Gaussian distribution (of power) about the center of the beam, with the spot 
size being about two microns. The temporal generation rate due to the optical beam 
is given by the empirical relation [37] 
G(t) = iocosh-1(2.634t/tp ).  (3.15) 
The corresponding density of electrons and holes introduced into the semiconductor 
(at the center of the beam spot) is given as 
in 2N  3 t  -1 (2.6340,9 n(t) =  (3.16)
7r 
where Ninj is the peak concentration of the injected carriers, tp is the half pulse-width 
(assumed to be 5 femtoseconds), and 2.634 is a phenomenological constant. In the 
beginning phase of the simulation, at each time interval dt, a number dn(t) of car­
riers corresponding to the above temporal variation is introduced in the simulation, 
according to the assumed spectral shape of the optical pulse. 
3.4  Monte Carlo Model 
In contrast to the unipolar device simulated in Chapter 2, both electrons and 
holes are present in photoconducting experiments. This requires the treatment of 
both electrons and holes in the Monte Carlo simulation by considering separate 
hole and electron scattering rates. The Monte Carlo model includes a three-valley 
conduction band used in Chapter 2, with the addition of a single heavy hole band to 
model carrier dynamics. 
The electron scattering mechanisms that are used are the same as those described 
in Appendix A, namely, polar optical phonon scattering, acoustic phonon scattering, 
and intervalley phonon scattering. Ionized impurity scattering was not included as 
the doping in the intrinsic GaAs material is assumed to be low. 
The valence bands of most cubic semiconductors typically consist of a heavy hole 
band, and a light hole band, which are degenerate at the I' symmetry point (k = 0). 44 
There is also a third band which is split off by spin-orbit interactions and is lower in 
energy. Owing to its low density of states and separation in energy, the split-off band 
is usually neglected in many transport calculations. An elaborate representation of 
the heavy and light hole valence bands is described using the hole energy-momentum 
relationship given by [14] 
12k2iAl 
E(k)  [1 ± g(9,0)]  (3.17) 2m 
[b2  + . g(0,  =  e2(sin' 0 cos2 Osin2 + sin20cos20)]1/2 
1B  ICI 
b  (3.18) 
where 0 and 0 are the polar and azimuthal angles of the momentum vector k. The 
negative and positive signs on the right hand side of the energy equation correspond 
to the heavy and light holes respectively. The constants A, B and C are the inverse 
valence-band parameters used to characterize the valence bands of a semiconduc­
tor. The above model of the valence bands corresponds to warped equienergetic sur­
faces, as opposed to spherical equi-energy surfaces associated with a simple parabolic 
energy-momentum relationship. While this model for the valence bands is reasonably 
accurate, simplified band models which are less involved and easier to implement are 
often preferred. Furthermore, in a bipolar application such as the photoconduction 
experiment simulated in this work, the holes play a minor role in contributing to the 
photocurrent owing to the large disparity between hole and electron mobilities in gen­
eral. Hence, a single parabolic heavy hole band model was chosen in the present work 
for inclusion in the Monte Carlo model. The choice of the heavy hole band owes to 
the fact that the heavy hole band has a higher density of states and is in general more 
populated than the light hole band. The scattering mechanisms of acoustic phonon 
scattering, polar optical phonon scattering and nonpolar optical phonon scattering 
are included to model the hole kinetics [14]. The hole scattering rates as a function 
of hole energy, are shown in Figure 3.4. A parabolic E-k relationship is assumed for 
both electrons and holes. 
The parallel implementation of the Monte Carlo particle evolution (involving 
field acceleration and scattering events) was described in Chapter 2. Each processor 45 
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Figure 3.4. Hole scattering rates as a function of hole energy. 
is responsible for the evolution in momentum and real space of the subensemble of 
particles inside its subgrid. From the beginning to the end of each time interval, 
every particle is taken through its sequence of free flights and scattering events. At 
the end of the time interval, the remaining flight time associated with each particle 
is stored in memory, for the purpose of continued evolution during the next time-
interval. To account for the possibility of a particle moving from the subgrid of one 
processor to that of an adjacent one, an external interaction region consisting of a few 
grid planes is maintained for each subgrid. This region is used to hold the relevant 
field information of the neighboring processors as well as to hold particles that may 
move to grid cells outside the processor's subgrid region during the time interval. For 
those particles that have indeed moved outside of the subregion, a reassignment to an 
appropriate processor is also done once every timestep. The Lorentz force equation 
is used to compute the evolution of the the carrier momentum between collisions, 
i.e. during free-flights. It includes the effect of both the magnetic and electric fields 46 
obtained from the time-dependent solution of Maxwell's equations, and is given by 
ti 
hk = q(t  "x B).  (3.19) 
Every time a particle has undergone a scattering event, the (x, y, z) coordinates 
of the point are used to estimate the latest values of the time-dependent electric 
and magnetic field components along the three axial directions using a nearest grid 
point (NGP) technique. The field values used to accelerate the particles are also 
updated at the beginning of every timestep in the simulation. The acceleration due 
to the Lorentz force is then determined using the components of the electric and 
magnetic fields, as well as the velocity components of the particle using the three 
force components given by 
Fz  =  q(Ex + vyBz  v2.13y)  (3.20) 
Fy  =  q(Ey  vzBx  vxBx)  (3.21) 
Fz  =  q(Ez  vzBy  Vy Bx )  (3.22) 
where the velocity components are obtained by expanding the expression for (valley­
dependent) velocity under the parabolic band approximation, given by 
,  hi; V = -.  (3.23) m 
After electron-hole pairs are generated optically, they separate and move in oppo­
site directions under the influence of the applied electric fields. As they drift away, a 
time-varying contribution to the electromagnetic fields arises due to the space-charge 
movement. Due to the very high electric fields in the gap, the electrons there exhibit 
velocity overshoot which can be observed by plotting the particle current defined by 
the Ramo-Shockley theorem [38] as 
N I(t) = ,Esivx.(t)  (3.24) 
vv z=1 
where vsi refers to the field-directed velocity of the ith carrier, Si is the charge as­
sociated with the ith carrier, N is the total number of simulated particles, and W 
is the distance between the strip lines.  While there is a particle current only in 47 
regions where there are moving particles, the fields which evolve everywhere inside 
the sample, create a spatially dependent, time-varying displacement current. Hence, 
at the terminals a time-varying surface charge is induced whose equivalent displace­
ment current is equal to the particle current, as evaluated using the above equation. 
Simulations which involved solving the Poisson equation coupled to the Monte Carlo 
particle evolution in the three-dimensional structures used in this work verified that 
the time-varying displacement current at the contacts was nearly identical to the 
particle current computed using the above equation. This suggests that the particle 
current computed using the formulation above, is an acceptable numerical measure 
to study the photocurrent transients in these experiments. 
3.5  Simulation Results
 
Figure 3.5 shows the simulated particle current for a fairly low (peak) injec­
tion density of 1 x1015 /cm'. The results obtained from using FD/TD solutions of 
Maxwell's equations, as well as the case for which only the Poisson equation was 
solved for updating the fields, are shown for comparison.  It is seen that there is 
a reasonable qualitative agreement at low density between the quasi-static solution 
and the more complete model where velocity overshoot is directly observed. The 
expected difference can be ascribed to the finite magnetic fields, which are responsi­
ble for the particles deviating from motion strictly along the direction of the applied 
electric fields. The magnitudes of the generated magnetic fields are typically in the 
range 10-6  10' Tesla for the injected charge densities used in the simulation, and 
hence the contribution of the magnetic fields to the Lorentz force is typically much 
lower than the contribution of the electric fields. 
For higher injected particle densities, velocity overshoot is significantly reduced 
(see Figure  3.6),  It is also noticed that the particle current (which can be seen 
as proportional to the net average field-directed velocity from Equation  3.24) goes 
almost to zero in one case, while actually going negative in the other case. This trend 
is explained by realizing that the net average velocity of the carriers is influenced 48 
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Figure 3.6. Simulated particle current for N=n; = 1 x1017/cm3. 49 
by the applied DC electric fields, as well as the opposing restoring forces due to 
the Coulombic attraction between the injected electron and hole distributions. For 
the higher injected particle densities, the restoring forces are high enough to be 
comparable with the applied electric forces, such that the net average velocity under 
the influence of these forces tend to zero and even negative values. 
Figure 3.7 shows the .Ez component of the electric field along the horizontal plane 
between the two electrodes at two different time instants. The results are obtained 
by solving the Poisson equation alone in the structure. The picture at the top shows 
the initial electric field distribution at time t = 0 for an applied bias of 40 V between 
the electrodes. The field is nearly 40 KV/cm, corresponding to a gap of 10 
between the strip lines. After the optically generated carriers are introduced into 
the simulation soon after time t = 0, the electrons and holes move in the opposite 
directions under the influence of the electric fields. The electric field at the end of 
0.60 ps (shown in the bottom of Figure 3.7), clearly demonstrates the perturbation 
of the electric fields around the region corresponding to the presence of the electron 
and hole charge distributions. 
Figure 3.8 shows the electric fields along exactly the same plane as that shown in 
Figure 3.7. However, the fields were obtained using the FDTD solution of Maxwell's 
equations. The initial electric field distribution was kept identical in both cases. The 
evolution of the electric fields in Figure 3.8 is observed to be quite similar to the solu­
tion obtained by solving the Poisson equation. One of the notable features about the 
results in Figure 3.7 and Figure 3.8 is that, although the electric field solutions are 
obtained by two totally different numerical techniques, they are yet strikingly simi­
lar. While the Poisson calculation computes the potentials in the structure and the 
electric field as the gradient of the potential at every point, the solution of Maxwell's 
equations directly yields the electric fields computed from the current spatially vary­
ing current densities and the magnetic fields. Assuming that the Poisson calculation 
is reasonably accurate, this results validates the FDTD calculation. 
In order to assess the speedup of the solution of the Maxwell's equations coupled 
to Monte Carlo simulation on the nCUBE2 (hypercube) parallel computer, some pre­50 
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Figure 3.7. Electric field on a horizontal slice across the simulated structure at two 
different time instants, (a) time t = 0 and (b) time t = 0.6 ps, obtained by solving 
the Poisson equation. 51 
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Figure 3.8. Electric field on a horizontal slice across the simulated structure at two 
different time instants, (a) time t = 0 and (b) time t = 0.6 ps, obtained by solution 
of the Maxwell's equation. 52 
liminary timing measurements were performed. A grid of the size 64 x 32 x 8 was used 
for the timing measurements. The simulated photoconductive switching problem is a 
poorly load-balanced application for the PMC-3D, as most of the carriers are located 
near one region of the device structure, with little spatial evolution during the course 
of the simulated time intervals. Since the computation of the nodal current density 
is integral to the solution of the Maxwell's equations, this could mean a severe load 
imbalance, as bulk of the current density computations is done by the few processors 
which are mapped to the specific region in the device containing the carriers. In 
order to minimize imbalance, a device with an 8 pm wide optical beam spot (so as 
to effect photogeneration in much of the simulated device volume) was simulated 
with 7000 electrons and 7000 holes. The execution times that were obtained for 
simulation of 100 timesteps of the problem are tabulated in Table 3.1. The timings 
reported are for hypercube dimensions from 6 through 10. From the execution times, 
it is observed that the Maxwell solver exhibits good speedup with increasing num­
ber of processors, although it is somewhat less than what an ideal speedup would 
suggest (ideal speedup implies halving of execution times on doubling the number of 
processors). However, this trend of less than ideal speedup is expected due to the 
increasing ratio of the time spent in communication to the time spent in computa­
tion for each processor. The trend is also consistent with the earlier observations 
on PMC-3D [39] with respect to the Poisson solver, whose algorithm also has very 
similar communication patterns to that of the Maxwell solver. 
3.6  Summary 
While conventional semiconductor device simulation needs only the solution of 
Poisson equation to couple with electron transport, one needs to solve the Maxwell's 
equations for the electric and magnetic fields to perform a complete electromagnetic 
modeling of certain phenomena. The capability of coupling a Monte Carlo parti­
cle simulation technique along with the solution of the wave equations has been 
demonstrated and illustrated with an application to simulating a photoconductive 53 
Number of  Execution 
processors  Time (sec) 
64  153.74 
128  87.12 
256  47.65 
512  24.64 
1024  13.43 
Table 3.1. Execution times (for 100 iterations) for the solution of Maxwell's equa­
tions on the nCUBE2. 
switching experiment. The simulation of the particle current in such experiments by 
the solution of Maxwell's equations compared with the Poisson equation alone shows 
little difference at low density and slightly larger differences at higher density. There­
fore, for these experiments, quasi-static analysis is adequate for describing particle 
motion as well as the observed current transients. However, to model the electromag­
netic radiation observed in these experiments, the solution of Maxwell's equations 
becomes essential. One recent approach to compute such photoconductive excita­
tion of electromagnetic pulses has used the electric and magnetic radiation fields 
due to an electron moving at a non-relativistic velocity through a linear, homoge­
neous, isotropic medium [40]. The solution of Maxwell's equation also allows for 
the simulation of propagating fields away from the sample. However, the boundary 
conditions that are applied to the solution of Maxwell's equations are very crucial in 
accurately determining the electric fields. The current simplistic treatment of enclos­
ing the boundaries of the simulation domain with "magnetic walls" (equivalent to 
reflecting boundaries for the electric fields) may be less than adequate in that regard. 
The intent of implementing absorbing boundary conditions at the boundaries of the 54 
simulated domain is to truncate the mesh and still simulate the unbounded surround­
ings accurately. The implementation of such absorbing boundary conditions [33, 351 
within the current computational framework appears to be necessary in furthering 
the electromagnetic modeling capabilities of PMC-3D. 55 
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4.1  Introduction 
Alternating-current thin-film electroluminescent (ACTFEL) devices are one im­
portant technology used in the production of high-resolution, flat-panel displays. An 
ACTFEL device consists of a wide bandgap semiconductor such as ZnS (referred to 
as the phosphor layer) sandwiched between two insulating layers subject to a large 
AC bias, as shown in Figure 4.1.  Carriers are injected into the semiconductor by 
surface states at the semiconductor-insulator interface due to field aided tunneling 
(field emission) at high fields in the phosphor. In the phosphor, the carriers are ac­
celerated under the influence of the high electric fields there. The energetic electrons 
traversing the phosphor layer are then responsible for impact exciting the (inten­
tionally introduced) luminescent centers. Luminescence is obtained as the excited 
electron states in these centers radiatively decay to their ground states. The light 
output is critically dependent on the number of energetic carriers above the thresh­
old for excitation. Therefore, an understanding of high-field carrier transport in the 
phosphor layer and the physics of the different threshold processes such as band-to­
band impact ionization and impact excitation of luminescent impurities is essential 
for device design, especially when newer phosphors are continually being developed 
in the quest for a full-color EL display. 
Monte Carlo simulation is one of the principal approaches to study high-field car­
rier transport in most semiconducting materials, owing to its flexibility with respect 56 
to adding realistic physical models for carrier scattering as well as its ability to pro­
vide insights into the functioning of devices and device phenomena. Regarding past 
and current approaches studying ZnS high-field transport, Monte Carlo simulation is 
thus far the most rigorous method that has been attempted, and hence is the focus of 
this research effort. In this chapter, we initially present results obtained from Monte 
Carlo simulations of high-field transport in the ZnS phosphor of ACTFEL devices 
that used a three-valley nonparabolic conduction band model [5], which represent 
the initial research into ZnS Monte Carlo modeling at OSU, and which formed the 
foundation for this work. Subsequently, we present results from using a full conduc­
tion band model developed later to address the inadequacies of the relatively simpler 
nonparabolic band model. The timescales of the AC input voltage pulses typically 
involved in the operation of ACTFEL devices are much longer those used in a typical 
Monte Carlo simulation. Thus, performing the full device simulation of ACTFEL 
devices using real space Monte Carlo code is unrealistic. However, the Monte Carlo 
model may be used to evaluate the energy distribution of the carriers in steady-state 
in the host phosphor material under the influence of high electric fields, for which a 
k-space simulation is sufficient. The inclusion of the full band structure introduces an 
additional computational burden compared with a Monte Carlo simulation involving 
a simpler band model such as a parabolic or nonparabolic band model. Thus the 
availability of the parallel k-space Monte Carlo code is useful in reducing execution 
times. The electric field dependent energy distributions of electrons are computed 
in extremely short execution times using the parallel code, thereby making it an 
effective design and analysis tool for ACTFEL devices. 
4.2  ACTFEL Device Operation 
A basic structure of a typical ACTFEL device is shown in Figure 4.1. The 
device consists of a stack of five layers of thin films. The bottom layer consists of 
a transparent conductor, usually indium tin oxide (ITO), about 1500 Angstroms 
on top of the glass substrate. On top of the ITO, a transparent insulator such as 57 
silicon oxynitride (SiON) is present. A layer of the transparent phosphor material 
such as ZnS:Mn (i.e. ZnS doped with Mn) about 0.5 pm thick is present  on top 
of the insulator, sandwiched by another layer of insulator from the top. A second 
conducting layer such as aluminium (Al) is present at the top, to complete the 
electrical connection to the layered structure. 
Second conductor 
(Aluminium, -2000 A) 
Second insulator 
(SION, -2000 A) 
Phosphor (ZnS:Mn, -6000 A)
 
First insulator (SiON, -2000A)
 
First conductor (ITO, -5000A)
 
Glass (Corning 7059, -1mm) 
Figure 4.1. Layers in a typical AC thin-film electroluminescent device. 
A band diagram showing the underlying physics responsible for light emission 
along with the key physical processes in a typical ACTFEL device is shown in Fig­
ure 4.2. The basic operation involves application of high voltage AC bipolar pulses of 
up to 150-200 volts, resulting in typical fields of about 1.5-2 MV/cm in the phosphor 
layer. During one pulse of the operation, as the voltage is increased gradually beyond 
a certain threshold voltage, electrons from the interface states that are physically lo­
cated at the phosphor-insulator interface begin tunneling into the conduction band 
of the phosphor layer (see Figure 4.2). The three main emission mechanisms in­
volved are thermal emission, phonon-assisted tunneling, and pure tunneling. Under 
the influence of the extremely high electric fields in the phosphor layer, the injected 
electrons are accelerated and gain energy from the electric field. The energetic hot 
electrons collide with the intentionally introduced luminescent impurities in the phos­58 
Insulator  ®  1. Carrier emission 
2. Field acceleration 
ht  3. Impact excitation 
Surface  4. Impact Ionization 
states  Mn2+  5. Cartier capture 
Insulator 
Surface 
states 
Figure 4.2. Band diagram of an ACTFEL device showing the important interactions 
during transport across the phosphor layer including impact excitation of luminescent 
impurities for light emission. 59 
phor layer, such as Mn in the ZnS layer, thereby exchanging some energy with the 
d or f shell electrons in the impurity atoms. While the atomic valence electrons 
are excited from their ground states into excited states, the hot electron loses the 
equivalent amount of energy. Subsequently, when the atomic electron in the excited 
state relaxes to its ground states, visible radiation is emitted from the device. In the 
case of ZnS:Mn for example, a wide-band yellow light with a peak intensity at about 
585 nm is emitted. Terbium (Tb) is another luminescent impurity introduced into 
ZnS that produces green light at about 500 nm. 
Given a combination of a phosphor material and a luminescent impurity, the 
efficiency of light emission is largely a function of the hot electron distribution in 
the phosphor layer. The knowledge of the fraction of the hot electrons that could 
potentially excite a luminescent impurity in a given phosphor is important in de­
vice design, and is essentially the focus of the high-field transport modeling effort 
presented herein. 
4.3  Transport Modeling in ACTFEL Devices 
Prior research in the area of high-field transport in ZnS phosphors has considered 
various approaches, ranging from lucky drift models [41] (based upon the lucky drift 
theory in [42]), to Monte Carlo calculations, using parabolic conduction bands [4], 
non-parabolic conduction bands [5] and even a full conduction band structure, in 
which the first two bands are derived from a pseudopotential calculation [6]. A 
comparison and contrasting of the different approaches to modeling the high-field 
transport statistics has also been attempted [7]. 
The basis of the lucky-drift model for ZnS electron transport [41, 7] stems from 
earlier work by Ridley [42], who proposed a "lucky-drift" mechanism for calculating 
impact ionization rates in semiconductors. In the lucky-drift model as applied to 
calculating the impact ionization rates, ionization is attributed to carriers that reach 
ionization threshold energies by gaining energy on the average, despite undergo­
ing momentum relaxation due to collisions, rather than to ballistic (scattering-free) 60 
transport. The applicability of the lucky-drift model to high-field transport is valid 
as long as the mean free path of the electrons in the normal "drift" mode (charac­
terized by the energy relaxation length), is much larger than the mean free path of 
electron in the "ballistic" mode. This generally holds true for most polar materials, 
especially at high fields for wide band-gap semiconductors such as ZnS. Although 
the lucky-drift model results for ZnS definitely predict many experimental trends 
concerning luminescence in ACTFEL devices [7], it is an analytical technique for the 
most part and, hence, cannot include detailed material band structure information 
for ZnS except in a parameterized form, unlike numerical approaches such as Monte 
Carlo simulations. 
A "traveling spike transport" or ballistic (loss-free with respect to phonons) 
transport was proposed by Mach et.  al. in [4], wherein they report a Monte Carlo 
simulation using a single parabolic band, characterized by a single effective mass. A 
generic optical phonon scattering is the only scattering mechanism assumed in the 
calculations. The initial electron distribution is assumed to be a delta-function at 
zero energy. Their calculated results predict that the electron distribution tends to 
'travel' in both time and space as a spike (without spreading in energy), with the 
mean of the energy distribution increasing steadily and reaching values in excess of 10 
eV. One of the main drawbacks of this theory is the complete neglect of the ZnS band 
structure and the lack of treatment of all relevant scattering mechanisms. According 
to the results of this theory, a large fraction of the total number of the carriers 
injected at one end will gain sufficient energy to surmount the insulator barrier as 
they reach one end of the phosphor, which will lead to device characteristics contrary 
to what is usually observed. 
Bhattacharyya et.  al.  reported a Monte Carlo simulation of high-field trans­
port in ZnS using a three-valley nonparabolic band model. Most of the scattering 
mechanisms relevant to ZnS electron transport were included in the simulation. The 
electron energy distribution at typical phosphor fields realized in ACTFEL operation 
(discussed in Section 4.3) yield a sufficient fraction of carriers capable of impact  ex­
citing Mn luminescent centers (up to 65 % at 2 MV/cm). However, the results show 61 
that almost no carriers exist at energies greater than 5 eV. While the non-parabolic 
conduction band model certainly provides a somewhat better estimate of the energy 
distribution of the carriers in the phosphor layer [5] than a parabolic band model, it 
has several shortcomings. The main shortcoming is that the density of states in the 
conduction band increases monotonically with increasing energy as does the corre­
sponding scattering rates. To reflect a more realistic decrease in the density of states 
at higher energies, and the correspondingly lower scattering rates than what a sim­
ple non-parabolic band model would predict, a full band calculation that accounts 
for a more accurate representation of the band picture at higher energies becomes 
essential. 
Brennan [6] reported full band Monte Carlo calculations of electron transport in 
ZnSe and ZnS under high-field conditions. The dispersion relationship of the first two 
conduction bands were used in the simulation, in addition to a collision broadened 
treatment of electron-phonon scattering. The electronic band structure was derived 
from a local empirical pseudopotential calculation (which will be reviewed later in 
this chapter). The electron distributions at 1 MV/cm suggest the availability of an 
insignificant amount of carriers capable of impact exciting luminescent centers in 
ACTFEL devices, as the distributions are confined to less than about 2 eV. While 
ACTFEL operation usually involves fields in the 1-3 MV/cm range, Brennan reports 
results only up to 1 MV/cm. 
In this chapter, full band Monte Carlo simulations of electron transport in the 
ZnS phosphor of ACTFEL devices are presented which introduce significant improve­
ments to some of the earlier work in the area. The full band simulations include a 
nonlocal band structure for ZnS, as well as scattering rates corresponding to impact 
excitation of luminescent impurities responsible for light emission. The details of 
the development and implementation of the full band transport model for ZnS,  as 
well as results pertaining to ACTFEL devices are described in the remainder of this 
chapter. 62 
4.4  Nonparabolic Band Model 
Prior to the development of a full band model, preliminary modeling efforts at 
Oregon State University [5] focused on developing a high-field Monte Carlo carrier 
transport model for ZnS that included three nonparabolic conduction band valleys, 
r, L, and X, as described in Chapter 2.  In the nonparabolic band model, the 
energy-momentum or the E-k dispersion relationship in a given valley is described 
analytically as 
E(1+ aiE) = 
hk2 
(4.1)
2m7 
where at and m7 are the nonparabolicity factor and the effective mass associated 
with the ith valley, respectively. The group velocity is proportional to the slope of 
the conduction band and is given by 
1  2E(1 + criE)
v =  (4.2) (1 + 2aiE) 
It should be noted that the equations pertaining to a parabolic band approximation 
are simply obtained from the above equations by setting ai to zero. 
The scattering mechanisms that were included in the nonparabolic band Monte 
Carlo simulation include polar optical phonon scattering, ionized impurity scattering, 
acoustic phonon scattering, and intervalley phonon scattering. The formulae used 
in computing these scattering rates are detailed in Appendix A. The effective mass 
and the intervalley energy separation parameters used in calculating the scattering 
rates were derived from a local empirical pseudopotential band structure calculation 
reported and used in [6].  Figure 4.3 shows the scattering rates in the r valley of 
ZnS for different scattering mechanisms using the three-valley nonparabolic band 
model. At low energies, polar optic phonon scattering is the most dominant scatter­
ing mechanism. Beyond the intervalley energy separation however, the intervalley 
phonon scattering mechanism becomes important and is the dominant mechanism 
at high energies. 
While the PMC-3D simulator is a three-dimensional simulator capable of track­
ing the evolution of carriers in both real space and k-space, one only needs the 63 
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Figure 4.3. Scattering rates in the r valley for different scattering mechanisms in 
ZnS at 300K. 
evolution of carriers in k-space or momentum space for computing the energy distri­
butions of carriers in the phosphor layer of ACTFEL devices. Hence, the PMC-3D 
code was modified for this purpose, by shutting out the real-space evolution of car­
riers.  After 'free flights' of carriers in the simulation, only the momentum values 
are updated, leaving the real space coordinates unchanged. Since the energy distri­
butions are computed for fixed electric fields, there is no longer a need to solve the 
Poisson equation. Thus, the Poisson solver in the PMC-3D was also excluded to ob­
tain a k-space simulator for computing the energy distributions of carriers in the ZnS 
phosphor layer of ACTFEL devices that are reported throughout this chapter. The 
parallelization of the k-space Monte Carlo simulation is simply achieved by assigning 
an equal number of particles to every processor. Each processor is then responsible 
for the k-space evolution of the particles assigned to it. Once every timestep how­
ever, certain global summing operations are performed, to gather some statistics of 
the transient simulations. 64 
An ensemble of 16000 particles was used to perform k-space ensemble Monte 
Carlo simulations, using nonparabolic bands and the scattering mechanisms de­
scribed earlier. The calculated nonparabolic band electron energy distribution in 
steady-state is shown in Figure 4.4 for a field of 2 MV/cm. It is seen that the distri­
bution has a peak at an energy of about 2.5 eV, with almost all of the electrons having 
energy below 4 eV. It is also observed that nearly 50 % of all the electrons possess 
an energy greater than 2.1 eV, the threshold energy for excitation of Mn impurities 
in ZnS. While a majority of the electrons reside in the r valley in steady-state, a 
good fraction is also transferred to the higher valleys. The X valley population is 
significantly higher than the L valley population, owing to the fact that the r to X 
scattering rate is higher (owing to the higher X valley effective mass) than the r to 
L scattering rate. 
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Figure 4.4. Electron energy distribution in ZnS at a field of 2 MV/cm. 
The steady-state electron energy distribution in ZnS at three different phosphor 
fields, obtained using the Monte Carlo simulation with nonparabolic bands, is shown 
in Figure 4.5. The average energy of the distribution (as well as the high energy 65 
tail) is significantly increased as the phosphor field is increased from 1 MV/cm to 2 
MV/cm. The increased availability of hot electrons with increasing electric fields is 
a trend consistent with ACTFEL device performance. 
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Figure 4.5. Electron energy distribution in ZnS at three different phosphor fields 
at 300K. 
4.5  Full Band Model 
Although use of nonparabolic bands gives intuitively satisfying trends in the 
electron energy distribution, they are woefully inadequate for accurate high-field cal­
culations owing to the fact that the density of states pertaining to a nonparabolic 
band model is a monotonically increasing function of energy, as opposed to a real 
density of states, which may decrease at higher energies. Consequently, the scatter­
ing rates at high energies may also decrease instead of constantly increasing with 
energy as a simpler nonparabolic band model would predict. To illustrate this differ­
ence, the density of states derived from a nonlocal empirical pseudopotential band 
structure calculation (described later) and from a nonparabolic band approximation 66 
are compared in Figure 4.6. It is observed that the full band density of states and 
the density of states calculated for a nonparabolic band, are significantly different 
at energies beyond 2.3 eV. Since a good number of the total carriers are expected 
to attain these energies for normal operating electric fields in ACTFEL devices, the 
real density of the states in this energy range, and hence the scattering rates of the 
carriers in this energy region should be accounted for properly. To reflect the real 
density of states, and to obtain a highly accurate estimate of the electron energies 
and group velocities in the conduction band, a Monte Carlo high field transport 
simulation that employs a full band structure for ZnS is necessary. 
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Figure 4.6. Nonparabolic band and full band derived density of states for ZnS. 
In order to develop a full band Monte Carlo simulation model from a non-
parabolic band Monte Carlo model, it is important to realize the significant differ­
ences between the two models. One of the key differences is in the density of states 
as already noted. While the nonparabolic band density of states increases with in­
creasing energy, the full band density of states on the other hand first exhibits a 
peak, then decreases, and then increases again, with the onset of the higher bands 67 
(see Figure 4.6). The density of states affects the scattering rates directly, and this 
is accounted for by normalizing the nonparabolic scattering rates using the ratio of 
the full band density of states to that of the nonparabolic band. The derivation 
of the scattering rates for the full band model from the nonparabolic band model 
are discussed in Subsection 4.5.2. The full band density of states is computed from 
the numerical full band structure itself, which is computed using an empirical pseu­
dopotential technique. A brief introduction to this technique, as well as the details 
of the band structure are presented in Subsection 4.5.1. As the carriers evolve in 
momentum space under the influence of the applied electric fields and the scattering 
mechanisms in a simulation, the energies and velocities of the particles are constantly 
tracked in a Monte Carlo algorithm. While these quantities are computed using an 
analytical relationship in the case of nonparabolic bands, the values are interpolated 
in the case of full band models. The details of the computation of the velocities and 
energies of carriers, along with other full band implementation issues are discussed 
in Subsection 4.5.4. 
4.5.1  Empirical Pseudopotential Band Structure Calculations 
In a crystal, the electronic states of the static lattice are assumed to be describ­
able by the one-electron SchrOdinger equation given by 
2 
2m + V(71)}  = EtkV)  (4.3) 
where the first term on the left hand side represents the electron kinetic energy 
operator, while the second term is the periodic crystal potential (including the many-
body contribution due to all the other electrons), assumed to obey 
V(1 = V(7 +RL)  (4.4) 
where RL is the translation vector of the crystal lattice expressed in terms of the 
three primitive lattice vectors (for the cubic zincblende structure) along the three 
principal directions as 
RL = nid + n21; + n3c  (4.5) 68 
where n1,n2, and n3 are integers. The solution of the one-electron SchrOdinger equa­
tion is given by the Bloch wavefunction 0,,,k(r) which is given by 
On,k(11 = eir`guns(F)  (4.6) 
where ic. is the wavevector, n is the band index labeling different solutions, and Un,k 
is the cell periodic part of the Bloch function given by 
uk(r) = u);(71+ AL).  (4.7) 
The periodic crystal potential can be expanded in a Fourier series using reciprocal 
lattice vectors G as 
V(77`) = E V(o)et°3..  (4.8) 
G 
where 
V(o) =  J drV(7e-ith.
52  n 
(4.9) 
and where n is the volume of a unit cell over which the above integration is per­
formed. For a typical polar semiconductor with two types of atoms in a zincblende 
lattice, the crystal potential in reciprocal space V(d) (or the pseudopotential) is 
expressed in terms of antisymmetric potentials (VA(a)) and symmetric potentials 
ti 
(Vs(a)) (sometimes called form factors), expressed by the equation 
Bs(d) V(a) = E [cos4.aw  + sin(---7.a)vA(a)] ei6.9  (4.10) 
6 
where rB represents a basis vector in the crystal lattice connecting the cation and the 
anion. The symmetric and antisymmetric form factors are the sums and differences 
of the form factors for the atoms in the primitive cell. For example, for ZnS 
2Vs(G) = liZn(G) + Vs (G)  (4.11) 
2VA (G)  Vs (G)  (4.12) = Va(G) 
For an elemental semiconductor with a diamond lattice structure, the antisymmetric 
form factor reduces to zero, as there is no ionic contribution. The cell periodic part 
of the Bloch function is expanded as a Fourier series in the reciprocal space as 
u(r) = E u(d)e26.7"  (4.13) 
G 69 
which implies that 071,k can be written as 
on,k(ii = E u(d)e4-1-6)--.  (4.14) 
d 
Substituting in the SchrOdinger equation for tk,k and V(F) using equations 4.8 and 
4.14 respectively and further manipulating, we obtain the equation 
(h2(i + d)2  E) U(o) + E v(a Ow(0) . 0.  (4.15) 
C  G' 
The above equation effectively prescribes a matrix which along with the local form 
factors as inputs to the band structure, is solved for the  energy eigenvalues and 
wavefunctions. The eigenvalues are then used to calculate response functions like 
reflectivity R, the modulated reflectivity R' /R, or the density of states N(E). These 
functions are then compared with experiment, and the form factors are tuned and the 
eigenvalue problem solved repeatedly, until a reasonable fit is obtained. This method 
of calculating the band structure is referred to as the empirical pseudopotential 
method (EPM), as the form factors are adjustable parameters to fit the experimental 
band structure [43]. 
While the method outlined above uses local pseudopotentials, the procedure 
is modified to perform a nonlocal calculation by including the variations in pseu­
dopotential for electrons with different angular momentum, I. The pseudopotentials 
generally consist of an attractive core potential part and  a repulsive potential part. 
The repulsive potential part has a dependence on the angular momentum of the 
atomic core states, which is neglected in the local pseudopotential method, thereby 
assuming that the pseudopotentials are spherical, so that VV.') = V(171). However, 
to include the dependence on angular momentum in the core states, a nonlocal calcu­
lation is necessary, in which the atomic pseudopotential can be expanded in angular 
momentum components Vi(r) as given by [44] 
V(r) =  ctPi+ MOP/  (4.16) 
i=o 
where the P1 is the projection operator for the /th angular momentum component 
of the wavefunction. Only the values of 1 up to 2 are usually important. For the 70 
nonlocal potentials Vi(r), a functional form such as a square or Gaussian well is usu­
ally assumed and, consequently, two additional nonlocal parameters corresponding 
to the assumed model potential such as the well depth and the spatial range are in­
troduced into the fitting approach. Non local corrections to the band structure could 
be significant for certain semiconductors, hence making their inclusion inevitable. 
Initially, the local EPM method was used in the present work to obtain the 
band structure using Cohen-Bergstresser local parameters [43] for the Monte Carlo 
calculation. Non local corrections were later included in the computation of the band 
structure [44]. The local and nonlocal form factors were adjusted to fit the dominant 
experimentally measured critical-point transition energies. The experimental data 
are mainly derived from two types of experiments. One of them is x-ray photoemis­
sion spectroscopy which measures density of states within the valence band [45]. The 
second type of experiments [46, 47] measure the reflectivity which gives information 
regarding valence to conduction band transitions. Table 4.1 lists the critical points 
that were the targeted to fit the band structure. These points are selected as they 
represent the dominant peaks in typical reflectivity spectra of ZnS. The transitions 
are referred by the group theoretic notations for the k-points in the Brillouin zone 
where the transitions occur, along with the corresponding kx, Icy, and kz coordinates. 
Also shown in Table 4.1 are the calculated critical point transitions resulting from 
two different theoretical fits (set-I and set-II) that were obtained for the ZnS band 
structure, using the nonlocal EPM described above. 
Initially, set-I was obtained by suitably modifying the Cohen-Chelikowsky non-
local parameters for ZnSe [44].  While set-I gave a reasonable fit for most of the 
critical points considered, the L3-L1 transition, which results in a prominent peak in 
the reflectivity spectra, is not well fit. Attempts to fit the L3-L1 accurately affected 
the precision with which the 05-01 (0.5,0,0) point (the other prominent peak in 
reflectivity spectra) could be fit. To fit both of these critical points simultaneously, 
a search in the parameter space of the form factors in the vicinity of the form factors 
of set-I was performed. The sensitivities of the critical point transitions to a slight 
variation (of about 0.01 Ry) in each of the form factors of set-I was recorded. Using 71 
Critical Point  Experimental [48]  Set-I  Set-II 
Transition  (in eV) 
ri,-r, (0,0,0)  3.68  3.71  3.66 
L3-L1 (0.5,0.5,0.5)  5.73  5.48  5.67 
As-Ai (0.5,0,0)  7.02  6.98  6.98 
05-01 (0.37,0,0)  7.50  7.53  7.75 
Volume effect (0.57,0.36,0.14)  8.35  8.39  8.35 
A3-A3 (0.29,0.29,0.29)  9.0  8.73  8.83 
Table 4.1. Experimental and fitted critical point transition energies. 
these values in conjunction with the desired shifts in the energies required for a better 
fit, the form factors of set-II were obtained. 
Figure 4.7 shows the theoretical reflectivity data obtained from using set-I and 
set-II form factors, compared with a reported experimental reflectivity for ZnS [49]. 
While set-II indeed fits the principal peaks that are usually seen in the experimental 
reflectivity spectra better, the high energy features in reflectivity are still not fit 
precisely. Only the local form factors were used in the search of the parameter space 
of the form factors, as small shifts in nonlocal parameters produced only negligible 
shifts in critical point transitions. In Figure 4.8, the theoretical and experimental 
values of the imaginary part of the dielectric function of ZnS as a function of energy 
are shown. The plots clearly show a peak at around the bandgap of ZnS at around 
3.7 eV, in addition to the two prominent peaks at about 5.73 eV and 7.02 eV. From 
the plots of 2(w) obtained using the two sets of form factors, again it is noticeable 
that the band structure obtained using set-II performs better as far as the principal 
peaks are concerned. The form factors corresponding to set-I and set-II along with 
the Cohen-Bergstresser form factors used in the initial local EPM band structure 
calculation are shown in Table 4.2. 72 
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Figure 4.7. Experimental and theoretical reflectivity spectra for ZnS. 
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Figure 4.8. Imaginary part of the dielectric function of ZnS. 73 
Form  CB local  Non local  Non local 
factor  parameters  Set I  Set II 
Vs(3)  -0.22  -0.218  -0.22 
Vs(8)  0.03  0.066  0.063 
Vs(11)  0.07  0.058  0.058 
VA(3)  0.24  0.191  0.171 
VA(4)  0.14  0.075  0.093 
VA(11)  0.04  0.030  0.026 
A2 (cation)  -0.125  -0.125 
R2 (cation) (in A)  1.22  1.22 
A2 (anion)  0.705  -0.705 
R2 (anion) (in A)  1.22  1.22 
Table 4.2. Form factors used to generate ZnS band structure using the empirical 
pseudopotential method. _  _ 
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For the purpose of full band Monte Carlo simulations, the energy values and their 
energy derivatives are computed and stored. The plot of the ZnS band structure along 
the principal symmetry directions in the Brillouin zone, are shown in Figures 4.9 and 
4.10 respectively, obtained using the two sets of form factors set-I and set-II. The 
band structures are quite similar, and mainly differ at the X-point, wherein, the 
X1-X3 splitting from set-II is wider than that resulting from set-I. 
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Figure 4.9. Band structure of ZnS, computed using nonlocal EPM from the set of 
form factors set-I. 
4.5.2  Electron Scattering Rates 
In a full band Monte Carlo simulation, the energy-momentum dispersion rela­
tionship is stored in a numerically tabulated form. The points in k-space and their 
corresponding energy values are stored for a minimal set of points contained within 
what is referred to as the irreducible wedge in k-space, such that for any given value 75 
.116­
10  --._ 
- L3  ns  Al  El  ris 
5 
- i 
n 
Al 
xi  _ 
i  -
n _ 
-­ _ 
0 
ns  _  ns 
s 
-
-5  Al  K1  El 
- L2  - -
X3  -
7 
- -
7 
- -
-.­ - - -10 
I_1  -
n 
Al 
_ 
_ -
Xl  K1  El 
-
n-
L  r A  K
 
Figure 4.10. Band structure of ZnS, computed using nonlocal EPM from the set of 
form factors set-II. 
of the momentum of a carrier, the energy values can be obtained by interpolating 
using an appropriate set of the stored k-points. As the carriers evolve in this dis­
cretized k-space, it is necessary to have the scattering rates at each k-point for use 
in the Monte Carlo scattering algorithm. The most rigorous way to calculate the 
scattering rate for a carrier with a momentum k is to compute the scattering rate 
from the momentum state k to each and every other possible final momentum state 
k' in the first Brillouin zone. This in effect computes an anisotropic scattering rate 
that is k-dependent or momentum-dependent. To implement this in a computer 
simulation, the memory requirements are quite enormous. For example, using 916 
points in the irreducible wedge of a Brillouin zone implies that one has to compute 
a scattering matrix of size 916 x916. This is the requirement for just one type of 
scattering mechanism. Considering many scattering mechanisms will increase the 
memory requirement even further. Apart from memory requirement related prob­
lems, the knowledge of physical constants such as deformation potentials for nonpolar 76 
optical phonon scattering that couples the pairs of states k and k', (i.e. D(k,k')) 
does not exist. For these reasons, the usual approach in most Monte Carlo calcula­
tions is to calculate energy-dependent scattering rates by averaging the k-dependent 
rates using the E-k relationship. While using such an energy-dependent scattering 
rate certainly neglects the k-dependence or anisotropy (in k-space) of the scattering 
rates, it offers ease of implementation, at the cost of some accuracy. 
The simplified approach that is usually adopted (including this work) to calcu­
late the full band scattering rates is to first compute the scattering rates assuming 
nonparabolic bands, and then renormalize the rates using the ratio of the density of 
states of the full band structure to that of the nonparabolic band at high energies. 
The justification for doing so stems from the fact that nonpolar optical phonon scat­
tering (intervalley scattering is just a form of nonpolar optical phonon scattering) 
is the most dominant scattering mechanism at high energies and is directly propor­
tional to the density of states. Since the density of states of the full band and the 
nonparabolic band are different at high energies, the rates for the full band model 
are derived by simply scaling the nonparabolic band rates by the ratio of the density 
of states (in effect, this also assumes that the deformation potentials are isotropic). 
To implement the strategy outlined above, the low-energy (i.e. below the inter­
valley threshold energy) scattering rates are computed using a nonparabolic disper­
sion relation (as described in section 4.4). The total scattering rate in the r valley as 
a function of the total electron energy for a three-valley nonparabolic model of the 
conduction band is shown in Figure 4.11 and is denoted as a 'non-parabolic band'. 
This non-parabolic conduction band model provides a reasonable estimate for the 
scattering rate for low energy electrons (i.e. electrons with energy less than approx­
imately 1.5 eV, the intervalley threshold energy for the local band structure used in 
this plot). 
As observed before and as shown in Figure 4.6, the nonparabolic band density of 
states shows a monotonic increase as a function of energy. A more realistic full band 
density of states begins to decrease beyond 2.5 eV and subsequently increases again 
above about 4 eV, with the onset of higher energy conduction bands. The scattering 77 
rates computed using the nonparabolic band approximation (as detailed in Appendix 
A) are corrected for energies beyond roughly the intervalley separation energy (the 
energy beyond which the density of states corresponding to the non-parabolic and 
full band calculations differ appreciably and intervalley phonon scattering, which 
is proportional to the final density of states, tends to dominate), by scaling the 
nonparabolic scattering rates by a ratio of the full band to nonparabolic band density 
of states. The curve indicated 'Full band' in Figure 4.11 is the scaled full band 
scattering rate for the local band structure used in part of this work. Note that the 
scattering rate differences between the curves indicated in Fig. 4.11 arise exclusively 
from differences in the density of states beyond 1.5 eV. Beyond 4.3 eV however, the 
differences are also due to the inclusion of impact ionization scattering (discussed 
later in this section) in the curve 'Full band'. 
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Figure 4.11. Total scattering rate as a function of electron energy for a 
non-parabolic and full band model of the ZnS conduction band. 78 
The Monte Carlo full band simulation includes polar optical phonon scattering, 
scattering due to acoustic phonons, intervalley scattering, ionized impurity scatter­
ing, band-to-band impact ionization, and impact excitation of Mn2+. While the polar 
optical phonons are treated assuming the Frohlich interaction [50], the acoustic and 
intervalley scattering mechanisms are calculated using deformation potentials. Ow­
ing to the small carrier concentrations in these devices, the Conwell and Weisskof 
formula [14] is employed to compute ionized impurity scattering rates. Neutral impu­
rity scattering (due to Mn2+ ions) is neglected as it has been demonstrated to have a 
negligible effect on transport in ZnS [5]. Since there is virtually no information about 
deformation potentials describing the coupling of the first conduction band to higher 
conduction bands, the interband and intraband scattering rates in the second band 
in our simulation are treated via the same intervalley phonon interaction [51]. The 
deformation potentials corresponding to the phonon scattering rates in the second 
band are adjusted to fit to experiment, as described later Section 4.7. 
While polar-optic phonon scattering is the dominant scattering mechanism at 
low energies, the intervalley scattering mechanism becomes important beyond the 
energy of separation between the F valley and the X and L valleys. The acoustic 
phonon scattering rate increases with energy, but is never high enough to dominate 
the electron transport. Ionized impurity scattering decreases with increasing electron 
energies and does not affect electron transport to any great degree in the ACTFEL 
field regime of 1-2 MV/cm, as was demonstrated in earlier work [5]. 
Band-to-band impact ionization is crucial to high-field transport in most semi­
conductors. In ZnS, it is included in the model using a simple Keldysh formulation 
[52] in which the ionization rate is given as [53], 
E  Eth) 2 r ii(E) = r ph(Eth) P  (4.17)
Eth 
where Fii, the energy-dependent impact ionization rate, is proportional to Fph(Eth), 
the total phonon scattering rate at Eth. The threshold energy for impact ionization, 
Eth, is given by 
Eth =  (2Me  Mh) EG  (4.18)
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where me, mh and EG are the electron and hole band edge effective masses and the 
band gap energy, respectively. Our work includes a threshold (computed as above) 
of 4.3 eV and an assumed (typical) value of 100 for P [54]. Although the choice 
of the value of P was somewhat arbitrary and was picked identical to that in [54], 
it was verified not to be a critical parameter by finding that the sensitivity of the 
variation of the the impact ionization coefficient at= with the inverse electric field to 
the parameter P was fairly low (as detailed later in Section 4.7). While numerical 
calculations of the impact ionization rates using the Bloch wave functions obtained 
from a realistic band structure calculation have been performed earlier for GaAs 
[55], and more recently for ZnS [56], and are probably even more appropriate for use 
with a full band Monte Carlo simulation, our initial approach has been to use the 
Keldysh formulation, similar to earlier work on GaAs [54, 57]. Currently, efforts are 
underway to incorporate those recent full band impact ionization rate calculations 
into our Monte Carlo model. 
The average total scattering rate due to the various scattering mechanisms over 
the energy range of interest is in the range 1 x1014-1 x1015 /sec (see Figure 4.11). 
Quantum phenomena, such as collision broadening and the intracollisional field effect, 
become non-negligible for such high scattering rates [53]. Although several methods 
have been proposed to treat these phenomena in the past within the ensemble Monte 
Carlo framework, such as using a Lorentzian broadening of states [58] or performing 
self-energy calculations that account for a reduction of the scattering rates with 
a concomitant broadening of the final states [59, 60, 61], there still remains some 
concern about the viability of such methods. With an intent to keep the heuristics 
simple, we currently adopt Fermi's Golden rule in our Monte Carlo calculations, 
which neglects final state broadening. Preliminary investigations on the inclusion of 
final state broadening for ZnS using a calculation similar to that reported in [59], 
as well as treating the problem from a first principles, time-dependent perturbation 
theory approach are underway. 80 
4.5.3  Impact Excitation Rate 
Impact excitation is a process in which a hot electron interacts with a lumines­
cent center in the host phosphor to excite a ground state electron in the luminescent 
center to an excited state, losing energy in the process. The radiative relaxation of the 
excited states to the ground states is the fundamental origin of electroluminescence 
in these devices. For Mn2+ luminescent centers, the average cross-section for this 
interaction is experimentally estimated to be on the order of 10-16cm2 [62, 63]. The 
energy-dependent cross-section calculated from the Born approximation is primarily 
determined by exchange rather than a direct interaction [62]. A first principles cal­
culation [64] (see Appendix B for detailed derivation of impact excitation rate) based 
upon the exchange interaction proposed by by Bringuier et.  al. [65] gives the func­
tional form for the exchange impact excitation scattering rate assuming parabolic 
bands as 
(2EE-0Eie)
64AT/i7-477e4a2mi rie(E)  2C. (4.19)  t,2
"  00  Nif 
((/E +  Eie)2)  Eie)2 )) (Ei 
2E°  2E° 
where e is the electronic charge, e0 is the high frequency dielectric constant, Eie 
is the threshold energy for impact excitation, a is the ionic radius of Mn atom 
(about 0.8 A), ri is the degeneracy of d shell electrons in Mn, Nu is the density 
of the luminescent impurities in the host phosphor (typically about 0.5 atomic %), 
and Ei(x) is the exponential-integral function of x [66]. Although this analytical 
expression was derived assuming a parabolic relationship, it could be used in the full 
band Monte Carlo code with a rejection technique. The parabolic rates overestimate 
the real scattering rates at all energies, and once an excitation event is stochastically 
chosen using the parabolic rates, the event is picked or rejected depending on the 
values of the matrix element evaluated first with, and then without the parabolic 
band approximation, and by using the ratio of the two values so obtained. The results 
reported in this thesis however, only assume the functional form in Equation 4.20, 
but the magnitude of the scattering rate was actually tuned to obtain a peak value 81 
of about 1 x10-15 cm2 (and hence, an average value on the order of 1 x10-16cm2) for 
the cross-section. 
4.5.4  Monte Carlo Full Band Algorithms 
While performing a full band Monte Carlo calculation, there are some issues like 
storage of the E-k dispersion relationship, classification of valleys and bands, and 
selection of final states from a sorted array of E-k points, that are either not appli­
cable to, or vastly different from, a conventional Monte Carlo calculation involving 
an analytic bandstructure. Some of these issues are discussed below. 
Full Band Dispersion: As noted in an earlier section, the full band dispersion 
data in three dimensions is obtained using either a local or a nonlocal pseudopo­
tential calculation. Exploiting the 48-fold symmetry of the first Brillouin zone, only 
data corresponding to the "first irreducible wedge" are stored in memory. A k-point 
outside the irreducible wedge is easily transformed to its counterpart in the wedge 
by symmetry transformations. Although this reduces memory usage, it increases 
computational overhead in terms of performing the symmetry transformations for 
particles outside the wedge repeatedly over the course of the simulation. The irre­
ducible wedge that one chooses to work with during the course of the simulation is 
termed as the "reference wedge". Throughout the work described in this chapter, the 
energy dispersion E-k points corresponding to the "reference wedge", were generated 
using the relationships, 
kx+ky-i-kz <  -3  (2  )  (4.20)
2 a 
kz > kz > ky.  (4.21) 
Figure 4.12 shows the "reference wedge" in the first Brillouin zone. 
Velocity and Energy Interpolations: Along with energy values, the three direc­
tional derivatives of energy are also stored at each k-point and are used for interpola­
tion of the energy and its derivatives, and for estimation of the particle velocities. In 
order to evaluate the energy (or velocity) associated with a carrier during the course 82 
Figure 4.12. Irreducible "reference" wedge in the first Brillouin zone 83 
of a Monte Carlo simulation, a carrier with an arbitrary set of coordinates in k-space 
is first moved to the first Brillouin zone if it already does not belong there. Then 
the coordinates of the carrier are stored in temporary variables that are then used 
to evaluate the energy (or velocity) associated with the carrier. The coordinates 
are moved to the first quadrant (where kz, ky, and kz are all positive). The new 
point could lie in any of the six symmetry regions in the first quadrant, depicted in 
Figure 4.13. 
Figure 4.13. Symmetry regions in the first quadrant of the irreducible "reference" 
wedge in the first Brillouin zone 84 
Simple transformations are then used to transform the coordinates into the "ref­
erence" wedge (marked "1" in Figure 4.13). From region 2 to 1, the transformation is 
effected simply by swapping the values of kx and ky while kz is invariant. To effect a 
transformation from 3 to 1, the values of kz and kx are swapped keeping ky constant. 
To effect a transformation from 4 to 1, first a transformation from 4 to 3 is performed 
by swapping values of kx and ky and then effecting a transformation from 3 to 1. 
Transforming a point in region 5 to region 1 involves first swapping ky and kz to get 
the equivalent point in region 3, and then performing a 3 to 1 transforming operation. 
Finally, a point in region 6 is transformed into a corresponding point in region 1, by 
first transforming the original point to region 5 initially, then to region 3, and then 
finally onto region 1. Once the equivalent k-point in region 1 is obtained, the energy 
and the velocity corresponding to the point is computed by interpolation from the 
values of the energy and the velocity of the eight tabulated k-points kA (A=1,2,...,8) 
of the cubic element of side length 1 = 0.05(21t) in the irreducible wedge surrounding 
the given point, using the following interpolation relations. The energy E(k) at k is 
given by [57] 
Ex(k) = E(k),)+ 
8.E,,a (kA)(ks 
ki,A)  (4.22)
ki 
where sums over identical indices must be performed. The contributions from each 
corner are then summed up with the appropriate weights, 
E(k) =i WAEA(k)  (4.23) 
A=1 
where the weights are given by 
WA =  [1  kr 
/ 
kx,A11 [1 
ky 1 ky'A11 [1  kz 
/ 
kz,A11  (4.24) 
The velocity at k is obtained in a similar way by interpolating linearly around each 
corner.  This scheme is found to be the best compromise between accuracy and 
simplicity. 
Valleys and Bands: For a MC calculation that uses a three dimensional dispersion 
relation and valley-dependent scattering rates, there is a need to classify each k-point 
as belonging to a certain valley, primarily to determine the scattering rates that apply 85 
to a carrier. One could consider three valleys only (F, L and X) or more valleys 
(such as W, K etc.). For every valley considered, the effective mass at the valley 
center may be obtained from the dispersion data. More than one conduction band 
could also be considered, depending on how energetic the electrons in the application 
being modeled could get. For the ACTFEL application, two ZnS conduction bands 
generally prove sufficient. 
A simple algorithm is implemented to classify each k-point in the tabulated 
dispersion data as belonging to one of the valleys considered. The Laplacian of the 
energy is calculated at each k-point, wherein, a simple three-point or a five-point 
finite-difference formulation is utilized to compute the second derivatives from the 
tabulated first derivatives of energy. Valley centers and a certain minimum valley 
radii are predefined for each valley. For example, the points (0,0,0), (0,0,1.0) and 
(0.5,0.5,0.5) are assigned as the centers of the l', X and L valleys respectively, in 
the particular reference wedge considered. A radius of two or three grid points 
assigned to each valley automatically initializes the points within that radius from 
the respective valley centers to be assigned to the respective valleys. To assign valleys 
to the remaining points, the Laplacian at every point is checked and compared with 
one of the six neighbors, given by steepest descent (as obtained from the tabulated 
first derivatives). If there is a match and if the neighboring point has a valley already 
assigned to it, then the point under scrutiny is also assigned the same valley type. 
After this procedure is done repeatedly over all the points, most of the points will 
have been assigned a valley. To cover the remaining points, the Laplacian criterion 
is waived and the neighbors are checked using a steepest descent criterion and the 
valleys of such neighbors are adopted for those points. 
The state after scattering: In a full band formalism, the state after scattering 
is a very crucial aspect of the implementation of the Monte Carlo algorithm. The 
general approach is to re-tabulate the k-points and their energies in the irreducible 
wedge in a different way. They are arranged in the order of increasing energies, and 
the corresponding kx, ky and k, values, along with a band index and a valley index. 
A sample of the sorted table is shown in Table 4.3. 86 
Energy  kx  ky  kz  Band  Valley 
...  ...  ...  ...  ...  ... 
...  ...  ...  ...  ...  ... 
1.8772  0.00  0.00  0.35  0  0 
1.8781  0.45  0.35  0.55  0  1 
1.8785  0.10  0.05  0.80  0  1 
1.8788  0.40  0.25  0.40  0  0 
1.8857  0.15  0.15  0.95  0  2 
1.8897  0.05  0.00  0.35  0  0 
1.8940  0.45  0.40  0.60  0  1 
1.8992  0.05  0.05  0.35  0  0 
1.8994  0.25  0.25  0.40  0  0 
1.9013  0.50  0.35  0.55  0  1 
1.9067  0.05  0.05  0.75  0  2 
...  ...  ...  ...  ...  ... 
...  ...  ...  ...  ...  ... 
Table 4.3. Sorted array of k-points used in final-state selection after a scattering 
event 87 
Once a particular scattering mechanism is selected and its final energy known, 
a search range in energy (which could be a constant interval or given by the scatter­
ing rate at that energy and the uncertainty principle to include collision broadening 
effects) is used to search through the rearranged entries. All those energy points 
that are within the energy interval with respect to the intended final energy are ac­
ceptable candidates for the final state, provided they satisfy additional constraints 
such as the type of the destination valley, as dictated by the scattering mechanism 
that was picked. We term this approach the 'scan and pick' method. This method 
always results in a final state that is strictly one of the tabulated k-points. A more 
computationally involved alternative method is to use the inverted energy interpo­
lation equations that would amount to solving a set of coupled partial differential 
equations. In this work, the 'scan and pick' method was adopted. The specifics that 
apply to some of the individual scattering mechanism are detailed below: 
1.	 Acoustic Phonon Scattering: While the 'scan and pick' mechanism is read­
ily used, a potential problem with acoustic scattering mechanism is that one 
might end up with no entries within the energy range to choose from for a final 
state. This is particularly true at low energies where this mechanism's relative 
importance is higher, and there are simply not enough points in the pseudopo­
tential dispersion relation owing to the low density of states at low energies. 
The solution is to use a finer mesh for the dispersion relation ( for the final 
state selection algorithm) which gives rise to increased memory expenditure. 
It should also be noted that increasing the resolution in a certain region alone 
of the Brillouin Zone while keeping that of the other regions the same would 
amount to misrepresenting the density of states and is not acceptable. 
2. Polar Optical Phonon Scattering: This mechanism has an angular dependence 
associated with the matrix element and one normally uses a simple rejection 
technique to pick the right angle (between the initial and final states) after 
scattering, in a conventional parabolic or nonparabolic formalism. The method 
used in this work for the full band model picks the final k-state the usual way, 88 
just as a simpler formalism such as a nonparabolic band would prescribe (with 
the angular dependence taken into account), and then to check the energy of 
the state picked using the full band dispersion relation, and accept (or reject 
and retry) the state if the full band energy value fell within a certain energy 
tolerance limit of the expected final energy after the scattering event. 
3. Intervalley Scattering: This mechanism is the most dominant mechanism in 
ZnS at higher fields and needs to be treated reasonably. Once the final en­
ergy is determined (depending on whether it is an absorption or emission), a 
simple 'scan and pick' approach is adopted to select a final state. When a 
multiband approach is used, this scattering mechanism could be used to let 
electrons hop bands, if the band index of the selected final state happens to be 
different from the band the electron started out from. This is particularly true 
when interband scattering mechanisms are not explicitly included in the code. 
This implies that one implicitly assumes the same deformation potentials for 
intervalley and interband mechanisms. Considering the lack of knowledge of 
deformation potentials coupling electrons in different band (in most semicon­
ductors, including ZnS), this approach was adopted in this work. 
4. Ionized Impurity Scattering Since ionized impurity scattering is elastic and not 
randomizing, and approach which is a combination of the way polar optical 
scattering and the acoustic scattering mechanisms are treated is adopted for 
the selection of the state after scattering. 
4.6  Parallelization of Pull Band Monte Carlo Simulation 
As observed before, to find the energy of a particle with a given k-vector, the 
particle is mapped onto the irreducible wedge, and its eight surrounding k-points 
(tabulated k-points) are used to interpolate the energy value at the given k-point. 
This interpolation routine is called repeatedly throughout the course of the simula­
tion; this results in additional computational overhead in comparison with analytical 89 
approximations. The storage of the energy and its three directional derivatives at 
each E-k point increases the memory usage. The inclusion of more bands in the 
simulation increases the memory requirements almost linearly. The 'scan and pick' 
method of selecting the final k-state entails searching through the sorted array of 
k-points, and this procedure again adds to the computation time. A binary search 
has been implemented to perform the 'scan and pick' method of selecting the k-state 
given the corresponding energy. Thus, when transitioning from a non-parabolic band 
to a full band model, both the computational and memory overheads are increased 
manyfold. Hence, the strongest justification parallelizing the Monte Carlo simulation 
is to to keep the execution times within reasonable limits. 
In the parallel full band code, the material parameters and the energy and veloc­
ity information corresponding to the E-k points are initially input to processor 0 and 
subsequently broadcast to all the nodes for storage. An equal number of carriers is 
assigned to all the nodes at the beginning. The communication between processors is 
limited to the end of time steps introduced in the simulation, when global summing 
and averaging operations are performed across all the nodes to obtain time-evolving 
Monte Carlo statistics. Although the full band implementation thus far has only 
been in k-space, the extension to a real-space simulation is expected to be simple 
from an algorithm parallelization viewpoint. 
In addition to the nCUBE2 computer, the Connection Machine CM-5 was used 
to perform some of the ACTFEL full band simulations. A CM-5 may contain tens, 
hundreds, or thousands of parallel processing nodes, each with its own memory. 
Nodes can fetch from the same address in their respective memories to execute the 
same (SIMD-style) instruction, or from individually chosen addresses to execute in­
dependent (MIMD-style) instructions. The basic CM-5 processing node consists of 
a RISC microprocessor, memory subsystem and a CM-5 Network Interface all con­
nected to a standard 64-bit bus [67]. The processing nodes are supervised by a control 
processor which runs the operating system. Programs are loaded by the control pro­
cessor as it broadcasts blocks of instructions to the parallel processing nodes and 
then initiates execution. Every control processor and parallel processing node in the 90 
CM-5 is connected to two scalable interprocessor communication networks designed 
to give low latency combined with high bandwidth for most applications. One of 
the features of the CM-5 is the availability of data parallel languages. The flow of 
control in a data parallel language is nearly identical to that of its serial counterpart, 
thereby making debugging and program analysis and even portability across parallel 
platforms considerably simpler. For porting message-passing programs to the CM-5, 
the CM communication library called the CMMD [68] which provides synchronous 
and asynchronous functions and global operations could be used. The Connection 
Machine used in part of this thesis work, was located at the National Center for 
Supercomputing Applications, at the University of Illinois, Urbana. It has 512 nodes 
processor nodes, each with a local memory of up to 32 MB. 
To use the raw computing power of the CM-5, the message-passing code on the 
nCUBE2 was ported to the CM-5 preserving the message-passing nature of the code 
in this work. The CMMD communication library on the CM-5 and particularly the 
asynchronous communication calls, were utilized to rewrite the broadcast algorithm 
along with the global summing and averaging routines. 
4.7  Results 
In this section, results obtained using the full band Monte Carlo k-space sim­
ulation for ZnS are presented. The results are obtained using either a local or a 
nonlocal EPM band structure. The specific band structure pertaining to each result 
will be stated along with the result. The nonlocal band structure used to generate 
the results is the one corresponding to set II of the form factors mentioned in sec­
tion 4.5.1. The full band simulations reported here use a 916-point irreducible wedge 
of the first Brillouin zone (corresponding to Lik = 0.0522) for interpolating carrier 
energies and velocities and for selection of the final states after scattering. In some 
simulations, a finer mesh corresponding to a 6281-point wedge (Ak = 0.025-2n was 
also utilized for the selection of final states after scattering events. An ensemble size 
of 16,000 particles is used in all the calculations. Only the first two conduction bands 91 
are included in the simulation, which is sufficient for electrons with total energies of 
up to 5.5 eV. 
There is still some ambiguity regarding the electron effective masses for ZnS, 
with reported experimental values for the r valley varying from 0.28 [69] to 0.34 
[70]. While some previous transport calculations [5, 6] have used a value of 0.28 for 
the r valley electron effective mass (which corresponds to an experimental value for a 
hexagonal lattice structure, rather than a zinc-blende structure), the effective masses 
of the valleys in the first conduction band used in this work are obtained directly 
from pseudopotential band structure calculations. From the local band structure cal­
culations, the r, L, and X valley effective masses in the first conduction band were 
computed to be about 0.20 mo, 0.53 mo and 0.46 mo, respectively. The nonlocal cal­
culations yielded values of 0.17 mo, 0.39 mo and 0.42 mo, respectively. The material 
parameters used are identical to those reported in [6], except for the deformation po­
tentials corresponding to phonon scattering in the second band, which are adjusted 
to fit the experimentally measured impact ionization coefficients, as explained in the 
following paragraph. 
In the second conduction band which extends from about 2.3 eV to 5.5 eV (as 
shown in Figure 4.10), the two mechanisms that dominate transport are intervalley 
phonon scattering (below 4.3 eV) and band-to-band impact ionization (beyond 4.3 
eV). Thus, the number of impact ionization events observed (and hence the impact 
ionization coefficient) hinges upon the relative magnitudes of the scattering rates 
associated with these two mechanisms. Figure 4.14 shows the experimental variation 
of the impact ionization coefficient, aii, with the inverse of the electric field [71]. Us­
ing the same set of deformation potentials in each band (the intervalley deformation 
potentials used are those reported in Ref. [6] for ZnS but, in fact, are simply crude 
estimates which are similar to those used for GaAs and InP) and the values of P 
and Eth indicated previously, gives rise to calculated impact ionization coefficients 
from the Monte Carlo code shown in curve DI of Figure 4.14. Clearly, the impact 
ionization coefficients for the fields of primary interest (1-2 MV/cm) are overesti­
mated by more than an order of magnitude. Attempts to fit the experimental data 92 
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Figure 4.14. Impact ionization coefficient, aii, as a function of inverse electric 
field. Plots Di and D11 correspond to two different sets of deformation potentials for 
phonon scattering in the second band. 93 
by tuning the parameters P and Eth of the Keldysh formulation were not successful. 
While varying P shifts the curve DI only slightly in magnitude, varying Eth only 
changed the slope of the variation. On the other hand, changing the deformation 
potential in the second conduction band is found to have a pronounced effect on the 
calculated impact ionization coefficient  (an approach similar to that employed 
in Ref.  [72]). By increasing the deformation potentials of the second conduction 
band by a factor of two compared to the first band (i.e. the deformation potentials 
of the first conduction band are those reported in Ref. [6] whereas the second con­
duction band deformation potentials are twice these values), the curve labeled DII 
in Figure 4.14 is obtained, which gives much closer agreement to experiment in the 
electric field range 1-2 MV/cm. This increase in the deformation potential is consis­
tent with trends found in the Si scattering rates computed using a first-principles, 
ab initio pseudopotentials approach in which higher scattering rates were calculated 
compared to those deduced from empirical pseudopotential or density-of-states cal­
culations [73, 74]. 
Figure 4.15 shows the transient average drift velocity of carriers in ZnS for two 
different applied phosphor fields using the nonlocal EPM band structure. The veloc­
ity increases initially as the carriers rapidly gain energy from the field. When carriers 
reach energies where intervalley scattering dominates, they are transferred to other 
valleys (and bands), and a steady-state population in the valleys (and bands) is es­
tablished. The distance traversed by the carriers before reaching steady-state is of 
the order of a few hundred angstroms and hence, on average, the carriers traverse 
almost the entire phosphor layer (a typical thickness of 0.5 pm) in steady-state. It 
is also noted from Figure 4.15 that steady-state is established more quickly at the 
higher fields. 
The velocity-field curve for ZnS determined utilizing the local band structure 
calculation, is shown in Figure 4.16. A low field mobility of around 300 cm2/V.sec 
obtained from the velocity-field curve compares favorably with the range of reported 
experimental values [75]. Figure 4.16 also shows the velocity-field curve obtained 
using a nonparabolic band model. The velocities at low field values, and hence the 94 
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Figure 4.15. Transient average drift velocity of carriers in ZnS for two different 
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Figure 4.16. Steady-state drift velocity as a function of the electric field for ZnS 95 
low-field mobility, are noticeably lower in the case of the nonparabolic band model. 
This is essentially due to the higher effective mass in the r valley (0.28 mo) that 
was used in the nonparabolic band model. While the peak velocities predicted by 
both the models are quite similar, the electric field values at which the peak occurs 
is noted to be different, partly due to the differences in the low field mobility values 
between the two models, and mainly due to the different sets of values of the I' to L 
valley and F to X valley energy separations used in the two band models. 
The simulated electron energy distributions for three different phosphor fields 
computed using the EPM local band structure are shown in Figure 4.17. The corre­
sponding output arising from the nonlocal band structure is shown in Figure 4.18. 
Also plotted in the figures is the impact excitation cross-section of Mn2+ impurity 
in ZnS (in arbitrary units). The distribution becomes hotter (i.e. increasing average 
energy) with increasing phosphor fields. For manganese centers (used for yellow lu­
minescence), with an excitation threshold energy of about 2.1 eV, it is seen that a 
considerable number of the electrons in the ensemble are energetic enough to cause 
impact excitation. From the distributions in Figure 4.17, we estimate (by counting 
the number of carriers above threshold) that about 18%, 38%, and 51% of the elec­
trons possess energy above 2.1 eV at fields of 1 MV/cm, 1.5 MV/cm and 2.0 MV/cm 
respectively. The corresponding numbers at the three fields for terbium (which yields 
green luminescence and has an excitation threshold of 2.5 eV) are 2%, 9%, and 19%, 
respectively. From the distributions obtained using a nonlocal band structure shown 
in Figure 4.18, it is estimated that about 4%, 17% and 31% of the electrons in the 
phosphor, possess enough energy to be able to excite a Mn atom in the phosphor layer 
at the fields of 1 MV/cm, 1.5 MV/cm and 2.0 MV/cm. The corresponding numbers 
for Tb from the Monte Carlo simulation using the nonlocal band structure are 0.4%, 
4% and 12% respectively. The qualitative differences in the distributions obtained 
from using the local and nonlocal band structure stem essentially from the different 
F -L and F -X separations predicted by the two band structure models. Owing to 
the larger intervalley separations in the local band structure, the distributions are in 
general hotter than those obtained from those from the nonlocal band structure. 96 
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Figure 4.17. Electron energy distributions at three different phosphor fields plotted 
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Figure 4.18. Electron energy distributions at three different phosphor fields and 
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The steady-state electron energy distribution from a Monte Carlo simulation is 
obtained by averaging the energy distribution of particles over a time interval in 
steady-state. Since the full band Monte Carlo simulations use a discretized k-space 
(and hence a discretized energy space) with the states after scattering always being 
picked exactly as one of the tabulated k-points (using the 'scan and pick' method 
described earlier), the energy distributions that are obtained from the simulations 
typically tend to be peaked near these tabulated energy values, rather than being 
smooth and continuous similar to what one would obtain by using a nonparabolic 
model. Hence, the results for the electron distributions shown in Figures 4.17 and 
4.18 were obtained by smoothing the raw data obtained directly from the simula­
tions. While using 6281 final states rather than 916 final states in simulations clearly 
resulted in smoother (but still noisy) electron distributions, interpolating the final 
k-values rather than using the 'scan and pick' will help eliminate the discretization 
noise altogether. 
The time evolution of the average energy of the electrons for different phos­
phor fields calculated using a local band structure, is shown in Figure 4.19. The 
steady-state average energy is reached in under 0.5 ps in all cases, and increases with 
increasing electric field.  Figure 4.19 also shows the time evolution of the average 
energy obtained by excluding the band-to-band impact ionization scattering. When 
impact ionization is not included, the average energy monotonically increases with 
time which means that steady-state is never reached (electron runaway). In the ab­
sence of the inclusion of band-to-band impact ionization in the model, a significant 
number of electrons gain energy from the field at a faster rate than they lose en­
ergy to the crystal lattice for phosphor fields in excess of 1.5 MV/cm, which leads 
to unphysical electron runaway to extremely high energies. It is noted that electron 
runaway was not observed when nonparabolic multivalley model [5] was used because 
of the monotonic increase in the density of states (and hence the scattering rates) 
implicit in such a model, as shown in Figure 4.11. The unrealistically large density 
of states of the non-parabolic multivalley model at high energies leads to a cooling of 
the electron distribution. Correcting the scattering rates using the full band density 98 
of states, however, results in a decreasing scattering rate as energy increases over an 
energy range (which is approximately 2.5 eV to 4 eV for the local band structure, as 
indicated in Figure 4.11). However, inclusion of impact ionization scattering in the 
full band model acts as a stabilizing influence, helping the electron distribution to 
reach steady-state at high electric fields. 
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Figure 4.19. Time evolution of average carrier energy for different phosphor fields. 
The distribution of particles at time t = 0 and in steady-state, for a field of 2 
MV/cm in the first Brillouin zone is shown in Figure 4.20. At time t = 0, all the 
particles are initialized according to a thermal distribution, and hence reside in the r 
valley at the center of the Brillouin zone. As they gain energy from the high electric 
fields, they are scattered to higher energies, and equivalently, different regions in the 
Brillouin zone. The distribution at steady-state clearly shows concentrations of the 
particles along the L and X symmetry directions. 99 
Figure 4.20. Distribution of electrons in the first Brillouin zone initially, and at 
steady-state in ZnS for a field of 2 MV/cm. 
The internal electroluminescence excitation intensity is proportional to a convo­
lution of the electron energy distribution function with the impact excitation cross-
section of the luminescent centers in the phosphor. The excitation cross-section (in 
arbitrary units) for Mn2+ centers in ZnS (calculated using the function form given in 
Equation 4.20 is shown in Figures 4.17 and 4.18. An increasing overlap of the exci­
tation cross-section with the electron energy distribution is observed with increasing 
phosphor field. 
Counting the number of impact excitation events (i.e. excitation of Mn2+ cen­
ters) that are recorded during the simulation in steady-state over a length of time, 
an estimate is obtained for the average number of impact excitations caused by an 
electron as it traverses the entire length of the phosphor layer. This parameter is 
linked to the maximum observable brightness of an ACTFEL device. Figure 4.21 
shows a plot of this internal luminescence quantum yield parameter as a function 
of the phosphor field. It shows a threshold of approximately 0.8 MV/cm, increases 
in an almost linear fashion up to 1.75 MV/cm, and tends to saturate beyond 1.75 100 
MV/cm. This linear variation is consistent with experimentally observed trends in 
the brightness-voltage curves of ACTFEL devices [76]. An internal quantum yield, 
Qv, may be obtained by fitting the linear portion of the impact excitation curve 
shown in Figure 4.21, to the equation, 
Qy = A(E  EQ)	  (4.25) 
where A is the slope of the linear variation, E is the phosphor field, and EQ is a 
threshold phosphor field above which impact excitation becomes important in the 
ACTFEL device. EQ roughly corresponds to the field beyond which a significant 
amount of light emission is observed. 
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Figure 4.21. Number of impact ionization and impact excitation events per trans­
ferred electron as a function of the phosphor field in a ZnS:Mn ACTFEL device. 
The results shown in Figure 4.21, assume a peak value of 1 x10-15cm2 or, equiv­
alently, an average value of the order of 1 x10-16cm2 for the impact excitation cross­101 
section. While experimental estimates of the impact excitation cross-section do sug­
gest such values [62, 63], there is still some uncertainty as to the actual value. Using 
the impact excitation scattering rate outlined in subsection 4.5.3 in conjunction with 
a rejection technique based upon the exact evaluation of the matrix element using 
the full band dispersion (see Appendix B) is an alternative approach that is currently 
being pursued. Nevertheless, the qualitative trends established in our results remain 
valid, although the exact values of the quantum yield will scale according to the 
values of the cross-section of the luminescent centers. 
Figure 4.21 also plots the recorded number of band-to-band impact ionization 
events per transiting electron in the phosphor layer. It is seen that this parameter 
clearly has a threshold at about 1 MV/cm, and increases rapidly above threshold. 
The electric field thresholds observed in this plot for the two impact processes are 
determined by the energy thresholds, i.e. 2.1 eV for impact excitation and 4.3 eV for 
band-to-band ionization. The electric fields at which impact ionization is significant, 
(i.e 1.2-2 MV/cm) is consistent with the experimental conclusions of [77]. 
A comparison of the average number of impact ionization events to that of the 
impact excitation events in Figure 4.21 reveals that although the impact ionization 
process has a slightly larger threshold field of about 1 MV/cm, it increases rapidly 
and dominates above 1.5 MV/cm. ZnS:Mn ACTFEL devices in which the phosphor is 
deposited by evaporation typically operate at a clamping field of approximately 1.75 
MV/cm. This suggests that the establishment of field-clamping could be related 
to the field beyond which impact ionization begins to dominate carrier transport. 
The curves in Figure 4.21 also show that above 1.75 MV/cm, the number of impact 
excitation events tends to saturate, due to the dominating effect of impact ionization 
at these fields. This directly affects the observed luminescence at these fields and, 
thus, explains the saturation of B-V curves observed experimentally at high fields 
[76]. 
Early experimental verification of collision impact excitation of luminescent im­
purities as the main contributing mechanism to the observed electroluminescence 
stems from the work of Krupka [78, 79]. The EL spectra of ZnS:Tb devices typically 102 
exhibit peaks corresponding to the 5D4 7 F6 (2.5 eV)and 5D3 7 F4 (3.2 eV) atomic 
energy transitions. Krupka's experiments showed that the ratio R of the higher to 
the lower energy transition in the Tb luminescent impurity is an increasing function 
of the applied voltage. Along the lines of Krupka, in some preliminary experiments 
that were performed at Oregon State University [80], the electroluminescent (EL) 
spectra for a ZnS:Tb ACTFEL device whose phosphor layer was grown by atomic 
layer epitaxy (ALE) were measured as a function of the electric field in the phosphor 
layer. The electric field was maintained using a field control circuit [81]. The exper­
imental results reveal an increasing trend in the ratio R as a function of increasing 
electric field, which is in agreement with some preliminary calculations based on the 
Monte Carlo simulation. The transferred conduction charge in the device was also 
measured as a function of the electric field and the quantum yield of the device as 
the ratio of the light intensity (for the spectral peak corresponding to the 5D4 -7 F6 
transition) to the transferred conduction charge was estimated. This experimentally 
estimated quantum yield increases linearly as the electric field is varied in the range 
0.6-1.6 MV/cm, beyond which it saturates as shown in Figure 4.22. Also shown in 
Figure 4.22 are some preliminary Monte Carlo estimates of the quantum yield for 
ZnS:Tb. The simulated and experimental trends are in reasonable qualitative agree­
ment. The most significant deviation is in the threshold electric field, the reasons 
for which may be due to the current inadequacies in both the simulation and the 
experiment. 
The next issue is to estimate the fraction of luminescent impurities excited under 
typical phosphor field conditions. Denoting crie as an impact excitation coefficient 
(analogous to the impact ionization coefficient) and defining it as the average distance 
traversed by an electron between two impact excitations, and denoting d as the 
phosphor layer thickness, the fraction of electrons crossing the phosphor layer without 
impacting a luminescent center is given by exp(ctied).  For transferred electron 
charge corresponding to N electrons per cm2, the number of excited luminescent 
impurities per cm2 is given by N[1  exp( aied)]. The total number of luminescent 
centers present per cm2 is given  by Niid. The fraction f* of excited luminescent 103 
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Figure 4.22. Measured and simulated quantum yield as a function of the phosphor 
field in a ZnS:Tb ACTFEL device. 104 
Phosphor field  ate  f 
(MV /cm)  (/cm) 
0.8  4.20  x102  4.16  x10-5 
1.0  1.18  x103  1.14  x10-4 
1.5  6.28  x103  5.39  x10-4 
2.0  1.44  x104  1.03  x10-3 
Table 4.4. Variation of impact excitation coefficient and fraction of excited lumi­
nescent impurities with phosphor field. 
centers in the phosphor layer is then given by the ratio of the number of excited 
luminescent centers to the total number of luminescent centers present [41]. We 
write the fraction f as 
N(1  eaied) f* =  (4.26)
Nud 
In Table 4.4, we show computed values of ate and corresponding values of f* for 
four different values of phosphor field, for a 0.5 pm thick phosphor layer. A total 
luminescent center density of 1 x102°/cm3 (corresponding to 0.5 atomic %), and a 
value of 1 x1013/cm2 for N is assumed. We notice that the computed fraction f* is 
fairly small, implying that only a very small fraction of the luminescent impurities 
present in the phosphor are actually impact-excited under typical field conditions. 
This observation is in qualitative agreement with analytical lucky-drift model based 
calculations [41] as well as with earlier experimental findings [76, 82]. 
Note that it is implicitly assumed in all of the previous discussion that the high-
field transport properties of the bulk ZnS are the rate-limiting aspects of the device 
physics which determine the ACTFEL performance. In fact, the electron injection 
properties of electrons from interface or bulk states may also determine the ACT­105 
FEL performance. While the results presented so far seem to clarify certain aspects 
related to the operation of ACTFEL devices, there are several issues which have 
not been explicitly addressed in the work presented herein. First, the electric field 
is assumed to be uniform across the phosphor layer, whereas this is often not the 
case for actual ACTFEL devices. Second, there is a dearth of available experimental 
impact ionization data for even common ACTFEL phosphors such as ZnS, pointing 
to a clear need for more experimental efforts in this direction. Third, many of the pa­
rameters used in the Monte Carlo simulation (e.g. deformation potentials for phonon 
scattering, experimental values of band edge effective masses, and impact excitation 
cross-section of luminescent centers) are not known to any degree of certainty, even 
for ZnS. Clearly, much more experimental and theoretical work is required before a 
complete picture of high-field transport in ACTFEL devices is possible. 
4.8  Summary 
In this chapter, the first full band Monte Carlo simulation of high-field transport 
in the ZnS phosphor of an ACTFEL device that uses a nonlocal band structure 
for ZnS is presented.  It was found that band-to-band impact ionization plays a 
crucial role in stabilizing the electron energy distribution at typical phosphor fields 
of 1-2 MV/cm. The steady-state electron energy distributions obtained for different 
phosphor fields reveal that a significant fraction of the electrons are energetic enough 
to impact excite luminescent impurities in the host phosphor. The estimated internal 
luminescence quantum yield for ZnS:Mn ACTFEL devices varies linearly with the 
phosphor field and saturates at high fields. The saturation in luminescence at high 
fields is attributed to the onset of band-to-band impact ionization. Impact excitation 
processes, while being the basis of the functionality of these devices, do not affect the 
hot electron energy distribution to any significant degree. Estimates of the fraction 
of excited manganese centers obtained from the Monte Carlo calculations agree well 
with previously reported experimental and theoretical findings. 106 
Chapter 5
 
Concluding Remarks
 
5.1  Accomplishments 
One of the general contributions of the thesis is in the demonstration of the 
utility of a parallel Monte Carlo simulation tool for the modeling of applications 
such as a GaAs MESFET, an ACTFEL device, and even electromagnetic phenomena. 
The ability of the Monte Carlo device simulation technique to capture the physics 
of the charge carriers in a semiconductor as accurately as the scattering models 
implemented, has often made it the standard against which the other parameterized, 
less accurate methods are calibrated. Thus the method is an ideal tool for probing 
into the physics and functionality of novel devices and phenomena. 
The parallel simulator PMC-3D developed earlier at OSU was used to study 
the DC and small-signal parameters of a small-geometry MESFET. While the DC 
I-V characteristics could be computed accurately, the determination of small-signal 
parameters with accuracy is hampered by the presence of noise in the Monte Carlo 
results. A few features like surface pinning and ionized impurity scattering were 
added to improve the already existing MESFET model. The choice of grid spacings 
in the three spatial directions is crucial, and should be small enough for the Pois­
son equation solver to yield convergent results under the finite-difference scheme. A 
full three-dimensional particle simulation gives valuable feedback regarding the ad­
mittedly limited capabilities of the simulator in modeling the semi-insulating GaAs 
substrate which affects the predictive capability of the simulator for subthreshold 
regions of the device. 107 
We have demonstrated the capability of coupling a Monte Carlo particle sim­
ulation technique along with the solution of the wave equations. A parallel 3-D 
Maxwell's equation solver was developed based on a finite-difference, time domain 
scheme to couple with the Monte Carlo particle simulation. The hybrid method was 
applied to simulating a photoconductive switching experiment. The simulation of 
the particle current in the experiment by the solution of Maxwell's equations and 
alternately the Poisson equation for low carrier densities results in very close esti­
mates. 
In this thesis, we presented the first full band simulation of electron transport in 
ZnS that uses a bandstructure computed using a nonlocal pseudopotential method. 
The form factors that were used to obtain the nonlocal bandstructure were obtained 
by fitting the measured critical-point band transitions obtained from experimental 
reflectivity spectra of ZnS. Algorithms were developed for inclusion of numerical 
full band dispersion relationship in the Monte Carlo framework. The electron energy 
distributions in the ZnS phosphor of ACTFEL devices was estimated from the Monte 
Carlo statistics. Once a reasonable estimate of the electron energy distributions was 
obtained, the impact excitation rate was used to estimate the device quantum yield. 
In the realm of the usage of parallel platforms for Monte Carlo simulations, this 
work demonstrated the portability of the original parallel code [1], to other platforms 
preserving the message-passing nature of the code. Specifically, the k-space code, 
pertaining to the full band modeling of transport in ACTFEL devices, was ported 
to the Connection Machine, CM-5. Admittedly, this may be a sub-optimal way 
of utilizing the architecture and capabilities of the Connection Machine. It is for 
this reason, however, that efforts to use data parallelism, an inherent feature in the 
k-space Monte Carlo procedure, are currently underway. 
5.2  Future Work 
As with most modeling work, there is room for improvement as better and 
improved techniques come along. The device simulator itself is general enough that 108 
improvements to the Monte Carlo simulator in terms of any additional material 
capabilities, as well as improved physics features can be introduced into the exist­
ing code with relative ease. From the three-dimensional simulation of submicron 
MESFETs, it was observed that the amount of computer time spent in the Poisson 
solver, was more than 50% of the total time in certain cases, especially for large 
grids. The current Poisson solver, while being conceptually simple and even elegant, 
could be significantly improved using preconditioning methods. The use of Monte 
Carlo statistics to estimate small-signal parameters is hampered by statistical noise. 
Curve-fitting procedures [29] could be integrated with the simulation code whenever 
a need to process the results of a simulation to compute small-signal parameters 
arises. 
The electromagnetic modeling capability with Monte Carlo simulation is a very 
desirable feature. However, the boundary conditions considered in this research have 
been hitherto simplistic. Since the volume considered in the simulations, is severely 
restricted by memory considerations, there is a need to develop and incorporate more 
realistic boundary conditions in conjunction with a small simulated device volume. 
To model the femtosecond optoelectronic experiments, there is  a need to estimate 
the THz radiation originating from the samples, in a computational framework. This 
will not only facilitate direct comparison with experimental data in the short run, 
but will also help to improve the Monte Carlo device simulator in the long run. 
The technology of AC thin-film electroluminescent devices is a fast developing 
one. The understanding of the transport issues in these devices, however, is severely 
limited by the lack of adequate information about the phosphor materials in these 
devices, even ZnS, which represents the most researched phosphor thus far. Monte 
Carlo simulation of charge transport crucially hinges on its input parameters. Some 
of the most important parameters are the intervalley separation energies between the 
r and the L valley in the first conduction band. The deformation potentials that 
correspond to intervalley and interband scattering are other crucial parameters that 
influence the determination of the high-energy tail in the electron distribution func­
tions in the materials. To our knowledge, no experimental information is available 109 
about these parameters for ZnS, although there does exist a theoretical technique 
based on nonlocal pseudopotentials to estimate optical deformation potentials in 
semiconductors [83] that could be applied to ZnS. Estimates of the intervalley en­
ergy separation parameters from band structure calculations that are only fit only 
to reflectivity data, do not lend any surety to the intervalley separation parameters. 
For example, the estimates of the intervalley separation energy parameters in ZnSe 
from different theoretical calculations vary over a wide range [84]. Thus, future work 
in transport modeling crucially hinges on focusing efforts on coming up with experi­
mental estimates of some of these parameters. The modeling of impact ionization is 
one area in which the transport modeling could be improved. Numerical evaluation 
of the rates and the threshold energy and their inclusion in the full band Monte Carlo 
simulation is already in progress. Concomitant with the incorporation of rigorous 
impact ionization models, inclusion of the dispersion relationship corresponding to 
the the third and fourth conduction bands is needed as part of the future full band 
simulations. Related to impact ionization is the issue of hole transport in ACTFEL 
devices. While holes have not been included in the high-field transport modeling 
reported in this thesis, they may need to be considered in future work, particularly 
in regards to their contribution to field-limiting space charge in the phosphor layer. 
Collision broadening is another issue that has not been treated entirely, thus far in 
our modeling. The extent to which it is pertinent in general, has been debated in 
the past. Future work should thus focus on improving the existing models to ad­
dress some of the above issues, along with experimental validation of quantum yield 
estimations, whenever possible. 110 
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Appendix A
 
Scattering Rates and Angular Dependence
 
The scattering rates (computed using the nonparabolic band approximation when­
ever possible) of the different scattering mechanisms implemented in the parallel 
Monte Carlo simulations, along with their angular dependence whenever applica­
ble are detailed in this appendix. The terms in the expressions assume their usual 
meanings. Assuming a nonparabolic dispersion relation, we define 
h2 k2 
7(E) = E(1 + aE) =  (A.1)
2m* 
where a refers to the nonparabolicity factor. 
A.1  Polar optical phonon scattering 
The total polar optical phonon scattering rate, as a sum of the absorption and 
emission rates is given by 
e2(h.cool,)  ( 1 r =  rpop(E) 
h28reo  no° 
V7(E)  Vry(E  wop) 
Ng  (1 -I- 2a(E  hwop)] In
NNE)  V-y(E)  .\17(E  hwop) 
Ng +1  \PY(E)  \b(E  hwop)  1 
(1  2a(E  hwop)11n  (A.2)
/y(E)  V-y(E)  V-y(E  hwop)) 
where hwop represents the optical phonon energy. The phonon occupation Ng is 
assumed to follow the Bose-Einstein distribution. To pick the state after scattering, 
the final angle (between the initial state k and the final state k') is selected using 
the distribution f (0) given by 
sin 0 
(A.3)
a  bcosO 
1 
fmax  a2  b2 119 
where fmax is the maximum value of the function f. For polar optical absorption, we 
have 
a = E(1  aE) + (E + hwap)(1 + a(E + hwap)) 
b = 2 \/E(1 + aE)(E + hwap)(1 + a(E + hwap)) 
For polar optical emission, the equations for a and b are obtained by simply replacing 
hwop with hw0 in the above equations. 
A.2  Acoustic phonon scattering 
The acoustic phonon scattering rate is given as 
kBT 14,. rac(E) =  rn4ulp (1 + 2aE)m* V2E (1 + aE)m*  (A.4) 
where Da is the acoustic deformation potential, u/ and p are the longitudinal veloc­
ity and the mass density of the material, respectively. The final angle is selected 
randomly using a uniform probability distribution, as acoustic scattering is treated 
as a randomizing scattering mechanism. 
A.3  Intervalley phonon scattering 
Intervalley phonon scattering rate is given as 
D Zf
riv(E)  if
2 
mf 
V-2-rh3 pwif x 
[Niv[1 -I- 2a f (E + hwi f  AEif)]V(E + hwif  Ei AV 1 + af(E  hwif  AEif)+ 
(Niv  1.)[1 + 2a f (E  hWif  AEif)] V(E  hwif  AEif)V1  af(E  hwif  AEif)] 
(A.5) 
Here, Dif refers to the deformation potentials between the initial and final valleys, 
and m*f and af refer to the effective mass and the nonparabolicity factor associated 
with the final valley respectively. The final angle after scattering is picked randomly 
as intervalley phonon is treated as isotropic. 120 
A.4  Ionized impurity scattering 
The rate for ionized impurity scattering using the Conwell and Weisskof formula is 
given by 
irN1Z2b2 \12-y(E) 
(A.6) rtmp(E) = (1 + 2aE)3  m* 
where 
3 b  (  \ vs  (A.7)
`471-Nii 
where Ni is the impurity density and Z is the charge of the impurity. The final angle 
is chosen using a uniform random number r, according to the relation 
1  cos Om 
cos Or = 1  (A.8) 3.--c  rn ] 1  r[1 L-
where Om is given by 
Om)  Ze2(1 -I- 2aE)2 tan( (A.9)
2  8reeksbE(1 + aE) 
A.5  Impact ionization scattering 
Band-to-band impact ionization is modeled using a simple Keldysh formulation [52] 
in which the ionization rate is given as, 
( E
r= =(E) = rph(Eth) P  (A.10)
EtEih)2 h ) 
where rii, the energy-dependent impact ionization rate, is proportional to rph(Eth), 
the total phonon scattering rate at Eth. The threshold energy for impact ionization, 
Eth, is given by 
(2Me + 771h) Eth =  EG  (A.11)
Me + mh I 
where me, mh and EG are the electron and hole band edge effective masses. The 
above relations are derived assuming a parabolic band approximation. 121 
Appendix B
 
Impact Excitation Rate Using Model potentials
 
This derivation of the impact excitation rate is based on the transition rate derived by 
Eric Bringuier [65] based on the exchange process which is expected to be dominant 
for Mn+2 impurities in ZnS. Gaussian orbitals are assumed for the atomic potential 
of the Mn+2, which allow analytic solutions. The initial and final states of the Bloch 
electrons may be written 
On,k(r) 
(B.1) 
n' ,k' (r) = 
where n and re are the initial and final conduction bands (or valence bands in hole 
initiated impact excitation), and k is the wavevector of the Bloch electron. The 
initial and final states of the atomic impurity are given by &9(R) and tke(R), cor­
responding to the ground and excited state of the impurity. Here R represents the 
collective coordinates of the atom, which in general cannot be decoupled, and repre­
sents R = r1, r2, r3, ... which are the coordinates of the d or f shell electrons involved 
in the transition. 
The matrix element for the impact excitation transition due to exchange may 
be written as [65] 
M (k, k' ,n,n1) = f dnr f drok:(ro,r2,  (ri) 
(B.2) 
f dq Gerq,,,,)) eig*(ro-rm)09(ri, r2, )0.,k(ro) 
where due to the exchange process, the coordinates of the electron with position 
vector ro have been exchanged with the atomic coordinate r1 after the transition. 
The summation is over the number degenerate d or f shell band atomic electrons. 
Just considering the term in the sum for M = 1, substituting the Bloch function 122 
Equation B.1 into Equation B.2, we define the form factor 
Fe(k + q, r2..) =I droVVro, r2, -r,n)u,,,,k(ro)ei(k+q).ro  (B.3) 
Then the matrix element can be rewritten as 
2 e M(k, k' ,n, n')1 = f dq f dnr(//:,,,k, (ri )Fe(k + q, r2..) (  Ci"' kg(ri , r2, ..) 
(B.4) 
which may be written as 
I e
2 
M(k, n')1  (B.5) M, k',  dci f dr2dr3..Fe(k + q, r2-)F, (le+q, r2.  )  (tize(q, co) 
where the form factor F9 is given by 
F9(k' +q, r2..) =f dritkg(ri, r2, ..rm)4,,k,(ri)e-i(le+q).r,  (B.6) 
The integration over the position coordinates of the other electrons, can be simplified 
by assuming the wavefunction to be a product of the independent wavefunctions, to 
yield unity if the initial and final states are the same, or zero if they are different. 
Thus 
2 
M(k, k', n, n')1 P.; f dqF,e(k + CI)Fni,g (1C1+q)  (B.7) qe (q, (.0)) 
If we assume then that the matrix element does not depend on which m we choose 
in the summation, then the total rate is just gMl, where i is the degeneracy factor 
for the atomic level involved. 
The Bloch functions themselves may be expanded in a Fourier series involving 
the reciprocal lattice, as given by 
un,k(ro) = Eg Ug(n, k)eig.r0 
(B.8) 
tin*,k,(ri) = Eg, Ug*/(ni, kl)e-igiri 
where the Fourier coefficient is defined from an integral over one unit cell 
Ug(n, k) =Ldrun,k(r)e-ig.r.  (B.9) 
Substituting Equation B.8 into the Fin and Fitt terms of Equation B.7 and simplifying 
further, 
e2 
M(k, k', n, n')1 = E Ug(n, k)Ui% (n', k') i dqFe(k + q, g)F9(k'+q, g')  q2E(q, w) ) 7 
g,g' 
(B.10) 123 
where 
g') = f dri tkg (ri )e-i(le+qi-e)r, 
(B.11) 
Fe(k  q, g) = f drot4(ro)ei(k+q+g).ro 
are the form factors for the ground and excited states, i.e. they are simply the Fourier 
transforms of the atomic wave functions which are highly localized in real space. 
A model form for the atomic wavefunction is now assumed. Since in the exchange 
process, we assume that the atomic functions of the initial and final wavefunctions 
are not integrated over the same position variable, the exact symmetry of the atomic 
orbitals is not too important; rather their localization in real space is of primary 
importance. Assume that the ground state is described by a Gaussian orbital (which 
is often used in ab initio pseudopotential calculations) 
09(r) = Age-(Tiag)2,  (B.12) 
where ag is the effective radius of the orbital, and Ag is the normalization constant 
given by 
1 = A g2 I dr C2 (7. / a 9)2  (B.13) 
The integral of the Gaussian function over the interval minus infinity to infinity is 
given by 
[00  7r  1/2 
dxe-P'2  = 2)  a  (B.14)
J-00  g. 
Therefore 
3/4 
Ag =  (-2  a-3/2.  (B.15) 
Now consider the form factor above 
F9(k' +q, g') = f drAge-(Tiag)2e-igir 
(B.16) 
where  q' =  g'. 
The Fourier transform of a Gaussian in one dimension is given by 
dx&-(xlag)2ei9 zx =  F-age-qM14.  (B.17)
J 
Therefore Equation B.16 becomes (since the function in real space is real symmetric, 
the minus sign does not affect the transform) 
Fg(k' +q, g') .A.97r3/2age-e24/4.  (B.18) 124 
Likewise, for the excited state form factor 
Fe(k + q, g) = f drolk:(ro)ei(k+q+g)-ro = Ae7r3/24e-q1124/4 
(B.19)

q"=k+q-Fg 
Thus, Equation  B.10 becomes 
e-(q"24+e24)14 
M(k,ki, n, n'Y = e2A,A97r3a:ag3 E Ug (n, k)Ug*,(n', le) f dq  .  (B.20) ere(q, w)
g,g' 
To reduce this further, first we assume that co is sufficiently large that we can take 
e(q,co) -+ e(oo), i.e. the high frequency dielectric constant may be employed. Now 
the exponential is expanded as 
e-(q"24-1-qi2a0/4  e-Ok+gi24+1ki+g,12a0/4e-q2(4+4)/4e-cia 
(B.21) 
where  X = [(k + g) a! + (k' + g') 4  /2. 
To perform the integration over q, take the polar angle to be the angle between X 
and q. The integral over q becomes 
00  r  e-q2(4+4)/46-qX cost,
i dq =27r Jo  dqq2 fo  dO sin 0  (B.22)
(1,2 
The integral over 0 reduces to 
1  1  2
folr de sin 0e-q.X cose  dye-qxY =  (eqx  e-qx) =  sinh(qX)  (B.23)
-1 qX  qX 
so that the integration over q reduces to 
47r  e-q2(4+aD/4sinh(qX)
dq  .  (B.24) aq = X o dq  q
 
At this point, if it is assumed that the excited and ground state radii are equal
 
to an effective radius, a = a9 = ae. Then the normalization factors evaluate to
 
Ae =  =  (0-3/ 4a-3/2.  Equation  B.24 has an even function as the integrand so
 
that it can be written as 
27  00  e-q2a212(eqx - e-qx)
i dq =  dq 
,  (B.25) X -00  2q 
which can be simplified using completion of squares in the integrand to obtain 
(nq_ X )2  (  j)2
7r  V-2­ 00  fia i x2 e  e k Idq=eTj i dq (B.26)
 X  -00  q 125 
This can be further simplified to yield 
r  x2 dq.xeFo'sh(X)  (B.27) 
where sh(X) is evaluated as the integral 
2  e--4 
sh(X) = f°3  e  x)dzi  foo  dz2.  (B.28) 
'1 + 75;  z2  757, 
Given the initial and final wavevector of the hot electron, the value of X from Equa­
tion B.21 and hence the function sh(X) can be evaluated. This would be necessary 
for a rejection-technique based implementation (a rigorous way of including numerical 
scattering rates) of this scattering mechanism in a Monte Carlo simulation. How­
ever, to proceed to obtain an analytical expression for the scattering rate for ease 
of implementation, we simply assume a constant value for sh(X), equal to a value 
slightly in excess of the maximum value of sh(X) for any X, which is equal to 4.0. 
This value of sh(X) is inserted in Equation B.27 to obtain 
4r  2 
(B.29) 
Now, if the free electron wavefunctions are assumed to represent the initial and final 
states of the hot electron, the matrix element can then be rewritten as 
-(q"2 4-1-e2 (4)14 
M(k,e,n,n')1 = e2A,Agr3a3eag3  dq  (B.30) 2E00 q
which can be simplified to yield 
8,171.5/2e2a3  X2 
M(k,e, n, n1)1 =  e-(k2+ki2)9T2 e71'  (B.31) 
coo  X 
Combining the exponential terms and expressing X in terms of k and k', 
167r5/2e2a e- ik-ki 12 -s;­
M(k,V,n,n')1 =  (B.32) 
600  lk  kil 
The scattering rate is given by the usual Fermi's golden rule expression 
27r  Nii  2
Sn,ni(k, le) =  6(Eki,n,  Ekm - (Ee  E9))  (B.33)
V  IM(k'lc% n' n')11 126 
where the factor Nli is introduced in the calculations to reflect the density of the 
luminescent impurities and V is the volume of the crystal. The delta function ex­
presses the conservation of energy during the impact excitation process. Substituting 
the value of the matrix element, 
12 241 Nii 51275 e4a2 e-
S,, (k, le) = 27 77  Ek,n  (Ee  .E9)).  (B.34)
V  qo  1k + kir 
The total rate then given by 
2ir  N1151275 e4a2  Ir de sin Oc2c(k2+0-2kk, .8)
Sn(k)  -77  121r c/01c° k'dk'
h  V  0 00  873 o  fo  (k2 + k12  2kki cos 0) 
8(Ek,,n,  Ek,  E9)).  (B.35) 
Using a parabolic E-k relationship, the above integral can be solved to yield a closed-
form solution for the impact excitation rate as a function of energy in the form 
(2E E-,)
64VDT/in1r4e4a2nvI r(E) =  h2E2 
+  Eie)2)  - Eie)2)1 
(B.36) 2E  2E° 
h2 
Eo = 
m *a2 
where m* is the effective mass associated with the parabolic band approximation, 
Nu is the density of the luminescent centers, ri is the degeneracy of the ground states 
of the luminescent impurity atom, Eie is the impact excitation threshold energy, 
and Ei(y) is the integral-exponential function of y defined and evaluated using the 
relations 
Ei(y) =  dyL: 
09  9,k
Ei(y) = C  ln(y) E  [y > 0]  (B.37)
k.k! 
Equation B.36 is used to evaluate the parabolic rates. A rejection technique based im­
plementation would involve an exact evaluation of Equation B.20, to reject or accept 
an event chosen with the stochastic probability prescribed by using Equation B.36. 