Abstract. A program is described which computes Schwarz-Christoffel transformations that map the unit disk conformally onto the interior of a bounded or unbounded polygon in the complex plane. The inverse map is also computed. The computational problem is approached by setting up a nonlinear system of equations whose unknowns are essentially the "accessory parameters" zk. This system is then solved with a packaged subroutine.
1. Introduction. One of the classical applications of complex analysis is conformal mapping: the mapping of one open region in the complex plane C onto another by a function which is analytic and one-to-one and has a nonzero derivative everywhere. Such a map preserves angles between intersecting arcs in the domain and image regions; hence the name conformal. The Riemann mapping theorem asserts that any simply connected region in the plane which is not all of C can be mapped in this way onto any other such region. The problem of constructing such a mapping, however, is in general difficult. We consider here the special case in which the range is the interior of a polygon, where the problem can be considerably simplified.
Suppose that we seek a conformal map from the unit disk in the z-plane to the interior of a polygon P in the w-plane whose vertices are wl," , w, numbered in counterclockwise order. For each k, denote by Bkcr the exterior angle of P at Wk, as indicated in Fig. 1 If Wk is a finite vertex, we have -1 <_-k < 1. We shall not require, however, that P be bounded. It may have a number of vertices at complex infinity, and the exterior angles corresponding to these may fall anywhere in the range 1 <_-/k----< 3. Such angles are defined to be equal to 27r minus the external angle formed in the plane by the intersection of the two sides involved, if they are extended back away from infinity. The example in Fig. 2 2 Let us now pick at random N points Zk ("prevertices") in counterclockwise order around the unit circle and two complex constants C and we, and consider the Sch warz-Christoff el formula" The Schwarz-Christoffel formula is chosen so as to force the image of the unit disk to have corners in it with the desired exterior angles/r. It is not hard to see from (1.2) that at each point z, the image w(z) must turn a corner of precisely this angle. This is in keeping with out purpose of mapping the disk onto the interior of P. What the map will in general fail to do is to reproduce the lengths of sides of P correctly, and to be a one-to-one correspondence. Only the angles are guaranteed to come out right. [7] , [10] , and [13] . The present work also takes this approach. We believe that this is the first fully practical program for computing [5] for this purpose.
Gauss-Jacobi quadrature appears made-to-order for the Schwarz-Christoffel problem, and at least three previous experimenters have used it or a closely related technique [7] , [10] , [13] . We To achieve this goal, our quadrature subroutine must be able to divide an interval of integration into shorter subintervals as necessary, working from the endpoints in. On the short subinterval adjacent to the endpoint, Gauss-Jacobi quadrature will be applied; on the longer interval (or intervals) away from the endpoint, pure Gaussian quadrature will be applied. The effect of this procedure is that number of integrand evaluations required to achieve a given accuracy is reduced from O(1/e) to 0 (log2 1 / e). With the use of compound Gauss-Jacobi quadrature, we now achieve high accuracy in little more than the time that direct Gauss-Jacobi quadrature takes. This is possible because only a minority of integrals have a singularity close enough that subdivision of the interval of integration is required. In the 12-vertex example mentioned above, the switch to compound Gauss-Jacobi integration decreased the error from 10 -2 to 2 10-7. There remains one circumstance in which integration by compound Gauss-Jacobi quadrature as described here is unsuccessful. This is the case of an integration interval with one endpoint quite near to some prevertex zk corresponding to a vertex wk .
We cannot evaluate such an integral by considering an interval which begins at zk, for the integral would then be infinite. The proper approach to this problem is probably the use of integration by parts, which can reduce the singular integrand to one that is not infinite. Depending on the angle/3, one to three applications of integration by parts will be needed to achieve this. We have not implemented this procedure.
The subtlety of the integration problem in Schwarz-Christoffel computations is worth emphasizing. It is customary to dispatch the integration problem as quickly as possible, in order to concentrate on the "difficult" questions: computation of accessory parameters and inversion of the Schwarz-Christoffel map. We believe, however, that the more primary problem of computing Schwarz-Christoffel integrals--the "forward" problem--should always remain a central concern. Any numerical approach to the parameter problem or the inversion problem is likely, to employ an iterative scheme which depends at each step on an evaluation of the integral (1.2), and so the results can only be as accurate as that evaluation.
2.4. Solution of system by packaged solver. The unconstrained nonlinear system is now in place and ready to be solved. For this purpose we employ a library subroutine" NS01A, by M. J. D. Powell [11] Figure 6 shows graphically the process of convergence from the initial estimate in an example involving a 4-gon. Routine NS01A begins by evaluating the function vector (2.4) at the initial guess, then at each of N-1 input vectors determined by perturbing the initial guess by the small quantity DSTEP in each component. As a result, the first N pictures always look almost alike, which is why the series shown begins at IT 4 rather than IT 1. Each plot shows the current image polygon together with the images of concentric circles in the unit disk (which appear as "contours") and the images of radii leading from the center of the disk to the current prevertices Zk. These pictures have an elegant bonus feature about them: they may be interpreted as showing not only the image polygon but simultaneously the domain disk, including the prevertices Zk along the unit circle. To see this, look at one of the inner "contour" curves, one which is apparently circular, and the radii within it. Since w w(z) is a conformal map within the interior of the disk, the radii visible in this circle must intersect at the same angles as their preimages in the domain disk. Thus the inner part of any one of these image plots is a faithful representation on a small scale of the circular domain. We see in Fig. 6 that the prevertices are equally spaced around the unit circle initially (IT 4), but move rapidly to a very uneven distribution. This behavior, which is typical, indicates why the use of a compound form of Gauss-Jacobi quadrature is so important (see 2.3).
The sum-of-squares error in solving the nonlinear system is plotted as a function of iteration number in Fig. 7 for the same 4-vertex example. Convergence is more or less quadratic, as one would expect for Newton's method. The irregularity at iteration 19 is caused by the finite difference step size of 10 -8 used to estimate derivatives, and would have been repeated at each alternate step thereafter if the iteration had not terminated. Figure 10 shows similar plots in which streamlines rather than contour lines have been plotted, so that the configuration may be thought of as portraying ideal irrotational fluid flow through a two-dimensional channel. To plot these streamlines an analytic transformation of the disk to an infinite channel with straight parallel sides was used in conjunction with the Schwarz-Christoffel transformation from the disk to the problem domain. 
Furthermore, more general boundary conditions than Dirichlet also transform in a simple way. For example, the Neumann condition (a/Onz)Ch(z) h(z), where (9/(gnz is a normal derivative in the z-plane, transforms to (a/Onw)O(w)= If(f-l(w))l-lh(f-l(w)).
We do not pursue such possibilities further here; for a systematic treatment see Chapter VI of [9] .
Traditionally, conformal mapping has been applied most often in two areas. One is plane electrostatics, where the electrostatic potential q satisfies Laplace's equation. The other is irrotational, incompressible fluid flow in the plane, which may be described in terms of a velocity potential that also satisfies Laplace's equation. We will outline some ways in which a known conformal map might be used in such application.
Conformal maps do not solve problems, but they may reduce hard problems to easier ones. How much work must be done to solve the easier problem will vary considerably with the application.
(1) In the best of circumstances, the original problem may be reduced to a model problem whose solution is known exactly. This is the case in the fluid flow problems of Fig. 10 We proceed by mapping the given region onto the disk by a Schwarz-Christoffel transformation, then analytically onto an infinite straight channel (as in the examples of Fig. 10 ). In the straight channel q and E are known trivially, and this information may be transferred to the problem domain through a knowledge of the conformal map that connects them and of its (complex) derivative. We omit the details, which are straightforward.
Figure 11 (b) shows IEI as a function of x on the upper and lower boundaries of the region. To see more of the behavior of the solution field near a reentrant corner, we also compute the field at three points near 3 + 1.5i. These results are given in Fig. 11 (c) . 5 .5. Poisson's equation. Consider the 7-sided region shown in Fig. 12(a) [1] , [6] , [7] , [10] , and [13] . The (4) The program might be extended to handle the rounding of corners in SchwarzChristoffe transformations (see [8] ). What about mapping doubly or multiply connected polygonal regions, perhaps by means of an iterative technique which computes an S-C transformation at each step? (5) More generally, the Schwarz-Christoffel formula should be viewed in context as a particularly simple method in conformal mapping which is applicable only to a limited set of geometries. Direct comparisons with programs that can treat curved boundaries, especially those based on integral equations, would be informative. In some applications the S-C transformation might profitably be used as part of a larger program. In fact, the S-C formula (1.2) itself has a natural generalization to the case of curved boundaries, which may be obtained formally by allowing an infinite number of vertices with infinitesimal external angles. R. T. Davis [3] Note. This work is described in more detail in [12] , and a program listing is given there. An experimental copy of the package with documentation and sample driver programs may be obtained from the author.
