Abstract. Let R be a commutative Noetherian ring. We introduce the notion of colocalization functors γ W with supports in arbitrary subsets W of Spec R. If W is a specialization-closed subset, then γ W coincides with the right derived functor RΓ W of the section functor Γ W with support in W . We prove that the local duality theorem and the vanishing theorem of Grothendieck type hold for γ W with W being an arbitrary subset.
Introduction
Throughout this paper, we assume that R is a commutative Noetherian ring. We denote by D = D(Mod R) the derived category of complexes of R-modules, by which we mean that D is the unbounded derived category. Neeman [14] proved that there is a natural one-one correspondence between the set of subsets of Spec R and the set of localizing subcategories of D. We denote by L W the localizing subcategory corresponding to a subset W of Spec R. The localization theory of triangulated categories [11] yields a right adjoint γ W to the inclusion functor L W ֒→ D, and such an adjoint is unique. This functor γ W : D → L W (֒→ D) is our main target of this paper, and we call it the colocalization functor with support in W .
If V is a specialization-closed subset of Spec R, then γ V is nothing but the right derived functor RΓ V of the section functor Γ V with support in V , whose ith right derived functor H i V (−) = H i (RΓ V (−)) is known as the ith local cohomology functor. For a general subset W of Spec R, the colocalization functor γ W is not necessarily a right derived functor of an additive functor defined on the category Mod R of R-modules.
In this paper, we establish several results concerning the colocalization functor γ W , where W is an arbitrary subset of Spec R. Notable are extensions of the local duality theorem and Grothendieck type vanishing theorem of local cohomology. The local duality can be viewed as an isomorphism
where V is a specialization-closed subset of Spec R, X ∈ D We shall call Theorem 1.1 the Local Duality Principle, which naturally implies the following corollary.
Corollary 1.2 (Corollary 4.5).
Assume that R admits a dualizing complex D R . Let W be an arbitrary subset of Spec R and X ∈ D fg . We write X † = RHom R (X, D R ).
Then we have a natural isomorphism
The local duality theorem states the validity of this isomorphism in the case that W is specialization-closed, see [8, Chapter V; Theorem 6.2] and [5, Corollary 6.2] .
As an application of the Local Duality Principle, we can prove the vanishing theorem of Grothendieck type for the colocalization functor γ W with support in an arbitrary subset W . Let a be an ideal of R and X ∈ D. The a-depth of X, which we denote by depth(a, X), is the infimum of the set i ∈ Z Ext i R (R/a, X) = 0 . More generally, for a specialization-closed subset W , the W -depth of X, which we denote by depth(W, X), is defined as the infimum of the set of values depth(a, X) for all ideals a with V (a) ⊆ W . When X ∈ D fg , we denote by dim X the supremum of the set dim H i (X) + i i ∈ Z . For a finitely generated R-module M , the Grothendieck vanishing theorem says that the ith local cohomology module
We are able to generalize this theorem to the following result in §6. 
In §3, we give an explicit description of γ W for subsets W of certain special type, see Theorem 3.12. For example, if W is a one-point set {p}, then it is proved the colocalization functor γ {p} equals RΓ V (p) RHom R (R p , −), see Corollary 3.3. This is one of the rare cases that we know the explicit form of γ W , while for a general subset W we give in Theorem 3.13 the way how we calculate γ W by the induction on dim W .
In §4, we give a complete proof of the Local Duality Principle (Theorem 1.1). The subsequent section §5 is devoted to the relationship between γ W and left derived functors of completion functors. In particular, we see that there is a subset W such that H i (γ W I) = 0 for an injective module I and some i < 0. This observation shows that γ W is not a right derived functor of an additive functor defined on Mod R in general.
In the last section §6, we present a precise and complete proof for Theorem 1.3 above.
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Colocalization functors
In this section, we summarize some notion and basic facts used later in this paper. As in the introduction, R denotes a commutative Noetherian ring and we work in the derived category D = D(Mod R). Note that complexes X are cohomologically indexed;
We denote by D + (resp. D − ) the full subcategory of D consisting of complexes X such that H i (X) = 0 for i ≪ 0 (resp. i ≫ 0). We write D fg for the full subcategory of D consisting of complexes with finitely generated cohomology modules. Furthermore we write
It is well-known that for X ∈ D, supp X = ∅ if and only if X = 0, see [5, Lemma 2.6] or [14, Lemma 2.12] . In order to compare with the ordinary support, recall that the (big) support Supp X is the set of primes p of R satisfying X p = 0 in D. In general, we have supp X ⊆ Supp X and equality holds if X ∈ D − fg , see [5, p. 158] . A full subcategory L of D is said to be localizing if L is triangulated and closed under arbitrary direct sums. If we are given a subset W of Spec R, then, since the tensor product commutes with taking direct sums, it is easy to see that the full subcategory If A is a set of objects in D, then Loc A denotes the smallest localizing subcategory of D containing all objects of A. We write E R (R/p) for the injective envelope of the R-module R/p for p ∈ Spec R. It is easy to see supp κ(p) = supp E R (R/p) = {p}. Moreover, Neeman [14, Theorem 2.8] shows the equalities
For a localizing subcategory L of D, its right orthogonal subcategory is defined as
Note that L ⊥ is a triangulated subcategory of D that is closed under arbitrary direct products. In other words, L ⊥ is a colocalizing subcategory of D. The following equalities hold for any subset W of Spec R;
Let W be an arbitrary subset of Spec R. We denote by i W (resp. j W ) the natural inclusion functor 
, where γ W X → X and X → λ W X are the natural morphisms. Furthermore, if
is a triangle with 
See [11, §4.11] for the proof of this lemma.
Let W be a subset of Spec R. Recall that a subset W of Spec R is called specialization-closed (resp. generalizationclosed) if the following condition holds:
If V is a specialization-closed subset, then the colocalization functor γ V coincides with the right derived functor RΓ V of the section functor Γ V with support in V , see [12, Appendix 3.5].
Auxiliary results on colocalization functors
Let W be a subset of Spec R and let γ W be the colocalization functor with support in W . In general, it is hard to describe the functor γ W explicitly. However there are some cases in which the colocalization functor γ W is the form of composition of known functors.
Let S be a multiplicatively closed subset of R. We denote by U S the generalizationclosed subset { q ∈ Spec R | q ∩ S = ∅ }. Note that U S is naturally identified with
Proposition 3.1. Let S be a multiplicatively closed subset of R and V be a specializationclosed subset of Spec R. We set W = V ∩ U S . Then we have an isomorphism
Proof. The ring homomorphism
with this morphism, and we consider the triangle
Since the complex RΓ V RHom R (S −1 R, X) can be regarded as a complex of
It implies that RHom R (κ(p), f ) is an isomorphism, and thus RHom
Since we have shown that
In the following lemma we show that the colocalization functor considered in Proposition 3.1 is a right derived functor of a left exact functor defined on Mod R. We say that a complex I of R-modules is K-injective if Hom R (−, I) preserves quasiisomorphisms.
Lemma 3.2. Let S, V and W be the same as in Proposition 3.1. Then the colocalization functor γ W is the right derived functor of the functor
Proof. Let X ∈ D and take a K-injective resolution I of X that consists of injective R-modules. Then RHom R (S −1 R, X) ∼ = Hom R (S −1 R, I), and the right-hand complex consists of injective R-modules, too. It is known by [12, Lemma 3.5.1] that for any complex J of injective R-modules (that is not necessarily
Henceforth, for a subset W of Spec R, we write W c = Spec R\W . By Proposition 3.1, we have an isomorphism
We should mention that the isomorphism γ U(p) ∼ = RHom R (R p , −) already appeared in [4, §4; P175], in which the authors use the notation V Z(p) , where
Corollary 3.3. Let p ∈ Spec R. Then we have an isomorphism
the right-hand side of which is the right derived functor of
By the corollary, if I is an injective R-module, then
is also an injective R-module. We can describe how this injective R-module is decomposed into a sum of indecomposable ones.
Corollary 3.4. Let p be a prime ideal of R and I be an injective R-module. Then
Proof. Since γ {p} I is an injective R-module with support in {p}, there is a cardinal number B with
Remark 3.5. Let I be an injective R-module such that supp I = {q} for q ∈ Spec R, that is, I is of the form A E R (R/q) for some index set A. Then it is easily seen that Hom R (κ(p), I) = 0 if and only if p ⊆ q. Therefore, it follows from Corollary 3.4 that γ {p} I = 0 if and only if p ⊆ q.
If p is a prime ideal of R which is not maximal, then the colocalization functor γ {p} is distinct from RΓ V (p) ((−) ⊗ R R p ), which is written as Γ p by Benson, Iyengar and Krause in [3] . In fact, for a prime ideal q such that p q, it follows that Γ p E R (R/q) = 0, while γ {p} E R (R/q) = 0 by Reamrk 3.5.
Definition 3.6. For a subset W of Spec R, we denote by dim W the supremum of the lengths of chains of prime ideals belonging to W , i.e.,
Thus dim W = 0 means that two distinct prime ideals taken from W have no inclusion relation. Moreover, if W = ∅, then dim W = −∞ by the definition.
We now want to extend Corollary 3.3 to the case where dim W = 0. For this purpose we need some preparatory observations. Compare the next remark with [3, Lemma 3.4 (1)].
Remark 3.7. (i) Let W 0 and W be subsets of Spec R with inclusion relation
Then it is clear from the uniqueness of adjoint functors that
(ii) Let W 1 and W 2 be subsets of Spec R. In general, γ W1 γ W2 need not be isomorphic to γ W2 γ W1 . For example, if p, q ∈ Spec R with p q, then it is seen from Corollary 3.4 and Reamrk 3.5 that γ {p} γ {q} E R (R/q) = 0 and γ {q} γ {p} E R (R/q) = 0. Similarly, λ W1 λ W2 need not be isomorphic to λ W2 λ W1 . Moreover, for a general subset W , γ W dose not necessarily commute with the localization (−) ⊗ R S −1 R with respect to a multiplicatively closed subset S.
The following lemma will be used in the later sections. This is implicitly used by Benson, Iyengar and Krause [3] to prove the following lemma.
Lemma 3.9 ([3, Theorem 5.6]). Let V be a specialization-closed subset of Spec R. Then, for each X in D, the following equalities hold;
Notice that Lemma 3.9 applies only to specialization-closed subsets, and the equalities do not necessarily hold for general subsets, see Corollary 3.4 and Reamrk 3.5.
Moreover we denote by W s the specialization closure of W , which is defined to be the smallest specialization-closed subset of Spec R containing W .
Proof. It is obvious from the definition that W 0
Then supp γ W0 s X = W 0 s ∩supp X = ∅ by Lemma 3.9. Therefore we have γ W0 s X = 0. It then follows from Remark 3.
The following theorem is one of the main results in this section; it extends Corollary 3.3. 
Furthermore, γ W is the right derived functor of the left exact functor
Proof. Let X ∈ D. Summing up all the natural morphisms γ {p} X → X for p ∈ W , we obtain a morphism f : p∈W γ {p} X → X, from which we obtain a triangle
It is clear that p∈W γ {p} X ∈ L W . Now let p be a prime in W . Since {p} is specialization-closed in W , it follows from Lemma 3.11 that q∈W \{p} γ {q} X ∈ L ⊥ {p} . Hence we have
This implies that RHom
The following theorem enables us to compute γ W X by using induction on dim W . 
Proof. By virtue of Lemma 2.1, we have triangles;
. It then follows from the octahedron axiom that there is a commutative diagram whose rows and columns are triangles:
X X Focusing on the triangle in the second row, we notice from Lemma 3.11 that both γ W1 λ W0 X and λ W0 X belong to L ⊥ W0 . Hence we have
On the other hand, in the third row above, we know
Taking a look at the third column above, since C ∈ L W and λ W1 λ W0 X ∈ L ⊥ W , we deduce from Lemma 2.1 that γ W X ∼ = C. Thus the third row is a required triangle.
The reader should compare Theorem 3.13 with [3, Lemma 3.4 (4)].
Remark 3.14. (i) Let W , W 0 and W 1 be as in the theorem. In its proof, we have shown an isomorphism λ W1 λ W0 ∼ = λ W .
(ii) Let W be a subset of Spec R, and assume that dim W = n is finite. Then we can give an alternative proof of the existence of γ W and λ W . In fact, in the case that n = 0, γ W can be given explicitly by Theorem 3.12. Note that λ W exists at the same time. Furthermore, if n > 0, we can show the existence of γ W and λ W inductively by the formula in (i).
Let X be a complex of R-modules. We say that X is left (resp. right) bounded if X i = 0 for i ≪ 0 (resp. i ≫ 0). When X is left and rignt bounded, X is called bounded. We denote by K = K(Inj R) the homotopy category of complexes of injective R-modules. Moreover, we write K + for the full subcategory of K consisting of left bounded complexes. Let a and b be taken from Z ∪ {+∞}, and assume that a ≤ b. We denote by K Proof. We prove the corollary by induction on n. If n = 0, then it follows from Theorem 3.12 that γ W I ∈ K [a,b] . Suppose that n > 0. Let W 0 be the set of all prime ideals in W that are maximal with respect to the inclusion relation in W , and we set W 1 = W \ W 0 . Notice that dim W 0 = 0 and dim W 1 = n − 1. Since there is a triangle γ W0 I → I → λ W0 I → γ W0 I [1] , and since both I and γ W0 I belong to K [a,b] , we see that
by the inductive hypothesis. On the other hand, we have from Theorem 3.13 a triangle
Since γ W0 I ∈ K [a,b] by Theorem 3.12, and since γ W1 λ W0 I ∈ K [a−n,b] as shown in above, it follows that γ W I ∈ K [a−n,b] as desired.
If dim W is infinite, then it may happen that γ W X / ∈ D + for a complex X ∈ D + , see Example 5.5.
Local Duality Principle
Local duality theorem is a duality concerning local cohomology modules with supports in closed subsets in schemes, which was presented in [8] and [9] . Dualizing complexes or dualizing modules play a significant role there. However, Foxby [5, Proposition 6.1] discovered a general principle that underlies local duality, which does not require dualizing complexes. He considered such duality only for the right derived functor RΓ V of the section functor Γ V with support in a specializationclosed subset V of Spec R. We propose the local duality principle as generalization of Foxby's theorem. 
Then there exist natural isomorphisms
Note that Foxby's theorem states the validity of the first isomorphism when, added to the condition (1), W is a specialization-closed subset of Spec R.
Proof. The lemma is clear from
Let X be a complex of R-modules and n be an integer. The cohomological truncations σ ≤n X and σ >n X are defined as follows:
See [8, Chapter I; §7] for details.
Proof of Theorem 4.1. Applying the functor RHom
, we obtain a triangle of the form;
It follows from Lemma 2.1 that, to prove the desired isomorphisms, we only have to show that
. Now thanks to Lemma 3.8 together with this isomorphism, it is sufficient to show that
we have sufficiently to show that RHom Rp (κ(p), (γ W Y ) p ) = 0. However, by using Lemma 3.8 again, we see that this is equivalent to show that 
Let i be any integer. It suffices to show that
. Thus, taking n with n > m − i, we see that
Remark 4.4. In the case (3), the isomorphisms in the theorem are also proved by [2, Theorem 5.14].
When R admits a dualizing complex D R , we write 
The second author and Maiko Ono had proved the following theorem when W is specialization-closed, and had asked if it holds for an arbitrary subset W , see [15, Theorem 2.3, Question 2.5].
Theorem 4.6 (AR Principle). Let X, I ∈ D. Suppose that a subset W of Spec R satisfies the condition dim W < +∞. We assume furthermore that the following conditions hold for an integer n: (1) I is a bounded complex of injective R-modules with I i = 0 for i > n;
Then there exists a natural isomorphism σ >n RHom R (X, γ W I) ∼ = σ >n RHom R (X, I).
We are now able to prove that this theorem holds in general. As we have shown in Corollary 3.15, γ W I is isomorphic to a bounded complex J of injective R-modules with J i = 0 for i > n. Then one can observe that the proof of [15, Theorem 2.3] works well.
The AR Principle is a version of classical Auslander-Reiten duality theorem in terms of complexes, see [15, Corollary 3.2] .
Relation with completion
In this section, we shall explain the relationship between λ W and left derived functors of completion functors. Furthermore, we give some nontrivial examples of colocalization functors γ W , for which γ W I has a non-zero negative cohomology module even for an injective R-module I.
Let a be an ideal of R which defines a closed subset V (a) of Spec R. We denote by Λ V (a) the a-adic completion functor lim ← − (− ⊗ R R/a n ) defined on Mod R. It is known that the left derived functor LΛ V (a) of Λ V (a) is a right adjoint to RΓ V (a) by Greenlees and May [7] and Alonso Tarrío, Jeremías López and Lipman [1] . One also finds an outline of the proof of this fact in [12, §4; p. 69] .
Recall that λ V (a) c is a left adjoint to the inclusion functor j V (a) c : L V (a) c ֒→ D. Now we shall prove that LΛ V (a) coincides with λ V (a) c . By the universality of derived functors, there is a natural morphism X → LΛ V (a) X for any X ∈ D , from which we have a triangle of the form
Applying RΓ V (a) to this triangle, we have the following triangle
. 
V (a) X by Lemma 2.1. We summarize this fact in the following. Remark 5.2. Let a be an ideal of R and W be a specialization-closed subset of Spec R. Note that it is also proved that LΛ V (a) is isomorphic to RHom R (RΓ V (a) R, −) in [7] and [1] . More generally, we see that RHom R (RΓ W R, −) is a right adjoint to RΓ W . Furthermore, by using Lemma 4.3, it is not hard to see that λ W c is a right adjoint to γ W . Thus it follows from the uniqueness of adjoint functors that there is an isomorphism
This fact and Proposition 5.1 is essentially stated in [4] , where γ W c and λ W c appear as V W and Λ W respectively. Now we are ready to give an example as we have previously announced. 
. Now we suppose that d > 1. Then, considering the triangle
However we see from Example 5.3 that the inclusion relation supp H i (γ W X) ⊆ W dose not necessarily hold in general.
We now give an example such that γ W I / ∈ D + even for an injective R-module I.
Example 5.5. We assume that dim R = +∞. Let W be the set of maximal ideals of R. Then we can show that γ W c ( m∈W E R (R/m)) / ∈ D + . In fact, it is clear that RΓ W ∼ = m∈W RΓ V (m) . Thus it follows from Remark 5.2 that
Then, by Example 5.3, we see that
Remark 5.6. More generally, we can prove that λ W c is isomorphic to
for an arbitrary subset W of Spec R with dim W = 0. The proof of this fact will be given in our subsequent work [13] .
Vanishing for cohomology modules
Let V be a specialization-closed subset of Spec R. In such a classical case, Grothendieck showed that if M is a finitely generated R-module, then
Our aim in this section is to prove the same type of vanishing theorem holds for the colocalization functor γ W with support in W , where W is not necessarily specialization-closed.
Notice from Example 5.3 that it is truly nontrivial even to prove that H i (γ W M ) = 0 for i < 0. Proposition 6.1. Let W be a subset of Spec R and suppose that dim W is finite. Then we have H i (γ W M ) = 0 for any i < 0 and for any finitely generated R-module M .
Proof. First of all we note the following: Let 0 → N ′ → N → N ′′ → 0 be an exact sequence of finitely generated R-modules. If N is a counterexample to the theorem, then so is one of N ′ and N ′′ . Secondly we note that a finitely generated R-module M has a filtration
It thus follows that we have sufficiently to prove that H i (γ W R/p) = 0 for i < 0 and p ∈ Spec R. Now supposed that there would exist p ∈ Spec R with H i (γ W R/p) = 0 for some i < 0, and take a maximal p among such prime ideals. Then it is easy to see from the remark made in the first part of this proof that the theorem is true for M = R/I for all I p.
The key for the proof is Corollary 3.15 which states that γ W R/p ∈ D + . This exactly means there is the least integer ℓ < 0 with H ℓ (γ W R/p) = 0. Let x be an arbitrary element of R with x ∈ p. Apply the functor γ W to the exact sequence 0 → R/p ℓ is an essential extension of H ℓ (γ W R/p) that is a κ(p)-module. Therefore I ℓ must be isomorphic to a direct sum of copies of E R (R/p). This forces that Γ V (p) (I p ) has a nontrivial cohomology in degree ℓ, thus it follows from Lemma 3.8 that p ∈ supp I = supp γ W R/p ⊆ W . Since we have shown that p ∈ W , the following isomorphisms hold; . To see this, setting n = dim W , we consider the triangle σ ≤n X → X → σ >n X → (σ ≤n X) [1] . Since σ ≤n X ∈ D Let X ∈ D. For an ideal a of R, we define the a-depth of X as depth(a, X) = inf RHom R (R/a, X). Let x = {x 1 , . . . , x n } be a system of generators of a. For each x i , K(x i ) denotes the complex (0 → R xi − → R → 0) concentrated in degrees −1 and 0. The Koszul complex with respect to x is the complex K(x) = K(x 1 ) ⊗ R · · · ⊗ R K(x n ). By [6, Theorem 2.1], it holds that depth(a, X) = inf Hom R (K(x), X) = inf RΓ V (a) X.
If W is a specialization-closed subset of Spec R, then we define the W -depth of X, which we denote by depth(W, X), as the infimum of the set of values depth(a, X) for all ideals a with V (a) ⊆ W . It is easily seen that depth(W, X) = inf RΓ W X. Proposition 6.3. Let W be a subset of Spec R, and assume that dim W is finite. Let X ∈ D fg . Then we have depth(W s , X) ≤ inf γ W X.
