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A NECESSARY AND SUFFICIENT CONDITION FOR EDGE UNIVERSALITY
OF WIGNER MATRICES
JI OON LEE AND JUN YIN
Abstract. In this paper, we prove a necessary and sufficient condition for Tracy-Widom law of
Wigner matrices. Consider N × N symmetric Wigner matrices H with Hij = N
−1/2xij , whose
upper right entries xij (1 ≤ i < j ≤ N) are i.i.d. random variables with distribution µ and diagonal
entries xii (1 ≤ i ≤ N) are i.i.d. random variables with distribution µ˜. The means of µ and µ˜ are
zero, the variance of µ is 1, and the variance of µ˜ is finite. We prove that Tracy-Widom law holds if
and only if lims→∞ s4P(|x12| ≥ s) = 0. The same criterion holds for Hermitian Wigner matrices.
1. Background and Main result
Since the groundbreaking work by Wigner [53], it has been conjectured and widely believed that
local statics of eigenvalues of random matrices are universal in the sense that it depends only on the
symmetric class of the ensembles. The universality is one of the most important concepts in random
matrix theory, and it can roughly be divided into two different types, the bulk universality and the
edge universality.
Before considering the edge universality, which we will study in this paper, we roughly introduce
some important results on bulk universality. The bulk universality concerns the local statistics of
eigenvalues in the interior of the spectrum. In the early works of Wigner, Dyson, Gaudin, and Mehta
[35, 36, 11, 12], it was proved that, after proper rescaling, the joint probability density of eigenvalues of
Gaussian Unitary Ensemble(GUE) can be explicitly described by the sine kernel, and they conjectured
the universallity holds for more general classes of ensembles. For a very general class of invariant
ensembles, the bulk universality was proved by Deift et. al. [13, 14], Bleher and Its [8], and Pastur
and Shcherbina [40]. Later by Johansson [29], the bulk universality was proved for Gaussian divisible
ensembles. (See also the work by Ben Arous and Pe´che´ [6].) For general Wigner matrices, a new
approach was introduced to prove the bulk universality in a series of papers by Erdo˝s, Schlein, Yau,
and others in [17, 18, 19, 20, 21, 24, 25, 26, 15, 16]. The bulk university for Wigner matrices was also
obtained by Tao and Vu [50]. See the reviews [22, 23] for further discussion.
The distribution of the largest eigenvalue exhibits another type of universality, which is called the
edge universality. Let λN be the largest eigenvalue of a Wigner matrix. For the Gaussian ensembles,
the distribution function of λN was first identified by Tracy and Widom [44, 45]. More precisely, it is
proved that
lim
N→∞
P(N2/3(λN − 2) ≤ s) = Fβ(s), (1.1)
where the Tracy-Widom distribution functions Fβ can be discribed by Painleve´ equations, and β =
1, 2, 4 corresponds to Orthogonal/Unitary/Symplectic ensemble, respectively. The joint distribution
of k largest eigenvalues can be expressed in terms of the Airy kernel, which was shown by Forrester
[27]. If we denote the k largest eigenvalues by λN , λN−1, · · · , λN−k+1, then for Gaussian ensembles,
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the joint distribution function of rescaled eigenvalues has the limit
lim
N→∞
P
(
N2/3(λN − 2) ≤ s1, N2/3(λN−1 − 2) ≤ s2, · · · , N2/3(λN−k+1 − 2) ≤ sk
)
= Fβ,k(s1, s2, · · · , sk),
(1.2)
which will also be called the Tracy-Widom distribution.
The condition for (1.2) has been studied intensively. In the direction of sufficient condition, it has
been improved as follows: The result (1.2) was first extended to general Wigner matrices by Soshnikov
[47] with the condition that all odd moments of matrix entries vanish (e.g. the symmetric distribution)
and with the Gaussian decay. Ruzmaikina [43] showed that the Gaussian decay can be replaced with
polynomial decay faster then x−18. Also, under the condition that matrix entries are symmetrically
distributed, Khorunzhiy [32] proved a bound for the spectral norm for the matrices whose entries have
finite 12 + o(1) moment. For the non-symmetric case, (1.2) is proved in [51] by Tao and Vu with
the condition that matrix entries have vanishing third moment and sub-expontential decay. (Some
partial results in the non-symmetric case can be found in [38] and [39].) Later, the vanishing third
moment condition was removed by Erdo˝s, Yau, and others in [26, 16], i.e., (1.2) is implied by the
sub-expontential decay condition. The current best sufficient condition for (1.2), as we know, is that
the matrix entries have finite 12 + o(1) moments, which was proved in [16]. Numerical results by
Biroli, Bouchaud, and Potters [7] predicted that the Tracy-Widom distribution would appear when
the (4 + ǫ)-th moment is finite.
On the other hand, for the Wigner matrices whose entries have heavy tails, the necessary condition
for (1.2) is studied as follows: In the case of real symmetric matrices with i.i.d. entries, it was proved by
Soshnikov [48] that, when the variance of entries diverges, the largest eigenvalue has Poisson statistics.
More precisely, in [48] was considered the case where the distribution of entries satisfies
P(|hij | > x) = h(x)
xα
, (1.3)
where h(x) is a slowly varying function and α < 2. The case 2 ≤ α < 4 was later studied by Auffinger,
Ben Arous, and Pe´che´ [1], which also shows the Poisson statistics. We also remark that in the case
α < 2 the Wigner semi-circle law no longer holds in the bulk. See the work by Ben Arous and Guionnet
[5] for more detail. The numerical simulation results in [7] also suggest that α = 4 in (1.3) will provide
the marginal case.
The edge universality has been generalized in many directions, for example, for the sample covariance
matrices [28, 31, 46, 49, 41] and for correlation matrix [4, 42]. For the deformed matrices, which
are described as a finite rank perturbation of sample covariance matrices and the deformed Wigner
matrices, the Tracy-Widom law also holds when the outliers are excluded [3, 9, 10, 37, 34].
In this paper, we prove the following simple criterion on this property: The necessary and sufficient
condition for the joint probability density of the k largest eigenvalues of a Wigner matrix (see definition
in Def. 1.1) to weakly converge to that of Gaussian ensembles, i.e., the Tracy-Widom distribution, is
that the off-diagonal entry of the Wigner matrix satisfies
lim
s→+∞
s4P(|x12| ≥ s) = 0. (1.4)
We note that this criterion has not been predicted in any previous works.
The precise definition of the Wigner matrix we consider in this paper is as follows:
Definition 1.1. The (standard) symmetric (Hermitian) Wigner matrix of size N is a symmetric
(Hermitian) matrix
(HN )ij = hij =
1√
N
xij , 1 ≤ i, j ≤ N,
where the upper-triangle entries (xij) (1 ≤ i ≤ j ≤ N) are independent real (complex) random
variables with mean zero satisfying the following conditions:
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• The upper right entries xij (1 ≤ i < j ≤ N) are i.i.d. random variables with distribution µ,
satisfying Ex12 = 0 and E|x12|2 = 1.
• The diagonal entries xii (1 ≤ i ≤ N) are i.i.d. random variables with distribution µ˜, satisfying
Ex11 = 0 and E|x11|2 <∞.
• In addition, for the Hermitian case, E(x12)2 = 0.
When the random variables xij and xii are real Gaussian with E|xii|2 = 2, H will be called Gaussian
Orthogonal Ensemble (GOE). Similarly, when xij are complex Gaussian and xii are real Gaussian with
E|xii|2 = 1, H will be called Gaussian Unitary Ensemble (GUE). We denote by λ1 ≤ λ2 · · · ≤ λN the
eigenvalues of HN and by u1,u2 · · ·uN the corresponding eigenvectors of HN .
The main result of this paper is the following theorem:
Theorem 1.2. For any centered distribution ν and ν˜ with variance 1 and finite variance, respectively,
let HN be the Wigner matrix defined in Definition 1.1 such that x12 and x11 have distributions ν and
ν˜, respectively. Then,
• Sufficient condition: if (1.4) holds, then for any fixed k, the joint distribution function of k
rescaled largest eigenvalues,
P
(
N2/3(λN − 2) ≤ s1, N2/3(λN−1 − 2) ≤ s2, · · · , N2/3(λN−k+1 − 2) ≤ sk
)
(1.5)
has a limit as N → ∞, which coincides with that in the GUE (GOE) case, i.e., it weakly
converges to the Tracy-Widom distribution.
• Necessary condition: if (1.4) does not hold, then the joint distribution function (1.5) does not
converge to the Tracy-Widom distribution. Furthermore, we have
lim sup
N→∞
P(λN (HN ) ≥ 3) > 0. (1.6)
Remark 1.3. While any distribution with finite fourth moment satisfies the criterion (1.4), the converse
is not true. If we consider, for example, the distribution whose density f(x) decays as |x|−5 log |x|,
then it does not have finite fourth moment though (1.4) holds for it. The existence of this particular
example, however, does not contradict the result in [2], which proved that limN→∞ λN (HN ) = 2 a.s.
if and only if the fourth moment exists.
Our result provides a very simple sufficient and necessary condition for the edge universality of
Wigner matrices without assuming any other properties of matrix entries. This also shows the existence
of four moments, which was predicted to be needed for the edge universality, is not necessary for the
Tracy-Widom result, as we can see from Remark 1.3.
Our proof of the main result features two key observations.
1. If we introduce a ‘cutoff’ on each matrix element at N−ǫ, then the matrix with the cutoff can
well approximate the original matrix in terms of the behavior of the largest eigenvalue if and only if
the criterion (1.4) holds.
2. The Green function comparison method (e.g. Theorem 6.3 in [26]), which was first introduced
in [24], can be extended to the random matrices whose entries have a bounded support of size N−ǫ
for some ǫ > 0. The Green function comparison method was applied on studying the distribution of
the eigenvalues of the Wigner matrices, deformed Wigner matrices, covariance matrices, correlation
matrices, and adjacency matrices of random graphs [24, 25, 26, 34, 41, 42, 15, 16]. It was also used
in the study of the distribution of eigenvectors [33] and the determinant [52] of Wigner matrices. We
believe that our new method in the present paper can be used to improve the results in these topics.
The first observation can be understood in the framework of the deformed Wigner matrix. We
consider the matrix with the cutoff as the unperturbed part and the remaining part the perturbation.
As studied in [3, 37, 9, 10, 34], if the perturbation is small enough, then we can predict the behaviors
of the largest eigenvalues of the original matrix from the matrix with cutoff. On the other hand, if the
original/perturbation matrix has an entry whose absolute value is larger than 1, then the matrix will
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have an eigenvalue greater than 2, hence the Tracy-Widom distribution fails. Roughly speaking, the
criterion (1.4) means that each off-diagonal entry is bounded by 1 with probability 1 − o(N−2), thus
the condition gaurantees that no entries are larger than 1 with probability 1 − o(1). We remark that
a similar argument was introduced in [7].
The Green function comparison part is more technical. Given the matrix with the cutoff at N−ǫ,
we first find a ‘better’ matrix, in the sense that it is already known to satisfy Tracy-Widom law, whose
first four moments coincide those of the given matrix. We then apply Lindeberg replacement stretagy
sufficiently many times (more precisely, O(ǫ−1) times) to compare the Green functions. The basic idea
is as follows: Using Green function comparison method, one can study the difference of the functional
on Green functions between the ‘better’ matrix and the original matrix. Instead of bounding the
difference directly, however, we represent it as a new functional, which is much more complicated,
on Green functions, with gaining a factor N−ǫ. This new functional can be easily bounded for the
‘better’ matrix case, but not for original matrix. To solve this issue, again we use Green function
comparison method to estimate the difference of this new functional between the ‘better’ matrix and
original matrix. Repeating this process, we obtain the desired bound. The details will be explained
later.
Though the Green function comparison method has been used in previous papers, it was always
required to have a good bound on Green function with high probability. This is one of the reasons
that the distribution of matrix entries have been assumed to satisfy subexponential decay condition in
many papers. In this paper, however, we show a way to circumvent this problem, which can be used
to achieve many other results, besides the edge universality, for heavy-tailed random matrices. See,
for example, the rigidity result in Theorem 3.6 that holds for the random matrices whose entries are
only bounded by N−ǫ for some ǫ > 0. (Note: it is also an interesting result, since it shows that the
locations and the fluctuations of the eigenvalues keep unchanged, even if the fluctuations of the matrix
entries become very large, i.e., from N−1/2 to N−ǫ. )
This paper is organized as follows. In Sections 2 and 3, we introduce the notations and collect tools
we use to prove the main result. In Section 4, we prove the main result using the cutoff argument.
Technical results on the Green function comparison method will be proved in Sections 5 and 6.
Remark 1.4. In this paper, for simplicity, we will prove Theorem 1.2 only for the real symmetric case
with k = 1. The general case can be proved analogously.
2. Notations
In the proof, we will use some variations of standard Wigner matrix defined in Definition 1.1, which
are defined as follows:
Definition 2.1 (Generalized symmetric Wigner matrix). A symmetric matrix HN is said to be a
generalized symmetric Wigner matrix of size N if its upper-triangular entries
(HN )ij = hij , 1 ≤ i ≤ j ≤ N,
are independent real random variables with mean zero, whose distribution may depend on i, j and N ,
and satisfy, for some constant C0,
|Eh2ij −N−1| ≤ C0N−1δij . (2.1)
Remark 2.2. The results on generalized Wigner matrices, especially the constants in the results, may
depend on C0, but we will not emphasize it in the sequel.
As in [15, 16], we will use the following definition to characterize events of very high probability.
Definition 2.3 (High probability events). Define
ϕ := (logN)log logN . (2.2)
A NECESSARY AND SUFFICIENT CONDITION FOR EDGE UNIVERSALITY OF WIGNER MATRICES 5
We say that an N -dependent event Ω holds with ζ-high probability if there exist constants c, C > 0,
independent of N , such that
P(Ω) ≥ 1−NCe−cϕζ (2.3)
for all sufficiently large N . For simplicity, for the case ζ = 1, we just say high probability.
The next condition on the distributions of the matrix entries will be used in the proof.
Definition 2.4 (Bounded support condition). We say a family of random matrices (HN )ij = (hij)
satisfies the bounded support condition with q, if for 1 ≤ i, j ≤ N
|hij | ≤ q−1 (2.4)
with probability larger than 1 − e−Nc for some c > 0. Here, q may depend on N and usually Nφ ≤
q ≤ N1/2(logN)−1 for some φ > 0.
Note that the Gaussian distribution satisfies bounded support condition with any q < Nφ for
any φ < 1/2. We also remark that, when HN satisfies the bounded support condition, the event
{|hij | ≤ q−1} holds with ‘very’ high probability, i.e., it holds with ζ-high probability for any positive
constant ζ. For this reason, the extreme event {|hij | ≥ q−1} is negligible, and throughout the paper,
we will not consider the case it happens.
Definition 2.5 (Green function, semicircle, msc and m). For a Wigner matrix H , we define the Green
function of H by
Gij(z) :=
(
1
H − z
)
ij
, z = E + iη, E ∈ R, η > 0. (2.5)
The Stieltjes transform of the empirical eigenvalue distribution of H is given by
m(z) = mN (z) :=
1
N
∑
j
Gjj(z) =
1
N
Tr
1
H − z . (2.6)
Define msc(z) as the unique solution of
msc(z) +
1
z +msc(z)
= 0, (2.7)
with positive imaginary part for all z with Im z > 0, i.e.,
msc(z) =
−z +√z2 − 4
2
, (2.8)
where the square root function is chosen with a branch cut in the segment [−2, 2] so that asymptotically√
z2 − 4 ∼ z at infinity. This guarantees that the imaginary part ofmsc is non-negative for η = Imz > 0
and in the η → 0 limit it is the Wigner semicircle distribution
̺sc(E) := lim
η→0+0
1
π
Im msc(E + iη) =
1
2π
√
(4− E2)+. (2.9)
We will also frequently use the notations
z := E + iη, κ :=
∣∣ |E| − 2∣∣.
The following lemma (Lemma 4.2 of [25]) collects elementary properties of the Stieljes transform of
the semicircle law. As a technical note, we use the notation f ∼ g for two positive functions in some
domain D if there exists a positive universal constant C such that C−1 ≤ f(z)/g(z) ≤ C holds for all
z ∈ D.
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Lemma 2.6. We have for all z with Im z > 0 that
|msc(z)| = |msc(z) + z|−1 ≤ 1. (2.10)
Let z = E + iη with |E| ≤ 5 and 0 < η ≤ 10. We have
|msc(z)| ∼ 1, |1−m2sc(z)| ∼
√
κ+ η (2.11)
and the following two bounds:
Immsc(z) ∼

η√
κ+ η
if κ ≥ η and |E| ≥ 2,
√
κ+ η if κ ≤ η or |E| ≤ 2.
(2.12)
Definition 2.7 (Classical location of the eigenvalue). We denote by γj the classical location of the
j-th eigenvalue, i.e., γj is defined by
N
∫ γj
−∞
̺sc(x)dx = j, 1 ≤ j ≤ N. (2.13)
Remark 2.8. Throughout the paper, the notations O(·), o(·), and≪ will always be with respect to the
limit N →∞, where a≪ b means a = o(b). The constant C will denote various constants independent
of N .
3. Tools
In this section, we introduce some results that will be used in the proof of the main theorem. Some
of them are already proved in previous papers with H.-T. Yau, L. Erdo˝s, and A. Knowles, and we
made slight changes in the statement to fit the notations and definitions in this paper. We also extend
some of the known results.
Define the domain
S(C) =
{
z = E + iη : |E| ≤ 5, N−1ϕC < η ≤ 10
}
. (3.1)
Lemma 3.1 (Previous results on generalized Wigner matrix). Let H be a generalized Wigner matrix
satisfying bounded support condition with q. There exists a constant C > 0 such that, if q ≥ ϕC , then
the following properties hold with 3-high probability:
(1) Local semicircle law (Theorem 2.8 in [15]) :⋃
z∈S(C)
{
|m(z)−msc(z)| ≤ ϕC
(
min
{
1√
κ+ η
1
q2
,
1
q
}
+
1
Nη
)}
(3.2)
⋃
z∈S(C)
{
max
ij
|Gij(z)− δijmsc(z)| ≤ ϕC
(
1
q
+
√
Immsc(z)
Nη
+
1
Nη
)}
(3.3)
(2) Bound on ‖H‖ (Lemma 4.4 in [15]) :
‖H‖ ≤ 2 + ϕC(q−2 +N−2/3) (3.4)
(3) Delocalization (Remark 2.18 in [15]) :
max
α,i
|uα(i)|2 ≤ ϕ
C
N
(3.5)
Furthermore, if q ≥ Nφ for some constant φ > 1/3, then the following properties hold with 3-high
probability:
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(4) Rigidity of the eigenvalues (Theorem 2.13 and Remarks 2.14, 2.15 in [15]) :⋃
j
{
|λj − γj | ≤ϕC
([
min
(
j,N − j + 1 )]−1/3N−2/3 + q−2)}. (3.6)
(5) Bound on Gij out of Spectrum (Equations (3.32), (3.58) and (4.36)-(4.46) in [15]) : For
any large a > 12, there exists a constant C > 0 depending on a such that for z = E + iη with
2 + ϕCN−2/3 ≤ E ≤ 3, η = ϕ(3+a)N−1κ−1/2, (3.7)
we have
|m(z)−msc(z)| ≤ 1
ϕaNη
, Imm(z) ≤ 1
ϕaNη
, max
i6=j
|Gij | ≤ 1
ϕa/3Nη
(3.8)
Proof of Lemma 3.1. For the case C0 = 0 (see (2.1)), these results except (3.8) were already proved
with the choice of ξ = 3 log logN in [15]. Furthermore, the proofs in [15] can be extended to the case
C0 = O(N
−1) with almost no revision. Heuristically speaking, it only brings the error of order N−1.
As we can see from the proofs, these inequalities still hold after multiplying G, λ, and u by a factor of
1 +O(N−1).
In order to prove (3.8), we choose ξ = 3 log logN as above and let C1 = 1 in (2.15) of [15] so that
(logN)C1ξ = ϕ3. In (4.36)-(4.46) of [15], it was actually proved that (see (4.45) and (4.46) of [15]),
with 3-high probability,
|m(z)−msc(z)| ≤ 1
(logN)Nη
, Imm(z) ≤ 1
(logN)Nη
.
where Λ := |m −msc| and α ∼ √κ in [15]. Hence, we only need to change the exponent to obtain
the first two parts of (3.8). To achieve that, one can replace ϕ3(logN)2 in (4.37) of [15] with ϕ3+2a,
and replace ϕ3(logN) in (4.38), (4.42), and the inequality below (4.44) of [15] with ϕ3+a. Then, as in
(4.40), (4.45), and (4.46) of [15], we obtain the first two terms of (3.8)
Now we prove the third part of (3.8). Using (3.32) and (3.58) of [15], we have that with 3-high
probability,
max
i6=j
|Gij | ≤ O(q−1) + 1
ϕ(a/2)−2Nη
(3.9)
From (3.7), we have η ≥ ϕO(1)N−2/3. Together with assumptions on q and (3.9), we obtain the third
part of (3.8) and complete the proof.

Remark 3.2. In [15], the author proved that, for any fixed ζ, there exists Cζ such that when C = Cζ
the above statements hold with ζ-high probability. In this paper, we only use 1 ≤ ζ ≤ 3 in the proofs.
We note that, however, similar results to Lemma 3.1 holds with ζ-high probability for some constant
C = Cζ .
Theorem 3.3 (Edge universality on generalized Wigner matrix: Theorem 2.7 in [16]). Let Hw be a
GOE and Hv a generalized symmetric Wigner matrix with
E
v|hij |2 = N−1 + δijN−1.
Assume that Hv satisfies the bounded support condition with q = Nφ, for some constant 1/3 < φ ≤ 1/2.
Then, there exists a constant δ > 0 such that, for any s ∈ R, we have
P
w
(
N2/3(λN−2) ≤ s−N−δ
)
−N−δ ≤ Pv(N2/3(λN−2) ≤ s) ≤ Pw(N2/3(λN−2) ≤ s+N−δ)+N−δ.
(3.10)
Here, Pv and Pw denote the laws of the ensembles Hv and Hw, respectively.
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Remark 3.4. As in [26] and [16], Theorem 3.3, as well as Lemma 3.5 and Theorem 3.7 below, can be
extended to finite correlation functions of extreme eigenvalues. For example, we have the following
extension:
P
w
(
N2/3(λN − 2) ≤ s1 −N−ǫ, . . . , N2/3(λN−k − 2) ≤ sk+1 −N−ǫ
)
−N−δ
≤ Pv
(
N2/3(λN − 2) ≤ s1, . . . , N2/3(λN−k − 2) ≤ sk+1
)
(3.11)
≤ Pw
(
N2/3(λN − 2) ≤ s1 +N−ǫ, . . . , N2/3(λN−k − 2) ≤ sk+1 +N−ǫ
)
+N−δ
for all k fixed and N sufficiently large. The proof of (3.11) is similar to that of (3.10) except that it
uses the general form of the Green function comparison theorem.
We slightly extend this result as follows:
Lemma 3.5. Assume the same condition as in Theorem 3.3 except that we assume Ev|hii|2 ≤ C0/N
for some uniform C0 instead. Then, the conclusion of Theorem 3.3 still holds.
We postpone the proof of this lemma to the end of this section.
To prove our main result, we claim the following three lemmas, which extend the previous results to
the Wigner matrix with bounded support condition of small q. First, we improve the previous result
on rigidity. We define the normalized empirical counting function by
n(E) :=
1
N
#{λj ≤ E}.
Let
nsc(E) :=
∫ E
−∞
̺sc(x)dx
be the distribution function of the semicircle law.
Theorem 3.6 (Rigidity of eigenvalues: small q case). Let H be a generalized symmetric Wigner matrix
with some constant C1 such that for any 1 ≤ i < j ≤ N
E|hii|2 ≤ C1/N, E|hij |2 = 1/N, E|hij |3 ≤ C1N−3/2, E|hij |4 ≤ C1(logN)N−2
and H satisfies the bounded support condition with q = Nφ for some constant φ > 0. Then, there exist
constants C > 0 and N0, depending only on C1 and φ, such that with high probability we have⋃
j
{
|λj − γj | ≤ϕC
[
min
(
j,N − j + 1 )]−1/3N−2/3} (3.12)
and
sup
|E|≤5
∣∣
n(E)− nsc(E)
∣∣≤ ϕC
N
(3.13)
for any N > N0.
Next theorem shows that the edge universality holds under the assumptions in Theorem 3.6.
Theorem 3.7 (Edge universality: small q case). Let Hw be a GOE and Hv be a generalized symmetric
Wigner matrix satisfying the conditions for H in Theorem 3.6. Then, there exists a constant δ > 0
such that for any s ∈ R, we have
P
w
(
N2/3(λN−2) ≤ s−N−δ
)
−N−δ ≤ Pv(N2/3(λN−2) ≤ s) ≤ Pw(N2/3(λN−2) ≤ s+N−δ)+N−δ.
(3.14)
Here, Pv and Pw denote the laws of the ensembles Hv and Hw, respectively.
Finally, we show a weak bound on Gij (i 6= j) of H satisfying the conditions in Theorem 3.6.
A NECESSARY AND SUFFICIENT CONDITION FOR EDGE UNIVERSALITY OF WIGNER MATRICES 9
Lemma 3.8 (Bounds onGij : small q case). Let H be a generalized symmetric Wigner matrix satisfying
the conditions for H in Theorem 3.6. Then, for any 0 < c < 1, z = E+iη with |E| ≤ 5, and η ≥ N−1+c,
we have the following weak bound on Gij (i 6= j):
E|Gij(z)|2 ≤ ϕC
(
Immsc(z)
Nη
+
1
(Nη)2
)
. (3.15)
In the remainder of this section, we give the proof of Lemma 3.5.
Proof of Lemma 3.5. This lemma is a simple extension of Theorem 2.7 of [16]. Thus, from the proof
of Theorem 2.7 in [16], we find that it suffices to prove the following claim, which corresponds to
Proposition 6.6 of [16]:
Claim. Let F : R→ R be a function whose derivatives satisfy
sup
x
|F (n)(x)|(1 + |x|)−C1 ≤ C1, n = 1, 2, 3, 4, (3.16)
with some constant C1 > 0. Then, there exists a constant ǫ˜ > 0, depending only on C1, such that, for
any ǫ < ǫ˜ and for any real numbers
E,E1, E2 ∈ {x : |x− 2| ≤ N−2/3+ǫ} =: Iǫ, (3.17)
and setting η := N−2/3−ǫ, we have∣∣∣EvF (Nη Imm(E + iη))− EwF (Nη Imm(E + iη)) ∣∣∣ ≤ N1/3+Cǫq−1 (3.18)
and ∣∣∣∣∣EvF
(
N
∫ E2
E1
dy Imm(y + iη)
)
− EwF
(
N
∫ E2
E1
dy Imm(y + iη)
)∣∣∣∣∣ ≤ N1/3+Cǫq−1 (3.19)
for some C and for any sufficiently large N .
We only prove (3.18), and (3.19) can be proved similarly. In order to prove the claim, we only need
to prove ∣∣∣∣∣∣EF
η2∑
i6=j
GvijG
v
ij
− EF
η2∑
i6=j
GwijG
w
ij

∣∣∣∣∣∣ ≤ CN1/3+Cǫq−1. (3.20)
(See the proof of Theorem 6.3 of [26] for more detail.)
Fix a bijective ordering map on the index set of the independent matrix elements,
Φ : {(k, ℓ) : 1 ≤ k ≤ ℓ ≤ N} → {1, · · · , γmax = N(N + 1)
2
}, (3.21)
and let Hγ be the Wigner matrix whose matrix elements hkℓ follows the distribution h
v
kℓ if Φ(k, ℓ) ≤ γ
and the distribution hwkℓ otherwise. In particular, H0 = H
w and Hγmax = H
v. (Note that the index
used here is slightly different from previous papers.) Since the Gaussian distribution satisfies the
bounded support condition with q, we remark that Hγ satisfies bounded support condition with q for
any γ = 0, 1, · · · , γmax.
For simplicity, let
Gγij :=
(
1
Hγ − z
)
ij
. (3.22)
Note that matrices Hγ and Hγ−1 differ only at (a, b) and (b, a) elements, where Φ(a, b) = γ. Let
vab := h
v
ab and wab := h
w
ab. We define matrices V and W by
Vkℓ := δakδbℓvab + δaℓδbkvba, Wkℓ := δakδbℓwab + δaℓδbkwba, (3.23)
so that we can rewrite Hγ and Hγ−1 as
Hγ = Q+ V, Hγ−1 = Q+W, (3.24)
with a matrix Q satisfying Qab = Qba = 0.
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Define Green’s functions
R :=
1
Q− z , S :=
1
Hγ − z , T :=
1
Hγ−1 − z . (3.25)
Note that we have a priori estimates
max
k,ℓ
max
E∈Iǫ
|Skℓ(E + iη)− δkℓmsc(E + iη)| ≤ CN−1/3+2ǫ (3.26)
from part (1) of Lemma 3.1, and
max
k,ℓ
max
E∈Iǫ
|Rkℓ(E + iη)− δkℓmsc(E + iη)| ≤ CN−1/3+2ǫ (3.27)
with high probability. To see (3.27), we first expand Rkℓ using the resolvent expansion
R = S + SV S + (SV )2S + (SV )3S + (SV )4S + (SV )5R. (3.28)
Since V has at most two non-zero entries, each term in the expansion can be written as a sum of
finitely many terms consisting of the entries of S, V , and R. From the bound (3.26), the fact that
vab satisfies bounded support condition with q, and the trivial bound Rij ≤ η−1 ≤ N , we obtain the
estimate (3.27).
When a 6= b, from the proof of Proposition 6.6 in [16] we have that∣∣∣∣∣∣EF
η2∑
i6=j
SijSij
− EF
η2∑
i6=j
TijTij
∣∣∣∣∣∣ ≤ CN−5/3+Cǫq−1. (3.29)
Consider the case a = b. Using the resolvent expansion
S = R−RVR+ (RV )2S, (3.30)
we find that
SijSij
= RijRij −RiaVaaRajRij −RijRiaVaaRaj +RiaVaaRajRiaVaaRaj
+ [(RV )2S]ijRij − [(RV )2S]ijRiaVaaRaj +Rij [(RV )2S]ij −RiaVaaRaj [(RV )2S]ij + |[(RV )2S]ij |2.
(3.31)
Note that Vaa ≤ q−1 with high probability. When i, j 6= a, we have from the estimates (3.26) and
(3.27) that ∣∣SijSij −RijRij ∣∣ ≤ CN−1+6ǫq−1 (3.32)
with high probability. Let
yS := η2
∑
i6=j
SijSij , y
R := η2
∑
i6=j
RijRij . (3.33)
When i = a or j = a, we have one less off-diagonal entries of R or S in the expansion (3.31), but there
are only O(N) such terms. Thus, we obtain with high probability that
|yS − yR| ≤ N−1/3+4ǫq−1. (3.34)
Consider the Taylor expansion
F (yS)− F (yR) = F ′(yR)(yS − yR) + 1
2
F ′′(ζ)(yS − yR)2 (3.35)
for some ζ, which lies between yS and yR. Since yS ≤ N2ǫ and yR ≤ N2ǫ with high probability as we
can see from the bounds (3.26) and (3.27), |F ′′(ζ)| ≤ NCǫ with high probability from the assumption.
Thus, we obtain ∣∣E(F (yS)− F (yR))∣∣ ≤ ∣∣E(F ′(yR)Eaa(yS − yR))∣∣+ CN−2/3+Cǫq−2. (3.36)
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For the first term of right hand side, we use (3.31) and the fact: R is independent of V and EVaa = 0
and bound this term as O(N−1/3+4ǫq−2). Therefore,∣∣E(F (yS)− F (yR))∣∣ ≤ O(N−1/3+4ǫq−2). (3.37)
Note that we can get the same estimate if we put T in place of S. Hence, we find that∣∣∣∣∣∣EF
η2∑
i6=j
SijSij
− EF
η2∑
i6=j
TijTij

∣∣∣∣∣∣ ≤ CN−1/3+Cǫq−2. (3.38)
We write the quantity in the left hand side of (3.20) as a telescopic sum,∣∣∣∣∣∣EF
η2∑
i6=j
GvijG
v
ij
 − EF
η2∑
i6=j
GwijG
w
ij

∣∣∣∣∣∣ =
γmax∑
γ=1
EF
η2∑
i6=j
SijSij
− EF
η2∑
i6=j
TijTij
 .
(3.39)
Since the number of summands in the right hand side of (3.39) with a 6= b is O(N2) and the number
of summands with a = b is O(N), we find that (3.20) holds from (3.29) and (3.38). This proves the
claim, which implies the desired lemma. 
4. Proof of the main result
In this section, we prove the main result, Theorem 1.2. Let HN be a Wigner matrix defined as in
Definition 1.1 such that x12 and x11 have distributions ν and ν˜, respectively. We begin by proving the
second part of the main result.
Proof of the main result: Necessary condition. Assume that lims→∞ s
4
P(|x12| ≥ s) 6= 0. We note that
there exists a constant 0 < c1 < 1/2 and a sequence r1, r2, · · · such that rn →∞ as n→∞ and
P(|x12| ≥ rk) ≥ c1r−4k . (4.1)
Consider an event
ΓN := { There exist i and j, 1 ≤ i < j ≤ N, such that |hij | ≥ 4, |hii| < 1, and |hjj | < 1}. (4.2)
We first show that, when ΓN holds, λN (HN ) ≥ 3. Define u ∈ RN through
u(m) =

1/
√
2 if m = i,
(1/
√
2) · sgn(hij) if m = j,
0 otherwise .
(4.3)
Here, sgn(hij) := |hij |/hij . Since ‖u‖2 = 1, it can be easily seen that
λN (HN ) ≥ 〈u, HNu〉 = hii|ui|2 + hjj |uj |2 + hijuiuj + hjiujui = |hij |+ hii + hjj
2
≥ 3. (4.4)
We now prove that there exists a constant c0 > 0, independent of N , such that P(ΓN ) ≥ c0 for any
N ∈ {⌊(rk/4)2⌋ : k ∈ N} with N ≥ 2E|x11|2. Note that it implies (1.6). Define an event
Γ′N := { There exist i and j, 1 ≤ i < j ≤ N, such that |hij | ≥ 4}. (4.5)
Clearly, if N = ⌊(rk/4)2⌋, then we have that
1− P(Γ′N ) ≤
(
1− P(|h12| ≥ 4)
)N(N−1)/2 ≤ (1− P(|x12| ≥ rk))N(N−1)/2
≤ (1− c1r−4k )N(N−1)/2 ≤ (1 − c2N−2)N(N−1)/2 (4.6)
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for some constant 0 < c2 < 1, independent of N . Since (1 − c2N−2)N(N−1)/2 ≤ c3 for some constant
0 < c3 < 1, independent of N , we find that P(Γ
′
N ) ≥ 1 − c3. Suppose that ΓN holds with |hi′j′ | ≥ 4
for some indices i′ and j′ (1 ≤ i′ < j′ ≤ N). From Markov inequality, we have
P(|hi′i′ | > 1) = P(|xi′i′ | >
√
N) ≤ N−1E|xi′i′ |2 ≤ 1
2
(4.7)
and P(|hj′j′ | > 1) ≤ 1/2 as well. Since the diagonal elements hi′i′ and hj′j′ are independent to each
other, and the event P(|hi′i′ | ≤ 1, |hj′j′ | ≤ 1) is indepedent from Γ′N , we find that
P(ΓN ) ≥ P(Γ′N )(1/2)2 ≥
1
4
(1− c3). (4.8)
This completes the proof. 
Next, we prove that, if (1.4) holds, then
P
(
N2/3(λ˜N − 2) ≤ s−N−δ
)
−N−δ ≤ Pv(N2/3(λN − 2) ≤ s) ≤ P(N2/3(λ˜N − 2) ≤ s+N−δ)+N−δ,
(4.9)
where λ˜N denotes the largest eigenvalue of GOE.
IfHN satisfies the assumption in Theorem 3.6, then (4.9) indeed holds as we have seen from Theorem
3.7. Thus, we construct from HN a random matrix H
S satisfying the bounded support condition and
the moment condition in Theorem 3.6. Comparing the largest eigenvalue of HS with that of HN , we
will show that the difference between them will be negligible with probability 1− o(1).
Proof of the main result: Sufficient condition. For fixed ǫ > 0, any N , define
α := αN := P
(
|x12| > N1/2−ǫ
)
, α˜ := α˜N := P
(
|x11| > N1/2−ǫ
)
, (4.10)
β := βN := E
[
1
(
|x12| > N1/2−ǫ
)
x12
]
, β˜ := β˜N := E
[
1
(
|x11| > N1/2−ǫ
)
x11
]
. (4.11)
By (1.4) and integration by parts, it implies that for any δ and large enough N ,
α ≤ δN−2+4ǫ, α˜ ≤ δN−1+2ǫ, (4.12)
|β| ≤ δN−3/2+3ǫ, |β˜| ≤ δN−1/2+ǫ. (4.13)
Let νS , νL , ν˜S , ν˜L have the distribution densities:
ρνS (x+ β) = 1|x|≤N1/2−ǫ
ρν(x)
1− αN , ρνL(x+β) = 1|x|>N1/2−ǫ
ρν(x)
αN
, (4.14)
ρν˜S (x+ β˜) = 1|x|≤N1/2−ǫ
ρν˜(x)
1− αN , ρν˜L(x+β˜) = 1|x|>N1/2−ǫ
ρν˜(x)
αN
. (4.15)
Here, the subindices S and L are for small and large, respectively. Let νc, ν˜c be the distribution such
that x = 1 with probability α and α˜, otherwise x = 0.
Let HS , HL and HC be the random matrices such that HSij = N
−1/2xSij , H
L
ij = N
−1/2xLij , and
HCij = cij , where x
S
ij , x
L
ij , and cij are independent random variables such that:
(1) the entries xSij have distribution νS if i 6= j and xSii have distribution ν˜S ,
(2) the entries xLij have distribution νL if i 6= j and xLii have distribution ν˜L,
(3) the entries cij have distribution νc if i 6= j and cii have distribution ν˜c.
Clearly for independent HSij , H
L
ij and H
C
ij , we know
Hij ∼ HSij(1−HCij ) +HLijHCij +N−1/2β +N−1/2β˜δij , (4.16)
where the notation “∼” denotes that the both sides have the same distribution. It is easy to see that
the matrix M defined by
Mij = N
−1/2β +N−1/2β˜δij
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satisfies that ‖M‖ ≤ N−1+4ǫ, which is negligible for small ǫ, i.e.,
‖HSij(1−HCij ) +HLijHCij −H‖ ≤ N−1+4ǫ (4.17)
By (1.4) and integration by parts, we have for i 6= j,
E(xSij) = 0, E|xSij |2 =
1
1− α
∫
|x|≤N1/2−ǫ
(x+ β)2ρν(x)dx = 1−O(N−1+2ǫ), (4.18)
E|xSij |3 = O(1), E|xSij |4 = O(logN),
and
ExSii = 0, E|xSii|2 =
1
1− α˜
∫
|x|≤N1/2−ǫ
(x+ β˜)
2
ρν(x)dx = 1− o(1). (4.19)
We note that the matrix
H˜S :=
1√
E|xS12|2
HS
is a Wigner matrix that satisfies the assumption of Hv in Theorem 3.7 (H in Theorem 3.6). Together
with the fact E|xS12|2 = 1−O(N−1+2ǫ), we find that there exists a δ > 0 such that, for any s ∈ R, we
have
P
S
(
N2/3(λN−2) ≤ s−N−δ
)
−N−δ ≤ PGOE(N2/3(λN−2) ≤ s) ≤ PS(N2/3(λN−2) ≤ s+N−δ)+N−δ.
(4.20)
where PS is the law for HS . We write the first two terms in the right hand side of (4.16) as follows:
HSij(1−HCij ) +HLijHCij = HSij + H˜ijHCij , H˜ij = HLij −HSij .
We can see that HCij is independent of H
S
ij and H˜ij . Though H˜ij depends on H
S
ij , from the condition
(1.4) we know that for any i, j
P(|H˜ijHCij | ≥ 3/4) ≤ P(|xij | ≥ (1/2)N1/2) ≤ o(N−2) + o(N−1)δij . (4.21)
Here, for the last inequality, we used (1.4) and that E|xii|2 < ∞. Because of this reason, instead of
HSij + H˜ijH
C
ij , we only need to study the matrix whose entries have a cutoff on H˜ijH
C
ij as follows:
HSij + D˜ijH
C
ij , D˜ij = 1H˜ijHCij≤3/4
H˜ij . (4.22)
We note that
P
(
max
i,j
|D˜ijHCij − H˜ijHCij | = 0
)
= 1− o(1). (4.23)
Furthermore, it is easy to see that we can introduce a cutoff on matrix HC such that:
• The matrix with the cutoff, H˜C coincides with HC with probability higher than 1− o(1), i.e.,
P(H˜C = HC) ≥ 1− o(1) (4.24)
• The number of non-zero entries are bounded by
#{(i, j) : H˜Cij 6= 0} ≤ N5ǫ (4.25)
• If H˜Cij 6= 0 and H˜Ckl 6= 0, then either {i, j} = {k, l} or {i, j} ∩ {k, l} = ∅.
With (4.24), we only need to study the largest eigenvalue of
HS + E where Eij := D˜ijH˜
C
ij .
We note maxij |Eij | ≤ 3/4, and the rank of E is less than N5ǫ.
Let λN and µN be the largest eigenvalue of H
S and HS + E, respectively. We claim that
P
(
|λN − µN | ≤ N−3/4
)
= 1− o(1). (4.26)
From the claim (4.26) together with (4.20), (4.24), (4.23) and (4.17), we obtain the desired result (1.5).
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Now we prove (4.26). Recall H˜C and HS are independent, i.e., the positions of the nonzero elements
of E is independent of HS . Then by symmetry, we can assume that for some s, t ≤ N5ǫ, among the
matrix entries of E, only
E12, E21, E34, E43 · · · , E2s−1,2s, E2s,2s−1, E2s+1,2s+1, E2s+2,2s+2, · · ·E2s+t,2s+t
are non-zero. Then, we can decompose the E as
E = V DV ∗ (4.27)
where D is a (2s+ t)× (2s+ t) diagonal matrix and V is N × (2s+ t). Furthermore,
D = diag{E12,−E12, E34,−E34, · · · , E2s−1,2s,−E2s−1,2s, E2s+1,2s+1, E2s+2,2s+2, · · ·E2s+t,2s+t}.
(4.28)
If j = 2n− 1, n ≤ s, then
Vij = δi,2n−1
1√
2
+ δi,2n
1√
2
(4.29)
If j = 2n, n ≤ s, then
Vij = δi,2n−1
1√
2
− δi,2n 1√
2
(4.30)
If j = 2s+ n, 1 ≤ n ≤ t, then
Vij = δij (4.31)
Note that E is symmetric matrix. Using Lemma 6.1 in [34], we find that, if µ is the eigenvalue of
HS + E, then
det
(
V ∗GS(µ)V +D−1
)
= 0 where GS(µ) =
1
HS − µ (4.32)
Similarly, if we let µγ be the eigenvalue of HS + γE, then
det
(
V ∗GS(µ)V + (γD)−1
)
= 0 where GS(µ) =
1
HS − µ. (4.33)
Define (2s+ t)× (2s+ t) matrix F by
F γ := F γ(µ) := V ∗GS(µ)V + (γD)−1. (4.34)
Then, we have for the following 2× 2 blocks of F γ ,(
F γ2α−1,2β−1 F
γ
2α−1,2β
F γ2α,2β−1 F
γ
2α,2β
)
=
1
2
(
1 1
1 −1
)(
GS2α−1,2β−1 G
S
2α−1,2β
GS2α,2β−1 G
S
2α,2β
)(
1 1
1 −1
)
+ δα,β
(
(γE2α−1,2α)
−1 0
0 −(γE2α−1,2α)−1
)
(4.35)
where 1 ≤ α, β ≤ s. For the following 2× 1 blocks of F , we get(
F γ2α−1, β
F γ2α, β
)
=
1√
2
(
1 1
1 −1
)(
GS2α−1, β
GS2α, β
)
(4.36)
where 1 ≤ α ≤ s, 2s+ 1 ≤ β ≤ 2s+ t. Finally, for the following 1× 1 blocks of F ,(
F γα, α
)
=
(
GSα, α
)
+ (γEα,α)
−1 (4.37)
where 2s+ 1 ≤ α ≤ 2s+ t.
Let z˜ = 2 + iN−2/3. From (3.3) and (2.11), with high probability, we have
max
1≤i≤2s+t
|GSii(z˜) + 1| ≤ N−ǫ/2. (4.38)
For off-diagonal terms, with (3.15) and (2.12), we have that
max
1≤i6=j≤2s+t
|GSij(z˜)| ≤ N−1/6 (4.39)
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holds with probability 1− o(1). Define
µ˜ := λN ±N−3/4. (4.40)
From remark (3.4) and the fact that the largest eigenvalues of GOE are separated in the scale N−2/3,
we have
P(λN − λN−1 ≥ 2N−3/4) ≥ 1− o(1), (4.41)
thus
P(min
α
|λα − µ˜| ≥ N−3/4) ≥ 1− o(1). (4.42)
With the distribution of λN (see (3.14)), we also have with probability 1− o(1) that
|µ˜− 2| ≤ N−2/3ϕC . (4.43)
Consider the identity ∣∣GSij(z˜)−GSij(µ˜)∣∣ =∑
α
|uα(i)uα(j)|
∣∣∣∣ 1λα − z˜ − 1λα − µ˜
∣∣∣∣
=
∑
α
|uα(i)uα(j)|
( |µ˜− z˜|
|λα − z˜||λα − µ˜|
)
.
(4.44)
From (4.42), (4.43), the delocalization in Lemma 3.1, and the rigidity result in Theorem 3.6, we have
with probability 1− o(1) that
max
i,j
|GSij(z˜)−GSij(µ˜)| ≤ CN−1/4. (4.45)
Combining (4.38), (4.39), and (4.45), we find that (4.38) and (4.39) still hold with z˜ replaced by µ˜ and
the right hand side being doubled. From that maxi,j |Eij | ≤ 3/4, together with (4.35)-(4.37), we have
for any 0 < γ ≤ 1 that
min
i,γ
|F γii(µ˜)| ≥
1
3
−O(N−ǫ/2), max
i,j,γ
|F γij(µ˜)| ≤ CN−1/6 + 1|i−j|=1CN−ǫ/2 (4.46)
holds with probability 1− o(1). This implies that, since ǫ is small enough,
detF γ(µ˜) 6= 0.
Recall (4.32), then we know that the following event holds with probability 1 − o(1): µ˜ is not the
eigenvalue of HS + γE for any 0 < γ ≤ 1.
If we let µγN be the the largest eigenvalue of H
S + γE for 0 ≤ γ ≤ 1, then by definition λN = µ0N ,
since λN is the largest eigenvalue of H
S . With the continuity of µγN with respect to the γ, we find
that µ˜ is not the eigenvalue of HS, hence we have that, for any 0 ≤ γ ≤ 1,
µγN ∈ (λN −N−3/4, λN +N−3/4) (4.47)
holds with probability 1−o(1). Thus, we have proved (4.26), which implies the desired result (1.5). 
5. Basic ideas for Theorem 3.6 and Theorem 3.7
The basic idea of proving Theorem 3.6 and Theorem 3.7 is Green function comparison method,
as mentioned in the introduction. To apply the comparison results, first we show that for any H in
Theorem 3.6, there exists a matrix H˜ whose entries have the same first four moments as those of H
and satisfies the bounded support condition with large q = O(N1/2/ logN). Roughly speaking, the H˜
has the properties that we need to prove for H and we will use Green function comparison method to
show that H has the same properties, since H and H˜ have the same first four moments.
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Lemma 5.1. For any generalized Wigner matrix H under the assumptions of Theorem 3.6, there
exists another generalized Wigner matrix H˜, such that H˜ satisfies bounded support condition with
q = O(N1/2/ logN) and the first four moments of the off-diagonal entries of H and H˜ match, i.e.,
Exkij = Ex˜
k
ij (i 6= j), k = 1, 2, 3, 4 (5.1)
and the first two moments of the diagonal entries of H and H˜ match, i.e., Exkii = Ex˜
k
ii, k = 1, 2.
Proof of Lemma 5.1. The diagonal part is trivial. For the off-diagonal part, it clearly follows from the
next lemma. 
Lemma 5.2. For any C > 0, if C ≤ |A| and B ≥ A2 + 1, there exists a random variable x such that
E(x) = 0, E(x2) = 1, E(x3) = C, E(x4) = B, (5.2)
and
supp(x) ⊂ [−DB,DB] (5.3)
for some D depending only on C.
Remark 5.3. The condition B ≥ A2 + 1 comes from the simple fact that if E(x) = 0 and E(x2) = 1
then E(x4) ≥ 1 + (E(x3))2.
Proof. For fixed A and any B ≤ k, it is easy to find a distribution such that (5.2) and (5.3) hold with
D depending on k. Therefore, one only needs to show that this lemma holds in the case that B is large
enough. To show that, first we introduce a family of random variables Yt(t ≥ 1), whose distribution
has a finite support
supp(Yt) ∈
{
−t, −
√
t√
1 + t
,
√
t√
1 + t
, t
}
(5.4)
and satisfies
P(Yt = t) = P(Yt = −t) = 1
2t(−1 + t+ t2) , (5.5)
P(Yt =
√
t√
1 + t
) = P(Yt =
−√t√
1 + t
) =
1
2
− 1
2t(−1 + t+ t2) . (5.6)
One can easily check that every odd moment of Yt vanishes and
E(Yt)
2 = 1, E(Yt)
4 = t. (5.7)
Note that Yt is supported in [−t, t].
We choose another random variable X whose distribution is supported on
{
√
2A−
√
1 + 2A2,
√
2A+
√
1 + 2A2}
and satisfies
P(X =
√
2A−
√
1 + 2A2) =
√
2A+
√
1 + 2A2
2
√
1 + 2A2
, (5.8)
P(X =
√
2A+
√
1 + 2A2) =
−√2A+√1 + 2A2
2
√
1 + 2A2
. (5.9)
Then, simple calculation shows that
EX = 0, EX2 = 1, EX3 = 2
√
2A, EX4 = 8A2 + 1.
Choose
t = 4B − 8A2 − 2
and let
x = X + Yt .
Since X and Yt are independent, it can be easily check that x satisfies (5.2) and (5.3), especially, for
large enough B, supp(x) ⊂ [−5B, 5B]. 
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Since H˜ has the property we need (see Lemma 3.1), we now compareH with H˜ using Green function
comparison method.
To prove Theorem 3.6 and Theorem 3.7, we claim the following two lemmas first, which will be
proved in the next section.
Lemma 5.4. Let H and H˜ satisfy the assumptions of Lemma 5.1. For z ∈ S(C) in (3.1) with large
enough C > 0, if for deterministic number X and Y ,
max
i6=j
|G˜ij(z)| ≤ X, |m˜−msc| ≤ Y (5.10)
holds with 3-high probability(see Def. 2.3), then for any p ∈ 2N with p ≤ ϕ, we have
E|m−msc|p ≤ E|m˜−msc|p + (Cp)Cp
(
X2 + Y + ϕN−1
)p
. (5.11)
Lemma 5.5. Let H and H˜ satisfy the assumptions of Lemma 5.1. Let F : R→ R be a function whose
derivatives satisfy
sup
x
|F (α)(x)|(1 + |x|)−C1 ≤ C1, α = 1, 2, 3, (5.12)
with some constant C1 > 0. Then, there exists a constant ǫ˜ > 0, depending only on C1, such that, for
any ǫ < ǫ˜ and for any real numbers
E,E1, E2 ∈ {x : |x− 2| ≤ N−2/3+ǫ} =: Iǫ, (5.13)
and setting η := N−2/3−ǫ, then∣∣∣∣∣∣E F
η2∑
i,j
GijGij(z)
− E F
η2∑
i,j
G˜ijG˜ij(z)

∣∣∣∣∣∣ ≤ N−φ+Cǫ, z = E + iη (5.14)
and for E1, E2 ∈ [2−N−2/3+ǫ, 2 +N−2/3+ǫ],∣∣∣∣∣EF
(
N
∫ E2
E1
dy Imm(y + iη)
)
− EF
(
N
∫ E2
E1
dy Im m˜(y + iη)
)∣∣∣∣∣ ≤ N−φ+Cǫ. (5.15)
Proof of Lemma 3.6. Recall that, with (3.4), we have that for some large C, with high probability,
H ≤ 2 + ϕC(N−2/3 + q−2). (5.16)
First, we improve this result to that
H ≤ 2 + ϕCN−2/3 (5.17)
holds with high probablity. Let H˜ match H in the sense of Lemma 5.1. For a ≥ 12, with (3.7) and
(3.8), for z = E + iη satisfying
2 + ϕCN−2/3 ≤ E ≤ 2 + q−1, η = ϕ(3+a)N−1κ−1/2, (5.18)
we have with 3-high probability
|m˜−msc| ≤ 1
ϕaNη
, Im m˜(z) ≤ 1
ϕaNη
, max
i6=j
|G˜ij | ≤ 1
ϕa/3Nη
. (5.19)
Assume that C in (5.18) is greater than 8+4a. Then, ϕ2+aη ≤ κ. With the property of msc in (2.12),
we have Immsc ∼ η/√κ, which implies
Immsc(z) ≤ 1
ϕNη
. (5.20)
Now, we apply Lemma 5.4 on H and H˜ with z in (5.18), p = ϕ, X = (ϕa/3Nη)−1 and Y = (ϕaNη)−1.
Then, with (5.11) and Markov inequality, for some C > 0, we obtain with high probability that
|m−msc| ≤ ϕC
(
1
ϕaNη
+
1
ϕ2a/3(Nη)2
+N−1
)
. (5.21)
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From (5.18), we know
ϕO(1)N1/3 ≤ (Nη)−1 ≤ ϕO(1)N−φ/2. (5.22)
Inserting it into (5.21) and choosing a = C+1 in (5.21), we obtain |m−msc| ≪ (Nη)−1. With (5.20),
it implies that Imm(z)≪ (Nη)−1 holds with high probability. By definition,
Imm = N−1
∑
α
η((λα − E)2 + η2)−1.
Then Imm(z) ≪ (Nη)−1 implies that there are no eigenvalues in the interval [E − η,E + η]. Since
it holds for any z in (5.18) with high probability, we obtain that there are no eigenvalues in [2 +
ϕCN−2/3, 2 + q−1]. Together with (5.16), we obtain (5.17). By symmetry, we have
‖H‖ ≤ 2 + ϕCN−2/3. (5.23)
Next, we apply Lemma 5.4 again on H and H˜ with z in (3.2)-(3.3), p = ϕ and
X = ϕC
√
Immsc
Nη
+
ϕC
Nη
, Y =
ϕC
Nη
.
where X,Y follows from (3.2)-(3.3). Then, with (5.11) and Markov inequality, we have that for some
C = O(1),
max
z∈S(C)
|m(z)−msc(z)| ≤ ϕC(Nη)−1 (5.24)
holds with high probability. Following the argument of section 5 in [26], which was used to prove the
(2.25) and (2.26) in [26], we obtain Lemma 3.6. Note that we can almost take the varbatim except
some coeffiencts, where ϕC plays the role of TN there. 
Proof of Theorem 3.7. We first recall the following lemma which is basically proved in [26].
Lemma 5.6. Suppose that two generalized Wigner matrices Hw and Hv satisfy with high probability
that (3.12), (3.13), (5.24), and
|N2/3(λN − 2)| ≤ ϕC (5.25)
and the number of eigenvalues in [2− 2ϕCN−2/3, 2 + 2ϕCN−2/3] is bounded as follows:
N
(
2− 2ϕ
C
N2/3
, 2 +
2ϕC
N2/3
)
≤ ϕ2C (5.26)
for some constant C. If, moreover, they satisfy the conditions from (5.12) to (5.15), then there exists
a constant δ such that, for any s > 0,
P
w
(
N2/3(λN−2) ≤ s−N−δ
)
−N−δ ≤ Pv(N2/3(λN−2) ≤ s) ≤ Pw(N2/3(λN−2) ≤ s+N−δ)+N−δ.
(5.27)
Proof of Lemma 5.6. Though this lemma is not explicitly stated in [26], this is the basic structure
of proving the edge universality, Theorem 2.4, in [26]. In the section 6 of [26], the edge universality
problem was converted into proving Theorem 6.3 in [26]. The conditions from (5.12) to (5.15) in this
paper are exactly the same as Theorem 6.3 in [26]. To obtain this conversion, in section 6 of [26], only
the assumptions in Lemma 5.6 of this paper was used. To help readers compare, we note that they
are (2.19), (2.25), (2.26), (6.2), and (6.3) in [26]. 
Now, we return to prove Theorem 3.7. We apply Lemma 5.6 with H = Hv and H˜ = Hw. Clearly,
it only remains to check (5.25) and (5.26). One can see that it follows from (3.12), the rigidity of
eigenvalues, and that γN = 2. Then, with Lemma 5.6,
P
(
N2/3(λ˜N − 2) ≤ s−N−δ
)
−N−δ ≤ P(N2/3(λN − 2) ≤ s) ≤ P(N2/3(λ˜N − 2) ≤ s+N−δ) +N−δ,
(5.28)
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where λ˜N denotes the largest eigenvalue of H˜. Furthermore, since H˜ satisfies the bounded support
condition with large q ∼ N1/2/ logN , with Lemma 3.5, we obtain (3.14) and complete the proof of
Lemma 3.7. 
6. Proof of Lemma 5.4, Lemma 5.5, and Lemma 3.8
To prove Lemmas 5.4 and 5.5, we will again use Green function comparison method. Recall the
notations in (3.21)-(3.25) with H˜ = H0 = H
w and H = Hγmax = H
v. We let S = Gγ = (Hγ − z)−1,
R = (Q − z)−1, and T = Gγ−1 = (Hγ−1 − z)−1, where Q depends on γ = Φ(a, b). Note that Hγ
satisfies the bounded support condition with q = N−φ for all 1 ≤ γ ≤ γmax.
From Lemma 3.1 and (3.28), we know that there exists a uniform constant C0 > 0 such that, with
3−high probability,
max
z∈S(C0)
max
γ
max
i,j
max{|Sij(z)|, |Rij(z)|, |Tij(z)|} ≤ 2, (6.1)
where we used the bound |msc| ≤ 1. We note that the uniformity here is easy to check, since there are
only finitely many different distributions for all the matrix entries of Hγ , 1 ≤ γ ≤ γmax. On the other
hand, S, R, and T satisfy the following trivial bound that always holds:
max
z∈S(C0)
max
γ
max
i,j
max{|Sij(z)|, |Rij(z)|, |Tij(z)|} ≤ η−1 ≤ N. (6.2)
In this section, for simplicity, we use the notation |k| = ‖k‖1 for any vector k = Rn, n ∈ N.
To illustrate the idea of Green function comparison method, we first consider the following simple
example of finding a bound on EGij from an a priori bound on G˜ij :
Example 6.1. Suppose that the bound
max
i6=j
|G˜ij | ≤ N−1/3 (6.3)
holds. Then, we have that |EGij | ≤ CN−1/3.
Applying the replacement strategy, we obtain
EGij = EG˜ij +
γmax∑
γ=1
(
EGγij − EGγ−1ij
)
. (6.4)
Note that the bound (6.3) implies that |EG˜ij | ≤ N−1/3. Thus, if we can prove that for 1 ≤ γ ≤ γmax
|ESij − ETij | ≤ CN−7/3, (6.5)
then this will show the desired estimate on |EGij |.
We now expand Sij in terms of R and V , as in (3.28), using the resolvent expansion
S = R−RVR + (RV )2R− (RV )3R + (RV )4R+ · · ·+ (−1)m(RV )mR+ (−1)m+1(RV )m+1S,
with m := ⌈1/φ⌉. Since each element of V is bounded by N−φ with high probability, from (6.1), we
find that the last term in the expansion is O(N−1). Taking expectation, we find that
ESij = E
m∑
k=0
[(RV )kR]ij +O(N
−1). (6.6)
Note that R is independent of V . We can decouple R and V by taking partial expectation Eab with
respect to Vab, which gives
ESij = E
4∑
k=0
AkEab(V
k
ab) +O(N
−1), (6.7)
where Ak depends only on R. For example, A5 contains a term such as RiaRbbRaaRbbRaaRbj .
From the moment matching condition, we know that the first four moments of H and H˜ coincide,
thus the terms with k = 0, 1, · · · , 4 will vanish when we estimate ESij − ETij . Moreover, since we
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know that |E(V kab)| = O(N−2−φ/2), it suffices to prove the bound |EAk| ≤ CN−1/3+φ/2 for 5 ≤ k ≤ m.
Now using an expansion such as (see (6.24))
E
s∏
t=1
Ritjt = E
s∏
t=1
Sitjt − E
m∑
l=1
A˜lEab(V
l
ab) +O(N
−1),
where A˜l are products of S, we write the expectation of the product of the elements of R’s (like Ak) as
the sum of the expectation of the product of the elements of S’s. Hence, we can convert the problem
into showing
|EBk| ≤ CN−1/3+φ/2, k ≥ 5, (6.8)
where Bk is a sum of the product of the elements of S. For example, B5 contains a term such as
SiaSbbSaaSbbSaaSbj . Note here we effectively gain a factor of N
−φ/2 in the required bound.
We now repeat the replacement argument with the terms in Bk, since the matrix Hγ also satisfies
the same bounded support condition as H . We consider a telescopic series, as in (6.4),
EBk = EBk(S → G˜) +
γ∑
γ′=1
(
EBk(S → Gγ′)− EBk(S → Gγ′−1)
)
, (6.9)
where the notation Bk(S → Gγ′) means that we consider the product of Gγ′ = (Hγ′−z)−1 instead of S
while keeping the indices the same. The first term in the r.h.s. of (6.9) will be the sum of the products
such as EG˜iaG˜bbG˜aaG˜bbG˜aaG˜bj , and in a generic case, it contains at least one off-diagonal term of G˜.
In particular, we have |EBk(S → G˜)| ≤ CN−1/3. Hence, we are left to estimate the telescopic sum,
where we use the argument above, which involves the resolvent expansion and partial expectation,
again. Note that, each time we repeat the procedure, we effectively gain a factor of N−φ/2 in the
required bound. Therefore, after repeating the procedure sufficiently many times (i.e., O(1/φ)-times),
we find that it suffices to prove that |EB˜| ≤ C, where B˜ is a sum of the products of the elements of
Gγ , 1 ≤ γ ≤ γmax. Since this is trivial from the bound (6.1), we find that the bound |EGij | ≤ CN−1/3
holds.
We now prove the lemmas using the ideas explained above. We first introduce some notations for
simplifying the expressions, which will helps us study the expectation of the product of Sij ’s.
Definition 6.2 (Matrix operators ∗γ and ∗). For a γ with Φ(a, b) = γ, we define A ∗γ B as
(A ∗γ B)ij = (AIγB)ij , (Iγ)ij = 1{i,j}={a,b} (6.10)
When a 6= b, it satisfies
(A ∗γ B)ij = AiaBbj +AibBaj . (6.11)
We will often drop the subscript γ for convenience as A ∗B. For simplicity, we denote the k-th power
of A under ∗− product by A∗k, i.e.,
A ∗A ∗A ∗A · · · ∗A = A∗k (6.12)
Definition 6.3 (Pγ,k and Pγ,k). For k ∈ R and k = (k1, k2, · · · , ks) ∈ Rs , γ = Φ(a, b), we define
Pγ,kGij := G∗γ(k+1)ij (6.13)
and
Pγ,k
(
s∏
t=1
Gitjt
)
:=
∏
t
(Pγ,ktGitjt) =
s∏
t=1
G
∗γ (kt+1)
itjt
. (6.14)
If G1 and G2 are products of matrix entries of G’s as above, then we define
Pγ,k(G1 + G2):=Pγ,k G1 + Pγ,k G2 (6.15)
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Note that Pγ,k and Pγ,k are not linear operators but just notations we use for simplification. Similarly,
for the product of the entries of the matrix G−msc = G−mscI, we define
P˜γ,k
(
s∏
t=1
[G−msc]itjt
)
:=
∏
t
(
P˜γ,kt [G−msc]itjt
)
, (6.16)
where
P˜γ,k(Gij −msc)ij =
{
(Gij −msc)ij if i = j and k = 0,
Pγ,kGij = G∗γ(k+1)ij otherwise.
(6.17)
Using Definition 6.14, we may write, for example,
Pγ,k
(
s∏
t=1
Gγitjt
)
=
s∏
t=1
S
∗γ(kt+1)
itjt
, Pγ,k
(
s∏
t=1
Gγ−1itjt
)
=
s∏
t=1
T
∗γ(kt+1)
itjt
. (6.18)
With the fact that G∗sIγG∗t = G∗(s+t), one can easily see that for k ∈ R and k ∈ Rk+1,
Pγ,k(Pγ,kGij) = Pγ,k+|k|Gij (6.19)
Here, note that (Pγ,kGij) is the sum of the products of the matrix entries of G, where each product
contains k + 1 matrix entries of G.
Using the definitions above, we have the following lemma from the bound (6.1). Recall that R, S,
and T depend on γ.
Lemma 6.4. For any k ∈ Rs, γ, γ′ and i1, j1, · · · , is, js, we have with 3-high probability that∣∣∣∣∣Pγ′,k
(
s∏
t=1
Aitjt
)∣∣∣∣∣ ,
∣∣∣∣∣P˜γ′,k
(
s∏
t=1
(A−msc)itjt
)∣∣∣∣∣ ≤ 4s+|k|+1, (6.20)
where A can be R, S, or T .
The following lemma shows how we expand the expectation of the term Si1j1Si2j2 · · ·Sisjs .
Lemma 6.5. Let S = (Hγ − z)−1 as above and Φ(a, b) = γ. Assume z ∈ S(C0) for C0 in (6.1). Fix
s = O(ϕ) and ζ = O(ϕ). Then, for any
Si1j1(z)Si2j2(z) · · ·Sisjs(z),
we have with α = (α1, α2, · · · , αs) ∈ Rs, |α| =
∑
αi,
E
s∏
t=1
Sitjt =
∑
0≤k≤4
AαE[(−vab)k] +
5≤|α|≤2ζ/φ∑
α1,α2,...,αs≥0
,Aα EPγ,α
s∏
t=1
Sitjt +O(N
−ζ) (6.21)
where Ai (0 ≤ i ≤ 4) depend only on R, A’s are independent of (it, jt), 1 ≤ t ≤ s, and
|Aα| ≤ N−|α|φ/10N−2. (6.22)
Similarly, we have
E
s∏
t=1
((S −msc)itjt) =
∑
0≤α≤4
A˜αE[(−vab)αl ] +
5≤|α|≤2ζ/φ∑
α1,α2,...,αs≥0
Aα E P˜γ,α
s∏
t=1
Sitjt +O(N
−ζ), (6.23)
where again A˜i (0 ≤ i ≤ 4) depend only on R.
Furthermore, as (6.21), we have
E
s∏
t=1
Sitjt = E
s∏
t=1
Ritjt +
1≤|α|≤2ζ/φ∑
α1,α2,...,αs≥0
A˜α EPγ,α
s∏
t=1
Sitjt +O(N
−ζ) (6.24)
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where A˜ are independent of (it, jt), 1 ≤ t ≤ s, and
|A˜α| ≤ N−|α|φ/10. (6.25)
Note that the terms A and A˜ depend on γ.
We prove this lemma later in the section.
Recall that we let S = Gγ = (Hγ − z)−1, T = Gγ−1 = (Hγ−1 − z)−1. Note that the entires of Hγ
and Hγ−1 coincide except for the (a, b) and (b, a) entries, where (Hγ)ab = (Hγ)ba = vab = hab and
(Hγ−1)ab = (Hγ−1)ba = wab = h˜ab. It is obvious that a result similar to Lemma 6.5 holds for the
product of T . Thus, as in (6.21) we define the notation Aγ,a, a = 0, 1 as follows:
E
s∏
t=1
Sitjt =
∑
0≤k≤4
EAαE[(−vab)k] +
5≤|α|≤2ζ/φ∑
α1,α2,...,αs≥0
Aγ,0α EPγ,α
s∏
t=1
Sitjt +O(N
−ζ), (6.26)
E
s∏
t=1
Titjt =
∑
0≤k≤4
EAαE[(−wab)k] +
5≤|α|≤2ζ/φ∑
α1,α2,...,αs≥0
Aγ,1α EPγ,α
s∏
t=1
Titjt +O(N
−ζ). (6.27)
Using these two identities, we have
E
s∏
t=1
Gγmaxitjt − E
s∏
t=1
G0itjt
=
∑
γ
(
E
s∏
t=1
Gγitjt − E
s∏
t=1
Gγ−1itjt
)
=
∑
γ
∑
k:5≤|k|≤2ζ/φ
Aγ,0
k
E Pγ,k
(
s∏
t=1
Gγitjt
)
−Aγ,1
k
EPγ,k
(
s∏
t=1
Gγ−1itjt
)
+O(N−ζ)
(6.28)
where we used that Ak (0 ≤ k ≤ 4) depends only on R and the first four moments of vab = (Hγ)ab
and wab = (Hγ−1)ab match. Then, we obtain that∣∣∣∣∣E
s∏
t=1
Gγmaxitjt
∣∣∣∣∣ ≤
∣∣∣∣∣E
s∏
t=1
G0itjt
∣∣∣∣∣+∑
γ
∑
a=0,1
∑
k:5≤|k|≤2ζ/φ
|Aγ,a
k
|
∣∣∣∣∣EPγ,k
(
s∏
t=1
Gγ−aitjt
)∣∣∣∣∣+O(N−ζ). (6.29)
For the terms that belong to the fixed |k| = k, we can see from (6.20) and (6.22) that they are bounded
by
N−
kφ
10 sk4k+s ≤ N−kφ20 4k+s ≤ N−kφ21 4s . (6.30)
Then, the second part of the r.h.s. of (6.29) is less than CN−
5φ
21 4s where we used k ≥ 5.
Recall that Pγ,k
(∏s
t=1G
γ−a
itjt
)
is also a sum of the products of G. Using the result (6.28) again on
the
∣∣EPγ,k (∏st=1Gγ−aitjt )∣∣, where we replace the γmax with γ − a in the left hand side, we obtain the
following bound as in (6.29):∣∣∣∣∣EPγ,k
(
s∏
t=1
Gγ−aitjt
)∣∣∣∣∣
≤
∣∣∣∣∣EPγ,k
(
s∏
t=1
G0itjt
)∣∣∣∣∣+∑
γ′
∑
a′=0,1
∑
k′:5≤|k′|≤2ζ/φ
|Aγ′,a′
k′
|
∣∣∣∣∣EPγ′,k′Pγ,k
(
s∏
t=1
Gγ
′−a′
itjt
)∣∣∣∣∣+O(N−ζ),
(6.31)
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where k′ ∈ Rs+|k|. Thus, together with (6.29), we have∣∣∣∣∣E
s∏
t=1
Gγmaxitjt
∣∣∣∣∣ ≤
∣∣∣∣∣E
s∏
t=1
G0itjt
∣∣∣∣∣+ ∑
k:5≤|k|≤2ζ/φ
∑
γ,a
|Aγ,a
k
|
∣∣∣∣∣EPγ,k
(
s∏
t=1
G0itjt
)∣∣∣∣∣
+
∑
γ′,γ
∑
a,a′
∑
k′,k
|Aγ,a
k
Aγ′,a′
k′
|
∣∣∣∣∣EPγ′,k′Pγ,k
(
s∏
t=1
Gγ
′−a′
itjt
)∣∣∣∣∣+O(N−ζ).
(6.32)
Since |Ak| ≤ (N−2−φ|k|/10), for the terms, in the second line of (6.32), that belong to the fixed
|k|+ |k′| = k, as in (6.30), it is easily to be bounded by
N−
kφ
20 4k+s ≤ N−kφ21 4s.
Hence, the sum in the second line of (6.32) is less than N−
10φ
21 4s + O(N−ζ), where we used that
|k|+ |k′| ≥ 10. Repeating this process, we make the sum smaller and smaller. At the end, we obtain
that∣∣∣∣∣E
s∏
t=1
Gγmaxitjt
∣∣∣∣∣
≤
6ζ/φ∑
n=0
∑
γ1,γ2,··· ,γn
∑
a1,a2,··· ,an
∑
k1,k2··· ,kn
|
∏
j
Aγj ,aj
kj
|
∣∣∣∣∣EPγn,kn · · · Pγ1,k1
(
s∏
t=1
G0itjt
)∣∣∣∣∣+O(N−ζ),
(6.33)
where
n ≤ 6ζ/φ, k1 ∈ Rs, k2 ∈ Rs+|k1|, k3 ∈ Rs+|k1|+|k2|, etc., and 5 ≤ |ki| ≤ 2ζ/φ. (6.34)
Using the bound |Ak| ≤ (N−2−φ|k|/10) again with s, ζ ≤ O(ϕ), we have∣∣∣∣∣E
s∏
t=1
Gγmaxitjt
∣∣∣∣∣
≤
∣∣∣∣∣E
s∏
t=1
G0itjt
∣∣∣∣∣ +maxk,n (N−2)n(N−φ/20)∑i |ki| ∑
γ1,γ2,··· ,γn
∣∣∣∣∣EPγn,kn · · · Pγ1,k1
(
s∏
t=1
G0itjt
)∣∣∣∣∣ +O(N−ζ).
(6.35)
Note that the first term in the right hand side is from the sum with n = 0 in (6.33) and the γmax in
the left hand side can be replaced with any 0 ≤ γ0 ≤ γmax.
Since these A and P are independent of it and jt (1 ≤ t ≤ s), we may consider a linear combination
of (6.35), i.e., for a coefficient function f(I, J) with∑
I,J
f(I, J) = 1, f(I, J) ≥ 0, I = (i1, i2, · · · , is), J = (j1, j2, · · · , js), (6.36)
we have∣∣∣∣∣∣E
∑
I,J
f(I, J)
s∏
t=1
Gγmaxitjt
∣∣∣∣∣∣ ≤
∣∣∣∣∣∣E
∑
I,J
f(I, J)
s∏
t=1
G0itjt
∣∣∣∣∣∣ (6.37)
+max
k,n,γ
(N−φ/20)
∑
i |ki|
∣∣∣∣∣∣E
∑
I,J
f(I, J)Pγn,kn · · · Pγ1,k1
(
s∏
t=1
G0itjt
)∣∣∣∣∣∣+O(N−ζ).
In application, we let H = Hγmax , H˜ = H0.
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Similarly, with (6.24) we can extend (6.37) to∣∣∣∣∣∣E
∑
I,J
f(I, J)
s∏
t=1
((G −msc)itjt)
∣∣∣∣∣∣
≤
∣∣∣∣∣∣E
∑
I,J
f(I, J)
s∏
t=1
((G˜−msc)itjt)
∣∣∣∣∣∣
+ max
γ,n,k
(N−φ/20)
∑
i |ki|
∣∣∣∣∣∣E
∑
I,J
f(I, J)P˜γn,kn · · · P˜γ1,k1
(
s∏
t=1
(G˜−msc)itjt
)∣∣∣∣∣∣+O(N−ζ).
(6.38)
We note that, in the case f = N−s
∏
δitjt , the left hand side equals to E(m−msc)s and the first term
in the right hand side equals to E(m˜−msc)s.
Now, we first use (6.33) to prove Lemma 3.8.
Proof of Lemma 3.8. Let H = Hγmax and H˜ = H0. Since H˜ satisfies the bounded support condition
with q ∼ N−1/2/ logN , we have from (3.3) that, for z satisfying the assumption in Lemma 3.8, with
high probability,
|G˜ij | ≤ ϕO(1)
(√
Immsc
Nη
+
1
Nη
)
+ 2δij. (6.39)
On the other hand, we have a trivial bound |G˜ij | ≤ N . (See (6.2).) We now apply (6.33) on GijGij
with s = 2 and ζ = 1. To prove the lemma, it suffices to show that the following holds for any k1,
k2 · · · ,kn, for n satisfying (6.34):
N−2n
∑
γ1,γ2,··· ,γn
∣∣∣EPγn,kn · · · Pγ1,k1G˜ijG˜ij∣∣∣ ≤ ϕC ( ImmscNη + 1(Nη)2
)
. (6.40)
With Lemma 2.6, it is easy to check that the right hand side is larger than N−1. Let Φ(γt) = (at, bt).
It only remains to prove that
max
γ1,γ2,··· ,γn: i,j /∈∪1≤t≤n{at,bt}
∣∣∣EPγn,kn · · · Pγ1,k1G˜ijG˜ij ∣∣∣ ≤ ϕC ( ImmscNη + 1(Nη)2
)
. (6.41)
By definition, Pγn,kn · · · Pγ1,k1G˜ijG˜ij is a finite sum of the products of the matrix entries of G and G.
Furthermore, for each product, there exist at least two off diagonal terms, since the index i appears
exactly twice and there is no Gii term in Pγn,kn · · · Pγ1,k1G˜ijG˜ij . From the existence of these two
off-diagonal terms and from (6.39), we obtain (6.41) and complete the proof of Lemma 3.8. 
Next, we use (6.38) to prove Lemma 5.4.
Proof of Lemma 5.4. For simplicity, we prove instead that
|E(m−msc)p| ≤ |E(m˜−msc)p|+ (Cp)Cp(X2 + Y + ϕCN−1)p. (6.42)
(The proof of (5.11) is exactly the same except that it involves more terms with more complicated
expressions.) Using (6.38) with it = jt and s = ζ = p and f(I, J) = N
−p
∏
t δitjt , since A are
independent of it, jt for any 1 ≤ t ≤ s, we have
|E(m−msc)p| ≤ |E(m˜−msc)p| (6.43)
+max
γ,k,n
(N−φ/20)
∑
i |ki|
∣∣∣∣∣∣E 1Np
∑
i1··· ,ip
P˜γn,kn · · · P˜γ1,k1
(
p∏
t=1
(G˜it,it −msc)
)∣∣∣∣∣∣+O(N−ζ).
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With the assumption (5.10), the first term in the right hand side is bounded with (Y + ϕCN−1)p,
where for the bad event of probability space we used (6.2). In order to complete the proof, we now
only need to bound the second term in the the right hand side of (6.43). For any fixed γ1, · · · , γn,
k1, · · · ,kn and i1, · · · , ip satisfying (6.34), we know that
P˜γn,kn · · · P˜γ1,k1
(
p∏
t=1
(G˜it,it −msc)
)
(6.44)
is the sum of at most C
∑
|ki| products of G˜ij (including the terms with i = j) and (G˜ii − msc),
where the total number of G˜ij and (G˜ii − msc) is
∑ |ki| + p=O(ϕ2). Since G˜ has a rough bound
|G˜(z)| ≤ η−1 ≤ N , we know (6.44) is always less than NO(ϕ2). With the assumption that (5.10) holds
with 3-high probability, we noticed that the event that (5.10) does not hold is negligible. Futhermore,
for each product in (6.44) and any fixed t, 1 ≤ t ≤ p, we know there are two it’s in the indices of G.
These two it’s can only appear as (a) G˜itit −msc in the product, or (b) Git,aGb,it , where the indices
a and b come from some γk and γl, (1 ≤ k, l ≤ n) via P . Thus, after averaging over 1 ≤ it ≤ N ,
this term becomes (a) m˜−msc, which is bounded by Y (see (5.10)), or (b) N−1
∑
it
Git,aGb,it , which
is bounded by X2 + CN−1 with (5.10). In the case (b), we also used the fact that the number of
non-generic terms with it = a or it = b is smaller than that of generic terms by a factor N
−1, hence
we bound the contribution from the non-generic terms by CN−1.
Therefore, we have showed that after averaging 1 ≤ i1, i2, · · · , ip ≤ N , i.e., applying N−p
∑
i1··· ,ip
,
each it either contributes a factor m˜−msc, i.e. Y , or N−1
∑
it
GitaGbit , i.e., (X
2 + CN−1). For any
other G’s in the product with no it (1 ≤ t ≤ p), we simply bound them as C, then for any fixed
γ1, · · · , γn, k1, · · · ,kn, we had proved that∣∣∣∣∣∣E 1Np
∑
i1··· ,ip
P˜γn,kn · · · P˜γ1,k1
(
p∏
t=1
(G˜it,it −msc)
)∣∣∣∣∣∣ ≤ C
∑
i |ki|+p(X2 + Y + CN−1)p. (6.45)
With (6.43), this completes the proof of Lemma 5.4. 
Proof of Lemma 6.5. Choose
ξ = 2ζ/φ. (6.46)
We apply the expansion
S = R−RVR+ (RV )2R− · · ·+ (−1)ξ(RV )ξR+ (−1)ξ+1(RV )ξ+1S. (6.47)
With the condition |vab| ≤ N−φ, we note that the last term in this expansion is O(N−ζ). Thus,
S = R −RVR+ (RV )2R− · · ·+ (−1)ξ(RV )ξR+O(N−ξφ). (6.48)
Since vkl = 0 if {k, l} 6= {a, b}, we have
([−RV ]mR)itjt =
∑
(ai,bi)∈{(a,b),(b,a)}; 1≤i≤m
Rita1Va1b1Rb1a2 · · ·VambmRbmjt . (6.49)
We note that Vab = Vba = vab = hab. Using Definition 6.2 and Definition 6.3, we have
[−RV ]kR = R∗(k+1)(−hab)k, S =
∑
0≤k≤ξ
(R∗(k+1))(−hab)k +O(N−ξφ). (6.50)
Similarly,
Rij =
∑
0≤k≤ξ
(Pγ,kSij)(hab)k +O(N−ξφ), (R−msc)ij =
∑
0≤k≤ξ
(P˜γ,kSij)(hab)k +O(N−ξφ). (6.51)
For this reason, we only show the proof of (6.21), and (6.23) can be proved analogously. The proof of
(6.24) will roughly be explained at the end of this proof.
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Using (6.50) and (6.1), with 3-high probabilily, we have that (with definition 6.3)
s∏
t=1
Sitjt =
∑
0≤k≤ξs;
∑
k∈Isξ,k
(
Pγ,k
s∏
t=1
Ritjt
)
(−hab)kt +O(2sN−ξφ) (6.52)
where
k := (k1, k2, · · · , ks), Iab,c := {k ∈ Ra : 0 ≤ ki ≤ b,
∑
ki = c} (6.53)
Note that, from the above definition,
|Iab,c| ≤ ac . (6.54)
We note that the term in (6.52) belonging to k = 0 is
∏s
t=1Ritjt . For the terms belonging to k ≥ ξ,
using (6.20), we know that with 3-high probability they are bounded by∑
k≥ξ
sk4k+sN−kφ ≤ O(sξ4ξ+sN−ξφ), (6.55)
where sk comes from
∑
k∈Isξ,k
. Hence,
s∏
t=1
Sitjt =
s∏
t=1
Ritjt +
∑
1≤k≤ξ
 ∑
k∈Isξ,k
Pγ,k
s∏
t=1
Ritjt
 (−hab)k +O(sξ4ξ+sN−ξφ). (6.56)
Recall that (S∗s)ij is a sum of terms as in Definition 6.2. As a special case, consider a term in
(S∗s)ij = Pγ,s−1Sij and rewrite it as Si1j1Si2j2 · · ·Sisjs . We have
(S∗s)ij = (R
∗s)ij +
∑
1≤k≤ξ
 ∑
k∈Isξ,k
(Pγ,k(R∗s)ij)
 (−hab)k +O(sξ4ξ+sN−ξφ). (6.57)
Then, with (6.19), we have (here we replaced s with s+ 1 for simplicity)
Pγ,sSij = Pγ,sRij +
∑
1≤k≤ξ
|Is+1ξ,k |(Pγ,s+kR)ij(−hab)k +O(sξ4ξ+sN−ξφ), (6.58)
Define, for 0 ≤ k ≤ 4,
Ak :=
∑
k∈Isξ,k
Pγ,kRitjt =
∑
k∈Isξ,k
s∏
t=1
R
∗(kt+1)
itjt
(6.59)
Clearly, they depend only on R. Thus, as in (6.56), with 3-high probability,
s∏
t=1
Sitjt =
4∑
k=0
Ak(−hab)k +
∑
5≤k≤ξ
 ∑
k∈Isξ,k
Pγ,k
s∏
t=1
Ritjt
 (−hab)k +O(sξ4ξ+sN−ξφ). (6.60)
We take the expectation E in the both sides of the equation. Recall that the good event holds with
3-high probability and the entries of S and R are bounded by η−1 ≤ N . (see (6.2)). Furthermore, in
this proof, no products have more than O(ϕ2) entries of S or R’s. Thus, when taking the expectation
E, we can simply ignore the set of bad event.
To simplify the notation, we define
nk := E(−hab)k. (6.61)
Then, we get
E
s∏
t=1
Sitjt =
4∑
k=0
nkEAk +
∑
5≤k≤ξ
nk
 ∑
k∈Isξ,k
EPγ,k
s∏
t=1
Ritjt
 +O(sξ4ξ+sN−ξφ) (6.62)
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To estimate EPγ,k
∏s
t=1Ritjt = E
∏
t Pγ,ktRitjt , we first use (6.58) and obtain
Pγ,ktSitjt = Pγ,ktRitjt +
∑
1≤lt≤ξ−k
|Ikt+1ξ−k,lt |Pγ,(kt+lt)Ritjt(−hab)lt +O((4kt + 4)ξ−k4kt+1N−ξφ+kφ).
(6.63)
Note that from (6.54) we have a bound
|Ikt+1ξ−k,lt | ≤ (kt + 1)lt .
From that |Pγ,ktSitjt | ≤ 4kt+2 (see (6.20)), for 0 ≤ k1, k2, · · · , ks ≤ ζ/φ,
∑
ki = k and k ≤ ζ/φ, we
obtain that
Pγ,k
s∏
t=1
Sitjt =Pγ,k
s∏
t=1
Ritjt +
∑
1≤l≤(ξ−k)s
 ∑
l∈Isξ−k,l
∏
t
|Ikt+1ξ−k,lt |Pγ,kt+ltRitjt
 (−hab)l
+O((4k + 4)ξ−k4k+sN−ξφ+kφ).
(6.64)
For the terms that belong to l ≥ ξ − k, from (6.20) and (6.54), they are bounded by∑
l≥ξ−k
sl(k + 1)l4k+l+sN−lφ ≤ (sk + s)ξ−k4ξ+sN−ξφ+kφ.
Then, the upper bound of l in (6.64) can be reduced to ξ − k as follows:
Pγ,k
s∏
t=1
Sitjt =Pγ,k
s∏
t=1
Ritjt +
∑
1≤l≤ξ−k
 ∑
l∈Isξ−k,l
∏
t
|Ikt+1ξ−k,lt |Pγ,kt+ltRitjt
 (−hab)l
+O((sk + s)ξ−k4ξ+sN−ξφ+kφ)
(6.65)
We observe that
∏
t
|Ikt+1ξ−k,lt |Pγ,kt+ltRitjt =
(∏
t
|Ikt+1ξ−k,lt |
)(
Pγ,k+l
∏
t
Ritjt
)
, l = (l1, l2, · · · , ls). (6.66)
Inserting it into (6.62), with |hab| ≤ N−φ and |Isξ,k| ≤ sk, k ≤ ξ, we get
E
s∏
t=1
Sitjt =
4∑
k=0
nkEAk +
∑
5≤k≤ξ
nk
 ∑
k∈Isξ,k
EPγ,k
s∏
t=1
Sitjt
 (6.67)
−
ξ∑
k=5
ξ−k∑
l=1
nknl
 ∑
k∈Isξ,k
∑
l∈Isξ−k,l
(∏
t
|Ikt+1ξ−k,lt |
)
E
(
Pγ,k+l
∏
t
Ritjt
)
+O(ξ(sξ + s)ξ4s+ξN−ξφ),
where the single ξ factor in the last term comes from
∑
k. For k ≥ 5, define
Ak =
∑
k∈Isξ,k
Pγ,k
s∏
t=1
Sitjt . (6.68)
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Clearly, it has at most sk terms having the form of P∏S. Applying (6.65) again on EPγ,k+l∏tRitjt ,
as in (6.65), we have
Pγ,k+l
∏
t
Ritjt
=Pγ,k+l
∏
t
Sitjt −
∑
1≤o≤ξ−k−l
 ∑
o∈Isξ−k−l,o
(∏
t
|Ikt+lt+1ξ−k−l,ot |
)
Pγ,k+l+o
∏
t
Ritjt
 (−hab)o (6.69)
+O((s(k + l) + s)ξ−k−l4ξ+l+sN (−ξ+k+l)φ)
We now insert it back to (6.67), replacing the notation k, l, o with k1, k2, k3 and kt, lt, ot with k1(t),
k2(t), k3(t), respectively. Using
|nknl|
∑
k∈Isξ,k
∑
l∈Isξ−k,l
s∏
t=1
|Ikt+1ξ−k,lt | ≤ N−(k+l)φsksl(k + 1)l, (6.70)
we obtain
E
s∏
t=1
Sitjt
=
ξ∑
k1=0
nk1EAk1 −
ξ∑
k1=5
ξ−k1∑
k2=1
nk1nk2
 ∑
k1∈Isξ,k1
∑
k2∈Isξ−k1,k2
(
s∏
t=1
|Ik1(t)+1ξ−k1,k2(t)|
)
EPγ,k1+k2
∏
t
Sitjt

+
ξ∑
k1=5
ξ−k1∑
k2=1
ξ−k1−k2∑
k3=1
nk1nk2nk3× (6.71) ∑
k1∈Isξ,k1
∑
k2∈Isξ−k1,k2
∑
k3∈Isξ−k1−k2,k3
(
s∏
t=1
|Ik1(t)+1ξ−k1,k2(t)||I
k1(t)+k2(t)+1
ξ−k1−k2,k3(t)
|
)
EPγ,k1+k2+k3
∏
t
Ritjt

+O(ξ2(sξ + s)ξ4s+ξN−ξφ),
where the factor ξ2 comes from
∑
k1
∑
k2
. Define
Ak1,k2 := −
∑
k1∈Isξ,k1
∑
k2∈Isξ−k1,k2
(
s∏
t=1
|Ik1(t)+1ξ−k1,k2(t)|
)
EPγ,k1+k2
∏
t
Sitjt . (6.72)
Clearly, letting k := k1 + k2, we find that Ak1,k2 has at most
sk1+k2
s∏
t=1
|Ik1(t)+1ξ−k1,k2(t)| ≤ sk1+k2(k1 + 1)k2 ≤ sk(k + 1)k ≤ C(sk)k
terms of the form P∏S.
We repeat the previous procedure ξ times. Recall that ki :=
∑
t ki(t). Let
k˜i := k1 + k2 + · · ·+ ki, k˜i(t) := k1(t) + k2(t) + · · ·+ ki(t). (6.73)
Define
Ak1,k2,k3··· ,kn
= (−1)n−1
∑
k1∈Isξ,k1
∑
k2∈Is
ξ−k˜1,k2
∑
k2∈Is
ξ−k˜2,k3
· · ·
∑
kn∈Is
ξ−k˜n−1,kn
s∏
t=1
(
n−1∏
m=1
|I k˜m(t)+1
ξ−k˜m,km+1,t
|
)
Pγ,(∑ni=1 ki)
∏
t
Sitjt .
(6.74)
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Let #Ak1,k2,k3··· ,kn be the number of the terms of the form P
∏
S in Ak1,k2,k3··· ,kn . Clearly, with
k :=
∑
i ki,
#Ak1,k2,k3··· ,kn ≤ sk(k + 1)k ≤ C(sk)k. (6.75)
Thus, we obtain that
E
s∏
t=1
Sitjt =
ξ∑
k1=0
nk1EAk1 +
ξ∑
k1=5
ξ−k1∑
k2=1
nk1nk2Ak1,k2 +
ξ∑
k1=5
ξ−k1∑
k2=1
ξ−k1−k2∑
k3=1
nk1nk2nk3Ak1,k2,k3
+ · · ·
+
∑
k1,k2,··· ,kξ;
(
ξ∏
i=1
nki
)
Ak1,k2,··· ,kξ +O(ξ
ξ(sξ + s)ξ4s+ξN−ξφ),
(6.76)
where we sum up k1, k2, · · · , kξ under the condition k1 ≥ 5, ki ≥ 1, 1 ≤
∑
ki ≤ ξ. The factor ξξ comes
from
∑
k1,k2,··· ,kξ;
. The equation (6.76) implies (6.21).
Now we are ready to prove (6.22). Since α plays the role of (
∑n
i=1 ki) in (6.74), we have that
|α| =
∑
t
αt =
∑
i
ki (6.77)
Then, we obtain that
|Aα| ≤
∑
∑
ki=
∑
αi
#Ak1,k2,··· ,kn
∏
t
E|hab|kt .
Note that the Wigner matrix H under the assumptions of 3.7 (i.e., Hv in Lemma 5.4 and 5.5) satisfies
|E(hab)k| ≤ (logN)N−2−(k−4)φ, k ≥ 5. (6.78)
With (6.75) and that k1 ≥ 5, we obtain (6.22).
Finally, we briefly explain the proof of (6.24) and (6.25). It is almost the same as the one for (6.21)
and (6.22), except changing (6.62) to
E
s∏
t=1
Sitjt = E
s∏
t=1
Ritjt +
∑
1≤k≤ξ
nk
 ∑
k∈Isξ,k
EPγ,k
s∏
t=1
Ritjt
+O(sξ4ξ+sN−ξφ), (6.79)
i.e., we move the k = 1, 2, 3, 4 part from the first term in the right hand side to the second term. Then
we keep using (6.56) and (6.65) to estimate EPγ,k
∏s
t=1Ritjt as in the proof for (6.21) and (6.22). 
Last, we prove Lemma 5.5.
Proof of Lemma 5.5. For simplicity, we only prove (5.14). The proof for (5.15) is similar.
Recall that η = N−2/3−ǫ. Define
xS := η Im Tr S = η2
∑
i,j
SijSij , x
R := η Im TrR = η2
∑
i,j
RijRij . (6.80)
Recall also that S = (Hγ − z)−1 and R = (Q− z)−1, where all the entries of Hγ and Q are the same
except the (a, b) entries. Then, since the rank of (Hγ − Q) is at most 2, by interlacing theorem, we
have
|Tr S − TrR| ≤ Cη−1 (6.81)
Together with (5.24) and (2.12), with high probability,
max
γ
{|xS |+ |xR|} ≤ NCǫ. (6.82)
From (3.3) and (3.28), we find that
max
γ
(|Rij |+ |Sij |) ≤ N−φ+Cǫ + Cδij (6.83)
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with high probability. We also have the trivial bounds
xS = η2
∑
i,j
SijSij ≤ η2N2η−2 = N2, xR ≤ N2, |S|, |R| ≤ η−1 ≤ N. (6.84)
Since the bad event is so small in probability space, in this proof, we basically ignore the bad set.
Using the definitions we used in (3.21) - (3.25), we get a telescopic series
E F
η2∑
i,j
GijGij
− E F
η2∑
i,j
G˜ijG˜ji
 = γmax∑
γ=1
[
E F
(
xS
)− E F (xT )] . (6.85)
From the Taylor expansion, we have
F (xS)− F (xR) =
2∑
s=1
1
s!
F (s)(xR)(xS − xR)s + 1
3!
F (3)(ζS)(x
S − xR)3, (6.86)
where ζS lies between x
S and xR, and we can obtain a similar formula for F (xT )− F (xR) with ζT in
place of ζS .
We now expand the term SijSij using (6.56), where the terms with the complex conjugate are
treated in the same manner. Letting ξ = 3/φ with s = 2 in (6.56), we can see that
SijSij = RijRij +
∑
1≤k≤3/φ
 ∑
k∈I2
3/φ,k
Pγ,k(RijRij)
 (−hab)k +O(CN−3) (6.87)
holds with high probability. Averaging over i, j and multiplying η2 to both sides, we obtain
xS = xR +
∑
1≤k≤3/φ
 ∑
k∈I2
3/φ,k
η2
∑
i,j
Pγ,k (RijRij)
 (−hab)k +O(CN−3). (6.88)
Now, we claim that for any fixed k 6= 0, k ∈ I23/φ,k, and p = O(1) with p ∈ 2Z,
E
∣∣∣∣∣∣
∑
i,j
Pγ,k (RijRij)
∣∣∣∣∣∣
p
≤ (N1+Cǫ)p. (6.89)
Assuming the claim (6.89), with Markov inequality, we find that, for any k ∈ I23/φ,k and k 6= 0,
|Pγ,k xR| := |η2
∑
i,j
Pγ,k (RijRij)| ≤ N−1/3+Cǫ (6.90)
holds with probability with 1−N−D for any D > 0.
For simplicity, we show the proof for∣∣∣∣∣∣E
∑
i,j
Pγ,k (RijRij)
p
∣∣∣∣∣∣ ≤ (N1+Cǫ)p. (6.91)
(The claim (6.89) can be proved similarly.) Using (6.24) with s = 2p and ζ = p, we get
E
p∏
t=1
Pγ,k (RitjtRjtit) =E
p∏
t=1
Pγ,k (SitjtSjtit) (6.92)
−
1≤|α|≤2p/φ∑
α1,α2,...,α2p≥0
Aα EPγ,α
(
p∏
t=1
Pγ,k (SitjtSitjt)
)
+O(N−p)
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With (6.25), in order to show (6.91), it only remains to prove that∣∣∣∣∣∣
∑
i1,j1··· ,ip,jp
E
(
p∏
t=1
Pγ,k (SitjtSitjt)
)∣∣∣∣∣∣ ≤ (N1+Cǫ)p (6.93)
and for α ∈ R2p, 1 ≤ |α| ≤ 2p/φ,∣∣∣∣∣∣
∑
i1,j1··· ,ip,jp
EPγ,α
(
p∏
t=1
Pγ,k (SitjtSitjt)
)∣∣∣∣∣∣ ≤ (N1+Cǫ)p. (6.94)
We give the proof for (6.93). The proof of (6.94) is the same except that it is slightly longer by one
term of Pγ,α. Using (6.37), with
f(I, J) = N−2p, I = (i1, · · · , ip), J = (j1, · · · , jp),
and
∏p
t=1 Pγ,k (SitjtSitjt) playing the role of
∏s
t=1G
γmax
itjt
in (6.37), G˜ being G0, we have∣∣∣∣∣∣E
∑
I,J
N−2p
p∏
t=1
Pγ,k (SitjtSitjt)
∣∣∣∣∣∣
≤
∣∣∣∣∣∣E
∑
I,J
N−2p
p∏
t=1
Pγ,k (G˜itjtG˜itjt)
∣∣∣∣∣∣
+ max
k,n,γ
(N−φ/20)
∑
i |ki|
∣∣∣∣∣∣E
∑
I,J
N−2pPγn,kn · · · Pγ1,k1
(
Pγ,k (G˜itjtG˜itjt)
)∣∣∣∣∣∣+O(N−ζ)
(6.95)
where
k1 ∈ R2p, k2 ∈ R2p+|k1|, k3 ∈ R2p+|k1|+|k2|, · · · . (6.96)
From (3.3) and assumption on z in (5.13), with high probability,
|G˜ij | ≤ N−1/3+2ǫ + 2δij . (6.97)
Now, we estimate the term
Pγn,kn · · · Pγ1,k1
(
Pγ,k (G˜itjtG˜itjt)
)
(6.98)
as in (6.44). First, it is the sum of at most C
∑
|ki|+|k| = O(1) products of G˜ij (possibly i = j),
where in each product the number of G˜ij is
∑ |ki| + 2p=O(1). Since G˜ satisfies a rough bound
|G˜ij(z)| ≤ η−1 ≤ N , we know (6.98) is always bounded by NO(1). Since (6.97) holds with high
probability, when estimating (6.98), we may neglect the event that (6.97) does not hold. For each
product of above type and for any fixed t, the indices it and jt only appear twice each. Since k 6= 0,
they cannot attain the form G˜it,jtG˜it,jt . Thus, they must appear as one of the following forms for
some a, b, c, d, which comes from P ’s:
G˜itaG˜bjtG˜itjt , G˜itjtG˜itaG˜bjt , GitaGbjtG˜itcG˜djt . (6.99)
For each case, after averaging over 1 ≤ it, jt ≤ N , i.e., applying N−2
∑
it,jt
, these terms are bounded
by N−1+Cǫ. Thus, so far we have proved that, for each t, the term Gij with an index it or jt contributes
a factor N−1+Cǫ to ∑
I,J
N−2pPγn,kn · · · Pγ1,k1
(
Pγ,k (G˜itjtG˜itjt)
)
. (6.100)
Similarly, the Gij ’s with indices i1, j1, · · · , ip, jp contribute a factor (N−1+Cǫ)p to (6.100). By (5.10), it
is bounded with X+CN−1. For the other G’s without indices i1, j1, · · · , ip, jp, we simply bound them
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by a constant C. Therefore, we obtain that (6.100) is bounded by (N−1+Cǫ)p with high probability.
Then, the expectation of (6.100) is less than (N−1+Cǫ)p. Analogously, we can bound the first term in
the right hand side of (6.95) by (N−1+Cǫ)p. Thus, we proved (6.93) and (6.94), which implies (6.91)
with (6.25). We can complete the proof of (6.89) similarly.
Now, we return to estimate xS − xR in (6.88). First, we note that
E|hab|3 ≤ (E|hab|2E|hab|4)1/2 ≤ (logN)N−3/2.
With (6.90), we can see that there exists a constant C such that
E|xS − xR|3 ≤ N−5/2+Cǫ (6.101)
for any sufficiently large N independent of γ. Together with the fact that ζS is between x
S and xR,
we get |ζS | ≤ NCǫ (see (6.82)) with high probability, hence∣∣∣∣∣
γmax∑
γ=1
E
[
F (3)(ζS)(x
S − xR)3
]∣∣∣∣∣ ≤ N−φ+Cǫ, (6.102)
where we have used (5.12) on F . We can estimate E
[
F (3)(ζT )(x
T − xR)3] analogously.
From (6.85) and (6.86), it only remains to prove that, for 1 ≤ s ≤ 2,∣∣∣E [F (s)(xR)(xS − xR)s]− E [F (s)(xR)(xT − xR)s]∣∣∣ ≤ N−2−φ+Cǫ. (6.103)
Using (6.88) again, recalling (Hγ−1)ab has the distribution of H˜ab, we have
xT = xR +
∑
1≤k≤3/φ
 ∑
k∈I2
3/φ,k
η2
∑
ij
Pγ,k (RijRji)
 (−h˜ab)k +O(CN−3) (6.104)
with Ehkab = Eh˜
k
ab, (1 ≤ k ≤ 4). Thus, we obtain that∣∣∣E [F (s)(xR)(xS − xR)s]− E [F (s)(xR)(xT − xR)s]∣∣∣ (6.105)
≤
∣∣∣∣∣∣∣
9/φ∑
k=5
∑
∑s
t=1 |kt|=k
∑
kt∈I2s3/φ,k
E
s∏
t=1
(Pγ,kt xR)
∣∣∣∣∣∣∣
(∣∣E(−hab)k∣∣+ ∣∣∣E(−h˜ab)k∣∣∣)+O(CN−3),
where in the right hand side we sum up k from 5. Since
∣∣∣E(−h˜ab)k∣∣∣ ≤ (logN)CN−5/2 and ∣∣E(−hab)k∣∣ ≤
(logN)CN−2−φ , using (6.90), we obtain (6.103) and complete the proof. 
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