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     Un promedio de 120 empresas involucradas en la Generación, Trasmisión, Distribución  y Consumo de 
la energía del País, tienen la necesidad de conectarse con un alto grado de fiabilidad al centro de control 
del COES- SEIN (Comité de Operación Económica del Sistema- Sistema Eléctrico Interconectado Nacional) 
para el monitoreo de la producción y consumo de la energía. Según norma de OSINERMING la 
disponibilidad mínima de conexión deberá ser 98% en una etapa objetivo, actualmente la gran mayoría 
de empresas disponen de una conexión que garantiza niveles muy por debajo de lo requerido de 
disponibilidad.  Para suplir esta problemática se plantea un diseño de un sistema de respaldo con Redes 
Privadas Virtuales (VPN) que garantizará un 99% de disponibilidad de conexión al centro de control del 
COES a nivel de enlaces, tanto a la sede principal como a la sede de respaldo. 
     El diseño implica la convergencia entre los enlaces principales del proveedor principal existentes y la 
red de contingencia a implementar   con un segundo operador en el cual definimos las condiciones básicas 
de instalación, dimensionamiento de equipos, así como el dimensionamiento lógico del software para los 
equipos de red involucrados. 
     El diseño de software involucra una red troncal MPLS que simula la de los operadores de telefonía. La 
conectividad entre los agentes y el COES se realizará mediante Redes Privadas Virtuales (VPN) sobre la 
red MPLS diseñada. Para atender los distintos Agentes se hace uso de distintas VRF en los equipos 
troncales de la red, la contingencia lo aplicamos en dos niveles, en primer nivel entre los equipos router 
de última milla para la sede principal del COES y los equipos de los proveedores en la sede remota del 
agente,  y un segundo nivel de contingencia a nivel de enlace con 4 prioridades para la sede principal y 2 
prioridades para la sede de respaldo del COES. Para la solución lógica  destacamos el uso de diversos 
protocolos de red, entre ellos HSRP, EBGP, IBGP, LDP, OSPF que realizarán la convergencia inmediata en 
caso de fallar los enlaces principales. 
     Los enlaces físicos de ultima milla  se evalúa por los dos medios principales para empresas corporativas, 
la primera  se hace el dimensionamiento físico con fibra óptica y la segunda a través de enlaces 
microondas, para esta se simula 3 enlaces de tres agentes tomados al azar, donde se busca una 
disponibilidad de enlace del 99.99%.  
      Por último se realiza la simulación del diseño de la red en GNS3 con el que se realizará el análisis y los 
resultados, los cuales  responden a los objetivos planteados. 
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     An average of 120 companies involved in the generation, transmission, distribution and consumption 
of energy in the country, have the need to connect with a high degree of reliability to COES- SEIN 
(Committee of Economic Operation of the National Interconnected Electric System System-) for 
monitoring the production and consumption of energy. According OSINERMING the minimum standard 
availability of connection should be 96% in a target stage, currently the vast majority of companies have 
a connection that guarantees levels well below that required availability. To meet this problem poses a 
design of a system contingency Virtual Private Networks (VPN) to ensure 99% availability of connection 
to the control center COES, both the main headquarters and headquarters support. 
     The design involves the convergence of the main links to the existing main provider and network 
contingency to implement a second operator in which we define the basic conditions of installation and 
equipment sizing and logical sizing software for network equipment involved.  
     Software design involves an MPLS backbone, connectivity between agents and the COES will be made 
through Virtual Private Networks (VPN) on the MPLS network designed to address several agents use 
different VRF in trocales network equipment is , contingency we apply on two levels, first level between 
the router equipment last mile to the headquarters of COES and equipment providers in the remote host 
the agent, and a second level contingency link level 4 priorities for the headquarters and 2 priorities for 
the seat back COES to the logical solution include the use of various network protocols including HSRP, 
EBGP, IBGP, LDP, OSPF that made immediate convergence in case of failure the main links.  
 
       Physical links last mile is evaluated by two main means for corporate enterprises , the first physical 
sizing with optical fiber and the second travez microwave links is made to this 3 links three agents at 
random is simulated , where looking for a link availability of 99.99 %. 
     Finally design simulation in GNS3 with which the network analysis and Resultandos which we respond 
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1. CAPÍTULO 1 
GENERALIDADES 
 
1.1. SITUACIÓN PROBLEMÁTICA 
     El COES (Comité de Operación Económica del Sistema), es el encargado de que el Sistema Eléctrico 
Nacional funcione todos los días y atienda toda la demanda eléctrica del país al mínino costo posible con 
el mejor uso de los recursos energéticos  a través del Sistema Eléctrico Interconectado Nacional – SEIN,  
posibilitando las condiciones adecuadas para el desarrollo de la industria y otras actividades económicas. 
El COES está conformado por los llamados “Agentes del SEIN” que son las empresas: Generadores, 
Transmisores, Distribuidores y Usuarios Libres que están relacionados a la producción, trasmisión y 
consumo de la energía del país, (www.coes1.org.pe) 
    Para  hacer posible la operación del sistema, se tiene que hacer el análisis eléctrico y energético sobre 
el comportamiento esperado del Sistema Eléctrico Interconectado Nacional- SEIN. Los agentes del SEIN  
están en la obligación de realizar la transferencia en tiempo real y diferido de las principales variables 
eléctricas, sistemas scada, producción energía, consumo de energía,etc definidas según norma, la 
transmisión se realiza desde su centro de control remoto al centro de control principal y de respaldo del 
COES, los alcances se han definido por EL MINISTERIO DE ENERGÍA Y MINAS a través de la Ley 28832, Ley 
para Asegurar el Desarrollo Eficiente de la Generación Eléctrica. 
     Según la  última Norma Técnica Para el Intercambio de Información en Tiempo Real para las 
Operaciones del Sistema Eléctrico Interconectado Nacional (ANEXO 1), la transferencia de variables 
eléctricas al COES estará sujetas a una disponibilidad de 98%, lo cual equivale a una permisividad de error 
acumulado de 87 horas y 36 minutos para un periodo de control semestral. Para lograr estos niveles existe 
la necesidad de los integrantes de implementar mecanismos de respaldo que permitan la disponibilidad 
permanente de sus redes de conexión al COES, EL OSINERMING fiscaliza que el desempeño se realice 
considerando lo establecido en la presente Norma, para lo cual establecerá las sanciones por 
incumplimiento a la norma en que incurran los integrantes y el COES. 
     En tal sentido para garantizar la disponibilidad el COES ha dispuesto el uso de tres servidores en dos 
diferentes SEDES físicas, la primera ubicada en el distrito de San Isidro, Lima y la segunda de respaldo y 
en implementación ubicada en San Juan de Miraflores-Lima, la función de estos servidores es recibir las 
señales Eléctricas principales de los agentes del SEIN para luego ser procesadas y evaluadas, un servidor 
funciona como principal y los otros dos como respaldo, los agentes del SEIN se integrarán a estos 3 
servidores mediante Redes privadas Virtuales que viene a ser una estructura de red que emula una red 
privada sobre infraestructura pública existente de los diferentes operadores de telecomunicaciones. 
    Bajo estas condiciones los agentes del SEIN tienen que implementar diferentes mecanismos  para 
garantizar la alta disponibilidad de la red de conexión en caso caiga los enlaces principales, se plantea 
como solución a esta necesidad diseñar un sistema de respaldo con Redes Privadas Virtuales con  un 
segundo operador para redundancia de rutas y equipo de red hacia los tres servidores del COES, haciendo  
uso de protocolos, programación, infraestructura de red de alta disponibilidad entre los enlaces 
principales y contingencias que garantizar la disponibilidad de la red inmediata ante algún fallo que le 
pueda afectar. 
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     A la fecha son 120 empresas afiliadas que pertenecen al Sistema Interconectado Nacional – SEIN 
(ANEXO 2), estas necesitan tener su red y sus enlaces con un alto índice de disponibilidad al centro del 
control del COES, lo ideal 24x7 para que la operación del COES no se pueda paralizar. Actualmente los 
enlaces principales son muy vulnerables a fallos, ante una caída de los enlaces  el índice de disponibilidad 
de trasferencia se verá afectado, esto trae consigo sanciones como penalidades, suspensiones para las 
empresas del SEIN  impuesta por OSINERMING que es el organismo Supervisor de la Inversión en Energía, 
de allí radica la importancia de una red segura para conectarse al COES.  
     Para garantizar el índice de disponibilidad de conexión al COES se plantea el diseño de un sistema de 
respaldo de redes privadas virtuales con un segundo operador que garantizará una alta disponibilidad, 
confiabilidad de los enlaces al centro de control del COES y cumplir con la normativa interpuesta por el 
OSINERMING para contribuir con la operación del COES. 
 
1.3. OBJETIVOS 
1.3.1. OBJETIVO GENERAL 
Diseñar un sistema de respaldo con Redes privadas virtuales (VPN), que garantice la alta 
disponibilidad de conexión al COES 
1.3.2. OBJETIVOS ESPECÍFICOS 
 
1. Identificar, analizar el funcionamiento de una Red privada   virtual (VPN) en una red MPLS. 
2. Incrementar el índice actual de disponibilidad de enlace de los agentes al 99.9% 
3. Plantear el diseño y Dimensionamiento de la estructura Física  de  la Red en la última milla. 
4. Selección de equipos y materiales adecuados para la Red de respaldo. 
5. Plantear la Programación, Configuración e Identificación de los mejores Protocolos de    
          Telecomunicaciones a ser aplicados a los equipos  de Red. 
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2. CAPÍTULO 2 
MARCO TEÓRICO 
 
2.1. RED PRIVADA VIRTUAL (VPN) 
 
     Una red privada virtual, RPV, o VPN de las siglas en inglés de Virtual Private Network, es una tecnología 
de red que permite una extensión segura de la red local (LAN) sobre una red pública o no controlada 
como Internet. Permite que la computadora en la red envíe y reciba datos sobre redes compartidas o 
públicas como si fuera una red privada con toda la funcionalidad, seguridad y políticas de gestión de una 
red privada. Esto se realiza estableciendo una conexión virtual punto a punto mediante el uso de 
conexiones dedicadas, cifrado o la combinación de ambos métodos. (Mason, 2002, pág. 7) 
     Ejemplos comunes son la posibilidad de conectar dos o más sucursales de una empresa utilizando como 
vínculo Internet, permitir a los miembros del equipo de soporte técnico la conexión desde su casa al centro 
de cómputo, o que un usuario pueda acceder a su equipo doméstico desde un sitio remoto, como por 
ejemplo un hotel. Todo ello utilizando la infraestructura de Internet . 
     La conexión VPN a través de Internet es técnicamente una unión wide area network (WAN) entre los 
sitios pero al usuario le parece como si fuera un enlace privado— de allí la designación “virtual private 
network (SALCEDO, ESPINOZA, & PEDRAZA, 2012) 
2.2. PROTOCOLOS DE ENRUTAMIENTO 
 
     Los protocolos de enrutamiento sirven para intercambiar las tablas de enrutamiento y compartir la 
información. Nos permiten enrutar los protocolos enrutados como pueden ser protocolos IP, IPX9, Apple 
Talk.  
     Los protocolos de enrutamiento se clasifican en IGP y EGP. Los protocolos IGP se clasifican a su vez en 
protocolos de Vector Distancia y protocolos de Estado de Enlace. Los protocolos de Vector Distancia, son 
los que determinan la dirección y la distancia hacia cualquier enlace en la internetwork, se clasifican en 
RIP, IGRP y EIGRP. Los protocolos de estado de enlace fueron diseñados para superar las limitaciones de 
los protocolos Vector Distancia, se clasifican en: OSPF e IS-IS. Por otra parte el EGP se clasifica en BGP. 
(Cisco Systens Inc., 2008), 
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Figura 2.1 Clasificación de Protocolos de Enrutamiento,  
Fuente: (http://dspace.utpl.edu.ec/handle/123456789, 2012) 
 
Gateway interior  
IGP: Este protocolo sirve para maximizar la capacidad de la red y disminuir los costos. Lo que hace 
principalmente es rutear los datos para que se dirijan a un tunelado.  
De esta manera evita el congestionamiento, latencia, perdida de paquetes y mejora el desempeño. Este 
protocolo se divide en dos:  
Vector distancia  
RIP: Es un protocolo de encaminamiento interno que no está conectado al backbone de internet. Tiene la 
capacidad de inter-operar con cualquier equipo de encaminamiento. Utiliza UDP para enviar sus mensajes 
a través del puerto 520. Calcula el camino más corto hacia la red destino utilizando el algoritmo vector 
distancia. Entre las características más destacadas tenemos:  
 Tienen un máximo de 15 saltos  
 No utiliza subneteo  
 Tiempo de actualización cada 30 seg.  
 Tiempo de desactivación cada 180 seg.  
 Tiempo de borrado en 300 seg.  
 Distancia administrativa o de confiabilidad es de 120 en RIPv214  
 
IGRP: Es un protocolo desarrollado y patentado por CISCO. Se utiliza en redes grandes, complejas y con 
diferentes topologías, converge más rápido que el protocolo RIP y no tiene límite de salto. Utiliza una 
métrica compuesta que se basa en el ancho de banda, el retardo, la confiabilidad y la carga de enlace. 
Cada router publica destinos con una distancia correspondiente, el router que recibe la información, 
ajusta la distancia y envía la información a sus routers vecinos. Entre sus principales características 
tenemos:  
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 Tiempo de actualización cada 90 seg.  
 Utiliza factores distintos para determinar la métrica  
 Representa la Velocidad del enlace entre los rangos de 12000 Mbps y 10 Gbps.  
 No tiene límites de saltos.  
 Versatilidad para manejar automáticamente topologías indefinidas y complejas.  
 Escalabilidad.  
 Las métricas son los anchos de banda y el retardo.  
 
EIGRP: Es una versión avanzada del protocolo IGRP el cual combina las ventajas de los protocolos de 
estado de enlace y de vector distancia. Utiliza una métrica compuesta igual que la de IGRP, cuyas variables 
incluyen, ancho de banda, retardo, carga y confiabilidad. A diferencia de RIP e IGRP, este protocolo no 
tiene actualizaciones periódicas, sino que envía las actualizaciones cada que se produce un cambio. 
Cuenta con paquetes Hello para establecer relación con los vecinos y detectar la perdida de estos. Cuando 
un router receptor recibe un paquete Hello del router emisor, el router receptor le envía la tabla de 
enrutamiento y el bit de inicialización al router emisor. 
Estado de Enlace  
OSPF: Es un protocolo de enrutamiento dinámico complejo, sofisticado, libre y soportado por la mayoría 
de los dispositivos destinados a realizar conexiones a la red. Cuando dice de enrutamiento dinámico se 
refiere a que evita las modificaciones manuales y asegura que la conexión con otros nodos sea inmediata. 
La estructura de este protocolo muestra que su conexión es jerárquica, que para realizar conexiones utiliza 
áreas separadas, las cuales se conectan a un backbone, o sea a las conexiones principales de la red que 
son conexiones de gran velocidad, utiliza varios dispositivos ruteadores que se los nombra de acuerdo a 
su uso jerárquico como puede ser un router interno, el mismo que tiene conectadas todas las redes de su 
área a un router principal. Dentro de una estructura que se basa en su jerarquía se puede encontrar varios 
Routers internos que controlan un área que tiene una jerarquía. Otro dispositivo es el router de área de 
borde, su función principal es conectar las áreas a un backbone o área cero para compartir la información 
y gestionar las redes. Por cada router interno existe un router de área de borde. El dispositivo que tiene 
mayor jerarquía se llama router de backbone, aquí tienen que interconectarse todas las áreas. Existen 
otros dispositivos que pertenecen a un área pero que su conexión a internet no la realizan mediante el 
área cero, a estos dispositivos se los conoce con el nombre de sistemas autónomos de router de frontera 
o Autonomous System Boundary Routers. Para que cada router sepa que vecino tiene utilizan el protocolo 
Hello y luego utilizan el protocolo de flooding donde envían una dirección del estado del anuncio (Link 
State Advertisements LSA) para que todos converjan a la misma base de datos que tiene cada router. Esta 
base de datos contiene el costo y los datos de las tablas de enrutamiento de los Routers. Las versiones 
actuales OSPFv2, OSPFv3 de este protocolo también soportan IPv6 y son usados para enrutamiento MPLS. 
Estos protocolos se basan en el costo y no en el número de saltos.  
IS-IS: Maneja una especie de mapa el cual se va creando a medida que la red converge. Utiliza el estado 
de enlace para encontrar el camino más corto mediante el algoritmo SPF (Shortest Past First). Emplea 
encapsulamiento para los paquetes. Es muy parecido a OSPF pero lo diferencias las ventajas que tiene 
como compatibilidad IPv6 que le permite conectar redes con encaminamientos distintos.  
Gateway exterior  
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BGP: Border Gateway Protocol. Este protocolo principalmente lo que realiza es un intercambio de 
información de las tablas de rutas de los Routers externos de cada sistema autónomo. Un ejemplo claro 
de esto son los proveedores de servicio de internet, los cuales cuentan con varios sistemas autónomos 
que se comunican entre sí mediante Routers externos, ellos necesitan un protocolo para enviar la 
información entre los Routers, aquí entra el protocolo BGP. No utiliza el protocolo de información de rutas 
RIP, porque no necesita conectar redes internas. Actualmente existe nuevas versiones de este protocolo 
como son BGP v4 y Multi Protocolo-BGP. BGP v4, anuncia los prefijos de la red de los sistemas autónomos 
dependiendo de la política de encaminamiento. Es decir si un sistema autónomo se anuncia en la red y 
otra red de sistema autónomo recibe ese anuncio, entonces la información fluye, pero esto se da gracias 
a las políticas de encaminamiento de exportación e importación que tiene cada sistema autónomo. Se 
basa en políticas para realizar la conexión. Para el paso de mensajes de un sistema autónomo a otro por 
medio de este protocolo debe existir un protocolo de transporte llamado TCP. Una característica muy 
importante de este protocolo es que no usa métricas como Bandwidth, saltos, entre otros. 
(http://dspace.utpl.edu.ec/handle/123456789, 2012) 
2.3. MPLS 
     Multiprotocol Label Switching (MPLS) es un mecanismo de transporte de datos estándar, emergente 
del IETF (RFC 3031). Opera entre la capa de enlace de datos y la capa de red del modelo OSI, se encontraría 
en la capa 2.5, entre la capa 2 y 3. El hecho de que se encuentre entre dos capas, le proporciona el nombre 
de “Multi Protocol”. Este hecho le da la ventaja de poder usar las características de los protocolos de las 
capas adyacentes sin ninguna restricción. (Casos Prácticos de BGP, 1992-2015) 
     Además de esto, MPLS ofrece adaptación total a IP. Esto es de gran importancia porque actualmente 
el mundo se mueve con este protocolo. Con MPLS ganamos en muchos aspectos en los que ATM 
presentaba carencias. Gracias al label switching, técnica usada en MPLS para enrutar paquetes, 
conseguimos hacer este enrutado a más velocidad, a la vez que disminuimos el retardo y el jitter. Estas 
características son de especial interés en las redes troncales, donde uno de sus principales objetivos es 
enviar paquetes de una localización a otra en el mínimo tiempo posible. Pero MPLS va más allá que la 
velocidad y nos ofrece otras grandes ventajas como la posibilidad de tener el control de la ruta, asignar 
distintos anchos de banda a los enlaces o crear prioridades para la utilización de un enlace. Todas estas 
ventajas y otras constituyen lo que se llama Traffic-Engineering (TE) y que suele designarse como MPLS-
TE. (H3C, MPLS OPERATION, 2012) 
 
Figura 2.2  Posición de MPLS en el modelo OSI  
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2.3.1 CARACTERÍSTICAS DE MPLS 
     MPLS ofrece un servicio orientado a conexión y funciona sobre diferentes tecnologías. En MPLS los 
paquetes se etiquetan basándose en criterios de prioridad y/o calidad de servicio (QoS) del tráfico que va 
a pasar en la red. 
     MPLS opera entre la capa 2 y la capa 3 del modelo OSI representado gráficamente en la Figura 2.3, por 
lo tanto tiene características de las dos capas haciendo uso eficiente de la velocidad y el control sobre el 
envío de paquetes 
 
 
Figura 2.3 Representación grafica de las capas del modelo OSI 
Fuente: (H3C, MPLS OPERATION, 2012) 
 
     Se dice entonces que, MPLS aprovecha dos componentes funcionales del modelo de capas OSI, una es 
la conmutación rápida de capa 2 conocido como forwarding y la otra es el control de conmutación de la 
capa 3 conocido como routing. 
2.3.2 ELEMENTOS DE MPLS 
LSR (Label Switching Router) 
     El LSR es un router ubicado la red MPLS encargado de dirigir el tráfico interno. Este equipo es el 
encargado de realizar la imposición de etiquetas conocido como proceso push y determinación de 
etiquetas, conocido como proceso pop. 
     Entonces, el LSR asigna una etiqueta al paquete y lo envía al siguiente LSR del LSP (camino virtual por 
el que fluye el tráfico de datos). Cuando se trabaja del dominio MPLS los LSR ignoran la cabecera IP; y 
únicamente analizan la etiqueta de entrada, luego consultan la tabla correspondiente (tabla de 
conmutación de etiquetas) y remplazan la etiqueta por otra nueva, de acuerdo al algoritmo de 
intercambio de etiquetas. Al llegar el paquete al último LSR de cola (salida) y ve que el siguiente salto lo 
saca de la red MPLS; en la tabla de conmutación de etiquetas se quita ésta y se envía el paquete utilizando 
uno de los protocolos de ruteo por ejemplo OSPF, ISIS, etc. (https://tools.ietf.org/html/rfc4762 .) 
     Al primer router LSR que interviene en un LSP se le denomina de entrada o de cabecera y al último LSR 
se le denomina de salida o de cola. Los dos están a los extremos del dominio MPLS. Los restantes equipos 
router que se encuentran entre los LSR de entrada y los LSR de salida son LSR interiores del dominio MPLS 
como se muestra en la Figura 2.4. 
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Figura 2.4  Representación LSR en una red MPLS 
Fuente: (H3C, MPLS OPERATION, 2012) 
 
LSP (Label Switching Path) 
     LSP es el medio virtual por el que fluye el tráfico entre LSRs hasta alcanzar el LSR de salida, estos 
caminos son unidireccionales por lo tanto en cada LSR existen dos LSP. Un LSP puede ser requerido antes 
de que exista la transmisión de datos o una vez que se ha empezado el flujo de los mismos comportándose 
como un túnel ya que ignoran la cabecera de la capa de red del paquete y para el envío del mismo se 
basan en el algoritmo de etiquetas. 
     MPLS provee dos opciones para configurar un LSP, uno cuando el LSR selecciona en forma 
independiente el próximo salto para un FEC dado y el otro, cuando el LSR de entrada especifica el próximo 
salto. 
FEC (Forward Equivalence Class) 
     FEC es un concepto básico en MPLS, es un flujo de datos cuyos paquetes comparten las mismas 
características para su transporte como son: 
 Utilizan la misma forma de envío 
 Son enviados sobre el mismo camino Path 
 Se los envía con el mismo tratamiento 
     Gracias a esta agrupación, el valor de las FEC en el paquete se puede utilizar para establecer prioridades 
y de esta forma dar prioridad a unas FECs sobre otras sin embargo este proceso se realiza una sola vez, 
cuando el paquete entra en el red MPLS. 
AS (Sistema Autónomo) 
     Un sistema autónomo consiste en un grupo de routers que comparten las mismas políticas de 
enrutamiento, y están bajo un mismo dominio administrativo. Puede definirse como una colección de 
routers corriendo un mismo IGP, o bien, usando variados protocolos de enrutamiento pero dichos routers 
pertenecen a una misma organización. En cualquier caso, el mundo exterior verá al sistema autónomo 
como una sola entidad. 
      Cada ruteador que utiliza BGP debe usar el número de sistema autónomo. 
Éstos pueden ser privados o públicos. 
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2.3.3 ETIQUETAS MPLS 
     La etiqueta es la que permite identificar un FEC dentro de la red MPLS. 
Cuando un paquete ingresa en una red MPLS es clasificado y asignado a un FEC específico usando 
etiquetas, todos los paquetes que pertenecen a un mismo FEC son renviados usando la dirección del 
siguiente salto. El valor de la etiqueta cambia mientras el paquete IP es transportado a través de la red, 
cuando el paquete etiquetado es enviado desde un LSR hacia el LSR del siguiente salto, el nuevo valor de 
la etiqueta del paquete es el valor que el LSR del siguiente salto asigna para representar el FEC. 
 Header MPLS.-La cabecera MPLS se forma de 32 bits y se inserta entre la capa  
            2 y capa 3 del Stack de comunicaciones OSI.  
 
        La estructura de la cabecera se presenta en la Figura 2.5. 
 
Figura 2.5 Cabecera MPLS 
Fuente: (Barberá, J. Una arquitectura de backbone para la Internet del siglo XXI, 2010) 
 
 Etiqueta MPLS.- Se le denomina “LABEL” y es la etiqueta propiamente dicha ya que identifica una 
FEC, formado por 20 bits por lo tanto existen 220 combinaciones, lo que equivale a 1.048.576 de las 
cuales las combinaciones comprendidas entre 0 y 15 se encuentran reservados. Cuando un paquete 
etiquetado es recibido, se establece el valor de la etiqueta con el fin conocer el siguiente salto al cual 
se debe re direccionar el paquete y luego se remplaza la etiqueta por una nueva. 
 Experimental (EXP).- Formado por 3 bits, se usa experimentalmente para establecer calidad de 
servicio (QoS). Maneja ocho niveles de prioridad, entre el que se destaca el código 101 (5) que 
representa mayor prioridad. 
 Stack.- Este campo lo compone 1 bit, permite identificar si la etiqueta es la última ya que en MPLS 
se usan varias etiquetas principalmente para levantar servicios; entonces un 0 indica que existen 
más etiquetas MPLS. 
 TTL.- Corresponden a una secuencia de 8 bits conocido como Time to Life, similar a lo utilizado en el 
protocolo IP. Es el tiempo máximo de vida del paquete cuyo máximo valor es 15 saltos permitidos 
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2.3.4 PROTOCOLOS MPLS 
     Con la arquitectura de MPLS se maneja una variedad de protocolos cuyo uso depende de los equipos 
de la red así como de las políticas de administración. 
A continuación se describen los protocolos para distribución de etiquetas y señalización 
LDP (Label Distribution Protocol) 
      El protocolo LDP define procedimientos para el intercambio de etiquetas, por esa razón es 
imprescindible para el funcionamiento de la red MPLS. Los LSRs utilizan este protocolo para 
intercambiar la etiqueta FEC. 
     Al establecer una sesión LDP se generan diversos mensajes de modo que se pueda dar a conocer a 
otros LSRs qué LSR está activo. Una sesión LDP se da entre LSRs usando TCP como transporte confiable 
para dichas sesiones 
BGP (Border Gateway Protocol) 
      El protocolo BGP garantiza el intercambio de información de enrutamiento libre de lazos (conocidos 
como loops) entre sistemas autónomos (AS), su función no es encontrar una red específica sino 
proporcionar información que permita encontrar el AS en el cual se encuentra dicha red, para lo cual el 
encargado de encontrar la red es el protocolo de pasarela interna a utilizar, tal como RIP, IGP, EIGRP, IS-
IS, OSPF etc. 
      BGP es un protocolo extremadamente complejo usado en Internet y dentro de las empresas 
multinacionales, permite políticas de enrutamiento y diferenciación entre el tráfico de diferentes 
proveedores de servicio. 
EBGP (External Border Gateway Protocol) 
     Es un término genérico para un protocolo que funciona entre diferentes sistemas autónomos. 
iBGP (Internal Border Gateway Protocol) 
     El protocolo Internal BGP se usa cuando los routers vecinos no son       necesariamente adyacentes. 
 IS-IS 
      IS-IS es un protocolo de encaminamiento jerárquico de IGP, se basa en el uso de algoritmos que 
permiten encontrar el camino más fácil. 
     Este envía mensajes a todos los routers pertenecientes a la red de modo que cada uno de ellos 
conozca por completo la topología del sistema autónomo y decidir la mejor ruta para el transporte del 
paquete. 
RSVP (Protocolo de Reserva de Recursos) 
     RSVP es un protocolo de señalización que permite reservar la capacidad solicitada por un flujo de 
datos en todos los routers del camino. Protocolo orientado a conexión, por lo tanto requiere guardar 
información del estado en todos los routers que conforman el trayecto lo que podría resultar un 
problema ya que debe guardar demasiada información pero en MPLS es un protocolo muy útil ya que 
en esta tecnología no se maneja números de flujos muy elevados. 
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2.3.5 TABLAS DE ENRUTAMIENTO MPLS 
      Las tablas de enrutamiento se diseñan y construyen de la información de enrutamiento que 
proporciona el componente de control. Mediante algoritmo de intercambio de etiquetas se realiza la 
clasificación de los paquetes a la entrada del dominio MPLS con lo cual se puede hacer la asignación de 
la cabecera. 
2.3.5.1 Tabla RIB Routing Information Base 
                    Se refiere a la tabla de enrutamiento. 
2.3.5.2 Tabla LIB Label Information Base 
                    En esta tabla se encuentran todas las etiquetas. 
 
2.3.5.3 Tabla FIB Forwarding Information Base 
                     Esta tabla se activa en CEF (Cisco Express Forwarding). 
 
2.3.5.4 Tabla LFIB Label Forwarding Information Base 
     Esta tabla funciona para el Forwarding esto es sólo envío de paquetes. La tabla LFIB se forma al final, 
es decir cuando MPLS ya ha comenzado a funcionar y por esta razón contiene toda la información de 
envío y recepción de etiquetas.  
     Para llenar esta tabla, MPLS usa el protocolo LDP (Label Distribution Protocol). Un ejemplo se muestra 
en el diagrama de Routers de la Figura 2.6, donde éstos se encuentran conectados entre sí a sus 
interfaces Gigabit Ethernet 
 
Figura 2.6 Diagrama de Routers 
Fuente: (H3C, MPLS OPERATION, 2012) 
 
     El router R1 es un LSR (Label Switching Router) de entrada y el R4 es un LSR de salida a la red 
10.10.10.8 /8 por lo que se ubican en el exterior del dominio MPLS y se los denomina PE (Provider Edge), 
utilizan el protocolo BGP. 
     Los Routers R2 y R3 son LSR’s internos, también denominados P (Provider) como ya lo indicamos, 
estos Routers no se conectan a clientes y no utilizan el protocolo BGP por lo tanto podemos describirlos 
como el core de la red MPLS.Una vez configurado el protocolo MPLS en esta red, se pueden visualizar 
las tablas de enrutamiento en cada router. 
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Tabla 2.1 Tablas de Enrutamiento MPLS 
 
Fuente: (H3C, MPLS OPERATION, 2012) 
 
2.3.6 COMPONENTES DE LA ARQUITECTURA MPLS 
      El protocolo MPLS presenta dos componentes principales denominados Plano de Control y Plano de 
Datos. 
2.3.6.1 Plano de control 
     Es el elemento que maneja la capa 3 del modelo OSI (Red), por esta razón se le puede asociar y definir 
como la parte inteligente donde se tratan los protocolos OSPF, EIGRP, IS-IS y BGP para intercambiar 
etiquetas. El Plano de control se muestra en la Figura 2.7. y es la encargada del intercambio de 
información de enrutamiento entre los dispositivos adyacentes. El plano de control crea la tabla de 
enrutamiento RIB (Routing Information Base). 
 
Figura 2.7 Plano de Control MPLS 
Fuente: (H3C, MPLS OPERATION, 2012) 
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2.3.6.2 Plano de Datos 
      Hace referencia a la funcionalidad de Switching que se desarrolla a nivel de capa 2 (Enlace de 
Datos) por lo tanto sólo se envían paquetes de un router a otro (el paquete no se procesa, solo se 
envía). El plano se encarga de renviar paquetes a la interface apropiada basándose en la información 
proporcionada por la tabla LFIB (Label Forwarding Information Base).como se puede ver en la Figura 
2.8. 
 
Figura 2.8 Plano de Datos MPLS 
Fuente: (H3C, MPLS OPERATION, 2012) 
 
-      MPLS permite trabajar con alta granularidad (bytes por segundo), Calidad de servicio QoS, 
ingreso de diferentes tipos de tráfico sin que se mezclen entre sí para lo cual se usan las VPN. Los 
paquetes no siempre suben al plano de control gracias a que los routers de core lo hace más rápido 
ya que solo pasa por el plano de datos. En la Tabla 2.2 se resume los componentes que forman la 
Arquitectura MPLS.( Manual Rápido de Configuración MPLS y BGP de un Router Cisco, Versión 1.0 
(12/5/2006), Laboratorio de Redes y Servicios) 
 
Figura 2.9 Tabla Resumen de los Planos de MPLS 
Fuente: (H3C,MPLS OPERATION, 2012) 
 
 
                        UNIVERSIDAD NACIONAL PEDRO RUIZ GALLO 
                          FACULTAD DE CIENCIAS FÍSICAS Y MATEMÁTICAS 
ESCUELA PROFESIONAL DE INGENIERÍA ELECTRÓNICA   
1. 
2. 
  25 
 
 
     El objetivo de los carriers de comunicación es transportar y mejorar el rendimiento sobre el cliente, 
por ello los backbone basados en MPLS/ VPN son ampliamente usados a nivel mundial, teniendo la 
ventaja de ser transparentes para los clientes y adicionalmente brindan un gran nivel de seguridad. En 
estas redes se busca trabajar con grandes niveles de convergencia, por ello, se evalúan múltiples 
mecanismos, implementando las rutas reflejadas. Para tal fin se evaluará las redes MPLS/BGP/VPN 
 
Figura 2.10 Red MPLS 




     Los elementos de la Red MPLS/VPN/BGP son el Customer Edge (CE), Provider Edge (PE) y Provider Core 
(P) como se muestra en la Fig. 1. El Backbone MPLS se compone por los enrutadores PE y P, a nivel del 
cliente se tiene el enrutador CE. El enrutador PE es el elemento que tiene contacto directo con la Red del 
cliente y el enrutador P es el enrutador interno de la Red MPLS el cual no tiene contacto con los clientes 
directamente. Los enrutadores PE y P trabajan en modo de conmutación de etiquetas en los que se 
construyen caminos (LSP) los cuales usan un protocolo de distribución de etiquetas (LDP), cuando un PE 
envía una dirección VPN a través de la Red MPLS para identi_ car el grupo de la VPN la Red le asigna un 
Label especí_ co y asigna también una etiqueta exterior, identi_ cando el PE de salida.  
La etiqueta en el interior de la Red es utilizada por el PE de Salida para determinar el puerto de la VPN al 
que el paquete debe ser direccionado .( Simulación de algoritmos de enrutamiento dinámico sobre la red 
WAN MPLS de la UTPL, 2012, Autores: Piedra Illescas, Gonzalo Patricio) 
     El enrutador CE (Customer Edge) y el enrutador PE (Provider Edge) soporta múltiples niveles de 
encaminamiento y sus respectivas tablas son llamadas VRF (virtual route forwarding). Las VRFs son 
lógicamente independientes y pueden llegar a contener traslape de direcciones en otras VRFs. Las VPNs 
se forman mediante la de_ nición del cliente que accede a ser miembro de una VRF y este se encuentra 
en la tabla formada por los sitios que el enrutador PE ha creado. El enrutador PE hace uso de BGP (Border 
Gateway Protocol) para la propagación de la información acerca de las rutas de la VPNs, así como las 
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     Los nodos que pertenecen a otras VPNs se pueden adjuntar a un mismo nodo PE. Dado que estas VPNs 
podrían compartir el mismo rango de direcciones IP teniendo direcciones privadas. La RFC 4364 introduce 
el concepto de VRF con el fin de apoyar las direcciones de solapamiento así como la opción de separación 
de tráfico por opciones de seguridad. El uso de las VRFs sobre los enrutadores PE asegura que el tráfico 
sobre una VPN no sea direccionado a otra. Las principales características que las VRFs pueden soportar 
son: Las direcciones se superponen, lo que permite la reutilización de las direcciones IP en el enrutador 
PE para diferentes VPNs. 
Reutilización de los puertos TCP/UDP lo cual permite usar los mismo puertos en diferentes VRFs. 
     El Backbone MPLS puede interactuar en dos planos diferentes de implementación: plano de 
encaminamiento y plano de control de datos. 
 
2.5.1 Plano Encaminamiento 
     El plano de encaminamiento está a cargo de la ruta de aprendizaje y proceso de distribución. Cuando 
el enrutador PE aprende una nueva ruta del nodo CE, un nuevo label es asignado a esta ruta, este label es 
conocido como “Label de la ruta VPN”. El enrutador PE sabe el conjunto de nodos que están involucrados 
en la VPN, así que hace uso de BGP para propagar la asociación de la ruta de entrada y “Label de la ruta 
VPN”. Cuando un nodo PE recibe tal asociación, se inserta la información de enrutamiento en el VRF 
correspondiente y designa la fuente del mensaje como “BGP Nexthop”. El enrutador PE en primer lugar 
debe identificar a cual VRF le corresponde el paquete IP, ya que para este solo es permitida una VRF. 
Cuando el paquete IP llega de diferentes VPNs el enrutador PE asocia una determinada VRF. Si no hay una 
VRF asociada el enrutador PE asociará el enrutamiento por defecto. Habría tres diferentes resultados de 
la búsqueda de VRF. Si el destino es otro CE ajuntado a un mismo PE, el PE transmitiría directamente el 
paquete IP. Si el paquete IP debe atravesar el backbone, deberá buscar el ‘BGP Nexthop’ y el tráfico 
ingresa directamente al PE, el enrutador PE agrega ‘VPN routelabel’ y envía el tráfico que ingresa a la red 
MPLS. 
2.5.2 Planos de control de datos 
      En primer lugar, el enrutador PE debe identificar que el paquete IP que ingresa al nodo pertenezca a 
la VRF, para el tráfico entrante y tráfico saliente del enrutador PE. Por tanto, el PE enrutador hace una 
búsqueda sobre la tabla de rutas IP asociadas a la VRF. Si no hay VRF vinculada a una interfaz, el enrutador 
PE utilizará la ruta predeterminada, ver Fig. 2.10. 
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Figura 2.11  Diagrama de flujo de tráfico  de entrada en el enrutador PE 
Fuente: (Evaluación de redes MPLS/VPN/BGP con rutas reflejadas, 2012) 
 
 
Figura 2.12 Diagrama de flujo de tráfico de salida de enrutador PE 
Fuente: (Evaluación de redes MPLS/VPN/BGP con rutas reflejadas, 2012) 
 
     En la Fig. 2.11 y Fig. 2.12 se muestran los correspondientes diagramas de bloques que resumen el 
comportamiento de PE enrutador cuando llega el tráfico MPLS, utilizando la función PUSH para colocar 
las etiquetas dentro del tráfico MPLS y la función POP para quitar las etiquetas. La información se 
propaga del PE local a todos los demás enrutadores PE en la red utilizando BGP. Para garantizar la 
unicidad de prefijos de diferentes VPNs, un identi_ cador único llama la ruta distinguisher (RD), 
creando una nueva familia de direcciones para VPN IPv4. 
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    El protocolo BGP permite manejar diferentes familias de direcciones, se utiliza para distribuir el 
resultado de la publicación de rutas para el PE remoto. Estos, a su vez, son el filtro en la recepción, de 
tal manera que solo podrán ingresar el subconjunto de rutas que provengan del enrutador CE . 
 
Figura 2.13 Encaminamiento VPNs. 
Fuente: (Evaluación de redes MPLS/VPN/BGP con rutas reflejadas, 2012) 
 
     Por ejemplo, en la Fig. 2.13, se mantiene el anuncio PE2 de PE1, porque 2 de VPN sitio gris se adjunta 
a la misma. Sin embargo, PE3 no, porque no tiene los sitios pertenecientes a la VPN gris. 
     La filtración se realiza mediante el etiquetado de rutas con una o más comunidades ampliadas, 
llamadas ruta de objetivos (RT) y la configuración de la exportación de políticas para los enrutadores 
de la red. Por ejemplo, en la Fig. 2.12 la ruta subred 1 perteneciente a la de VPN que se encuentra en 
el sitio caracterizado con gris en el que se origina la ruta de exportación por PE1 y etiquetados con 
objetivo “gris”, PE2 está configurado con una importación ruta de destino “gris” y, por tanto, mantiene 
la ruta, permitiendo la escalabilidad y buen desempeño. En el caso de una plena conectividad entre 
todos los sitios en una VPN, una sola ruta de destino puede utilizar por VPN tanto para la importación 
y la exportación. Sin embargo, las complejas políticas de control de acceso y el acceso muy granular 
de control se puede lograr mediante el uso de múltiples rutas distintos objetivos y políticas de 
importación y exportación. La información de encaminamiento de VPN (tras el paso de la ruta 
distinguida) almacena en el PE las distintas rutas virtuales de enrutamiento y transmisión (VRF) por la 
VPN. El Tráfico perteneciente a una VPN es transferido de acuerdo con la transmisión de la tabla VRF. 
Esto asegura la distinción de tráfico entre las diferentes VPNs, ya que la búsqueda se realiza solo en la 
tabla que contiene prefijos pertenecientes a la VPN. La Fig. 2.13 muestra la transmisión por separado 
en los cuadros creados por PE1 VPN de blanco y gris para la otra VPN. (Evaluación de redes 
MPLS/VPN/BGP con rutas reflejadas, 2012) 
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Figura 2.14 Tablas de Encaminamiento VPNs 
Fuente: (Evaluación de redes MPLS/VPN/BGP con rutas reflejadas, 2012) 
 
      La cuestión es cómo se transmite el tráfico sobre la base de la información por la VPN. El tráfico 
que llega al PE sobre la interfaz PE-CE se identifica como perteneciente a una particular VPN, basado 
en la interfaz de entrada. El mapeo entre las interfaces y las VPNses configurado en el enrutador PE. 
Por ejemplo, en la Fig. 2.13 el tráfico PE1 que llega de la interfaz CE1 es transmitido sobre la VPN 
gris. El tráfico que llega a una máquina (local) PE de otro (control remoto) PE debe ser etiquetado en 
la transmisión, de una forma que determina a los CE, los cuales son los receptores del tráfico. Esto 
se logra utilizando un label de MPLS, llamado label VPN. El trá_ co en la misma VPN puede ser 
etiquetado con diferentes etiquetas, ya que estas etiquetas no se identi_ can realmente con la VPN, 
pero sí con la transmisión del próximo salto, de esta forma simple se permite la comunicación de las 
diferentes LANs. El PE local recoge la etiqueta de la VPN y lo envía junto con la ruta publicada al PE. 
También se instala la transmisión del Estado que transmita el tráfico etiquetado con la etiqueta de 
VPN para el correcto CE. 
     Las etiquetas del PE remoto direccionan el tráfico destinado a la VPN con esta etiqueta. Por 
ejemplo, en la Fig. 2.13, el enrutador PE1 publicó la ruta para la subred 10.1/16 perteneciente al sitio 
1 en la VPN del sitio que también obtiene la VPN gris y la etiqueta 100. La publicación de la ruta en 
la subred 10.3/16 perteneciente a la VPN de sitio 1 blanco contiene la etiqueta de VPN 101. PE1 
espera el tráfico entrante a ser etiquetado con prefijos 100 para10.1/16 en la gama de grises para la 
VPN. Se espera pre_ jos 101 para la etiqueta en la gama de 10.3/16 VPN blanco. El enrutador PE1 ha 
enviado el estado de la transmisión MPLS por tráfico directo con la etiqueta 100 al sitio1 de la VPN 
gris, ver Fig. 2.14. 
 
                        UNIVERSIDAD NACIONAL PEDRO RUIZ GALLO 
                          FACULTAD DE CIENCIAS FÍSICAS Y MATEMÁTICAS 
ESCUELA PROFESIONAL DE INGENIERÍA ELECTRÓNICA   
1. 
2. 
  30 
 
 
     Normalmente, este reenvió se puede implementar de diferentes formas, pero una de las más 
utilizadas es mediante la construcción de túneles PE-PE (también se re_ ere a túneles de transporte), 
utilizando RSVP-TE (Protocolo de Reserva de Recursos de Tránsito) o LDP (Label Distribution 
Protocolo), lo que permite utilizar atributos (métricas) que garantizan la utilización de la ingeniería 
de tráfico. De esta manera, el tráfico perteneciente a múltiples VPNs se remite a lo largo de la misma 
en el túnel del núcleo MPLS, y varios túneles VPN se llevan en el mismo túnel de transporte, como 
se muestra en la Fig. 2.15. 
 
Figura 2.15 Túneles de transporte MPLS 
Fuente: (Evaluación de redes MPLS/VPN/BGP con rutas reflejadas, 2012) 
 
2.5.3    Eficiencia de las VPNs  
     La eficiencia para la investigación está enfocada en el tiempo de ejecución del encaminamiento en 
el plano de control. El enrutador PE anuncia todas las rutas de todos los sitios conectados a él mediante 
BGP. BGP es un protocolo diseñado específicamente para manejar un gran número de rutas. Dispone 
de buenas propiedades de escala, ya que ha incorporado en los mecanismos control de flujo para el 
envío y recepción de mensajes, que permiten el control de error y de _ ujo, y no requiere de anuncios 
periódicos de información de enrutamiento, basándose solo en actualizaciones incrementales. 
Además, BGP lleva un único período de sesiones de las rutas de todas las distintas redes VPN, por lo 
que el número de sesiones de BGP no depende del número de VPN, en lugar de ello, es proporcional 
el número de compañeros a los que la información de enrutamiento se distribuye, que en el peor de 
los casos, es el número de otros enrutador PE en la red.  
2.5.4    Reflector de rutas 
     Los Reflectores de Ruta (RR) reducen el número de sesiones BGP que debe mantener un PE.  
     Lugar de igualitarios con todos las demás proveedores de servicios en la red, los proveedores de 
servicios entre pares con el RR se convierten en lo que se llama ruta del reflector clientes. Así, cada PE 
mantiene un número constante de peerings independientemente del número de proveedores de 
servicios en la red. La adición de un nuevo PE en la red no requiere la configuración de BGP. El RR 
soluciona el problema añadiendo un nuevo PE a la red sin la necesidad de reconfigurar BGP a todos 
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los demás proveedores de servicios. Sin embargo, el RR puede convertirse en un potencial cuello de 
botella en la expansión de las siguientes maneras: 
 Como un elemento de la red que mantiene todas las rutas de VPN (limitación de memoria). 
 Como el único elemento responsable del tiempo de propagación de todos VPN ruta cambios (de 
limitación de la CPU). Una forma de evitar el mantenimiento de todas las rutas de VPN en una 
ubicación centralizada es la partición entre varios reflectores. La Fig. 2.16 muestra una red de 
rutas que pertenecen a tres VPNs: VPNa, VPNb, y VPNc. (Evaluación de redes MPLS/VPN/BGP 
con rutas reflejadas, 2012) 
 
Figura 2.16 Red de rutas que pertenecen a tres VPNs: VPNa, VPNb, y VPNc. 
Fuente: (Evaluación de redes MPLS/VPN/BGP con rutas reflejadas, 2012) 
 
En el escenario de una verdadera red, la carga de la CPU en el RR no crece proporcionalmente con el 
número de sus compañeros, por el contrario, tiende a aumentar mucho más rápido. BGP actualiza a 
menudo el cálculo de la actualización y lo repite a todos los clientes. La eficacia de esta estrategia 
depende de cómo los clientes son similares en términos de control de flujo. 
Los grupos de RR pueden crecer en número de clientes, y estos clientes hacen que las redes se vuelvan 
más heterogéneas (como es el caso en la vida real donde se utiliza el despliegue equipos de diferentes 
fabricantes y versiones), la eficacia de las actualizaciones, disminuye y aumenta la carga de la CPU. Por 
tanto, la única solución para resolver realmente las limitaciones de la CPU en el RR, es reducir el 
número de VPNs. 
2.5.5     Reducción del número de vía VPN 
     Para reducir el número de cambios que se originaron en el RR, el PE debe ser capaz de informar a 
la RR las rutas en las que está interesado. Así, la ruta la publicidad puede ser filtrada por el RR y no en 
el PE, ahorrando recursos de CPU en el RR y en el PE. El protocolo de mejora para la aplicación de esta 
funcionalidad se denomina ruta limitada. La idea es volver a utilizar el mismo mecanismo BGP utilizado 
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2.6. CALIDAD DE SERVICIO (QoS) 
     La Calidad de Servicio (QoS), se puede entender  como la medida del comportamiento de la bondad de 
la red con respecto a ciertas características de los servicios definidos, o como la capacidad de una red para 
proveer mejor servicio para un determinado tipo de tráfico. Los parámetros relacionados con QoS son: 
Ancho de Banda, nivel de retardo o latencia, variación del retardo o jitter, rendimiento o throughput, 
pérdida de paquetes. Una red debe garantizar; que puede ofrecer un cierto nivel de Calidad de Servicio 
para un nivel de tráfico con un conjunto especificado de parámetros. (UPnP Forum, octubre de 2006). 
     La implementación de Políticas de Calidad de Servicio se puede enfocar en varios aspectos según los 
requerimientos de la red, los principales son: 
 Asignar ancho de banda en forma diferenciada. 
 Evitar y/o administrar la congestión en la red. 
 Manejar prioridades de acuerdo al tipo de tráfico. 
 Modelar el tráfico de la red. 
 
2.6.1    PARÁMETROS DE LA CALIDAD DE SERVICIO (QoS) 
     Tanto en el caso del tráfico que corresponden a aplicaciones elásticas y no elásticas, así la noción 
de QoS es muy importante y está definida como un conjunto de parámetros que representan las 
propiedades de los  tráficos. En general existen los  siguientes parámetros: 
RENDIMIENTO (Throughput) 
     Es el parámetro más importante y especifica cuantos datos (máximo o media) son transferidos a 
través de la red. En general no es suficiente expresar en término de bit por segundo, sino en unidades 
de paquetes, ya que el esquema de calidad de servicio debe ser aplicable a varias redes o sistemas de 
propósito general. El Throughput es medido después de la transmisión de datos porque un sistema 
añade retardo causado por limitaciones del procesador, congestión de la red, ineficiencias del proceso 
de almacenamiento de datos en los buffers, transmisión de bits errados, carga de tráfico, hardware 
inadecuado. El 
     Throughput varía con el tiempo durante la transmisión de datos debido al tráfico y la congestión. 
Cuando la data es paquetizada en tramas que contienen cabeceras, se quiere medir el Throughput 
respectivo es necesario despaquetizarlas, es decir extraer todos bits usados como cabeceras. La 
información de la cabeceras de las tramas (direcciones de origen y destino, parámetros para 
intercambio de información, código para chequeo de errores entre otros), reduce el Throughput. 
RETARDO (Delay) 
     Se refiere al tiempo que dura en transmitirse un bit desde su origen hasta su destino. Es un 
parámetro que se emplea para medir el máximo retardo en una red de extremo a extremo. El retardo 
es ocasionado por la distancia, errores en la transmisión (bits errados), las capacidades de 
procesamiento de los sistemas que están involucrados en la transmisión, y otros factores. Aun si 
elimináramos estos factores, el retardo siempre estará presente, es decir no puede ser eliminado. 
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     Expresa la variación experimentada entre dos retardos consecutivos durante la transmisión y 
procesamiento de datos. El Jitter puede amortiguarse mediante el incremento de buffers (buffering) 
en los receptores lo que a su vez, incrementa el retardo extremo a extremo. 
PERDIDA DE PAQUETES O FIABILIDAD (RELIABILITY) 
     Esta referida a la perdida de paquetes y corrupciones de datos durante la transferencia de datos. 
Cuando ocurre congestión en una red, los paquetes tienden a caerse debido a un sobre flujo del buffer 
o debido al esfuerzo límite de retardo. Las pérdidas de paquetes afectan directamente la visión de la 
Calidad de Servicio en el lado del receptor extremo. Una ventaja del tráfico multimedia es su tolerancia 
a las perdidas donde las perdidas menores al 2 % suelen pasar inadvertidas. Para paliar los efectos en 
caso de perdidas elevadas se usan técnicas no excluyentes que permiten elevar el umbral de perdidas 
inclusive hasta el 20 % , dependiendo de la codificación entre estas técnicas podemos mencionar las 
siguientes: FEC basada en la redundancia, Interleaving basada en hacer compartir las perdidas entre 
todos los datos de un paquete y de esta forma aminorar los efectos de la perdidas bastante aplicable 
para los casos de transmisión de audio o video, Ocultación de perdidas (Loss Canceling) en el receptor 
basada en la Repetición, interpolación y predicción de los datos de llegada. 
Algunos conceptos que están relacionados a los conceptos vertidos son los siguientes: 
 
ANCHO DE BANDA (Bandwidth) 
     Es la capacidad de transportar información a través de un canal de comunicación. Este canal puede 
ser analógico o digital. En la transmisión analógica tal como en telefonía, radiodifusión (AM o FM), es 
medido en ciclos por segundo (hertz). En la transmisión digital (velocidad de transmisión) es medido 
en bits [10] por segundo. Para sistemas digitales, los términos “Ancho de Banda (Bandwidth)” o 
“Capacidad (Capacity)” se usan indistintamente, por ejemplo para indicar la capacidad de un canal o 
del enlace entre dos nodos en red. Aunque es más apropiado referirse a velocidad de transmisión 
cuando se trata de expresarse desde el punto de vista de la transmisión digital. Este concepto esta 
relacionado con el Throughput (el cual es medido cuando el retardo es considerado) ya que ambos se 
pueden expresar en las mismas magnitudes (bits/seg), empero Bandwidth se ha hecho más usual 
aplicarlo a la capacidad de los canales de comunicación de los enlaces entre los nodos en una red. 
 LATENCIA (Latency) 
     Un método para medir la Latencia es ver cuanto tiempo se demora un dispositivo en procesar un 
paquete. Este dispositivo puede ser un router, un sistema completo de comunicaciones que incluye 
routers y enlaces, en muchos casos hablar de Latencia es sinónimo de Retardo (Delay). 
2.6.2    NIVELES DE QoS EN UNA RED DE EXTREMO A EXTREMO 
     Los niveles de servicio en una red de extremo a extremo se definen como la capacidad de una red 
para entregar servicio, especificando la necesidad de cada tráfico en una red. 
     Los servicios difieren en el nivel de QoS, el cual describe, lo siguiente: como el servicio puede ser 
establecido por un específico Ancho de banda, Retardo, Jitter y Pérdida de datos. Existen tres niveles 
básicos de QoS que proveen las distintas redes, pueden ser definidas tal como se ilustra en la figura 
2.1. 
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SERVICIO BEST EFFORT 
     También conocido como QoS deficiente. Best effort es un servicio que presenta una conectividad 
básica pero sin garantía. Es caracterizado por colas tipo FIFO los cuales no presentan diferenciación 
entre flujos. 
SERVICIOS DIFERENCIADOS 
     Conocido como QoS blando, el tratamiento de los tráficos es según prioridades. Un tráfico puede 
ser tratado mejor que el resto (atención rápida, asignación de mayor ancho de banda y baja tasa de 
pérdidas). Esta provista por una clasificación de tráfico y el uso de herramientas de QOS tales como 
PQ (priority queuing), CQ (custom queuing), WFQ (weighted fair queuing) y WRED (Weighted Random 
Early Detection) estos últimos son tratados en el Apéndice C. 
SERVICIOS GARANTIZADOS 
     Conocido también como QoS duro. Se reserva recursos concretos para un tráfico específico. Este 
servicio está provisto a través de herramientas de QoS como RSVP (Resources Reservation Protocol) y 
CBWFQ (Class Based -Weighted Fair Queuing). Decidir cuál de los tipos de servicio es apropiado para 
desplegarlo sobre la red depende de varios factores: 
 La aplicación o problema que el usuario está tratando de resolver. Cada uno de los tres tipos de 
servicio es apropiado para ciertas aplicaciones. Esto significa que el usuario no necesariamente 
debe migrar sus aplicaciones hasta Servicios Diferenciados o Servicios Garantizados aunque en 
muchos casos podría ser así, ya que un Servicio diferenciado puede brindar el mismo resultado 
que un Servicio Best Effort, por ejemplo para un paquete de correo electrónico se puede alquilar 
un servicio diferenciado o un Servicio Best Effort y en cualquiera de estos servicios se va ha 
brindar la misma calidad, porque el correo electrónico es una aplicación que puede tolerar la 
demora en su recepción. 
 La necesidad de actualizar su infraestructura, de acuerdo a los nuevos requerimientos del nuevo 
servicio que está alquilando por ejemplo cuando el usuario pasa del Servicio Diferenciado al 
Servicio Garantizado, en este caso para el Servicio Garantizado necesita mayor equipamiento en 
cuanto a infraestructura. 
 El costo de la implementación de depender del nivel de QoS que el usuario elija. Para aplicaciones 
con Servicio Garantizado requiere mayores recursos que para aplicaciones con Servicios 
Diferenciados. 
 
Figura 2.17 Servicios QoS 
Fuente: (Forum on Information and Communication Technology Service, 2013) 
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2.7.  INGENIERÍA DE TRÁFICO 
 
     La VPN sobre MPLS permite la designación, enrutamiento y envio diferenciado de tráfico, mediante el 
uso del concepto “conmutación de etiquetas”. 
     El manejo de “clases de servicio” permite que las RPVs creadas sobre MPLS realice un trasporte 
diferenciado de multiples servicios y aplicaciones, como voz, el video o los datos críticos del cliente. Las 
redes privadas virtuales creadas son del tipo “peer-o-peer” y operan a nivel de capa 3 del modelo 
referencial OSI. 
 
Figura 2.18 La RPV sobre MPLS 
Fuente reservada 
2.7.1 Clases de Servicios RPV 
     A continuación presentamos las políticas de manejo de tráfico por calidad de servicio para el Servicio 
RPV Multiservicios en relación al manejo del ancho de banda (BM) y las prioridades de cada tipo de 
tráfico a través de la red MPLS. 
 Tabla 2.2 Clases de Servicios RPV 
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Figura 2.19 Esquema de RPV Multiservicios 
Fuente (http://docplayer.es/456755-Soluciones-de-red-mpls-ip-internet-ims-l2l.html) 
 
2.8.  REDUNDANCIA Y ALTA DISPONIBILIDAD 
     El concepto de redundancia, junto con el de alta disponibilidad, comprende la capacidad de un sistema 
de comunicaciones para detectar un fallo en la red de la manera más rápida posible y que, a la vez, sea 
capaz de recuperarse del problema de forma eficiente y efectiva, afectando lo menos posible al servicio. 
      La redundancia hace referencia a nodos completos que están replicados o componentes de éstos, así 
como caminos u otros elementos de la red que están repetidos y que una de sus funciones principales es 
ser utilizados en caso de que haya una caída del sistema. Ligado a esto, la alta disponibilidad consiste en 
la capacidad del sistema para ofrecer un servicio activo durante un tanto por ciento de un tiempo 
determinado o a la capacidad de recuperación del mismo en caso de producirse un fallo en la red. Cuando 
se habla de “caída del sistema” puede hacer referencia tanto a un equipo que ha dejado de funcionar, 
como un cable que ha sido cortado o desconectado; u otras situaciones que impliquen que la red deje de 
funcionar. En casos como estos, hace falta que el sistema detecte el fallo del mismo y que, además, 
reaccione de manera rápida y eficiente en la búsqueda de una solución a la caída. Es importante tener en 
cuenta una serie de factores en el diseño de una red. 
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     En el ámbito empresarial, según el tipo de tráfico con el que trabaja la empresa y la distancia geográfica 
entre los diferentes nodos marcan los requerimientos que tendrá la propia red a la hora de fijar un tiempo 
de recuperación mínimo. Concretamente, se hace una diferenciación por categorías según las 
aplicaciones. 
     La primera categoría incluye las redes y tráficos los cuales no requieren un gran rendimiento o unas 
métricas críticas. Las redes que se contemplan son redes LAN de hogares y PYMES. Los tipos de tráfico 
que se incluyen son los siguientes: Web,  intercambio de archivos, emails, vídeo no-interactivo y streaming 
de audio. El hecho de que se incluya streaming sin interacción ayuda a tener unos parámetros de 
funcionamiento más holgados en caso de que ocurra algún problema en los nodos intermedios, sin 
producir al usuario una mala quality of experiencie (QoE), es decir, sin que se vea afectado en el uso de 
estas aplicaciones de streaming no interactivo. Los tiempos de recuperación críticos son del orden de 
segundos. 
     Las redes o tráficos que se incluyen en la segunda categoría son streaming interactivo y el core de una 
red metropolitana (MAN). La diferencia principal entre el streaming interactivo y de la categoría anterior 
es la necesidad de un tráfico bidireccional que implica la interactividad, requiere una demanda de tiempo 
de respuesta más rápida en ambas direcciones. Mientras que en las redes core MEN, el tiempo de 
recuperación deben ser menores de 50 ms debido al uso de la fibra óptica. Los tiempos críticos de 
recuperación son del orden de centenares de milisegundos. 
     La tercera categoría es la que tiene unos requerimientos más críticos de las redes Ethernet. Estas 
aplicaciones son utilizadas en el control de precisión de la maquinaria industrial y fábricas de automoción, 
siendo crítico debido a que debe ofrecer un entorno de trabajo seguro; además, se incluirían ámbitos 
concretos en redes eléctricas, como por ejemplo el tráfico de control de subestaciones en SmartGrids.        
Según la aplicación, hay nodos en producción que están sincronizados del orden de microsegundos a 
 
                        UNIVERSIDAD NACIONAL PEDRO RUIZ GALLO 
                          FACULTAD DE CIENCIAS FÍSICAS Y MATEMÁTICAS 
ESCUELA PROFESIONAL DE INGENIERÍA ELECTRÓNICA   
1. 
2. 
  38 
 
 
milisegundos. Esto se traduce en unas limitaciones en el tiempo de detección de un fallo en la red y el 
tiempo de recuperación. 
     En base a estas necesidades, se han desarrollado diferentes protocolos para aportar redundancia al 
sistema y así mejorar, además, la capacidad de recuperación para poder cumplir con los requerimientos. 
Por ejemplo, la propuesta de TRILL como substituto de Spanning Tree en la realización del 
proyecto INTEGRIS o los diferentes estándares de la 62439 que ha especificado la International 
Electrotechnical Comission (IEC), como por ejemplo el Parallel Redundancy Protocol (PRP) o High-
availability Seamsless Redundancy (HSR) que son protocolos que tienen un tiempo de recuperación de 0 
ms aunque utilicen de manera ineficiente los recursos de la red. En próximas entregas se analizarán en 
profundidad estos protocolos de manera extensa. 
     Vamos a hablar de los protocolos de redundancia, balanceo de carga y alta disponibilidad como pueden 
ser HSRP, VRRP y GLBP. Para ello estudiaremos cada protocolo y opciones que tiene para ver con más 
detalle su comportamiento. (http://blogs.salleurl.edu/networking-and-internet-technologies/alta-
redundancia-y-disponibilidad-i, 2013) 
 
¿Cómo medimos la disponibilidad? 
De primera instancia, todo sistema debe tener establecido un Acuerdo de Nivel de Servicio 
(Service Level Agreement – SLA) que defina cuánto tiempo y en qué horarios debe estar en línea. En 
el caso de aplicaciones de baja criticidad, dicho SLA puede ser de 8×5 horas a la semana excluyendo 
días festivos; para sistemas con mayor criticidad como una red de cajeros automáticos se tienen 
niveles de servicio que alcanzan las 24 horas al día, los 365 días del año. Así entonces, suponiendo un 
sistema con un SLA de 24×365 podríamos calcular su disponibilidad de la siguiente manera: 
Disponibilidad = ((A – B)/A) x 100 por ciento) 
Donde: 
A = Horas comprometidas de disponibilidad: 24 x 365 = 8,760 Horas/año. 
B = Número de horas fuera de línea (Horas de "caída del sistema" durante el tiempo de 
disponibilidad comprometido). Por ejemplo: 15 horas por falla en un disco; 9 horas por 
mantenimiento preventivo no planeado. 
Así entonces: 
Disponibilidad = ((8,760 – 24)/8,760) x 100 por ciento) = 99.726% 
Fuente: everac99, 2008 (https://everac99.wordpress.com) 
 
2.8.1  Hot Standby Router Protocol (HSRP):  
     Es un protocolo propietario de Cisco, la redundancia de la puerta de enlace la proporciona mediante 
un router virtual, compuesto por una IP y una dirección MAC virtual. El router maestro se encargará de 
las funciones de routing mientras que existe un router en modo standby hasta que el router maestro 
falle, si hay más de dos routers, los demás estarán en modo listening. El tiempo de no disponibilidad por 
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defecto en HSRP es de 30 segundos, por lo que pasará 30 segundos hasta que el backup router se de 
cuenta que el master router no responde a los Hello Messages. 
 Pertenece al RFC 2281 
 Crea una Virtual IP address y una Virtual Mac-address para realizar la redundancia 
 Existen tres tipos de routers: Active Router, el Standby Router y Virtual Router. 
Active Router: Es el router activo que recive el trafico para ser   reenviado a su destino. 
Standby Router: Es el router de backup en caso de que el Active Router se caiga. 
Virtual Router: No es un router, pero representa al grupo HSRP como un router virtual y es el actual 
default gateway para los hosts. 
     En realidad el host tiene configurado el default gateway del Virtual Router que realmente 
pertenecerá al Active router que será el encargado de reenviar los paquetes al destino. Este protocolo 
envia mensajes de Hello como los de los proocolo de routing para saber si su vecino esta vivo. Estos 
mensajes se envían cada 3 segundos mediante la dirección multicast 224.0.0.2 y el puerto UDP 1985. 
     Para determinar quién será el Active Router se decide mediante la Standby Priority. Que podremos 
poner valores entre 0 – 255. Por defecto viene a 100 y el que tenga la prioridad más alta es el que se 
escoge como Active Router. En caso de empatar con las prioridades, el router que tenga la IP address 
más grande será el Active Router. En caso de no configurar la opción “preempt” sucederá que el primer 
router que inicie sera el escogido como Active Router. Esto lo veremos más tarde dado que esta opción 
permite recuperar a un Active Router cuando vuelve a estar operativo. En cuanto se escoge el Active 
Router los demás routers estan en modo monitor a la posible espera de poder ser Active Router en caso 
de fallo. Esto sucede en cuantoel hold time de los hello’s llega a los 10 segundos, que es el parámetro 
por defecto. En ese momento el Standby Router pasa a ser el Active Router y se consigue que no haya 
pérdida de disponibilidad. 
2.8.2.  ESTADOS HSRP 
Los routers antes de pasar a tener un rol, tienen que pasar por varios estados: 
 Initial State : Todos los routers inician con este estado. Este estado se da cuando se ha realizado 
algun cambio en la configuración o cuando se ha iniciado una interface. 
 Learn State : En este estado aun no se ha determinado la Virtual IP address y no se ha recivido ningun 
hello del Active Router. El router esta esperando y escuchando para recivir algun hello del Active 
Router. 
 Listen State : El router conoce la Virtual IP address, pero no es ni el Active Router ni el Standby 
Router.Todos los routers del grupo HSRP persisten en este modo incluso el Active y Standby router. 
 Speak State : Este estado permite a los routers hablar periodicamente mendiante hello’s y participar 
en la elección del Active Router y el Standby Router. El router se queda en el estado Speak almenos 
que se convierta en un Active o Standby router. 
 Standby State : Este estado coloca al router en modo backup y envia mensajes hello periodicamente 
. En de perdida de conectividad con el Active Router el Standby Router pasa a ser el Active . Tiene 
que haber como mínimo un router de Standby. 
 Active State : Este estado, el router es el encargado de reenviar los paquetes que llegan a la Virtual 
IP y mac-address  del grupo HSRP. El router activo tambien envia periodicamente mensajes Hello. 
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2.8.3 Virtual Router Redundancy Protocol (VRRP) 
     Es un protocolo definido por el estándar IEEE, muy parecido al protocolo HSRP, de hecho hay polémica 
entre Cisco e IEEE porque Cisco dice que le han copiado la patente. En este caso la IP del router virtual 
puede ser una IP real, por lo que si lo configuramos en el perímetro de la red con IPs públicas nos 
ahorramos una IP pública. Ante un fallo, el tiempo de no disponibilidad es mucho menor, 
aproximadamente 3 segundos. 
2.8.4  Gateway Load Balancing Protocol (GLBP) 
     Es un protocolo propietario de Cisco que permite balancear la carga asignando varias direcciones MAC 
a una misma IP virtual, esto es posible debido a que existe un router con el rol de AVG (Active Virtual 
Gateway) que es el encargado de responder a las solicitudes ARP de los usuarios, AVG responderá con la 
dirección MAC de un router AVF (Active Virtual Forwarder) según el algoritmo de balanceo selecctionado. 
     HSRP y VRRP son protocolos ampliamente utilizados. Dependiendo del escenario que nos 
encontremos es recomendable implantar un protocolo u otro, por ejemplo para entornos de fabricantes 
heterogéneos habrá que configurar VRRP y para escenarios donde exista mucha carga de red es 
aconsejable implantar GLBP para balancear la carga de red, mientras que HSRP lo configuraremos cuando 
sólo dispongamos de equipamiento Cisco, aunque es aconsejable modificar los tiempos de Hello 
Messages para bajar el tiempo de no disponibilidad en caso de fallo. 
 
2.9. METRO ETHERNET  
      Una Red Metro Ethernet, es una arquitectura tecnológica destinada a suministrar servicios de 
conectividad de datos en una Red de área metropolitana (MAN) de capa 2 en el modelo OSI, a través de 
interfaces (UNIs) Ethernet. Estas redes denominadas “multiservicio”, soportan una amplia gama de 
servicios, aplicaciones, y cuentan con mecanismos donde se incluye soporte a tráfico “RTP” (tiempo real), 
para aplicaciones como Telefonía IP y Video IP, aún cuando este tipo de tráfico es especialmente sensible 
al retardo y aljitter(Fluctuación). 
     Las redes Metro Ethernet pueden utilizar líneas de cobre (MAN BUCLE), lo que garantiza la posibilidad 
de despliegue en cualquier punto del casco urbano, soportando el 100% de los servicios demandados por 
los proyectos de Smart City. 
     Las redes Metro Ethernet suelen utilizar principalmente medios de transmisión guiados, como son el 
cobre (MAN BUCLE) y la fibra óptica, existiendo también soluciones de radio licenciada, los caudales 
proporcionados son de 10 Mbit/s, 20 Mbit/s, 34 Mbit/s, 100 Mbit/s, 1 Gbit/s y 10 Gbit/s. 
     La tecnología de agregación de múltiples pares de cobre, (MAN BUCLE), permite la entrega de entre 10 
Mbit/s, 20 Mbit/s, 34 Mbit/s y 100 Mbit/s, mediante la transmisión simultánea de múltiples líneas de 
cobre, además esta técnica cuenta con muy alta disponibilidad ya que es imposible la rotura de todas las 
líneas de cobre y en caso de rotura parcial el enlace sigue transmitiendo y reduce el ancho de banda de 
forma proporcional. 
     La fibra óptica y el cobre, se complementan de forma ideal en el ámbito metropolitano, ofreciendo 
cobertura total a cualquier servicio a desplegar. 
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Figura 2.21 Arquitectura de Red IP MPLS/VPN+Metro Ethernet Lima 
Fuente (http://docplayer.es/456755-Soluciones-de-red-mpls-ip-internet-ims-l2l.html) 
 
2.10 MEDIOS DE TX (ÚLTIMA MILLA) 
 
     La última milla es la conexión entre el usuario final y la estación central que provee el servicio de 
Internet. Pueden considerarse cuatro modalidades de acceso en función al medio de conexión. 
Acceso de Última Milla 
Ejemplos: 
 Fibra óptica 
 Acceso WiMAX 3.5 GHz 
 P2P 10.5 GHz 
 Ultima Milla satelital 
Ultimo tramo de conectividad desde proveedor de servicios hacia el cliente: 
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Figura 2.22 Accseso de última Milla 
Fuente: Autores 
 
Tipos Según Medios de trasmisión. 
 
Guiados: Hacen uso de un medio físico para la propagación de la señal. 
 Par trenzado de Cobre. 
 Cable coaxial. 
 Fibra Optica. 
No Guiados o Inalambricos: Utilizan el aire o el vacio como medio de propagación. 
 Microondas. 
 
2.10.1  Acceso por fibra Óptica. 
     La fibra óptica no es más que un conductor de luz y se entiende por red de acceso de fibra óptica al 
conjunto de elementos tecnológicos que conectan los terminales de los usuarios finales hasta la central 
que provee el acceso a la red de Internet (tramo que denominamos la últimamilla). Dependiendo del 
punto de terminación de la fibra óptica, el tipo de red recibe un nombre diferente. 
 
Figura 2.23 Esquema de Acceso de Última Milla por fibra Óptica 
Fuente (http://docplayer.es/456755-Soluciones-de-red-mpls-ip-internet-ims-l2l.html) 
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Tipos de Fibra Óptica. 
     Se pueden realizar diferentes clasificaciones acerca de las fibras ópticas, pero básicamente existen 
dos tipos: fibra multimodo y monomodo. 
Fibras multimodo. El término multimodo indica que pueden ser guiados muchos modos o rayos 
luminosos, cada uno de los cuales sigue un camino diferente dentro de la fibra óptica. Este efecto hace 
que su ancho de banda sea inferior al de las fibras monomodo. Por el contrario los dispositivos utilizados 
con las multimodo tienen un coste inferior (LED). Este tipo de fibras son las preferidas para 
comunicaciones en pequeñas distancias, hasta 10 Km. 
Fibras monomodo. El diámetro del núcleo de la fibra es muy pequeño y sólo permite la propagación de 
un único modo o rayo (fundamental), el cual se propaga directamente sin reflexión. Este efecto causa 
que su ancho de banda sea muy elevado, por lo que su utilización se suele reservar a grandes distancias, 
superiores a 10 Km, junto con dispositivos de elevado coste (LÁSER) 
 
Figura 2.24 Tipos de Fibra Óptica 
Fuente: Redes  Fibra Óptica (Tipo de conectores) 
 
2.10.2 ACCESO P2MP 10.5 GHz. 
La tecnología de acceso LMDS (Local Multipoint Distribution System) es una tecnología inalámbrica 
desarrollada para el trasporte de voz, datos y acceso a internet, en la banda de 10.5 GHz o superiores 
26Ghz, 28Ghz. Etc 
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3. CAPÍTULO 3 
DISEÑO DEL SISTEMA 
 
3.1 PLANTEAMIENTO DE LA SOLUCIÓN 
3.1.1 CONSIDERACIONES PARA EL DISEÑO 
 
     Las necesidades de mantener una alta disponibilidad de conexión de enlaces de los agentes del SEIN 
al centro de control del COES permiten diseñar un sistema de respaldo con un alto grado de confiabilidad 
para  los enlaces de tal forma que podamos adaptar los enlaces principales existentes o por instalar a 
que converjan con nuestro diseño de respaldo, son 3 los principales protagonistas que intervienen en 
esta solución: 
 
 Centros de control del COES (Principal y Respaldo)  
 Proveedores de servicio de Telecomunicaciones (Principal  y de Respaldo).  
 Agentes del SEIN (Clientes) 
     Por normativa del ministerio de Energía y Minas del Perú se ha dispuesto que todos los agentes del 
SEIN dispongan de conexiones seguras para interconectarse al centro de control del COES, para lo cual 
el COES en su LAN a dispuesto del uso de 3 servidores y 3 routers, dos de ellos están ubicados físicamente 
en su sede de Jr. Manuel Roud, San Isidro Lima, de ellos uno actúa como primario y el otro como 
segundario, y otro servidor adicional en su sede de respaldo de Jr. Pedro Miotta en el distrito de San 
Juan de Miraflores Lima, los agentes del SEIN desde su centro de control en diferentes partes geográficos 
del país se tienen que conectar directamente a estos 3 servidores con enlaces dedicados para transmitir 
y recibir diversas variables establecidas por norma en tiempo real. Dado que implementar enlaces 
privados con propia infraestructura de red es muy costoso los cuales dependen de diferentes factores, 
para esto los agentes en su gran mayoría optan por alquilar los enlaces a los operadores de servicios de 
telecomunicaciones, los cuales ya tienen desplegada toda su infraestructura de red a lo largo y ancho 
de todo el país por lo que los costos se reducen significativamente a un alquiler del medio de trasmisión, 
la implementación según la factibilidad de cada agente solo sería la interconexión de última milla que 
viene a ser de las sedes remotas de los agentes  al punto de red más cercano de la empresa de 
telecomunicaciones, esta conexión puede ser por diferentes medios ya sea Fibra óptica, Microondas, 
cobre o enlaces satelitales, dentro de los proveedores de telecomunicaciones más conocidas en el Perú 
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3.1.2 LIMITACIONES O ALCANCE DE DISEÑO 
 
             El diseño de respaldo que se limita a los RPV para los enlaces WAN hasta capa 3 del modelo 
referencial OSI que será de responsabilidad exclusiva del proveedor de servicios de telecomunicaciones 
contratado, estos enlaces son alquilados con un monto mensual de alquiler. En el siguiente esquema se 
presenta la red principal actual de los agentes del sistema Interconectado Nacional - SEIN para 
conectarse a los centros de control del COES tanto a la SEDE principal como el de respaldo; si bien existe 
un nivel de contingencia en la red LAN del COES esto no garantiza del todo la alta disponibilidad: 
 
Figura 3.1 Red principal para conectarse al COES, situación actual.  
Fuente: (Propiedad de los autores) 
 
 
      Como se puede observar en el diagrama, de cierta forma ya cuenta con un nivel de contingencia por 
el lado del COES a nivel de equipos, los dos router en la sede principal actúan como activo Stand by, por 
lo que de caerse el router principal entraría en función el segundo router y de caer esta sede quedaría 
el respaldo de la SEDE Pedro Miotta,   pero  ¿Qué sucede si cae el operador de telecomunicaciones 
contratado?, toda la red quedaría sin comunicación. El diseño final de esta tesis propone un segundo 
operador como respaldo haciendo interactuar automáticamente todos los enlaces con el segundo 
operador para implementar un sistema seguro de respaldo que permita la disponibilidad del 99% , en la 
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DISEÑO INTEGRAL  SISTEMA DE CONTINGENCIA 
 
Figura 3.2 Diseño Integral del Sistema de Contingencia.  
Fuente: (Propiedad de los autores) 
     Como se muestra en el diagrama de topología  se está considerando un segundo operador como 
respaldo con VPN que se conectan a los 3 routers del COES, las líneas punteadas hacen referencia al 
respaldo teniendo en consideración la alta disponibilidad solicitada, en los siguientes capítulos se 
detallará el funcionamiento y la convergencia entre operadores. 
 
3.2 DISEÑO DEL HARDWARE 
     Una vez habiendo identificado los detalles y los requerimientos de la Red a nivel WAN pasamos a 
dimensionar los equipos y la  instalación para integrar las sedes a la red del proveedor de 
telecomunicaciones  de contingencia (Última Milla), se entiende que el proveedor tiene desplegada su 
infraestructura de red por todo el país y la factibilidad física se dará en la última milla que concierne la 
conexión desde el punto de red más cercano del proveedor al router que quedará en la sedes del COES, 
el medio de conexión pueden ser diversos según la tecnología que el operador disponga, el diseño de 
hardware solo abarcará la Planta interna para las 3 sedes y accesos de red involucrados los cuales se 
indican lineas abajo: 
1. Sede remota de agente del SEIN (120 Integrantes). 
2. Sede Principal COES Jr. Manuel Roud, San Isidro, Lima. Lado COES y  lado Site SP. 
3. Sede Contingencia-Principal COES  Jr. Manuel Roud, San Isidro, Lima,  
Lado COES y lado Site SP. 
4. Sede respaldo COES Jr. Pedro Miotta, San Juan de Miraflores,  
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3.2.1 CONSIDERACIONES DE HADWARE 
 
1. La red MPLS, red troncal del operador de telecomunicaciones o proveedor de servicio de 
telecomunicaciones es parte de su infraestructura de red desplegada por todo el país, por lo que esto 
ya no es necesario dimensionar solo vamos ahondar en la programación de los equipos para una red 
básica MPLS la cual la vamos hacer parte de nuestro diseño para interconectar la sede remota del 
AGENTE con las sedes del COES. En la Fig 3.3 se  muestra los equipos que aprovisionan los nodos de 
una red MPLS, como podemos observar se divide en dos partes, la primera parte llamada POP (Points 
of Presence) red de accesos y una segunda parte conocida como NODO, en la primera parte podemos 
hallar Switch Cisco Catalyst 4506 (referencial), mayormente estos Switch forman parte de diferentes 
redes de accesos entre ellas la mas conocida que podemos encontrar es la red Metro Ethernet estos 
también pueden ser de otras marcas conocidas pero las mas usadas son las de la marca CISCO, estos 
equipos están distribuida en diferentes ambientes geográficos y es el primer punto de red de cara a 
los agentes, la siguiente parte que viene a ser NODO hallamos la parte de distribución y núcleo de una 
red, en la parte de distribución hallamos un switch de capa 3 también llamado Agregador, el tipo de 
este Switch es un Cisco Catalyst 4510R (referencial), considerar que en muchas partes de la red no se 
considera la parte de agregadores cuando no hay puntos de acceso cerca esto se puede obviar, 
superior a estos Switch están los router de Núcleo o también llamados PE son equipos  CISCO GSR 
12406(referencial) son los router de borde de la red MPLS, tener en cuenta que para dimensionar 
estos equipos previamente ya habido un estudio para el operador que optado por estos equipos CISCO 
para su red troncal considerar que para la red MPLS son Switches de capa 3, en esta parte estamos 
tomando como referencia los equipos de  la red MPLS de un operador que ya tiene implementada esta 
red. 
 
Figura 3.3 Equipos que aprovisionan los nodos de una red MPLS. 
Fuente Reservada 
 
2. La figura 3.4  muestra una escala con los equipos de red y las marcas más usadas por los operadores 
de telecomunicaciones para implementar este tipo de diseños y las grandes redes corporativas, la mas 
usada son los equipos de CISCO los cuales vamos usar para nuestro diseño según según las 
características que requiere nuestro diseño que se veremos mas adelante. 
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Figura 3.4 Escala con los equipos de red y las marcas más usadas 
Fuente: Cisco Switching Positioning 
 
 
3. La Fig 3.5  muestra un Switch Catalys Cisco instalado para una red de accesos Metro Ethernet, el cual 
utiliza el proveedor de servicios como nodo de accesos a sus clientes, considerando que para el lado 
del COES se va usar fibra óptica para conectarse con la sedes este es el primer equipo de la red del 
proveedor a donde se tiene que conectar, antes de llegar a este equipo se usa un media converter 
para llegar con un punto Rj45 al Switch. 
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4. Definido la parte de accesos, lo que resta de red se forma considerando los router P de núcleo 
(IP/MPLS Core) para la interconexión MPLS, tal como podemos mostrar en la siguiente figura. 
 
Figura 3.6 Topologia Integlar VPN- MPLS 
Fuente: (Introduction To Virtual Private Lan Service—VPLS, 2004) 
 
NOTA: La red MPLS ya está implementada por los operadores por lo que no nos corresponde el 
diseño del Hadware  para esta parte, nosotros solo nos corresponde diseñar la última milla y los 
equipos de borde para los Agentes, según la figura 3.6 podemos diferenciar de morado la parte del 
diseño que nos corresponde. 
7. Los puntos de red más cercado tanto del operador principal como el operador de respaldo son 
inciertos puesto que no se tiene definido el operador al cual  escogerá el Agente para alquiler de los 
enlaces, por lo que nuestro diseño será genérico para los puntos de accesos a las redes de los 
operadores. 
    Tenemos dos medios de trasmisión principales que podemos usar para conectar las sedes del COES 
y de los AGENTES, a los puntos de red de los operadores de telecomunicaciones o también llamados 
proveedores de servicios de telecomunicaciones, estos son a través de Fibra Óptica y a través de 
enlaces microondas, son los mas conocidos para redes corporativas y que lo usan la mayoría de 
operadores, hay otros medios según la infraestructura de red del SP y los lugares geográficos donde 
se hallan los agentes, como Enlaces Satelital, Cobre, etc., pero los principales y mejores son a través 
de Fibra  
Óptica y Microondas respectivamente, los cuales detallamos en el diagrama lineaas abajo para 
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Figura 3.7 Accesos Última Milla en Fibra óptica y Microondas 
Fuente: Autores 
 
Acceso Fibra Óptica 
     Para el acceso a las sedes del COES por normativa de este, las conexiones de los operadores deberán 
ser a través de fibra óptica, según factibilidad de operador esta puede ser monomodo o multimodo. 
Multimodo 
 Haces de luz viajan por el hilo por varios caminos (modos) 
 En el receptor el pulso es recibido en un intervalo, no es instantáneo, de aquí su menor ancho 
de banda. 
 Usan Emisor LED (Longitud de onda 850nm,1300nm) 
 Menor alcance que la monomodo (sólo llega a 2Km) 
 Simple y económico 
 Dimensiones: 62.5/125 µm 50/125 µm 50/125 µm 
           
     Monomodo 
 Haces de luz viajan por el hilo por un solo modo  
 Se consigue reduciendo el diámetro de la fibra hasta 9µm 
 Usan Emisor LASER (Longitud de onda 1310nm,1550nm) 
 Mayor alcance que multimodo (hasta 100Km) 
 Alcanza hasta  decenas de Gb/seg. 
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     La decisión de la clase de fibra a usar será según factibilidad del SP, el tendido de la fibra culmina con 
un acondicionamiento en una Caja Panduit o un ODF, para luego ser conectado por un jumper a un media 
converter. La función del Media Converter es transformar las señales ópticas en pulsos eléctricos, del 
Media Converter conecta a través de un patch cord UTP al router ya sea CPE para el lado del Cliente o al 
Switch Metro Ethernet en la parte del POP del operador de red, el la Fig. 3.8 se muestra el diseño de 
conexión  
 




     Muchos de los Agentes tienen sus sedes remotas en campamentos mineros, Hidroeléctricas, 
fábricas, etc. Los cuales son difíciles de llegar con fibra óptica para estas sedes se consideran llegar a 
los puntos de red de los SP con enlaces microondas o con equipos satelitales, la Fig.3.10 muestra la 
instalación del equipamiento para establecer el enlace microondas del lado Cliente. 
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      Establecido el medio de trasporte a los puntos de red, como se puede ver la mención a sido de 
forma genérica, puesto que ello depende de la factibilidad que pueda establecer el proveedor de 
servicios de telecomunicaciones según su propia infraestructura de red, lo que si vamos a 
dimensionar detalladamente para todo las sedes tanto del COES como de los AGENTES DEL SEIN, son 
los router de borde o también llamados CPE, estos router se conectan en caso de acceso por fibra 
óptica a un media converter a través de un puerto Ethertnet, de ser el caso de un microondas se 
conectan a una IDU sobre un puerto también Ethernet, según los alcances de configuración y 
protocolos que vamos a definir en el diseño de software necesitamos routers para el lado de COES 
que soporten los requisitos que vamos a definir en el diseño y alcances de software. 
 
3.2.2  DIMENSIONAMIENTO DE EQUIPOS PARA LA RED DE CONTINGENCIA 
MEDIA CONVERTER 
      Estos equipos de Última Milla lo usaremos para realizar la conexión sobre Ethernet 10BaseT desde el 
POP (Punto de red del SP) hasta el local del COES y del Agente, se necesita un MC en cliente (Stand Alone) 
y un MC en el POP (Tarjeta) 
      La figura 3.10 muestra un MC Stand Alone instalado en una sede para un Agente “x” de un SP “x”, y un 
MC de forma tarjeta instalado en un chasis de un PoP del mismo SP, de esta clase son los mismos que 
utilizaremos para nuestra solución de respaldo. 
  




Según los protocolos y el alcance de nuestro diseño necesitamos router que tengan las siguientes 
características: 
 Router con Soporte a Cisco IOS® Software Universal image.  
  Capacidad de soporte a Cisco Service Engine.  
  Equipo con capacidad de integrar Voz. Video, datos, seguridad y movilidad en un solo equipo. 
  Plataforma Modular con capacidad de crecimiento en slots o módulos de servicios. 
 Hardware embebido para encripción y funcionalidades de seguridad.  
 Capacidad de Manejo de tecnologías seriales de conexión WAN, así como tecnologías Ethernet.  
 Redundancia de Power.  
 Debe incluir todo el licenciamiento sin restricciones para las funcionalidades de Routing, Datos 
y Seguridad a su máximo nivel.  
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 Debe tener soporte a los siguientes protocolos: IPv4, static routes, Open Shortest Path First 
(OSPF), Enhanced IGRP (EIGRP), Border Gateway Protocol (BGP), BGP Router Reflector, 
Intermediate System-to-Intermediate System (IS-IS), Multicast Internet Group Management 
Protocol (IGMPv3), Protocol Independent Multicast sparse mode (PIM SM), PIM Source Specific 
Multicast (SSM), Distance Vector Multicast Routing Protocol (DVMRP), MPLS, Layer 2 and Layer 
3 VPN, IPSec, Layer 2 Tunneling Protocol Version 3 (L2TPv3), Bidirectional Forwarding Detection 
(BFD), IEEE802.1ag, and IEEE802.3ah.  
 Soporte a los siguientes tipos de encapsulación: Generic routing encapsulation (GRE), Ethernet, 
802.1q VLAN, Point-to-Point Protocol (PPP), Multilink Point-toPoint Protocol (MLPPP), Frame 
Relay, Multilink Frame Relay (MLFR) (FR.15 and FR.16), High-Level Data Link Control (HDLC), 
Serial (RS-232, RS-449, X.21, V.35, and EIA-530), PPP over Ethernet (PPPoE), and ATM. 
 Incluir y soportar Cisco IOS IP Service-Level Agreements  
 El equipo debe soportar más 240 sesiones de Call Manager Express.  
 Debe poseer al menos 4 puertos 10/100/1000 embebidos en su hardware.  
 Al menos un puerto deben tener la capacidad de soportar SFP.  
 Debe soportar no menos de 3 slots para PVDMs.  
  Se requiere que el equipo incluya al menos 2Gb de RAM en la memoria.  
 Se requiere que se incluya fuente de poder redundante. 
 Incluir y soportar Cisco Services Performance Engine.  
 Incluir la óptica Single Mode para la recepción de las conexiones WAN de manera redundante.  
 1 Soporte directo con fabricante con SLA 24X7X4 en modalidad smartnet por 12 meses para el 
primer router. 
 Soporte hasta 1Gbps de tráfico WAN 
 
REQUISITOS PARA ROUTER DE  LADO AGENTE: 
 
 Router con Soporte a Cisco IOS® Software Universal image.  
  Capacidad de soporte a Cisco Service Engine.  
  Equipo con capacidad de integrar Voz. Video, datos, seguridad y movilidad en un solo equipo. 
 Hardware embebido para encripción y funcionalidades de seguridad.  
 Capacidad de Manejo de tecnologías seriales de conexión WAN, así como tecnologías Ethernet.  
 Debe incluir todo el licenciamiento sin restricciones para las funcionalidades de Routing, Datos y 
Seguridad a su máximo nivel.  
 Debe tener soporte a los siguientes protocolos: IPv4, static routes, Open Shortest Path First 
(OSPF), Enhanced IGRP (EIGRP), Border Gateway Protocol (BGP), BGP. 
 Soporte a los siguientes tipos de encapsulación: Generic routing encapsulation (GRE), Ethernet, 
802.1q VLAN, Point-to-Point Protocol (PPP), Multilink Point-toPoint Protocol (MLPPP), Frame 
Relay, Multilink Frame Relay (MLFR) (FR.15 and FR.16), High-Level Data Link Control (HDLC), 
Serial (RS-232, RS-449, X.21, V.35, and EIA-530), PPP over Ethernet (PPPoE), and ATM. 
 Incluir y soportar Cisco IOS IP Service-Level Agreements  
 1 Soporte directo con fabricante con SLA 24X7X4 en modalidad smartnet por 12 meses para el 
primer router. 
 Soporte hasta 10 Mbps 
 
Según estos alcances tenemos la siguiente tabla con los modelos de CPE que podemos utilizar 
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Tabla 3.1 Tabla con los modelos de CPE 
 
     Considerando que son 120 agentes, cada agente tiene que tener dos enlaces por router, los enlaces 
son de 128kbps, entonces el ancho de banda que tiene que soportar el router como minimo es: 
BW >120*2*128Kbps 
BW>30.7Mbps 
     Según tabla los router’s que nos pueden soportar este ancho de banda son a partir del router CISCO 
3825. 
     Para el lado de los agentes se considera un router basico Cisco 881 puesto que solo va soportar un 
enlace de 128Kbps, en el cuadro 3.2 se muestra la elcción de equipos según los lineamientos antes 
definidos. 
 
Tabla 3.2 Lista de los router para diseño de red de contingencia. 
ROUTER HOST NAME TIPO UBICACIÓN FISICA 
R1  LER_1PE 
CISCO CATALYST 
4510R 
Infraestructura de red del proveedor 2 
(respaldo) 
R2  LSR_1P CISCO GSR 12406 
Infraestructura de red del proveedor 2 
(respaldo) 
R3  LSR_2P CISCO GSR 12406 
Infraestructura de red del proveedor 2 
(respaldo) 
R4  LER_2PE 
CISCO CATALYST 
4510R 
Infraestructura de red del proveedor 2 
(respaldo) 
R5 CPE_N.AGENTE CISCO 881 
Sede remota física del agente del SEIN, quien 
solicita el servicio 
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Sede principal del COES, Jr. Manuel Rouad 






Sede principal del COES, Jr. Manuel Rouad 





Sede de Respaldo del COES, av. Prolongacion 
Pedro Miotta 421, San Juan de Miraflores- 
Lima 
Fuente: Propiedad Autores 
 
Con el objetivo de proveer información precisa al momento del desarrollo de las instalaciones en campo 
se realizó una visita técnica a los ambientes de las sede tanto principal como de respaldo del COES, en la 
que realizamos el levantamiento de información dentro de los data center en los que quedaran instalados 
los equipos de última milla,  en esta visita se definió los aspectos mínimos requeridos para la 
Implementación. 
 En los siguientes cuadros se detalla un reporte técnico en donde se define recursos de energía e 
infraestructura, recursos de RED, equipos y materiales, información sobre conectividad de equipos, 
información de cableados,  información adicional que con el criterio  técnico de estos  diseños permitirá 
facilitar las labores en una posterior implementación. 
3.2.3  DISEÑO DE INSTALACIÓN DE ÚLTIMA MILLA CON FIBRA ÓPTICA – SEDE PRINCIPAL 
INSTALACIÓN DE ÚLTIMA MILLA PARA IMPLEMENTAR ENLACE AL ROUTER PRINCIPAL DE SEDE CA. 
MANUEL ROUAD- COES  








Distrito /  Provincia 
 
 
CA. MANUEL ROUAD PAZ SOLDAN 364 SAN ISIDRO / LIMA 
Servicio Tipo de Trabajo 
Red Privada Virtual INSTALACION 
2. ALCANCES DEL DISEÑO 
El diseño considera la habilitación del enlace última milla para el servicio de RPV  desde el equipo de 
acceso del proveedor de telecomunicaciones elegido hasta el punto de conexión previo al Equipo de 
Acceso a la red LAN del enlace principal del COES. 
En este reporte se plasman los aspectos técnicos, equipos y otros detalles para la implementación, 
tener en cuenta que no se define los diseños para los medios de conexión de los proveedores de 
telecomunicaciones puesto que depende de los alcances y recursos de la red de cada proveedor de 
servicios (SP1 y SP2). 
 
3. ASIGNACIÓN DE RECURSOS 
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3.1 RECURSOS ENERGÍA E INFRAESTRUCTURA 
 AMBIENTE Y UBICACIÓN DE LOS EQUIPOS 
Locación de la Habitación 
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DISEÑO EN AUTOCAD DE INSTALACIÓN  Y CONEXIÓN 
CONDICIONES ELÉCTRICAS EN DATA CENTER DE COES 
Regleta de Energía 
Si existe. 
Energía Estabilizada UPS 
Si existe. Si existe. 
Toma a tierra Aire acondicionado 
Si existe. Si existe. 
Observaciones  
Ubicación 
El COES  tiene que reservar  una toma de energía estabilizada necesaria para el equipo media 
converter  a instalar para conectarce al router principal. 
 
EN EL DATA CENTER COES-PRINCIPAL 
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Equipo Ubicación / Descripción 
Caja terminal óptica 
Se ubicará adosada a rack 1 de comunicaciones del COES y se conectará al 
media converter proyectado sobre bandeja que se instalará para el 
servicio RPV principal a través de un jumper SM simplex SC/SC de 2m  
Equipo Ubicación / Descripción 
MEDIA CONVERTER 
RC512-FE-SS13/1FE 
Se ubicará sobre bandeja de 1URx14” proyectada en parte inferior de rack 
1 de comunicaciones del COES para el servicio RPV principal, se conectará 
a la caja terminal óptica a través de un jumper SM simplex SC/SC de 2m a 
guiar a través de protector helicoidal y al router Cisco 3845 que se ubica 
en parte media del mismo rack 1 a través de un patch cord utp cat.6 de 
7pies. Equipo Ubicación / Descripción 
Router Cisco 3845 
Se ubica en parte media de rack 1 del COES,  la interface Wan se conectará 
al media converter a través de un patch cord utp cat. 6  de 7pies, router 
existente y es de  propiedad de COES. 
Observaciones  
Ubicación El COES  indico que para esta clase de instalaciones se debe emplear patch cords utp cat. 6 
4. DESCRIPCIÓN DEL TRABAJO 
DESCRIPCIÓN 
El trabajo consiste en habilitar el enlace de última milla desde el punto de red del proveedor de 
telecomunicaciones DE CONTINGENCIA  hasta el local del COES sede principal, para la instalación del 
servicio RPV,  para lo cual se tiene que realizar lo siguiente. 
En el Punto de Red del SP: 
a. Según alcances del Proveedor 
En el COES, Data center de la sede Principal: 
a. Sobre bandeja de 1UR x 14” instalada para el servicio RPV principal en la parte inferior del rack 1 de 
comunicaciones del cliente ubicar el media converter Feth (Ver Plano).  
b. Efectuar la conexión desde el media converter hacia la caja terminal óptica que se instalará en el mismo 
rack 1 a través de un jumper SM simplex SC/SC de 2m. 
c. Conectar el media converter a la interface Wan del router Cisco 3845 del COES que se ubica en parte 
media del mismo rack 1 a través de un pach cord utp cat. 6 de 7pies. 
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5. ESPECIFICACIONES TECNICAS 
ACCESORIOS DE PLANTA INTERNA 
Accesorio Descripción en el SP Descripción en el COES 
Patch cord Utp. - Cat 6, 7pies (1u). 
Jumper  - SM simplex SC/SC, 2m (1u). 
Tuboflex - -. 
Canaletas - - 
 
6. PARAMETROS DE CONFIGURACION 
EQUIPO DE ULTIMA MILLA 
 Equipo Descripción 
Media converter  No requiere configuración. 
Router CISCO 3845 Se define configuración en Diseño de Sofware 
 
3.2.4  DISEÑO DE INSTALACIÓN DE ÚLTIMA MILLA CON FIBRA ÓPTICA-CONTINGENCIA SEDE 
PRINCIPAL 
INSTALACIÓN DE ÚLTIMA MILLA PARA IMPLEMENTAR ENLACE AL ROUTER DE CONTINGENCIA DE 
SEDE CA. MANUEL ROUAD- COES (SEDE PRINCIPAL) 








Distrito /  Provincia 
 
 
CA. MANUEL ROUAD PAZ SOLDAN 364 SAN ISIDRO / LIMA 
Servicio Tipo de Trabajo 
Red Privada Virtual – CONTINGENCIA INSTALACIÓN 
 
2. ALCANCE DEL DISEÑO 
El diseño considera la habilitación del enlace última milla para el servicio RPV  desde el equipo de acceso 
del proveedor de telecomunicaciones  hasta el punto de conexión previo al Equipo de Acceso (Router 
de contingencia) a la red LAN del enlace de contingencia del COES, este diseño se limita a las 
consideraciones para la instalación dentro de data center del COES, el proveedor elegido para brindar 
el servicio de respaldo tendrá que llegar con su fibra óptica hasta este data center, cada operador 
realizara su propio diseño según las consideraciones de su infraestructura de red. 
En este diseño se plasman los aspectos técnicos, equipos y otros detalles para la implementación, tener 
en cuenta que no se define los diseños para la última milla de los proveedores de telecomunicaciones 
puesto que depende de los alcances y recursos de la red de cada uno de estos. 
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3. ASIGNACIÓN DE RECURSOS 
 3.1 RECURSOS ENERGÍA E INFRAESTRUCTURA 
 CLIENTE 
AMBIENTE Y UBICACIÓN DE LOS EQUIPOS 
Locación de la Habitación 
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PLANO EN AUTOCAD DE INSTALACIÓN Y CONEXIÓN 
CONDICIONES ELÉCTRICAS EN EL COES 
Regleta de Energía 
Si existe. 
Energía Estabilizada UPS 
Si existe. Si existe. 
Toma a tierra Aire acondicionado 
Si existe. Si existe. 
Observaciones  
Ubicación El COES tiene que  reservar  una toma de energía estabilizada necesaria para el equipo media 
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3.2 RECURSOS DE CONECTIVIDAD 
 EN EL DATA CENTER DEL COES 
Equipo Ubicación / Descripción 
Opticom FMT1 
Se encuentra en parte media de rack 1 de comunicaciones y se conectará 
al media converter proyectado sobre bandeja que se instalará en parte 




Se ubicará sobre bandeja de 1URx14” proyectada en parte inferior de rack 
1 de comunicaciones del cliente, se conectará a un puerto del FMT1 a 
través de un jumper MM duplex SC/SC de 2m a guiar a través de protector 
helicoidal y al router Cisco 3925 que se ubica en parte superior del mismo 
rack 1 a través de un patch cord utp cat.6 de 7pies. 
 
Router Cisco 3925 
Se ubica en parte superior de rack 1 del cliente,  la interface Wan se 
conectará al media converter a través de un patch cord utp cat. 6  de 7pies, 
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4. DESCRIPCIÓN DEL TRABAJO 
DESCRIPCIÓN 
El trabajo consiste en habilitar el enlace de última milla desde el punto red de provedor de 
telecomunicaiones hasta el local del COES- sede pricipal, para la instalación del servicio RPV,  para lo 
cual se tiene que realizar lo siguiente. 
En el SP (Proveedor de Servicios) 
1. Definir según alcances de proveedor 
En el Data center del COES 
2. Instalar una bandeja de 1UR x 14” en parte inferior del  rack 1 de comunicaciones del COES y sobre ella 
ubicar el media converter Feth (Ver Plano).  
3. Efectuar la conexión desde el media converter hacia el FMT1 instalado en parte media del mismo rack 
1 a través de un jumper MM duplex SC/SC de 2m. 
4. Conectar el media converter a la interface Wan del router Cisco 3925 del COES que se ubica en parte 
superior del mismo rack 1 a través de un pach cord utp cat. 6 de 7pies. 
5. Verificar conectividad y etiquetar las conexiones. 
 
 
5. ESPECIFICACIONES TECNICAS 
ACCESORIOS  
Accesorio Descripción en el SP Descripción en el DC COES 
Patch cord Utp. - Cat 6, 7pies (1u). 
Jumper  - MM duplex SC/SC, 2m (1u). 
Tuboflex - -. 
Canaletas - - 
 
6. PARÁMETROS DE CONFIGURACIÓN 
EQUIPO DE ULTIMA MILLA 
 Equipo Descripción 
Media converter  No requiere configuración. 
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3.2.5 DISEÑO DE INSTALACIÓN DE ÚLTIMA MILLA CON FIBRA ÓPTICA PARA LA SEDE DE 
RESPALDO DEL  COES (SJM) 
 
INSTALACIÓN DE ULTIMA MILLA PARA LA SEDE DE RESPALDO DEL COES (SJM) 
 








Distrito /  Provincia 
 
 
AV. PROLONGACION PEDRO MIOTA 421 SAN JUAN DE MIRAFLORES/ LIMA 
Servicio Tipo de Trabajo 
Red Privada Virtual INSTALACION 
 
2. ALCANCE DEL DISEÑO 
El diseño considera la habilitación del enlace última milla para el servicio de RPV  desde el equipo de 
acceso del proveedor de telecomunicaciones  hasta el punto de conexión previo al Equipo de Acceso 
(Router de respaldo) a la red LAN del enlace de respaldo del COES, este diseño se limita a las 
consideraciones para la instalación dentro de data center de respaldo del COES, el proveedor elegido 
para brindar el servicio de respaldo tendrá que llegar con su fibra óptica hasta este data center, cada 
operador realizara su propio diseño según las consideraciones de su infraestructura de red. 
En este diseño se plasman los aspectos técnicos, equipos, mano de obra y otros detalles para la 
implementación, tener en cuenta que no se define los diseños para la última milla de los proveedores 
de telecomunicaciones puesto que depende de los alcances y recursos de la red de cada uno de estos. 
 
3. ASIGNACION DE RECURSOS 
 3.1 RECURSOS ENERGÍA E INFRAESTRUCTURA 
 CLIENTE 
AMBIENTE Y UBICACIÓN DE LOS EQUIPOS 
Locación de la Habitación 
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PLANO EN AUTOCAD DE INSTALACIÓN Y CONEXION 
Ubicación 
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CONDICIONES ELÉCTRICAS EN EL CLIENTE 
Regleta de Energía 
Si existe. 
Energía Estabilizada UPS 
Si existe. Si existe. 
Toma a tierra Aire acondicionado 
Si existe. Si existe. 
Observaciones  
Ubicación 
El COES tiene que proporcionar una toma de energía con puesta a tierra para equipo a instalarse. 
 
                        UNIVERSIDAD NACIONAL PEDRO RUIZ GALLO 
                          FACULTAD DE CIENCIAS FÍSICAS Y MATEMÁTICAS 
ESCUELA PROFESIONAL DE INGENIERÍA ELECTRÓNICA   
1. 
2. 
  68 
 
 
3.2 RECURSOS DE CONECTIVIDAD 
 EN EL DATA CENTER DE RESPALDO DEL COES 
Equipo Ubicación / Descripción 
FMT-1 del Cliente 
Se ubicará en parte media de gabinete de comunicaciones del COES y se 
conectará a media converter a través de un jumper SM simplex  SC/SC de 
3m. 




Será ubicado sobre bandeja de 1URx14” proyectada en parte posterior de 
gabinete  de comunicaciones del COES (Ver Plano) y se conectará al FMT-1 
del  a través de un jumper SM simplex  SC/SC de 3m y a la interface WAN 
Fa0/0 del router Cisco 3925 a través de un patch cord utp cat6 de 7pies. 
Equipo Ubicación / Descripción 
Router Cisco 3925 
Será ubicado en parte media de gabinete de comunicaciones del COES (Ver 
plano), la interface WAN Fa0/0 se conectará al media converter a través de 
un patch cord utp cat6 de 7pies.  
Observaciones 
Ubicación CPE será un router Cisco 3925 de propiedad del COES, el COES manifiesta que se debe emplear  patch 
cords utp cat. 6. 
 
4. DESCRIPCION DEL TRABAJO 
DESCRIPCIÓN 
El trabajo consiste en habilitar el enlace de última milla desde el punto de red del proveedor hasta el 
local de la sede de resplado del COES, para el servicio RPV, para lo cual se tiene que realizar lo siguiente. 
En el SP ( Proveedor de Servicios ) 
b. Según especificaciones de proveedor..  
En el data center de resplado del COES: 
a. Instalar  una bandeja  de 1URx14” en parte superior de gabinete de comunicaciones del COES y sobre 
ella ubicar el media converter RC512-FE-SS13/1FE (Ver plano). 
b. Efectuar la conexión desde el media converter hacia el FMT-1 que se ubicará en parte media de 
gabinete de comunicaciones  a través de un jumper SM simplex SC/SC de 3m y hacia la interface WAN 
Fa0/0 del router Cisco 3925, a través de un patch cord utp cat6 de 7pies. 
c. Verificar conectividad y etiquetar las conexiones. 
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5. ESPECIFICACIONES TÉCNICAS 
ACCESORIOS DE PLANTA INTERNA 
Accesorio Descripción en el sp Descripción en el Cliente 
Patch cord Utp. - Cat 6,  7pies (1u). 
Jumper  - SM simplex  SC/SC de 3m (1u). 
Canaleta - - 
Tuboflex - - 
 
6. PARÁMETROS DE CONFIGURACIÓN 
EQUIPO DE ULTIMA MILLA 
 Equipo Descripción 
Media converter. No requiere configuración. 
Router Cisco 3925 La configuración se realizara según Diseño de software 
 
3.2.6 DISEÑO DE ÚLTIMA MILLA CON ENLACES MICROONDAS 
Dentro de los alcances del diseño se encuentra buscar la mejor opción del medio de ultima milla que 
se adecue a los aspectos económicos y rentables para las empresas involucradas, entre las alternativas 
más fuertes para habilitar la capa física según el modelo referencial OSI, se encuentra como alternativa  
el uso de enlaces microondas como segunda opción a la fibra óptica. Para hacer el diseño referencial del 
enlace punto a punto se tomó 3 empresas agentes del SEIN al azar para evaluar las factibilidades con 
microondas evaluándolas a una disponibilidad de enlace de 99.99%, Entre ellas KALLPA GENERACIÓN S.A., 
SOUTH AMERICAN ADMINISTRATION S.A.C, GENERACIÓN ELÉCTRICA SAN GABÁN S.A., que se encuentra 
entre las 120 empresas actualmente que requieren un sistema de contingencia para conectarse al COES, 
para la cual se realizará el levantamiento de diseño microondas para interconectar al punto de red más 
cercano de de la empresa proveedora de la interconexión al centro de control del COES. Para los nodos 
de los operadores se está tomando en referencia las ubicaciones actuales de los operadores de telefonía 
móvil que tienen desplegado su red por todo el país, entre ellas las más sobresalientes América Móvil 
Perú SAC y Telefónica del Perú SAC. 
El diseño de un radienlace involucra una gran variedad de cuestiones a tener en cuenta como: 
emplazamiento, selección de equipos, cálculo del balance de potencias, identificación de obstaculo, 
posibles interferencias, fenómenos de atenuación y desvanecimiento de las señales, etc. Si bien 
actualmente las herramientas informáticas de simulación facilitan enormemente la tarea, es importante 
conocer de primera mano todos los aspectos que pueden influir en el funcionamiento del radioenlace. De 
este modo, durante la implementación será posible identificar las posibles causas de un mal 
funcionamiento y arbitrar los mecanismos adecuados para solucionarlo.   
3.2.6.1 Planificación inicial del radioenlace y elección de los emplazamientos 
Además de la elección de los equipos de radio y sus parámetros de funcionamiento, los factores más 
importantes que determinan las prestaciones de un sistema fijo de acceso inalámbrico son la buena 
situación de la antena, la correcta planificación de enlace radioeléctrico y la asignación del canal libre de 
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interferencias. Solo con una buena planificación del enlace entre antenas puede conseguirse evitar las 
interferencias y los desvanecimientos de la señal, alcanzando una alta disponibilidad en el sistema. 
La planificación del enlace radioeléctrico comienza con con el cálculo del alcance, para ello debemos 
contar con los siguientes datos: 
Banda de frecuencias 
Características climáticas de la zona 
Especificaciones técnicas de los equipos de radio 
 Potencia de Tx 
 Ganancia de antenas 
 Sensibilidad de receptor 
 Tasa de error 
 Disponibilidad 
 
3.2.6.2 Datos Técnicos de Equipos 
El caso de la empresa America Movil Perú SAC usa las antenas homologadas en la banda de 23GHz 
son las antenas de la marca NEC de fabricación Japonesa, lineas abajo se muestra un breve resumen de 
las principales características del modelo VHLP1-23, estas antenas las vamos a tomar como referencia 
para hacer los cálculos. 
 
Tabla 3.3  Datos Técnicos de Equipos 
EQUIPAMIENTO   
Marca NEC 
Modelo 
iPasolink 100E (ODU IHG 
23GHz) 
Rango de Frecuencias 
(MHz) 21200- 23600 
Potencia (dBm) 20 
Tipo de Emisión 15M0D7W 
Capacidad (Mbps) 20 
SISTEMA RADIANTE   
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Figura 3.9 Transceptor de radio de microondas iPASOLINK 100E 
Fuente: (http://au.nec.com/) 
 
Tabla 3.4 Especificaciones técnicas del Transceptor de radio de microondas iPASOLINK 100E 
 
Fuente: (http://au.nec.com/) 
Para los radioenlaces se utilizarán 2 antenas parabólicas con un diámetro de 0.3m modelo VHLP1-
23, con ganancia de 35.3 dBi, la marca es NEC iPasolink 100 23Ghz. 16 E1 + 4 Eth, con capacidad para 20 
Mbps, su transmisor tiene una potencia de 20 dBm y un umbral de recepción de -37.53 dBm (Fuente: 
Datasheet NEC iPasolink 100 23Ghz) 
Tabla 3.5 Especificaciones técnicas de los equipos de radio para Cálculo 
Especificaciones técnicas de los equipos de radio para Cálculo 
 TX RX 
Banda de frecuencias 23GHz 23GHz 
Potencia de Tx 20dBm - 
Ganancia de antenas: 35.3dBi 35.3dBi 
Sensibilidad de receptor - −62.61 dBm (1E-3) 
Disponibilidad 99.99% 99.99% 
 
                        UNIVERSIDAD NACIONAL PEDRO RUIZ GALLO 
                          FACULTAD DE CIENCIAS FÍSICAS Y MATEMÁTICAS 
ESCUELA PROFESIONAL DE INGENIERÍA ELECTRÓNICA   
1. 
2. 
  72 
 
 
3.2.6.3 Cálculo del primer enlace: Kallpa Generación S.A. – Site América Móvil Perú Sac 
(Claro) 
Kallpa Generación S.A. es una empresa peruana dedicada a la generación de energía eléctrica, agente 
del SEIN. Forma parte del Grupo IC Power, importante inversionista y proveedor de energía con presencia 
en 10 países en América, Centro América e Israel. Actualmente, en el Perú se encuentran en el distrito de 
Chilca, Cañete en donde están ubicadas sus dos plantas: Central Termoeléctrica Kallpa, central de ciclo 
combinado con una capacidad instalada de 870 MW; y la Central Termoeléctrica Las Flores, central de 
ciclo simple con una capacidad instalada de 193 MW. Adicionalmente tenemos 1,200 MW en construcción 
en el centro y sur del país. 
 La empresa tiene una conexión al COES y se requiere de un sistema de contingencia para el cual se 
va evaluar la habilitación de un enlace microondas para conectar al Nodo de la empresa América Móvil 
Perú SAC. Este cálculo del alcance del sistema constituye una primera estimación teórica que deberá 
verificarse tras la instalacón de los equipos.  
Tabla 3.6 Datos principales de los Nodos de Enlace Kallpa y el Site de CLARO 
 KALLPA América Móvil Perú S.A.C -CLARO 
Lugar: CHILCA – LIMA CHILCA – LIMA 
Dirección AV. Santo Domingo de los Olleros km. 1.5 AV. Lima S/N 
Latitud 12°29'53.25"S 12°30'48.21"S 
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Tabla 3.7 Fórmulas para calcular la zona de Fresnel y la altura de la antena  
NOMBRE FÓRMULA OBSERVACIÓN 
Corrección curvatura (cc): cc = d ∗ (Y1 − d) /2KR  Constante: 2KR = 17013333,33  
Altura corregida con curvatura 
(Acc):  
Acc = h + cc Donde h= Altura  
Altura corregida por naturaleza 
(Acn): 
Acn = Acc + 5   
Rayo directo: Rd = m ∗ d + y1   Donde m = y2−y1/ x2−x1  
Zona de fresnel (Rf): Rf =( λ ∗ d ∗ (y1 − d) /y1 
)^1/2 
 
Altura a librar (Al): Al = Rd − (1 ∗ Rf) 100% => probabilidad = 1  
Altura mínima de la antena (Am): Am = 𝐴𝑐𝑛 − 𝐴𝑙   
Fuente: Freeman, 2007 
 















Landa (mt) Altura a 
Librar 100% 






























0 0 19 24 19 0 19 5 Claro 
965 0.05473501 28.05473501 33.054735   3.14673955 -3.14673955     
1930 0 43 48 43 0 43 5 Kallpa 
Fuente: Autores 
En las tablas anteriores se muestran los resultados de los cálculos realizados para calcular la zona de 
Fresnel del enlace, en la columna “Altura mínima de la antena” esta la información más importante ya 
que es allí donde se puede observar la altura mínima en la que se podrán colocar las antenas para realizar 
un radio enlace efectivo, en nuestro caso la altura mínima en cualquiera de las ubicaciones deberá ser de 
mínimo 5 metros, esto contando sobre el suelo, considerar que a futuro se pueden presentar muchas 
obtrucciones en la linea de vista como contrucción de edicficios, árboles, etc. por lo que es recomendable 
dar unos metros más. 
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Pérdidas en el espacio libre  
Pérdida en la trayectoria por el espacio libre (MHz)  
Fórmula: 𝐿𝐹𝑆 = 32.45 + 20 𝑙𝑜𝑔 𝑓 (𝑀𝐻𝑧) + 20 𝑙𝑜𝑔 𝑑 (Km) 
 
 𝐿𝐹𝑆 = 32,45 + 20 𝑙𝑜𝑔 23000 + 20 𝑙𝑜𝑔 1.930 
 𝐿𝐹𝑆 = 125,3957 𝑑𝐵  
 
Margen de desvanecimiento  
La empresa necesita que el servicio que presta tenga una alta disponibilidad por esto que se desea 
una disponibilidad de 99,99%. Entonces r = 0,9999, en todos lugares se deben instalar bancos de baterías 
que ayudarán a garantizar la disponibilidad del enlace.  
Para el cálculo del margen de desvanecimiento se toma:  
A- Factor de Rugosidad de terreno = 4 Terreno parejo  
B- Factor de Análisis climático = 0.5 Áreas desértica- húmeda 
 
Fórmula: 𝐹𝑚 = 30 𝑙𝑜𝑔 (Km) + 10 log (6 ∗ 𝐴 ∗ 𝐵 ∗ (GHz) ) − 10 𝑙𝑜𝑔 (1 – 𝑟) − 70  
 𝐹𝑚 = 30 𝑙𝑜𝑔 1.93 + 10log (6 ∗ 4 ∗0.5  ∗ 23 ) − 10 𝑙𝑜𝑔 (1 − 0,9999) − 70  
 𝐹𝑚 = 2.9758𝑑𝐵  
 
 Ganancia del sistema  
𝐺𝑠 = 𝐿𝑓𝑠 + 𝐹𝑚 − 𝐿𝑔𝑢𝑖𝑎 − 𝐿𝑖𝑛𝑠 − 𝐺𝑡𝑥 − 𝐺𝑟𝑥  
Debido a que estas antenas traen incorporado el radio, las pérdidas en la guía de onda y en los 
acoplamientos son despreciables.  
𝐺𝑡𝑥 = 35.3 𝑑𝐵𝑖 𝐺𝑟𝑥 = 35.3   (Ganancia de antenas) 
 𝐺𝑠 = 125,3957 +2.9758 – 70.6  
 𝐺𝑠 = 57. 77 (Ganancia del sistema) 
 
Aquí calculamos cuál es la potencia mínima en watts que necesitaríamos para lograr el radio enlace. 
 Formula: PTx = Gs + Sensibilidad  
PTx = 57.76 𝑑𝐵 + ( −80 dBm)   
PTx = -22.24dBm  
PTx = 0.00597 mW 
 
Es decir necesitaríamos un radio que tenga una potencia mínima de 0.00597 mW ó -22.24dBm 
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SIMULACIÓN DEL RADIO ENLACE CON LA APLICACIÓN RADIO MOBILE 
Para mayor precición de los puntos de instalación nos apoyamos en Google Earth, en este vamos a 
ubicar con las coordenadas la ubicación de Kallpa y el Site de CLARO. 
 
Figura 3.10 Ubicación de coordenadas de Kallpa y el Site de CLARO. 
Fuente: Google Earth 
 
Buscar la ubicación con las coordenadas y añadir marcadores a los puntos de referencia.  
 
Figura 3.11  Marcadores en los puntos de referencia de Kallpa y el Site de CLARO. 
Fuente: Google Earth 
 
En la bandeja de herramientas seleccionamos la regla para ubicar la distancia del punto a punto: 
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Figura 3.12  Distancia del punto a punto Kallpa - Site de CLARO. 
Fuente: Google Earth 
 
Crear unidades en Radio Mobile desde las ubicaciones en Google Earth 
Ahora vamos a incluir las ubicaciones de Google Earth como unidades en Radio Mobile. Para ello 
vamos a copiar primero la ubicación de Kallpa en Google Earth para pegarla en Radio Mobile. Con el botón 
derecho hacemos clic sobre el marcador en el mapa o en la lista de ubicaciones y elegimos la 
opción Copiar. 
 
Figura 3.13  Ubicación Punto Kallpa. 
Fuente: Google Earth 
En nuestro Radio Mobile hacemos clic sobre el icono unidades . Una vez abierta la ventana, 
elegimos launidad 1 y luego hacemos clic en el botón Pegar. 
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Figura 3.14  Unidades en Radio Mobile punto Kallpa - Site de CLARO. 
Fuente: Radio Mobile 
 
Sin cerrar la ventana unidades, volvemos a nuestro Google Earth y copiamos la segunda ubicación 
del mismo modo que hicimos antes. Después elegimos en Radio Mobile la unidad 2 y repetimos el proceso 
pegando la unidad y para terminar hacemos clic en el botón OK. 
 
Figura 3.15  Ubicación Site de CLARO. 
Fuente: Google Earth 
 
Si todo ha ido bien, en nuestro mapa de Chilca tienen que aparecer ambas unidades, como 
mostramos en la siguiente imagen 
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Figura 3.16  Mapa geográfico de Chilca 
Fuente: Radio Mobile 
 
Crear una red en Radio Mobile 
Una vez tenemos las unidades, tenemos que decir el tipo de red para el cual vamos a realizar el 
cálculo, así como la frecuencia y demás valores necesarios para un cálculo lo más aproximado posible. 
Para ello hacemos clic en el botón para las propiedades de las redes . Nos aparecerá la primera 
ventana donde vamos a asignar los siguientes datos: 
4. Parámetros globales: Los parámetros globales hacen referencia a las frecuencias de trabajo, el tipo 
de terreno, el clima, la polarización de las antenas y el modo de variabilidad. Dentro de “Networks 
properties – Parameters”  ingresamos los siguientes parámetros: 
 
o Nombre de la red --> TESIS 
o Frecuencia mínima --> 21200 (banda 23 GHz). 
o Frecuencia máxima --> 23600 (banda 23 GHz). 
o Polarización --> Vertical. 
o Modo estadístico -->Mobile 
o % de tiempo --> 99. 
o % de situaciones --> 99. 
o Pérdida adicional --> Ciudad. 
o % --> 100. 
o Clima --> Desértico 
 
El primer paso es seleccionar un registro de la lista de la izquierda (por ejemplo “Net 01”) y asignarle un 
nombre a la red en el campo “Net name”.  
o Nuestra red se denominará "TESIS" 
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El resto de campos hacen referencia a los siguientes parámetros: 
 “Surface refractivity (N-Units)”: refractividad de la superficie terrestre en función de la 
refractividad a nivel del mar y de la altitud media del terreno. El valor por defecto (301) se 
considera adecuado en casi todos los casos.  
o En nuestra zona de trabajo, la refractividad del suelo es de 301 
  “Ground conductivity (S/m)”: conductividad Del terreno, expresada en Siemens por 
metro. Depende del tipo de terreno y de la frecuencia de trabajo.  
o En nuestra zona de trabajo, la conductividad del suelo es de 0,005 S/m 
 “Relative ground permitivity”: permitividad relativa del terreno. Depende del tipo de terreno y 
de la frecuencia de trabajo.  
o  En nuestra zona de trabajo, la permitividad relativa del terreno es igual a 15 
 “Minimum frequency (MHz)”: umbral inferior de la banda de frecuencias para la que se 
realizarán los cálculos. En nuestro caso nos centramos en la banda de 23GHz, seleccionando 21 
200 MHz.  
 “Maximum frequency (MHz)”: umbral superior de la banda de frecuencias para la que se 
realizarán los cálculos. En nuestro caso nos centramos en la banda de 23GHz, seleccionando 23 
600 MHz. 
 “Polarization (Vertical/Horizontal)”: Polarización de las antenas empleadas en la red. La 
polarización vertical es la utilizada normalmente en los enlaces radio de la bandas de VHF y UHF, 
ya que las ondas de radio con esta polarización sufren menor atenuación en la superficie 
terrestre que las que tienen polarización horizontal. 
 “Mode of variability (Spot/Accidental/Mobile/Broadcast)”: modo de variabilidad de las señales 
en función de las características del sistema, seleccionaremos un entorno móvil (Mobile), ya que 
es el más usado en los operativos de campo y por otro lado se trata de el caso peor de condiciones 
de propagación. 
 “Climate (Equatorial/Continental sub tropical/Maritime sub-tropical/Desert/Continental 
temperate/Maritime temperate over land/Maritime temperate over sea)”: tipo de clima 
(ecuatorial, continental subtropical, marino subtropical, desértico, continental templado, marino 
templado sobre tierra, marino templado sobre el mar). Este parámetro influye en el índice de 
refracción del aire y en la probabilidad de aparición de desvanecimientos de la señal (fading).  
o  En nuestra zona de trabajo, el clima es desertico 
En la Fig. 3.17 se muestra todos los parámetros ingresados antes descritos, y es el momento de pasar al 
siguiente apartado de la ventana 
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Figura 3.17  Propiedades de las redes en Radio Mobile 
Fuente: Radio Mobile 
 
 
Una vez tenemos configurados los parámetros de nuestra red, pasamos al apartado Topología, 
donde vamos a elegir el tipo Red de datos, en este apartado definiremos la topología de la red de 
radiocomunicaciones. Dentro de “Networks properties –Topology” 
Seleccione la red de trabajo en el marco de la izquierda (TESIS) y configure los siguientes parámetros: 
 “Visible”: si está marcado, hace que la red sea visible en el mapa de trabajo. 
 “Voice net (Command/Subordinate/Rebroadcast)”: use esta opción para redes en las que la 
comunicación se realice entre una estación de referencia y varias estaciones subordinadas, sin 
que haya radioenlaces adicionales entre estaciones subordinadas. Es el caso de una red privada 
móvil (PMR) con un repetidor que da servicio a varias estaciones móviles, o también de una red 
digital con salto en frecuencia en la que la base de tiempos la proporciona una estación directora. 
 “Data net, star topology (Master/Slave)”: use esta opción para redes de datos en las que una 
estación maestra controla a varias estaciones esclavas, sin que existan radioenlaces directos 
entre estas últimas. 
 “Data net, cluster (Node/Terminal)”: Usamos esta opción para redes de datos que pueden 
retransmitir datagramas (digipeaters) que es nuestra topología de red a simular. 
“Maximum number of rebroadcasts allowed”: si se configura a “0”, este parámetro impedirá el uso 
de reemisiones. Para otros casos, deberá configurarse un valor igual al TTL – 1 (TTL = Time To Live). Para 
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Figura 3.18  Configuración Topologia 
Fuente: Radio Mobile 
 
Crear un sistema en Radio Mobile 
Ahora pasamos al apartado Sistemas, donde vamos a indicar las potencias de nuestros dispositivos 
así como las ganancias de las antenas. Nosotros vamos a usar equipos NEC iPasolink homologados por 
Claro para este tipo de enlaces, en concreto el modelo VHLP1-23 con una potencia de 0.1W  (20 dBm) y 
una antena parábola  de ganancia 35.3 db. 
Elegimos el Sistema 1, a continuación en el desplegable de la derecha referente al Radios y elegimos 
cualquiera, nosotros elegimos el 02. A continuación introducimos los siguientes datos de configuración: 
o Nombre del sistema --> NEC iPasolink 100 23Ghz. 16 E1 
o Potencia del Transmisor --> 20 dBm. 
o Umbral del Receptor --> -62.61 dBm. 
o Tipo de antena -->  corner.ant  
o Ganancia de antena --> 35.3 dBi 
 
Será necesario dar de alta nuevos registros en la base de datos con los equipos de radio que vamos  
utilizar, estos datos se pueden consultar en los manuales técnicos incluídos en la distribución de los 
equipos, que además suelen estar disponibles en la web del fabricante correspondiente. 
Tenga en cuenta que, dependiendo de la configuración de las estaciones radio, un mismo equipo radio 
puede utilizarse con distintas antenas. Es recomendable crear registros distintos en la base de datos para 
cada configuración transceptor radio + antena, de forma que la información esté accesible con rapidez y 
sin dar lugar a posibles errores. 
El primer paso es, por tanto, seleccionar un registro libre en el marco izquierdo y asignarle un nombre en 
el campo“System name”. Para cada equipo que se registre, hay que definir los siguientes parámetros: 
 “Transmitter power (Watt/dBm)”: potencia de transmisión en watios o en dBm. Solamente es 
necesario rellenar uno de los dos campos, ya que el programa calcula automáticamente el otro. 
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o Nuestra radio tiene una potencia de transmisión de 0.1 Watios 
 
 “Receiver threshold (μV/dBm)”: sensibilidad del receptor en microvoltios o en dBm. Solamente 
es necesario rellenar uno de los dos campos, ya que el programa calcula automáticamente el 
otro. 
o Nuestro repetidor Teltronic tiene una sensibilidad de recepción de −62.61 dBm. 
 
 “Line loss (dB) (Cable+cavities+connectors)”: pérdidas en la línea de transmisión, sumando las 
del cable coaxial, las de las cavidades (si se utilizan) y las de los conectores. No incluya en esta 
suma el tramo de línea que va desde la base de la torre o mástil de la antena hasta el conector 
de la misma.  
o Las pérdidas totales de la línea de transmisión del repetidor son de 0.5 dB 
 
 “Antenna gain (dBi/dBd)”: ganancia de la antena referida a la de la antena isotrópica (dBi) o a la 
de la del dipolo de media longitud de onda de trabajo (dBd). Solamente es necesario rellenar uno 
de los dos campos, ya que el programa calcula automáticamente el otro. 
o Nuestro repetidor usará una antena de 35.3 dBi de ganancia 
 
 “Antenna height (m) above ground”: altura de la antena sobre el terreno del emplazamiento. 
Este valor puede modificarse a posteriori antes de calcular el radioenlace. 
 
 “Additional cable loss (dB/m) if antenna height differs”: Atenuación por unidad de longitud de 
la línea de transmisión que transcurre desde la base de la torre o mástil de la antena hasta el 
conector de la misma. Esta atenuación no se incluye en el apartado “Line loss” porque el 
programa permite variar dinámicamente la altura a la que se encuentra la antena, según se ha 
especificado en el apartado anterior. 
 
Pulsando el botón “Add to radiosys.dat”, el sistema que acaba de definir se añadirá a la base de datos de 
Radio Mobile, de forma que no será necesario volver a introducir los datos técnicos en futuros cálculos. 
Del mismo modo, el botón “Remove from radiosys.dat” permite eliminar registros de la base de datos. 
 
                  La siguiente imagen muestra los datos ingresados: 
 
 
Figura 3.19  Introdución de  parámetros del sistema  
Fuente: Radio Mobile 
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Definición de estaciones 
Una vez definida la topología, indicamos qué tipo de equipos de radio y antenas vamos a utilizar. Dentro 
de “Networks properties – Membership” 
Seleccione la red de trabajo en el marco de la izquierda (TESIS). A continuación, en el marco “List of all 
units” marcamos la estación de referencia primero con KALLPA y configuramos los siguientes parámetros: 
 “Role of…”: como estamos en una red de tipo Node/ Terminal, seleccionamos  “Terminal” para 
la estación de referencia. 
 “System”: elija el modelo de transceptor de entre los disponibles y creados en la base de datos 
de Radio Mobile (Radiosys.dat).  
                  Ejemplo: nuestro repetidor es del modelo NEC iPasolink 100 23GHz 
 “Antenna height (m)”: altura de la antena sobre el suelo en el emplazamiento. Se puede escoger 
entre un valor fijo del sistema ("System") u otro ("Other") especificado a su discreción. El valor 
de “System” es el especificado en el registro del transceptor correspondiente en la base de datos 
de Radio Mobile.  
Fuente: Manual de Cálculo de Coberturas con Radio Mobile, Protección Civil España 
En nuestro caso SITE CLARO será el nodo y KALLPA  el terminal, seleccionamos ambos unidades y elegimos 
su Rol así como al sistema perteneciente. En la dirección de la antena indicaremos KALLPA apunta hacia 
SITE DE CLARO y viceversa.  
A continuación, repetimos los mismos pasos para la estación móvil, según se indico anteiormete, teniendo 
cuidado de escoger “Node” en el campo “Role of…”. Una vez terminado hacemos clic en el botón OK. 
 
 
Figura 3.20  Apartado Miembros en Radio Mobile 
Fuente: Radio Mobile 
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Figura 3.21  KALLPA apunta hacia SITE DE CLARO y viceversa. 
Fuente: Radio Mobile 
 
Cálculo e interpretación del enlace 
Una vez configurado todos los parámetros, vamos a realizar el cálculo e interpretación para ello 
vamos clic en el ícono enlace de radio . 
Esto nos mostrará una pantalla donde aparece la elevación del terreno así como nuestros dos 
dispositivos, la primera interpretación que podemos hacer es que no es viable el enlace por el nivel de 
recepción de las antenas el cual es muy bajo (Rx Level= -120.4dBm) a pesar de que se esta dand la mayor 
potencia de antenas que es de 20dBm.  De todos modos no hemos puesto aún las alturas de las antenas. 
 
Figura 3.22  Primer cálculo e interpretación no viable KALLPA - SITE DE CLARO 
Fuente: Radio Mobile 
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El punto del SITE CLARO tiene una altura de 43 msnm y el punto de Kallpa tiene una altura de 19 
msnm, ingresamos en Radio Mobile la altura de las antenas que se sumarán a las alturas exitentes con los 
botones + en la parte inferior empezamos a aumentar y ver cómo varian los parámetros de Rx y el nivel 
de la primera zona de Fresnel teniendo en cuenta que esta debe estar despejado como minimo el 60% 
(0.6F1), lo ideal para tener una buena recepción es que Rx Level varie entre -40dBm y -80dBm. Variando 
las alturas podemos lograr un enlace confiable dando una altura de 11.5metros de altura para la antena 
de Kallpa y 6 metros de altura para la antena del Site de Claro tal como se muestra en el siguiente 
pantallaso de radio mobile. 
 
Figura 3.23  Interpretación de resultados de cálculo de radienlace 
Fuente: Radio Mobile 
 
Como se indicó anteriormente uno de los valores más importantes es el Nivel RX en dBm, cuanto 
menor sea mejor calidad tendrá el enlace, lo ideal es que se encuentre entre -40 y -80 dBm. En nuestro 
caso tenemos -61,7 dBm por lo que el enlace se efectuará correctamente garantizando la alta 
disponibilidad a nivel de capa física. 
3.2.6.4 Cálculo del segundo enlace: South American Administration S.A.C., – Nodo proveedor de 
Servicios de Telecomunicaciones 
La Empresa SOUTH AMERICAN ADMINISTRATION S.A.C con RAZON SOCIAL  SDE PIURA SAC en Piura 
está dedicada al sector de Generación, Transmisión Y Distribución De Energía Eléctrica. Tomando como 
referencia el primer cálculo de radioenlace, procedemos a realizar una segunda factibilidad de enlace 
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Tabla 3.9 Datos principales de los Nodos SOUTH AMERICAN ADMINISTRATION S.A.C.- CLARO 
 South American Administration 
S.A.C 
América Móvil Perú S.A.C 
-CLARO 
LUGAR Piura/Paita/Colan Piura / Paita / Paita 
DIRECCIÓN Carretera Sullana- Paita Km44.5 Maestranza Municipal 
Latitud 4°59'24.09"S 5° 5'13.68" S 












El enlace entre el agente y el site del proveedor de servicios de telecomunicaciones esta a una distancia 
de 12.97km y se va a trabajar en la banda de 7GHz. 
Pérdidas en el espacio libre  
Enlace SDE – NODO 
  𝐿𝐹𝑆 = 32,45 + 20 𝑙𝑜𝑔 7000 + 20 𝑙𝑜𝑔 12.97 
 𝐿𝐹𝑆 = 131,61 𝑑𝐵  
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Margen de desvanecimiento  
La empresa necesita que el servicio que presta tenga una alta disponibilidad por esto que se desea 
una disponibilidad de 99,99%. Entonces r = 0,9999. 
Para el cálculo del margen de desvanecimiento se toma:  
A: Factor de Rugosidad de terreno = 4 sobre agua o terreno muy parejo  
B: Factor de Análisis climático = 0.5 Áreas desértica  
Fórmula: 𝐹𝑚 = 30 𝑙𝑜𝑔 (Km) + 10 (6 ∗ 𝐴 ∗ 𝐵 ∗ (GHz) ) − 10 𝑙𝑜𝑔 (1 – 𝑟) − 70  
Enlace SDE– NODO 
  𝐹𝑚 = 30 𝑙𝑜𝑔 12.97 + 10log (6 ∗ 4 ∗ 0.5 ∗ 7 ) − 10 𝑙𝑜𝑔 (1 − 0,9999) − 70  
 𝐹𝑚 = 22.63 𝑑𝐵  
 
 Ganancia del sistema  
𝐺𝑠 = 𝐿𝑓𝑠 + 𝐹𝑚 − 𝐿𝑔𝑢𝑖𝑎 − 𝐿𝑖𝑛𝑠 − 𝐺𝑡𝑥 − 𝐺𝑟𝑥  
Debido a que estas antenas traen incorporado el radio, las pérdidas en la guía de onda y en los 
acoplamientos son despreciables.  
Enlace SDE – NODO 
 𝐺𝑡𝑥 = 35.3 𝑑𝐵𝑖 𝐺𝑟𝑥 = 35.3 𝑑𝐵𝑖  
 𝐺𝑠 = 131.61 + 22.63 – 70.6  
 𝐺𝑠 = 83.64 (Ganancia del sistema) 
Aquí calculamos cuál es la potencia mínima en watts que necesitaríamos para lograr el radio enlace. 
 Formula: PTx = Gs + Sensibilidad  
PTx = 83.64  + ( −81 dBm)   
PTx = 2.64dBm  
PTx = 1.8365 mW  
 
Es decir necesitaríamos un radio que tenga una potencia mínima de 1.8365mW ó 2.64dBm 
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SIMULACIÓN DEL RADIO ENLACE CON LA APLICACIÓN RADIO MOBILE 
De la misma manera que se ha trabajado para el anterior radioenlace nos apoyamos en Google Earth, 
en este vamos a ingresar con las coordenadas la ubicación de SDE y el NODO de interconexión 
 
Figura 3.24  Coordenadas la ubicación de SDE y el NODO de interconexión 
Fuente: Google Earth 
En nuestro Radio Mobile hacemos clic sobre el icono unidades . Una vez abierta la ventana, 
pegamos las ubicaciones. Si todo ha ido bien, en nuestro mapa de Paita tienen que aparecer ambas 
unidades, como mostramos en la siguiente imagen 
 
Figura 3.25  Mapa geográfico de Paita en Radio Mobile 
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Crear una red en Radio Mobile 
Una vez tenemos las unidades, tenemos que decir el tipo de red para el cual vamos a realizar el 
cálculo así como la frecuencia y demás valores necesarios para un cálculo lo más aproximado posible. 
Para ello hacemos clic en el botón para las propiedades de las redes . Nos aparecerá la primera 
ventana donde vamos a asignar los siguientes datos: 
o Nombre de la red --> RADIO ENLACE 2 
o Frecuencia mínima --> 7000 (banda 7 GHz). 
o Frecuencia máxima --> 7000 (banda 7 GHz). 
o Polarización --> Vertical. 
o Modo estadístico -->Accidentado 
o % de tiempo --> 99. 
o % de situaciones --> 99. 
o Pérdida adicional --> Ciudad. 
o % --> 100. 
o Clima --> Desértico 
 
 
Figura 3.26  Propiedades de las redes  en Radio Mobile 
Fuente: Radio Mobile 
 
Crear un sistema en Radio Mobile 
Ahora pasamos al apartado Sistemas, donde vamos a indicar las potencias de nuestros dispositivos 
así como las ganancias de las antenas.  
            Nombre del sistema --> RADIOENLACE2 
o Potencia del Transmisor --> 20 dBm  
o Umbral del Receptor --> -81 dBm. 
o Tipo de antena -->  cardio.ant  
o Ganancia de antena --> 35.3 dBi 
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Figura 3.27  Intoducción de principales parametros del sistema 
Fuente: Radio Mobile 
 
De la misma manera que el enlace anterior elegimos el punto de NODO y el TERMINAL. 
Cálculo e interpretación del enlace 
Una vez configurado todos los parámetros, vamos a realizar el cálculo e interpretación para ello vamos 
clic en el icono enlace de radio . Agregamos las alturas de las antenas. 
 
Figura 3.28 Interpretación de  resultados Finales de enlace 
Fuente: Radio Mobile 
Se puede observar que con los parámetros utilizados se establece un enlace confiable el nivel de 
recepción es de -78.8dBm, y con una primera zona de Fresnel liberada mayor al 60%. (0.9F1), dando una 
altura de antenas de 7 y 19.5 metros para el lado del agente y el lado del site del SP 
correspondientemente. 
 
                        UNIVERSIDAD NACIONAL PEDRO RUIZ GALLO 
                          FACULTAD DE CIENCIAS FÍSICAS Y MATEMÁTICAS 
ESCUELA PROFESIONAL DE INGENIERÍA ELECTRÓNICA   
1. 
2. 
  91 
 
 
3.2.6.5 Cálculo del tercer enlace: Generación Eléctrica San Gabán S.A. – Nodo SP 
La Empresa de Generación Eléctrica San Gabán S. A. es una Empresa Estatal de Derecho Privado del 
Sector Energía y Minas, constituida con el objeto de generar energía eléctrica en su área de concesión, 
fue creada por acuerdo COPRI N° 2400/94/DE/COPRI fechado el 07 de Noviembre de 1994, como 
resultado del proceso de privatización de ELECTROPERU S. A., conforme al Decreto Legislativo N° 674. La 
Empresa de Generación Eléctrica San Gabán S.A. (Egesg) se dedica a la generación de energía. Posee una 
central hidroeléctrica, dos térmicas, y una capacidad instalada total de 121,50MW. Al mismo tiempo, 
maneja tres líneas de transmisión de 138kV con más de 324km de extensión. San Gabán es controlada 
por el Estado a través de Fonafe. 
Tomando como referencia el primer  y segundo cálculo de radioenlace, procedemos a realizar una 
tercera  factibilidad de enlace microondas para la empresa Generación Eléctrica San Gabán S.A. que se 
escuentra a 1.41 Km de distancia del site de SP tomado como referencia. 
Tabla 3.10 Datos principales de los Nodos SAN GABÁN S.A. – NODO SP 
 Generación Eléctrica San Gabán S.A. PROVEEDOR DE SERVICIOS DE 
TELEOMUNICACIONES 
LUGAR BELLAVISTA/PUNO/PUNO PUNO / PUNO  
DIRECCIÓN Av. La Floral Nº 245 Avenida El Sol s/n  
Latitud 15°49'58.33"S 15°50'40.74"S 
Longitud 70° 1'31.08"O 70° 1'13.07"O  
Altitud 
(m.s.n.m.) 
3 838 3 832 
Clima frío, moderadamente lluvioso y con 
amplitud térmica moderada 
frío, moderadamente lluvioso y con 







                        UNIVERSIDAD NACIONAL PEDRO RUIZ GALLO 
                          FACULTAD DE CIENCIAS FÍSICAS Y MATEMÁTICAS 
ESCUELA PROFESIONAL DE INGENIERÍA ELECTRÓNICA   
1. 
2. 




Se va a tomar como referencia las antenas de marca NEC, que trabajan en la banda de 23GHz.  
Pérdidas en el espacio libre  
Enlace SAN GABAN – NODO 
  𝐿𝐹𝑆 = 32,45 + 20 𝑙𝑜𝑔 23000 + 20 𝑙𝑜𝑔 1.41 
 𝐿𝐹𝑆 = 122,66 𝑑𝐵  
 
Margen de desvanecimiento  
La empresa necesita que el servicio que presta tenga una alta disponibilidad por esto que se desea una 
disponibilidad de 99,99%. Entonces r = 0,9999. 
Para el cálculo del margen de desvanecimiento se toma:  
A: Factor de Rugosidad de terreno = 0.25 montañoso disparejo  
B: Factor de Análisis climático = 0.25 Áreas normales tierra adentro  
 
Formula: 𝐹𝑚 = 30 𝑙𝑜𝑔 (Km) + 10 (6 ∗ 𝐴 ∗ 𝐵 ∗ (GHz) ) − 10 𝑙𝑜𝑔 (1 – 𝑟) − 70  
Enlace SAN GABAN – NODO 
  𝐹𝑚 = 30 𝑙𝑜𝑔 1.47 + 10 𝑙𝑜g(6 ∗ 0.25 ∗ 1 ∗ 23 ) − 10 𝑙𝑜𝑔 (1 − 0,9999) − 70  
 𝐹𝑚 = -9.6 𝑑𝐵  
 
 Ganancia del sistema  
𝐺𝑠 = 𝐿𝑓𝑠 + 𝐹𝑚 − 𝐿𝑔𝑢𝑖𝑎 − 𝐿𝑖𝑛𝑠 − 𝐺𝑡𝑥 − 𝐺𝑟𝑥  
Debido a que estas antenas traen incorporado el radio, las perdidas en la guía de onda y en los 
acoplamientos son despreciables.  
Enlace SAN GABAN – NODO 
 𝐺𝑡𝑥 = 35.3 𝑑𝐵𝑖 𝐺𝑟𝑥 = 35.3 𝑑𝐵𝑖  
 𝐺𝑠 = 122,66 – 9.6  – 70.6  
 𝐺𝑠 = 42.46   (Ganancia del sistema) 
 
Aquí calculamos cuál es la potencia mínima en watts que necesitaríamos para lograr el radio enlace. 
 Formula: PTx = Gs + Sensibilidad  
PTx = 42.45  +  (  −80 dBm)   
PTx = -37.15 dBm  
PTx = 0.0001758mW  
 
Es decir necesitaríamos un radio que tenga una potencia mínima de 0.0001758 mW ó -37.15dBm 
aproximada para lograr un enlace. 
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SIMULACIÓN DEL RADIO ENLACE CON LA APLICACIÓN RADIO MOBILE 
De la misma manera que se ha trabajado para los anterior radioenlace nos apoyamos en Google Earth, en 
este vamos a ingresar con las coordenadas la ubicación de SDE y el NODO de interconexión 
 
Figura 3.29  Ubicación de SDE y el NODO de interconexión 
Fuente: Google Earth 
En nuestro Radio Mobile hacemos clic sobre el ícono unidades . Una vez abierta la ventana, pegamos 
las ubicaciones. Si todo ha ido bien, en nuestro mapa de Puno, tienen que aparecer ambas unidades, como 
mostramos en la siguiente imagen 
 
Figura 3.30  Mapa Geográfico de Puno en Radio Mobile 
Fuente: Radio Mobile 
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Crear una red en Radio Mobile 
Una vez tenemos las unidades, tenemos que decir el tipo de red para el cual vamos a realizar el cálculo 
así como la frecuencia y demás valores necesarios para un cálculo lo más aproximado posible. 
Para ello hacemos clic en el botón para las propiedades de las redes . Nos aparecerá la primera 
ventana donde vamos a asignar los siguientes datos: 
o Nombre de la red --> RADIOENLACE3 
o Frecuencia mínima --> 23 000 (banda 23 GHz). 
o Frecuencia máxima --> 23 000 (banda 23 GHz). 
o Polarización --> Vertical. 
o Modo estadístico -->Accidentado 
o % de tiempo --> 99. 
o % de situaciones --> 99. 
o Pérdida adicional --> Ciudad. 
o % --> 100. 
o Clima --> Maritime temperate over land 
 
 
Figura 3.31  Propiedades de las redes  en Radio Mobile 
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Crear un sistema en Radio Mobile 
Ahora pasamos al apartado Sistemas, donde vamos a indicar las potencias de nuestros dispositivos así 
como las ganancias de las antenas.  
 
            Nombre del sistema --> RADIOENLACE3 
o Potencia del Transmisor --> 4.92dBm  (Potencia mínima según calculo) 
o Umbral del Receptor --> −80 dBm 
o Tipo de antena -->  cardio.ant  
o Ganancia de antena --> 35.3 dBi 
 
 
Figura 3.32  Ingreso de principales parámetros al sistema 
Fuente: Radio Mobile 
De la misma manera que el enlace anterior elegimos el punto de NODO y el TERMINAL. 
Cálculo e interpretación del enlace 
Una vez configurado todos los parámetros, vamos a realizar el cálculo e interpretación para ello 
vamos clic en el icono enlace de radio . El punto de NODO tiene una altura de 57 metros se le adiciona 
15 metros de altura para la torre, el punto de SDE tiene una altura de 77 metros, sumamos a este 15 
metros más de altura para la antena. 
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Figura 3.33  Interpretación de Resultados de radioenlace 
Fuente: Radio Mobile 
Se puede observar que, se establece un enlace con un nivel de recepción es de -70dBm, y con una 
primera zona de Fresnel liberada mayor al 60%. (6.6F1), con esto se valida la alta disponibilidad del enlace 
considerando 10.5 y 16 metros de altura de las antenas para el agente y el site del SP 
correspondientemente. 
 
3.3 DISEÑO DEL SOFTWARE 
3.3.1 ALCANCES DEL DISEÑO 
     Definido el diseño físico (Hardware), dimensionamiento de los equipos de red, procederemos a 
determinar la configuración de todos los router que intervienen, para efectos de simulación (Capitulo 4) 
consideramos 3 router adicionales que simularán la red del proveedor principal de servicios de 
telecomunicaciones (SP1), el cual se detalla en el siguiente cuadro: 
 
Tabla 3.11 Lista routers adicionales que simularán la red del proveedor principal de servicios de 
telecomunicaciones (SP1)   
ROUTER HOST NAME TIPO UBICACIÓN FISICA 
R9 PE1 CISCO C3700 
Infraestructura de red del proveedor 1 
(Principal) 
R10 PE2 CISCO C3700 
Infraestructura de red del proveedor 1 
(Principal) 
R11 CPE_SP1 CISCO C881 
Infraestructura de red del proveedor 1 
(Principal) 
Fuente: Propiedad de Autores       
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En el siguiente cuadro mostramos las principales características que debe tener la red de respaldo, el cual 
consideramos para configura los equipos de red: 
 
     Tabla 3.12 Principales características para la red de contingencia 
PROVEEDOR DE RESPALDO (SP2) 
ANCHO DE 
BANDA 










Prioridad 3 de 4 






Prioridad 4 de 4 






Prioridad 2 de 2 




Prioridad 2 de 2 
Fuente: Propiedad autores 
 
 
     La programación se va considerar en dos estructuras fundamentales, primero se va a programar y 
diseñar los equipos troncales considerado como la red backbone del operador de telecomunicaciones que 
viene a ser la red MPLS, para luego  añadir a los AGENTES con las configuraciones en los router de borde 
de la red (PE) y los CPE´s que vienen a ser los equipos de borde para el COES y AGENTE, previo a esto ya 
habido un dimensionamiento con el uso de los mejores protocolos de telecomunicaciones que se adaptan 
a nuestro requerimiento de diseño. 
      En la figura 3.36 definimos un diagrama de configuración del cual nos vamos a guiar para configurar 
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3.3.2 DIAGRAMA DE BLOQUES PARA  CONFIGURACIÓN INTEGRAL DE  LA RED 
 
Figura 3.34  Diagrama bloques para la  configuración de  los routers. 
Fuente: (Propiedad autores) 
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3.3.3 DISEÑO MPLS (Troncal): 
     En el marco teórico definimos los conceptos fundamentales de una red MPLS (MultiProtocol Label 
Switching), en el siguiente diseño vamos a simular el funcionamiento básico de una red MPLS y el 
enrutamiento en la backbone para nuestro diseño. El MPLS permite a cada nodo ya sea un switch o un 
router, asignar una etiqueta a cada uno de los Agentes de la tabla y comunicarla a sus nodos vecinos. Esta 
etiqueta es un valor corto y de tamaño fijo transportado en la cabecera del paquete para identificar un 
FEC (Forward Equivalence Class), que es un conjunto de paquetes que son reenviados sobre el mismo 
camino a través de la red, incluso si sus destinos finales son diferentes. La etiqueta es un identificador de 
conexión que sólo tiene significado local y que establece una correspondencia entre el tráfico y un FEC 
específico. Dicha etiqueta se asigna al paquete en la entrada del PE a los paquetes que vendrán de las 
sedes del COES o del Agente o también viceversa, para asignar la etiqueta se basa en su dirección de 
destino, los parámetros de tipo de servicio, la pertenencia a una VPN, o siguiendo otro criterio.  Para 
nuestro diseño de una red básica MPLS consideramos 4 router 2 que aran la función de LER o también 
para efectos de clientes son llamados PE y otros dos que lo consideramos como LSR, con esto buscamos 
simular la red troncal del proveedor de servicios de telecomunicaciones, en la Fig.3.37 mostramos la 
grafica se muestra el diagrama topológicoa seguir extraido del diagrama general. 
 
Figura 3.35 Diseño de Topologia MPLS con con 4 router 
Fuente: Propiedad autores 
 
Tabla de Subneteo MPLS 
     Definida la topología vamos a realizar el direccionamiento de las IP´s, consideramos la dirección de Red 
10.0.0.0/8 Clase B – Sub-red 10.0.0.0/24, para proceder a subnetear, la siguiente tabla muestra la red 
subneteada de acuerdo a requerimiento de nuestra topología. 
Tabla 3.13 Tabla de Subneteo MPLS 
RED ( MPLS ) 10.0.0.0/8     
SUB-RED  10.0.0.0/24     
 
 
     
LSR 
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10.0.0.4/32 F0/0 10.0.0.5/32 




10.0.0.4/32 F0/0 10.0.0.6/32 
10.0.0.8/32 F0/1 10.0.0.9/32 




10.0.0.8/32 F0/0 10.0.0.10/32 




4510R 4.4.4.4/32 10.0.0.12/32 F0/0 10.0.0.14/32 
 
Fuente: Propiedad autores 
 
     Determinado el direccionamiento procedemos a realizar las configuraciones generales de los routers, 
como el host-name, las interfaces, cada Router con una Loopback según tabla de direccionamiento para 
la administración y gestión, el objetivo de la loopback es funcionar como Id (identificador) para OSPF, 
MPLS, BGP. Configuraremos enlaces punto a punto entre todos los equipos y un protocolo IGP para el cual 
consideramos  OSPF con proceso 100, esto para todos los equipos, con esto buscamos redistribuir las 
rutas en LDP (Protocolo de distribución de etiquetas), en la tabla inferior se muestra los comandos a 
ejecutar y los detalles principales de cada comando, tener en cuenta que para ejecutar estos comandos 
se debe ingresar en modo de configuración del router , la mayoría de los comandos son repetitivos en los 
4 routers de la red MPLS, en la parte derecha la descripción y el detalle para cada comando aplicado, para 
esta configuraciones tomamos como referencia el diseño topologico de la Fig. 3.36. 
Tabla 3.14 CONFIGURACIONES GENERALES PARA R1 Y R4 (PE) 
 
ROUTER 1 // PE1_LER 
COMANDOS DE PROGRAMACIÓN 
 
ROUTER 4 // PE2_LER 
COMANDOS DE PROGRAMACIÓN 
 
DETALLE DE LOS COMANDOS 
 




Configuramos el nombre de router 
para los PE de la red MPLS-
Contingencia Fig.3.13 
! !  
PE1_LER(config)#interface 
Loopback0 
PE2_LER(config)#interface Loopback0 Direccionamiento ip para la interface 
loopback de gestión. 




INTERFACE DE GESTION 
PE2_LER(config-if)#description 
INTERFACE DE GESTION 
 PE1_LER(config-if)#ip address 1.1.1.1 
255.255.255.255 
 ip address 4.4.4.4 255.255.255.255 





Ingresamos a la interface de cara a 
MPLS interna 
 PE1_LER(config-if)#ip address 
10.0.0.5 255.255.255.252 
PE2_LER(config-if)# ip address 
10.0.0.14 255.255.255.252 
Direccionamiento ip de Interface 
según tabla de subneteo 3.4 
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PE1_LER (config-if)#no shutdown PE2_LER (config-if)#no shutdown Activamos la interface 
! !  
 
 
Tabla 3.15 CONFIGURACIONES GENERALES PARA R2 Y R3 (P) 
 
ROUTER 2 // P1_LSR 
COMANDOS DE PROGRAMACIÓN 
 
ROUTER 3 // P2_LSR 
COMANDOS DE PROGRAMACIÓN 
 
DETALLE DE LOS 
COMANDOS 
 




Configuramos el nombre de 
router 
! !   
P1_LSR(config)#interface Loopback0 P2_LSR(config)#interface Loopback0 
Direccionamos la  ip para la 
interface loopback de 
gestión. 
 
 P1_LSR(config-if)#description INTERFACE 
DE GESTION 
P2_LSR(config-if)# description INTERFACE 
DE GESTION 
 P1_LSR(config-if)#ip address 2.2.2.2 
255.255.255.255 
 P2_LSR(config-if)#ip address 3.3.3.3 
255.255.255.255 




FastEthernet0/0  Se configura interface de 
cara a los LER (PE) 
  
PE1_LER(config-if)# ip address 10.0.0.6 
255.255.255.252 
P2_LER(config-if)#ip address 10.0.0.10 
255.255.255.252 
 P1_LSR(config-if)#no shutdown  P2_LSR(config-if)#no shutdown  Activamos la interface 
! !   
interface FastEthernet0/1 interface FastEthernet0/1 
Direccionamiento ip para la 
interface de cara a los LSR 
(P) 
 PE1_LER(config-if)#ip address 10.0.0.9 
255.255.255.252 
PE1_LER(config-if)#ip address 10.0.0.13 
255.255.255.252 
 P1_LSR(config-if)#no shutdown  P1_LSR(config-if)#no shutdown  Activamos la interface 
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CONFGURACIÓN DE IGP  (Interior Gateway Protocol) 
        Ya tenemos todos los router de la red MPLS direccionados y con las interfaces levantadas, posterior 
a esto pasaremos a configurar los protocolos, LDP viene a ser el protocolo que utiliza MPLS para la 
distribución de etiquetas este tiene que estar asociado a un protocolo IGP (Interior Gateway Protocol) 
que se encarga de realizar la conmutación sobre las rutas aprendidas, en nuestro caso como IGP vamos 
utilizar OSPF, OSPF actua como  protocolo de encaminamiento interior en todos los router de la MPLS, la 
siguiente tabla muestra la configuración de OSPF anuciando un proceso 100 para los router dentro de la 
red troncal MPLS.  
Tabla 3.16 CONFIGURACIONES IGP-OSPF PARA R1 Y R4 (PE) 
 
ROUTER 1 // PE1_LER 
COMANDOS DE PROGRAMACIÓN 
 
ROUTER 4 // PE2_LER 
COMANDOS DE PROGRAMACIÓN 
 
DETALLE DE LOS COMANDOS 
PE1_LER(config)#router ospf 100 PE2_LER(config)#router ospf 100 
Configuramos el protocolo OSPF 
para redistribuir las rutas MPLS, se 
anuncia el proceso 100 
PE1_LER(config-router)# network 
1.1.1.1 0.0.0.0 area 0 
 PE2_LER(config-router)# network 
4.4.4.4 0.0.0.0 area 0 
Anunciamos la red de loopback en 
OSPF 
PE1_LER(config-router)# network 
10.0.0.0 0.0.0.255 area 0 
 PE2_LER(config-router)# network 
10.0.0.0 0.0.0.255 area 0 
Publicamos la red de 
direccionamiento de las interfaces  
 
Tabla 3.17 CONFIGURACIONES OSPF PARA R2 Y R3 (P) 
 
ROUTER 2 // P1_LSR 
COMANDOS DE PROGRAMACIÓN 
 
ROUTER 3 // P2_LSR 
COMANDOS DE PROGRAMACIÓN 
 
DETALLE DE LOS 
COMANDOS 
P1_LSR(config)#router ospf 100 P2_LSR(config)#router ospf 100 
configuramos Protocolo 
OSPF para redistribuir las 
rutas MPLS, se anuncia el 
proceso 100 
 P1_LSR(config-router)#network 2.2.2.2 
0.0.0.0 area 0 
 P2_LSR(config-router)#network 3.3.3.3 
0.0.0.0 area 0 
 Se anuncia las loopback en 
OSPF 
 P1_LSR(config-router)#network 10.0.0.0 
0.0.0.255 area 0 
 P2_LSR(config-router)#network 10.0.0.0 
0.0.0.255 area 0 
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Tabla 3.18  Troubleshooting Configuraciones básicas. 
 La imagen 
muestra las 
interfaces 
para PE1, con 





y en UP tanto 
físicamente 
como a nivel 
de protocolo. 
 En la imagen 
se muetra la 
tabla de 
enrutamiento 
para el PE1, 
tener en 
cuenta que 
solo se ha 
configurado el 
router de cara 
a la MPLS, se 






con estas se 
direcionara los 







P2 que es el 
router de 
nucleo de 






y en UP tanto 
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como a nivel 
de protocolo. 
 En la imagen 
se muetra la 
tabla de 
enrutamiento 
para el P2, se 






con estas se 
direcionara los 




CONFIGURACIÓN DE LDP (Label Distribution Protocol) 
           Luego de haber realizado las configuraciones básicas en los router ademas de configurar OSPF para 
la conmutación de etiquetas, configuramos MPLS y activaremos el protocolo LDP en cada una de los 
equipos de red MPLS estos equipos simularan ser los PE (Providers Edge) también llamado LER (Label Edge 
Router) de nuestra red MPLS es decir el borde del proveedor, tambien configuramos los P  también 
llamados LSR (Label Switching Router) o router de nucleo. LDP (Label Distribution Protocol) nos sirve para 
distribuir las etiquetas MPLS entre los equipos de la red.  
Pasamos a ejecutar los comandos para MPLS – LDP y validamos con un  troubleshooting final 
Tabla 3.19 Configuración de LDP-MPLS para Router 1 y Router 4 
ROUTER 1 // PE1_LER 
COMANDOS DE PROGRAMACIÓN 




DETALLE DE LOS COMANDOS 
PE1_LER(config)# ip cef PE2_LER(config)# ip cef 
Configuración de Cisco Express 
Forwarding 
PE1_LER(config)# mpls label range 20 200 
PE2_LER(config)# mpls label 
range 20 200 
configuramos el rango 
dinámico de etiquetas locales 
disponibles para su uso en las 
interfaces de paquetes, 
definidas entre 20 y 200 
PE1_LER(config)# mpls label protocol ldp 
PE2_LER(config)# mpls label 
protocol ldp 
 Establecemos LDP como el 
protocolo de distribución de 
etiquetas, tener en cuenta que 
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no es el unico pero este se 
acomado mas a lo que 
queremos hacer en nuestro 
diseño. 
PE1_LER(config)# mpls ip default-route 
PE2_LER(config)# mpls ip 
default-route 
 MPLS por defecto para todas 
las interfaces 
PE1_LER(config)# mpls ldp neighbor 2.2.2.2 
password TESIS 
PE2_LER(config)# mpls ldp 
neighbor 3.3.3.3 password TESIS 
Configuramos un password 
para usar con TCP Message 
Digest 5 (MD5) para la 
conexión de sesión TCP con el 
vecino especificado, or 
seguridad, considerar que nos 
es obligatorio. 
PE1_LER(config)# mpls ldp discovery hello 
interval 2 
PE2_LER(config)# mpls ldp 
discovery hello interval 2 
 Configura los intervalos y 
tiempos de espera para un 
paquede hello de los vecinos 
conectados directamente. 
PE1_LER(config)# mpls ldp discovery hello 
holdtime 10 
PE2_LER(config)# mpls ldp 
discovery hello holdtime 10 
 Definimos el período de 
tiempo que un vecino LDP 
descubierto es recordado sin la 
recepción de un mensaje de 
LDP Hello desde el vecino 
PE1_LER(config)# mpls ldp maxhops 10 
PE2_LER(config)# mpls ldp 
maxhops 10 
Limitamos el número de saltos 
permitidos en un LSP 
establecido por el Downstream 
en el método de la demanda 
de distribución de etiquetas. 
! !   
PE1_LER(config)# interface FastEthernet0/0 
PE2_LER(config)# interface 
FastEthernet0/0 
 Especificamos la interfaz para 
configurar. 
 PE1_LER(config-if)#mpls ldp discovery 
transport-address interface 
 PE1_LER(config-if)#mpls ldp 
discovery transport-address 
interface 
Específica la dirección de 
transporte anunciado en los 
mensajes LDP Discovery Hello 
para el envió en una interfaz. 
 PE1_LER(config-if)# mpls mtu 2000 
 PE1_LER(config-if)# mpls mtu 
2000 
 Establecemos el tamaño de 
MTU para la interfaz. 
! !   
PE1_LER(config)# router ospf 100 
PE2_LER(config)# router ospf 
100   
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 PE1_LER(config-router)#mpls ldp 
autoconfig area 0 
 PE1_LER(config-router)#mpls 
ldp autoconfig area 0 
 Distribución de las rutas LDP 
en OSPF, esto es lo principal. 
 ! !   
PE1_LER(config)# mpls ldp router-id 
Loopback0 
PE2_LER(config)# mpls ldp 
router-id Loopback0 
 Especificamos una interfaz 
preferida para determinar el ID 
del router LDP, en este caso la 
loobback que nos sirve de 
gestión. 
 
Tabla 3.20 Configuración de LDP-MPLS para Router 2 y Router 3, router de núcleo 
ROUTER 2 // P1_LSR 
COMANDOS DE PROGRAMACIÓN 
ROUTER 3 // P2_LSR 
COMANDOS DE PROGRAMACIÓN 
DETALLE DE LOS COMANDOS 
P1_LSR(config)#ip cef P2_LSR(config)#ip cef 
 Configuración de Cisco 
Express Forwarding 
! !   
P1_LSR(config)#mpls label range 20 200 
P2_LSR(config)#mpls label range 
20 200 
 configuramos el rango 
dinámico de etiquetas locales 
disponibles para su uso en las 
interfaces de paquetes, 
definidas entre 20 y 200 
P1_LSR(config)#mpls label protocol ldp 
P2_LSR(config)#mpls label 
protocol ldp 
 establecemos LDP como el 
protocolo de distribución de 
etiquetas 
P1_LSR(config)#mpls ip default-route 
P2_LSR(config)#mpls ip default-
route 
 MPLS por defecto para todas 
las interfaces 
P1_LSR(config)#mpls ldp neighbor 1.1.1.1 
password TESIS 
P2_LSR(config)#mpls ldp neighbor 
2.2.2.2 password TESIS 
Configuramos un password 
para usar con TCP Message 
Digest 5 (MD5) para la 
conexión de sesión TCP con el 
vecino especificado. 
P1_LSR(config)#mpls ldp neighbor 3.3.3.3 
password TESIS 
P2_LSR(config)#mpls ldp neighbor 
4.4.4.4 password TESIS   
P1_LSR(config)#mpls ldp discovery hello 
interval 2 
P2_LSR(config)#mpls ldp discovery 
hello interval 2 
 Configura los intervalos y 
tiempos de espera para los 
vecinos conectados 
directamente. 
P1_LSR(config)#mpls ldp discovery hello 
holdtime 10 
P2_LSR(config)#mpls ldp discovery 
hello holdtime 10 
 Definimos el período de 
tiempo que un vecino LDP 
descubierto es recordado sin 
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la recepción de un mensaje 
de LDP Hello desde el vecino 
P1_LSR(config)#mpls ldp maxhops 10 
P2_LSR(config)#mpls ldp maxhops 
10 
Limitamos el número de 
saltos permitidos en un LSP 
establecido por el 
Downstream en el método de 
la demanda de distribución 
de etiquetas. 




 Especificamos la interfaz para 
configurar. 
 P1_LSR(config)#mpls ldp discovery 
transport-address interface 
 P2_LSR(config)#mpls ldp discovery 
transport-address interface 
Específica la dirección de 
transporte anunciado en los 
mensajes LDP Discovery Hello 
para el envió en una interfaz. 
 P1_LSR(config)#mpls mtu 2000  P2_LSR(config)#mpls mtu 2000 
 Establecemos el tamaño de 
MTU para la interfaz. 




 Especificamos la interfaz para 
configurar. 
 P1_LSR(config)#mpls ldp discovery 
transport-address interface 
 P2_LSR(config)#mpls ldp discovery 
transport-address interface 
Específica la dirección de 
transporte anunciado en los 
mensajes LDP Discovery Hello 
para el envió en una interfaz. 
 P1_LSR(config)#mpls mtu 2000  P2_LSR(config)#mpls mtu 2000 
 Establecemos el tamaño de 
MTU para la interfaz. 
! !   
P1_LSR(config)#router ospf 100 P2_LSR(config)#router ospf 100   
 P1_LSR(config-router)#mpls ldp autoconfig 
area 0 
 P2_LSR(config-router)#mpls ldp 
autoconfig area 0 
 Distribución de las rutas LDP 
en OSPF 
mpls ldp router-id Loopback0 mpls ldp router-id Loopback0 
 Especifica una interfaz 
preferida para determinar el 
ID del router LDP 
 
       Luego de haber configurado MPLS, OSPF, LDP; el mecanismo para el tráfico de paquetes que ingresen 
a red troncal MPLS del proveedor de servicios debería ser el siguiente: 
 
                        UNIVERSIDAD NACIONAL PEDRO RUIZ GALLO 
                          FACULTAD DE CIENCIAS FÍSICAS Y MATEMÁTICAS 
ESCUELA PROFESIONAL DE INGENIERÍA ELECTRÓNICA   
1. 
2. 
  108 
 
 
2. Las tablas de enrutamiento de los diferentes LSRs y LERs se calculan con Interior Gateway Protocol, 
como es el Open Shortest Path First (OSPF) que ya configuramos. 
3.  El protocolo de distribución de etiquetas (LDP) anuncia los enlaces entre rutas y etiquetas. Estos 
enlaces se comparan con la tabla de enrutamiento. Si la ruta (prefijo / máscara y siguiente salto) 
aprendidas del LDP coincide con la ruta aprendido de IGP en la tabla de enrutamiento, se crea una 
entrada en la etiqueta que reenvía bases de información (LFIB) en la LER. 
El LSR utiliza este mecanismo de reenvío: 
1. Una vez que un borde LER recibe un paquete sin marcar, la tabla de Cisco Express Forwarding se 
comprueba y se impone una etiqueta en el paquete si es necesario. Este LER también se llama el 
ingreso LSR. 
2. A la llegada de un paquete etiquetado en la interfaz de entrada de un LSR núcleo, el LFIB 
proporciona la interfaz de salida y la nueva etiqueta que está asociado con el paquete saliente. 
3. El router antes de la última LER (el penúltimo salto) aparece la etiqueta y transmite el paquete sin 
la etiqueta. El último salto se llama LER o el LSR de salida. 
 
VALIDACIÓN Y TROUBLESHOOTING MPLS 
Tabla 3.21 Troubleshooting LDP-MPLS 
COMANDO DE VERIFICACIÓN LDP,MPLS DESCRIPCIÓN 
 
Con el comando 
show observamos  
la interface del PE1 
el cual negocia el 
protocolo LDP 
 
Para P1 las dos 
interfaces negocian 
LDP puesto que las 
dos se conectan a la 
Backbone MPLS 
 
LDP para las 
interfaces de P2, de 
la misma manera 
que el P1 
 
 
LDP para la 
interface de PE2 de 
cara a la MPLS 
interna 
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Con el comando 
show… en P1 
podemos validar 
LDP configurado 
para los VECINOS,se 
valida el 
establecimiento de 
LDP entre el 
direccionamiento 
de las IP para cada 
interface, se valida 
el identificador de 
LDP para el router 
(2.2.2.2) y las 
conexiones 






P2 podemos validar 
LDP configurado 
para los VECINOS,se 
valida el 
establecimiento de 
LDP entre el 
direccionamiento 
de las IP para cada 
interface, se valida 
el identificador de 
LDP para el router 
(3.3.3.3) y las 
conexiones 
remortas a nivel 
LDP. 
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Con el comando 





LDP, muestra el 
contenido de LIB 
(Label Information 
Base), para 
dirección de origen 
se puede identificar 












Con el comando 
show… podemos 
visualizar el 
contenido de la 






 CONFIGURACIÓN MP-IBGP (Multiprotocolo extendida Border Gateway) 
      Con las últimas configuraciones ya debe funcionar en una forma básica la red MPLS troncal, en la 
siguiente parte  Configuraremos Multiprotocolo extendida Border Gateway Protocol (MP-IBGP) para 
interconectar por medio de una vpn de MPLS  o una  VPN L3,  los router de borde (PE1 y PE2), MP-BGP es 
un BGP extendido que permite llevar información de encaminamiento para múltiples protocolos de capa 
de red IPv6, VPNv4, y otros. 
Para nuestra topología, los router LSR, LER 1 y 2, están configurados para estar en un mismo AS 12777, 
los router LER1 (PE1) y LER2 (PE2) se comunican entre sí usando MP-IBGP.  
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         Para anunciar las rutas de las VRF entre PE´s o LER que más adelante configuraremos, debemos 
configurar multiprotocolo BGP (MP-BGP). MP-BGP es un poco diferente de BGP normal puesto que es 
compatible con múltiples familias de direcciones (por ejemplo, IPv4 e IPv6) durante una adyacencia del 
BGP común. También es compatible con el anuncio de las rutas de VPN, que son más de las rutas normales 
debido a la adición de un Distinguidor ruta de 64 bits (que asignamos bajo configuración VRF el cual se 
verá más adelante). 
MP-BGP sólo se ejecuta en los routers PE o LER, los routers P o LSR depender enteramente de la IGP del 
proveedor y MPLS para reenviar el tráfico a través de la red de proveedores y routers el CPE no tienen 
conocimiento de las rutas fuera de su propio VRF.  Existen dos routers PE en BGP AS 12777, la siguiente 
tabla muestra la configuración, validaremos el funcionamiento  por completo cuando configuremos la VRF 
que interconectará el primer agente con el COES. 
 
Tabla 3.22 Configuración de MP-IBGP entre los router PE para clientes de nuestro diseño 
ROUTER 1 // PE1_LER  
COMANDOS DE PROGRAMACIÓN 
ROUTER 4 // PE2_LER  
COMANDOS DE PROGRAMACIÓN 
DETALLE DE 
COMANDO 
PE1_LER(config)#router bgp 12777 PE2_LER(config)#router bgp 12777 
 configuramos un 
proceso de 
enrutamiento BGP en el 
AS 12777 definido para 





 Desactivamos la 
sincronización entre el 





 permite el registro de 
los cambios de estado 
vecino BGP (up or 
down) y se reinicia para 
los problemas de 
conectividad de red de 
solución de problemas 
y la medición de la 
estabilidad de la red 
 PE1_LER(config-router)#neighbor 4.4.4.4 
remote-as 12777 
 PE2_LER(config-router)#neighbor 
1.1.1.1 remote-as 12777 
 Especicamos como 
vecino BGP a los router 
de  borde PE. 
 PE1_LER(config-router)#neighbor 4.4.4.4 
update-source Loopback0 
 PE2_LER(config-router)#neighbor 
1.1.1.1 update-source Loopback0 
 Especifica como origen 
de actualizaciones la 
loopback0 para en 
vecino definido. 
 PE1_LER(config-router)#no auto-summary 
 PE2_LER(config-router)#no auto-
summary 
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para intercambiar rutas 
IPv4 en la instancia VRF 
especificada entre 
compañeros. 
  PE1_LER(config-router-af)#neighbor 
4.4.4.4 activate 
  PE2_LER(config-router-af)#neighbor 
1.1.1.1 activate 
 Activamos la sesión 
con el vecino 
  PE1_LER(config-router-af)#neighbor 
4.4.4.4 send-community both 
  PE2_LER(config-router-af)#neighbor 
1.1.1.1 send-community both 
 Especificamos  la que 
las comunidades 
atribuyen ser enviados 
al vecino en esta 
dirección IP. 
 
Tabla 3.23 TROUBLESHOOTING PARA MP-IBGP 
 Con el comando 
sobre P2, 
validamos que 
se ha formado la 
vecindad BGP 
con el router de 
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En la imagen 
para P1 se 
observa que se 
ha formado la 
vecindad con P2 
ID 4.4.4.4  
 
3.3.4 DISEÑO VPN AGENTE  
 
     Con esto hemos terminado de configurar la red troncal MPLS procedemos a integrar nuestra topología 
Final a ser emulada, se agrega los enlaces de última milla de cara a las SEDES, el diagrama topológico final 
lo mostramos en la siguiente Figura 3.38 
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Figura 3.36 Diseño topológico Integral 
Fuente: (Propiedad autores) 
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Tabla 3.24 Tabla de subneteo para la red WAN del Agente 
RED WAN ( 
CLIENTES ) 10.0.0.0/8     
RED A 
SUBNETEAR 
(WAN) 10.1.1.1/24     
      
EQUIPO DE RED ROUTER LOOPBACK 0 
DIRECCIÓN DE 
RED 
INTERFACE DIRECCIÓN IP 
LER_1 PE 





10.0.0.4/32 F0/0 10.0.0.5/32 
10.1.1.8/32 F0/1 10.1.1.9/32 
10.1.1.12/32 F1/0 10.1.1.13/32 






10.0.0.12/32 F0/0 10.0.0.14/32 
10.1.1.0/32 F0/1 10.1.1.1/32 
CPE_N AGENTE R5 CISCO 881 5.5.5.5/32 
10.1.1.0/32 F0/0 10.1.1.2/32 
192.168.5.0/24 F0/1 192.168.5.3/24 
CPE_1 COES 
PRINCIPAL 
R6 CISCO 3925 6.6.6.6/32 
10.1.1.8/32 F0/0 10.1.1.10/32 
192.168.7.0/24 F0/1 192.168.7.2/24 
CPE_2 COES 
CONTINGENCIA 
R7 CISCO 3845 7.7.7.7/32 
10.1.1.12/32 F0/0 10.1.1.14/32 
192.168.7.0/24 F0/1 192.168.7.3/24 
CPE_3 COES 
RESPALDO 
R8 CISCO 3925 8.8.8.8/32 
10.1.1.16/32 F0/0 10.1.1.18/32 
192.168.8.0/24 F0/1 192.168.8.1/24 
 
     Si bien en cierto en un comienzo hicimos el subneteo de la red para la troncal de la MPLS, ahora 
podemos hacer otro subneteo para la red de conexión al COES para el Agente 1 consideramos la sub-red 
10.1.1.1/24  
VPN4- AGENTE  
    El siguiente paso es integrar el agente a la Red MPLS, pasamos a configurar los router de borde tanto 
para la red del SP como para la red del agente, llamado PE y CPE respectivamente. Sobre la Backbone 
MPLS, definimos  la “formación” de redes privadas virtuales VPNs en los routers de acceso a la red para 
que la backbone IP pueda ser compartida por varios Agentes sin que por ello la seguridad de la red se vea 
afectada. Los PE’s intercambiaran información de las VPNs conectadas a través de MP-BGP, los P son 
trasparentes para las configuración solo se configura sobre los PE, en las siguientes tablas definimos las 
configuraciones. 
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     Nota: en una red real cada sede tiene su propio PE por estar alejados geográficamente, para efectos 
de Emulación se va considerar como si los CPE del lado del COES colgarán de un solo PE, de la misma 
manera para el CPE del lado del Agente del SEIN, esto con el fin de poder simular en tiempo real la 
conexión de todos las sedes, ya que el emulador GNS3 realizar bastante consumo de recursos según el 
número de routers que se agrega, el comportamiento es el mismo como si se tuviera por cada nodo de 
acceso un PE. 
VRF  LADO AGENTE  
     Creamos las VRFs en nuestros routers PE2 de cara al Agente y asignar las interfaces que involucra  la 
VRF para este caso llamaremos a nuestra VRF AGENTE_1, puesto que es el primer agente que se esta 
configurando sobre los PE. Tenemos que asignar a cada VRF un Distinguidor ruta (RD) para identificar 
prefijos como pertenecientes a la VRF y uno o más objetivos de ruta (RT) para especificar cómo las rutas 
deben ser importados y exportados a partir de la VRF. 
     Usaremos un Distinguidor ruta para cada VRF en forma de <ASN>: <número X> (ASN=12777) Para 
simplificar, vamos a reutilizar el mismo valor que a la vez un objetivo ruta de importación y exportación 
dentro de cada VRF (aunque somos libres para elegir a diferentes o adicionales objetivos de ruta si se 
prefiere). Considerar que la configuración VRF se debe realizar en todos los routers PE de cara a cada SEDE 
que se quiera conectar.  
Nombre de la VRF 
     Utilizamos como nombre de la VRF, AGENTE_X, X hace referencia al número del agente según solicite 
los servicios. 
     Definimos la VRF a configurar para nuestro primer agente del SEIN (X=1), Con el siguiente comando 
definimos la instancia de ruteo de VPN mediante la asignación de un nombre de VRF e ingresa en el modo 
de configuración de VRF. 
PE2_LER(config)#ip vrf AGENTE_1 
Valores de RT 
LA especificación del RT (Objetivo de rutas) es la clave para el establecimiento del servicio. Mediante esta 
herramienta se define las políticas para exportación / Importación de prefijos. La función básica para la 
etiqueta es. 
Definir los mecanismos necesarios para establecer las políticas de exportación/Importación de prefijos 
dentro del contexto de las VRFs. 
Los valores de RT que estamos asignando corresponde a la siguiente sintaxis: ASN:XXXX 
 ASN: responde al número de sistema autónomo del SP (12777), y XXXX responde a una asignación 
secuencial que cada operador específico para cada cliente, en nuestro caso estamos asignando un valor 
al azar. 
Configuración: 
Creamos una tabla VRF especificando un route-distinguisher  
PE2_LER(config-vrf)# rd 12777:1902 
Creamos una lista de comunidades de exportación o de importación y de destino ruta de exportación para 
el VRF especificada. Ingresamos un número AS sistema y un número arbitrario (12777: XXXX). 
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 import La palabra clave importa la información de ruteo de la comunidad ampliada de la blanco VPN. 
PE2_LER(config-vrf)# route-target export 12777:1000001902 
PE2_LER(config-vrf)# route-target import 12777:1000001902 
PE2_LER(config-vrf)# route-target import 12777:1100000001 
PE2_LER(config-vrf)# route-target import 12777:1100000001 
PE2_LER(config-vrf)# route-target import 12777:1000000001 
 
Definido la VRF pasamoa asociarla a la interface que negociara los paquetes con el CPE de cara a la sede 
Remota del Agente, la siguiente tabla muestra la configuración: 
 
Tabla 3.25 Forwarding  de Interfaces a VRF AGENTE_1 para PE2 
ROUTER 4 // PE2_LER 
COMANDO DE CONFIGURACIÓN 
DETALLE DE COMANDO 
PE2_LER(config)#interface FastEthernet0/1  Escogemos la interface a configurar 
PE2_LER(config-if)# no ip address  Se asocia ip a la sub-interface 
PE2_LER(config-if)# duplex auto  El puerto negocia el direccionamiento de trafico  
PE2_LER(config-if)# speed auto  El puerto negocia automáticamente la velocidad 
!   
PE2_LER(config-if)#interface FastEthernet0/1.104 
 Entra en el modo de configuración de interfaz y 
especificar la interfaz de capa 3 para ser asociado 
con el VRF. 
PE2_LER(config-subif)# encapsulation dot1Q 104 
 Modo de configuración de gama subinterfaz para 
solicitar un ID de VLAN a la subinterfaz. 
PE2_LER(config-subif)# ip vrf forwarding AGENTE_1 
 Asociamos nuestra  VRF a la interfaz o subinterfaz 
especificada. 
PE2_LER(config-subif)# ip address 10.1.1.1 
255.255.255.252 
 Direccionamos la interface con la IP asociada 
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Tabla 3.26 Troubleshooting para la VRF,e interface asociada 
VERIDICAMOS LA VRF Y SUs INTERFACES ASOCIADAS PARA PE2 DESCRIPCIÓN 
 Se valida la 
interface de PE2 






para conectarce al 
router principal 
del COES, se 
valida el stado en 
UP. 
 
Con el comando 
validamos la 
interface asignada 
para la VRF, 
además del RD 
 
Con el comando 
validamos el 
detalle de la VRF 
configurada, se 








CONFIGURACIÓN DE EBGP  
     Anteriormente para comunicar las VRF entre los PE, configuramos MP-BGP entre los dos routers 
PE. Ahora, vamos a configurar un IGP entre cada router PE y sus routers CPE (Router de borde para el SP 
y el cliente) conectados para intercambiar rutas con las instalaciones del COES y del AGENTE.  Tener en 
cuenta que para esto podemos utilizar cualquier protocolo IGP pero vamos a utilizar EBGP, puesto que el 
COES y los agentes están usando AS distintos, y para posteriormente habilitar HSRP será muy necesario 
conpartir rutas con BGP, El BGP distribuye la información de alcance para los prefijos del VPN-IPv4 para 
cada VPN, es necesario también mencionar las ventajas de usar peer-Group para simplificar y optimizar 
las rutas a publicar con EBGP. 
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     Dado que los vecinos de BGP comparten las mismas políticas de salida, en lugar de configurar cada 
vecino con la misma política de forma individual, configuramos un peer-group o también llamado grupo 
de pares, esto nos va a permitir agrupar las políticas que pueden ser aplicados a los pares individuales, 
con esto el cálculo de actualización es más eficiente junto con una configuración más simplificada.  
    Además cuando se especifica un peer-group BGP se reduce la cantidad de recursos del sistema (CPU y 
memoria) necesarios en una generación de actualización, también un grupo de pares BGP simplifica la 
configuración BGP reduce la carga sobre los recursos del sistema al permitir que la tabla de enrutamiento 
para comprobar sólo una vez, y las actualizaciones que se replica en todos los miembros del grupo de 
pares en vez de ser hecho de forma individual. 
De acuerdo a lo mencionado definimos los siguientes Peer-group que procederemos a configurar en los 
ruter involucrados para negociar las adyacencias en BGP: 
      Tabla 3.27  Tabla de Peer-group 
ROUTER PEER-GROUP NAME 
PE1 WAN_COES1, WAN_COES2, WAN_COES3 
PE2 CLIENTE_1 
CPE_AGENTE WAN_CLIENTE 
CPE_1 COES PRINCIPAL WAN_MPLS_2 
CPE_2 COES CONTINGENCIA WAN_MPLS_2 
CPE_3 COES RESPALDO WAN_MPLS_2 
 
Pasamos a detallar las configuraciones para el EBGP del PE2. 
Creamos  un proceso de enrutamiento BGP y entramos en el modo de configuración de enrutamiento 
BGP 
PE2_LER(config)#  router bgp 12777 
Definimos los parámetros de BGP para PE en las sesiones de enrutamiento con el CPE y entramos en el 
modo VRF dirección familiar. 
         PE2_LER(config-router)# address-family ipv4 vrf AGENTE_1 
Redistribuyemos las rutas conectadas y estáticas 
PE2_LER(config-router-af)#  redistribute connected 
PE2_LER(config-router-af)#  redistribute static 
Creamos el peer group BGP que agrupara todas las actualizaciones que serán enviadas al vecino para el 
router principal IP: 10.1.1.10 
PE2_LER(config-router-af)#  neighbor CLIENTE_1 peer-group 
Definimos una sesión BGP entre PE y  la red principal del COES que tiene un AS 65001 
PE2_LER(config-router-af)#  neighbor CLIENTE_1 remote-as 65001 
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Habilitamos digest5 que nos sirve para dar seguridad, la autenticación (MD5) en una conexión TCP entre 
dos pares BGP 
PE2_LER(config-router-af)#  neighbor CLIENTE_1 password UNPRG 
Especificamos que se enviarán a ambas comunidades estándares y ampliados. 
PE2_LER(config-router-af)#  neighbor CLIENTE_1 send-community both 
El siguiente comando lo usamos cuando un agente tienen el mismo AS remoto y para llegar a este hay 
que pasar por un AS intermedio que es nuestro caso, al llegar al AS remoto y ver que es su propio AS, el 
router puede causar un loop/Bucle, para solucionar esto untilizamos as-override que lo que hace es 
sobrescribir el número de AS que se le envía a un vecino. 
PE2_LER(config-router-af)#  neighbor CLIENTE_1 as-override 
El siguiente comando nos permite restablecer la sesión BGP e iniciar el almacenamiento de actualizaciones 
de la tabla de enrutamiento de entrada del grupo vecino o compañero especificado. A partir de ese 
momento en adelante, se mantiene una copia de la tabla de enrutamiento BGP para el grupo vecino o 
compañero especificada en el router. 
PE2_LER(config-router-af)#  neighbor CLIENTE_1 soft-reconfiguration inbound 
Al peer-group creado anteriormente lo asociamos a una IP que viene a ser la Ip del vecino inmediato en 
este caso la IP de la interface del CPE del AGENTE 
PE2_LER(config-router-af)#  neighbor 10.1.1.2 peer-group CLIENTE_1 
Activamos la sesión con el vecino CPE 
PE2_LER(config-router-af)#  neighbor 10.1.1.2 activate 
Configuración de BGP para el lado CPE-AGENTE 
Configurado el lado de router de borde de la red del SP (PE2), procedemos a configurar los vecinos BGP, 
en este caso en vecino directo vendría a ser  el CPE de la SEDE AGENTE. 
Ingresamos en modo de configuración para el ROUTER 5 //CPE_CUSTOMER 
Creamos el proceso de enrutamiento BGP para el CPE 
CPE_AGENTE1(config)#router bgp 65001 
Configuramos la ip loopbak como ID de router para el proceso de enrutamiento local BGP(Border Gateway 
Protocol ) 
CPE_AGENTE1(config-router)#bgp router-id 5.5.5.5 
Creamos el peer group BGP que agrupara todas las actualizaciones que serán enviadas desde el CPE al PE, 
según la tabla 3.20 
CPE_AGENTE1(config-router)# neighbor WAN_CLIENTE peer-group 
Definimos  una sesión BGP entre CPE y PE. 
CPE_AGENTE1(config-router)# neighbor WAN_CLIENTE remote-as 12252 
Habilitamos digest5 que nos sirve para dar seguridad, la autenticación (MD5) en una conexión TCP entre 
dos pares BGP 
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CPE_AGENTE1(config-router)# neighbor WAN_CLIENTE password UNPRG 
Configurar los temporizadores de espera de actualización para el peer-group WAN_CLIENTE 
CPE_AGENTE1(config-router)# neighbor WAN_CLIENTE timers 10 30 
Al peer-group creado anteriormente lo asociamos a una IP que viene a ser la Ip del vecino inmediato en 
este caso la IP de la Sub-interface del PE 
CPE_AGENTE1(config-router)# neighbor 10.1.1.1 peer-group WAN_CLIENTE 
 Especificamos que se enviarán a ambas comunidades estándares y ampliados 
CPE_AGENTE1(config-router)# address-family ipv4 
CPE_AGENTE1(config-router-af)#  neighbor WAN_CLIENTE send-community both 
 
El siguiente comando next-hop-self nos permitira  obligar a BGP a que use una determinada dirección IP 
como salto siguiente, en este caso la IP que asocia a WAN_CLIENTE que es la 10.1.1.9 
CPE_AGENTE1(config-router-af)#  neighbor WAN_CLIENTE next-hop-self 
 
El siguiente comando restablece la sesión BGP e inicia el almacenamiento de actualizaciones de la tabla 
de enrutamiento de entrada del grupo vecino o compañero especificado. A partir de ese momento en 
adelante, se mantiene una copia de la tabla de enrutamiento BGP para el grupo vecino o compañero 
especificada en el router 
CPE_AGENTE1(config-router-af)#$WAN_CLIENTE soft-reconfiguration inbound 
Activamos la sesión con el vecino 
CPE_AGENTE1(config-router-af)#  neighbor 10.1.1.1 activate 
Desactiva la sumarización automática de red y la sincronización entre el BGP y un IGP. 
CPE_AGENTE1(config-router-af)#  no auto-summary 
CPE_AGENTE1(config-router-af)#  no synchronization 
Especificamos la dirección de loopback y la máscara para anunciar el uso de BGP, ademas anunciamos la 
red LAN del AGENTE. 
CPE_AGENTE1(config-router-af)#  network 5.5.5.5 mask 255.255.255.255 
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Tabla 3.28 Troubleshooting para las sesiones BGP entre el PE2 y el CPE 
 
Con el comando 
podemo validar que se 
a formado la vecindad 
con el CPE, con AS 
remoto 65001 y se a 
formado con el peer-
goup CLIENTE_1, el ID 
remoto viene a ser el 
5.5.5.5 que es l 
loopback del router del 
Agente 
 
Obsercamos  la tabla de 
redes aprendidas en 
BGP dentro de la VRF, 
en este caso la LAN 
remota 192.168.5.0 y la 
lookpbak 5.5.5.5 a 
todas estas se llegan 
con el siguiente Next 
Hop que viene a ser la 
ip neighbor, en la 
columna mas a la 
izquierda se puede 
validar el AS remoto. 
 
muestra los mensajes 




muestra los mensajes 
de las redes  que se 
reciben desde el CPE 
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Muestra la tabla de 
redes aprendidas en 
BGP para el PE2, La ruta 
que se muestra con 
r RIB-failure: hace 
referencia a la red 
10.1.1.0 esta rehazado 
puesto que hay una 
ruta estatica por 
defecto configurada 
 
El comando se utiliza 
para verificar si los 
bloques IP se anuncian 
en el SP con conexión 
directa, muestra los 




muestra los mensajes 
que se reciben 
 
 
Tbla de enrutamiento 
del CPE, validamos las 
dos redes conectadas 
directamente, por 
ahora no ncesita 
aprender otra ruta 
hasta que configuremo 
los demás routers 
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Tabla de enrutamiento 
para el PE y la VRF 
AGENTE_1, podemos 
validar que dentro de la 
VRF AGENTE_1 esta 
aprendiendo mediante 
BGP  las rutas remotas 
correspondiente al CPE 
del agente, su red LAN y 
su loopbak de gestión. 
 
LAN-4 
     La LAN esta definida por la red remota del AGENTE 192.168.5.0/24, esta red es la que se debe anunciar 
al PE2 por parte del CPE del AGENTE, dado la importancia de poder filtrar esta red por seguridad se va 
anunciar utilizando filtros como prefix-list además usaremos route-map para establecer reglas para la 
entrada y salida de paquetes para esta red 
Prefix Lists 
     Los Prefix Lists son introducidos en BGP porque son una forma eficiente de filtrado muy rápido porque 
buscan el prefijo de las direcciones dadas por el administrador y la búsqueda es muy rápida, los Prefix 
Lists se pueden editar. La modificación de ACLs (lista de accesos) es bastante compleja pero con un Prefix 
List se hace más sencilla. Son fáciles de configurar y usar, pero antes de aplicarlos es necesario definir el 
criterio del Prefix List. 
     Cada línea de Prefix List está asociado a un número de secuencia que por defecto van aumentando de 
5 en 5, Si se especifica el número de secuencia se pueden intercalar sentencias y por tanto se puede 
modificar el Prefix List, de aca las ventajas de usar Prefix List las cuales usaremos para anunciar las redes 
locales mediante Route- Map. 
Route-map 
     Los Route-map o Mapas de ruta son similares a las listas de acceso; ambos tienen criterios de búsqueda 
de los detalles de ciertos paquetes y una acción de permitir o negar esos paquetes, aunque permiten 
manejar más las rutas, ya no solo permitiendo y descartando rutas sino también modificando parámetros 
basándose en diferentes criterios. 
     En caso de que se quiera filtrar simplemente rutas basándose prefijos IP, una lista de distribución 
requiere menos comandos para ser configurada por lo que puede ser más interesante utilizar listas de 
distribución y no mapas de rutas en este caso. También hay que decir que los mapas de ruta solo se aplican 
a las rutas entrantes (redistribuidas de otro protocolo al que se esté configurando) pero no se aplican a 
las rutas salientes como sí que se aplican las listas de distribución. 
     Un mapa de rutas compara las rutas recibidas en la redistribución con unos criterios configurados, en 
caso de que haya una condición que se cumpla realiza una acción. 
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La siguiente tabla muestra la lista de Route-map que usaremos y definen las reglas de entrada y salida de 
paquetes desde los CPE’S: 
 
Tabla 3.29 Tabla del pefix-list y route-map para los CPEs 
























         
En el siguiente procedimiento para el ROUTER 8 // RESPALDO-COES3, vamos a definir la configuración de 
la red LAN, primero hacemos los filtros con prefix-list. 
Filtramos la lookcbak, en el prefix-list que lo vamos a llamar LAN_INTERNA_AGENTE 
ip prefix-list LAN_INTERNA_AGENTE seq 10 permit 5.5.5.5/32 
Luego a este mismo prefix-list LAN_INTERNA_AGENTE lo asignamos la red LAN. 
ip prefix-list LAN_INTERNA_AGENTE seq 15 permit 192.168.5.0/24 
De esta manera el prefix-list LAN_INTERNA_AGENTE va estar conformado solo y únicamente por la RED 
LAN y la loopback 
Definido los filtros, con estos vamos a crear los mapas de ruta para publicar en el BGP, primeros definimos 
el que vamos enviar al COES el cual lo llamaremos ENVIAR_COES_RPVN, y como es lógico lo que vamos a 
enviar es la LAN del AGENTE, el comando match ip address lo que hace es distribuir cualquier ruta que 
tiene una dirección de red de destino. 
route-map ENVIAR_COES_RPVN permit 10 
match ip address prefix-list LAN_INTERNA_AGENTE 
 
Definido lo que vamos enviar, ahora definimos lo que vamos a recibir  mediante el route-map 
RECIBIR_COES_AGENTE recordar que estamos configurando el CPE del Agente, primero dado que 
debemos evitar recibir actualizaciones de la misma LAN procedemos a denegar esta red: 
route-map RECIBIR_COES_AGENTE deny 10 
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match ip address prefix-list LAN_INTERNA_AGENTE 
 
Dado que va a ser la sede central del agente que además de la Red del COES tiene que recibir paquetes 
de otras direcciones lo configuramos como una ruta por defecto, auque también podríamos haber 
configurado anunciando red por red. 
route-map RECIBIR_COES_AGENTE permit 20 
match ip address prefix-list Red_all 
 
Definido la LAN nuevamente ingresamos al BGP definido en el AS 65001, y publicamos los route-map a 
los vecinos: 
router bgp 65001 
address-family ipv4 
neighbor WAN_CLIENTE route-map RECIBIR_COES_AGENTE in 
neighbor WAN_CLIENTE route-map ENVIAR_COES_RPVN out 
 
En la Fig 3.39 Podemos validar los prefix-list creados que engloban las redes que se trabajaran con BGP 
con router-map para el router remoto del Agente: 
 
Figura 3.37 validación  los prefix-list creados que engloban la redes que se trabajaran con BGP. 
Fuente: Simulador GNS3 
 
 La siguiente grafica muestra los router-map, identificados en el router principal 
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Figura 3.38 Router-map, identificados en el router principal. 
Fuente: Simulador GNS3 
 
3.3.5    DISEÑO VPN COES ENLACE PRINCIPAL  
 
VPN1 PRINCIPAL 
 Como vimos anteriormente LA VRF es la capacidad que nos provee un router para dividir a este router en 
multiples tablas de enrutamiento, es como en un solo router tener varios router´s uno para cada Agente, 
esto aplica para cada PE, al tener cada Agente su propia taba de enrutamiento no podrán otros agentes y 
o clientes del SP acceder a este, de la misma manera y los mismos parámetros que configuramos la VRF 
para el PE2 procedemos a configurar en PE1,la configuración se replica según la siguiente tabla. 
Tabla 3.30 Configuración de VRF para PE1 
ROUTER 1 // PE1_LER 
COMANDOS DE CONFIGURACIÓN 
DETALLE DE COMANDO 
PE1_LER(config)#ip vrf AGENTE_1 
 Definimos la VRF a configurar para nuestro primer 
agente del SEIN. 
PE1_LER(config-vrf)# rd 12777:1902 
 Crea una tabla VRF especificando un Distinguidor 
ruta. Ingresamos el número de AS y un número 
arbitrario (12777: y)  
PE1_LER(config-vrf)# route-target export 
12777:1000001902 Crea una lista de comunidades de importación, de 
exportación o de importación y de destino ruta de 
exportación para el VRF especificada. Ingresamos 
PE1_LER(config-vrf)# route-target import 
12777:1000001902 
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PE1_LER(config-vrf)# route-target import 
12777:1100000001 
un número AS sistema y un número arbitrario 
(12777: y) 
PE1_LER(config-vrf)# route-target import 
12777:1000000001 
 
Definida la VRF pasamos a asociar a la interface por la cual se pasar los paquetes ademass configuramos 
los parametros standar como la asignación de la VLAN y la autonegociación de la velocidad de Tx, esto se 
detalla en el siguiente cuadro: 
 
Tabla 3.31 Forwarding  de Interfacesa VRF AGENTE_1 para PE1 
ROUTER 1 // PE1_LER 
COMANDOS DE CONFIGURACIÓN 
DETALLE DE COMANDOS 
PE1_LER(config)#interface FastEthernet0/1  Escogemos la interface a configurar 
 PE1_LER(config-if)#no ip address  Se asocia ip a la sub-interface 
 PE1_LER(config-if)#duplex auto  El puerto negocia el direccionamiento de trafico  
 PE1_LER(config-if)#speed auto  El puerto negocia automáticamente la velocidad 
PE1_LER(config-if)#interf f0/1.101 
 Entra en el modo de configuración de interfaz y 
especificar la interfaz de capa 3 para ser asociado 
con el VRF. 
PE1_LER(config-subif)# encapsulation dot1Q 101 
 Modo de configuración de gama subinterfaz para 
solicitar un ID de VLAN a la subinterfaz. 
PE1_LER(config-subif)# ip vrf forwarding AGENTE_1  Asociamos la VRF con la interfaz de capa 3. 
PE1_LER(config-subif)# ip address 10.1.1.9 
255.255.255.252 
 Direccionamos la interface con la IP asociada 
!   
 
-EBGP 
Una vez ya configurada la  VRF AGENTE_1 en el PE1 y asignamos las interfaces implicadas a esta, según la 
tabla 3.31, configuramos EBGP la única diferencia para el P2 es que en este BGP cambia peer-group, en 
este caso lo vamos a llamar WAN_COES1, puesto que es el grupo de actualizaciones que se enviaran al 
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Tabla 3.32 Configuración de BGP entre el PE1 y el CPE 1 del COES 
ROUTER 1 // PE1_LER 
COMANDOS DE CONFIGURACIÓN 
DETALLE DE COMANDO DE CONFIGURACIÓN 
PE1_LER(config)#router bgp 12777  Definimos el proceso BGP 
 !   
PE1_LER(config-router)# address-family ipv4 vrf AGENTE_1 
 Definimos los parámetros de BGP para el PE con  
las sesiones de enrutamiento con los CPE, 
entramos en el modo VRF dirección familiar. 
PE1_LER(config-router-af)#  redistribute connected  Redistribuye las rutas conectadas 
PE1_LER(config-router-af)#  redistribute static  Redistribuye las rutas estáticas 
PE1_LER(config-router-af)#  neighbor WAN_COES1 peer-
group 
 Creamos el   peer group BGP, WAN_COES1 
PE1_LER(config-router-af)#  neighbor WAN_COES1 
remote-as 65000 
 Definimos una sesión BGP entre PE y CE routers. 
PE1_LER(config-router-af)#  neighbor WAN_COES1 
password UNPRG 
 habilitamos mensaje digest5 autenticación (MD5) 
en una conexión TCP entre los pares BGP 
PE1_LER(config-router-af)#  neighbor WAN_COES1 send-
community both 
  Especificamos que se enviarán a ambas 
comunidades estándares y ampliados. 
PE1_LER(config-router-af)#  neighbor WAN_COES1 as-
override 
 configuramos el PE router para reemplazar el 
número de sistema autónomo (AS) de un sitio con 
la AS del proveedor, utilizamos el comando como-
override en dirección vecino modo de 
configuración de la familia VRF 
PE1_LER(config-router-af)#  neighbor WAN_COES1 soft-
reconfiguration inbound 
 Restablece la sesión BGP e inicia el 
almacenamiento de actualizaciones de la tabla de 
enrutamiento de entrada del grupo vecino o 
compañero especificado. A partir de ese 
momento en adelante, se mantiene una copia de 
la tabla de enrutamiento BGP para el grupo vecino 
o compañero especificada en el router. 
PE1_LER(config-router-af)#  neighbor 10.1.1.10 peer-group 
WAN_COES1 
 Asignamos la IP del vecino 10.1.1.10 para el  peer-
group WAN_COES1 
PE1_LER(config-router-af)#  neighbor 10.1.1.10 activate  Activa el anuncio de la familia de direcciones IPv4 
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Configuración de BGP para el lado CPE-PRINCIPAL COES 
        Luego de haber configurado los PE con el EBGP pasamos a configurar los CPE del lado de las SEDES 
para establecer las sesiones EBGP. 
Primero realizamos las configuraciones básicas en los CPE, el nombre, el direccionamiento de las 
interfaces y las sub-interfaces además de las Loopback de administración. 
Tabla 3.33 Configuraciones básicas para el router principal del COES 
ROUTER 6 // PRINCIPAL.COES1 DETALLE DEL COMANDO 
R6(config)#hostname PRINCIPAL-COES1 Asignamos nombre al router 
!  
PRINCIPAL-COES1(config)#interface Loopback0 
Escogemos la interface loopback a 
configurar 
PRINCIPAL-COES1(config-if)#description Loopback de Administracion  
PRINCIPAL-COES1(config-if)# ip address 6.6.6.6 255.255.255.255 Direccionamiento ip para la interface 
!  
PRINCIPAL-COES1(config)#interface FastEthernet0/0 Escogemos la interface a configurar 
PRINCIPAL-COES1(config-if)# no ip address La ips ira en la sub interface 
PRINCIPAL-COES1(config-if)#no ip redirects No hay direccionamiento de ip 
PRINCIPAL-COES1(config-if)#no ip proxy-arp Dessactivamos las tablas arp 
PRINCIPAL-COES1(config-if)#load-interval 30  
PRINCIPAL-COES1(config-if)#speed 100 
Forzamos interface a una velocidad de 
100 kbps 
PRINCIPAL-COES1(config-if)#full-duplex 




Ecogemos la interface a configurar según 
la VLAN asignada 
PRINCIPAL-COES1(config-subif)#description Enlace WAN NACIONAL 
COES 1 
 
PRINCIPAL-COES1(config-subif)# encapsulation dot1Q 101 
 Modo de configuración de gama 
subinterfaz para solicitar un ID de VLAN a 
la subinterfaz. 
PRINCIPAL-COES1(config-subif)# ip address 10.1.1.10 
255.255.255.252 
 . Direccionamos la interface con la IP 
asociada 
PRINCIPAL-COES1(config-if)#no shutdown  Activamos interface 
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Tabla 3.34 Configuramos el BGP para el router  Principal del lado del COES Manuel Roud 
ROUTER 6 // PRINCIPAL-COES1 
 
DESCRIPCION 
PRINCIPAL-COES1(config)#router bgp 65000 
Creamos un proceso de enrutamiento 
BGP 
PRINCIPAL-COES1(config-router)#bgp router-id 6.6.6.6 Configuramos el ID de router fijo para el 
proceso de enrutamiento local Border 
Gateway Protocol (BGP) que viene a ser 
la ip loopback. 
PRINCIPAL-COES1(config-router)# neighbor WAN_MPLS_2 peer-
group 
Creamos  el  peer group BGP 
WAN_MPLS_2 
PRINCIPAL-COES1(config-router)# neighbor WAN_MPLS_2 remote-as 
12777 
Definimos una sesión BGP entre CPE y 
PE. 
PRINCIPAL-COES1(config-router)# neighbor WAN_MPLS_2 password 
UNPRG 
Habilitamos  mensaje digest5 
autenticación (MD5) en una conexión 
TCP entre dos pares BGP 
PRINCIPAL-COES1(config-router)# neighbor WAN_MPLS_2 timers 10 
30 
configurar los temporizadores para el 
peer-group WAN_CLIENTE 
PRINCIPAL-COES1(config-router)# neighbor 10.1.1.9 peer-group 
WAN_MPLS_2 
Al peer-group creado anteriormente lo 
asociamos a una IP que viene a ser la Ip 
del vecino inmediato en este caso la IP 
de la Sub-interface del PE 
 PRINCIPAL-COES1(config-router )#neighbor 10.1.1.9 description 
ENLACE WAN CON PROVEEDOR 2 
 
 !    
PRINCIPAL-COES1(config-router)#address-family ipv4  
PRINCIPAL-COES1(config-router-af)#  neighbor WAN_MPLS_2 send-
community both 
Especifica que se enviarán a ambas 
comunidades estándares y ampliados 
 
PRINCIPAL-COES1(config-router-af)#  neighbor WAN_MPLS_2 next-
hop-self 
El comando next-hop-self permite 
obligar a BGP a que use una 
determinada dirección IP como salto 
siguiente, en este caso la IP que asocia a 





El comando restablece la sesión BGP e 
inicia el almacenamiento de 
actualizaciones de la tabla de 
enrutamiento de entrada del grupo 
vecino o compañero especificado. A 
partir de ese momento en adelante, se 
mantiene una copia de la tabla de 
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enrutamiento BGP para el grupo vecino 
o compañero especificada en el router 
PRINCIPAL-COES1(config-router-af)#  neighbor 10.1.1.9 activate Activamos la sesión con el vecino. 
PRINCIPAL-COES1(config-router-af)#  network 6.6.6.6 mask 
255.255.255.255 
Especifica una red y la máscara de 
anunciar el uso de BGP. 
PRINCIPAL-COES1(config-router-af)#  network 192.168.7.0 Anunciamos la red LAN en el EBGP 
 
Tabla 3.35 Troubleshooting para BGP entre PE1 y CPE principal del COES 
 
En la tabla validamos 
que se agrega la 
interface Fa0/1.101 
para la VRF AGENTE_1 
 
En el pantallazo 
podemos el detalle de 
la VRF configurada 
para los principales 
parámetros definidos 
para esta vrf asi como 
a las interfaces 
asociadas. 
 
Con el comando 
podemo validar que se 
a formado la vecindad 
con el CPE, con AS 
remoto 65000 y se a 
formado con el peer-
group WAN_COES1, el 
ID remoto viene a ser 
el 6.6.6.6 que es l 
loopback del router 
priemer router del 
COES. 
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En la gráfica se puede 
validar las redes para 
el cual se esta 
enviando trafico 
desde el PE1 destro de 
la VRF como se puede 
validar esta la rutas 
WAN remotas y la LAN 
definida para el 
Agente remoto 
192.168.5.0/24, estas 
redes remotas delante 
tienen un 
identificador “i” esto 
porque están 
haciendo uso de IGP 
para ser aprendidas, el 
IGP que configuramos 
en la MPLS es OSPF. 
 
Es este pantallaso se 
muestra los mensajes 
de las redes  que se 
reciben desde el CPE 
del COES, se valida que 
esta aprendiendo la 
Red LAN y la Loopback 
para el router 





aprendiendo las dos 
redes LAN, esto lo 
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El siguiente pantallazo 
muestra la tabla de 
enrutamiento para la 
VRF AGENTE_1, 
validamos que esta 
conociendo las redes 
remotas del router 
principal del COES y 
del AGENTE mediante 
BGP, tal es la 
192.168.7.0 y la 
192.168.5.0 
 
Muestra la tabla de 
vecinos BGP totales 
aprendidas en para el 
CPE principal del COES 
 
Muestra las redes 
aprendidas con BGP 
entre ellas las LAN 
remotas tanto del 




Muetra la Redes de los 
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Muetra la Red de los 




Con la tabla de 
enrutamiento para el 
CPE podemos validar 
que se esta 
aprendiendo la ruta 
remota del AGENTE 
que es la 192.168.5.0 
 
LAN - 1 
Ya definimos anteriormente las ventajas de utilizar prefix-list y Route-Map optamos con lo mismo para 
filtrar las redes para la LAN principal del COES 192.168.7.0/24 
Definimos los ROUTER- MAP y los prefix-list para la SEDE MANUEL ROUD. 
Tabla 3.36 Configuración de ROUTER- MAP y  prefix-list para CPE principal del COES 
ROUTER 6 // PRINCIPAL-COES1 DETALLE 
!  
PRINCIPAL-COES1(config)#ip prefix-list LAN_INTERNA_COES seq 10 
permit 6.6.6.6/32 
Filtramos la lookcbak 
PRINCIPAL-COES1(config)#ip prefix-list LAN_INTERNA_COES seq 15 
permit 192.168.7.0/24 
Filtramos la red LAN de la sede remota 
del Agente 
!  
PRINCIPAL-COES1(config)#ip prefix-list Red_AGENTE seq 10 permit 
192.168.5.0/24 
Red_AGENTE, permite filtrar la red 
remota para el agente. 
!  
PRINCIPAL-COES1(config)#route-map ENVIAR_COES_RPVN permit 10 Creamos un route-map para publicarlo 
en BGP y asignamos el filtro de la LAN 
del agente PRINCIPAL-COES1(config-route-map)#match ip address prefix-list 
LAN_INTERNA_COES 
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PRINCIPAL-COES1(config)#route-map SP2_AGENTE1_IN deny 10 Denegamos la enrada de actualizaciones 
de la propia red LAN 
 PRINCIPAL-COES1(config-route-map)#description Filtrar la red 
192.168.7.0/24 
PRINCIPAL-COES1(config-route-map)#match ip address prefix-list 
LAN_INTERNA_COES 
 
PRIORIDAD 3 de 4 
Según la Topología general de toda la conexión al coes entre la red principal y la de respaldo tenemos dos 
enlaces para cada router del COES un enlace de la red principal y un segundo enlace de la red segundaria 
o la red de contingencia del segundo SP, esto utilizando diferentes puertos de los router´s tanto para la 
sede principal como para la de respaldo, según esto debemos definir la forma en la que deben interactuar 
estos dos enlaces, para esto lo definimos según pesos y prioridad de enlaces. 
En la sede principal vamos a contar con 4 enlaces en total entre el router principal y el de contingencia 
asociada a los dos SP, según esto definimos la prioridad de cada una de estas: 
 
SEDE PRINCIPAL 
Tabla 3.37 Tabla de prioridades de Enlaces 
ROUTER ENLACE PRIORIDAD  PESO 
PRINCIPAL_COES 
ENLACE DEL SP1 PRIORIDAD 1 de 4 200 
ENLACE DEL SP2 PRIORIDAD 3 de 4 160 
CONTINGENCIA_COES 
ENLACE DEL SP1 PRIORIDAD 2 de 4 180 
ENLACE DEL SP2 PRIORIDAD 4 de 4 140 
 
Como se puede observar la mayor prioridad lo van a tener los enlaces del operador principal, en segundo 
plano vienen los enlaces del operador de respaldo, y esto asociado al primer router principal y al segundo 
router de respaldo, 
Para que se vea reflejado en la red las prioridades damos un peso a cada enlace a mayor peso el enlace 
tendrá mayor prioridad, de acuerdo a la tabla procedemos a configurar: 
 Configuración de prioridad de enlace desde el CPE COES:  
Primero filtramos la red remota del agente con un prefix-list: 
ip prefix-list Red_AGENTE seq 10 permit 192.168.5.0/24 
Asociamos un Route-map para poder anunciarlo en BGP 
route-map SP2_AGENTE1_IN permit 20 
 description Permitir la red de AGENTE1 192.168.5.0/24 contingencia "prioridad 3de4" 
 match ip address prefix-list Red_AGENTE 
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Asignamos el Peso que tendrá según Tabla 3.37 
 set local-preference 160 
Una vez que ya tenemos definido el route-map, lo publicamos en el BGP del CPE y los asociamos al peer-
group al que se debe publicar en este caso se asocia al peer-group para el SP2 o el proveedor de respaldo. 
router bgp 65000 
address-family ipv4 
neighbor WAN_MPLS_2 route-map SP2_AGENTE1_IN in 
 
Tambien publicamos el route-map, definido para las rutas que se van enviar, esto a travez del enlace de 
contingencia del SP2: 
neighbor WAN_MPLS_2 route-map ENVIAR_COES_RPVN out 
Nota: De la misma manera se define el peso para el enlace para el SP1 que tiene la mayor prioridad: 
route-map SP1_AGENTE1_LP_200 permit 20 
 description Recibir SP1_AGENTE1_LP_200 enlace Principal "prioridad 1de4" 
 set local-preference 200 
¡ 
router bgp 65000 
address-family ipv4 
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Tabla 3.38 Troubleshooting de prefix-list y route-map para el CPE principal 
  
 
Podemos validar los dos 
prefix-list configurados 
para el primero 
LAN_INTERNA_COES, se 
considera dentro de este 
la red LAN y la loopback, 
pare el segundo 
Red_AGENTE, esta la red 
remota del  Agente 
 
En la imagen validamos 
todos las mapas de rutas 
que configuramos 
podemos validar una por 
una con la asignación y 
las políticas de uso. 
 
 
3.3.6 DISEÑO VPN COES ENLACE CONTINGENCIA  
 
     Dado que ya tenemos configurada la VRF en el PE1 se configure para el CPE principal del COES ya no 
será necesario volver a configurar, solo queda asociar esta misma VRF para el Segundo enlace al Router 
de contingencia de la sede Principal del COES, asociamos a la Sub-interface a configurar para este enlace, 
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Tabla 3.39 Forwarding  de Interfacesa VRF AGENTE_1 para PE1 
ROUTER 1 // PE1_LER 
COMANDOS DE CONFIGURACIÓN 
DETALLE DE COMANDOS 
PE1_LER(config)#interface FastEthernet1/0  Escogemos la interface a configurar 
PE1_LER(config-if)# no ip address  Se asocia ip a la sub-interface 
PE1_LER(config-if)# duplex auto  El puerto negocia el direccionamiento de trafico  
PE1_LER(config-if)# speed auto  El puerto negocia automáticamente la velocidad 
!   
PE1_LER(config-if)#interface FastEthernet1/0.102 
 Entra en el modo de configuración de interfaz y 
especificar la interfaz de capa 3 para ser asociado 
con el VRF. 
PE1_LER(config-subif)# encapsulation dot1Q 102 
 Modo de configuración de gama subinterfaz para 
solicitar un ID de VLAN a la subinterfaz. 
PE1_LER(config-subif)# ip vrf forwarding AGENTE_1  Asociamos la VRF con la interfaz de capa 3. 
PE1_LER(config-subif)# ip address 10.1.1.13 
255.255.255.252 
 Direccionamos la interface con la IP asociada 
PE1_LER(config-if)#no shu  Activamos la interface 
 
- EBGP 
Configuramos el BGP para formar adyacecias entre el PE y el CPE2 del lado del COES, asociamos las rutas 
para el peer-group WAN_COES2. Tal Como muestra el siguinete cuadro: 
 
Figura 3.39 Configuración de BGP entre el PE1 y el CPE 2 del COES 
ROUTER 1 // PE1_LER 
COMANDOS DE CONFIGURACIÓN 
DETALLE DE COMANDO DE CONFIGURACIÓN 
PE1_LER(config)#router bgp 12777   
 !   
PE1_LER(config-router)# address-family ipv4 vrf 
AGENTE_1 
 Definimos los parámetros de BGP para el PE con  
las sesiones de enrutamiento con los CPE, 
entramos en el modo VRF dirección familiar. 
PE1_LER(config-router-af)#  neighbor WAN_COES2 peer-
group 
 Creamos un segundo  peer group BGP para 
segundo enlace 
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PE1_LER(config-router-af)#  neighbor WAN_COES2 
remote-as 65000 
 Definimos una sesión BGP entre PE y CPE 2. 
PE1_LER(config-router-af)#  neighbor WAN_COES2 
password UNPRG 
 habilitamos mensaje digest5 autenticación (MD5) 
en una conexión TCP entre dos pares BGP 
PE1_LER(config-router-af)#  neighbor WAN_COES2 send-
community both 
  Especificamos que se enviarán a ambas 
comunidades estándares y ampliados. 
PE1_LER(config-router-af)#  neighbor WAN_COES2 as-
override 
 configuramos el PE para reemplazar el número de 
sistema autónomo (AS) de un sitio con la AS del 
proveedor, utilizamos el comando como-override 
en dirección vecino modo de configuración de la 
familia VRF 
PE1_LER(config-router-af)#  neighbor WAN_COES2 soft-
reconfiguration inbound 
 Restablece la sesión BGP e inicia el 
almacenamiento de actualizaciones de la tabla de 
enrutamiento de entrada del grupo vecino o 
compañero especificado. A partir de ese 
momento en adelante, se mantiene una copia de 
la tabla de enrutamiento BGP para el grupo vecino 
o compañero especificada en el router. 
PE1_LER(config-router-af)#  neighbor 10.1.1.14 peer-
group WAN_COES2 
 Para configurar un vecino BGP para ser miembro 
de un peer-group 
PE1_LER(config-router-af)#  neighbor 10.1.1.14 activate  Activa el anuncio de la familia de direcciones IPv4 
 
Configuración de BGP para el lado CPE-CONTINGENCIA COES 
Luego de haber configurado los PE con el EBGP pasamos a configurar el CPE- CONTINGENCIA del lado de 
las SEDE principal del COES para establecer las sesiones EBGP. 
Primero realizamos las configuraciones básicas en los CPE contingencia, el nombre, el direccionamiento 
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Tabla 3.40 Configuraciones básicas para el router de contingencia del SEDE PRINCIPAL DEL COES 
ROUTER 7 // CONTINGENCIA.COES2 DETALLE DEL COMANDO 
R7(config)#hostname PRINCIPAL-COES1 Asignamos nombre al router 
!  
CONTINGENCIA1_COES (config)#interface Loopback0 Escogemos la interface loopback a configurar 
CONTINGENCIA1_COES (config-if)#description Loopback 
de Administracion 
 
PRINCIPAL-COES1(config-if)# ip address 7.7.7.7 
255.255.255.255 




Escogemos la interface a configurar 
CONTINGENCIA1_COES (config-if)# no ip address La ips ira en la sub interface 
CONTINGENCIA1_COES (config-if)#no ip redirects No hay direccionamiento de ip 
CONTINGENCIA1_COES (config-if)#no ip unreachables  
CONTINGENCIA1_COES (config-if)#no ip proxy-arp Dessactivamos las tablas arp 
CONTINGENCIA1_COES (config-if)#load-interval 30  
CONTINGENCIA1_COES (config-if)#speed 100 Forzamos interface a una velocidad de 100 kbps 
CONTINGENCIA1_COES (config-if)#full-duplex 





Ecogemos la interface a configurar según la VLAN 
asignada 
CONTINGENCIA1_COES (config-subif)#description Enlace 
WAN NACIONAL COES 2 
 
CONTINGENCIA1_COES (config-subif)# encapsulation 
dot1Q 102 
 Modo de configuración de gama subinterfaz para 
solicitar un ID de VLAN a la subinterfaz. 
CONTINGENCIA1_COES (config-subif)# ip address 
10.1.1.14 255.255.255.252 
 . Direccionamos la interface con la IP asociada 
CONTINGENCIA1_COES (config-if)#no shutdown  Activamos interface 
 
Al igual que en el router principal configuramos el BGP para el router de contingencia. 
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Tabla 3.41 Configuración de EBGP para CPE de contingencia 
ROUTER 7 // CONTINGENCIA-COES2 
 
DESCRIPCION 
CONTINGENCIA1_COES(config)#router bgp 65000 Permite un proceso de enrutamiento BGP 
CONTINGENCIA1_COES(config-router)#bgp router-id 
7.7.7.7 
Para configurar un ID de router fijo para el 




Nombre del  peer group BGP 
CONTINGENCIA1_COES(config-router)# neighbor 
WAN_MPLS_2 remote-as 12777 
Define una sesión BGP entre PE y CE routers. 
CONTINGENCIA1_COES(config-router)# neighbor 
WAN_MPLS_2 password UNPRG 
Para habilitar mensaje digest5 autenticación 
(MD5) en una conexión TCP entre dos pares BGP 
CONTINGENCIA1_COES(config-router)# neighbor 
WAN_MPLS_2 timers 10 30 
 
CONTINGENCIA1_COES(config-router)# neighbor 
10.1.1.13 peer-group WAN_MPLS_2 
Nombre del  peer group BGP 
CONTINGENCIA1_COES(config-router)#  neighbor 10.1.1.9 
description ENLACE WAN CON PROVEEDOR 2 
 




  CONTINGENCIA1_COES(config-router-af)# neighbor 
WAN_MPLS_2 send-community both 
  Especifica que se enviarán a ambas 
comunidades estándares y ampliados 










Restablece la sesión BGP e inicia el 
almacenamiento de actualizaciones de la tabla de 
enrutamiento de entrada del grupo vecino o 
compañero especificado. A partir de ese 
momento en adelante, se mantiene una copia de 
la tabla de enrutamiento BGP para el grupo 
vecino o compañero especificada en el router 
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CONTINGENCIA1_COES(config-router-af)#   neighbor 
WAN_MPLS_2  route-map ENVIAR_COES_RPVN out 
Publicamos la red LAN del COES 
CONTINGENCIA1_COES(config-router-af)#   neighbor 
10.1.1.13 activate 
Activamos la sesión con el vecino 
 CONTINGENCIA1_COES(config-router-af)#  no auto-
summary 
Desactiva la sumarización automática de red 
 CONTINGENCIA1_COES(config-router-af)#  no 
synchronization 
Desactiva la sincronización entre el BGP y un IGP. 
CONTINGENCIA1_COES(config-router-af)#   network 
7.7.7.7 mask 255.255.255.255 
Especifica una red y la máscara de anunciar el uso 
de BGP. 
CONTINGENCIA1_COES(config-router-af)#   network 
192.168.7.0 
Especifica una red y la máscara de anunciar el uso 
de BGP. 
 
Tabla 3.42 Troubleshooting de BGP entre PE1 y CPE2 
  
 
En la imagen podemos 
validar las redes que 
desde el PE se van 
enviar el trafico, las 
principales son la LAN 
tanto del coes como la 
de Agente, 




validar que la red 
192.168.5.0 tiene una 
“i” adelante, esto en 
relación a que para 
llegar a esta red 
remota se tiene que 
pasar por toda la red 
troncal MPLS, y la 
MPLS esta distribuida 
con un IGP que viene a 
ser OSPF. 
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Con el comando 
podemos validar las 
redes a donde se va 
recibir los mensajes en 
una perpectiva desde 
el PE1, en este caso la 
red LAN del COES. 
 
Validamos la tabla de 
rutas que se esta 
aprendiendo con BGP 
dentro de la VRF 
AGENTE_1, lo 
principal que 
debemos validar que 
están las redes 
remotas. 
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Validamos la tabla 
general de 
enrutamiento para el 
AGENTE 1 destro de su 
VRF, en preciso indicar 
que para la red 
192.168.5.0 del 
Agente se tiene que 
pasar por el siguiente 
PE2 que tiene como ID 
4.4.4.4, para este 
trancito se configuro 
M-BGP. 
 
Esta es la tabla de 
enrutamiento vista 
desde el CPE de 
contingencia del 
COES, en esta se 
muestra la ruta 
remota del agente 
aprendida con BGP, 
para llegar a esta 
(192.168.5.0) 
pasamos por 10.1.1.13 
que es el defaul 
Gateway, para el PE1 
 
La tabla BGP vista 
desde el CPE muestra 
las redes aprendidas 
por esta además los IP 
para el siguiente salto. 
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La tabla muestra los 
vecinos bgp 
directamente 
conectados a donde se 
va envuiar los 
mensajes. 
 
En esta se muestra las 
redes donde va recibir 
el tráfico IP. 
 
 
- LAN - 2 
Definimos los ROUTER- MAP y los prefix-list para la SEDE MANUEL ROUD- ROUTER CONTINGENCIA. 
Tabla 3.43 Configuración de ROUTER- MAP y los prefix-list para el CPE de contingencia del COES 
ROUTER 7 // CONTINGENCIA-COES2 DETALLE 
!  
CONTINGENCIA1_COES(config)#ip prefix-list 
LAN_INTERNA_COES seq 10 permit 7.7.7.7/32 
Filtramos la lookcbak 
CONTINGENCIA1_COES(config)#ip prefix-list 
LAN_INTERNA_COES seq 15 permit 192.168.7.0/24 
Filtramos la red LAN de la sede remota del 
Agente 
!  
CONTINGENCIA1_COES(config)#ip prefix-list Red_AGENTE 
seq 10 permit 192.168.5.0/24 




ENVIAR_COES_RPVN permit 10 
Creamos un route-map para publicarlo en BGP y 
asignamos el filtro de la LAN del agente 
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 CONTINGENCIA1_COES(config-route-map)#match ip 





SP2_AGENTE1_IN deny 10 
Denegamos la enrada de actualizaciones de la 
propia red LAN 
CONTINGENCIA1_COES(config-route-map)#description 
Filtrar la red 192.168.7.0/24 
CONTINGENCIA1_COES(config-route-map)#match ip 
address prefix-list LAN_INTERNA_COES 
 
PRIORIDAD 4 de 4 
Para la configuración anterior del router principal definimos la prioridad de cada enlace, según la tabla 
3.43 , procederemos a configurar de una forma similar 
 
SEDE PRINCIPAL- ROUTER CONTINGENCIA 
Tabla 3.44 Prioridades de enlaces al COES 
ROUTER ENLACE PRIORIDAD  PESO 
PRINCIPAL_COES 
ENLACE DEL SP1 PRIORIDAD 1 de 4 200 
ENLACE DEL SP2 PRIORIDAD 3 de 4 160 
CONTINGENCIA_COES 
ENLACE DEL SP1 PRIORIDAD 2 de 4 180 
ENLACE DEL SP2 PRIORIDAD 4 de 4 140 
 
Para que se vea reflejado en la red las prioridades damos un peso a cada enlace a mayor peso el enlace 
tendrá mayor prioridad, de acuerdo a la tabla procedemos a configurar: 
 
Primero filtramos la red remota del agente con un prefix-list: 
 ip prefix-list Red_AGENTE seq 10 permit 192.168.5.0/24 
Asociamos un Route-map para poder anunciarlo en BGP 
route-map SP2_AGENTE1_IN permit 20 
description Permitir la red de AGENTE1 192.168.5.0/24 contingencia "prioridad 4de4" 
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match ip address prefix-list Red_AGENTE 
Asignamos el Peso que tendrá según Tabla 140: 
set local-preference 140 
Una vez que ya tenemos definido el route-map, lo publicamos en el BGP del CPE y los asociamos al peer-
group al que se debe publicar en este caso se asocia al peer-group para el SP2 o el proveedor de respaldo. 
router bgp 65000 
address-family ipv4 
neighbor WAN_MPLS_2 route-map SP2_AGENTE1_IN in 
 
Nota: De la misma manera se define el peso para el enlace para el SP1 que tiene la mayor prioridad: 
route-map SP1_AGENTE1_LP_200 permit 20 
 description Recibir SP1_AGENTE1_LP_200 enlace Principal "prioridad 1de4" 
 set local-preference 200 
¡ 
router bgp 65000 
address-family ipv4 
neighbor WAN_MPLS_SP1 route-map SP1_AGENTE1_LP_200 in 
 
 
Tabla 3.45 Troubleshooting para prefix-list y route-map en el CPE de contingencia del COES 
 
 
Muestra todos los 
prefix-list definidos 
para anunciarlos 
en las tablas de 
rutas. 
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Muestra las tablas 
de rutas creadas 
en el CPE las cuales 
se anunciaram en 
el BGP para poder 
disminuir el uso de 
recursos. 
3.3.7 DISEÑO VPN COES ENLACE RESPALDO  
 
Asociamos la sub-interface asignada para la sede de respaldo del PE1 de la misma manera que asociamos 
los dos enlaces anteriores: 
Tabla 3.46 Forwarding  de Interfacesa VRF AGENTE_1 para PE1 
ROUTER 1 // PE1_LER 
COMANDOS DE CONFIGURACIÓN 
DETALLE DE COMANDOS 
PE1_LER(config)#interface FastEthernet2/0.103 
 Entra en el modo de configuración de interfaz y 
especificar la interfaz de capa 3 para ser asociado 
con el VRF. 
PE1_LER(config-subif)# encapsulation dot1Q 103 
 Modo de configuración de gama subinterfaz para 
solicitar un ID de VLAN a la subinterfaz. 
PE1_LER(config-subif)# ip vrf forwarding AGENTE_1  Asocia el VRF con la interfaz de capa 3. 
PE1_LER(config-subif)# ip address 10.1.1.17 
255.255.255.252 
 Direccionamos la interface con la IP asociada 
PE1_LER(config-if)# no shutdown  Activamos el puerto 
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Tabla 3.47 Configuración de BGP entre el PE1 y el CPE 3  del COES 
ROUTER 1 // PE1_LER 
COMANDOS DE CONFIGURACIÓN 
DETALLE DE COMANDO DE CONFIGURACIÓN 
PE1_LER(config)#router bgp 12777   
 !   
PE1_LER(config-router)# address-family ipv4 vrf AGENTE_1 
 Definimos los parámetros de BGP para el PE con  
las sesiones de enrutamiento con los CPE, 
entramos en el modo VRF dirección familiar. 
PE1_LER(config-router-af)#  redistribute connected  Redistribuye las rutas conectadas 
PE1_LER(config-router-af)#  redistribute static  Redistribuye las rutas estáticas 
PE1_LER(config-router-af)#neighbor WAN_COES3 peer-
group 
 Creamos un  peer group BGP 
 PE1_LER(config-router-af)#neighbor WAN_COES3 
remote-as 65000 
 Definimos una sesión BGP entre PE y CE routers. 
 PE1_LER(config-router-af)#neighbor WAN_COES3 
password UNPRG 
 habilitamos mensaje digest5 autenticación (MD5) 
en una conexión TCP entre los pares BGP 
 PE1_LER(config-router-af)#neighbor WAN_COES3 send-
community both 
  Especificamos que se enviarán a ambas 
comunidades estándares y ampliados. 
 PE1_LER(config-router-af)#neighbor WAN_COES3 as-
override 
 configuramos el PE router para reemplazar el 
número de sistema autónomo (AS) de un sitio con 
la AS del proveedor, utilizamos el comando como-
override en dirección vecino modo de 
configuración de la familia VRF 
PE1_LER(config-router-af)#neighbor WAN_COES3 soft-
reconfiguration inbound  
 Restablece la sesión BGP e inicia el 
almacenamiento de actualizaciones de la tabla de 
enrutamiento de entrada del grupo vecino o 
compañero especificado. A partir de ese 
momento en adelante, se mantiene una copia de 
la tabla de enrutamiento BGP para el grupo vecino 
o compañero especificada en el router. 
PE1_LER(config-router-af)#neighbor 10.1.1.18 peer-group 
WAN_COES3 
 Para configurar un vecino BGP para ser miembro 
de un peer-group 
PE1_LER(config-router-af)# neighbor 10.1.1.18 activate  Activa el anuncio de la familia de direcciones IPv4 
Configuración de BGP para el lado CPE-RESPALDO COES 
Luego de haber configurado los PE con el EBGP pasamos a configurar los CPE del lado de las SEDE de 
respaldo para establecer las sesiones EBGP. 
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Tabla 3.48 Configuración EBGP en el CPE de respaldo del COES 
ROUTER 8 // RESPALDO-COES3 DETALLE  
!  
RESPALDO.COES3(config)#router bgp 65000 Permite un proceso de enrutamiento 
BGP 
RESPALDO.COES3(config-router)#bgp router-id 8.8.8.8 Para configurar un ID de router fijo 
para el proceso de enrutamiento local 
Border Gateway Protocol (BGP) 
RESPALDO.COES3(config-router)# bgp log-neighbor-changes  
RESPALDO.COES3(config-router)# neighbor WAN_MPLS_2 peer-
group 
Nombre del  peer group BGP 
RESPALDO.COES3(config-router)# neighbor WAN_MPLS_2 remote-as 
12777 
Define una sesión BGP entre PE y CE 
routers. 
RESPALDO.COES3(config-router)# neighbor WAN_MPLS_2 password 
UNPRG 
Para habilitar mensaje digest5 
autenticación (MD5) en una conexión 
TCP entre dos pares BGP 
RESPALDO.COES3(config-router)# neighbor WAN_MPLS_2 timers 10 
30 
 
RESPALDO.COES3(config-router)# neighbor 10.1.1.17 peer-group 
WAN_MPLS_2 
Nombre del  peer group BGP 
 RESPALDO.COES3(config-router)#neighbor 10.1.1.17 description 
ENLACE WAN CON PROVEEDOR 2 
 
 !  
RESPALDO.COES3(config-router)# address-family ipv4  
RESPALDO.COES3(config-router-af)#  neighbor WAN_MPLS_2 send-
community both 
  Especifica que se enviarán a ambas 
comunidades estándares y ampliados 
RESPALDO.COES3(config-router-af)#  neighbor WAN_MPLS_2 next-
hop-self 
 
 RESPALDO.COES3(config-router-af)# neighbor WAN_MPLS_2 soft-
reconfiguration inbound 
Restablece la sesión BGP e inicia el 
almacenamiento de actualizaciones de 
la tabla de enrutamiento de entrada 
del grupo vecino o compañero 
especificado. A partir de ese momento 
en adelante, se mantiene una copia de 
la tabla de enrutamiento BGP para el 
grupo vecino o compañero 
especificada en el router 
 RESPALDO.COES3(config-router-af)#neighbor 10.1.1.17 activate Activamos la Sesión con el vecino 
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 RESPALDO.COES3(config-router-af)#network 8.8.8.8 mask 
255.255.255.255 
Anunciamos la loopback en BGP 
 RESPALDO.COES3(config-router-af)#network 192.168.8.0 
Anunciamos la red LAN de la sede de 
respaldo. 
 
Tabla 3.49Troubleshooting para el PE1y CPE de respaldo 
 
En la imagen podemos 
validar las redes que 
desde el PE1 a las 
cuales se van enviar el 
trafico, las principales 
son la LAN del Agente, 
la 192.168.5.0, 
además podemos 
validar que la red 
192.168.5.0 tiene una 
“i” adelante, esto en 
relación a que para 
llegar a esta red 
remota se tiene que 
pasar por toda la red 
troncal MPLS, y la 
MPLS esta distribuida 
con un IGP que viene a 
ser OSPF. 
 
Con el comando 
podemos validar las 
redes a donde se va 
recibir los mensajes en 
una perpectiva desde 
el PE1, en este caso la 
red LAN del COES. 
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Validamos la tabla 
general de 
enrutamiento desde el 
PE1 para el AGENTE 1 
destro de su VRF, en 
preciso indicar que 
para la red 
192.168.5.0 del 
Agente se tiene que 
pasar por el siguiente 
PE2 que tiene como ID 
4.4.4.4, para este 




Esta es la tabla de 
enrutamiento vista 
desde el CPE de 
respaldo del COES, en 
esta se muestra la ruta 
remota del agente 
aprendida con BGP, 
para llegar a esta 
(192.168.5.0) 
pasamos por 10.1.1.17 
que es el defaul 
Gateway, para el PE1 
 
La tabla muestra los 
vecinos bgp 
directamente 
conectados a donde se 
va envuiar los 
mensajes. 
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En esta se muestra las 
redes donde va recibir 
el tráfico IP. 
 
LAN - 3 
Definimos los ROUTER- MAP y los prefix-list para la SEDE DE RESPALDO. 
Tabla 3.50 Configuración de ROUTER- MAP y los prefix-list  en el CPE de respaldo 
ROUTER 8 // RESPALDO-COES3 DETALLE  
RESPALDO.COES3(config)#ip prefix-list 
LAN_INTERNA_COES seq 10 permit 8.8.8.8/32 
Filtramos la lookcbak 
RESPALDO.COES3(config)#ip prefix-list 
LAN_INTERNA_COES seq 15 permit 192.168.8.0/24 




Red_AGENTE seq 10 permit 192.168.5.0/24 




ENVIAR_COES_RPVN permit 10 
Creamos un route-map para publicarlo en BGP y 
asignamos el filtro de la LAN del agente 
 match ip address prefix-list LAN_INTERNA_COES 
 set community 837354672 
!  
RESPALDO.COES3(config)#route-map 
SP2_AGENTE1_IN deny 10 
Denegamos la enrada de actualizaciones de la 
propia red LAN 
 description Filtrar la red 192.168.8.0 
 match ip address prefix-list LAN_INTERNA_COES 
 
PRIORIDAD 2 de 2 
Según la Topología general de toda la conexión al coes entre la red principal y la de respaldo tenemos dos 
enlaces para cada router del COES un enlace de la red principal y un segundo enlace de la red segundaria 
o la red de contingencia del segundo SP, esto utilizando diferentes puertos de los router´s tanto para la 
sede principal como para la de respaldo, según esto debemos definir la forma en la que deben interactuar 
estos dos enlaces, para esto lo definimos según pesos y prioridad de enlaces. 
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En la sede de respaldo vamos a contar con 2 enlaces en total uno del SP principal y otro SP de contingencia, 
según esto definimos la prioridad de cada una de estos enlaces: 
SEDE RESPALDO 
Tabla 3.51 Prioridades para los enlaces de la red de respaldo del COES 
ROUTER ENLACE PRIORIDAD  PESO 
RESPALDO_COES 
ENLACE DEL SP1 PRIORIDAD 1 de 4 200 
ENLACE DEL SP2 PRIORIDAD 3 de 4 160 
 
Como se puede observar la mayor prioridad lo van a tener los enlaces del operador principal, en segundo 
plano vienen el enlace del operador de resplado, Para que se vea reflejado en la red las prioridades damos 
un peso a cada enlace a mayor peso el enlace tendrá mayor prioridad, de acuerdo a la tabla procedemos 
a configurar: 
Primero filtramos la red remota del agente con un prefix-list: 
ip prefix-list Red_AGENTE seq 10 permit 192.168.5.0/24 
Asociamos un Route-map para poder anunciarlo en BGP 
route-map SP2_AGENTE1_IN permit 20 
description Permitir la red de AGENTE1 192.168.5.0/24 contingencia "prioridad 2de2" 
match ip address prefix-list Red_AGENTE 
 
Asignamos el Peso que tendrá según Tabla 160: 
  set local-preference 160 
Una vez que ya tenemos definido el route-map, lo publicamos en el BGP del CPE y los asociamos al peer-
group al que se debe publicar en este caso se asocia al peer-group para el SP2 o el proveedor de respaldo. 
router bgp 65000 
address-family ipv4 
neighbor WAN_MPLS_2 route-map SP2_AGENTE1_IN in 
Nota: De la misma manera se define el peso para el enlace para el SP1 que tiene la mayor prioridad: 
route-map SP1_AGENTE1_LP_200 permit 20 
 description Recibir SP1_AGENTE1_LP_200 enlace Principal "prioridad 1de2" 
 set local-preference 200 
¡ 
router bgp 65000 
address-family ipv4 
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3.3.8 IMPLEMENTACIÓN DE POLÍTICAS DE CALIDAD DE SERVICIO (QoS)  
     En esta parte vamos a configurar los valores de punto de código de servicios diferenciados (DSCP) en 
las configuraciones de Calidad de Servicio (QoS) de los router Cisco. 
Los Servicios diferenciados (DiffServ) es un nuevo modelo en el cual el tráfico es procesado a través de 
sistemas intermedios con prioridades relativas en base al campo Tipo de servicios (ToS). 
El servicio actual RPV está compuesto de tres Clases de Servicio bajo las siguientes consideraciones: 




Bajo este criterio se configura las políticas sobre el camino del circuito respectando los valores de DSCP y 
velocidad de transmisión. Las políticas de QoS que se manejan sobre la Red involucran a las clases de 
Servicio Siguientes: 




Adicionalmente a los valores de DSCP las clases de Servicio transportan valores de DSCP adicionales, 
basados en el tipo de tráfico de acuerdo a la clase correspondiente 
Clasificación de paquetes 
El primer paso a configurar es clasificar los paquetes, la clasificación de paquetes implica el usar de un 
descriptor del tráfico para categorizar un paquete dentro de un grupo específico y el hacer del paquete 
accesible para QoS que dirige en la red de SP. 
Podemos utilizar listas de acceso (ACL) o el comando match en el modular QoS CLI para hacer que 
coincidan los valores DSCP.  
Definimos el Access-lis para la red LAN 
ip access-list extended qos2  
permit ip 192.168.7.0 0.0.0.255 any 
Configuramos la Clases de Servicio LAN WAN 
!  
class-map match-any qos2  
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match ip dscp cs2  
match ip dscp cs6  
class-map match-any P2  
match ip dscp cs2  
match access-group name qos2  
! 
Marcación 
El DSCP se puede fijar a un valor deseado en el borde de la red para hacerla fácil para que los dispositivos 
del núcleo clasifiquen el paquete según las indicaciones de la sección de la clasificación de paquetes y 
proporcionen a un nivel conveniente de servicio. La marca del paquete en base a la clase se puede utilizar 
para fijar el valor del DSCP como se muestra aquí: 
Configuración de la Política de Servicio LAN 
!  
policy-map SetDscpLan  
class P2  
set ip dscp cs2  
class class-default  
set ip dscp cs2  
 
Aplicación de la Política del Servicio en la Interface LAN 
interface <lan_interface> 
service-policy input SetDscpLan 
 
Configuración de la Clases de Servicio Salida WAN 
policy-map wan  
class qos2  
bandwidth 512  
police 512000 96000 192000 conform-action transmit exceed-action drop violate-action drop  
class class-default  
fair-queue  
 
Configuración de la Política de Servicio Shapping 
policy-map Shape512  
class class-default  
shape average 513000  
service-policy wan  
Configuración de las Clases de Servicio En la WAN 
 
interface <wan_interface> 
service-policy output <shape_name> 
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Dado que las características de los 4 enlaces son iguales en ancho de banda y QoS, configuramos las 
mismas políticas en los cuatro router. 
ROUTER: PRINCIPAL-COES1, CONTINGENCIA-COES2, RESPALDO-COES3, 
CPE_CUSTOMER 
! 
class-map match-any qos2 
 match ip dscp cs2 
 match ip dscp cs6 
class-map match-any P2 
 match ip dscp cs2 




 class P2 
  set ip dscp cs2 
 class class-default 
  set ip dscp cs2 
policy-map wanN 
 class qos2 
  bandwidth 128 
    police 128000 24000 48000 conform-action transmit  exceed-action 
drop  violate-action drop 
 class class-default 
  fair-queue 
policy-map Shape128N 
 class class-default 
  shape average 129000 
  service-policy wanN 
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Aplicamos las políticas a las interfaces WAN de cara a la MPLS. 
ROUTER 6 // PRINCIPAL-COES1 ROUTER 7 // CONTINGENCIA-COES2 
interface FastEthernet0/0.101 interface FastEthernet0/0.102 
service-policy output Shape128L service-policy output Shape128L 
 
ROUTER 8 // RESPALDO-COES3 ROUTER 5 // CPE_CUSTOMER 
interface FastEthernet0/0.103 interface FastEthernet0/0.104 
service-policy output Shape128L service-policy output Shape128L 
 
3.3.9 NIVEL DE CONTINGENCIA DE EQUIPOS (HSRP) 
      Ya se tiene configurado los enlaces ahora vamos a configurar la función de los enlaces activo stand-by, 
para el cual aplicamos el protocolo HSRP: 
    Hot Standby Routing Protocol (HSRP) es un protocolo propietario de  CISCO que permite disponer de 
lo que llamamos High Availabilty (Alta Disponibilidad) a nivel de Default Gateway en una red LAN. Alta 
disponibilidad significa que, en caso de existir una falla en un equipo, otro equipo estará inmediatamente 
disponible de forma automática para sustituir el averiado. Según nuestro diseños los routers que deben 
manejar este escenario son los dos router que están ubicados en la sede principal de COES ubicados en 
una misma LAN, además de estos dos router los otros dos router en la sede remota del Agente, hablamos 
del router principal remoto del SP principal y el segundo router del SP de contingencia, estos router 
funcionan en redundancia respectivamente. 
     La alta disponibilidad en HSRP se logra compartiendo una misma dirección IP virtual entre dos o más 
Router. En la configuración del protocolo HSRP tenemos dos tipos de Router: el Router Activo y el Router 
Pasivo. El Router Activo es aquel que atiende permanentemente las peticiones que se realizan a la 
dirección IP Virtual. En caso que el Router Activo falle, entonces el Router Pasivo adquiere el rol del Router 
Activo y comienza atender las peticiones enviadas a la dirección IP Virtual. 
    En términos prácticos, el objetivo de HSRP es permitir que nuestros paquetes IP sigan encaminándose 
a través de la red WAN aun cuando el Default Gateway haya sufrido una avería, sea de hardware o 
software, 
En cuadro según escenario, definimos los principales datos para configurar HSRP: 
SEDE PRINCIPAL DEL COES (Jr. Manuel Round) 
Tabla 3.55 Direccionamiento HSRP para sede principal del COES 
ROUTER EN HSRP TIPO DE ROUTER IP Default Gateway IP VIRTUAL 
CPE_PRINCIPAL Router Activo 192.168.7.2/24 192.168.7.1/24 
CPE_CONTINGENCIA Router Pasivo 192.168.7.3/24 192.168.7.1/24 
El procedimiento para configurar HSRP en Cisco IOS es el siguiente: 
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a. Comenzamos con la configuración de HSRP para la sede de Manuel Roud. 
 
Tabla 3.56 Configuración de HSRP en routers de sede principal del COES 
ROUTER 6 // PRINCIPAL-COES1 ROUTER 7 // CONTINGENCIA-COES2  
interface FastEthernet1/0 interface FastEthernet1/0 Entra a la interface f0/0 
 ip address 192.168.7.2 255.255.255.0  ip address 192.168.7.3 255.255.255.0 
Configuración de dirección IP a 
la interface física 
standby 10 ip 192.168.7.1 standby 10 ip 192.168.7.1 
Configuración de dirección IP 
virtual 
   
standby 10 priority 160 standby 10 priority 150 
Configuración de la prioridad 
en HSRP 
standby 10 preempt  
asegura que será el router 
Activo 
 
b. Para que los router entre si compartan rutas , configuramos un IBGP entre el router activo y pasivo, 
el siguiente cuadro muestra las configuración: 
 
 
Tabla 3.57 Configuración de IBGP entre el router activo y pasivo de sede principal del COES 
ROUTER 6 // PRINCIPAL-COES1 ROUTER 7 // CONTINGENCIA-COES2 
! ! 
router bgp 65000 router bgp 65000 
neighbor LAN_COES peer-group neighbor LAN_COES peer-group 
neighbor LAN_COES remote-as 65000 neighbor LAN_COES remote-as 65000 
 neighbor LAN_COES password LANCOES  neighbor LAN_COES password LANCOES 
neighbor LAN_COES timers 10 30 neighbor LAN_COES timers 10 30 
 neighbor 192.168.7.3 peer-group LAN_COES  neighbor 192.168.7.2 peer-group LAN_COES 
neighbor 192.168.7.3 description ENLACE LAN ROUTER 
PRINCIPALPROVEEDOR 2 
neighbor 192.168.7.2 description ENLACE LAN ROUTER 
CONTINGENCIA 
 !  ! 
 address-family ipv4  address-family ipv4 
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  neighbor LAN_COES send-community both   neighbor LAN_COES send-community both 
  neighbor LAN_COES next-hop-self   neighbor LAN_COES next-hop-self 
  neighbor LAN_COES soft-reconfiguration inbound   neighbor LAN_COES soft-reconfiguration  inbound 
  neighbor 192.168.7.3 activate   neighbor 192.168.7.2 activate 
  network 192.168.7.0   network 192.168.7.0 
 
Configuración de HSRP para los router de SEDE REMOTA del Agente. 
SEDE REMOTA DEL AGENTE 
Tabla 3.58 Direccionamiento para HSRP entre router del SP1 y SP2 para la sede remota del AGENTE 
ROUTER EN HSRP TIPO DE ROUTER IP Default Gateway IP VIRTUAL 
CPE_AGENTE_SP1 Router Activo 192.168.5.2/24 192.168.5.1/24 
CPE_AGENTE_SP2 Router Pasivo 192.168.5.3/24 192.168.5.1/24 
 
Comenzamos con la configuración de HSRP para la sede de remota del Agente. 
 
Tabla 3.59 Configuración de HSRP para la sede de remota del Agente 
ROUTER  // AGENTE1_SP2 ROUTER 11// AGENTE1_SP1  
interface FastEthernet0/1 interface FastEthernet0/1 Entra a la interface f0/1 
 ip address 192.168.5.3 255.255.255.0  ip address 192.168.5.2 255.255.255.0 Configuración de dirección IP a 
la interface física 
 speed auto  speed auto Configuración de dirección IP 
virtual 
 standby 10 ip 192.168.5.1  standby 10 ip 192.168.5.1 Configuración de la prioridad 
en HSRP 
 standby 10 priority 150  standby 10 priority 150 asegura que será el router 
Activo 
 
Para que los router entre si compartan rutas, configuramos un IBGP entre el router activo y pasivo, el 
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Tabla 3.60 Configuración de IBGP entre routers remotos del AGENTE 
ROUTER  // AGENTE1_SP2 ROUTER 11// AGENTE1_SP1 
! ! 
router bgp 65001 router bgp 65001 
neighbor LAN_AGENTE peer-group neighbor LAN_AGENTE peer-group 
neighbor LAN_AGENTE remote-as 65000 neighbor LAN_AGENTE remote-as 65000 
 neighbor LAN_AGENTE password LANAGENTE  neighbor LAN_AGENTE password LANAGENTE 
neighbor LAN_AGENTE timers 10 30 neighbor LAN_AGENTE timers 10 30 
 neighbor 192.168.7.2 peer-group LAN_AGENTE  neighbor 192.168.7.2 peer-group LAN_AGENTE 
 !  ! 
 address-family ipv4  address-family ipv4 
  neighbor LAN_AGENTE send-community both   neighbor LAN_AGENTE send-community both 
  neighbor LAN_AGENTE next-hop-self   neighbor LAN_AGENTE next-hop-self 
  neighbor LAN_AGENTE soft-reconfiguration  inbound   neighbor LAN_AGENTE soft-reconfiguration  inbound 
  neighbor 192.168.5.2 activate   neighbor 192.168.5.3 activate 
  network 192.168.5.0   network 192.168.5.0 
 
Según las configuraciones realizadas validanos la alta disponibilidad a nivel de router´s según la 
configuración de HSRP: 
En la siguiente imagen se muestra los detalles de la configuración HSRP para el router principal activo y el 
router de contingencia pasivo 
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Figura 3.40 Detalles de la configuración HSRP para el router principal activo 
Fuente: Simulador GNS3 
 
 
 Figura 3.41   Detalles de la configuración HSRP para el router de contingencia pasivo 
Fuente: Simulador GNS3 
  
 
Figura 3.42 Direccionamiento de interfaces HSRP 
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5. CAPÍTULO 4 
SIMULACIÓN  Y PRUEBAS DE FUNCIONAMIENTO 
 
4.1  SIMULACIÓN 
     Todo el diseño de software lo hemos realizado en el programa GNS3, este mismo usaremos para 
simular el funcionamiento en tiempo real de nuestro diseño final de Software. 
4.1.1  DISEÑO EN GNS 
     GNS3 es un simulador gráfico de red que nos permite diseñar topologías de red complejas y poner en 
marcha simulaciones sobre ellos. Con GNS3 está ejecutando un Cisco IOS real, por lo que se verá 
exactamente lo que el IOS produce y tendrá acceso a cualquier comando o parámetro con el apoyo del 
IOS, el cual se asemeja a ser lo más cerca posible a la forma real de los equipos que utilizan para 
implementación de redes como son los routers switches, etc. Para permitir completar simulaciones, GNS3 
está estrechamente vinculada con:  
 Dynamips, un emulador de IOS que permite a los usuarios ejecutar binarios imágenes IOS de Cisco 
Systems.  
 Dynagen, un front-end basado en texto para Dynamips  
 Qemu, un emulador de PIX.GNS3 es una excelente herramienta complementaria a los verdaderos 
laboratorios para los administradores de redes.1 
 
Figura 5.1Plataforma del GNS3 
Fuente: https://www.gns3.com 
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Figura 5.2 Entorno Gráfico GNS3 
Previamente para armar nuestra topología en el entorno grafico de GNS3 debemos asegurarnos o realizar 
las siguientes configuraciones que se detalla en los siguientes pasos: 
 
1. Una vez instalado el programa en nuestro computador, Ejecutar la aplicación ya sea desde 
“Programas” en el menú de “Inicio” o del  icono ubicado en el escritorio, se abrirá la siguiente 
ventana de la Fig. 4.3. Seleccionamos las alternativas de acuerdo a nuestro requerimiento.  
 
 
Figura 5.3 Configuraciones previas en el entorno gráfico GNS3 
2. Comprobar el path hacia Dynamips. 
 
Con muestra ventana grafica de GNS3 abierta pasamos a comprobar si el simulador ha podido reconocer 
de forma eficaz el path donde se encuentra instalado Dynamips para que pueda usarlo correctamente, 
esto lo realizamos cuando usamos el aplicativo por primera vez, de ya haber realizado otras trabajos en 
este entorno no es necesario, Los pasos para realizar esta tarea son los siguientes: 
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2.1. En la aplicación, en la parte superior izquierda, seleccionar la opción “Preferences” del menú 
Edit, como se muestra en la figura. 
 
                       Figura 5.4  Inicio para la comprobación del path del Dynamips 
 
2.2. Nos va aparecer la ventana de “Preferences” direccionamos  la ubicación donde vamos a guardar  
los proyectos (Topologias)  y la ubicación donde se encuentran las imágenes IOS de CISCO que jalara 
GNS3 para simular los equipos. 
 
Figura 5.5 Direccionamiento de  la ubicación donde vamos a guardar  los proyectos (Topologías)   
 
2.3. Una vez indicadas correctamente las ubicaciones hacer click en “Apply” para guardarlas, como 
se muestra en la Fig. 4.6.   
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Figura 5.6 Ventana General de Preferences. 
 
2.4. Configurado el link  “General” pasamos al siguiente  “Dynamips”, comprobamos que el patch 
que se muestran es correcto haciendo clic en “Test”, cuando aparece el mensaje “Dynamips 
succesfuly started” a un costado en verde significa que el GNS3 ha sido instalado correctamente y 
está listo para emular nuestra topología. 
 
Figura 5.7 Comprobación del path del Dynamips. 
 
2.5    Por ultimo Hacer clic en “Apply” para guardar los datos. 
2.6  
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3. Cargar  CISCO IOS 
El siguiente paso es la carga de la imagen IOS que usara el router CISCO 3725 el cual usaremos en nuestra 
topología de red. 
3.1. Ejecutar la aplicación y seleccionar “IOS images and hypervisors” en el menú Edit, como se 
muestra en la figura x. 
 
Figura 5.8 Carga de los CISCO IOS Router en el GNS3 
 
3.2. En la ventana que aparece, buscamos la ubicación de la imagen IOS en nuestro directorio donde 
se ha guardado puesto que previamente se tienen que descargar desde internet. Ver la figura 4.9 
 
Figura 5.9 Ubicación de CISCO IOS en el GNS3 
 
3.3. Seguidamente elegiremos la plataforma y el modelo que corresponde con la imagen IOS  del 
router c3725, que usaremos para simular. 
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Figura 5.10 Selección de CISCO IOS en el GNS3 
 
3.4. Finalmente guardamos los cambios haciendo clic en “Save” y   después en “Close”.  
 
                          Figura 5.11 Almacenamiento de CISCO IOS en el GNS3 
 
Con esto ya tendríamos listo GNS3 para iniciar armar nuestra topología y pasar las configuraciones 
definidas en el Cap.3 del diseño de software, pasamos a detallar el uso del primer router para armar 
la topología final se repite el procedimiento con todos los equipos. 
4. Nos ubicamos en la parte izquierda del entorno grafico de GNS3, en la bandeja All devices, 
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Figura 5.12 Selección de  router. 
 
4.1.  Para seleccionar o ampliar puertos  de acuerdo a lo que necesitamos hacemos clic derecho sobre 
el router y elegir “configure” 
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Opciones de router. 
a. Hacer doble clic en el router, seleccionar el slots y elegir las interfaces que necesitamos 
agregar, clic en Apply y luego en OK. 
 
Figura 5.14 Configuración  Slots. 
 
b. Para encender a la ventana de configuración del router Clic derecho en el router y escoger 
“start”. 
 
Figura 5.15 Iniciar router. 
 
c. Finalmente hacer clic derecho en el router y seleccionar “console” para ingresar la 
configuración definida anteriormente. 
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Figura 5.16 Selección “console” para ingresar la configuración definida 
 
De la misma forma realizamos con todos los equipos de la topología, hasta llegar a la topología final 
y configurada: 
4.1.2  DETALLES DE DISEÑO: 
      Para nuestra simulación aremos uso de 11 router´s CISCO 3725, usamos estos porque es el que más 
se asemeja a los equipos de red reales que se han establecido en el diseño, además esta IOS nos acepta 
la mayor parte de comandos, protocolos, etc, que se han considerado en el diseño general del software. 
Consideramos en total  11 router: 
 8 emulan nuestra red de contingencia. 
  3 emulan la red del SP principal, para efectos de pruebas también lo estamos considerando y se 
anexa una configuración básica para estos router. 
Consideramos en total 6 Switches: 
 3 de ellos hacen la función de puntos de red para la Red Metro Ethernet, en una red corporativa 
de un operador de servicios a los ambientes que se ubican estos equipos se les llama POP que 
pueden estar muy distantes geográficamente pero son los primeros nodos de llegada desde los 
CPE de los clientes 
 2 switches, lo utilizamos como parte de la LAN tanto en la sede principal del COES y en la sede 
remota del AGENTE, esto con el fin de poder habilitar el protocolo HSRP de última milla, en el que 
los router asociados funcionan como activo y pasivo respectivamente. 
 1 switch que lo usamos para interconectar los PE´s de la red principal asumimos que pertenece al 
primer proveedor de servicios de telecomunicaciones SP1. 
Consideramos en total 4 Servidores: 
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 Estos aran la función de servidores IPCC para el tipo de tráfico que cursara por la RED tanto 
principal como de contingencia. 
 Tener en cuenta que el diseño solo abarca hasta la capa 3 según el modelo referencial OSI por lo 
que no nos enfocamos a nivel de capas superiores (Aplicación -protocolo ICCP), como proveedor 
de la red de respaldo el cliente o en este caso el AGENTE es el encargado de validar todas sus 
configuraciones de su red LAN el SP solo le brinda la conexión a nivel de capa 3. 
En la siguiente Tabla se muestra el detalle de los equipos a usar en la emulación: 
Tabla 5.1Detalle de los equipos en la emulación 
EQUIPO HOST NAME TIPO UBICACIÓN FISICA 
R1  LER_1PE ROUTER CISCO 3725  
Infraestructura de red del proveedor 2 
(respaldo) 
R2  LSR_1P ROUTER CISCO 3725 
Infraestructura de red del proveedor 2 
(respaldo) 
R3  LSR_2P ROUTER CISCO 3725 
Infraestructura de red del proveedor 2 
(respaldo) 
R4  LER_2PE ROUTER CISCO 3725 
Infraestructura de red del proveedor 2 
(respaldo) 
R5 CPE_N.AGENTE ROUTER CISCO 3725 
Sede remota física del agente del SEIN, quien 
solicita el servicio 
R6 CPE_1 COES.PRINCIPAL ROUTER CISCO 3725 
Sede principal del COES, Jr. Manuel Rouad Paz 




ROUTER CISCO 3725 
Sede principal del COES, Jr. Manuel Rouad Paz 
Soldan 364, San Isidro-Lima. 
R8 CPE_3 COES.RESPALDO ROUTER CISCO 3725 
Sede de Respaldo del COES, av. Prolongacion 
Pedro Miotta 421, San Juan de Miraflores- 
Lima 
R9 PE1 CISCO C3700 
Infraestructura de red del proveedor 1 
(Principal) 
R10 PE2 CISCO C3700 
Infraestructura de red del proveedor 1 
(Principal) 
R11 CPE_SP1 CISCO C881 
Infraestructura de red del proveedor 1 
(Principal) 
SW1 POP.1 ETHERNET SWITCH 
Primer nodo geograficamente del SP2 mas 
cerca a la sede de principal del COES 
SW2 POP.2 ETHERNET SWITCH 
Primer nodo geograficamente del SP2 mas 
cerca a la sede de principal del COES 
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SW3 POP.3 ETHERNET SWITCH 
Primer nodo geograficamente del SP2 mas 
cerca a la sede de Respaldo del COES 
SW4 SW4 ETHERNET SWITCH 
Primer nodo geograficamente del SP1 mas 
cerca a la sede de principal del COES 
SW5 SW5 ETHERNET SWITCH 
Primer nodo geograficamente del SP1 mas 
cerca a la sede de principal del COES 
SW6 SW6 ETHERNET SWITCH Primer nodo geograficamente del SP1 mas 
cerca a la sede de Respaldo del COES 
SW7 SW7 ETHERNET SWITCH Switch de la LAN principal del COES 
SW8 SW8 ETHERNET SWITCH Switch que simula la red troncal del proveedor 
1 (SP1) 
SW9 SW9 ETHERNET SWITCH Switch de la LAN remora del AGENTE 
SV1 Server ICCP1 HOST Primer servidor ICCP del COES 
SV2 Server ICCP2 HOST Segundo servidor ICCP del COES 
SV3 Server ICCP3 HOST Tercer servidor ICCP del COES 
SV4 Server ICCP Agente HOST servidor IPCC del AGENTE 
 
 
4.1.3 TOPOLOGÍA FINAL 
 Finalmente con los pasos indicados anteriormente armamos la topología de diseño la cual debe quedar 
como se muestra en la Fig. 4.17. 
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Figura 5.17 La topología de diseño final.  
Fuente: Propiedad de Autores 
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4.1.4  HERRAMIENTAS DE MEDIDA 
4.1.4.1 IPERF/ JPERF 
      Iperf  es una herramienta de distribución libre, capaz de medir el ancho de banda, el retardo, el Jitter 
e incluso la pérdida de paquetes de un enlace entre dos PCs. Sus principales característica recaen en la 
facilidad con la que permite configurar sus diferentes parámetros, ya que posee una interfaz gráfica 
escrita en Java llamada Jperf, y en la capacidad de poder enviar datos que usan tanto el protocolo TCP, 
como el protocolo UDP. Iperf trabaja bajo el modelo de cliente-servidor, en donde el PC cliente inventa 
información sin sentido que intenta mandar a otro PC que actúa como servidor durante un tiempo 
determinado, para ello el cliente necesita saber la dirección IP del PC servidor. Básicamente el cliente es 
el que envía la información y el servidor es el que registra los datos que obtiene cuando le llegan los 
paquetes y los muestra. 
Entono Gráfico: 
 
Figura 5.18 Entorno gráfico Iperf 
 
4.1.4.2 AXENCE NETTOOLS 5 
          Herramienta de monitoreo de red usada por los administradores de red. Una herramienta para 
profesionales - y otros. 
Permite: 
 Disponibilidad de múltiples hosts y seguimiento tiempo de respuesta (notificaciones por correo 
electrónico, mensaje, sonido) sobre los problemas de disponibilidad de acogida. 
 Gráficos actuales e históricos para los tiempos de respuesta y el porcentaje de paquetes perdidos 
 La exportación de datos a xml, html, txt 
 Monitoreo de los servicios tcp / ip - supervisar el tiempo de respuesta y paquetes perdidos 
porcentaje de los siguientes servicios: http, pop3, smtp, ftp y otros 50 
 Seguimiento de cualquier puerto tcp 
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 Identificación de host basado en dns; dirección de la comprobación automática cada 10 minutos 
 Sede de la exportación / importación 




Figura 5.19 Entorno gráfico AXENCE NETTOOLS 5 
 
4.1.4.3 Wireshark 
 Es un analizador de protocolos basado en las librerías Pcap utilizado comúnmente como herramienta de 
diagnóstico de redes y de desarrollo de aplicaciones de red. Entre sus cualidades nos encontramos con 
una enorme versatilidad que le lleva a soportar más de 480 protocolos distintos, además de la posibilidad 
de trabajar tanto con datos capturados desde una red durante una sesión como con paquetes 
previamente capturados que hayan sido almacenados en el disco duro. Esta herramienta nos permitirá 
capturar el tráfico de paquetes para posteriormente ser analizado: 
Entorno gráfico: 
 
Figura 5.20 Entorno gráfico Wireshark 
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4.1.4.4 Máquina Virtual -Oracle VM VirtualBox 
 Una máquina virtual es un programa que es capaz de hacer funcionar sistemas operativos dentro, 
asignarles recursos y hacerles creer que en verdad están en un equipo independiente. Son útiles en 
muchas situaciones, como por ejemplo en nuestro caso lo vamos utilizar para simular los servidores 
ICCP, por lo que lo vamos a direccionas con las IP´s asignadas para estas. 
VirtualBox es una de las máquinas virtuales más conocidas, funciona en Windows,Mac, Linux y 
Solaris, y es capaz de emular prácticamente cualquier sistema operativo que te propongas: desde 
DOS hasta Windows 10 
Entorno Gráfico: 
 
Figura 5.21 Entorno Gráfico Máquina Virtual -Oracle VM VirtualBox 
 
4.1.5   CONFIGURACIÓN DE VIRTUALBOX CON GNS3 
     Instalado la máquina virtual en nuestro computador   además de los sistemas operativos que aran 
la función de servidores ICCP en nuestro computador, pasamos a configurarlo en GNS de la siguiente 
manera: 
1. Nos dirigimos al entorno gráfico de nuestro simulador, y desglosamos la opción “Edit”, dentro de 
ella escogemos la opción “Preferences.. ” , tal como se muestra en la imagen: 
 
 
                        UNIVERSIDAD NACIONAL PEDRO RUIZ GALLO 
                          FACULTAD DE CIENCIAS FÍSICAS Y MATEMÁTICAS 
ESCUELA PROFESIONAL DE INGENIERÍA ELECTRÓNICA   
1. 
2. 




Figura 5.22  VirtualBox con GNS3. Selección de la opción “Preferences..” 
 
2. No aparecerá la siguiente ventana, de la cual en la parte izquierda seleccionamos VirtualBox, y 




Figura 5.23 VirtualBox con GNS3. Selección “VirtualBox Guest” 
 
3. Realizamos un Refresh VM list, y en la parte VM List al desglosar la opción nos debe aparecer las 
máquinas virtuales que tenemos instalados, para nuestro diseño hemos considerado necesario 
usar dos máquinas ubicadas en cada extremo ICCP4 que estará físicamente en la sede del AGENTE 
y ICCP1 que estará en la sede principal del COES. 
 
Figura 5.24 VirtualBox con GNS3. Realización de  un Refresh VM list 
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4. Seleccionamos la primera máquina ICCP1, para que aparezca en el entorno grafico de GNS3, lo 
podemos asignar un nombre, en nuestro caso lo llamamos de la misma manera que la máquina 
virtual, luego pinchamos save para guardar.  
 
Figura 5.25 VirtualBox con GNS3. Selección de  la primera máquina ICCP1 
 
5. De la misma manera procedemos para la segunda maquina  
 
Figura 5.26 VirtualBox con GNS3. Selección de  la segunda máquina ICCP4 
 
6. La figura nos muestra que se han configurado y guardado las dos máquinas virtuales y están listas 
para ser usadas con GNS3. 
 
Figura 5.27 Configuración y guardado las dos máquinas virtuales, listas para ser usadas con GNS3. 
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7. Una vez configurado pasamos a unir las máquinas virtuales a nuestra topología dentro del 
entorno gráfico de GNS3, en la parte derecha desglosamos la bandeja “All devices”, en ella nos 
aparecerá  VirtualBox Guest, seleccionamos y arrastramos a nuestra topología. 
 
Figura 5.28 Unión de las máquinas virtuales a nuestra topología dentro del entorno gráfico de 
GNS3 
8. Al arrastrar nos abrirá la siguiente ventana, en ella escogemos que máquina virtual queremos 
usar, en nuestro caso escogemos ICCP4. 
 
 
Figura 5.29 Selección de la máquina virtual  ICCP4. 
 
9. Nos aparecerá la máquina en forma de monitor de PC, cableamos a nuestro Switch, escogemos 
la interface disponible, y de esta forma queda en nuestra topología. 
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Figura 5.30 Conexión de la máquina virtual ICCP4 a la topología general.  
 
10. De la misma manera procedemos con la siguiente máquina virtual ICCP1. 
 
 
Figura 5.31Conexión de la máquina virtual ICCP1 a la topología general.  
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11. Para encender solo hacemos anti-clik y escogemos la opción start, automáticamente se iniciará 
la máquina virtual: 
 
 
Figura 5.32 Arranque de la máquina virtual ICCP4 
 
 
Figura 5.33 Máquina virtual ICCP4 (Corriendo) 
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Figura 5.34 Direccionamiento de  la IP  del ICCP4 
 
13. Como podrán ver solo se consideró dos máquinas virtuales, esto por el consumo de recursos, por 
lo que para los demás Servidores faltantes vamos a simularlos con VPCS, que es la opción por 
defecto que nos ofrece GNS3, dado que para estos no requerimos hacer mayores pruebas, 
consideramos como complemento al direccionamiento de los servidores. Dentro del entorno 
grafico de GNS3 en la parte izquierda hacemos click en la imagen del monitor: 
 
Figura 5.35 Simulación  con VPCs. 
 
14. Se nos abrirá la ventana llamada End devices, seleccionamos la imagen de monitor que indica 
HOST y lo arrastramos a nuestra topología,  
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Figura 5.36 Ventana llamada “End devices” 
 
15. Cableamos al Switch, al momento de escoger el puerto nos desglosará las opciones que se 
muestran en fig. 4.37 dado que estamos configurando nuestro tercer servidor en la sede de 




Figura 5.37 Configurando nuestro tercer servidor en la sede de Respaldo del COES 
 
16. Cambiamos la imagen para mejor visualización, hacemos anti-clic, y nos ubicamos en cambio de 
símbolo (“Change Symbol”). 
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Figura 5.38 Opción “Change Symbol” 
17. Escogemos la imagen de un servidor y Ok. 
 
Figura 5.39 Selección de “Server” 
 
 
18. Repetimos lo mismo para los demás servidores que faltan, luego de haber ubicado todos los 
servidores faltantes en nuestra topología pasamos a direccionar las IP de estos, en la parte 
superior del entorno de GNS3 nos dirigimos a la pestaña que indica “Tools”, la cual pasamos a 
desglosar y escogemos la opción VPCS  
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19. Se nos abrirá la siguiente ventana “Virtual PC Simulator For Dynamips/ GNS3” 
 
 
Figura 5.41 Ventana “Virtual PC Simulator For Dynamips/ GNS3” 
 
20. Ejecutamos el comando SHOW dentro de esta, y nos mostrara las direcciones IP para 10 VPCS, a 
la parte derecha nos indica información con el número de puerto 
 
 
Figura 5.42 Ejecución del comando SHOW 
 
21. Para nuestro tercer servidor conectamos en la topología anterior conectamos al puerto: 
nio_udp:30002:127.0.0.1:20002, LPORT hace referencia al 20002, este está asignado para el 
VPCS3, para entrar a VPCS3, solo digitamos 3 y enter, entraremos en el entorno de VPCS3 
 
 Figura 5.43 Entorno de VPCS3 
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22. En esta Configuramos la IP según tabla de sub-neteo para este servidor de la sede de respaldo 
corresponde la IP 192.198.8.8/24  DG .1/24, digitamos la IP como se muestra en imagen y enter. 
 
Figura 5.44 Configuración de la IP del VPCS3 
 
23. De la misma manera se procede con los demás servidores. 
 
Figura 5.45 Configuración de las  IP de los servidores VPCS 
 
24.  Luego guardamos con un save y asignamos el nombre del archivo en nuestro caso lo llamaremos 
SERVER.ICCP, cuando ejecutemos nuevamente lo podemos llamar con el comando load 
SERVER.ICCP. 
 
Figura 5.46 Asignación del nombre del archivo como SERVER.ICCP 
 
25.        Con esta configuración ya tendríamos lista nuestra topología en el entorno de GNS3 para 
poder simular, tener en cuenta que la configuración de los equipos e definió en el Cap.3 por lo 
que esta se debe clonar a los equipos de nuestra topología. Para iniciar la simulación en la parte 
superior damos clik al icono en verde start/Resume all devices. 
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Figura 5.47 Inicio de la simulación  en GNS3 
 
4.2 ANÁLISIS Y RESULTADOS 
4.2.1 RED MPLS 
     Para nuestro análisis de la Red troncal MPLS usaremos la herramienta Wireshark en cual nos permite 
capturar los paquetes que están cursando por la red para posteriormente   poder descifrarlos y analizarlos, 
para comenzar forzamos a que el tráfico se enrute por la MPLS del proveedor de servicios de contingencia, 
esto lo logramos desactivando el router principal del lado del COES sede principal, validar la ruta con una 
traza desde el ICCP4, luego ejecutamos un ping ICMP constante hacia el servidor ICCP1 como muestra la 
figura: 
 
Figura 5.48 Validación de la ruta con una traza desde el ICCP4 
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Figura 5.49 Ejecución de  un ping ICMP constante hacia el servidor ICCP1 
 
A. Primer Tramo 
1. Capturamos los paquetes desde la interface LAN del CPE del agente (FA0/1), la siguiente imagen 
muestra todos los paquetes capturados en un determinado tiempo: 
 
Figura 5.50 Primer tramo.Captura de los paquetes desde la interface LAN del CPE del agente 
(FA0/1) 
Análisis: 
La imagen muestra la captura consecutiva de paquetes ICMP además de paquetes HSRP, son los dos 
protocolos que se está manejando en la red LAN del AGENTE, ICMP hace referencia al envío 
constante de paquetes hacia la red del COES a través del ping ejecutado desde ICCP4, HSRP es el 
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protocolo habilitado entre los dos router de la red del AGENTE activo y pasivo, son mensajes de 
actualización y preguntas contantes (Hello) para saber que el router principal está activo, el router 
de contingencia envía mensajes continuos de saludo (Hello), cuando ya no recibe respuesta significa 
que el router principal ha caído y entra en funcionamiento el router pasivo, la imagen muestra el 
detalle de los mensajes: 
 
 
  Figura 5.51 El router de contingencia envía mensajes continuos de saludo (Hello) 
 
 La siguiente figura muestra la imagen de un paquete ICMP enviado en la red LAN, se puede validar 
que a los 32 bytes de datos enviados (ping) se agrega los encabezados correspondientes a una trama 




Figura 5.52 La imagen de un paquete ICMP enviado en la red LAN 
 
B. Segundo Tramo 
 
Para el siguiente tramo, entre  CPE y el  PE2 podemos validar que ya no hay paquetes HSRP esto 
porque  este protocolo ya no tiene funcionalidad en este tramo, HSRP solo funciona a nivel LAN, para 
nuestro diseño, pero  en rojo se puede validar que hay paquetes BGP esto en referencia al protocolo 
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de enrutamiento exterior habilitado entre los router de borde para intercambio de rutas a nivel 
WAN. 
 
Figura 5.53 Segundo tramo  entre el CPE y el  PE2 podemos observar  que ya no hay paquetes 
HSRP.  
 
La siguiente Fig. 4.54  muestra que al paquete ICMP original enviado en la LAN se agrega un ámbito 
de protocolo 802.1Q, que hace referencia a la VLAN que se está configurando sobre las interfaces 
WAN de los router de borde,  
 
Figura 5.54 El paquete ICMP original enviado en la LAN.  
  
C. Tercer Tramo 
     Para el tercer tramo entre el PE2 y  P, que es el router de núcleo de la red MPLS podemos validar 
que están cursando paquetes hasta de 4 protocolos, entre ellos destaca el protocolo OSPF que es el 
que conmuta las etiquetas de MPLS, el protocolo LDP el encargado de distribuir las etiquetas, 
además de paquetes TCP y nuestros paquetes de datos ICMP,  los paquetes OSPF y LDP son paquetes 
de saludos para mantener activos el protocolo y las rutas dentro de las tablas de enrutamiento. 
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Figura 5.55 Tercer tramo entre el PE2 y  P, podemos validar que están cursando paquetes hasta 
de 4 protocolos. 
 
     Es preciso resaltar en la siguiente Fig. 4.56 para nuestro paquete ICMP se le está agregando la 
etiqueta 25 para que viaje por la troncal MPLS, Además dentro del ámbito de protocolo de internet 
se aplica ingeniería de tráfico con la diferenciación y priorización del tipo de paquetes con el marcado 
DSCP, los datos has sido capturados desde la interface Fa0/0 del router PE- 
 
Figura 5.56 El paquete ICMP se le está agregando la etiqueta 25 para que viaje por la troncal 
MPLS 
D. Cuarto Tramo 
      Este tramo hace referencia al tráfico entre los router de núcleo de la red MPLS, se valida los 
mismo protocolos del tramo anterior, resaltando para los paquetes ICMP en relación al protocolo de 
etiquetas MPLS se le está agregando la etiqueta de salida 22 y se mantiene la etiqueta de entrada 
según la interface, esto según definición anteriormente vista para MPLS, la imagen lo corrobora, los 
datos fueron capturados de la interface Fa0/0 del router P2 
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Figura 5.57 Cuarto tramo. Los datos fueron capturados de la interface Fa0/0 del router P2 
 
E. Quinto Tramo 
Para el quinto tramo entre el P1 y el PE1 se repite las reglas, la captura de paquetes se realiza a la 
salida de la Interface Fa0/0 del P1, el paquete ICMP se valida que se agrega la etiqueta 22 de salida 
y conserva su etiqueta de origen, considerar que cada interface se asocia una etiqueta según tabla 
de control de etiquetas: 
 
Figura 5.58 Quinto tramo entre el P1 y el PE1, captura de paquetes se realiza a la salida de la 
Interface Fa0/0 del P1 
 
F. Sexto Tramo 
La captura de datos se realiza sobre la interface del F1/0 del PE1, esta interface de cara al CPE del 
COES, podemos validar que se llegó a quitar las etiquetas, esto porque termino el dominio MPLS, la 
trama se convierte en una trama Ethernet común el direccionamiento de dará a través del protocolo 
de internet con referencia al encabezado de IP de origen y de destino. 
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Figura 5.59 Sexto tramo. La captura de datos se realiza sobre la interface del F1/0 del PE1 
 
G. Séptimo tramo 
El tramo final hace referencia al tráfico cursado desde el CPE del COES al Servidor de destino 
192.168.7.30, como se puede observar en la figura los paquetes llegan libres de encabezados, tal y 
como salió de la red remota del AGENTE, de esta manera validamos la funcionalidad de la red MPLS 
y otros. 
 
Figura 5.60 Séptimo tramo, hace referencia al tráfico cursado desde el CPE del COES al Servidor 
de destino 192.168.7.30. 
 
4.2.2 CONTINGENCIA A NIVEL DE ROUTER PARA SEDE PRINCIPAL COES 
Configurada nuestra red según el diseño pasamos a ejecutar las pruebas, las configuraciones a los Routers 
se han clonado tal y conforme se realizó en el cap.3 considerando que este se definió en el entorno de 
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        Primero debemos asegurarnos que los equipos router tanto de la sede principal (Router Principal y 
contingencia del COES) y los routers de la sede remota del Agente (Router principal del SP1 y Router de 
contingencia SP2) funcionen correctamente, los principales deben funcionar como routers activos y los 
router de contingencia como pasivos, según estos alcances procedemos a establecer el siguiente 
protocolo de pruebas: 
 Router Activo  CPE_1 COES.PRINCIPAL 
 Router Pasivo CPE_2 COES.CONTINGENCIA 
 
Estado Ideal: 
1. Validamos la configuración de HSRP para las interfaces LAN tanto del router activo como del pasivo, 
la figura muestra los principales parámetros configurados sobre las interfaces LAN de los router 
implicados, considerar que aparte de configurar HSRP configuramos IBGP entre estos router para 
detectar la caída remota del enlace.  
 
 
Figura 5.61 Validación de la configuración de HSRP para las interfaces LAN 
 
Stanby 10 priority 200, es el comando que establece el router activo, a diferencia del router pasivo 
en que la prioridad se establece en 150 (Stanby 10 priority 150), el defaul Gateway para la IP Virtual 
que comparten los dos routers se establece 192.168.7.1. 
Validamos el direccionamiento de los servidores: 
SERVER COES SEDE PRINCIPAL: 
 Server ICCP1: 192.168.7.30/24 DG.1 (Sede Principal COES) 
 Server ICCP2: 192.168.7.40/24 DG.1 (Sede Principal COES) 
 Server ICCP4: 192.168.5.10/24 DG.1 (Sede AGENTE) 
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Figura 5.62 Validación del direccionamiento de los servidores Server ICCP1, ICCP2 y Server ICCP4 
 
Primer Estado: 
1. Se Valida todas la interfaces de router COES.PRINCIPAL en UP, además la interfaces de router 
COES.CONTINGENCIA en UP.  
 
Figura 5.63 Validación de todas la interfaces de router COES.PRINCIPAL en UP, y del router 
COES.CONTINGENCIA en UP 
 
2. Verificamos la ruta para llegar al primer y segundo servidor IPCC del COES desde la sede remota 
del agente (IPCC4).  
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Figura 5.64 Traza a 192.168.7.30 ICC4 
 
De acuerdo a la traza indicada en la Fig. 4.64 se pasa por el router principal del  Agente (192.168.7.3), 
llega a la red del SP1 (10.50.0.17), para luego tomar el enlace del SP principal (10.50.0.6), de esta 
forma se llega al router principal del COES y al servidor 1 y 2 (192.168.7.30 y .40) 
 
3. Se valida la cone 
4. ctividad desde el IPCC4 (Sede remota del Agente) al IPCC1 (192.168.7.30) 
 
 
Figura 5.65 Validación de la conectividad desde el IPCC4  al IPCC1.  
 
Segundo Estado (Contingencia)  
 
1. Para probar el funcionamiento del HSRP entre los router de la sede principal del COES, desactivamos 
lógicamente la interface LAN FastEthernet1/0 del router COES.PRINCIPAL, también podemos apagar 
el router principal, ejecutamos los siguientes comandos en el router principal: 
PRINCIPAL-COES1#configure terminal 
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Figura 5.66 Caida del router principal de la sede Manuel Roud-COES 
Fuente: Propidad de los autores 
 
2. Con el comando show ip interface brief  validamos el nuevo estado de las interfaces para el router 
principal luego de haber desactivado lógicamente la interface LAN 
 
 
Figura 5.67 Validación el estado en DOW de la interface FastEthernet1/0 (LAN) 
 
En la imagen  Fig. 4.67 Podemos Validar el estado en DOW de la interface FastEthernet1/0 (LAN) en 
el router principal del COES y los estados en UP para el router de contingencia, además podemos 
evidenciar la caída del BGP y la activación de HSRP para el router pasivo. 
 
3. Validamos la nueva ruta del tráfico desde el server IPCC4 al Server de la sede principal del COES 
IPCC1 (192.168.7.30), La ruta se valida realizando una traza con el comando: Tracert 192.168.1.30, 
desde la ventana de CMD del servidor del Agente. 
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Figura 5.68 Ruta por router de contingencia 
 
La fig. 4.68 Muestra que la conexión a los servidores IPCC de COES  continua pero ahora por el router 
de contingencia (10.50.0.10) 
 
4. La siguiente Fig. 4.69  muestra los datos tomados en tiempo real cuando pasa a operar el router de 
contingencia, se está enviando un ping constante al Server del COES de 32Bytes. 
 
 
Figura 5.69 Datos tomados en tiempo real, momento de caída de router principal COES. 
 
5. Resultados: 



















192.168.7.30 15724800 555 32 27 6 
192.168.7.40 15724800 596 32 30 5 
192.168.8.8 15724800 612 0 0 0 
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Con los datos capturados del programa AXENCE NETTOOLS, calculamos el Índice de Disponibilidad 
porcentual de transferencia ICCP, para una señal, con la formula siguiente: 
• 𝑪𝑰𝑪𝑪𝑷𝑺 (%) =




CICCPS: Índice de Disponibilidad porcentual de transferencia ICCP, para una señal  % 
TTSV: Tiempo durante el cual el enlace de comunicación estuvo operativo. Se transfirió información de 
manera efectiva (segundos) 
TTN: Tiempo durante el cual el enlace de comunicación estuvo operativo. Se transfirió información de 
manera efectiva. 
Tener en cuenta que esta fórmula de cálculo esta especificada en la Norma Técnica Para el Intercambio 
de Información en Tiempo Real para las Operaciones del Sistema Eléctrico Interconectado Nacional 
(ANEXO 1), y se puede validar que deriva de la formula general de cálculo de disponibilidad descrita en el 
marco teórico (pag.39)  
Disponibilidad = ((A – B)/A) x 100 por ciento) 
Donde: 
A = Horas comprometidas de disponibilidad 
                B = Número de horas fuera de línea (Horas de "caída del sistema" durante el tiempo de 
disponibilidad comprometido). 
En la siguiente tabla se resume los índices obtenidos: 
Tabla 5.3 Índice de disponibilidad a nivel de equipos lado COES 









TTSV(Tiempo total durante el cual la señal 
se transfirió como válida-segundos) 
15 724 773 15724770 15724800 
TTN(Tiempo durante el cual el enlace de 
comunicación estuvo 
Operativo-segundos) 
15724800 15724800 15724800 
TFSE (Tiempo durante el cual el enlace de 
comunicaciones estuvo fuera de servicio y 
cuya responsabilidad es atribuible a la 
empresa que remite la información-
segudos) 
27 30 0 
CICCPS: Índice de Disponibilidad porcentual 
de transferencia ICCP, Para una señal. 
99.9998283% 99.99980922% 100% 
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Cuadro de Eventos 
 




1. Levantamos nuevamente la interface FastEthernet1/0 para la red LAN del router Principal, con la 
traza se observa que se recupera la conexión a través del router principal 
 
 
Figura 5.71 Levantamos la interface FastEthernet1/0 para la red LAN del router Principal. 
 
 
Figura 5.72 Recupera ruta principal 
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4.2.3 CONTINGENCIA A NIVEL DE ROUTER PARA SEDE REMOTA DEL AGENTE  
 Router Activo  R11    CPE de SP1 




1. Validamos la configuración de HSRP para las interfaces LAN tanto del router activo como del pasivo, 
la figura muestra los principales parámetros configurados sobre las interfaces LAN de los router 
implicados, considerar que aparte de configurar HSRP configuramos IBGP entre estos router para 
detectar la caída remota del enlace.  
 
 
Figura 5.73 Validación de la configuración de HSRP para las interfaces LAN 
 
Primer Estado: 
Protocolo De Pruebas: 
1. Se Valida todas la interfaces de router CPE (R11) en la Sede remota del Agente del SP1, en estado 
UP, además de todas la interfaces de router CPE en la Sede remota del Agente del SP2 el estado UP. 
 
 
Figura 5.74 Validación de todas la interfaces de router CPE (R11) en la Sede remota del Agente del 
SP1. 
 
2. Validamos la traza para llegar al servidor IPCC (192.168.5.10) del AGENTE desde el servidor IPCC1 de 
la sede principal de COES, la Fig. muestra la ruta por la red del SP1, en la última milla el tráfico se 
enruta a través del router principal del SP1 en la sede del AGENTE (10.50.0.18). 
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Figura 5.75 Ruta por router principal -ladoAgente 
 
3. En la Fig. Se valida la conectividad desde el IPCC1 (Sede Principal del COES) al IPCC4  
 
Figura 5.76 Validación  la conectividad desde el IPCC1 (Sede Principal del COES) al IPCC4  
 
Segundo Estado: 
1. Desactivamos lógicamente la interface LAN FastEthernet0/1 del router R11, con el comando: 
R11#configure terminal 
R11(config)#interface fastEthernet 0/1 
R11(config-if)#shutdown 
 
Figura 5.77 Caida del router principal en la sede del Agente 
Fuente: Propiedad de los autores 
 
                        UNIVERSIDAD NACIONAL PEDRO RUIZ GALLO 
                          FACULTAD DE CIENCIAS FÍSICAS Y MATEMÁTICAS 
ESCUELA PROFESIONAL DE INGENIERÍA ELECTRÓNICA   
1. 
2. 




2. Con el comando show ip interface brief  validamos el nuevo estado de las interfaces para el router 
principal luego de haber desactivado lógicamente la interface LAN 
 
Figura 5.78 Caida de la LAN para router principal. 
 
La figura muestra el estado para las interface en el router principal, se valida la interface LAN Fa0/1 en 
DOW, además de todas las interfaces del router pasivo en UP, para el router AGENTE1 del SP2 se 
observa los mensajes de alerta que entra en funcionamiento HSRP en la interface LAN FastEthernet0/1 
3. Ejecutamos una traza para evidenciar la nueva ruta. 
 
Figura 5.79 Ruta por el router de contingencia lado Agente 
 
 La fig 4.79  muestra que el nuevo enrutamiento es a través de la red del SP2 tomando el router pasivo 
(10.1.1.2). 
 
4. La siguiente Fig. 4.80, muestra los datos tomados en tiempo real cuando pasa a operar el router de 
contingencia, se está enviando un ping constante al Server del AGENTE  de 32Bytes. 
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Figura 5.80 Datos tomados en tiempo real, para el Server del AGENTE   
 
5. Resultados: 

















192.168.7.30 192.168.5.10 15724800 468 61 61 13 
192.168.5.50 15724800 491 61 61 12 
 
Tabla 5.5 Índice De Disponibilidad Por Señal Contingencia de equipos-Agente 
ÍNDICE DE DISPONIBILIDAD A NIVEL DE EQUIPOS LADO AGENTE 
DESTINO: 
Server ICCP4 – 
AGENTE 
SERVER ICCP –RESPALDO 
AGENTE 
TTSV(Tiempo total durante el cual la señal 
se transfirió como válida) 
15724739 15724739 




TFSE: Tiempo durante el cual el enlace de 
comunicaciones estuvo fuera de servicio y 
cuya responsabilidad es atribuible a la 
empresa que remite la información 
61 61 
CICCPS: Índice de Disponibilidad porcentual 
de transferencia ICCP, 
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1. Levantamos nuevamente la interface FastEthernet0/1 para la red LAN del router Principal (SP1). 
 
Figura 5.81 Levante de la LAN para el router principal 
 
2. Con la traza se observa que se recupera la conexión a través del router principal R11 (SP1) 
 
Figura 5.82 Recuperación de ruta por router principal 
4.2.4 CONTINGENCIA A NIVEL DE ENLACES PARA SEDE PRINCIPAL DEL COES 
 Segundo estado Prioridad 2 de 4 
Se desactiva primer enlace con la mayor prioridad y debe activarse el segundo enlace 
Tabla 5.6 Segundo estado Prioridad 2 de 4 




PRIORIDAD 1 de 4 PRINCIPAL_COES ENLACE DEL SP1 200    X(Dow) 
PRIORIDAD 2 de 4 CONTINGENCIA_COES ENLACE DEL SP1 180  (u
p) 
PRIORIDAD 3 de 4 PRINCIPAL_COES ENLACE DEL SP2 160  (u
p) 
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Figura 5.83 Caida del enlace principal (1) 
Fuente: Propidad de los autores 
 
a. Verificamos la conectividad entre servidores, podemos ejecutamos un ping constante desde el 
server IPCC4 al IPCC1 (Ping 192.168.7.30 -t) o también validamos con el programa de monitoreo 
de red como muestra la figura. 
 
Figura 5.84 Verificación de la conectividad entre servidores 
 
b. Pasamos a realizar las primeras pruebas lógicas realizando la caída del enlace principal, 
desactivamos lógicamente el enlace principal para el router principal del COES mediante el 
siguiente comando: 
PRINCIPAL-COES1#configure terminal 
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Figura 5.85 Caida para enlace principal, estado de interfaces. 
La Fig.4.85 Muestra el nuevo estado para las interfaces, resaltando la interface Fa0/1 y la Sub-
interface asociada Fa0/1.201, el cual está en estado DOW después de haberlo desactivado 
manualmente. 
c. La siguiente Fig. 4.86 muestra el monitoreo en tiempo real de la Red en el que se observa la 
desconexión momentánea al caer el enlace principal por efectos del cambio realizado. 
 
Figura 5.86 El monitoreo en tiempo real de la Red 
d. Resultados: 




















192.168.7.30 15724800 1277 178 117.2 14% 
192.168.7.40 15724800 1277 176 117.2 14% 
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Tabla 5.8 Índice de disponibilidad por señal  del segundo estado prioridad 2 de 4 
INDICE DE DISPONIBILIDAD  DE CONTINGENCIA CON SEGUNDO ENLACE 
DESTINO: 




TTSV(Tiempo total durante el cual la señal se transfirió como 
válida) 
15 724 682.8 15 724 682.8 
TTN(Tiempo durante el cual el enlace de comunicación 
estuvo operativo) 
15 724 800 15724800 
TFSE: Tiempo durante el cual el enlace de comunicaciones 
estuvo fuera de servicio y cuya responsabilidad es atribuible 
a la empresa que remite la información 
117.2 117.2 
CICCPS: Índice de Disponibilidad porcentual de transferencia 
ICCP, para una señal. 
99.99925468% 99.99925468% 
 
   Eventos: 
 
Figura 5.87 Eventos del segundo estado prioridad 2 de 4 
 
a. Validamos la nueva ruta de tráfico de datos que toma.  
 
Figura 5.88 Ruta por el segundo enlace de contingecia (2) 
 
La Fig.4.88  Muestra la traza desde el Server IPCC4 a servidor IPCC1, se valida la nueva ruta, primero 
hasta el PE1 del SP1 (10.50.0.1) de aquí toma la segunda ruta en prioridad hacia el router de 
contingencia del COES (10.50.0.10), luego el router de contingencia lo enruta al servidor IPCC1 final 
(192.168.7.30) 
Nota: No se ahonda más en estas pruebas puesto que es parte de la red principal y no forma parte 
del diseño de contingencia. 
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 Tercer Estado prioridad 2 de 4 (Red de Contingencia) 
Tabla 5.9 Tercer Estado prioridad 2 de 4 (Red de Contingencia) 




PRIORIDAD 1 de 4 PRINCIPAL_COES ENLACE DEL SP1 200   X(Dow) 
PRIORIDAD 2 de 4 CONTINGENCIA_COES ENLACE DEL SP1 180   X(Dow) 
PRIORIDAD 3 de 4 PRINCIPAL_COES ENLACE DEL SP2 160  (up) 
PRIORIDAD 4 de 4 CONTINGENCIA_COES ENLACE DEL SP2 140  (up) 
 
 
Figura 5.89 Caida para el segundo enlace de contingencia 
Fuente: Propiedad de los autores 
a)  Ejecutamos un ping constante desde el server IPCC4 al IPCC1 y una traza para validar la ruta 
actual y la conectividad: 
 
Figura 5.90 Conecividad d el server IPCC4 al IPCC1. 
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b) Pasamos a desactivamos lógicamente el enlace segundario (Ruta: 10.50.0.10)  para el router de 
contingencia del COES (Segunda prioridad) 
CONTINGENCIA1_COES#configure terminal 
CONTINGENCIA1_COES(config)#interface fastEthernet 0/1 
CONTINGENCIA1_COES(config-if)#shutdown 
 
Figura 5.91 Caida Logica para el segundo enlace de contingencia (2) 
 
La fig.4.91 Muestra el nuevo estado de las interfaces de los router de contingencia de la sede 
principal del COES (COES.CONTINGENCIA), resalta la caída de los enlaces de prioridad 1 y 2 del 
proveedor principal tanto para el router principal como para el router pasivo. 
c) La siguiente Fig. 4.92 muestra los datos tomados en tiempo real cuando pasa a operar el tercer 
enlace de contingencia para el segundo proveedor de servicios, las pruebas la realizamos enviad 
un ping constante a los servidores del COES de 32Bytes. 
 
Figura 5.92 Datos tomados en tiempo real cuando pasa a operar el tercer enlace de contingencia para 
el segundo proveedor de servicios. 
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192.168.7.30 15724800 1528 152 92.5seg. 10 
192.168.7.40 15724800 1518 152 92.5seg. 10 
  
Tabla 5.11 Índice de disponibilidad por señal del Tercer Estado prioridad 2 de 4 (red de contingencia) 
ÍNDICE DE DISPONIBILIDAD POR SEÑAL CONTINGENCIA  TERCER ENLACE 




TTSV(Tiempo total durante el cual la señal se 
transfirió como válida) 
15 724 707.5 15 724 707.5 
TTN(Tiempo durante el cual el enlace de 
comunicación estuvo 
operativo) 
15 724 800 15 724 800 
TFSE: Tiempo durante el cual el enlace de 
comunicaciones estuvo fuera de servicio y cuya 
responsabilidad es atribuible a la empresa que 
remite la información 
92.5 92.5 
CICCPS: Índice de Disponibilidad porcentual de 
transferencia ICCP, 




          Cuadro de Eventos: 
 
Figura 5.93 Cuadro de Eventos del Tercer Estado prioridad 2 de 4 (red de contingencia) 
 
e) Ejecutamos una nueva traza desde la pantalla de CMD del servidor IPCC4 del agente para 
validar la nueva ruta. 
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Figura 5.94 Ruta por el tercer enlace de contingencia. 
la Fig, 4.94 muestra la nueva ruta usando en enlace con la tercera prioridad, la traza muestra la 
ruta que está tomando el trafico ICMP, dado que en proveedor principal ya no tiene rutas activas 
mediante el BGP el router principal en el Agente valida esto por lo que enruta el trafico al segundo 
router que pertenece al SP2 (192.168.5.3), este lo pasa por la red troncal del SP2 llegando hasta 
el PE1 (10.0.0.9), según la prioridad toma en enlace hacia la Ip 10.1.1.10 para por ultimo llegar al 
destino final. 
- Latencia de enlace tercera prioridad 
PROCEDIMIENTO: 
 Para medir la latencia del tercer enlace prioritario se tomamos 10 muestras sucesivas de 20 ping 
cada una, en donde se enviarán paquetes de longitudes diferentes. Las muestras se realizarán en 
sentido que va desde el servidor IPCC4 en la sede del AGENTE al servidor IPCC1 del lado del COES, 
las longitudes de tramas recomendadas, en la RFC 2544 , para la realización de mediciones en un 
medio Ethernet son: 64, 128,256, 512, 1024, 1280 y 1518 octetos. 
La siguiente figura muestra la captura de datos para las pruebas ICMP evaluadas desde el servidor 
IPCC4 para una trama de 1518bytes 
 
Figura 5.95 Captura de datos para las pruebas ICMP evaluadas desde el servidor IPCC4 
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La  Siguiente tabla  muestra los datos promedios finales obtenidos después de tomar las muestras 
con diferentes longitudes de tramas Ethernet. 
Tabla 5.12  Latencia para tercer enlace de contingencia. 
Longitud de la Trama (Octetos) 64 128 256 512 1024 1280 1518 
Round trip min 
(ms) 
120 127 117 139 118 121 151 
Round-trip avg 
(ms) 
163 161 153 200 255 151 197 
Round-trip max 
(ms) 
272 238 223 607 163 215 242 
 
- Throughput (Caudal Eficaz) de enlace tercera prioridad: 
PROCEDIMIENTO: Para medir el throughput enviaremos un número específico de tramas a 
velocidades específicas hasta que encontremos la máxima cantidad de tramas recibidas en el 
destino sin que se produzcan perdidas de las mismas. Cada una de las ráfagas enviadas dura 60 
segundos y en ellas se transporta datagramas UDP de longitud variable. En las pruebas el cliente 
será el encargado de enviar los paquetes de datos, tomamos como cliente al lado del AGENTE, 
mientras que el servidor será el que los reciba y nos muestre la cantidad de paquetes que llegaron 
correctamente que será el lado del COES. Las longitudes de tramas recomendadas, en la RFC 2544, 
para la realización de mediciones en un medio Ethernet son: 64, 128, 256, 512, 1024, 1280 y 1518 
octetos. Se elige usar el protocolo UDP en las pruebas de Throughput debido a que no implementa 
ventanas que otorgan control de flujo a la transmisión de bytes, de forma que no se limita el ancho 
de banda de la red que está disponible. Además, UDP tampoco realiza retransmisiones de bytes, 
ya que no espera un reconocimiento afirmativo (ACK) por parte del receptor de cada byte que 
envía, para enviar el siguiente. 
El tamaño de los datagramas UDP considera que cada datagrama involucrado en la prueba se 
encapsula en un sólo paquete IP, de modo que se pueden obtener resultados en paquete por 
segundo (pps) y no en datagramas por segundo. 
Para la captura de los datos vamos usar la aplicación JPERF 2.0.2 y IPERF, cabe resaltar que Iperf 
muestra los paquetes recibidos en cada segundo y también los recibidos durante toda la prueba, 
lo cual facilita el proceso de toma de medidas. Además, los resultados que se muestran en las 
tablas siguientes son valores típicos obtenidos después de la repetición sucesiva de cada una de 
las pruebas. 
En los siguientes pasos pasamos a detallar las pruebas realizadas: 
Configuración del Jperf como servidor para medir Throughput en el servidor IPCC de la sede 
principal del COES. 
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Figura 5.96 Configuración del Jperf en el servidor IPCC de la sede principal del COES 
 
Configuración del Jperf como cliente  en el servidor IPCC de la sede del AGENTE, para medir 
Throughput: 
 
Figura 5.97 Configuración del Jperf en el servidor IPCC de la sede del AGENTE 
 
            Datos tomadas para la primera medida: 
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Figura 5.98 Datos tomadas para la primera medida 
 
En las siguientes Tablas se detalla los valores del Throughput obtenidos una vez realizada todas las 
muestras. 
Tabla 5.13 Valores del Throughput obtenidos para tercer enlace de contingencia. 
THROUGHPUT 
Longitud de Trama (bytes) 1024 1280 1512 
Velocidad de Tx (kbps) 207 262 216 
Velocidad de Rx (kbps) 213 276 220 
Tramas Transmitidas 314 252 213 
Tramas Recibidas 314 252 213 
Tramas Perdidas 0.32% 0 (0%) 0 (0%) 
Tramas Recibidas (pps) 7 6 4 
 
- Jitter para enlace tercera prioridad: 
PROCEDIMIENTO: Para esta medida enviaremos ráfagas que contienen datagramas UDP a la 
velocidad máxima de Throughput calculada en el apartado anterior. La longitud de los datos UDP es 
variable y la duración de la prueba es de 60 segundos. El origen de los datos será el cliente y el 
destino será el receptor que nos mostrará los valores de jitter obtenidos durante la transmisión. 
Para la realización del cálculo del Jitter por Iperf, el cliente almacena una marca de tiempo en cada 
paquete que envía y el servidor calcula el tiempo de tránsito relativo como la diferencia entre tiempo 
de recepción del servidor – tiempo de envío del cliente. Puesto que los relojes del cliente y del 
servidor no necesitan ser sincronizados, cualquier diferencia presente será reconocida como un 
nuevo valor de Jitter. Finalmente el Jitter será la media de las diferencias entre tiempos de tránsito 
consecutivos.  Se ha vuelto a elegir al protocolo UDP en estas nuevas pruebas debido a que no 
queremos que se produzca un control de flujo en la transmisión de datos, ni que se reciba un 
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reconocimiento afirmativo de la recepción de los datos; con el fin de obtener tráfico simular al que 
se produce. 
Por otro lado, los resultados que se muestran en las tablas siguientes son valores típicos obtenidos 
después de la repetición sucesiva de cada una de las pruebas 
La tabla  muestra el valor de Jitter obtenido tras el envío de datos a la velocidad máxima de 
Throughput en el enlace de tercera prioridad 
Tabla 5.14 Jitter obtenido para terer enlace de contingencia 
JITTER 
Longitud de Trama (bytes) 1024 1280 1512 
Velocidad de Tx (kbps) 207 262 216 
Velocidad de Rx (kbps) 213 276 220 
Tramas Transmitidas 314 252 213 
Tramas Recibidas 314 252 213 
Tramas Perdidas 0.32% 0 (0%) 0 (0%) 
Jitter (ms) 13.14 25.2 18.61 
 
 
 Cuarto Estado prioridad 4 de 4 (Red de Contingencia): 
Tabla 5.15 Cuarto Estado prioridad 4 de 4 (Red de Contingencia) 




PRIORIDAD 1 de 4 PRINCIPAL_COES ENLACE DEL SP1 200   X(Dow) 
PRIORIDAD 2 de 4 CONTINGENCIA_COES ENLACE DEL SP1 180   X(Dow) 
PRIORIDAD 3 de 4 PRINCIPAL_COES ENLACE DEL SP2 160   X(Dow) 
PRIORIDAD 4 de 4 CONTINGENCIA_COES ENLACE DEL SP2 140  (up) 
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Figura 5.99 Caida de tercer enlace de contingencia (3) 
Fuente: Propiedad de los autores 
 
a) Desactivamos lógicamente el enlace segundario  para el router de Principal con prioridad 3de4 
del COES: 
PRINCIPAL-COES1#configure terminal 
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b) Monitoreo en tiempo real de la Red al momento de hacer caer el tercer enlace. 
 
Figura 5.101 Datos tomados en tiempo real cuando pasa a operar el cuarto enlace de 
contingencia 
La Fig.4.104 muestra los datos tomados en tiempo real cuando pasa a operar el cuarto enlace de 
contingencia para el segundo proveedor de servicios, se está enviando un ping constante al Server 
del COES de 32Bytes. 
c) Resultados 



















192.168.7.30 1 708 1 693 32 27 2 
192.168.7.40 1 728 1 712 30 27 2 
 
Tabla 5.17 Índice de disponibilidad por señal del Cuarto Estado prioridad 4 de 4 (red de contingencia) 
ÍNDICE DE DISPONIBILIDAD POR SEÑAL CONTINGENCIA  CUARTO ENLACE 




TTSV(Tiempo total durante el cual la señal se transfirió 
como válida) 
15 724 773 15 724 773 
TTN(Tiempo durante el cual el enlace de comunicación 
estuvo operativo) 
15 724 800 15 724 800 
TFSE: Tiempo durante el cual el enlace de comunicaciones 
estuvo fuera de servicio y cuya responsabilidad es 
atribuible a la empresa que remite la información 
27 27 
CICCPS: Índice de Disponibilidad porcentual de 
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d) Cuadro de Eventos: 
 
Figura 5.102 Cuadro de eventos del Cuarto Estado prioridad 4 de 4 (red de contingencia) 
 
e)  Ejecutamos una nueva traza para validar la nueva ruta que está tomando el tráfico.  
 
Figura 5.103 Ruta por el cuarto enlace de contingencia. 
 
La Fig, muestra la nueva ruta usando en enlace con la cuarta y última prioridad, la traza muestra la 
ruta que está tomando el trafico ICMP, dadGo que en proveedor principal ya no tiene rutas activas 
y el proveedor 2 tiene su enlace principal deshabilitado, mediante el BGP el router principal en el 
Agente valida esto por lo que enruta el trafico al segundo router que pertenece al SP2 (192.168.5.3), 
este lo pasa por la red troncal del SP2 llegando hasta el PE1 (10.0.0.9), según la prioridad toma en 
enlace hacia la Ip 10.1.1.14 para por ultimo llegar al destino final. 
- Latencia Para Cuarto Enlace Con Prioridad 4 De 4  
PROCEDIMIENTO: Se tomarán 10 muestras sucesivas de 20 ping cada una, en donde se enviarán 
paquetes de longitudes diferentes. Las muestras se realizarán en sentido que va desde el servidor 
IPCC4 en la sede del AGENTE al servidor IPCC1 del lado del COES, las longitudes de tramas 
recomendadas, en la RFC 2544 , para la realización de mediciones en un medio Ethernet son: 64, 
128,256, 512, 1024, 1280 y 1518 octetos. 
La siguiente fig. Muestra el muestreo para una trama de 256 bytes 
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Figura 5.104 Muestreo para una trama de 256 bytes 
 
La tabla  4.18 muestra los datos promedios finales obtenidos después de tomar las muestras con 
diferentes longitudes de tramas Ethernet. 
Tabla 5.18 Latencia para el cuarto enlace de contingencia 
Longitud de la 
Trama (Octetos) 
64 128 256 512 1024 1280 1518 
Round trip min 
(ms) 
127 125 130 135 168 117 181 
Round-trip avg 
(ms) 
163 163 165 210 217 205 297 
Round-trip max 
(ms) 
220 225 227 549 390 555 636 
 
- Throughput (Caudal Eficaz), Para Cuarto Enlace Con Prioridad 4 De 4 
De la misma manera que se evaluó el caudal eficaz para el tercer enlace se valida para el cuarto 
enlace, se toman muestras con diferentes tamaños de tramas enviadas desde el Cliente AGENTE al 
servidor COES, las tramas de datos se realizan con datos promedios finales obtenidos, el resumen de 
tabla se muestra líneas abajo: 
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Tabla 5.19 THROUGHPUT para el cuarto enlace de contingencia 
THROUGHPUT 
Longitud de Trama (bytes) 1024 1280 1512 
Velocidad de Tx (kbps) 2 3 2.5 
Velocidad de Rx (kbps) 0.1 1.2 1.21 
Tramas Transmitidas 512 934 1701 
Tramas Recibidas 512 934 1598 
Tramas Perdidas 0 (0%) 0 (0%) 6.4% 
Tramas Recibidas (pps) 7 6 4 
 
- Jitter Para Cuarto Enlace Con Prioridad 4 De 4 
De la misma manera que el tercer enlace prioritario, para la medición se envió datos UDP de longitud 
variable a velocidades diferentes de Throughput obtenida anteriormente durante 20 segundos. 
Como se utilizó anteriormente Jperf el cliente será el encargado de enviar los datos y el servidor los 
recibirá, indicando los valores de Jitter obtenidos durante la transmisión de los datos. 
Tabla 5.20 Jitter para el cuarto enlace de contingencia 
JITTER 
Longitud de Trama (bytes) 1024 1280 1512 
Velocidad de Tx (kbps) 2 3 2.5 
Velocidad de Rx (kbps) 0.1 1.2 1.21 
Tramas Transmitidas 512 934 1701 
Tramas Recibidas 512 934 1598 
Tramas Perdidas 0 (0%) 0 (0%)  6.4% 
Jitter (ms) 31 72 104 
 
  
4.2.5 CONTINGENCIA A NIVEL DE ENLACES PARA  SEDE DE RESPALDO COES 
Estado dell enlace prioridad 1 de 2: 
En la última prueba se validó la conectividad a la sede principal del COES con el ultimo enlace del SP2, 
pero tener en cuenta que paralelo a la trasmisión de datos a esta sede también hay un envió del mismo 
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tráfico a la sede de respaldo,  por lo que si cae el ultimo enlace de prioridad 4de4 habiendo caído los 
anteriores o cae toda la SEDE no habría modo de salvar la conectividad, pero para solucionar esto se tiene 
la sede de respaldo habilitada por el COES en SJM, de la misma manera que se trasmite datos a la sede 
principal se trasmite en tiempo real a esta sede, por lo que de haber alguna contingencia con la sede 
principal queda la de respaldo, de la misma forma de contingencia implementada para la sede principal 
se implementa en la sede de respaldo, a excepción de que acá no se cuenta con un segundo router de 
respaldo, de acuerdo a esto definimos el siguiente cuadro de prioridad para los enlaces: 
Tabla 5.21 Estado Ideal  




PRIORIDAD 1 de 2 RESPALDO_COES ENLACE DEL SP1 200  (up) 
PRIORIDAD 2 de 2 RESPALDO_COES ENLACE DEL SP2 160  (up) 
 
Según la prioridad de cada enlace entrara en funcionamiento el enlace sub-siguiente y así sucesivamente 
a mayor peso mayor prioridad. 
La siguiente fig. 4.105  muestra el estado ideal para las interfaces de los router de última milla involucrada 
así como el direccionamiento IP de los servidores: 
 
Figura 5.105 El estado ideal para las interfaces de los router de última milla 
 
PROTOCOLO DE PRUEBAS 
 Estado inicial: 
i. Desde el Server IPCC4, realizamos una traza para validar la ruta que está tomando el trafico ICMP 
al servidor de respaldo del COES que está ubicado en la sede de respaldo de San Juan de Miraflores 
Lima. 
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Figura 5.106 Ruta por el enlace principal para la sede de respaldo COES 
 
En la Figura validamos que el tráfico se está enrutando por el enlace principal, se verifica que del 
router principal del agente pasa al PE2 del SP1 (10.50.0.17), luego al PE1 del SP1 (10.50.0.13) y por 
ultimo toma en enlace principal con prioridad 1 de 2 (10.50.0.14) para llegar al server final 
(192.168.8.8) 
ii. Validamos que todas las interfaces del router principal del COES están en UP (Activas), de la misma 
manera validamos las interfaces para el router de contingencia se encuentran en el estado ideal. 
 
Figura 5.107 Estado ideal para las interfaces 
 
 
Figura 5.108 Monitoreo en un estado Ideal 
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Estado de contingencia enlace prioridad 2 de 2: 
Tabla 5.22 Caida para enlace principal 




PRIORIDAD 1 de 2 RESPALDO_COES ENLACE DEL SP1 200   X(DOW) 
PRIORIDAD 2 de 2 RESPALDO_COES ENLACE DEL SP2 160 (up) 
Desactivamos lógicamente la interface WAN FastEthernet0/1 del router COES.RESPALDO: 
RESPALDO.COES3#configure terminal 
RESPALDO.COES3(config)#interf fastEthernet 0/1 
RESPALDO.COES3(config-if)#shutdown 
 
Con el comando: show ip interface brief, mostramos el estado de las interfaces una vez aplicado los 
comandos anteriores 
 
Figura 5.109 caida lógica del enlace principal Fa0/1 
En la imagen podemos validar el estado en DOW de la interface FastEthernet0/1(WAN SP1) en el router 
DE RESPALDO del COES y los estados en UP para el segundo enlace WAN de contingencia para el SP2. 
Tomamos los datos en tiempo real al momento de hacer los cambios con nuestro programa de monitoreo 
de red.  
 
Figura 5.110 Monitoreo de la red en momento de caida. 
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La Fig. 4.110 Muestra los datos tomados en tiempo real cuando pasa a operar el enlace de contingencia, 
se está enviando un ping constante al Server del COES de 32Bytes. 
Resultados: 



















192.168.8.8 15724800 5 919 145 146 2 
 
Tabla 5.24 Índice de disponibilidad por señal del Estado de Contingencia enlace prioridad 2 de 2 
ÍNDICE DE DISPONIBILIDAD POR SEÑAL ENLACE DE RESPALDO 
DESTINO: Server ICCP3 – Respaldo(seg) 
TTSV(Tiempo total durante el cual la señal se transfirió 
como válida) 
15 724 654 
TTN(Tiempo durante el cual el enlace de comunicación 
estuvoboperativo) 
15 724 800 
TFSE: Tiempo durante el cual el enlace de comunicaciones 
estuvo fuera de servicio y cuya responsabilidad es 
atribuible a la empresa que remite la información 
146 
CICCPS: Índice de Disponibilidad porcentual de 
transferencia ICCP, Para una señal. 99.99907153% 
  Cuadro de Eventos: 
 
Figura 5.111 Cuadro de Eventos  del Estado de contingencia enlace prioridad 2 de 2 
Ejecutamos una traza para validar la nueva ruta de tráfico de datos. 
 
Figura 5.112 Ruta por el enlace de contingencia para la sede de respaldo del COES. 
 
Según la traza de la Fig. 4.112  Muestra que desde el router AGENTE_1 del SP2, la ruta toma la red MPLS 
de SP2 (10.1.1.1) hasta el PE1 (10.1.1.17) de aquí toma el enlace al router de respaldo del COES (10.1.1.18), 
luego el router CPE de respaldo lo enruta al servidor IPCC3 final (192.168.8.8) 
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4.3 ESPECIFICACIÓN DEL ÍNDICE DE DISPONIBILIDAD DE LAS TRANSFERENCIAS ICCP 
 
El COES evaluará las transferencias de información vía protocolo ICCP. Ésta se efectuará a la llegada de las 
señales al servidor ICCP del COES y de acuerdo con la siguiente formulación: 
 
Figura 5.113 Fórmulas CICCPS y CICCPE. 
 
Donde: 
CICCPS: Índice de Disponibilidad porcentual de transferencia ICCP, para una señal. 
CICCPE: Índice de Disponibilidad porcentual de transferencia ICCP, para una empresa. 
TTSV: Tiempo total durante el cual la señal se transfirió como válida. 
TTN: Tiempo durante el cual el enlace de comunicación estuvo operativo. Se transfirió información 
de manera efectiva. Se debe cumplir que: TTN≥TTSV. 
TFSE: Tiempo durante el cual el enlace de comunicaciones estuvo fuera de servicio y cuya 
responsabilidad es atribuible a la empresa que remite la información 
(Ejemplo, para un mes de 30 días, se tiene: TTN+TFSE+δ=720 horas; donde δ es un posible tiempo 
atribuible a falla del sistema o del enlace del Coordinador, el cual se descontaría para todo efecto de 
la evaluación) 
Nmedi, Nest y Nalarm: Representan en cada caso, el número de señales Medidas (“medi”), Estados 
(“est”) y Alarmas (“alarm”), de acuerdo a lo requerido por el Coordinador. 
Como se podrá verificar para cada evento de prueba se ha venido calculando el CICCPS (Índice de 
Disponibilidad porcentual de transferencia ICCP, para una señal), con estos datos vamos a proceder 
a realizar el cálculo para la Empresa Agente del SEIN, considerar que evaluamos el peor de los casos 
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Tabla 5.25 Resumen de  todos los CICCPS obtenidos para conectarse a la sede principal del COES – 
SAN ISIDRO, LIMA. 






ICCP, para una 
señal  %) 
TTN: Tiempo 








TFSE: Tiempo durante el 
cual el enlace de 
comunicaciones estuvo 
fuera de servicio y cuya 
responsabilidad es 
atribuible a la empresa 
que remite la 
información ( segundos) 
Contingencia de 
equipos de última 
milla en los 
routers de la sede 
principal del 









99.9998092 15 724 800 30 
Contingencia de 
equipos de última 
milla en los 
routers de la sede 
remota del 










99.9996121 15 724 800 61 
Convergencia de 









99.9992547 15 724 800 117.2 
Convergencia de 









99.9994118 15 724 800 92.5 
Convergencia de 









99.9998283 15 724 800 27 
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Tabla 5.26 Resumen de  todos los CICCPS obtenidos para conectarse a la sede de Respaldo del COES – 
SAN JUAN DE MIRAFLORES, LIMA. 
EVENTO SEVER DE 
DESTINO 




ICCP, para una 
señal  %) 
TTN: Tiempo 









durante el cual el 
enlace de 
comunicaciones 
estuvo fuera de 
servicio y cuya 
responsabilidad 






equipos de última 
milla en los 
routers de la sede 
remota del 





99.9996121 15724800 61 
Convergencia de 
primer a segundo 
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De acuerdo a los datos obtenidos en tabla 4.25 considerando la formula proporcionada por el COES, 
pasamos a calcular el Índice de Disponibilidad de las transferencias ICCP para un agente en la sede 
principal del COES considerando todos las interrupciones del enlace que se le pueden atribuir al mal 
funcionamiento del sistema de conexión : 
𝐂𝐈𝐂𝐂𝐏𝐄 
=    
(𝟗𝟗. 𝟗𝟗𝟗𝟖𝟐𝟖𝟑 +  𝟗𝟗. 𝟗𝟗𝟗𝟖𝟎𝟗𝟐) + (𝟗𝟗. 𝟗𝟗𝟗𝟔𝟏𝟐𝟏 + 𝟗𝟗. 𝟗𝟗𝟗𝟔𝟏𝟐𝟏) + (𝟗𝟗. 𝟗𝟗𝟗𝟐𝟓𝟒𝟕 + 𝟗𝟗. 𝟗𝟗𝟗𝟐𝟓𝟒𝟕) + (𝟗𝟗. 𝟗𝟗𝟗𝟒𝟏𝟏𝟖 + 𝟗𝟗. 𝟗𝟗𝟗𝟒𝟏𝟏𝟖) + (𝟗𝟗. 𝟗𝟗𝟗𝟖𝟐𝟖𝟑 + 𝟗𝟗. 𝟗𝟗𝟗𝟖𝟐𝟖𝟑)    
𝟐 + 𝟐 + 𝟐 + 𝟐 + 𝟐
∗
𝟏𝟓𝟕𝟐𝟒𝟖𝟎𝟎 




(𝟗𝟗𝟗. 𝟗𝟗𝟓𝟖𝟓𝟏𝟐)    
𝟏𝟎
∗




𝐂𝐈𝐂𝐂𝐏𝐄 = 𝟗𝟗. 𝟗𝟗𝟓𝟒𝟓𝟖𝟎𝟕%....Indice de Disponibilidad para la sede Principal del COES. 
 
De la misma manera que para la sede principal considerando la tabla 4.26 calculamos el Índice de 
Disponibilidad porcentual de transferencia ICCP en la sede de Respaldo del COES  para un agente 
considerando todas las interrupciones del enlace que se le pueden atribuir al mal funcionamiento del 
sistema de conexión: 
𝐂𝐈𝐂𝐂𝐏𝐄 =    







𝐂𝐈𝐂𝐂𝐏𝐄 = 𝟗𝟗. 𝟗𝟖𝟗𝟕𝟖𝟔𝟗𝟑%....Indice de Disponibilidad para la sede de respaldo del COES. 
 
Con el sistema de contingencia a nivel de enlaces y equipos de red para la sede principal se considera una 
disponibilidad de 99.99545807% según cálculo, evaluando este con la disponibilidad de la sede de 
respaldo de Pedro Miotta que es 99.99.98978693% la disponibilidad total del sistema seria en promedio 
de los dos: 
𝐃𝐈𝐒𝐏𝐎𝐍𝐈𝐁𝐈𝐋𝐈𝐃𝐀𝐃 𝐃𝐄𝐋 𝐒𝐈𝐒𝐓𝐄𝐌𝐀 =
(𝟗𝟗. 𝟗𝟗𝟓𝟒𝟓𝟖𝟎𝟕% + 𝟗𝟗. 𝟗𝟖𝟗𝟕𝟖𝟔𝟗𝟑%)    
𝟐
 
𝐃𝐈𝐒𝐏𝐎𝐍𝐈𝐁𝐈𝐋𝐈𝐃𝐀𝐃 𝐃𝐄𝐋 𝐒𝐈𝐒𝐓𝐄𝐌𝐀: 𝟗𝟗. 𝟗𝟗𝟔𝟕𝟒𝟏𝟕𝟔%...Indice de disponibilidad  general del sistema de 
contingencia 
 
Para la etapa objetivo el conjunto de señales medidas y estados que remite cada integrante del COES-
SEIN, deberá tener una disponibilidad de 98% del tiempo. Esto equivale aproximadamente a una 
permisividad de error acumulado de 87 horas y 36 minutos para un periodo de control semestral, por 
nodo (empresa individual), según la simulación de nuestro diseño obtenemos una disponibilidad de 
99.99% que supera considerablemente en parámetro indicado por normativa.   
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Costo Parcial Costo Total
S/. S/. S/.
1.00.00 EQUIPOS 2,252.27
1.01.00 Unidad 8 120.38 963.04
1.02.00 Unidad 8 102.19 817.52
1.03.00 Unidad 1 471.71 471.71
2.00.00 18,680.14
2.01.00 m 20000 0.90 18000.00
2.02.00 m 240 0.23 55.20
2.03.00 Unidad 14 36.33 508.62
2.04.00 Unidad 16 0.23 3.68
2.05.00 PANDUIT CAJA DE MONTAJE MM DE FIBRA OPTICA PARA 6 MODULOS Unidad 4 14.26 57.04
2.06.00 Unidad 4 13.90 55.60
3.00.00 DISEÑO DE PROYECTOS DE PLANTA INTERNA 19,500.00
3.01.00 Global 1 3,500.00
3.02.00 Global 1 16,000.00
4.00.00 38,335.00
4.01.00 ml. 400 59.50 23800.00
4.02.00 ml. 400 5.50 2200.00
4.03.00 ml. 400 3.00 1200.00
4.04.00  ELIMINACION DE DESMONTE m3 50 15.50 775.00
4.05.00 m3 40 259.00 10360.00
5.00.00 Global 1 25000.00 25000.00 25,000.00
6.00.00 Global 1 1000.00 1000.00 1,000.00
S/. 104,767.41
ARANDELA CURVA DE 5/8"
DEMOLICION DE PAVIMENTO, VEREDAS, ASFALTO, ADOQUINES ,ETC
 ALAMBRE PARA DEVANADO Y ATADURAS CALIBRE 07 
CABLE DE FIBRA OPTICA 12F MONOMODO ADSS (CILINDRICA) 
ROUTER (Cisco 881 Ethernet Sec Router w/ Adv IP Services)
MATERIALES
PRESUPUESTO DEL PROYECTO
CONVERTIDOR  DE MEDIO (MC FastEthernet Multimodo, hasta 2Km)RAISECOM
Item Descripción Unidad Cantidad
T-DUX-100-KIT-SPN
CONVERTIDOR DE MEDIO (MC FastEthernet Monofibra 1310, hasta 25Km)RAISECOM
COSTO TOTAL
CANALIZACION DE 2 VIAS BAJO VEREDA
OBRAS EN PLANTA EXTERNA
EXCAVACION
PANDUIT MINI-COM MODULO PARA FIBRA OPTICA TIPO SC DUPLEX 
Estudio de Factibilidad del Proyecto
Diseño del Proyecto
TRAMITE LICENCIAS  MUNICIPALES
MANO DE OBRA ESPECIALIZADA
RECONSTRUCCION DE PAVIMENTO, VEREDAS, ASFALTO, ADOQUINES ,ETC
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 Con la red de contingencia  llegamos  tener una índice de disponibilidad del 𝟗𝟗. 𝟗𝟗𝟓𝟒𝟓𝟖𝟎𝟕% para 
la sede principal del COES y de 𝟗𝟗. 𝟗𝟖𝟗𝟕𝟖𝟔𝟗𝟑% para la SEDE de resplado,  y un Indice de 
disponibilidad  general del sistema de contingencia de 𝟗𝟗. 𝟗𝟗𝟔𝟕𝟒𝟏𝟕𝟔% ,esto asumiendo todos 
los cambios de enlaces para un periodo de semestral, obteniendo un índice de disponibilidad 
mayor a lo recomendado por OSINERMIN quien indica como Índice de Disponibilidad porcentual 
de transferencia como minimo 98% para una etapa objetivo, con estos resultados se cumple el 
objeivo del diseño y de la tesis. 
 
 El dimensionamiento de hardware de última milla se proyecta  a futuro puesto que los router del 
lado del COES tienen que soportar los enlaces de 120 agentes como mínimo, y considerando el 
diseño general de respaldo tendrían que soportar 240 enlaces (30.72Mbps), por lo que también el 
medio de conexión deberá tener las características adecuadas para evitar un grado considerable 
de retardo en el medio de trasmisión. 
 
 Los enlaces de última milla al COES deberán ser por Fibra óptica y para las sedes remotas pueden 
tomar otros medios según los factores de factibilidad que se presenten. 
  Para 3 Agentes se evaluó como medio alternativo a la fibra óptica para las sedes remotas enlaces 
microondas, con los cálculos y factibilidad realizada nos proporcionan una Diponibilidad de 99.99% 
a nivel de capa 2 según el modelo referencial OSI, con esto garantizamos el medio de transmisión. 
 
 MPLS y el uso de VRF nos permite simplificar las configuraciones, puesto que definida la troncal 
para posteriormente levantar más agentes solo bastará con intervenir en configuraciones los 
router de borde, mas no los router de núcleo (P) simplificando el agregar servicios sobre la red 
montada. 
 
 BGP (Protocolo de gateway de frontera) con sus diferentes derivaciones es el protocolo más 
utilizado para nuestro diseño nos permite crear enrutamientos interdominio sin bucles entre 
sistemas autónomos (AS), y optimiza la convergencia entre los dos operadores de servicios para el 
buen funcionamiento de la Red principal y la de contingencia, si bien es cierto BGP utiliza bastantes 
recursos del CPE estos los podemos minimizar con diferentes mecanismos que se han aplicado en 
el diseño de esta red como Route-Map, IP-Prefix-list, etc. 
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 Los equipos considerados soportan las características técnicas de nuestro diseño, y son los más 
óptimos en cuanto  a costos  y funcionalidad. 
 
 El diseño y factibilidad de la red de contingencia es simulada en GNS3, con los resultados obtenidos  
se garantiza la viabilidad de la Red, si bien hay un margen de error se puede garantizar el buen 
funcionamiento y la disponibilidad por encima de lo requerido, en un entorno real los índices de 
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 Antes de la implementación deberá haber una reunión entre los involucrados (COES, AGENTE, 
PROVEEDOR 1 (SP1), PROVEEDOR 2 (SP2)), para definir los detalles técnicos y las pruebas finales. 
 
 Se recomienda tener definido la red LAN de los agentes antes de implementar los enlaces WAN. 
 
 Para el cableado UTP se debe utilizar Patch coord. Cat.6 color azul, por recomendación del COES 
 
 Se recomienda un nivel de contingencia en los servidores del Agente (LAN), puesto que si cae el 
servidor del agente no habrá respaldo y no servirá de nada la red de contingencia. 
 
 El router CPE de contingencia para el lado de los agente debe ser Cisco de la gama 800 puesto que 
no se requiere mayor carga y estos disponen de las características básicas para el buen 
funcionamiento y pueden soportar hasta 80 Megas de ancho de banda. 
 
 Se recomienda como medio de trasmisión de última milla Fibra óptica por los niveles de garantía de 
velocidades a diferencia de los otros medios (Microondas, Satelital, Cobre, etc) 
 
 Se recomienda poner en operación la red de contingencia 2 veces cada semestre a fin de evaluar el 
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Anexo 1: Lista de Integrantes Agentes del COES-SEIN 
Tabla  A.1: Usuarios Libres 
No EMPRESA F. DE INGRESO F. DE RETIRO 
1 ADMINISTRADORA JOCKEY PLAZA SHOPPING CENTER S.A. 24-04-2014   
2 CEMENTO ANDINO S.A. 19-06-2008 20-03-2013 
3 CEMENTOS PACASMAYO S.A.A. 19-06-2008   
4 CERAMICA LIMA S.A. 19-06-2008 01-03-2013 
5 CERAMICA SAN LORENZO S.A.C 19-06-2008 21-11-2012 
6 COMPAÑIA DE MINAS BUENAVENTURA S.A.A. 19-06-2008   
7 COMPAÑIA INDUSTRIAL TEXTIL CREDISA - TRUTEX S.A.A. 18-06-2008   
8 COMPAÑIA MINERA ANTAPACCAY S.A. 18-06-2008   
9 COMPAÑIA MINERA CASAPALCA S.A. 23-05-2011   
10 COMPAÑIA MINERA CONDESTABLE S.A. 13-06-2008   
11 COMPAÑIA MINERA MILPO S.A.A. 19-06-2008   
12 COMPAÑIA MINERA MISKI MAYO S.R.L. 12-08-2010   
13 COMPAÑIA MINERA ANTAMINA S.A. 18-06-2008   
14 COMPAÑIA MINERA ARES S.A.C. 19-06-2008   
15 CORPORACION ACEROS AREQUIPA S.A. 19-06-2008   
16 DOERUN PERU S.R.L. 19-06-2008   
17 EMPRESA MINERA LOS QUENUALES S.A. 19-06-2008   
18 EXSA S.A. 19-06-2008   
19 EMPRESA ADMINISTRADORA CERRO S.A.C. 15-05-2013   
20 EMPRESA SIDERURGICA DEL PERU S.A.A. 23-04-2009   
21 FUNDICION CALLAO S.A. 19-06-2008   
22 GLORLA. S.A. 19-06-2008   
23 GOLD FIELDS LA CIMA S.A. 19-06-2008   
24 INDUSTRLAS CACHEVIAYO S.A. 08-01-2009   
25 KIMBERLY-CLARK PERU S.R.L 24-04-2014   
26 LAS BAMBAS 22-05-2014   
27 MESSER GASES DEL PERU S.A. 19-06-2008   
28 METALURGICA PERUANA S.A. 18-06-2008   
29 MINERA CHINALCO PERU S.A. 06-09-2013   
30 MINERA COLQUISIRI S.A. 19-06-2008 22-11-2013 
31 MINSUR S.A. 19-06-2008   
32 MINERA BARRICK MISQUICHILCA S.A. 23-10-2008   
33 MINERA YANACOCHA S.R.L. 19-06-2008   
34 PAPELERA NAC'IONAL S.A. 19-06-2008   
35 PERUBAR S.A. 19-06-2008 20-01-2012 
36 PRODUCTOS TISSUE DEL PERU S.A. 19-06-2008   
37 QUIMPAC S.A. 19-06-2008   
38 SHOUGANG HIERRO PERU S.A.A. 18-06-2008   
39 SOCIEDAD MINERA CERRO VERDE S.A.A. 19-06-2008   
40 SOUTHERN PERU COPPER CORPORATION, SUCURSAL DEL PERU 19-06-2008   
41 TRUPAL S.A. 08-05-2013   
42 TECNOLOGICA DE ALIMENTOS S.A. 19-06-2008   
43 UNION ANDINA DE CEMENTOS S.A.A. 19-06-2008   
44 UNION DE CERVECERIAS PERUANAS BACKUS Y JOHNSTON S.A.A. 19-06-2008   
45 VOLCAN COMPANIA MINERA S.A.A. 19-06-2008   
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1 ELECTRO SUR ESTE S.A.A 19-06-2008   
2 ELECTROCENTRO S.A. 19-06-2008   
3 
EMPRESA REGIONAL DE SERVICIO PUBLICO DE ELECTRICIDAD DE PUNO 
SOCIEDAD ANONIMA ABIERTA 
24-04-2014   
4 
EMPRESA REGIONAL DE SERVICIO PUBLICO DE ELECTRICIDAD ELECTRONORTE 
MEDIO S.A. 
19-06-2008   
5 EMPRESA REGIONAL DE SERVICIO PUBLICO DE ELECTRICIDAD ELECTROSUR S.A. 24-07-200S   
6 ELECTRO DUNAS S.A.A. 19-06-2008   
7 ELECTRONOROESTE S.A. 18-06-2008   
8 EMPRESA REGIONAL DE SERVICIO PUBLICO DE ELECTRICIDAD DEL NORTE S.A. 19-06-2008   
9 EMPRESA DE DISTRIBUCION ELECTRICA DE LIMA NORTE S.A.A. 19-06-200S   
10 LUZ DEL SUR S.A.A. 19-06-200S   
11 SOCIEDAD ELECTRICA DEL SUR OESTE S.A. 18-06-200S   
 
Tabla  A.3: Generadores 




1 AGROINDUSTRIAL PARAMONGA S.A.A. 11-03-2010   
2 AGUAS Y ENERGÍA PERÚ S.A. 17-03-2011   
3 CHINANGO S.A.C. 31-05-2009   
4 COMPAÑIA ELECTRICA EL PLATANAL 31-03-2009   
5 DUKE ENERGY EGENOR S. EN C. POR A. 10-06-2008   
6 EDEGEL S.A.A. 13-06-2008   
7 ELECTRICA SANTA ROSA 22-02-2011   
8 ELECTRICA YANAPAMPA S.A.C. 09-11-2012   
9 EMPRESA DE ADMINISTRACIÓN DE INFRAESTRUCTURA ELECTRICA S.A- 
ADINELSA 
05-05-2011   
10 EMPRESA DE GENERACION HUANZA SA 22-10-2012   
11 EMPRESA DE GENERACIÓN ELÉCTRICA CAHUA S.A. 10-06-2008 11-03-2010 
12 EMPRESA DE GENERACIÓN ELÉCTRICA DE AREQUIPA S.A. 19-06-2008   
13 EMPRESA DE GENERACIÓN ELÉCTRICA DEL SLTR S.A. 19-06-2008   
14 EMPRESA DE GENERACIÓN ELÉCTRICA MACHUPICCHU S.A. 19-06-2008   
15 EMPRESA DE GENERACIÓN ELÉCTRICA SAN GABÁN S.A. 19-06-2008   
16 EMPRESA ELECTRICIDAD DEL PERÚ S.A. 12-06-2008   
17 EMPRESA ELÉCTRICA DE PIURA S.A. 10-06-2008   
18 ENERGIA EOLIC'A S.A 31-03-2014   
19 ENERSUR S.A. 19-06-2008   
20 ESC'O COMPAÑÍA DE SERVICIOS DE ENERGÍA SAC 05-03-2009   
21 EMPRESA ELÉCTRICA RIO DOBLE S.A 04-03-2013   
22 FENIX POWER PERÚ S.A. 23-07-2012   
23 GENERADORA ENERGÍA DEL PERÚ S.A. 11-09-2008   
24 GTS MAJES. S.A.C. 28-06-2012   
25 GTS REPARTICIÓN. S.A.C. 28-06-2012   
26 HIDROC'AÑETE S.A. 13-12-2011   
27 HIDROELÉCTRICA HUANCHOR S.A.C. 09-05-2013   
28 HIDROELÉCTRICA SANTA CRUZ SAC 10-02-2009   
29 ILLAPU ENERGY S.A. 18-08-2011   
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30 KALLPA GENERACIÓN S.A. 10-06-2008   
31 MAJA ENERGIA S.A.C. 16-02-2010   
32 MAPLE ETANOL S.R.L. 30-05-2012   
33 PANAMERICANA SOLAR. S.A.C. 30-10-2012   
34 PARQUE EOLICO MARCONA S.R.L. 05-02-2014   
35 PETRAMAS SOCIEDAD ANÓNIMA CERRADA 21-10-2011   
36 SDE PIURA SAC 04-05-2012   
37 SDF ENERGIA S.A.C. 05-03-2009   
38 SHOUGANG GENERACIÓN ELÉCTRICA S.A.A. 19-06-2008   
39 SN POWER PERÚ S.A. 10-06-2008   
40 SOCIEDAD MINERA CORONA S.A. 19-06-2008 09-05-2013 
41 SINDICATO ENERGÉTICO S.A. 26-03-2010   
42 TACNA SOLAR S.A.C. 12-09-2012   
43 TERMOSELVA S.R.L. 10-06-2008   
44 TERMOCHILCA S.A.C. 15-07-2013   
 
 
Anexo 2: ESTRACTO DE NORMA TÉCNICA PARA EL INTERCAMBIO DE 
INFORMACIÓN EN TIEMPO REAL PARA LA OPERACIÓN DEL SISTEMA ELÉCTRICO 
INTERCONECTADO NACIONAL (Fuente:  
 
Fuente:  http://www.minem.gob.pe/archivos/prepublicacion-12zqzk23zz064.pdf 
 
4.2 Índice de Disponibilidad por etapas de las transferencias ICCP 
 Para el logro de la adecuación de los sistemas SCADA/ICCP de las empresas requeridas de 
intercambiar información en tiempo real usando la RIS, se ha defi nido las siguientes etapas:  
 
4.2.1 Primera Etapa. En esta etapa el conjunto de señales medidas y estados que remite cada 
integrante de la RIS, deberá tener una disponibilidad de 75% del tiempo. Esto equivale 
aproximadamente a una permisividad de error anual acumulado de 1,085 horas para el periodo de 
control semestral, por nodo (empresa). Esta etapa tiene una duración de 18 meses, a partir de la 
promulgación de la presente norma.  
 
4.2.2 Segunda Etapa. En esta etapa el conjunto de señales medidas y estados que remite cada 
integrante de la RIS, deberá tener una disponibilidad de 90% del tiempo. Esto equivale 
aproximadamente a una permisividad de error anual acumulado de 438 horas para el periodo de 
control semestral, por nodo (empresa). La duración de esta etapa será de un (1) año, a partir de la 
finalización de la Primera etapa. 
 
 4.2.3 Etapa objetivo. En esta etapa el conjunto de señales medidas y estados que remite cada 
integrante de la RIS, deberá tener una disponibilidad de 96% del tiempo. Esto equivale 
aproximadamente a una permisividad de error acumulado de 175 horas y 12 minutos para el 
periodo de control semestral, por nodo (empresa individual). Desde el inicio de esta etapa, las 
empresas deberán remitir las señales al COES con estampado de tiempo desde las RTU. 
Asimismo en la etapa objetivo, las señales de estado de seccionadores e interruptores y señales 
de medidas en general en niveles de tensión nominal igual o superior a 100kV, y señales de estado 
de seccionadores e interruptores y señales de medidas en general de centrales de generación de 
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50MW o superior, estarán sujetas a una disponibilidad mínima del 98%, lo cual equivale 
aproximadamente a una permisividad de error acumulado de 87 horas y 36 minutos para el 
periodo de control. Este grupo de señales se evaluará separadamente para cada empresa, 
clasificándolas como señales de alta prioridad. La duración de esta etapa es indefinida, a partir de 
la finalización de la Segunda etapa. En general, se excluirá del cálculo del índice de disponibilidad 
las señales asociadas a los equipos que se encuentran indisponibles por mantenimientos aprobados 
por el COES, para los casos en que su duración sea igual o mayor a las 72 horas. Para la aplicación 
de esta exclusión, las empresas deberán fi jar manualmente en su SCADA un valor distintivo que 
será defi nido por el COES, para dichas señales de medidas y estados, Para estos casos se debe 
tener en consideración que las señales deben de ser restituidas a su condición de medidas y estados 
en tiempo real, por lo menos diez (10) minutos antes de reingresar a operación normal. El COES 
remitirá al OSINERGMIN el listado de las referidas señales excluidas del cálculo, como parte del 
“Reporte de cumplimiento de la NTIITR”.  
 
4.3 Redundancia de la infraestructura de transmisión ICCP  
Para lograr los niveles aceptables de observabilidad del SEIN, los Integrantes de la RIS deberán 
implementar mecanismos de redundancia que permitan la disponibilidad permanente de las 
señales medidas y estados, aun cuando se realicen trabajos de mantenimiento en algún equipo que 
forma parte de la cadena de transmisión de la información. Los componentes que se deben 
considerar para implementar los mecanismos de redundancia son: Sistemas SCADA, equipos de 
comunicaciones, redes (equipos ruteadores o “routers”, switches, entre otros), servidores ICCP y 
servidores de bases de datos. Se considera que el nivel de disponibilidad de la tercera etapa, 
requerirá la redundancia antes mencionada. EL COES debe implementar la infraestructura de 
redundancia y alta disponibilidad, con el fi n de permitir la conexión de las líneas dedicadas de 
los integrantes de la RIS, tanto a su Centro de Control principal, como a su Centro de Control de 
Respaldo, el cual deberá tener al menos similares capacidades funcionales que el Principal 
respecto a sus sistemas de tiempo real e información. 
A su vez, el COES deberá mantener un enlace en alta disponibilidad entre sus dos centros de 
control, tal que para la conexión con cada Integrante de la RIS, se logre constituir una topología 
de anillo que provea adecuado mecanismo de redundancia y conmutación, logrando así una 
continuidad de servicio aun en caso de caída del enlace de comunicaciones principal y su 




Anexo 3: Cofiguración para router de la red principal SP1 
 







no aaa new-model 
memory-size iomem 5 








no aaa new-model 
memory-size iomem 5 
no ip icmp rate-limit unreachable 
ip cef 
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ip vrf SP_PRINCIPAL 
 rd 13333:1840 
 route-target export 13333:1000001840 
 route-target import 13333:1000001840 
 route-target import 13333:1100000001 
 route-target import 13333:1000000001 
! 
no ip domain lookup 
interface Loopback1 
 description INTERFACE DE GESTION CLIENTE 
 ip address 10.10.10.10 255.255.255.255 
! 
interface FastEthernet0/0 
 ip vrf forwarding SP_PRINCIPAL 
 ip address 10.50.0.1 255.255.255.252 
 duplex auto 
 speed auto 
! 
interface FastEthernet0/1 
 no ip address 
 no ip redirects 
 no ip unreachables 
 no ip proxy-arp 
 load-interval 30 




 encapsulation dot1Q 201 
 ip vrf forwarding SP_PRINCIPAL 
 ip address 10.50.0.5 255.255.255.252 
! 
interface FastEthernet1/0 
 no ip address 
 no ip redirects 
 no ip unreachables 
 no ip proxy-arp 
 load-interval 30 




 encapsulation dot1Q 202 
 ip vrf forwarding SP_PRINCIPAL 
 ip address 10.50.0.9 255.255.255.252 
! 
interface FastEthernet2/0 
 no ip address 
! 
ip vrf SP_PRINCIPAL 
 rd 13333:1840 
 route-target export 13333:1000001840 
 route-target import 13333:1000001840 
 route-target import 13333:1100000001 
 route-target import 13333:1000000001 
! 
no ip domain lookup 
! 





 description INTERFACE DE GESTION CLIENTE 
 ip address 20.20.20.20 255.255.255.255 
! 
interface FastEthernet0/0 
 ip vrf forwarding SP_PRINCIPAL 
 ip address 10.50.0.2 255.255.255.252 
 duplex auto 
 speed auto 
! 
interface FastEthernet0/1 
 no ip address 
 no ip redirects 
 no ip unreachables 
 no ip proxy-arp 
 load-interval 30 




 encapsulation dot1Q 204 
 ip vrf forwarding SP_PRINCIPAL 
 ip address 10.50.0.17 255.255.255.252 
! 
router bgp 13333 
 no synchronization 
 bgp log-neighbor-changes 
 no auto-summary 
 ! 
 address-family ipv4 vrf SP_PRINCIPAL 
  redistribute connected 
  redistribute static 
  neighbor CLIENTE_SP1 peer-group 
  neighbor CLIENTE_SP1 remote-as 65001 
  neighbor CLIENTE_SP1 password TESIS 
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 no ip redirects 
 no ip unreachables 
 no ip proxy-arp 
 load-interval 30 




 encapsulation dot1Q 203 
 ip vrf forwarding SP_PRINCIPAL 
 ip address 10.50.0.13 255.255.255.252 
! 
router bgp 13333 
 no synchronization 
 bgp log-neighbor-changes 
 no auto-summary 
 ! 
 address-family ipv4 vrf SP_PRINCIPAL 
  redistribute connected 
  redistribute static 
  neighbor SP1_COES1 peer-group 
  neighbor SP1_COES1 remote-as 65000 
  neighbor SP1_COES1 password TESIS 
  neighbor SP_COES2 peer-group 
  neighbor SP_COES2 remote-as 65000 
  neighbor SP_COES2 password TESIS 
  neighbor SP_COES2 send-community both 
  neighbor SP_COES2 as-override 
  neighbor SP_COES2 soft-reconfiguration 
inbound 
  neighbor SP_COES3 peer-group 
  neighbor SP_COES3 remote-as 65000 
  neighbor SP_COES3 password TESIS 
  neighbor SP_COES3 send-community both 
  neighbor SP_COES3 as-override 
  neighbor SP_COES3 soft-reconfiguration 
inbound 
  neighbor 10.50.0.2 remote-as 13333 
  neighbor 10.50.0.2 activate 
  neighbor 10.50.0.6 peer-group SP1_COES1 
  neighbor 10.50.0.6 activate 
  neighbor 10.50.0.10 peer-group SP_COES2 
  neighbor 10.50.0.10 activate 
  neighbor 10.50.0.14 peer-group SP_COES3 
  neighbor 10.50.0.14 activate 
  no synchronization 
  network 10.50.0.0 mask 255.255.255.0 
 exit-address-family 
! 
  neighbor CLIENTE_SP1 send-community both 
  neighbor CLIENTE_SP1 as-override 
  neighbor CLIENTE_SP1 soft-reconfiguration 
inbound 
  neighbor 10.50.0.1 remote-as 13333 
  neighbor 10.50.0.1 activate 
  neighbor 10.50.0.18 peer-group CLIENTE_SP1 
  neighbor 10.50.0.18 activate 
  no synchronization 
  network 10.50.0.0 mask 255.255.0.0 
 exit-address-family 
! 
ip forward-protocol nd 
! 
! 
no ip http server 
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no aaa new-model 
memory-size iomem 5 





 no ip address 
 no ip redirects 
 no ip unreachables 
 no ip proxy-arp 
 load-interval 30 




 description Enlace WAN NACIONAL AGENTE 1 SP1 
 encapsulation dot1Q 204 
 ip address 10.50.0.18 255.255.255.252 
! 
interface FastEthernet0/1 
 description Enlace LAN CLIENTE COES 
 ip address 192.168.5.2 255.255.255.0 
 no ip redirects 
 no ip unreachables 
 no ip proxy-arp 
 load-interval 30 
 shutdown 
 duplex auto 
 speed auto 
 standby 10 ip 192.168.5.1 
 standby 10 priority 155 
 standby 10 preempt 
! 
router bgp 65001 
 bgp log-neighbor-changes 
 neighbor WAN_CLIENTE_SP1 peer-group 
 neighbor WAN_CLIENTE_SP1 remote-as 13333 
 neighbor WAN_CLIENTE_SP1 password TESIS 
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 neighbor LAN_AGENTE peer-group 
 neighbor LAN_AGENTE remote-as 65001 
 neighbor LAN_AGENTE password AGENTE 
 neighbor LAN_AGENTE timers 10 30 
 neighbor 10.50.0.17 peer-group WAN_CLIENTE_SP1 
 neighbor 192.168.5.3 peer-group LAN_AGENTE 
 ! 
 address-family ipv4 
  neighbor WAN_CLIENTE_SP1 send-community both 
  neighbor WAN_CLIENTE_SP1 soft-reconfiguration inbound 
  neighbor LAN_AGENTE next-hop-self 
  neighbor LAN_AGENTE soft-reconfiguration inbound 
  neighbor 10.50.0.17 activate 
  neighbor 192.168.5.3 activate 
  no auto-summary 
  no synchronization 






Anexo 4: Cofiguración para los router de la red MPLS-Contingencia: 
 







no aaa new-model 
memory-size iomem 5 






ip vrf AGENTE_1 
 rd 12777:1902 
 route-target export 12777:1000001902 
 route-target import 12777:1000001902 
 route-target import 12777:1100000001 
 route-target import 12777:1000000001 
! 
no ip domain lookup 
! 







no aaa new-model 
memory-size iomem 5 






ip vrf AGENTE_1 
 rd 12777:1902 
 route-target export 12777:1000001902 
 route-target import 12777:1000001902 
 route-target import 12777:1100000001 
 route-target import 12777:1000000001 
! 
no ip domain lookup 
! 
mpls label range 20 200 
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mpls label protocol ldp 
mpls ip default-route 
mpls ldp neighbor 2.2.2.2 password LENIN 
mpls ldp discovery hello interval 2 
mpls ldp discovery hello holdtime 10 
mpls ldp maxhops 10 




 description INTERFACE DE GESTION 
 ip address 1.1.1.1 255.255.255.255 
! 
interface FastEthernet0/0 
 ip address 10.0.0.5 255.255.255.252 
 no ip redirects 
 no ip unreachables 
 no ip proxy-arp 
 load-interval 30 
 speed 100 
 full-duplex 
 mpls ldp discovery transport-address interface 
 mpls mtu 2000 
 no cdp enable 
! 
interface FastEthernet0/1 
 no ip address 
 duplex auto 
 speed auto 
! 
interface FastEthernet0/1.101 
 encapsulation dot1Q 101 
 ip vrf forwarding AGENTE_1 
 ip address 10.1.1.9 255.255.255.252 
! 
interface FastEthernet1/0 
 no ip address 
 no ip redirects 
 no ip unreachables 
 no ip proxy-arp 
 load-interval 30 




 encapsulation dot1Q 102 
 ip vrf forwarding AGENTE_1 
 ip address 10.1.1.13 255.255.255.252 
! 
mpls label protocol ldp 
mpls ip default-route 
mpls ldp neighbor 3.3.3.3 password LENIN 
mpls ldp discovery hello interval 2 
mpls ldp discovery hello holdtime 10 
mpls ldp maxhops 10 




 description INTERFACE DE GESTION 
 ip address 4.4.4.4 255.255.255.255 
! 
interface FastEthernet0/0 
 ip address 10.0.0.14 255.255.255.252 
 no ip redirects 
 no ip unreachables 
 no ip proxy-arp 
 load-interval 30 
 speed 100 
 full-duplex 
 mpls mtu 2000 
 no cdp enable 
! 
interface FastEthernet0/1 
 no ip address 
 no ip redirects 
 no ip unreachables 
 no ip proxy-arp 
 load-interval 30 




 encapsulation dot1Q 104 
 ip vrf forwarding AGENTE_1 
 ip address 10.1.1.1 255.255.255.252 
! 
router ospf 100 
 mpls ldp autoconfig area 0 
 log-adjacency-changes 
 network 4.4.4.4 0.0.0.0 area 0 
 network 10.0.0.0 0.0.0.255 area 0 
! 
router bgp 12777 
 no synchronization 
 bgp router-id 4.4.4.4 
 bgp log-neighbor-changes 
 neighbor 1.1.1.1 remote-as 12777 
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 no ip address 
 no ip redirects 
 no ip unreachables 
 no ip proxy-arp 
 load-interval 30 




 encapsulation dot1Q 103 
 ip vrf forwarding AGENTE_1 
 ip address 10.1.1.17 255.255.255.252 
! 
router ospf 100 
 mpls ldp autoconfig area 0 
 log-adjacency-changes 
 network 1.1.1.1 0.0.0.0 area 0 
 network 10.0.0.0 0.0.0.255 area 0 
 default-information originate 
! 
router bgp 12777 
 no synchronization 
 bgp log-neighbor-changes 
 neighbor 4.4.4.4 remote-as 12777 
 neighbor 4.4.4.4 update-source Loopback0 
 no auto-summary 
 ! 
 address-family vpnv4 
  neighbor 4.4.4.4 activate 
  neighbor 4.4.4.4 send-community both 
 exit-address-family 
 ! 
 address-family ipv4 vrf AGENTE_1 
  redistribute connected 
  redistribute static 
  neighbor WAN_COES1 peer-group 
  neighbor WAN_COES1 remote-as 65000 
  neighbor WAN_COES1 password UNPRG 
  neighbor WAN_COES1 send-community both 
  neighbor WAN_COES1 as-override 
  neighbor WAN_COES1 soft-reconfiguration 
inbound 
  neighbor WAN_COES2 peer-group 
  neighbor WAN_COES2 remote-as 65000 
  neighbor WAN_COES2 password UNPRG 
  neighbor WAN_COES2 send-community both 
  neighbor WAN_COES2 as-override 
 neighbor 1.1.1.1 update-source Loopback0 
 no auto-summary 
 ! 
 address-family vpnv4 
  neighbor 1.1.1.1 activate 
  neighbor 1.1.1.1 send-community both 
 exit-address-family 
 ! 
 address-family ipv4 vrf AGENTE_1 
  redistribute connected 
  redistribute static 
  neighbor CLIENTE_1 peer-group 
  neighbor CLIENTE_1 remote-as 65001 
  neighbor CLIENTE_1 password UNPRG 
  neighbor CLIENTE_1 send-community both 
  neighbor CLIENTE_1 as-override 
  neighbor CLIENTE_1 soft-reconfiguration 
inbound 
  neighbor 10.1.1.2 peer-group CLIENTE_1 
  neighbor 10.1.1.2 activate 
  no synchronization 
  network 4.4.4.4 mask 255.255.255.255 
 exit-address-family 
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  neighbor WAN_COES2 soft-reconfiguration 
inbound 
  neighbor WAN_COES3 peer-group 
  neighbor WAN_COES3 remote-as 65000 
  neighbor WAN_COES3 password UNPRG 
  neighbor WAN_COES3 send-community both 
  neighbor WAN_COES3 as-override 
  neighbor WAN_COES3 soft-reconfiguration 
inbound 
  neighbor 10.1.1.10 peer-group WAN_COES1 
  neighbor 10.1.1.10 activate 
  neighbor 10.1.1.14 peer-group WAN_COES2 
  neighbor 10.1.1.14 activate 
  neighbor 10.1.1.18 peer-group WAN_COES3 
  neighbor 10.1.1.18 activate 
  no synchronization 
  network 1.1.1.1 mask 255.255.255.255 
 exit-address-family 
! 
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mpls label range 20 200 
mpls label protocol ldp 
mpls ip default-route 
mpls ldp neighbor 1.1.1.1 password LENIN 
mpls ldp neighbor 3.3.3.3 password LENIN 
mpls ldp discovery hello interval 2 
mpls ldp discovery hello holdtime 10 
mpls ldp maxhops 10 
multilink bundle-name authenticated 
! 
interface Loopback0 
 description INTERFACE DE GESTION 
 ip address 2.2.2.2 255.255.255.255 
! 
interface FastEthernet0/0 
 ip address 10.0.0.6 255.255.255.252 
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mpls label range 20 200 
mpls ip default-route 
mpls ldp neighbor 2.2.2.2 password LENIN 
mpls ldp neighbor 4.4.4.4 password LENIN 
mpls ldp discovery hello interval 2 
mpls ldp discovery hello holdtime 10 
mpls ldp maxhops 10 
multilink bundle-name authenticated! 
! 
interface Loopback0 
 description INTERFACE DE GESTION 
 ip address 3.3.3.3 255.255.255.255 
! 
interface FastEthernet0/0 
 ip address 10.0.0.10 255.255.255.252 
 duplex auto 
 speed auto 
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 speed auto 
 mpls ldp discovery transport-address interface 
 mpls mtu 2000 
! 
interface FastEthernet0/1 
 ip address 10.0.0.9 255.255.255.252 
 duplex auto 
 speed auto 
 mpls ldp discovery transport-address interface 
 mpls mtu 2000 
! 
router ospf 100 
 mpls ldp autoconfig area 0 
 log-adjacency-changes 
 network 2.2.2.2 0.0.0.0 area 0 
 network 10.0.0.0 0.0.0.255 area 0 
! 
 mpls ldp discovery transport-address interface 
 mpls mtu 2000 
! 
interface FastEthernet0/1 
 ip address 10.0.0.13 255.255.255.252 
 duplex auto 
 speed auto 
 mpls ldp discovery transport-address interface 
 mpls mtu 2000 
! 
router ospf 100 
 mpls ldp autoconfig area 0 
 log-adjacency-changes 
 network 3.3.3.3 0.0.0.0 area 0 
 network 10.0.0.0 0.0.0.255 area 0 
! 
 
Anexo 5: Cofiguración de los router CPE´s 
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ip tcp synwait-time 5 
! 
class-map match-any qos2 
 match ip dscp cs2  
 match ip dscp cs6  
class-map match-any P2 
 match ip dscp cs2  




 class P2 
  set ip dscp cs2 
 class class-default 
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ip tcp synwait-time 5 
! 
class-map match-any qos2 
 match ip dscp cs2  
 match ip dscp cs6  
class-map match-any P2 
 match ip dscp cs2  




 class P2 
  set ip dscp cs2 
 class class-default 
  set ip dscp cs2 
policy-map wanN 
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 class qos2 
  bandwidth 128 
    police 128000 24000 48000 conform-action 
transmit  exceed-action drop  violate-action drop  
 class class-default 
  fair-queue 
policy-map Shape128N 
 class class-default 
  shape average 129000 




 description Loopback de Administracion 
 ip address 6.6.6.6 255.255.255.255 
! 
interface FastEthernet0/0 
 no ip address 
 no ip redirects 
 no ip unreachables 
 no ip proxy-arp 
 load-interval 30 
 speed 100 
 full-duplex 
 no cdp enable 
 service-policy output Shape128N 
! 
interface FastEthernet0/0.101 
 description Enlace WAN NACIONAL COES 1 
 encapsulation dot1Q 101 
 ip address 10.1.1.10 255.255.255.252 
! 
interface FastEthernet0/1 
 no ip address 
 no ip redirects 
 no ip unreachables 
 no ip proxy-arp 
 load-interval 30 
 shutdown 




 description Enlace WAN NACIONAL COES 1-SP 
PRINCIPAL 
 encapsulation dot1Q 201 
 ip address 10.50.0.6 255.255.255.252 
! 
interface FastEthernet1/0 
 class qos2 
  bandwidth 128 
    police 128000 24000 48000 conform-action 
transmit  exceed-action drop  violate-action drop  
 class class-default 
  fair-queue 
policy-map Shape128N 
 class class-default 
  shape average 129000 




 description Loopback de Administracion 
 ip address 7.7.7.7 255.255.255.255 
! 
interface FastEthernet0/0 
 no ip address 
 no ip redirects 
 no ip unreachables 
 no ip proxy-arp 
 load-interval 30 
 speed 100 
 full-duplex 
 service-policy output Shape128N 
! 
interface FastEthernet0/0.102 
 description Enlace WAN NACIONAL COES 2 
 encapsulation dot1Q 102 
 ip address 10.1.1.14 255.255.255.252 
! 
interface FastEthernet0/1 
 no ip address 
 no ip redirects 
 no ip unreachables 
 no ip proxy-arp 
 load-interval 30 




 description Enlace WAN NACIONAL COES 2-SP 
PRINCIPAL 
 encapsulation dot1Q 202 
 ip address 10.50.0.10 255.255.255.252 
! 
interface FastEthernet1/0 
 description Enlace LAN CLIENTE COES 
 ip address 192.168.7.3 255.255.255.0 
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 description Enlace LAN CLIENTE COES 
 ip address 192.168.7.2 255.255.255.0 
 no ip redirects 
 no ip unreachables 
 no ip proxy-arp 
 load-interval 30 
 duplex auto 
 speed auto 
 standby 10 ip 192.168.7.1 
 standby 10 priority 155 
 standby 10 preempt 
 service-policy input SetDscpLan 
! 
router bgp 65000 
 bgp router-id 6.6.6.6 
 bgp log-neighbor-changes 
 neighbor WAN_MPLS_2 peer-group 
 neighbor WAN_MPLS_2 remote-as 12777 
 neighbor WAN_MPLS_2 password UNPRG 
 neighbor WAN_MPLS_2 timers 10 30 
 neighbor LAN_COES peer-group 
 neighbor LAN_COES remote-as 65000 
 neighbor LAN_COES password LANCOES 
 neighbor LAN_COES timers 10 30 
 neighbor WAN_MPLS_SP1 peer-group 
 neighbor WAN_MPLS_SP1 remote-as 13333 
 neighbor WAN_MPLS_SP1 password TESIS 
 neighbor 10.1.1.9 peer-group WAN_MPLS_2 
 neighbor 10.1.1.9 description ENLACE WAN CON 
PROVEEDOR 2 
 neighbor 10.50.0.5 peer-group WAN_MPLS_SP1 
 neighbor 192.168.7.3 peer-group LAN_COES 
 ! 
 address-family ipv4 
  neighbor WAN_MPLS_2 send-community both 
  neighbor WAN_MPLS_2 next-hop-self 
  neighbor WAN_MPLS_2 soft-reconfiguration 
inbound 
  neighbor WAN_MPLS_2 route-map 
SP2_AGENTE1_IN in 
  neighbor WAN_MPLS_2 route-map 
ENVIAR_COES_RPVN out 
  neighbor LAN_COES send-community both 
  neighbor LAN_COES next-hop-self 
  neighbor LAN_COES soft-reconfiguration 
inbound 
  neighbor WAN_MPLS_SP1 send-community 
both 
 no ip redirects 
 no ip unreachables 
 no ip proxy-arp 
 load-interval 30 
 duplex auto 
 speed auto 
 standby 10 ip 192.168.7.1 
 standby 10 priority 150 
 standby 10 preempt 
 service-policy input SetDscpLan 
! 
router bgp 65000 
 bgp router-id 7.7.7.7 
 bgp log-neighbor-changes 
 neighbor WAN_MPLS_2 peer-group 
 neighbor WAN_MPLS_2 remote-as 12777 
 neighbor WAN_MPLS_2 password UNPRG 
 neighbor WAN_MPLS_2 timers 10 30 
 neighbor LAN_COES peer-group 
 neighbor LAN_COES remote-as 65000 
 neighbor LAN_COES password LANCOES 
 neighbor LAN_COES timers 10 30 
 neighbor WAN_MPLS_1 peer-group 
 neighbor WAN_MPLS_1 remote-as 13333 
 neighbor WAN_MPLS_1 password TESIS 
 neighbor 10.1.1.13 peer-group WAN_MPLS_2 
 neighbor 10.50.0.9 peer-group WAN_MPLS_1 
 ! 
 address-family ipv4 
  neighbor WAN_MPLS_2 send-community both 
  neighbor WAN_MPLS_2 next-hop-self 
  neighbor WAN_MPLS_2 soft-reconfiguration 
inbound 
  neighbor WAN_MPLS_2 route-map 
SP2_AGENTE1_IN in 
  neighbor WAN_MPLS_2 route-map 
ENVIAR_COES_RPVN out 
  neighbor LAN_COES send-community both 
  neighbor LAN_COES next-hop-self 
  neighbor LAN_COES soft-reconfiguration 
inbound 
  neighbor WAN_MPLS_1 route-map 
SP1_AGENTE1_LP_200 in 
  neighbor 10.1.1.13 activate 
  neighbor 10.50.0.9 activate 
  no auto-summary 
  no synchronization 
  network 7.7.7.7 mask 255.255.255.255 
  network 192.168.7.0 
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  neighbor WAN_MPLS_SP1 soft-reconfiguration 
inbound 
  neighbor WAN_MPLS_SP1 route-map 
SP1_AGENTE1_LP_200 in 
  neighbor 10.1.1.9 activate 
  neighbor 10.50.0.5 activate 
  neighbor 192.168.7.3 activate 
  no auto-summary 
  no synchronization 
  network 6.6.6.6 mask 255.255.255.255 
  network 192.168.7.0 
 exit-address-family 
! 
ip forward-protocol nd 
! 
! 
no ip http server 
no ip http secure-server 
! 
ip access-list extended qos2 
 permit ip any any 
! 
! 
ip prefix-list LAN_INTERNA_COES seq 10 permit 
6.6.6.6/32 
ip prefix-list LAN_INTERNA_COES seq 15 permit 
192.168.7.0/24 
! 





route-map ENVIAR_COES_RPVN permit 10 
 match ip address prefix-list LAN_INTERNA_COES 
 set community 837354672 
! 
route-map SP2_AGENTE1_IN deny 10 
 description Filtrar la red 192.168.7.0/24 
 match ip address prefix-list LAN_INTERNA_COES 
! 
route-map SP2_AGENTE1_IN permit 20 
 description Permitir la red de AGENTE1 
192.168.5.0/24 contingencia "prioridad 3de4" 
 match ip address prefix-list Red_AGENTE 
 set local-preference 160 
! 
route-map SP1_AGENTE1_LP_200 permit 20 
  network 192.168.7.1 mask 255.255.255.255 
 exit-address-family 
! 
ip forward-protocol nd 
! 
! 
no ip http server 
no ip http secure-server 
! 
ip access-list extended qos2 
 permit ip any any 
! 
! 
ip prefix-list LAN_INTERNA_COES seq 10 permit 
7.7.7.7/32 
ip prefix-list LAN_INTERNA_COES seq 15 permit 
192.168.7.0/24 
! 





route-map ENVIAR_COES_RPVN permit 10 
 match ip address prefix-list LAN_INTERNA_COES 
 set community 837354672 
! 
route-map SP2_AGENTE1_IN deny 10 
 description Filtrar la red 192.168.7.0/24 
 match ip address prefix-list LAN_INTERNA_COES 
! 
route-map SP2_AGENTE1_IN permit 20 
 description Permitir la red de AGENTE1 
192.168.5.0/24 contingencia "prioridad 4de2" 
 match ip address prefix-list Red_AGENTE 
 set local-preference 140 
! 
route-map SP1_AGENTE1_LP_200 permit 20 
 description Recibir SP1_AGENTE1_LP_200 
enlace Principal "prioridad 2de4" 
 set local-preference 180 
! 
 
                        UNIVERSIDAD NACIONAL PEDRO RUIZ GALLO 
                          FACULTAD DE CIENCIAS FÍSICAS Y MATEMÁTICAS 
ESCUELA PROFESIONAL DE INGENIERÍA ELECTRÓNICA   
1. 
2. 
  255 
 
 
 description Recibir SP1_AGENTE1_LP_200 
enlace Principal "prioridad 1de4" 
 set local-preference 200 
! 
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ip tcp synwait-time 5 
! 
class-map match-any qos2 
 match ip dscp cs2  
 match ip dscp cs6  
class-map match-any P2 
 match ip dscp cs2  




 class P2 
  set ip dscp cs2 
 class class-default 
  set ip dscp cs2 
policy-map wanN 
 class qos2 
  bandwidth 128 
    police 128000 24000 48000 conform-action 
transmit  exceed-action drop  violate-action drop  
 class class-default 
  fair-queue 
policy-map Shape128N 
 class class-default 
  shape average 129000 
  service-policy wanN 
! 
interface Loopback0 
 description Loopback de Administracion 
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 log config 





ip tcp synwait-time 5 
! 
class-map match-any qos2 
 match ip dscp cs2  
 match ip dscp cs6  
class-map match-any P2 
 match ip dscp cs2  




 class P2 
  set ip dscp cs2 
 class class-default 
  set ip dscp cs2 
policy-map wanN 
 class qos2 
  bandwidth 128 
    police 128000 24000 48000 conform-action 
transmit  exceed-action drop  violate-action drop  
 class class-default 
  fair-queue 
policy-map Shape128N 
 class class-default 
  shape average 129000 
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 no ip address 
! 
interface FastEthernet0/0 
 no ip address 
 no ip redirects 
 no ip unreachables 
 no ip proxy-arp 
 load-interval 30 
 speed 100 
 full-duplex 
 service-policy output Shape128N 
! 
interface FastEthernet0/0.103 
 description Enlace WAN NACIONAL COES 3 
 encapsulation dot1Q 103 
 ip address 10.1.1.18 255.255.255.252 
! 
interface FastEthernet0/1 
 no ip address 
 no ip redirects 
 no ip unreachables 
 no ip proxy-arp 
 load-interval 30 




 description Enlace WAN NACIONAL COES 3-SP 
PRINCIPAL 
 encapsulation dot1Q 203 
 ip address 10.50.0.14 255.255.255.252 
! 
interface FastEthernet1/0 
 ip address 192.168.8.1 255.255.255.0 
 duplex auto 
 speed auto 
 service-policy input SetDscpLan 
! 
router bgp 65000 
 bgp router-id 8.8.8.8 
 bgp log-neighbor-changes 
 neighbor WAN_MPLS_2 peer-group 
 neighbor WAN_MPLS_2 remote-as 12777 
 neighbor WAN_MPLS_2 password UNPRG 
 neighbor WAN_MPLS_2 timers 10 30 
 neighbor WAN_MPLS_1 peer-group 
 neighbor WAN_MPLS_1 remote-as 13333 
 neighbor WAN_MPLS_1 password TESIS 
 neighbor 10.1.1.17 peer-group WAN_MPLS_2 
  service-policy wanN 
! 
interface Loopback0 
 description Loopback de Administracion 
 ip address 5.5.5.5 255.255.255.255 
! 
interface FastEthernet0/0 
 no ip address 
 no ip redirects 
 no ip unreachables 
 no ip proxy-arp 
 load-interval 30 
 speed 100 
 full-duplex 
 service-policy output Shape128N 
! 
interface FastEthernet0/0.104 
 description Enlace WAN NACIONAL AGENTE 1 
 encapsulation dot1Q 104 
 ip address 10.1.1.2 255.255.255.252 
! 
interface FastEthernet0/1 
 description Enlace LAN CLIENTE COES 
 ip address 192.168.5.3 255.255.255.0 
 no ip redirects 
 no ip unreachables 
 no ip proxy-arp 
 load-interval 30 
 duplex auto 
 speed auto 
 standby 10 ip 192.168.5.1 
 standby 10 priority 150 
 standby 10 preempt 
 service-policy input SetDscpLan 
! 
router bgp 65001 
 bgp router-id 5.5.5.5 
 bgp log-neighbor-changes 
 neighbor WAN_CLIENTE peer-group 
 neighbor WAN_CLIENTE remote-as 12777 
 neighbor WAN_CLIENTE password UNPRG 
 neighbor WAN_CLIENTE timers 10 30 
 neighbor LAN_AGENTE peer-group 
 neighbor LAN_AGENTE remote-as 65001 
 neighbor LAN_AGENTE password AGENTE 
 neighbor LAN_AGENTE timers 10 30 
 neighbor 10.1.1.1 peer-group WAN_CLIENTE 
 neighbor 10.1.1.1 description ENLACE WAN CON 
PROVEEDOR 2 - RESPALDO 
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 neighbor 10.50.0.13 peer-group WAN_MPLS_1 
 ! 
 address-family ipv4 
  neighbor WAN_MPLS_2 send-community both 
  neighbor WAN_MPLS_2 next-hop-self 
  neighbor WAN_MPLS_2 soft-reconfiguration 
inbound 
  neighbor WAN_MPLS_2 route-map 
SP2_AGENTE1_IN in 
  neighbor WAN_MPLS_2 route-map 
ENVIAR_COES_RPVN out 
  neighbor WAN_MPLS_1 route-map 
SP1_AGENTE1_LP_200 in 
  neighbor 10.1.1.17 activate 
  neighbor 10.50.0.13 activate 
  no auto-summary 
  no synchronization 
  network 8.8.8.8 mask 255.255.255.255 
  network 192.168.8.0 
 exit-address-family 
! 
ip forward-protocol nd 
! 
! 
no ip http server 
no ip http secure-server 
! 
ip access-list extended qos2 
 permit ip any any 
! 
! 
ip prefix-list LAN_INTERNA_COES seq 10 permit 
8.8.8.8/32 
ip prefix-list LAN_INTERNA_COES seq 15 permit 
192.168.8.0/24 
! 





route-map ENVIAR_COES_RPVN permit 10 
 match ip address prefix-list LAN_INTERNA_COES 
 set community 837354672 
! 
route-map SP2_AGENTE1_IN deny 10 
 description Filtrar la red 192.168.8.0 
 match ip address prefix-list LAN_INTERNA_COES 
! 
 neighbor 192.168.5.2 peer-group LAN_AGENTE 
 ! 
 address-family ipv4 
  neighbor WAN_CLIENTE send-community both 
  neighbor WAN_CLIENTE next-hop-self 
  neighbor WAN_CLIENTE soft-reconfiguration 
inbound 
  neighbor WAN_CLIENTE route-map 
RECIBIR_COES_AGENTE in 
  neighbor WAN_CLIENTE route-map 
ENVIAR_COES_RPVN out 
  neighbor LAN_AGENTE next-hop-self 
  neighbor LAN_AGENTE soft-reconfiguration 
inbound 
  neighbor 10.1.1.1 activate 
  neighbor 192.168.5.2 activate 
  no auto-summary 
  no synchronization 
  network 5.5.5.5 mask 255.255.255.255 
  network 192.168.5.0 
  network 192.168.5.1 mask 255.255.255.255 
 exit-address-family 
! 
ip forward-protocol nd 
! 
! 
no ip http server 
no ip http secure-server 
! 
ip access-list extended qos2 
 permit ip any any 
! 
! 
ip prefix-list LAN_INTERNA_AGENTE seq 10 
permit 5.5.5.5/32 
ip prefix-list LAN_INTERNA_AGENTE seq 15 
permit 192.168.5.0/24 
! 




route-map ENVIAR_COES_RPVN permit 10 
 match ip address prefix-list 
LAN_INTERNA_AGENTE 
! 
route-map RECIBIR_COES_AGENTE deny 10 
 match ip address prefix-list 
LAN_INTERNA_AGENTE 
 
                        UNIVERSIDAD NACIONAL PEDRO RUIZ GALLO 
                          FACULTAD DE CIENCIAS FÍSICAS Y MATEMÁTICAS 
ESCUELA PROFESIONAL DE INGENIERÍA ELECTRÓNICA   
1. 
2. 
  258 
 
 
route-map SP2_AGENTE1_IN permit 20 
 description Permitir la red de AGENTE1 
192.168.5.0/24 contingencia "prioridad 2de2" 
 match ip address prefix-list Red_AGENTE 
 set local-preference 160 
! 
route-map SP1_AGENTE1_LP_200 permit 20 
 description Recibir SP1_AGENTE1_LP_200 
enlace Principal "prioridad 1de2" 
 set local-preference 200 
! 
! 
route-map RECIBIR_COES_AGENTE permit 20 
 match ip address prefix-list Red_all 
! 
 
