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ABSTRACT 
This paper gives necessary and sufficient conditions for the generalized inverse of 
an integral matrix to he integral. Also, additional conditions are found for the product 
of two integral matrices with this property to have that same property. 
1. INTRODUCTION 
Let A be an arbitrary rn~ n complex matrix. Using the definition 
introduced by Penrose [5] the generalized inverse of A, denoted by A’, is the 
matrix X that satisfies the following four equations: 
AXA=A, (I) 
xAx=x, (2) 
(AX)* =AX, (3) 
pA)*=xA, (4 
where A* denotes the conjugate transpose of A. For the basic properties 
enjoyed by A + we refer the reader to Ben-Israel and Greville [l]. We shall 
need a certain property that hermitian matrices inherit from their superset of 
EP matrices. A matrix A is said to be EP (range-hermitian is also used) if A 
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and A* have the same null space. Other equivalent definitions and interest- 
ing results concerning them can be found in Pearl [3], Katz and Pearl [2], 
and Schwerdtfeger [6]. The following result is due to Pearl [4]; however, we 
furnish here a different proof that introduces a polynomial needed later on. 
THEOREM 1. Let A be a square matrix. Then A’ is a polynomiul in A if 
and only if A is EP. 
Proof. Assume that A ’ is a polynomial in A; then A ‘A = AA’. Moreover 
we conclude from (1) that always 
rk(AA’)=rk(A’A)=rk(A)=rk(A’). 
Hence we obtain 
N,(A+A)=iV,(AA+), 
where N,(A) denotes the null space of A as a linear transformation on a right 
vector space. Thus 
N,(A+)=N,(A). 
Also from (4), we have 
N,(A+)=N,(A*). 
Therefore, combining the last two equations, it follows that A is EP as 
desired. 
Now assume that A is EP. Since A is a matrix over the complex field, we 
know that 
rk(A) =rk(AA*). 
Hence in this case we have 
rk(A) =rk(A’). 
As the theorem is true when A is non-singular, we assume that A is singular; 
let 
p(x) = d+ cx_lXf-l+ * * * +a,x 
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be the minimum polynomial of A. Since rk(A) =rk(A2), we know that (or #O. 
Let 
f lx)= 
x+(a,‘a,x-l)cu,‘~(x) 
x2 * 
We show that A’ = f (A). First notice that 
r3/X+((Yr-1~2X- +-‘/L(x), 
which allows us to write f(x) = v(x). We complete the proof by verifying 
the conditions (l)-(4): 
(1) Af(A)A=Ar(A)=A+(a,‘a,A-I)a,‘p(A)=A, since y(A)=O. 
(2)f(Wf(4=fWA+W=b@)=f(A). 
(3) Before we prove that (3) is satisfied we need to establish the following 
equality: 
We have 
and so 
and since A is EP, 
and 
A[Af(A)]*=A. (5) 
A*=[Af(A)A]*=A*[ f(A)A]*, 
A*{ I- [f @)A]*} =(O), 
q- [ f(w]*) =m 
A=A[Af(A)]*, 
the desired result. We prove (3) holds by showing that 
x[Af(A)]*=df(A) for every x E C”. 
Since rk(A) = rk(A’), we can write 
V=iV,(A)@R (A), 
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where R (A) denotes the row space of A. Hence let x E C” and write 
x= u + o, where u E N,(A) and 0 E R (A); hence v = WA where w E C”. Thus 
x=u+wA and we have 
xAf(A) = (u + wA)Af(A) = (0) + WAY(A) = WA = o, 
and using (5) 
+!f(A)]*= +f(A)] *+wA[Af(A)]*=uA*f(A*)+wA 
=o+u=u, since A is EP. 
(4) This is clear, since A and f(A) commute and (3) has been verified. 
Therefore A’=f(A). n 
2. INTEGRAL GENERALIZED INVERSES OF INTEGRAL MATRICES 
If A is a square, integral, hermitian matrix, then by Theorem 1 we can 
write A’=f(A) f or some polynomial f(x). Furthermore, if the coefficient (pi 
of r in p(x) is equal to + 1, then f(x) is an integral polynomial and A’ is an 
integral matrix. As part of the proof of the following theorem we shall see 
that oi = + 1 is not only sufficient but also necessary. 
THEOREM 2 (First version). Let A be an integml matrix and rk(A) = k > 
0. Then A’ is integral if and only if 
(1) there exists a unique rum-zero minor of A of order k, and 
(2) this k x k minor ci) equals + 1. 
Proof. Let A be mX n and B=A*A. 
Part I. Since B is symmetric, it is unitarily diagonable. Say B= UDU*, 
where U is unitary and 
D= 
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and ait = 
l/4 if 6,#0, 
0 if Si=O. 
Consider the following characteristic polynomials: 
XB(X)=XD(X)=X”+blx”-l+... +b,_,r+b,, 
XB’(X)=XD’(X)=Xn+CIXn-l+... +c,_,x+c “* 
We know that 
b,=+C(iXiprincipalminorofB) 
and 
=+C(iXiprincipalminorofD’). 
Let rk(B)=k and &#O, bk+i=O for i=l,...,n-k; also c,#O, c~+~=O for 
i=l ,...,n-k. Then 6 0(lj,. . . , 6o(kj are all the non-zero entries of D. The only 
non-zero k x k minor of D is 
and the only non-zero k X k minor of D f is 
ck=l.. 1 1 .-=_ 
s 41) 6 bk’ o(k) 
Since B is integral, so is bk. Hence 
c, = L is an integer 
bk 
ifandonlyif b,=+l. 
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Therefore B ’ integral implies bk = 2 1. We already know that from bk = + 1 
it follows that B’ is integral, since, as pointed out before, we can then 
construct an integral polynomial f( ) x such that f(B)= B ‘. Therefore B’ is 
integral if and only if bk = ? 1. 
We wish to relate this result to the original matrix A. 
Part II. We have 
Let E be any i X i principal submatrix of B. Then we can find i rows of A*, 
say A,*(,), . . . , A,*(,), such that 
E=: ; =; (A”(l) . . . A”(‘)), 
k(i) A,*(i) A,+(i) 
where A O(i) represents the u( j)th column of A. Using the Cauchy-Binet 
formula, we obtain 
det(E)=Z[det(M)]‘, 
where M varies over all possible i X i submatrices of (A O(l) . . . A “@)). Thus 
to each choice of i columns of A corresponds exactly one principal minor of 
B, which in turn is equal to the sum of the squares of all possible i X i minors 
of A (not just principal) included in these i columns. Hence 
We have established the equivalence of the following statements: 
(1) A ’ is integral, 
(2) B’ is integral (since B’=A’A’* andA’=B’A*), 
(3) bk = ? 1, where bk =coefficient of xn-k in xe, the characteristic 
polynomial of B, 
(4) ? 1= C(k X k minor of A)2 (as shown in part II), 
(5) there is only one k X k minor of A, and it equals 2 1. (Notice that 
since bk is a sum of squares, bk = 1.) w 
COROLLARY. Zf A and A’ are integral and rk(A) = k, then A has exactly 
k rum-zero rows and columns. 
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Proof, Since any non-zero row (column) of A can be made part of a 
basis for the row (column) space of A, the existence of more than k rows 
(columns) #O would contradict the uniqueness of the k X k non-singular 
submatrix of A. n 
DEFINITION. A matrix A is pseudo-regular if there exist permutation 
matrices P and Q such that 
A=P 
where MA is non-singular. 
THEOREM 2 (Second version). Let A # (0) be an integral matrix; then A’ 
is integral if and only if A is pseudo-regular and det(M,) = 2 1. 
THEOREM 3. Let A be a pseudo-regular matrix, and let 
A=P N ’ Q, 
(+I 0 0 
where P and Q are permutation matrices and N is non-singular. Then 
A&Q* N-’ 0 p*. kt-1 0 0 
Proof. One verifies directly that (1) through (4) are satisfied. 
3. INTEGRAL GENERALIZED INVERSES OF PRODUCTS OF 
INTEGRAL MATRICES 
Consider the product AB, where A and B are pseudo-regular. If the ith 
row of B is (0,. . . , 0), then the ith column of A cannot contribute anything to 
the product AB. Hence we proceed as follows: To each zero column of A 
replace the corresponding row of B by zeros; and to each zero row of B 
replace the corresponding column of A by zeros. Denote the resulting 
matrices by A’ and B’. Then AB=A’B’. Also, note that rk(A’) =rk(B’). In 
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fact, A’ and (B’)t h ave non-zero linearly independent columns in exactly the 
same positions. 
LEMMA. Let A, B be pseudo-regular and A’,B’ be as described above. 
Then 
rk(AB) =rk(A’) =rk(B’). 
Proof, The second equality has been established; we prove the first. Let 
P be the permutation matrix which brings the non-zero columns of A’ and 
(B’)’ to the left of their zero columns. Thus we can write 
B’=P*(f#, B”=(#$=($$!)R, 
where 
P, Q, R are permutation matrices, 
N has no zero column and dim(N) is s X T, 
M has no zero row and dim(M) is r X t, 
L, is non-singular and r X r, 
L, is non-singular and r X r, 
r=rk(A’)=rk(B’). 
Now, we have 
and since LILz is r x r and non-singular, rk(A fl B “) > r, but we also know that 
rk(A” B “) < rk(A “) = r. Therefore 
rk(AB)=rk(A’B’)=rk(A”B”)=r=rk(A’)=rk(B’). n 
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THEOREM 4. Let A, B, A’, B + be integral, and let A’ and B’ be as in the 
lemma Then (AB)’ is integral if and only if A’ and B’ are pseudo-regular. 
Proof. As before, let 
Clearly, A’ and B’ are pseudo-regular if and only if X = (0) and Y = (0). 
Hence we prove the equivalent statement: (AB)’ is integral if and only if 
X = (0) and Y = (0). 
The condition is sufficient: 
(i) If X= (0) and Y = (0), th en, since L,L, is non-singular, AB is pseudo- 
regular. 
(ii) There remains to show that det(M,,) = k 1. If X = (0) and Y = (0), 
then 
A’=Q P and B’=P* L, 0 
C-t) 
R. 
0 0 
Since one can recover A from A’ by replacing columns of zeros by column 
vectors, and B can be recovered from B’ by doing something similar to its 
rows, we can find matrices U, V, W, Z such that 
A=Q(.!$)P, B=P*($)R, 
and since MA and MB are submatrices of A and B containing L, and L, 
respectively as submatrices, we can find matrices U’, V’, W’, Z’ submatrices 
of U, V, W, Z respectively, and permutation matrices P,,P,,P,,P, such that 
MA=P1 
L, 7J’ 
(-t) 0 V’ 
P% MB=P3 P4* 
Since det( MA) = det( L,) det( V’) = ? 1 and det( MB) = det( L,) det( Z ‘) = + 1, 
we must have det(L,) = f 1 and det(L,) = 2 1. Hence det(M,,) = det(L,L,) 
= 2 1 and (AB)’ is integral. 
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The condition is necessary: In view of Theorem 2, AB must be pseudo- 
regular. Moreover, since rk(AB) = T = rk( L,L,) = dim(L,L,), it follows that all 
terms excepting L,L, in 
L,L, L,Y 0 
\=I+: 
XL, XY 0 
0 00 
are equal to zero. But since L, and L, are non-singular, we must have X = (0) 
and Y=(O). n 
In view of the preceding theorem we can devise a simple process to 
determine if (AB)’ is integral, assuming A, B,A’, Bt are: 
(1) Write A ’ and B next to each other. 
(2) Delete any row of one matrix if it is next to a zero row of the other 
matrix. 
(3) (AB)’ is integral if and only if one is left with two pseudo-regular 
matrices. 
The author wishes to erpress his thanks to his advisor, Dr. Irving J. Katz, 
for much guidance and encouragement. 
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