Abstract-In anonymous networks, the processors do not have identity numbers. We investigate the following representative problems on anonymous networks: (a) the leader election problem, (b) the edge election problem, (c) the spanning tree construction problem, and (d) the topology recognition problem. On a given network, the above problems may or may not be solvable, depending on the amount of information about the attributes of the network made available to the processors. Some possibilities are: (1) no network attribute information at all is available, (2) an upper bound on the number of processors in the network is available, (3) the exact number of processors in the network is available, and (4) the topology of the network is available.
Index Terms-anonymous network, distributed computing, leader election, edge election, spanning tree construction, topology recognition, knowledge
Introduction
A network consists of a set of processors and a set of communication links connecting pairs of processors. In the past, dozens of papers have been written on the subject of efficient distributed algorithms for various problems about networks, including leader election, spanning tree construction, and topology recognition (i.e., the determination of network topology), under the assumption that each processor has a unique identity number (see, e.g., [10, 13, 21, 28] ).
Suppose that the processors have unique identity numbers. Then for any network there is a distributed algorithm for electing a unique leader processor, which requires as input data no information about the network, such as the network topology or the number of processors in it. Also, if a unique initiator (leader) can be used, there are distributed algorithms for solving the problems listed above, which require no information about the network. Therefore, if the processors have unique identity numbers, those problems can be solved without input data containing information about network attributes.
We consider the above problems for the anonymous networks, in which the processors do not have identity numbers. One might argue that the leader election problem, for example, could be solved even for anonymous networks in general; a diffusing computation [11] or a probe/echo algorithm [9] could be used to construct a spanning tree, whose root we could choose as the leader. To explain informally the reason why such a solution does not work correctly, consider an anonymous 4-node ring network. Suppose that a node initiates a probe/echo algorithm A. Algorithm A would construct a spanning tree, if the other nodes never initiated A simultaneously. However, an arbitrary number of nodes can initiate A simultaneously, 1 and the correctness of A is no longer guaranteed, since, intuitively, when a node receives a message, it in general cannot tell who sent it, and therefore, in this particular example, different execution instances of A initiated by different nodes may get mixed up. In fact, Angluin [1] and Johnson and Schneider [17] have pointed out that there is a network (e.g., the 4-node ring network) for which the leader election problem is unsolvable, i.e., there exists no deterministic distributed leader election algorithm, even if it is allowed to construct an algorithm specific to the network (cf. the "universal" algorithms, which we will introduce later). 2 Hence, it is meaningful to investigate the problem of finding the class of networks for which the leader election problem, for example, is solvable. This paper discusses the following four problems. Suppose a network is represented by an undirected graph G = (V, E), where V (E) is its node (edge) set. Each node represents a processor and each edge (u, v) ∈ E represents a link between u ∈ V and v ∈ V . In the rest of this paper, we use the terms, graph and network, interchangeably, although we tend to use the term graph to man an abstract representation of a network.
Leader Election Problem (ELECT-LEADER):
Elect a processor as the leader, in the sense that the elected processor knows that it has been elected and the other processors know that they have not.
Edge Election Problem (ELECT-EDGE): Select a link e = (u, v) in the sense that 1 It is assumed that the same algorithm is installed on each node in an anonymous network (see Section 2). 2 Randomized algorithms, which are outside the scope of this paper, can make use of the "coin-tossing" facility for generating random bits, and can solve the leader election problem (and hence the other problems listed above) with high probability, each node first generating a sufficiently large random identity number. See, e.g., [22, 24, 33] . processors u and v know which port corresponds to e and the other processors know that they are not incident with e.
Spanning Tree Construction Problem (SPANNING-TREE):
Compute a spanning tree T of the network in the sense that each processor can tell which links incident to it are tree edges.
Topology Recognition Problem (FIND-TOPOLOGY):
Compute on each processor a graph G isomorphic to the network it is running on.
We define the class P as the class of the above four problems: P = {ELECT-LEADER, ELECT-EDGE, SPANNING-TREE, FIND-TOPOLOGY}.
It is clear that the class of networks for which a particular problem is solvable will, in general, become larger, as more information about the network is made available. Hence, finding the effect of available network attribute information on each solvable class, i.e., the class of networks for which a problem is solvable, is of interest. We investigate the following four conditions, depending on the amount of information available about the attributes of a given network.
No Information (noinfo): No network attribute information at all is available.
Upper Bound on Network Size (upbound): A constant upper bound on the number of processors in the network is available.
Network Size (size): The exact number of processors in the network is available.
Network Topology (topology):
The topology of the network is available.
The last condition above, in which the network topology is available, doesn't appear to be practically very meaningful. Theoretically, however, the investigation of this case turns out to be of great importance. For any network, if there is an algorithm for solving a problem using the number of processors or an upper bound on it, then, clearly, there is an algorithm for solving the problem using the topology, since knowing the topology implies knowing the number of processors. Namely, the solvable classes of networks for the problem under the conditions noinfo, upbound and size are subsets of that under topology. We will prove that only for trees are all of the problems listed above solvable under noinfo and upbound, whereas any of the above problems is solvable for a class of non-tree networks under size and topology. For each of the above problems, the solvable classes under noinfo and upbound coincide. For each of ELECT-LEADER, ELECT-EDGE and SPANNING-TREE, the solvable classes under size and topology coincide. As will be shown, there is a network for which FIND-TOPOLOGY is unsolvable under size, while FIND-TOPOLOGY is trivially solvable for any network under topology. Moreover, for any problem P ∈ {ELECT-LEADER, ELECT-EDGE, SPANNING-TREE} under upbound, size and topology, there is a "universal" algorithm, i.e., an algorithm that can solve P , if the network on which it is being executed belongs to the solvable class of P .
We will introduce a new property of a graph called symmetricity (Section 3) and characterize all of the 16 solvable classes (i.e., all combinations of the four problems and four conditions) in terms of this property. We will then characterize the class of networks having symmetricity k in terms of their 1-and 2-factors, where a p-factor is a spanning p-regular subgraph of a graph. As a result, we will be able to describe the solvable classes in graph theoretical terms.
As in [1] , we make use of port numbering at each processor, and label each link by an ordered pair of port numbers, one at each end of the link. We call a particular way of port numbering by all the processors a "local edge labeling." Then for each processor v, the set of all infinite walks (sequence of links) starting from v can be represented by a rooted tree with edge labels. We call this tree the "view" (of the network) from v (Section 3). The "similarity relation" [17] has been proposed to investigate concurrent systems. Informally, a set of processor labels is called a similarity labeling 3 if any two processors having the same label behave similarly and produce the same output under certain communication timing.
Most results in this paper follow from the following facts, which we prove formally in subsequent sections. a) Each processor can compute its view, provided that an upper bound on the number of processors is known.
b) The labeling which labels each processor by its view is a similarity labeling.
c) The number of processors having the same view can be determined independently of the view -we will use this fact to define symmetricity.
d) There is a strong relation between the equivalence classes induced by the similarity relation (two processors belong to the same equivalence class if and only if they have the same view) and the 1-and 2-factors of the network.
e) Views contain (partial) information about the topology of the network.
In the next section, we formally define the network model on which our theory will be built. Section 3 introduces the concept of "view" that is used extensively in this paper and presents its basic properties. Section 4 is devoted to the discussions of the topology condition. It will form the basis of the investigation of the other conditions. In Section 5, we present a number of important results on symmetricity, and in Section 6, we treat the remaining three conditions, i.e., noinfo, upbound and size. Section 7 discusses related results. After Angluin [1] , anonymous networks, especially anonymous rings, have been investigated extensively (see, e.g., [3, 4, 5, 12, 19, 20, 25, 35] ). We will conclude the paper by briefly surveying related work in Section 8.
In what follows, we will use network and graph, processor and vertex, and link and edge interchangeably.
Each processor is assumed to have unlimited computational power; it has sufficiently large local memory and can access and change its memory content instantaneously. 5 In executing a given sequential algorithm, in each step a processor, depending on the current memory content, either changes its memory content, sends a message via one of its ports, or receives a message via a port. The processors are anonymous in the sense that they do not have identity numbers, and the processors run the same deterministic algorithm. 6 Although we label the processors in V by unique names v 1 , . . . , v n , these names are used only for description purposes, and the processors don't know their names. In other words, the algorithm that a processor executes does not use its identity number to make a decision or to compute a value. No assumption is made concerning relative execution speeds of processors besides fairness -unless a processor (i.e., an algorithm running on it) has terminated, it executes the next instruction in finite time. 7 Communication is carried out by sending messages through links in E. A processor v is equipped with deg(v) input/output ports, one for each link incident to it, named 1, . . . , deg(v), where deg(v) denotes the degree of v. Let port j be processor u's port for the link (u, v). When processor u executes the instruction "send message M via port j," M is sent to the input queue of processor v for link e, in finite time, with no error, and in the FIFO order, i.e., messages sent through the link are placed in the input queue in the order they are sent. In order to receive a message placed in an input queue, the "receive" instruction is used. By the instruction "receive message M from port j" executed by processor u, the first message in the input queue for link e is transferred to the variable M (stored in u's local memory). If the input queue is empty, a special symbol is returned to M .
In our model, each processor v arbitrarily assigns names, 1, . . . , deg(v), to its local ports. In order to represent the correspondence between the port names and their associated links, we introduce the following definition. A local edge labeling (or port numbering) of G is a set of functions f = {f v | v ∈ V } such that, for each v ∈ V , f v is a bijection from the set of edges incident to v to the set of positive integers, {1, . . . , deg(v)}. Namely, f u (u, v) = i means that i is the name of the port of u corresponding to link (u, v) . Note that, in general, the same link may have different port numbers at its two ends, i.e., f u (u, v) = f v (u, v), where (u, v) ∈ E. Finally, we assume that the network is reliable, i.e., the processors and the links never fail.
We assume that the local memory of each processor v initially contains algorithm A, deg(v) and the information on G assumed to be known, and does not contain anything else. For example, under topology, each processor knows G, as well as A and deg(v). We emphasize that this does not mean that a processor knows which vertex of G it is represented by, since processors having the same degree run the same algorithm with exactly the same initial information.
From time to time, some processors (i.e., the initiators) spontaneously "wake up" and start the algorithm. Algorithm execution on the network will terminate when the algorithm terminates on every processor.
An algorithm A for problem P must work on any network G using the available attribute information about G, decide whether it can solve P for G, and solve P correctly if it can. If A determines that it cannot solve P for G, then it must report this fact. Under upbound, whether or not A can solve P for G may depend on the given upper bound n on the size n of G, however. For example, if n − n ≤ 1 then knowing n is just as good as knowing n. Furthermore, the behavior of A may also depend both on the timing of communications among the processors and on the naming (i.e., local edge labeling) of the ports. For a problem P ∈ P and an algorithm A for P , let N (P, A) denote the set of networks for which A can solve P , no matter what the upper bound (under upbound), the communication timing and the port labeling are. Thus, by accident, A may solve P for G even if G ∈ N (P, A). Let ALG topology (resp. ALG size , ALG upbound , ALG noinf o ) be the set of all algorithms that use the topology of G (resp. the size n of G, an upper bound on n, no network attribute information). Define D topology (P ), D size (P ), D upbound (P ) and D noinfo (P ) as follows:
• D upbound (P ) = {G ∈ G | G ∈ N (P, A) for some A ∈ ALG upbound }, and
Then by definition we have the following.
Proposition 1 For any problem P ∈ P,
In all sections an algorithm will mean a distributed algorithm in the sense defined above.
3 View and Its Properties
Definition and Basic Properties
Let G = (V, E) ∈ G and fix a local edge labeling
, is an infinite, labeled, rooted tree, defined recursively as follows. T f (v) has the root x 0 corresponding to v. For each vertex v i adjacent to v in G, T f (v) has a node x i and an edge from x 0 to x i with labels f v (v, v i ) and
at its x 0 's and x i 's ends, respectively. Node x i is now the root of
In the above definition, x 0 and x i are used for definition purposes only and not part of the view. (See Figure 1. ) Note that the nodes of T f (v) come from V , but they are not labeled as such. For example, x i in the above definition is a local name known only to processor v and it is not labeled by v i . But an algorithm (executed at a processor) can sometimes reveal the true identity, i.e., v i , of a node of T f (v), as will be discussed below. The view T f (v) represents the set of all infinite walks in G starting at v, with port numbers appearing along each walk. To avoid confusion, in the rest of the paper, the vertices of a view will be referred to as nodes, to distinguish them from the vertices of networks under consideration. u, v and w (with or without subscripts) will denote vertices, and x, y and z (with or without subscripts) will denote nodes, unless otherwise stated. If x denotes a node of a view, then x ∈ V denotes the corresponding vertex of G.
Example 1 Consider the network G given in Figure 2 (a). The integers attached to the edges in the figure present a local edge labeling f for G. Figure 2(b) illustrates the view, T f (u 2 ), from u 2 , which is constructed as follows. Starting with the root node x 0 , we draw an edge (x 0 , x 1 ) with labels 3 and 1 corresponding to the walk from u 2 to u 1 in G. We thus have x 0 = u 2 and x 1 = u 1 . Similarly, we draw (x 0 , x 2 ) with labels 1 and 1 corresponding to the walk from u 2 to u 3 . The edge (x 1 , x 4 ) with labels 1 and 3 corresponds to the walk from u 1 back to u 2 in G, and so forth. Note that labels 1 and 3 are attached in this order, since this time the edge (u 2 , u 1 ) is traversed from u 1 to u 2 . Observe that T f (u 2 ) is an infinite tree, and the three subtrees of its root are, from left to right, T f (u 1 ), T f (u 3 ) and T f (u 4 ). T f (u 2 ) and T f (u 4 ) also appear as subtrees of T f (u 3 ).
2
Clearly, the edge label sequences along different walks starting from the root of T f (v) are distinct. Therefore, there is a one-to-one correspondence between the nodes of T f (v) and the label sequences, from the root to those nodes. Let T be a view, and let P (T, x) denote the shortest path connecting the root and node x in T , and let L(T, x) denote the sequence of edge labels (two per edge) along P (T, x). Recall that v i 's are not shown in T f (v) and that the correspondence between P (T, x) and L(T, x) is one-to-one. Two views T and T ′ are said to be similar , written T ≡ T ′ , if there is a graph isomorphism between them which preserves the root and edge labels. It is easy to see that ≡ is an equivalence relation. Note that there may be many vertices v in V having similar views. Let T f denote the set of all dissimilar views, i.e.,
with one representative from each equivalence based on similarity. We may omit f from T f (v) and T f , whenever it is obvious from the context. Lemma 1 Let f be a local edge labeling of a network G, and let u i and u j be any two distinct vertices such that T f (u i ) ≡ T f (u j ). Consider any two paths P (T (u i ), z i ) and P (T (u j ), z j ) in T (u i ) and T (u j ), respectively, such that the two label sequences L(T (u i ), z i ) and L(T (u j ), z j ) are identical. Then T (z i ) ≡ T (z j ) and z i = z j holds.
Proof Consider two paths, π i and π j , in G corresponding to P (T (u i ), z i ) and P (T (u j ), z j ). They start at vertices u i and u j and end at vertices z i and z j , respectively. We assume
, then without loss of generality there is a path π in G starting at z i such that there is no path starting at z j having the same label sequence as π. This means that T (u i ) has a walk corresponding to π i π, but T (u j ) doesn't have a walk corresponding to π i π, a contradiction. Now, to prove the second assertion of the lemma, assume that z i = z j for some i = j, and without loss of generality let P (T (u i ), z i ) and P (T (u j ), z j ) be the shortest paths such that z i = z j . Then, in G, the walk from u i to z i and that from u j to z j have the same label sequence and meet at z i = z j . This is impossible, since the ports of z i at which these walks end have different port numbers.
Corollary 1
The cardinality of the set {v | T (v) ≡ T } is the same for all T ∈ T f .
Proof Suppose that T (u) ≡ T (v) for some u and v, and assume without loss of generality that the number of vertices having views similar to T (u) is greater than that of those having views similar to T (v). Let let
Since G is connected, there exists a path P (T (u), z), where z is a node such that z = v.
Note that z i is uniquely determined. By Lemma 1, we have T (z i ) ≡ T (z j ) and z i = z j for any 1 ≤ i, j ≤ k, a contradiction to the above assumption. 2
For any local edge labeling f for a graph with n vertices, we define s f by
where |T f | denotes the cardinality of T f . Corollary 1 implies that s f is an integer, and that s f is the cardinality of the set {v | T (v) ≡ T } for any T ∈ T f . For the example of Figure 2 
Proposition 3
1. For any graph G and any local edge labeling f for G, s f divides the size n of G.
Based on Corollary 1, we now introduce an important property, called symmetricity, of a graph.
Definition 2
The symmetricity of a graph G is defined by σ(G) = max{s f | f is a local edge labeling for G}.
2
Intuitively, T f (v) represents the maximum information that processor v can obtain in the worst case (i.e., under the most unfavorable communication timing) by exchanging messages with others. Therefore, the larger the number of processors which have similar views, the more difficult it is to identify their accurate positions in G. The symmetricity σ(G) indicates, in the worst case (i.e., under the most unfavorable labeling), how many processors have similar views. Proposition 3 implies that σ(G) divides the size n of G, since σ(G) = s f for some f .
Lemma 2 For any two local edge labelings f and g, if
We assume T f = T g and derive a contradiction. Without loss of generality, we can assume that there exists a vertex u in V such that T g does not contain T f (u). Since G is connected, there exists a path P (T f (v), z) connecting the root of T f (v) and a node z, satisfying u = z.
and the subtree of T g (w) rooted at z ′ is similar to the subtree of T f (v) rooted at z, a contradiction.
Intuitively, the above lemma implies that any element of T f carries all the information about T f . For any integer d ≥ 0, let T d (v) denote T (v) truncated to depth d, where depth is the distance (in the number of edges) from the root. We assume that each leaf of T d (v) contains the number of children the corresponding node in T (v) has. The following lemma is by Norris [27] . 
Pseudo-Synchronous Algorithms
The main objective of this subsection is to prove that, roughly speaking, the view from a vertex contains all the information that a distributed algorithm can possibly use (Lemma 5), and therefore, in the light of Lemma 3, the sole purpose of message exchanges is to construct a finite view at each vertex.
Lemma 4 Given any network G, there is an algorithm for each processor v on G to construct T d (v) for any given nonnegative integer d.
Proof We give a sketch of a simple algorithm for each processor v to construct T d (v).
Let T 0 (v) be the trivial tree consisting only of the root with information deg(v);
Wait until a message has been received from each port j = 1, 2, . . . , deg(v); Construct T i+1 (v) using the available information; } od 8 We originally proved the the following fact [36] , which was recently improved by Norris:
It is easy to show that the above algorithm is correct.
2
Note that only the leaves of the received trees (and their incident edges) contain new information needed to extend T i (v) to T i+1 (v). Alternatively, v can discard T i (v) and construct T i+1 (v) by attaching the received trees to a single node (the root). Since processor v does not know that its identity number is v, neither does it know that the view it produces is T d (v).
We now define a phase of an algorithm as the following sequence of instructions.
• If the termination condition holds, send message done via each port j and terminate;
• Send messages via some ports (at most one per port);
• Send message end-phase via each port j;
• Receive messages until exactly one done or end-phase message is received from each port j via which no done message has been received in an earlier phase;
• Process information in its local memory;
An algorithm is called pseudo-synchronous if it consists of phases. Number the phases of a distributed pseudo-synchronous algorithm, 1, 2, . . . , from the initial phase onwards. Clearly, if the shortest distance (in terms of the number of links) between two processors is d, then it takes d phases for information to travel from one to the other.
Let A be an algorithm for solving a problem P . The execution of A on a processor consists of an interleaved sequence of processing activities and message exchanges. If, during a round of message exchanges, A does not send any message via some ports, modify A to send an end-phase message via each of those ports. Then, it can also expect to receive a message from each port. The resulting algorithm will be pseudo-synchronous. We thus have the following fact.
Proposition 4 For any network G ∈ G, there is an algorithm for solving a problem P on G, if and only if there is a pseudo-synchronous algorithm for solving P on G.
The following lemma will form a basis of our subsequent discussions. Its implications are it is possible that any two processors having similar views behave in precisely the same way and, therefore, the labeling which labels each processor by its view is a similarity labeling (see [17] ).
Lemma 5 Let P ∈ P and G ∈ G. There is an algorithm A for solving P on G, using some network attribute information I about G (e.g., size, topology, upbound), if and only if there is a pseudo-synchronous algorithm B for solving P on G using I, such that, in each phase p + 1 (p ≥ 0), each processor v sends T p f (v), and nothing else, to all its neighbors.
Proof The if part is trivial, so we concentrate on the only if part. By Proposition 4, we can assume without loss of generality that algorithm A is pseudo-synchronous. The essential assertion of this lemma is that all information that A, running on processor v, exchanges in its phase p + 1 is contained in T p f (v). Therefore, we need to show that algorithm B can simulate A using only the information contained in T p f (v).
We first describe how, for any phase p of A, algorithm B, running on processor v, can determine the state of A's execution at v at the end of phase p, if B has a copy of A, information I, and T p f (v) at its disposal. Algorithm B simulates A's phases 1 through p with the help of T p f (v) as follows. Note that the state of A's execution at v at the end of phase p depends on the messages sent by the vertices at distances up to p from v. Therefore, B simulates phase p of A using p rounds. In the first round, for each node x in T p f (v), B simulates the phase 1 of A running on x. In this simulation, x follows the steps of A, simulating the sending/receiving of messages via each port, and then doing some computation. The root of the tree, in particular, is now in the same state that A, running on v, would be in at the end of phase 1. Algorithm B now proceeds to round i = 2, 3, . . . , p of simulation of A on x for each node x at distances ≤ p − i+ 1 from the root in T p f (v). After p rounds of simulation, the root of the tree will be in the same execution state that A running on v would be in at the end of phase p.
Algorithm B repeats the above simulation for each phase p = 1, 2, . . . , of A. Namely, B constructs T In the following several sections, we will investigate the classes of graphs for which the problems defined in Section 1 are solvable, applying the concept of graph symmetricity introduced in this section.
The Known Topology Case
We start our case study with topology. Since the topology is assumed to be known, an algorithm A G , specific to a particular network G on which it runs, will also be considered in this section. Recall, however, that each processor knows neither its identity number nor which vertex of G it is represented by. An algorithm must work correctly for any local edge labeling, since, by definition, it cannot expect any particular local edge labeling. The results of Subsections 4.1 and 4.2 apply equally well to size, where only the graph size n, not the topology, of the network is known.
In view of Lemma 3, in the rest of this section, we define d = n − 1, and let
Characterization of D topology (ELECT-LEADER)
Proof We give a sketch of an algorithm A EL for solving ELECT-LEADER. Since the set of all views truncated to finite depths is enumerable, we can fix a total order < among these finite views. A EL contains a subalgorithm for sorting a given finite set of finite views in the order <. On each processor v, A EL constructs T k f (v), where k = 2(n − 1), based on the messages exchanged with other processors. (See Lemma 4.) Note that A EL running on v knows neither f nor v. However,
as a subtree whose root is within distance n − 1 from the root of T k f (v). Now all the processors have the same set T d f . Let T * be the "smallest" element in T d f with respect to the order <. Then A EL elects v (the processor on which it is running) as the leader if and only if T * ≡ T d f (v), i.e., the view of depth d it computes on v. The correctness of A EL is guaranteed by the fact that the symmetricity of G is 1; if more than one processor constructed the same view T * , the symmetricity of G would be greater than 1. 9 2
Proof We assume that there is an algorithm A for solving ELECT-LEADER for a graph G with symmetricity σ(G) ≥ 2, and derive a contradiction. Since σ(G) ≥ 2, there is a local edge labeling f such that s f ≥ 2 (for the definition of s f , see Section 3), namely, for any 
Theorem 1 σ(G) = 1 if and only if G is in D topology (ELECT-LEADER).
Proof Follows from Lemmas 6 and 7. 
Characterization of D topology (ELECT-EDGE)
Theorem 2 A graph G is in D topology (ELECT-EDGE) if and only if either of the following two conditions holds:
, for any local edge labeling f with s f = 2.
Proof If Part: We give a sketch of an algorithm A EE for solving the ELECT-EDGE. A EE works like A LE in the proof of Lemma 6, so we adopt the notations used there. First, A EE constructs the set T d f and checks whether |T d f | = n, i.e., s f = 1. If so, it elects a vertex u having the view T * as the leader. Then u elects the edge e = (u, v) such that f u (e) = 1. Otherwise, σ(G) = 2, i.e., |T d f | = n/2, and there exists an edge (u, v) such that T f (u) ≡ T f (v). Let ∆ be the set of all dissimilar views T d f (u) defined as follows:
∆ is computable and is, by assumption, not empty. Let T * * be the "smallest" element in ∆ with respect to the total order <. Then the edge (
The correctness of A EE is guaranteed by the fact that u ′ and v ′ are the only vertices having views similar to T * * . 10 Only if part: Assume that s f = k ≥ 2 for some local edge labeling f, and that there exists an algorithm A for solving ELECT-EDGE on G. By Lemma 5, there is a pseudo-synchronous algorithm B ∈ ALG topology for solving the same problem such that, in each phase p + 1 (p ≥ 0), each processor v sends T p (v), and nothing else. Consider the computation of B on G.
Assume without loss of generality that an edge e = (u, v) is selected by u 1 , since by definition of ELECT-EDGE at least one processor selects an edge. Thus u 1 knows which edge (or edges) in T (u 1 ) corresponds (or correspond) to e of G. Let e 1 = (y 1 , z 1 ) be an edge in T (u 1 ) that corresponds to e. Now let e i = (y i , z i ) (2 ≤ i ≤ k) be the edge in T (u i ) which is at the same relative position as
, whenever u 1 selects e 1 , each u i selects e i . Therefore, we must have
It thus follows that k = 2, y 1 = z 2 and y 2 = z 1 . This implies that T (y 1 ) ≡ T (z 1 ) since T (y 1 ) ≡ T (y 2 ). This completes the proof.
To see that σ(G) ≤ 2 alone is not sufficient for G to be in D topology (ELECT-EDGE), consider the graph G and the local edge labeling f for G shown in Figure 3 . From the symmetry of G, it is easy to see that T (u i ) ≡ T (v i ) for i = 1, 2, 3, and that σ(G) = 2. Intuitively, this means that u i , for example, cannot know whether it is u i or v i . Therefore, u i selects an edge e with labels p and q if and only if v i selects the other edge having the same labels. It follows that G ∈ D topology (ELECT-EDGE). Note that G in Figure 3 has no pair (u, v) that satisfies the condition 2 of Theorem 2. 
Inclusion Relationships among
where G and S denote the sets of all networks (see Section 2) and all trees, respectively, and ⊂ denotes proper inclusion.
We give a sketch of an algorithm for solving ELECT-EDGE on G. The algorithm first constructs a spanning tree T of G. Starting from each leaf of T , tokens are passed as follows:
(a) Each leaf sends a token via a tree edge to its neighbor with respect to T .
(b) Let deg T (v) be the degree of v with respect to T . In general, vertex v waits until it has received deg T (v)−1 tokens from neighbors, and sends a token via the tree edge through which no message has been received. (Thus, the leaves don't wait.)
Imagine that the edges of T are initially all white and a tree edge turns black when a token is transmitted over it. It is not difficult to see that at any instant, the subtree defined by the white edges, if any, is connected. Consider the last white edge to turn black, and let u and v be its two end vertices. They receive a token from each other as their last token to be received. Since the edge (u, v) is unique, u and v can select (u, v). Hence G ∈ D topology (ELECT-EDGE).
Next, assume G ∈ D topology (ELECT-EDGE). Let e = (u, v) be the edge elected by some algorithm. The following algorithm SE-ST (Single-source-Edge Spanning Tree) Algorithm, executed by each vertex, constructs a spanning tree of G, starting from the two vertices u and v. Its correctness proof is left for the reader.
[SE-ST Algorithm]
Let (u, v) be the source edge; Initially, only u and v are active and they send wake-up to all their neighbors; The other processors are asleep; (Sleep state)
Wait until a wake-up message is received; Change state to active; (Active state)
Let L be the set of edges through which wake-up messages have been received; Select an edge e in L and send back a message tree-edge through e; Send back a message non-tree-edge through each edge in L except for e; Send a message wake-up through each edge not in L; Wait until all acknowledgements (tree-edge or non-tree-edge) have been received and terminate.
[End of SE-ST]
(II) We show D topology (ELECT-LEADER) ⊂ D topology (ELECT-LEADER) ∪ S, in other words, there is a tree T such that T / ∈ D topology (ELECT-LEADER). Consider a simple tree T = ({u, v}, {(u, v)}), i.e., two vertices with an edge connecting them. It is easy to show σ(T ) = 2. By Theorem 1, the ELECT-LEADER is unsolvable on T .
(III) Next, we show D topology (ELECT-LEADER) ∪ S ⊂ D topology (SPANNING-TREE). S is obviously contained in D topology (SPANNING-TREE). By Theorems 1 and 2, and (I) above, it is sufficient to show that there is a non-tree graph G which is in D topology (SPANNING-TREE) but not in D topology (ELECT-LEADER). Consider the graph G in Figure 4 with a local edge labeling as shown. For this G, it is easy to see that σ(G) = 2. Therefore, G is not in D topology (ELECT-LEADER). To show that G is in D topology (SPANNING-TREE), we give a sketch of an algorithm for solving the SPANNING-TREE on G. Vertices u and v know that they are either u or v from their degrees. They decide that all edges incident to them are tree edges. Then each of them selects an edge incident to it; say, u selects (u, u ′ ) and v selects (v, v ′ ). Vertices u and v can easily decide whether u ′ and v ′ are adjacent or not. If they are adjacent, u and v select edge (u ′ , v ′ ) as a tree edge. Otherwise, the edge which is incident to neither u ′ nor v ′ is selected as a tree edge. (IV) Finally, it is clear that G properly contains D topology (SPANNING-TREE), since the SPANNING-TREE is unsolvable for the rings.
Proof Follows from Theorems 2 and 3. 2
Besides the problems investigated above there are others worth investigating, which are apparently more difficult than ELECT-LEADER. The location recognition problem, i.e., the problem of computing on G an automorphism ψ from V to V in the sense that the processor v generates ψ(v), and the naming problem, i.e., the problem of attaching a unique name to each processor v, are such problems. However, it turns out that D topology (P )'s coincide with D topology (ELECT-LEADER) for these problems P , since there are straightforward algorithms for solving these problems, provided that they are initiated by a unique initiator (leader).
Quotient Graphs
In this section, we first relate symmetricity σ(G) with other familiar properties of a graph G. As a corollary, the class D topology (ELECT-LEADER) is characterized in graph theoretical terms. The characterization is achieved in terms of a new concept called the "quotient graph." Informally, the quotient graph of G induced by a local edge labeling f represents what the smallest possible G would look like to the processors in G under f . We next characterize the trees in terms of their quotient graphs. This result will be used at the end of Section 5.1 to determine whether or not a given network is a tree. In the Section 5.2, we will discuss the problem of constructing the smallest G, given its quotient graph with respect to a particular local labeling f . This is relevant to the discussion of FIND-TOPOLOGY in the next section. In Subsection 5.2, we prepare some theoretical tools for studying this problem.
In the rest of paper, we mostly investigate graphs with edge labels and label-preserving isomorphisms among them. However, we also sometimes consider graphs without edge labels. We use the notation G ≃ G ′ to mean that two graphs G and G ′ are isomorphic (ignoring their edge labels, if any).
Relating Symmetricity to Factors
Example 2 Consider the graph G and a local edge labeling f for G shown in Figure 5 (a). A distributed algorithm running on one of the vertices represented by • in the network of Figure 5 (a) will behave identically on the • vertex in the network of Figure 5 (b). The same applies to the vertices represented by ⋄ or •. Another way of stating this fact is that, in G, the views from all vertices represented by the same symbol (•, ⋄ or •) are similar in Figures 5(a) and (b) . 2 Let G = (V, E) be a graph and f be a local edge labeling for G. We partition V into g disjoint sets, each of which contains exactly s f vertices having similar views, where g = n/s f . More formally, if T f = {T 1 , . . . , T g } is the set of all dissimilar views under f , then
. . , g. Namely, V 1 , . . . , V g are the equivalence classes induced by the similarity relation, ≡. We will refer to each V i as a "similarity class." In Figure 5 (a), for example, V 1 (resp. V 2 and V 3 ) consists of the four vertices represented by • (resp. ⋄ and •). Intuitively, the "quotient graph" induced by ≡ is obtained from G by collapsing all vertices of V i into one vertex for each i. (See Figure 5(b) .) Definition 3 The quotient graph, denoted G/f , of G induced by f is an undirected, connected (not necessary simple) graph (T f , E f ) with edge labels defined as follows. E f contains an edge (T, T ′ ) with two labels, p at T 's end and q at T ′ 's end, denoted (T, T ′ : p, q), if and only if there exists an edge e = (u,
The graph shown in Figure 5 (b) is the quotient graph for the example of Figure 5(a) .
f u (e) = p, and (4) f u ′ (e) = q.
Proof Let u 1 and u 2 be any two vertices in V i such that T (u 1 ) ≡ T (u 2 ) holds. If an edge e 1 = (u 1 , w 1 ) is in E then, by Lemma 1, there exists an edge e 2 = (u 2 , w 2 ) in E such that f u 1 (e 1 ) = f u 2 (e 2 ) and f w 1 (e 1 ) = f w 2 (e 2 ), and that w 1 and w 2 are in the same similarity class V j . Based on the above lemma, we now introduce a label-preserving graph homomorphism τ f from G = (V, E) with f to G/f = (T f , E f ) as follows.
2. τ f maps each edge e = (u, v) ∈ E to τ f (e) = (T (u), T (v) : p, q), where p = f u (e) and q = f v (e).
Note that τ f is, in general, a many-to-one mapping. The inverse mapping of τ f , denoted by τ −1 f , is, therefore, one-to-many. In the following theorem,
. From Lemma 8, we can derive the following theorem.
Theorem 4 Let G = (V, E) be a graph and f be a local edge labeling for G. For any spanning tree S, including the edge labels, of G/f , V can be partitioned into s f subsets, U 1 , . . . , U s f , satisfying the following conditions:
1. |U i | = n/s f for each i = 1, 2, . . . , s f , and 2. G U i has a spanning tree isomorphic to S including the edge labels for each i = 1, 2, . . . , s f .
Proof We only present a proof sketch. Construct vertex sets U 1 , . . . , U s f that are "orthogonal" to the similarity classes under ≡, V 1 , . . . , V g , where g = n/s f , i.e., for each i, j (i = 1, . . . , s f ; j = 1, . . . , g) |U i ∩ V j | = 1. Set U 1 is constructed as follows. Pick an arbitrary vertex u ∈ V 1 and put u in U 1 . Then embed S in G using τ f , identifying τ f (u) with u, and let U 1 be the set of all vertices of G upon which S is embedded. Since S has g vertices, each corresponding to a different similarity class, we have |U 1 | = g. U 2 is constructed by starting with another vertex in V 1 − {u}, and so forth. It follows from Lemma 1 that U 1 , . . . , U s f are disjoint. 2
As an example, consider the spanning tree S of G/f in Figure 5 (b) that contains the two horizontal edges with labels (3,2) and (1,2). Four instances of this tree can be embedded in G of Figure 5(a) , one in each quadrant of Figure 5(a) .
A graph G = (V,
. . , E k constitute a partition of E. Such a set of 1-and 2-factors is called a {1,2}-factorization of G.
Definition 4 A graph G = (V, E) with |V | = n satisfies the factorization condition (or F-condition, for short) with g, if there is a partition {V 1 , . . . , V g } of V , each of size n/g, satisfying both of the following conditions.
For any
i = 1, 2, . . . , g, G V i is {1, 2}-factorable.
Then the symmetricity σ(G) of a graph G is characterized by the following theorem.
Theorem 5 For any graph G = (V, E), g is the smallest integer such that G satisfies the F-condition with g, if and only if σ(G) = n/g. 2
In order to prove this theorem, we first examine the relationship between G with f and G/f . In understanding the rest of this subsection, it is helpful to recall the embedding of several instances of a tree S in G that we described in the proof of Theorem 4. Note, for instance, that no edge of G connecting a pair of vertices in some V i is used to embed S. In fact, such an edge connect two distinct embedded instances of S. Moreover, it is easy to see that this edge manifests itself as a self-loop in G/f . If an edge e of G connects a vertex in V i to another vertex in V j (i = j), on the other hand, e may or may not belong to an embedded instance of S. We are now ready to prove the following lemma.
Lemma 9 Given a graph G and a local edge labeling f for G, let G/f = (T f , E f ). Consider any edge e = (T 1 , T 2 : p, q) ∈ E f , and let
1. If T 1 = T 2 , i.e., e is a self-loop, and p = q, then
2. If T 1 = T 2 , i.e., e is a self-loop, and p = q, then
f (e)) is a 1-regular bipartite graph.
Proof (I) (In reading this part of proof, it will be helpful to use the self-loop at the • vertex of Figure 5 (b) as an example.) We show that F 1 is a 1-regular. By definition, this type of self-loop implies that there exist vertices u and u ′ in V 1 such that (u, u ′ ) ∈ E and
. Therefore, by Lemma 8, there exists a vertex w in V 1 such that e ′ = (u, w) ∈ E, f u (e ′ ) = q and f w (e) = p. Therefore, any vertex in F 2 has degree at least 2. No vertex in F 2 can have degree larger than 2, since its port numbers consist only of {p, q}.
(III) (In reading this part of proof, it will be helpful to use the edge between at the ⋄ vertex and the • vertex of Figure 5 (b) as an example.) We show that F 3 is a 1-regular bipartite graph. Clearly, F 3 is bipartite. The fact that F 3 is 1-regular follows from the same argument as in (I) above.
Corollary 3 Given a graph G and a local edge labeling f for G, G satisfies the F-condition with g = n/s f .
Repeated applications of Lemma 9 show that the F-condition is satisfied with the partition {V 1 , . . . , V g }. 2
Lemma 10 If a graph G satisfies the F-condition with g, then there is a local edge labeling f for G such that s f ≥ n/g.
Proof See Appendix. 2 [Proof of Theorem 5]
If part: Let G be any graph and f be a local edge labeling for G such that σ(G) = s f holds. Then by Corollary 3, G satisfies F-condition with g = n/σ(G). Assume that for some k > σ(G), G satisfies F-condition with g = n/k. Then there will be a labeling f for G such that s f ≥ n/g > σ(G) by Lemma 10, a contradiction to the definition of symmetricity.
Only if part: Let g be the smallest integer such that G satisfies the F-condition with g. Then σ(G) ≥ n/g holds, since there is a local edge labeling f for G such that s f ≥ n/g by Lemma 10. To show σ(G) ≤ n/g, assume that σ(G) > n/g. Let f be a local edge labeling for G such that σ(G) = s f > n/g holds. Then by Corollary 3, G satisfies the F-condition with n/s f < g, a contradiction. 2
We now proceed to the problem of characterizing the set S of all trees. To this end, we first characterize cycles in G in terms of the structure of G/f .
Lemma 11
A graph G has a cycle if, for any local edge labeling f , G/f has one of the following:
2. two self-loops, (T i , T i : p, p) and (T j , T j : q, q), where p = q is not excluded if i = j, or 3. a cycle of length ≥ 2.
Proof (I) Let e = (T i , T i : p, q) be a self-loop in G/f . By Lemma 9, τ −1 f (e) is a 2-factor in G V i . Therefore, G has a cycle.
(II) Let e = (T i , T i : p, p) and e ′ = (T j , T j : q, q) be two self-loops. If they are at the same vertex T i = T j of G/f , then clearly, each vertex in the subgraph of G, F = (V i , τ
f (e ′ )), has degree 2, hence F contains a cycle. If e and e ′ are at two different vertices,
f (e ′ )). Now, pick a spanning tree of G/f and construct a partition U 1 , . . . , U s f , as in Theorem 4. In F , introduce s f new edges between V i and V j such that u ∈ V i and v ∈ V j are joined by an edge if and only if u, v ∈ U h for some h. Such an edge indicates the fact that there is a path between u and v in the spanning tree in G U h . It is easy to see that this new graph, F ′ , has a cycle, since each vertex in it has degree 2. It follows that G has a cycle.
(III) Let C be a cycle in G/f , and construct a spanning tree S of G/f so that all but one edge e = (T i , T j ) of C belong to S.
f (e)) and add s f new edges between V i and V j as in (II) above. The rest of the proof is analogous to (II).
The above lemma holds even if "if, for any local edge labeling f for G," is replaced by "if there is a local edge labeling f for G such that". In which of the three forms a cycle in G manifests itself in G/f depends on f .
Theorem 6
A graph G is a tree if and only if, for any 11 local edge labeling f for G, the quotient graph G/f = (T f , E f ) is a tree, except for at most one self-loop e = (T i , T i : p, p) for some T i ∈ T f and p.
Proof The only if part follows directly from Lemma 11. To prove the if part, let G/f = (T f , E f ), where T f = {T 1 , . . . , T g }, be a tree, except possibly for one self-loop. We try to reconstruct G = (V, E). V consists of g subsets V 1 , . . . , V g , corresponding to vertices T 1 , . . . , T g , of G/f . There are two cases to consider.
(a) G/f has no self-loop. So G consists of s f disjoint trees. Since, by definition, G is connected, s f = 1 must hold.
(b) G/f has a self-loop e = (T i , T i : p, p). Let S = (T f , E f −{e}) be the unique spanning tree of G/f , and consider the graph G ′ = (V, E ′ ), where
f (e ′ ) | e ′ ∈ E f −{e}}. G ′ is clearly a collection of s f (= n/g) disjoint trees, each isomorphic to S. The only difference between G and G ′ is that the edges in τ f (e)) is a 1-factor of G V i , which implies that each edge in τ −1 f (e) joins a pair of trees in G ′ . Therefore, s f is even and G consists of s f /2 disjoint trees. Since G is connected, we have s f = 2.
In either case, G is a tree. 
Minimum Realization of a Quotient Graph
As we have seen, for any simple graph G ′ and a local edge labeling f ′ for G ′ , the quotient graph G ′ /f ′ is a connected (not necessary simple) graph with edge labels. We extend the definition of local edge labeling to non-simple graphs by allowing the same port numbers at both ends of a self-loop. Thus the edge labels on a quotient graph G ′ /f ′ form a local edge labeling. The problem we address in this subsection is: given a quotient graph Q = G ′ /f ′ , construct a simple, connected graph G = (V, E) and a local edge labeling f , called a realization of Q, such that G/f is isomorphic to G ′ /f ′ , including the edge labels. In general, there are many different realizations. For example, two different realizations of G/f shown in Figure 6 (c) are given in Figures 6(a) and (b) . A realization R = (G, f ) of G ′ /f ′ is said to be minimum if G has the minimum number of vertices among all the realizations of G ′ /f ′ . We restrict Q to the quotient graphs, since otherwise G/f may be smaller than Q for some "realizations" of Q. Given a quotient graph Q = G ′ /f ′ = (W, A), where W = {w 1 , . . . , w g }, for each w i ∈ W , define three parameters, ℓ i , m i andm i , as follows:
• ℓ i : the number of self-loops of the form (w i , w i : p, p) for some w i and p,
• m i : the number of self-loops of the form (w i , w i : p, q) for some w i and p, q (p = q).
•m i = max j( =i) {m ij }, where m ij is the number of parallel edges connecting w i and w j .
Define further m = max
and M = m if m is even or ℓ i = 0 for all w i ∈ W, m + 1 otherwise.
We now want to determine the size of (i.e., the number of vertices in) the minimum realization. Note that, by Theorem 4, any realization (G, f ) of Q has s f |W | vertices. However, s f is a parameter of G, i.e., not G ′ .
Lemma 12
Given a quotient graph Q = G ′ /f ′ = (W, A), every realization of Q has at least M |W | vertices.
Proof Consider an arbitrary realization (G, f ) with size M ′ |W |, where G = (V, E). Let w i satisfy m = max{1 + ℓ i + 2m i ,m i }, and let ψ be a label preserving isomorphism from G/f to Q. We have |V i | = M ′ , where V i = {v ∈ V | ψ(T (v)) = w i }. Since G V i contains ℓ i 1-factors, it must have at least 1+ℓ i vertices. Further, since G V i contains m i 2-factors, it must have at least 2m i additional vertices. Therefore, we have M ′ ≥ 1+ℓ i +2m i . To see that M ′ ≥m i also holds, pick a particular j satisfyingm i = m ij . Then, by Lemma 9,
We thus have M ′ ≥m i . It follows that M ′ ≥ m. Also, if ℓ i > 0 for some w i , M ′ must be even in order for a 1-factor to exist.
The following theorem summarizes some known graph-decomposition results that we find useful in proving Lemma 13.
Theorem 7 [15]
1. Any complete graph K n of even size n is 1-factorable.
2. Any complete graph K n of even size n is the sum of a 1-factor and (n−2)/2 spanning cycles.
3. Any complete graph K n of odd size n is the sum of (n−1)/2 spanning cycles.
Any regular bipartite graph is 1-factorable. 2
Lemma 13 Given a quotient graph Q = G ′ /f ′ = (W, A), there is a realization of Q which has M |W | vertices.
Proof We construct a graph G = (V, E) with size M |W | and a local edge labeling f for G such that G/f is isomorphic to Q including the edge labels. Intuitively, we make M copies of each vertex w i of Q so that it is expanded into a set V i of vertices of G. Theorem 7 states that the complete graph on M vertices has a sufficient number of vertices and edges to embed the {1, 2}-factorable regular graph corresponding to the set of self-loops at any vertex w i of Q (i.e., mutually edge-disjoint ℓ i 1-factors and m i 2-factors). We embed the {1, 2}-factorable graph in the complete graph on V i , and remove the remaining edges. Also, a complete bipartite graph on two sets of M vertices contains mutually edge disjointm i 1-factors for any i. For each edge of Q between w i and w j , we introduce an edge set E ′ so that (V i //V j , E ′ ) is m ij -regular bipartite. We give below a more formal construction.
as a vertex set of G, where V i 's are pair-wise disjoint and |V i | = M for each i = 1, . . . , g. For each edge (w i , w j : p, q) in Q, create a set of edges and define local edge labeling f as follows.
Self-loops at w i : Let SL ⊆ A be the set of self-loops at w i ∈ W .
(A) First consider the case ℓ i = 0, i.e., |SL| = m i . Since M ≥ 1+2m i , by Theorem 7 the complete graph K M on V i contains at least m i mutually edge disjoint spanning cycles. (If M is odd, apply Theorem 7 3., and if it is even, apply 2. to M ≥ 2+2m i .) For each edge (w i , w i : p, q) ∈ SL, we use a distinct spanning cycle F = (V i , E F ) selected from them, and include E F in E. Local edge labeling f for E F is defined in such a way that labels p and q appear alternately along the cycle. More formally, let e 0 , e 1 , . . . , e M −1 (e h = (u h , u h+1 ), h = 0, 1, . . . , M −1) be the spanning cycle, where
(B) Suppose that ℓ i > 0. Then M is even by definition. By Theorem 7, in this case, the complete graph K M on V i contains a 1-facotor and (M − 2)/2 spanning cycles, which are mutually edge disjoint. For each edge (w i , w i : p, q) ∈ SL such that p = q, use a distinct spanning cycle F = (V i , E F ) selected from the (M−2)/2 spanning cycles, and include E F in E. Then define local edge labeling f for E F as in Case (A).
Since M ≥ 1+ ℓ i + 2m i , the worst case is M = 1+ ℓ i + 2m i , in which case ℓ i is odd and (M − 2)/2 = (ℓ i − 1)/2 + m i . Since we have used m i spanning cycles so far, there still remain (ℓ i − 1)/2 spanning cycles and one 1-factor, which translate to ℓ i mutually edge disjoint 1-factors. For each edge (w i , w i : p, p), we use a distinct 1-factor F = (V i , E F ) selected from these 1-factors. (If ℓ i ≥ 2, then use at least one pair of 1-factors which belong to the same spanning cycle, to make G connected.) Then include E F in E, and define local edge labeling f for E F as follows: For each e = (u, v) ∈ E F , f u (e) = f v (e) = p.
Parallel edges (w i , w j ): Consider the complete regular bipartite graph K V i ,V j , and select an arbitrary spanning cycle in it. By Theorem 7 4., the remaining edges can be decomposed into M − 2 1-factors. Decompose the spanning cycle into two 1-factors, F 1 and F 2 . Since M ≥ m ij , for each edge (w i , w j : p, q), we can use a distinct 1-factor
(If m ij ≥ 2, use both F 1 and F 2 for some edges to make G connected.) Define a local edge labeling f for E F as follows: For each e = (u, v) ∈ E F , f u (e) = p and f v (e) = q.
[End of MIN-LABEL]
It is easy to check that the graph G constructed by MIN-LABEL contains neither selfloops nor parallel edges. Also, if G is connected, it is easy to show that G/f is isomorphic to Q including the edge labels. In the rest of the proof, we show that G is always connected.
Clearly, G is connected if G i = G V i is connected for some i = 1, . . . , g, since each copy of Q is connected. Therefore, suppose that none of {G i | i = 1, . . . , g} is not connected. By the construction MIN-LABEL, G i is clearly connected if ℓ i ≥ 2 or m i ≥ 1. Hence ℓ i ≤ 1 and
is connected for some pair of indices, i, j = 1, . . . , g, (i = j), since Q is connected. By the construction MIN-LABEL again, G ij is connected if m ij ≥ 2. Hence, m ij ≤ 1 for all i and j, which implies thatm i = 1 for every i. Proof Follows from Lemmas 12 and 13. 2
Theorem 9 A graph G is a tree if and only if, for any local edge labeling f , all realizations of the quotient graph G/f are isomorphic (including the edge labels), i.e., for any two realizations (G 1 , f 1 ) and (G 2 , f 2 ) of G/f , there is a label-preserving isomorphism.
Proof Only if part: Let G be a tree and f be a local edge labeling for G. We show that all realizations of the quotient graph G/f are isomorphic including the edge labels. By Theorem 6, G/f is a tree, except possibly for one self-loop. The proof of Theorem 6 shows that s f ≤ 2 and that s f = 2 if and only if G/f has a self-loop. First we examine the case s f = 1. In this case, G/f is clearly isomorphic (including the edge labels) to (G, f ).
Suppose that there is a realization (
If s f = 2, on the other hand, G/f is a tree except for one self-loop labeled (p, p) for some p. Let (G ′ , f ′ ) be a realization of G/f . Again, using the proof of Theorem 6, we have c f ′ = 2. From the structure of G/f (i.e., a tree except for one self-loop corresponding to a 1-factor), (G ′ , f ′ ) is uniquely determined. Therefore, (G ′ , f ′ ) is isomorphic to G/f If part: Suppose that G is not a tree. We want to show that there are two realizations of G/f , (G 1 , f 1 ) and (G 2 , f 2 ), that are of different sizes and hence not isomorphic to each other. Let (G 1 , f 1 ) be the minimum realization of size M |W | known to exist by Theorem 8. Using any even number M ′ (> M ) instead of M in MIN-LABEL, we construct (G 2 , f 2 ) (which may not be connected) of size M ′ |W |, such that G 2 /f 2 is isomorphic to G/f . It remains to show that this (G 2 , f 2 ) is indeed a realization of G/f , i.e., it is connected.
As in the proof of Lemma 13, we can make G 2 connected when either ℓ i ≥ 2, m i ≥ 1 or m i ≥ 2 holds for some i, where ℓ i , m i , andm i are the parameters of G/f . So, we consider the remaining cases, in which ℓ i ≤ 1, m i = 0 andm i ≤ 1 hold. Since G is not a tree, there is a local edge labeling f such that G/f does not satisfy the condition of Theorem 6. Thus, G/f must contain either (1) a cycle, or (2) two or more self-loops (but at most one at a given vertex since ℓ i ≤ 1).
In case (2), we have ℓ i = 1 for some i, hence M ≥ 2, which implies M ′ ≥ 4. Let Q ′ be the graph obtained from Q = G/f = (W, A) by removing any two self-loops e = (w i , w i : p, p) and e ′ = (w j , w j : q, q), and let (G ′ 2 , f ′ 2 ) be the result of applying MIN-LABEL to Q ′ . Each vertex set V k used in MIN-LABEL has size M ′ . We obtain (G 2 , f 2 ) from (G ′ 2 , f ′ 2 ) by adding a 1-factor of V i representing e and a 1-factor of V j representing e ′ . By Theorem 7 2., the complete graph on V i has at least (M ′ − 2)/2 ≥ 1 spanning cycles (call one of them C i ). Similarly, the complete graph on V j has at least one spanning cycle (call it C j ). C i (C j ) can be decomposed to two 1-factors, of which we use one to represent e (e ′ ). To make the resulting G 2 connected, we need a certain relationship between C i and C j . Let U 1 , U 2 , . . . , U g be the sets defined for G ′ 2 /f ′ 2 by Theorem 4. Without loss of generality, we assume that each edge of C i connects a vertex of U k to a vertex of U k+1 , for some k = 1, 2, . . . , g, where U g+1 = U 1 . Similarly for C j . The 1-factor of C i we use to represent e consists of the edges C i connecting a vertex in U k to a vertex in U k+1 , for k = 1, 3, . . . , while the 1-factor of C j we use to represent e ′ consists of the edges of C j connecting a vertex in U k to a vertex in U k+1 , for i = 2, 4, . . . It is easy to see that the resulting G 2 is connected. In case (1), let e(w i , w j ) be an edge on a cycle f 2 ) , we apply the step for the parallel edges of MIN-LABEL, using a 1-factor in K V i ,V j . This 1-factor can be so chosen that the resulting G 2 is connected.
Corollary 4 A graph G is a tree if and only if the following condition holds for any labeling f : For any two realizations (
Proof The only if part follows from Theorem 9. The if part follows from the if part proof of Theorem 9. 2
It might appear that any non-tree graph G with σ(G) = 1 would also have the property of Theorem 9, since G/f has neither self-loops nor parallel edges. However, it turns out that this is not the case. Consider, for example, the graph G and local edge labeling f for G shown in Figure 2(a) . Then σ(G) = 1, but the graph G ′ and the local edge labeling f ′ for G ′ shown in Figure 7 form another realization of G/f (= G) that is not isomorphic to G. 
Networks without Topology Information
In this section, we investigate networks G under the assumption that the processors running on G do not know the topology of G. In Subsection 6.1, we assume that the processors do know the size (i.e., the number of vertices) n of G, while in Subsection 6.2, we investigate model in which the processors only know an upper bound on n. Finally, in Subsection 6.3, computing under noinfo is investigated. In Subsections 6.1 and 6.2, the following theorem will play an important role.
Theorem 10 For any graph G and local edge labeling f for G, there is an algorithm A ∈ ALG upbound for constructing G/f . Proof Let n be an upper bound on the size n of G. A can construct T n−1 f as in the proof of Lemma 6. By Lemma 3, A can thus construct the vertex set T f of G/f . Its edge set can also be constructed from T
If an upper bound on the network size is known, then, by Theorem 10, we can assume without loss of generality that each processor knows the quotient graph G/f for the given local edge labeling f . Thus the difference between results in Section 4 and the corresponding results in subsections 6.1 and 6.2 are due to the difference in the information that the processors are given or can compute; in Section 4, the processors knew G, while in Subsections 6.1 and 6.2, they can know only G/f . For a problem P and an algorithm A, recall the definition of N (P, A) given in Section 2. Let I ∈ {topology, size, upbound, noinfo}. In general, an algorithm A for solving problem P may actually solve P regardless of the local edge labeling only on a subset of networks in D I (P ). For the other networks in D I (P ), A may either solve P or report that it cannot solve P on the network it is running on with the given local edge labeling. A is said to be universal for D I (P ), if N (P, A) ⊇ D I (P ). 12 
Computing with a Known Number of Processors

ELECT-LEADER, ELECT-EDGE, and SPANNING-TREE
The algorithm A EL (resp. A EE ) used in the proof of Lemma 6 (resp. Theorem 2) belongs to ALG size (⊃ ALG topology ) and solves ELECT-LEADER (resp. ELECT-EDGE) on any graph in D topology (ELECT-LEADER) (resp. D topology (ELECT-EDGE)). 13 This implies that for P = ELECT-LEADER and ELECT-EDGE, D size (P ) = D topology (P ) and that A EL (resp. A EE ) is universal for D size (ELECT-LEADER) = D topology (ELECT-LEADER) (resp. D size (ELECT-EDGE) = D topology (ELECT-EDGE)). It turns out that SPANNING-TREE also shares the same property, as asserted by the next theorem.
Theorem 11
For problem P = ELECT-LEADER, ELECT-EDGE, and SPANNING-TREE, there is an algorithm A P ∈ ALG size such that A P is universal for D topology (P ).
Proof Algorithms A EL and A EE provide a proof for P = ELECT-LEADER and ELECT-EDGE, respectively. Consider the case P = SPANNING-TREE. We give a sketch of an algorithm A ST satisfying the conditions of the theorem. A ST first invokes A EE on the given (G, f ). When A EE finds that it cannot elect an edge in (G, f ), A ST generates an output stating that it cannot solve SPANNING-TREE on (G, f ). Otherwise, A EE elects an edge. Let u and v be the two end vertices of the elected edge. Then on u and v, A ST invokes the single-source-edge spanning tree algorithm SE-ST described in the proof of Theorem 3, and constructs a spanning tree. Note that SE-ST requires no network attribute information. It is clear that A ST satisfies the conditions of the theorem, since D topology (SPANNING-TREE) = D topology (ELECT-EDGE) by Theorem 3.
Since no algorithm can solve problem P for all possible local labelings on any graph not belonging to D topology (P ), algorithms A EL , A EE and A ST are the best possible.
Corollary 5 For any P ∈ {ELECT-LEADER, ELECT-EDGE, SPANNING-TREE}, D size (P ) = D topology (P ). 2
FIND-TOPOLOGY
The equality D size (P ) = D topology (P ) in Corollary 5 implies that, when size n is known, knowing G or G/f makes no difference for ELECT-LEADER, ELECT-EDGE, or SPANNING-TREE, as far as their solvable classes are concerned. However, as we se below, it does make an essential difference for FIND-TOPOLOGY.
Lemma 14
If G ∈ D size (FIND-TOPOLOGY), then for any local edge labeling f for G the following holds: For any realization (G ′ , f ′ ) of G/f , if G ′ and G have the same size then we have G ′ ≃ G. 14 Proof Assume that there is an algorithm A ∈ ALG size which solves FIND-TOPOLOGY on (G, f ), where G ∈ D size (FIND-TOPOLOGY) does not satisfy the condition of the lemma. We derive a contradiction out of this assumption. By Lemma 5, there is a pseudo synchronous algorithm B ∈ ALG size for solving FIND-TOPOLOGY on (G, f ) such that, in each phase p+1 (p ≥ 0), each processor v sends T p f (v), and nothing else, to every one of its neighbors. Let (G ′ , f ′ ) be a realization of G/f such that G and G ′ have the same size but
Since G/f is isomorphic to G ′ /f ′ including edge labels, and G and G ′ have the same size, each processor, running B on (G ′ , f ′ ), outputs (G, f ). This is a contradiction, since each processor should either output (G ′ , f ′ ) or report that it cannot solve FIND-TOPOLOGY on the network it is running. 2
The following theorem is FIND-TOPOLOGY's counterpart to Theorem 11. Note that D size (FIND-TOPOLOGY) = D topology (FIND-TOPOLOGY).
Theorem 12
There is an algorithm A TR ∈ ALG size which is universal for D size (FIND-TOPOLOGY). 15 Proof We give a sketch of an algorithm A TR for solving FIND-TOPOLOGY. Running on a graph G with n vertices with a local edge labeling f , A TR first computes G/f . Since A TR knows n and since the number of graphs with n vertices is finite, it can enumerate all the realizations (G ′ , f ′ ) of G/f such that G ′ has n vertices and check whether all G ′ 's are isomorphic. If they are isomorphic then A TR outputs any one of them. Otherwise, based on Lemma 14, its output states that the graph on which it is running is not in D size (FIND-TOPOLOGY). A's universality, i.e., N (FIND-TOPOLOGY,A TR ) = D size (FIND-TOPOLOGY), follows from Lemma 14.
Corollary 6
The condition of Lemma 14 is necessary and sufficient for G to be in D size (FIND-TOPOLOGY). 2 14 That two graphs G ′ and G without edge labels are isomorphic is denoted by G ′ ≃ G, as was defined in Section 5.
15 For all G / ∈ Dsize (FIND-TOPOLOGY), ATR reports that G is not solvable, regardless of the given local edge labeling. This should be contrasted to Theorem 11, recalling the definition of the universality of an algorithm.
Proof Follows from Lemma 14 and Theorem 12. Consider next the graph G shown in Figure 6 (a). We have G ∈ D topology (ELECT-EDGE) by Theorem 2. However, we can show that G ∈ D size (FIND-TOPOLOGY), using Corollary 6. To see this, consider the labeling f for G shown in Figure 6 (a). Figure 6 (c) shows G/f . There is another realization of G/f , shown in Figure 6 (b), which has the same size as G but is not isomorphic to G. 
Computing with an Upper Bound on the Number of Processors
Given a network G of size n, let n be an upper bound on n. If n−n ≤ 1, then knowing n is just as good as knowing n by Proposition 3. This is why we defined N (P, A) in Secton 2 as follows: For an algorithm A ∈ ALG upbound , N (P, A) is the set of networks G such that A can solve problem P for G, no matter how large an upper bound n on the size n of G is given.
Theorem 15 For P = ELECT-LEADER, ELECT-EDGE, and SPANNING-TREE, there is an "algorithm" A P ∈ ALG upbound which is "universal" for D topology (P ). 16 Proof By Corollary 5, it is sufficient to show that, in each case, the exact size n is computable.
Consider first the case P = ELECT-LEADER. Let G ∈ D topology (ELECT-LEADER) and let f be a local edge labeling for G. By Theorem 1, we have σ(G) = 1. By Theorem 10, each processor can compute G/f , based on an upper bound n on its size, and hence the exact size n = |G/f |. 17 Next, consider the case P = ELECT-EDGE or SPANNING-TREE. Let G ∈ D topology (ELECT-EDGE) = D topology (SPANNING-TREE) (see Theorem 3) and let f be a local edge labeling for G. By Theorem 10, each processor can compute G/f , based on an upper bound n on its size. Note that, by Theorem 2, we have σ(G) ≤ 2, hence s f ≤ 2. If s f = 1 then G has the same size as G/f . If s f = 2, on the other hand, then G has exactly twice the size of G/f .
The remaining problem is how to determine s f . We claim that s f = 1 if and only if G/f has no self-loops. By definition, the only if part is clear. To prove the if part, assume that s f = 2. Then σ(G) = 2, and by Theorem 2, there are adjacent vertices u and v such that T (u) ≡ T (v), which implies that there is a self-loop in G/f . 2
Theorem 16
Let S denote the set of all trees. We have: Proof By Theorems 10 and 6, there is an algorithm in ALG upbound that can decide if the network with a local edge labeling, (G, f ), on which it is running is a tree and determine s f (1 or 2 by Corollary 2) or the number n of vertices if it is a tree. Once it is discovered that G is a tree, it is easy to solve any of the four problems using G/f . (As for ELECT-LEADER, if s f = 2, the algorithm reports that it cannot be solved for the tree.) It follows that S is contained in D upbound (FIND-TOPOLOGY), D upbound (ELECT-EDGE) and D upbound (SPANNING-TREE), and that D topology (ELECT-LEADER) ∩S is contained in D upbound (ELECT-LEADER), since G ∈ D topology (ELECT-LEADER) if and only if σ(G) = 1 by Theorem 1.
To prove that these inclusion relationships are really equalities, consider any network G / ∈ S. By Theorem 9 and MIN-LABEL in the proof of Lemma 13, there exists a local edge labeling f for G such that, for any sufficiently large even number k, there is a realization
(I) To show that G / ∈ D upbound (FIND-TOPOLOGY) for ∀G / ∈ S, we assume that there is an algorithm A ∈ ALG upbound such that G ∈ N (FIND-TOPOLOGY, A), and derive a contradiction. Let B be a pseudo synchronous algorithm for solving FIND-TOPOLOGY on G such that, in each phase p+1 (p ≥ 0), each processor v sends T p f (v), and nothing else, to every one of its neighbors. Compare the computation of B on G with f and G ′ with f ′ , assuming that a sufficiently large upper bound n is given as input data. Since T f = T f ′ , any two vertices having similar views, u in G and v in G ′ , output the same answer, a contradiction. It follows that D upbound (FIND-TOPOLOGY) ⊆ S, which proves (1.).
(II) To show that G / ∈ D upbound (ELECT-EDGE) for ∀G / ∈ S, assume that there is an algorithm A ∈ ALG upbound such that G ∈ N (ELECT-EDGE,A). By choosing k ≥ 3, we can make σ(G ′ ) ≥ 3, which means G ′ ∈ D topology (ELECT-EDGE) by Theorem 2. Let B be a pseudo synchronous version of A (see Lemma 5) such that, in each phase p + 1 (p ≥ 0), each processor v sends T p f (v), and nothing else, to every one of its neighbors. By the same argument as in (I) above, B can solve ELECT-EDGE for G ′ , a contradiction since G ′ ∈ D topology (ELECT-EDGE).
The fact that no non-tree network is in D upbound (SPANNING-TREE) can be shown by a similar argument.
(III) The proof for (3.) is analogous to (2.), except that D upbound (ELECT-LEADER) ⊆ D topology (ELECT-LEADER) by Proposition 1. This additional condition is necessary because S is not contained in D topology (ELECT-LEADER).
Theorem 17 For any problem P ∈ P there is an algorithm A with message complexity O(nm) such that N (P, A) = D upbound (P ), where n is the given upper bound on n.
Proof Analogous to the proof of Theorem 14. (Replace n by n.) 2
Computing without Network Attribute Information
Theorem 18 For any problem P ∈ P, we have first edge (y, z) on it satisfying the condition above for the parent node x of y. Call the resulting tree T * . T * ≃ G ′ if T * is "small" enough, or to be more precise, if T * does not have a leaf vertex at depth n. If T * has a leaf vertex at depth n, then A G reports that it gives up solving P for the network. Otherwise, since T * ≃ G ′ , it can invoke an appropriate algorithm (e.g., A EL ) in ALG topology described in Section 4. (A G can simply output T * if P = FIND-TOPOLOGY.) 2
The above theorem says that the upper bound information has no benefit, as far as the solvable classes are concerned. However, Theorem 19 below shows its effect on the existence of universal algorithms. To see the contrast more clearly, we first summarize what we already know about the cases where we do have some attribute information.
Corollary 7 For any problem P ∈ P and any I in {topology, size, upbound}, there is a universal algorithm A P ∈ ALG I for D I (P ).
Theorem 19
For any problem P ∈ P, there is no universal algorithm A ∈ ALG noinfo for D noinfo (P ) (= D upbound (P )). 18 Proof Let R 3 be the ring on three vertices and let f a local edge labeling for R 3 such that each edge is labeled by (1, 2) . Consider any algorithm A ∈ ALG noinfo for solving P . By Proposition 4, we can assume without loss of generality that A is pseudo synchronous. Since R 3 is not a tree, by Theorem 16, no algorithm in ALG upbound , a fortiori, not A, can solve P on R 3 . Therefore, the execution of A on R 3 must terminate in the kth phase, for some integer k, announcing its inability to solve P on R 3 . Lemma 5 implies that the execution of A on any processor v in any network G with any local edge labeling g would produce the same output as that on processor u in
Let L be a "chain" graph with 2k+3 vertices, i.e., L = (V, E), where V = {v 1 , v 2 , . . . , v 2k+3 } and E = {{v i , v i+1 } | i = 1, . . . , 2k+2}. Consider the labeling g for L such that all the edges are labeled by (1, 2) except for edge {v 2k+2 , v 2k+3 }, which has label (1,1). Clearly,
by Theorems 1 and 16. It follows that A is not universal.
2 Figure 8 illustrates the inclusion relationships among D topology (P ), D size (P ), D upbound ( P) and D noinfo (P ), where P ∈ P.
Other Related Results
The Link Information
In Section 6, we investigated networks under the assumption that each processor knows the size n or an upper bound on n. We may also consider the case where each processor knows the number of links m or an upper bound on m, although this assumption may be a little artificial.
Lemma 15 Given a graph G with a local edge labeling f , let G/f = (W, F ). If G/f has s self-loops with the same label p at both ends, then
Proof In Lemma 9, we considered three types of edges in F . For any edge e of type (1.), we showed there that s f = |V 1 | = 2|τ
f (e)|, while for any edge e of type (2.) or (3.),
f (e)|. Therefore, an edge of type (1.) in G/f corresponds to s f /2 edges in G, while an edge of type (2.) or (3.) in G/f corresponds to s f edges in G.
For each problem P ∈ P let D Esize (P ) denote the set of networks for which P is solvable using m as an input. If each processor knows the number of vertices n, then it can construct G/f (see Theorem 10) and compute m by Lemma 15. Conversely, if it knows m, then it can construct G/f by Theorem 10, since m+1 is an upper bound on n if G is connected. It can then compute s f by Lemma 15 and obtain n = s f |W |. We therefore have the following theorem.
Theorem 20 For each problem P ∈ P, we have
Next, consider the case where the processors know an upper bound on m. Let D Eupbound (P ) denote the set of networks for which P is solvable using an upper bound on m as input. The proof of the following corollary is analogous to the of the above theorem.
Corollary 8 For each problem P ∈ P, we have 
Automorphisms
From the definition of symmetricity, it appears that there might be a close relation between the number of different automorphisms and the symmetricity of a graph (e.g., the larger the number of automorphisms, the larger the symmetricity would be, or there might be an automorphism if the symmetricity is greater than 1, and so on). Unfortunately, however, due to the following two properties, it turns out that there is no direct relation between the two quantities. A complete bipartite graph on two sets V 1 and V 2 , where |V 1 | = 1, is called a star . An edge in a graph is called a bridge if its removal disconnects the graph.
Proposition 5
1. Any star with at least 3 vertices has symmetricity 1; the number of automorphisms, however, increases with the number of vertices.
2. The symmetricity of any 3-regular bridge-less graph coincides with its size; however, there is a 3-regular bridge-less graph having no non-trivial automorphism.
Proof 1. is easy to show. 2. follows from Theorem 5, since any 3-regular bridge-less graph is {1,2}-factorable [29] . 2
As for fixed-point-free automorphisms, we have the following result.
Theorem 21 Let G be a graph with σ(G) = 2. Then, there is a fixed-point-free automorphism on G.
for some local edge labeling f . Define a function ψ : V → V as follows. Let w ∈ V and x be a node of T f (u) such that w = x. Then
where node y satisfies L(T (u), x) = L(T (v), y). 19 Since G is connected, ψ is defined for every w in V . First, we show that ψ is a fixed-point-free function. Let x 1 and x 2 be any two nodes in T (u) such that w = x 1 = x 2 . Define y 1 and y 2 by L(
, respectively. Since T (u) ≡ T (v) and x 1 = x 2 , the subtrees of T (v) rooted at y 1 and y 2 are similar. On the other hand, arguing as in the proof of Lemma 1, we can show that y 1 = w and y 2 = w since u = v. Hence, y 1 and y 2 must be the same since σ(G) = 2. Namely, ψ is a function and ψ(w) = w. Next, we show that ψ is an automorphism. Let e = (w 1 , w 2 ) ∈ E. Then, there are adjacent nodes x 1 and x 2 in T (u) such that x 1 = w 1 and x 2 = w 2 . Define two nodes y 1 and y 2 ), respectively. Then (ψ(w 1 ), ψ(w 2 )) = (y 1 , y 2 ) ∈ E, since y 1 and y 2 are adjacent. 2
Coverings
A graph K is said to be a covering of another graph G if there is a way to label the vertices of K with the names of vertices of G in such a way that, for each vertex u of K labeled v, the set of the labels of u's neighbors in K coincides with the set of v's neighbors in G. G and H are said to have a finite common covering if and only if there exists a graph K that is a covering of both G and H. Let G/f and H/g be two quotient graphs. If G/f is isomorphic to H/g including edge labels, then G and H have isomorphic universal coverings, where a universal covering of G is a (possibly infinite) tree which is a covering of G. Using the above theorem, a sufficient condition for a graph to be in D size (FIND-TOPOLOGY), in terms of a common covering, can be derived.
Theorem 23 Let G be a graph. If there is no graph H with the same size as G such that G and H have a finite common covering, then G ∈ D size (FIND-TOPOLOGY).
Proof We give a sketch of an algorithm A that solves FIND-TOPOLOGY for graphs satisfying the condition of theorem. When A is executed on a network G of size n under a local edge labeling f , it constructs the quotient graph G/f first, and then computes all pairs of a graph H of size n and a local edge labeling g such that H/g is isomorphic to G/f including edge labels. If all H's are isomorphic, then A outputs H, otherwise, it gives up solving the problem.
To show the correctness of A, suppose that A outputs a graph H of size n, which is not isomorphic to G. Since H/g is isomorphic to G/f including edge labels, H and G have isomorphic universal coverings, which implies that H and G have a finite common covering by Theorem 22, a contradiction. 2
Although the above sufficient condition is easier to understand than that of Lemma 14, unfortunately, it is not necessary. Any two r-regular graphs have a finite common covering since their universal coverings are isomorphic. Hence most of the regular graphs do not satisfy the sufficient condition; however, there are likely to be many regular graphs with symmetricity 1, which belong to D size (FIND-TOPOLOGY).
Angluin [1] investigates a kind of topology recognition problem and shows that two graphs having a finite common covering are indistinguishable (Theorem 5.6 in [1] ). This might appear to imply that the above sufficient condition would also be necessary. This is due to the difference between the FIND-TOPOLOGY and the recognition problem she investigates. Namely, her model assumes a more powerful communication mechanism than ours and the "coin tossing" facility which is not available in our model.
G can be thought of as a kind of covering of G/f . As we have investigated in detail, the relation between G and G/f can be described in terms of p-factors. Thus some relation would exist between coverings and factors.
Discussions
ELECT-LEADER has been investigated by many researchers, mostly on networks with unique identity numbers. Rosenstiehl, Fiksel and Holliger showed that some problems are not solvable on symmetric graphs [31] . Borge has investigated "symmetry" and "genericity" of distributed systems and derived some necessary or sufficient conditions for ELECT-LEADER to be solvable using these concepts [7, 8] . His model is based on CSP [16] and is closely related to Angluin's. In his model, each process is aware of its (unique) name and, can use it in equality testing. As a tool to break symmetry, Itah and Rodeh use a probabilistic method [18] , which is studied extensively for solving not only ELECT-LEADER but also other problems investigated in this paper (see, e.g., [22, 24, 33] ).
We have considered only connected networks. Johnson and Schneider [17] investigate a collection of disjoint networks. After extending the definition of ELECT-LEADER ("selection problem" in their terminology) to a collection of disjoint networks, they show that there is a similarity labeling algorithm for such a collection and, therefore, the extended ELECT-LEADER is decidable.
Let us extend the other three problems, ELECT-EDGE, SPANNING-TREE and FIND-TOPOLOGY, in the same way, and let P ′ denote the set of extended ELECT-LEADER, ELECT-EDGE, SPANNING-TREE and FIND-TOPOLOGY. Thus, for each P ∈ P ′ , a solution must be found for each connected component of the network. We now briefly examine these extensions.
Under topology, for any problem P ∈ P ′ , each processor can decide whether P is solvable for each connected component, using the topology information it has. Then, using A EL (see the proof of Lemma 6), A EE (see the proof of Theorem 2), or A ST (see the proof of Theorem 11), each processor can solve P for the connected component to which it belongs. Solving FIND-TOPOLOGY is trivial. Thus we can conclude the following.
For each problem P ∈ P ′ , there is a distributed algorithm in ALG topology which decides whether P is solvable for any given network and solves P if it is solvable. 2
Under size or upbound, a processor cannot, in general, know about the components to which it does not belong. Therefore, there can be no distributed algorithm for deciding whether P is solvable for a given network.
The problem of recognizing topology has often been investigated as a problem for automata. Wu and Rosenfeld [34] and Rosenfeld [30] looked at the problem using several kinds of cellular graph automata, mainly under the assumption that there is a "leader" among the automata. Shank [32] , Mylopolous [26] and Blum and Sakoda [6] also studied models of automata which work on graphs.
Another important problem about anonymous networks is that of computing functions on them. Attiya, Snir and Warmuth [4] , Attiya and Snir [3] , Moran and Warmuth [25] , and Duris and Galil [12] all have recently investigated this problem for anonymous rings. They have characterized the class of functions computable on a ring and showed that these functions are computable with O(n 2 ) messages, and that any non-constant function computable on a ring has bit complexity Ω(n log n) and message complexity Ω(n log * n), where n is the number of processors on the ring.
Yamashita and Kameda [35] have investigated the function computation problem for general anonymous networks. They characterized the class of functions computable on a graph and showed that these functions are computable with O(mn 2 ) messages, where m is the number of edges of the graph. Norris' result [27] enables us to reduce it to O(mn). Kranakis, Krizanc, and van den Berg [20] present an algorithm whose bit complexity is O(D∆ 2 n 2 log 2 n), where D and ∆ are the diameter and the maximum degree of the graph, respectively. As for lower bounds, Yamashita and Kameda [35] present a procedure for deriving a lower bound on the message complexity. For other subclasses of anonymous networks than rings, see, e.g., [5, 19] .
Finally, from the fault tolerance's stand point, the reader may be interested in distributed algorithms which work correctly even if the uniqueness of processor identity numbers is violated. The anonymous network can be considered as a model of the worst case where the uniqueness is completely violated. In most practical situations, only a small number of processors may have the same identity number as a result of some failure or design error, and algorithms for solving different problems could take advantage of the (non-unique) identity numbers. Such algorithms are considered in [37] .
3. Let F = (V 1 //V 2 , E ′ ) be a 1-regular bipartite graph. A labeling for F is called the standard labeling for F by labels p and q (p and q may be the same) if for any edge e = (u, v) ∈ E ′ ⊆ V 1 × V 2 , f u (e) = p and f v (e) = q. , where m ii = ℓ i +2m i . Vertex u is a part of each 2-factor, and therefore two ports of u "belong" to each 2-factor. This accounts for 2m i in the expression for m ii given above.
We now present a Standard-Labeling procedure, ST-LABEL, which constructs a local edge labeling for any given graph G satisfying the F-condition with g. (The labeling in Figure 5 (a) was obtained by ST-LABEL, starting with graph G without labeling.)
[ST-LABEL]
For each i = 1, 2, . . . , g, carry out steps (1) and (2): (1) Label the edges in E ∩ (V i × V i ) as follows.
• For each j = 1, 2, . . . , ℓ i , carry out the standard labeling for F i j by label j.
• For each j = 1, 2, . . . , m i , carry out the standard labeling for F i j by labels j ′ and j ′′ , where j ′ = j +ℓ i and j ′′ = j +ℓ i +m i .
[So far ℓ i +2m i port numbers have been allocated to each vertex in V i .] [End of ST-LABEL]
In step (2) of ST-LABEL, m ij consecutive port numbers are allocated to the ports of u ∈ V i on the edges which join u and the vertices in V j .
Lemma 16
Procedure ST-LABEL correctly constructs a local edge labeling f such that each V i is contained in a similarity class under ≡.
Proof We observe that
(1) for any u ∈ V , all port numbers at u are distinct, i.e., f u (e) = f u (e ′ ) for any two links e and e ′ incident to u, and (2) for any two vertices u and u ′ in any V i , if f u (e) = p and f v (e) = q for an edge e = (u, v) incident to u, then there exists another edge e ′ = (u ′ , v ′ ) such that f u ′ (e ′ ) = p and f v ′ (e ′ ) = q, and that v and v ′ are both in the same partition V j for some j.
It follows from (2) that T (u) ≡ T (v) holds for any two vertices u and v in V i , i.e., u and v belong to the same similarity class under ≡.
Note that Lemma 16 does not rule out the possibility that two distinct sets V i and V j belong to the same similarity class.
[Proof of Lemma 10] Let G satisfy the F-condition with g, with a partition of V, {V 1 , . . . , V g }. Then by Lemma 16, the local edge labeling f for G constructed by ST-LABEL for the partition {V 1 , . . . , V g } has the property that, for any i = 1, . . . , g, V i is contained in a similarity class under ≡, which implies s f ≥ n/g. (FIND-TOPOLOGY) . D 2 = D I (P ) for any I ∈ {topology, size} and P ∈ {ELECT-EDGE, SPANNING-TREE}. D 3 = D I (ELECT-LEADER) for any I ∈ {topology, size}. D 4 = D I (P ) for any I ∈ {upbound, noinfo} and P ∈ {ELECT-EDGE, SPANNING-TREE, FIND-TOPOLOGY}. D 5 = D I (ELECT-LEADER) for any I ∈ {upbound, noinfo}.
