bias in an estimator arising from a process of aggregation, or any increase in the bias of an estimator from grouped relative to the bias of the same estimator from individual level data.
aggregation gain reduction in the bias of an estimator as the result of aggregation.
bias the difference between the expected value of an estimator and the value of the parameter being estimated. correlation the degree of linear association between two variables.
ecological fallacy the assumption that relations at the aggregate level imply the same relation at the individual level.
ecological inference a conclusion about associations or causal relationships among individuals drawn on the basis of variables measured at an aggregated level omitted variable bias bias in a estimator resulting from the omission of a relevant variable when the omitted variable is correlated with one or more of the explanatory variables.
I. Introduction
The ecological fallacy has a long history spanning many disciplines, particularly sociology and political science. It is closely related to what economists tend to call aggregation
bias. Stated briefly, one commits an ecological fallacy if one assumes that relationships observed at an aggregated level imply that the same relationships exist at the individual level.
For example, observing that the percent black and the crime rate are correlated at the level of police precincts does not imply that blacks are more likely to commit crimes. Indeed, it is possible that the correlation of two variables at the aggregate level can have the opposite sign as the correlation at the individual level. As a result, it can be quite difficult to infer individuallevel relationships from aggregated cross-sectional data, an issue known as the problem of ecological inference.
This article is organized as follows. The next section discusses Robinson's 1950 critique on the then-common practice of using bivariate correlations among variables in aggregate data to test hypotheses about individuals. Section III develops the mathematical structure of the ecological fallacy, and examines the mathematical conditions that lead to divergent estimates at different levels of aggregation. Section IV addresses various "solutions" that have been proposed to the problem of ecological inference. The final section presents some advice and encouragement to researchers who have no choice but to make the best use possible of aggregate data.
II. Origins of the Ecological Fallacy
Social science is mostly about understanding the behavior of individuals. Quite often, however, researchers find that the best data available to address certain empirical questions is aggregate data. For example, we may know the vote total for two parties in each election district and the demographic characteristics of the voting age population of those districts, but not the votes for each party from the various racial, ethnic, and gender subgroups. If one is trying to adduce whether a specific racial group is more inclined to vote for a particular party, and the If the anomalous results attributed to the ecological fallacy actually result from model mis-specification, then "the ecological fallacy itself is a near fallacy" (Firebaugh 1978: 570) . On the hand, if the divergence between individual and aggregate level estimates are more subtle and intractable, then ecological inference is a dangerous business. The following section illustrates the mathematical bases of the ecological fallacy, which in turn gives some guidance as to how it can be avoided.
III. Understanding the Mathematical Structure of the Ecological Fallacy
To understand the ecological fallacy, one needs to understand what causes the differences between estimators generated by data at difference levels. The next section provides graphical illustrations that establish how ecological inference can go wrong. Sections B and C develop the two mathematical conditions that cause such aggregate estimates to differ from their individuallevel counterparts.
A. Graphical Illustration of the Problem with Ecological Correlations.
We begin by considering a few simplified scenarios using scatterplots, following Gove and Hughes (1980) . Suppose we are interested in a dichotomous dependent variable such as dropping out of high-school, coded as either 1 if a person is a dropout or 0 if the person is not.
Further, suppose there are two groups, white and black, and the basic question of interest is whether members of one group or the other are more likely to drop out. But we lack data on individuals. Instead, we only know the overall proportion of persons who are dropouts in 3 different neighborhoods. We also know the proportion black in each of the three neighborhoods, which for the purpose of illustration I have set to 0.20, 0.50, and 0.80. Figure 1 shows how ecological inference is supposed to work. The figure shows the separate rates for whites and blacks as dashed lines, because the researcher does not observe these data. The black group has a higher dropout rate than the white group, and so as the proportion black in the neighborhood rises the overall dropout rate also rises. In this case, one could correctly infer from the aggregate data that blacks are more likely to drop out.
[ Figure 1 about here.] Figure 2 shows how the ecological data can give misleading results. In this case, whites have a higher dropout rate than blacks in each neighborhood. However, the dropout rate of both groups rises as percent black in the neighborhood rises, perhaps because percent black in the neighborhood is correlated with some other variable such as family income. Even though whites have higher rates than blacks in every neighborhood, the ecological regression coefficient will have a positive slope, because the overall dropout rate rises as percent black rises. In this case, the ecological regression would correctly report that the DV is positively associated with percent black in the neighborhood, but the inference that individual blacks are more likely to drop out than whites would be wrong.
[ A variety of other scenarios is possible. Suppose the black and white dropout rates are exactly the same within each neighborhood, but the rates for both groups rise as the percent black in the neighborhood rises. At the ecological level, the observed dropout rates will slope upwards, even though there is no effect of race at the individual level. Figure 3 shows a case where the dropout rate rises as the percent black rises solely because the whites have higher rates in the neighborhoods in which they are the minority. Again, an inference from the ecological level that blacks drop out more often would be incorrect.
[ Figure 3 about here.]
In Figure 4 , blacks do have higher drop out rates than whites in each neighborhood, and the rates of both groups rise as percent black increases. Regression on the aggregate data produces a positive slope, but virtually all of that slope is driven by the common increase of both groups in the more heavily minority neighborhoods. Only a small fraction of the slope reflects the influence the race of individuals on the drop out rate. In this case, the direction of the ecological inference would be correct, but the magnitude of the effect would be substantially overestimated.
B. Bias related to Aggregation.
The problem described above can be restated as a form of aggregation bias (Irwin and Lichtman 1976; Stoker 1993; Theil 1955) . We want to understand how one variable affects another in the population. In other words, we want to know the slope parameter that tells us how the dependent variable changes in response to changes in the independent variable. We can obtain an estimate of the effect by applying ordinary least squares (OLS) to the following regression equation: [ ]
If the second term is zero, then b is unbiased estimate of $. Hence, a critical assumption of OLS is that the disturbance term is uncorrelated with X. Since the disturbance term includes the influence of all independent variables other than X as well as purely random influences, b will be biased if then net effect of these omitted variables is correlated with X. Summed up to the neighborhood level, equation 1 implies that:
.
[ 3 ]
The $ that appears in equation 3 is the same as in equation 1. Thus, in principle, an estimate of the effect can be obtained from either the individual or the aggregate level regressions. However, the expected value of the slope estimate from the aggregate regression, b*, is:
At the aggregate level, the condition for the unbiasedness is that the mean disturbance term is not correlated with the mean value of the independent variable, which will be the case if the aggregate regression is correctly specified. However, if the mean disturbance term is correlated with the mean of X and affects the outcome Y, the aggregate regression will not be correctly specified and the coefficient will be biased. Such a correlation could arise if the grouping process is related to some variable Z, not included in the regression, which is correlated with the outcome variable. Thus, one can think of the ecological fallacy as arising from a particular kind of left out variable bias, one that is only apparent because of the aggregation process.
Although we have explicated these ideas in the context of a bivariate regression, they apply equally well in the multiple regression context. In fact, in the world of social phenomena, where there are always correlations among explanatory variables, it is highly unlikely to be the case that a bivariate regression would be correctly specified at either the individual or the aggregate level.
The first implication of the foregoing discussion is that if both the individual and ecological regressions are correctly specified, both types of analyses will provide equally unbiased estimates of the true slope parameter. In symbolic terms,
The second implication is that both regressions can be mis-specified, and in the later case there is no guarantee that the individual regression is the better of the two. Grunfeld and Griliches (1960) , referring to individual regressions as micro equations and ecological regressions as macro equations, argue that ecological regressions may be better in certain circumstances:
[I]n practice we do not know enough abut micro behavior to be able to specify micro equations perfectly. Hence empirically estimated micro relations...should not be assumed to be perfectly specified.... Aggregation of economic variables can, and in fact frequently does, reduce these specification errors. Hence, aggregation does not only produce aggregation error, but may also produce an aggregation gain. (1) It is not hard to think of examples where aggregation could reduce correlation between the disturbance term and X. For example, persons may choose which neighborhood to live in on the basis of unobserved characteristics which also affect a person's wage. In that case, neighborhood characteristics will be correlated with the disturbance term in a wage regression, resulting in biased estimates of the neighborhood effect on wage. Aggregating to the metropolitan level would sharply reduce this source of bias, by subsuming all neighborhood-to-neighborhood selection in the metropolitan averages.
The third implication is that is possible to think about the conditions under which the bias term in equation [4] has an expectation different from zero. Assume that we can write down a perfectly specified individual model based on individual-level variables, as in equation 1, but only lack the data to estimate it. If the same equation estimated at the aggregate level produces biased estimates, then there must be something about the grouping mechanism that leads to correlation between the relevant X variables and the disturbance term. In other words, it matters how the data were aggregated. It is useful to consider the following possibilities and their implications:
1. Random grouping is not very likely to arise in practice, but it is instructive to consider the possibility. If the data are aggregated randomly, and the model was correctly specified at the individual level, there will be no aggregation bias. The expected value of mean X and mean u for all groups will be the grand mean of X and u respectively, and they will not be correlated.
2.
If the grouping is based on the X (or multiple Xs), there will be no aggregation bias. This follows because the conditional mean of the disturbance term is zero for all values of X if the individual model is correctly specified.
3.
If the grouping is based on Y, aggregation bias is sure to arise. For example, if Y and X are positively related, in the groups with higher levels of Y one would find both high values of X and larger than average disturbance terms, and at lower levels of Y, the opposite would occur. Clearly, the aggregate levels of X and u will be correlated and the ecological regression is mis-specified.
4.
Grouping based on geography, the most common method, is also the most difficult to evaluate, since neighborhood selection may be based on a complex set of factors operating at different levels. However, if the dependent variable is something like income, the danger exists that neighborhood aggregation is more like case 3. If the dependent variable is less likely to be involved in the residential choice function, then sorting by neighborhood will be more like case 2.
When data is provided in an aggregate form, the researcher must understand and evaluate how the groups were formed. Then the researcher must try to ascertain whether the procedure is likely to introduce aggregation biases or aggregation gains in view of the specific dependent variable and explanatory models under consideration.
C. Problems Related to Group-Level Effects.
The forgoing discussion is based on equation 1 and, like most empirical literature in social science, this equation does not take into account the possibility of group level effects on individuals. That is, the individual level equation only includes group level variables. But it is possible, indeed likely, that the mean value of X in a neighborhood could have an independent effect on Y even after controlling for the individual's own level of X. Firebaugh (1980) describes several possibilities. An intelligent student may well learn more in the presence of more intelligent fellow students. On the other hand, a mediocre student might be discouraged in such an environment and do better if he was "a big fish in a small pond." Group effects include or are related to neighborhood effects, peer group effects, and social network effects.
In general, we can characterize these models as including some measure of a group level variable in an individual model:
At the aggregate level, this model becomes:
[7]
( ) individual data for at least some of the groups can separate the two types of effects (Brown and Saks 1980; Firebaugh 1978: 570) .
Fortunately, in certain cases, the sum of the two effects may itself be of interest. For example, suppose the dependent variable is a measure of children's health, and X is a measure of insurance coverage through a public program. One might expect a direct impact of the child's own coverage status, as well as an effect of the level of coverage in his or her area, through reduction of contagious diseases and increased availability of medical service providers (a supply response). Both effects are real benefits of the program, and both are included in the coefficient from the ecological regression.
IV. Solutions to the Ecological Inference Problem?
While Robinson's critique sent shock waves through the social science community and undoubtedly influenced some researchers to eschew aggregate data, it also spawned a literature on "solutions" to the ecological inference problem. Goodman (1953 Goodman ( , 1959 addressed the problem in terms of dichotomous variables. He noted that the dependent variable at the aggregate level is a proportion, which must be the weighted sum of the unobserved proportions of the two groups formed by the independent variable. This is just an accounting identity. In the case of voting, we observe the overall proportion voting for a given party and wish to make inferences about the votes for specific individuals depending on their racial group. The weighted average of the two groups' voting must add to the observed total proportion in each neighborhood: [8] (1 )
where T i is the observed proportion, P i is the percent black, and W i and B i are the unobserved rates for the white and black sub-populations, respectively.
Algebraic manipulation yields an equation which can be estimated from the aggregate data:
The constant term the regression is average proportion voting for the party in the white population, and $-" produces the estimate of the black proportion. The disturbance term is introduced because " and $ are fixed, whereas in actuality W i and B i vary from neighborhood to neighborhood.
Goodman's regression has been extended in a variety of ways, and has been widely employed in the analysis of voting data. Yet at a basic level it amounts to little more than using regression to obtain the slope of the observed lines shown in Figures 1 through 4 . As was demonstrated in Section II-A, these slopes can be very misleading.
A second basic approach is based on establishing bounds for the minimum and maximum possible for each cell of a cross-tabulation in each of the aggregate units (Duncan and Davis 1953) . By summing these extrema up over the data set, it is possible to determine with 100 percent confidence the minimum and maximum bounds of the correlation that could obtain in the individual level data. King (1997) announced, with much fanfare, a "solution" to the ecological inference problem, dubbed "EI." It was also developed in the context of dichotomous dependent variables.
EI combines the method of bounds with Goodman regression technique, and estimates the system using maximum likelihood and numerical simulation, assuming a bivariate normal distribution for the parameters. Critics have pointed out a number of flaws with King's technique, a review of which are beyond the scope of this essay. Important critiques are Anselin (2000), Anselin and Cho (2002) , Freedman (1998), and McCue (2001) .
The debate on the statistical underpinnings and empirical performance of the EI method will likely continue for some time, even as the technique is being widely adopted within the field of political science. However, the most important issue concerning King's The best solution to the ecological fallacy in most social science applications is to parameterize the variables relevant to the grouping process as well as possible. As noted previously, Hanushek et al. (1974) were able to show that the real problem with Robinson's data was an underspecified model, not aggregation. It is particularly important to include variables that are important to the grouping process; for example, it would be particularly important to control for race and income if the data are neighborhood aggregates. If there are contextual effects, these need to be modeled as well, perhaps using multi-level models. Unfortunately, it is impossible in most cases to perfectly specify a model, either at the individual or aggregate level.
Hence, researchers must exercise due diligence when using aggregate data for which no individual-level counterpart exists, but they should not shy away from pursuing aggregate analyses. They are no more guilty of committing a fallacy than a researcher who estimates an individual level regression with a finite number of variables. Both run the risk of making an error, and both must be ready to defend their model against claims of bias.
The "ecological fallacy," expressed in its strongest form, turns out to be something of a fallacy itself. One can be mislead be ecological correlations or regressions on aggregate data, but one can be equally mislead by simple correlations or regressions based on individual data, and for some of the same reasons -left out variables, model mis-specification, and false assumptions about the process under study. The ecological fallacy refers to the danger of aggregation bias when the aggregating variable is geographic, but this source of bias has no priority over other threats to making valid causal inferences, such as left-out variables, measurement error, and sample selection bias.
Robinson's 1950 article generated five decades of debate over the ecological fallacy and related topics such as ecological inference, aggregation bias, and contextual effects. While this debate has been productive, Robinson's concern over the divergence between individual and aggregate correlation coefficients turns out to be something of an historical dead end. With multivariate analysis, advanced modeling techniques, and an understanding of the aggregation process, researchers can mostly avoid falling into an ecological fallacy. Indeed, in certain specific situations, aggregate data may be better than individual data for testing hypotheses, even if those hypotheses are about individual behavior. 
