Introduction
Let H be a Hilbert space, (e tA ) a C 0 -semigroup on H, W a Wiener process in H, and ψ a progressively measurable process taking values in a suitable space of operators on H. Stochastic convolution integrals like W A (t) = see the monograph [8] for a thorough account of the semigroup theory of stochastic evolution equations. Unfortunately, the process W A is not a martingale and even its basic properties like continuity of trajectories are rather difficult to verify. Nowadays standard proofs are based on the factorization method (originating in the papers [7, 9] by G. Da Prato, S. Kwapień and J. Zabczyk) which yields also L p -estimates of the form for some constants λ > 0, K < ∞ and all processes ψ with ess sup ψ 6 1.
It is the purpose of this paper to show that exponential estimates of the type (0.3) do hold and owing to the extrapolation theory may be proved quite easily. Obviously, (0.3) yields that
holds for all processes ψ with ess sup ψ 6 1. Exponential tail estimates closely related to (0. 3) and (0.4) are equivalent, however, our direct proof of (0.3) is based on ideas different from those employed in the cited papers to derive (0.4). This paper is organized as follows. In the next sections, we state three theorems on the validity of the estimate (0.3) under various hypotheses on the process W and the semigroup (e tA ). We consider the non-autonomous case, replacing semigroups with 2-parameter evolution operators. Further, for exponentially stable semigroups it is shown that the estimate (0.3) holds uniformly in T > 0; the necessity to have exponential estimates uniform in T is faced when large deviations for invariant measures for stochastic partial differential equations are investigated, cf. [19] or [11] . Proofs are deferred to Section 2. As we have already indicated, they are based on finding the dependence of the constant K p in the L p -estimate (0.1) on p and are not difficult from the technical point of view. For completeness and to convince the reader that Zygmund's theorem holds also for Banach space valued functions, we present a full proof of the version of the theorem that we need in Appendix A.
We close this section by introducing some notation. Let U, V be Hilbert spaces, by L(U, V ) we denote the space of all bounded linear operators from U to V (endowed with the uniform norm) and by L s (U, V ) the same space but equipped with the strong operator topology. Let (S, S, µ) be a (complete) measure space,
Further, we shall denote by J 2 (U, V ) the Hilbert space of all Hilbert-Schmidt operators from U into V . Let E be a Banach space; we denote its norm by · E the subscript being omitted if there is no danger of confusion. We denote by L p (S, S, µ; E) the standard Banach space of all Bochner measurable mappings
If S is a compact space, then we use C(S; E) to denote the space of all continuous mappings from S to E endowed with the sup-norm. If E = R then we simplify the notation in the usual way.
Main results
Let H and Υ 0 be real separable Hilbert spaces, Q ∈ L(Υ 0 ) a non-negative selfadjoint operator and (Ω, F, (F t ), P) a stochastic basis. Denote by Υ the range RngQ 1/2 endowed with the norm x Υ = Q −1/2 x H , Q −1/2 being the pseudo-inverse to the square root Q 1/2 of Q; note that (Υ , · Υ ) is again a Hilbert space. Let W be a possibly cylindrical (F t )-Wiener process in Υ 0 with the covariance operator Q. Denote by M the σ-algebra of (F t )-progressively measurable sets over R + × Ω and set, for a fixed
] and U(t, s)U(s, r) = U(t, r)
whenever 0 6 r 6 s 6 t 6 T . Let us recall that the stochastic convolution integral
. Now we are prepared to state our first result. Theorem 1.1. There exist constants K < ∞ and λ > 0 such that
We may strengthen the estimate (1.3) if the evolution operator U obeys suitable 'parabolicity' assumptions. Namely, we shall adopt the following hypothesis.
(P) Let Ξ α , α ∈ [0, 1], be Banach spaces such that Ξ 0 = H, Ξ β is continuously embedded into Ξ γ whenever 1 > β > γ > 0, and for each ∈ (0, 1] there exists a constant L such that
for all 0 6 s < t 6 T .
We shall denote the norm in Ξ α simply by · α . The following example is well known. If (e tA ) is a holomorphic C 0 -semigroup on H, then the evolution operator U(t, s) = e (t−s)A satisfies (P) if we set Ξ α = [H, Dom(A)] α , Ξ α = (H, Dom(A)) α,q (the complex and the real interpolation spaces, respectively), or Ξ α = Dom((βI − A) α ) equipped with the graph norm, the constant β being chosen sufficiently large for the operator βI − A to be positive. Theorem 1.2. Let hypothesis (P) be satisfied. For every δ ∈ (0, 1 2 ) there exist constants K δ < ∞ and λ δ > 0 such that
δ ) for β sufficiently large and endow it with the graph norm, set
and
Modifying slightly the proof of Theorem 1.2 by taking into account [9] , Lemma 2 we may show that
The preceding theorems are quite satisfactory if Q is a nuclear operator. In the opposite case, the processes ψ appearing in applications to stochastic evolution equations satisfy |||ψ||| 2 < ∞ only scarcely. However, reasonable sufficient conditions on differential operators generating an evolution operator U are known, implying that U consists of Hilbert-Schmidt operators and (1.2) may hold. If U is of this type then we may integrate processes ψ taking values in L (Υ , H) . However, the space L(Υ , H), unlike J 2 (Υ , H), is not separable and it is restrictive to assume that the process ψ in (1.1) is Bochner measurable. In fact, the stochastic integral (1.1) may be defined for processes measurable as L s (Υ , H)-valued mappings, hence let us define SL p as the set of all measurable mappings f :
The corresponding modification of Theorem 1.1 reads as follows. 
Then there exist constantsK < ∞ andλ > 0 such that
holds for every ψ ∈ SL ∞ .
A 'parabolic' version of Theorem 1.3 may be obtained in a straightforward way, hence we shall not dwell upon it.
In Theorems 1.1-1.3, the time interval [0, T ] was fixed and compact. However, sometimes it is desirable to have exponential estimates uniform in T . We shall show that it is possible to derive such estimates provided that the evolution operator U is exponentially stable. We shall assume the following.
(ES) U = (U(t, s), t > s > 0) is an evolution operator on H such that

U(t, s) L(H) 6Le
−µ(t−s) for some constantsL < ∞ and µ > 0 and for all t, s ∈ R + , t > s.
We shall use L p and |||·||| p to denote also the space L p (R + ×Ω, M, dt ⊗ P; J 2 (Υ , H)) and its norm, respectively. Theorem 1.4. Let hypothesis (ES) be satisfied. Then for any q ∈ (2, ∞) there exist constants K < ∞ and λ > 0 such that
Despite the fact that to suppose that ψ q J 2 (Υ ,H) is integrable over R + × Ω may look rather restrictive the following example indicates that this assumption may be checked by standard Lyapunov functions techniques in many reasonable cases. Example 1.1. Let us consider a stochastic evolution equation 
for some constants Lip(f), Lip(σ) and all x, y ∈ H. Suppose that there exists a constant β > 0 such that for some q ∈ (2, ∞) we have 
and the process ψ = σ(X) obeys the hypotheses of Theorem 1.4.
Proofs
As we have already indicated, our proofs are based on invoking the Zygmund theorem, therefore, we need to compute the constants in L p -estimates of stochastic convolution integrals precisely to see their dependence on p. We derive these estimates by means of the factorization method, so to begin with we investigate the generalized Riemann-Liouville operator, defined by the formula
we may prove the following estimate.
Lemma 2.1. For all p ∈ (1, ∞) and α ∈ (1/p, ∞) the mapping R α is a bounded linear operator from
Proof. The boundedness of R α is known; we repeat here the easy proof to obtain the constants explicitly. Take
for all t ∈ [0, T ] by the Hölder inequality, and (2.1) follows.
Let (P) be satisfied. The same procedure yields
which proves (2.2).
As the next step, let us recall a particular case of the Burkholder-Davis-Gundy inequality.
holds for all t ∈ [0, T ] and ϕ ∈ L p . Moreover, we may take
The standard stochastic calculus proof of Lemma 2.2 (see, for example, [8, Lemma 7.2]) leads to the estimate (2.3) with a constant
which, however, grows faster than C p as p → ∞, so we need an alternative argument taking into account that martingales with continuous paths are considered.
Proof of Lemma 2.2. Let us fix p ∈ [2, ∞) and ϕ ∈ L p arbitrarily. Set ϕ(s) = 0 for s > T and define
Then M is an H-valued martingale with continuous trajectories whose quadratic variation process M is given by
By a standard random time change argument we may find an H-valued martingale N with continuous trajectories such that 
and our claim follows.
setting · 0 = · H in accord with (P). Da Prato-Zabczyk's maximal inequality says that I 0 maps L p into L p (Ω) for p > 2; an analogous statement holds for I δ under suitable assumptions on U. In fact, we have the following theorem. Theorem 2.3. There exists a constant M < ∞, depending only on T and L 0 , such that for all p ∈ (2, ∞) the estimate
Proof. Take p > 2, α ∈ (1/p, 1/2), ψ ∈ L p and define 
Invoking Lemma 2.2 and the Young inequality we get
we complete the proof.
Proof of Theorem 1.1. This is now straightforward. I 0 is a sublinear operator from L p into L p (Ω), in particular positive homogeneous, and by Theorem 2.3 constants A < ∞ and q ∈ (2, ∞) may be found such that
Hence Theorem 1.1 follows from Theorem A.1.
The proof of Theorem 1.2 is almost identical and may be omitted.
Proof of Theorem 1.3. The proof is again very similar to that of Theorem 1.1. However, since ψ / ∈ L 2 the estimate of the process Y introduced above has to be modified. Take p > 2/γ and α ∈ (1/p, γ/2). By (1.4) and (1. We aim at finding, for any q ∈ (2, ∞), a constant A < ∞ so that 
