Nonlinear net~ork optimization is of grea.t importance not only in theory but also ill practical apphcat~ons. T~le range of Its ap.pl~cations c?vers a variety of problems which arise in transportation systems, water distrIbution systems, resistive electrIcal net.works, and so on. There are various methods to solve nonlinear network. flow. problems, and many of them belong to the class of descent methods which successively generate search dIrectIOns and perform lllle searches. In this paper we propose an algorithm, based on the Newton method, which exploits the network structure ef the problems. The algorithm directly solves the dual problem which, under appropriate conditions, can be formulated as an ullcollstrained convex minimization probl.em with a continuously differentiable objective function. We give a global convergence theorem of the algOrIthm and present practical strategies for computing search direct.ions a.nd finding steplengths. Some computatIOnal results for test problems of up to 4900 nodes and 14490 arcs show the pra.ctical efficiency of the proposed algorithm.
Introduction
Nonlinear network optimization is of great imporbnce not only in theory but also in practical applications. The range of its application is so wide as to cover a variety of problems which arise in transportation systems, water distribution systems, resistive electrical networks, and so on.
There are various methods to solve nonlinear network flow problems, and many of them belong to the class of descent methods which s11ccessively generate search directions a.nd perform line searches [2, 6, 7, 10, 11, 12, 13, 1.5] . Among others, the algorithms presented in [7, 10, 12, 13] are adaptations of Newton method, which effectively utilize the network structure of the problems. These algorithms are expe~ted to have good convergence properties because Newton method is a very efficient nonJinear opt.imization method whose convergence rate is normally superlinear. In this paper we propose an algorithm, based on Newton method, for separable non-can be efficiently implemented using the network structure, though the Hessian matrix of the dual objective function is composed of that of the primal cost functions and the node-arc incident matrix of the underlying graph.
The idea of solving the dual problem has also been presented by Hager and Hearn [9] and Tseng and Bertsekas [17] (see also [4] ). In particular, Tseng and Bertsekas [17] propose Gauss-Seidel relaxation procedures which successively minimize the dual function along each coordinate. Their algorithms have a linear convergence rate but are well suited for parallel com pu tation.
This paper consists of eight sections. In the next section we formulate a nonlinear minimum cost network flow problem and make two fundamental assumptions. In Section 3
we derive the dual problem and examine differential properties of its objective function. In Section 4 we describe a basic algorithm of descent type and establish a global convergence theorem. We propose a direction finding procedure based on Newton method in Section 5, and describe a practical line search technique in Section 6. We present computational results in Section 7. Finally Section 8 concludes the paper.
Network Flow Problems
We describe a nonlinear network flow problem, with a single commodity, which has a convex and separable cost function.
Let r be a directed graph which has the set N = {I, 2, ... , m} of nodes and the set A = {aI, a2, ... ,an} of arcs, i.e. r = (N, A). Let a J = (i, k) denote that the start and end nodes of arc aj are i and k, respectively. A flow of arc aj is denoted by x J E R and each arc has a cost function fJ : R -.... R U { +00 }.
Then the minimum cost flow problem is stated as
where ejj are the elements of the incident matrix denoted by E E R(m --1)/. In this case, problem (Pi) can be reformulated as problem (P) with the cost functions
Clearly, the convexity of the cost function is retained by (2.3).
We may also transform problem (Pi) into problem (P) using penalty functions. In particular, we may introduce the barrier function where I-lJ > 0, so as to include the upper and lower bound constraints (2.2) in the cost functions. Of course, if lj = -00 (u J = +(0), then the second (third) term of the right-hand side of (2.4) is vacuous. When the parameters Vi are small enough, the optimal solution of the transformed problem (P) may be regarded as a good approximation to an optimal solution of problem (Pi) . Note that the domain of the function fj (:r)) defined by (2.4) is (lj, Uj) and hence the feasible region of the problem is open relative to the affine subspace corresponding to the flow conservation equations. In fact, the methods proposed in [7, 10] take advantage of this property. 
Dual Problem
In this section we will formulate the dual of problem (P). Let us associate a Lagrange multiplier, or a potential, Pi with the flow conservation equation (2.1) for node i, and define the Lagrangian function by 
For the subsequent discussions, it is convenient to define tj by An example of a conjugate pair of the functions /j and J j * is illustrated in Figure 1 . Then the above dual function can be rewritten as
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where Xj is given by (3.4 Figure 2 . Relationship between the first derivatives of the pair I, and f; exemplified in Figure 1 . 
The following theorem establishes a condition under which the second derivative of fj*( tj)
exists and is positive for a given t j .
Theorem 1 Assume that for a given tj the corresponding Xj is uniquely determined by (3.5). Moreover, suppose that the function fJ(xj) is twice differentiable at Xj and that fj'(xj) > O. Then the conjugate function fj(tj) is also twice differentiable at tj and the second derivative is given by
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Proof. If is continuous and strictly monotone at xn so is the inverse I;'(t j ) and (3.8) holds. 0
Figures 2 and 3 show the relationship between the first and second derivatives of the pair fj and fi exemplified in Figure 1 .
The algorithm proposed in this paper does not utilize explicit representation of q(p) or fj*(t j ). We only require that for each given p, the values of q(p), V'q(p), and possibly V'2q(p) are computed. Furthermore, we comment that the value of f;( t,) is easily evaluated by solving a one-dimensional minimization problem that appears on the right-hand side of 
Basic Algorithm
Since the dual problem (D) is formulated as an unconstrained minimization problem with a differentiable objective function, we can adopt the following algorithm which belongs to the class of descent methods.
Step 0: Choose an initial solution p.
Step 1: Choose a symmE·tric positive definite matrix
, and solve the following system of linear equations so as to obtain a search direction s satisfying the descent property \1 q(p)T S < 0:
Step 2: Determine a steplength 8 > 0 such that
by approximately solving the one-dimensional problem
Step 
Next, let us consider how to select steplengths fj which give a sufficient reduction in q(p). 
Search Directions
As described in the previous section, search directions are determined by solving (4.1). IIT",II < Eccllroll, where Tu is the initial residual and Ecc > 0 is a small constant.
Line Search
We describe an iterative method for finding an acceptable steplength 0 that satisfies the inequalities (4.5) and (4.6). This is accomplished by bracketing an interval of the acceptable steplengths, and then sectioning this bracket to find a suitable steplength. The procedure is an adaptation of the one presented in [5, §2.6j. [ (D/, ()'") in the Sectioning Phase. Here we shall employ a curve fitting technique based on cubic interpolation [14] . To start the procedure, we have to specify the values of several parameters. In the numerical experiments reported below, we set p = 0.01, (J' = 0.7, ,= 10 and 8 1 = 1.
Numerical Results
In this section we report some computational results with the proposed algorithm. The computer codes were written entirely in FORTRAN77, and run in double precision on a FACOM M780-30.
In addition to the proposed algorithm, we have coded two other methods. One is the relaxation method presented in [17] , and the other is a primal Newton method proposed in [10] . In particular, the latter method is an interior method which is designed to solve problems whose objective function is defined on an open set like barrier or penalty functions. to (rn, n) = (4900,14490), where rn and n are the numbers of nodes and arcs, respectively.
The cost functions are supposed to be one of the following two types.
In each test problem, bi, Cj and Uj are randomly chosen from the intervals (1, 10), (1, 20) and (5,10), respectively. As to the coefficient d j in (7.1) and (7.2), we have tested two cases, i.e., d j are randomly chosen from the intervals (1, la) and (0.1, 2). In the former case, the effect of the nonlinear term is stronger than that in the latter. In the rest of this section, we shall refer these two cases to as type I and type 11, respectively.
Results
In the tests, the convergence of Basic Algorithm is checked using the ratio of the norm of the gradient V'q(p}. Specifically, we terminate the iteratioll if the condition
is satisfied, where P and pu are the current and initial values of the dual variables, respectively, and E is a small positive number. Tables 1 through 4 summarize the numerical results. Tables 1 and 2 respectively show the results for the type I and the type 11 problems, in which the cost functions are given by (7.1). Tables 3 and 4 respectively show the results for the type I and the type 11 problems, in which the cost functions are given by (7.2) . In all cases, the initial point Po was chosen to be Pu = O. The tolerance E in (7.3) was set equal to 10-
.
As mentioned in Section 6, the accuracy of the computed solutions of Newton equation Detailed results for test problems 1-1-11, 1-1-12, 11-1-11, 11-1-12, 1-2-11, 1-2-12 and 11-2-11,11-2-12 are shown in Tables 5, 6 , 7 and 8, which consist of the following items:
(a) the marginal/cumulative number of iterations required to achieve the levels of accuracy E = 10-1 , 10-2 , 10-3 , and 10-4 ; (b) the marginal/cllmulative CPU time spent to achieve the same levels of accuracy as above.
It is recognized that the speed of convergence is very fast near the optimal solution not only for the type I test problems but also for the type 11 problems. This phenomenon, which is typical in Newton-type methods, has also been observed for other test problems. We add that, for all test problems, Basic Algorithm spent more than 90% of the total CPU time in
Step 1 to find search directions.
We have also solved the same test problems llsing the relaxation method presented in [3] . Figure 6 compares the behavior of this method with that of the proposed algorithm for the test problems 1··1-7 and 11-1-7. From these numerical results, we see that the proposed algorithm converges faster than the relaxation method, in particular for the the type II problems. However. it may be worth mentioning 1;hat, as pointed out in [3, 4, 17] , the latter method is suited for parallel computation and hence its efficiency would be much improved if implemented using several processors. Figure 7 illustra.tes the behavior of the proposed algorithm and the primal Newton method presented in [10] , for the test problem 1-1-7. The latter is an interior method which solves the problem constructed from the primal problem (P) using barrier functions (2.4). Note that since problem (D) has been formulated as a minimization problem. its optimal value is the negative of that of problem (P). In order to clarify the fact that the proposed method actually solves the dual problem, we have plotted in Figure 7 the curve corresponding to the negative of the objective values attained by the proposed algorithm.
The curve is thus ascending and approaches the optimal value of the primal problem from below. It is seen that the proposed algorithm produces a near optimal value much faster than the primal Newton method. The main reason for this is that the latter has to work on an artificial problem first in order to find an initial feasible solution of the primal problem.
This is in contrast with the proposed algorithm in which the initial solution can be chosen arbitrarily. > 900·
* The convergence criterion (7.4) was not satisfied in 900 seconds. .. 
Conclusion
We have proposed a globally convergent dual-based Newton method for nonlinear minimum cost network flow problems. The method can effectively be applied to problems whose cost functions are strictly convex and co-finite. We have solved various t.est. problems of up to 4900 nodes and 14490 arcs, and obtained very encouraging results in term of the speed of convergence and the accuracy of the computed solutions.
