The concatenation of nearly-MDS expander codes of Roth and Skachek, "On Nearly-MDS Expander Codes," Proc. IEEE ISIT'04, with 'typical' LDPC codes is investigated. It is shown that for the rates R = (1 − ε)C (C is the capacity of the binary symmetric channel (BSC)), under certain condition on the parameters of LDPC codes, these concatenated codes have decoding time linear in their length and polynomial in 1/ε, and the decoding error probability decays exponentially. These codes are compared to the recently presented codes of Barg and Zémor, "Error Exponents of Expander Codes," IEEE Trans. Inform. Theory, 2002, and "Concatenated Codes: Serial and Parallel," IEEE Trans. Inform. Theory, 2005. It is shown that the latter families can not be tuned to have all the aforementioned properties.
I. INTRODUCTION
It is known that several families of LDPC codes [5] can attain the capacity of the binary erasure channel (BEC) [9] , [12] . It is generally believed that LDPC codes can approach capacity of a variety of other communication channels. However, it is also believed that the decoding error probability decreases only polynomially with the code length. When using messagepassing decoding algorithms [5] , [11] , the time complexity of their decoding is linear in a code length and polynomial in 1/ε, where the code rate is R = (1 − ε)C and C is the capacity of BEC (see [7] , [15] ).
In contrast, the modifications of expander codes presented in [1] , [2] , [3] , [13] , [14] also attain the capacity of the memoryless q-ary symmetric channel, and the error probability decreases exponentially with the code length. In this work, we investigate time complexity of decoding algorithms of expander codes from [1] , [3] . We show that these algorithms result in time complexity that is exponential in 1/ε 2 . Further, we propose a concatenated construction based on the expander codes that yields (under certain condition) the decoding complexity linear in code length and polynomial in 1/ε, while having exponentially decreasing probability of decoding error.
Recall the construction in [13] , [14] . Let G = (A : B, E) be a bipartite ∆-regular undirected connected graph with a vertex set V = A ∪ B such that A ∩ B = ∅ and |A| = |B| = n, 1 The work of this author was done in part when he was visiting DIMACS/Bell Laboratories. The support of DIMACS is deeply acknowledged. and an edge set E of size N = ∆n such that every edge in E has one endpoint in A and one endpoint in B. For every vertex u ∈ V , denote by E(u) the set of edges incident with u, and assume some ordering on E(u), for every u ∈ V . Let F = GF(q) be some finite field, and q > ∆.
Take C A and C B to be Generalized Reed-Solomon codes with parameters [∆, r A ∆, δ A ∆] and [∆, r B ∆, δ B ∆] over F, respectively. We define the code C = (G, C A : C B ) as in [14] , namely
where (x) E(u) denotes the sub-word of x = (x e ) e∈E ∈ F N that is indexed by E(u). The produced code C is a linear code of length N over F. Let Φ denote the alphabet F rA∆ . Taking some linear oneto-one mapping E A : Φ → C A over F, and the mapping ψ : C → Φ n given by
the authors of [14] define the code C Φ of length n over Φ by
The rate and the relative minimum distance of C Φ are denoted by R Φ and δ Φ , respectively. Let λ G be the second largest eigenvalue of the adjacency matrix of G and denote by γ G the value λ G /∆. When G is taken from a family ∆-regular bipartite Ramanujan graphs (e.g. [8] ), we have
It was shown in [14] , that the code C Φ has the relative minimum distance
The linear-time decoding algorithm in Figure 1 was proposed in [14] that corrects any pattern of µ errors and ρ erasures such that µ + 1 2 ρ < βn, where β is given by
The value of m in the algorithm was established in [14] such that m = O(log n). The notation "?" is used for erasures, and the notations D A and D B are used for decoders of the codes C A and C B , respectively. The proof in [14] requires that the decoder D A is a mapping F ∆ → C A that recovers correctly any pattern of less than δ A ∆/2 errors over F, and the decoder D B is a mapping (F ∪ {?}) ∆ → C B that recovers correctly any pattern of θ errors and ν erasures, provided that 2θ+ν < δ B ∆. The decoders D A and D B are polynomial-time, for example Berlekamp-Massey decoder can be used for both of them. It can be implemented then in O(∆ 2 ) time.
II. PROPOSED CONSTRUCTION AND ANALYSIS

General settings
Consider the memoryless binary symmetric channel with crossover probability p. Its capacity is given by C = 1−H 2 (p), where H 2 (.) is the binary entropy function. Let R = C(1 − ε) be a designed rate. Take F to be a power of 2. A family of the codes C Φ described above will be used as an outer codes in a concatenated construction, whose parameters will be discussed in the sequel.
A 'typical' binary LDPC code of rate R in and (constant for a fixed ε) length n in will be used as an inner code C in in this concatenated construction. Let us examine characteristics of a 'typical' LDPC code.
Decoding complexity: it was conjectured in [7] that per-bit complexity of message-passing decoding of LDPC or irregular repeat accumulative (IRA) codes over any 'typical' channel is
where π is a decoded error probability. For LDPC codes over BEC it was shown in [9] that the decoding complexity per bit behaves as O(log(1/ε)). In this work we assume that the decoding complexity of LDPC (or some other polynomial-time in n in decodable) codes over the binary symmetric channel is given by
where r ≥ 1 is some constant. Recently, in [10] , IRA codes with bounded decoding complexity per bit were constructed, but for our purposes the assumption (5) will be enough. It is possible to assume here that the inner code is polynomialtime decodable (rather than linear-time), still the resulting decoding time complexity is linear in overall length of a resulting concatenated code. Decoding error probability: as of yet, there are no satisfying results on asymptotical behavior of the decoding error probability of LDPC codes over the binary symmetric channel under the message-passing decoding, for rates near the capacity of BEC. The behavior of the decoding error probability of LDPC codes over other channels is even less investigated. In this work, we obtain a sufficient condition on the probability of decoding error Prob e (C in ) of an inner code to guarantee that the error decoding probability of the overall concatenated code decreases exponentially. In the sequel, we provide several examples of several possible decoding error probability functions for which this condition holds. Let C cont be a resulting concatenated code of rate R cont ≥ R and length N cont . Denote by Prob e (C cont ) its error decoding probability. The following lemma is based on the result of Forney [4, Chapter 4.2] .
Lemma 1: The decoding error probability of the code C cont is bounded by
where E > 0 is a constant given by
and β is defined in (4) .
Parameter selection
In this section we make a selection of parameters for the code C cont . This parametrization allows us to estimate a decoding error exponent as a function of ε.
Pick the rate of C in to be R in = (1−κ ε)C, where κ ∈ (0, 1) is a constant. Then, we can write
where η ∈ (0, 1) (and thus, δ A = (1− η)(1 − R/R in )), and select the degree ∆ of the graph G as ∆ = /ε h , where and h ≥ 2 are constants. If h = 2, we require in addition that
Since C A and C B are GRS codes,
Then, λ G = 2 /ε h − 1 (see (3)) and
It holds
The selection of guarantees that
where
is a constant which depends only on κ, η and .
Example
Suppose that the decoding error probability for some inner code C in over the binary symmetric channel with crossover probability p < H −1 2 (1 − R in ) and some polynomial decoder is given by:
where t is a constant, t ≥ 1. Set h = 2 and q = ∆. The length n in of the inner code C in is given, since r A = 1 − O(ε), by
and thus, using Lemma 1, we have
Thus, the decoding error probability is given by
Prob e (C cont ) < exp{−N cont · E(C, ε)}.
By optimization of constants κ, η and , we obtain 
Sufficient condition
In this section we derive a sufficient condition on the probability of decoding error of the inner code for providing a positive error exponent for C cont under assumption that the outer code is an expander code. We use the notation C in [R in , n in ] for the code C in of rate R in and length n in .
Theorem 2: Suppose, there exist constants ε 0 ∈ (0, 1) and h 0 > 2, such that for any 0 < < ε 0 , the decoding error probability of a family of codes C in satisfies
Then for any rate R < C there exists a family of the codes C cont with exponentially decaying error probability. Example. Suppose that the decoding error probability of the code C in of rate R in = (1− ε)C and length n in (for some polynomial decoder) is bounded by
For h 0 > 5 there obviously exists ε 0 such that for every 0 < < ε 0 ,
and therefore the conditions of Theorem 2 satisfied. This selection guarantees the existence of a positive error exponent. Example. Suppose that the decoding error probability of the code C in (of rate R in = (1 − ε)C and length n in ) is bounded by
Prob e (C in ) < e −ninε 2 .
For h 0 = 3 there obviously exists ε 0 such that for every 0 < < ε 0 ,
and therefore Theorem 2 yields the existence of a positive error exponent.
Decoding complexity
Theorem 3: The time complexity of decoding algorithm of the code C cont under the combined decoding, when the decoding complexity of an inner code is as in (5) and the outer code is an expander code, is linear in N cont and is polynomial in 1/ε. Proof. First, we estimate the decoding time complexity of the outer code C Φ . It can be shown that the total number of applications of one of the decoders D A and D B is upperbounded by O(n), and does not depend on ε.
One can maintain on each iteration of the algorithm a list of erroneous vertices. Both decoders D A and D B can be imple- We assume that each inner code has the decoding complexity bounded by O(n in /ε r ), for example a 'typical' LDPC code can be chosen as an inner code 2 . Each code of length n in forms the sub-block of the word of C cont and there are n such blocks in total. Therefore, the overall complexity of decoding all inner codes is
Recall that using the selection of ∆, the length n in of the inner code is given by
Summing the decoding complexities of the inner code C in and the outer code C Φ , we obtain
III. TIME COMPLEXITY OF DECODER IN [1]
The purpose of this and the next sections is to compare the parameters of the codes from Section II with the codes presented by Barg and Zémor in [1] and [3] . Similarly to the previous sections, we assume that the design rate is R = (1 − ε)C. In the sequel we show that the parameters of codes from [1] and [3] cannot be modified such that the time complexity would be only sub-exponential in 1/ε while keeping a nonzero error exponent.
Construction
We consider codes in [1] . We briefly describe the construction and the decoding algorithm, following the presentation in [1] .
Let G = (A : B, E) be a bipartite ∆-regular undirected connected graph with a vertex set V = A∪B such that A∩B = ∅ and |A| = |B| = n, and an edge set E of size N = ∆n such that every edge in E has one endpoint in A and one endpoint in B.
Let the size of F be a power of 2. Let C A and C B be two random codes of length ∆ over F. The code C BZ2 = (G, C A : C B ) is defined similarly to the definition of C in (1), with respect to C A and C B as defined in this paragraph.
Decoding
Formal definition of the decoder appears in Figure 3 . The number of iterations m is taken to be O(log n). The decoders D A and D B are the maximum-likelihood decoders for the codes C A and C B , respectively. 2 The decoding complexity of C cont will be linear in N cont even if C in has a polynomial decoder. However, in this case the power of 1/ε in the complexity expression will be higher.
Input:Received word y = (y u ) u∈A in GF (2).
). } Output: z if z ∈ C BZ2 (and declare 'error' otherwise). 
Analysis
It is shown in [1] that for the mentioned code, C BZ2 , the error probability, Prob e (C BZ2 ), is bounded by
where 0 < α < 1, and the main term of f 2 (R, p) is less or equal to
where E 0 (R 0 , p) is the random coding exponent for rate R 0 over the BSC with the crossover probability p. Proposition 4: If the codes C BZ2 have a positive error exponent, then ∆ = Ω 1/ε 2 .
Recall the error exponent in (9) and conclude that
and thus ∆ = Ω 1/ε 2 . It is suggested in [1] to use the maximum-likelihood decoding for random codes C A and C B . This decoding, however, has time complexity at least exp{Ω(∆)} = exp{Ω 1/ε 2 } .
IV. TIME COMPLEXITY OF DECODER IN [3]
Construction
Recall the construction of expander codes presented in [3] . Let G = (V, E) be a bipartite graph with V = V 0 ∪ (V 1 ∪ V 2 ), such that each edge has one endpoint in V 0 and one endpoint in either V 1 or V 2 . Let |V i | = n for i = 0, 1, 2. Let the degree of each vertex in V 0 , V 1 , and V 2 be ∆, ∆ 1 , and ∆ 2 = ∆−∆ 1 , respectively. In addition, let the subgraph induced by V 0 ∪ V 1 be a regular bipartite Ramanujan graph and denote by E 1 its edge set.
Let C A be a [l∆, R 0 l∆, d 0 = l∆δ 0 ] linear binary code of rate R 0 = ∆ 1 /∆. Let C B be q-ary [∆ 1 , R 1 ∆ 1 , d 1 = ∆ 1 δ 1 ] additive code, and let q = 2 l . Let C aux be q-ary code of length ∆ 1 . The code C BZ3 is defined as the set of vectors x = {x 1 , x 2 , · · · , x N }, indexed by the set E of size N = ∆n, such that 1) For every vertex v ∈ V 0 , the subvector (x j ) j∈E(v) is a q-ary codeword of C A and the set of coordinates E 1 (v) is an information set for the code C A .
2) For every vertex v ∈ V 1 , the subvector (x j ) j∈E(v) is a q-ary codeword of C B . 3) For every vertex v ∈ V 0 , the subvector (x j ) j∈E1(v) is a codeword of C aux .
