Abstract-A continuity theory of lossless source coding over networks is established and its implications are investigated. In the given model, source and side-information random variables and have finite alphabets, and the input sequences are drawn i.i.d. according to a generic distribution on . We consider traditional source coding, where all demands equal source random variables.
I. INTRODUCTION
Characterization of rate regions for source coding over networks is a primary goal in the field of source coding theory. Given a network and a collection of sources and demands, the lossless rate region generalizes Shannon's source coding theorem [1] to describe the set of achievable rate vectors for which the error probability can be made arbitrarily close to zero as block length grows without bound. The lossless rate region is denoted by , where is the source and side-information distribution, here assumed to be stationary and memoryless.
In this paper, which extends our earlier work from [2] , we investigate the continuity of with respect to for a broad family of source coding problems defined in Section II. While it is tempting to assume continuity of in without proof, we note that this very basic property does not hold for all source coding problems. For example, [3] gives an example of a network source coding problem outside our proposed class for which is not continuous in . When is available in the form of a singleletter characterization, proving or disproving its continuity in is straight forward. For example, the rate region characterization of Slepian and Wolf [4] is continuous in , as are the multicast for independent sources [5] , dependent source [6] , and dependent sources with side 0 This material is based upon work partially supported by NSF Grant No. CCR-0325324 and Caltech's Lee Center for Advanced Networking.
information [7] . Introduction of auxiliary random variables in single-letter characterizations of (e.g., [8] , [9] , [10] ) complicates the proof of continuity of only mildly. Complete rate region characterizations for the simplest lossless functional source coding problem appear in [11] . While these rate regions are also continuous in the source and side information distribution, is not continuous in for all functional source coding problems by [3] .
Unfortunately, for most network source coding problems in the given class, single-letter characterizations of and optimal coding strategies remain elusive, and proving continuity from limiting characterizations is less straight forward. A function is continuous if and only if it is both inner and outer semi-continuous (see definitions in Section III). Chen and Wagner demonstrate the inner semicontinuity of rate regions for Gaussian CEO problems in [12] , [13] . We consider only finite-alphabet source and sideinformation random variables.
For our proposed class of problems, we show that is inner semi-continuous in . We further show that is outer semi-continuous and hence continuous when has a super-source node that has access to the complete vector of sources and the complete vector of side-information random variables , and there is a direct link from to any other source node that has access to some ( ). We call such networks super-source networks. The study of super-source networks may lead to more general continuity results. In particular, we propose a conjecture on super-source networks and show that if this conjecture holds then is outer semi-continuous, and therefore continuous for all networks in our proposed class.
The remainder of this paper is structured as follows. We formulate a class of network source coding problems and define continuity in Section II. Section III treats continuity of with respect to . In Section III-A, we show that is inner semi-continuous for general nonfunctional source coding problems. We prove that is continuous in for super-source networks in Section III-B. We describe the Vanishment Conjecture and investigate its implications in Section III-C. In Section III-D, we show that if true, the Vanishment Conjecture would imply that is outer semi-continuous and therefore continuous in . As defined, all the demands are sources. This excludes "functional" network source coding problems like those studied in [3] , [11] , where demands can be functions of the sources rather than sources themselves.
A length-block code for with rate vector contains a set of encoding functions and a set of decoding functions . The encoding and decoding functions are defined as follows
(ii) For each , Let denote the set of all probability distributions on . For any set , we use to denote the power set of , i.e., the set of all subsets of . Let denote the set of nonnegative real numbers. Since for all , is a subset of , can be considered as a function from to . Before defining the continuity property, we introduce the definitions of set operations in and distances on and used in this paper. We define some set operations in the following definitions. Now when is a super-source network, we show that is onto, and hence conclude that is outer semicontinuous in . Since inner semi-continuity with respect to is know and proved in Section III-A, we conclude from the following lemma that is continuous in for any super-source network .
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Theorem 3.8: Let be a super-source network. Then ( 
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Proof. For any . We want to show that the rate vector is in . For any , let be a length-rateblock code such that the error probability of successful reconstructions is less than . For every , let be the encoded message on the link . Since , On the other hand, by Fano's inequality, Hence Therefore, there exists a function of , denoted by , such that It means that for every , by transmitting additional random variable on the link , the messages transmitted over and can be functions of only such that the node can still get with sufficiently high probability. (See Fig. 4.) Since , the additional rate for transmitting can be made arbitrarily small, and so the modified coding scheme has the same rate . Therefore, .
From Theorem 3.8, we conclude this subsection by Theorem 3.9.
Theorem 3.9: . Let be a super-source network. Then for any sequence of distributions that converges to ,
Proof. By Theorem 3.8 and equation (5), is outer semi-continuous in . Since is inner semi-continuous in by Theorem 3.4, we conclude that is continuous in .
C. The Vanishment Conjecture
In Section III-B, we prove that the injection is onto for super-source network, which leads to is continuous in by Theorem 3.9. Note that he only difference between super-source networks and general network source (3)). In any super-source network, if we force the rates on those direct links ( ) to be negligible, then the resulting rate regions are supersets of the rate regions corresponding to the network without those direct links ( ). The Vanishment Conjecture states that those links of negligible rates can be removed. We formalize this idea in the following paragraph.
Let be a network source coding problem. Consider the super-source network defined from as follows
By above definition, is the super-source network modified from by adding the super source node and the links for all . Fig. 5 shows an example of when is the two-terminal network source coding problem. 
D. Outer Semi-Continuity
We investigate outer semi-continuity here. The main idea is to rely on the result in Section III-B and the Vanishment Conjecture. Similar to the approach in Section III-B, we begin by first defining the corresponding super-source network of network source coding problem and embed into by using defined in (9), where is the plane defined in (8) . Now since is a supersource network, by Theorem 3.9, is continuous in , which leads to (11) for every sequence that converges to . We then have the following theorem. Theorem 3.11: Let be a non-functional network source coding problem. Let . Let be a sequence that converges to . Then the Vanishment Conjecture implies that Proof. It is a direct consequence of equations (11) 
