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Global Well-posedness of the Parabolic-parabolic Keller-
Segel Model in L1(R2)×L∞(R2) and H1
b
(R2)×H1(R2)
Chao Deng, Congming Li
Abstract
In this paper, we study global well-posedness of the two-dimensional Keller-
Segel model in Lebesgue space and Sobolev space. Recall that in the paper “Ex-
istence and uniqueness theorem on mild solutions to the Keller-Segel system in
the scaling invariant space, J. Differential Equations, 252 (2012), 1213–1228”,
Kozono, Sugiyama&Wachi studied global well-posedness of n(≥ 3) dimensional
Keller-Segel system and posted a question about the even local in time existence
for the Keller-Segel system with L1(R2)×L∞(R2) initial data. Here we give an
affirmative answer to this question: in fact, we show the global in time existence
and uniqueness for L1(R2) × L∞(R2) initial data. Furthermore, we prove that
for any H1
b
(R2)×H1(R2) initial data with H1
b
(R2) := H1(R2)∩L∞(R2), there
also exists a unique global mild solution to the parabolic-parabolic Keller-Segel
model. The estimates of supt>0t
1−
n
p ‖u‖Lp for (n, p) = (2,∞) and the intro-
duced special half norm, i.e. supt>0 t
1
2 (1+t)−
1
2 ‖∇v‖L∞, are crucial in our proof.
Keywords: Keller-Segel model; Fourier transformation; well-posedness; decay property;
parabolic-parabolic system.
Mathematics Subject Classification: 92C17; 35K55.
1 Introduction
In this article, we study the following two-dimensional (2D) Keller-Segel model:
ut −∆u+∇ · (u∇v) = 0 in (0,∞) × R2, (1.1)
vt −∆v + v − u = 0 in (0,∞) × R2, (1.2)
(u, v)|t=0 = (u0, v0) in R2, (1.3)
where (t, x) ∈ (0,∞) × R2, u = u(t, x) and v = v(t, x) are the scalar valued density
of amoebae and the scalar valued concentration of chemical attractant, respectively,
while (u0, v0) is the given initial data. For the derivation of the equation, we refer
to Childress and Percus [3] and Keller and Segel [14].
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Noticing that (1.1)–(1.2) is “almost” scale invariant since ut−∆u+∇·(u∇v) = 0
and vt −∆v − u = 0 are invariant under the following transformations
(u(t, x), v(t, x))→(λ2u(λ2t, λx), v(λ2t, λx)) for λ > 0.
The idea of using a functional setting invariant by scaling is now classical and orig-
inates several works, see for instance, global existence of mild solutions to system
(1.1)–(1.3) for initial (u0, v0) ∈ H nr−2,r(Rn) × H nr ,r(Rn) with max{1, n4 } < r < n2
in [17], for initial (u0, v0) ∈Ln/2w (Rn)×BMO(Rn) with n ≥ 3 in [18], and for initial
(u0, v0) ∈Ln2 (Rn) × H˙2α, n2α (Rn) with n ≥ 3 and n2(n+2) < α ≤ 12 in [19]. It is also
known that apart from existence and uniqueness of mild solutions in scale invariant
spaces, there are papers on asymptotic behaviors (see e.g. [12], [32]) and stationary
solutions (see e.g. [9], [24]). We also refer readers to, for instance [11] and references
cited therein, to see results on the quasilinear degenerate Keller-Segel system.
The first goal of this paper is to answer Kozono, Sugiyama and Wachi’s question
in [19] of figuring out whether there exists a solution to system (1.1)–(1.3) even
locally in time for (u0, v0) ∈ L1(R2)×L∞(R2). In fact, we prove that there does exist
a unique global mild solution to system (1.1)–(1.3) with (u0, v0) ∈ L1(R2)× L∞(R2)
by estimating t‖u(t, ·)‖L∞ , ‖u(t, ·)‖L1 and t
1
2 ‖∇v(t, ·)‖L∞ in the Lp-framework, see
for instance [13]. Moreover, by exploring the special structure of system (1.1)–
(1.2), Deng and Li [2] established global existence of mild solution for initial data
(u0, v0) ∈ Lq(R2)×L∞(R2) with 1 < q <∞, where global existence of mild solution
for initial data (u0, v0) ∈ L∞(R2)× L∞(R2) was left as an open question.
The second goal of this paper is to study global well-posedness of system (1.1)–
(1.3) with H1b (R
2) × H1(R2) initial data. Up to now, there are several results on
local and global existence of system (1.1)–(1.3) for (u0, v0) ∈ Hν(R2) × Hν(R2)
with ν > 1 (cf. Nagai, Senba and Yoshida [26], and Yagi [33]) and result on global
existence of system (1.1)–(1.3) with initial data (u0, v0) ∈ H−1(R2) × H1(R2) (cf.
[2]). Recalling that Hν(R2) →֒ H1b (R2) and H1(R2) can not be embedded into
L∞(R2), hence global existence of mild solution to system (1.1)–(1.3) with (u0, v0) ∈
H1b (R
2)×H1(R2) improves the previous results. The proof is based on a combination
of the L2-Fourier multiplier theory, the smoothing properties of heat kernel and the
new half norm of v, i.e. supt>0 t
1
2 (1 + t)−
1
2 ‖∇v‖L∞ which balances the need for t
near zero and t near infinity. With this unusual half norm, different form the usual
scaling invariant ones, enables us to overcome the main difficulty and to close the
iteration scheme. At last, global well-posedness of system (1.1)–(1.3) with initial
data (u0, v0) ∈ H1(R2)×H1(R2) is left as another open question.
Next we recall some results concerning the parabolic-elliptic/parabolic-hyperbolic
Keller-Segel systems. Concerning the parabolic-elliptic Keller-Segel model
ut = ∆u−∇ · (u∇v), ∆v = v − u.
It was conjectured by Childress and Percus [4] that in a two-dimensional domain Ω
there exists a critical number c∗ such that if
∫
Ω u0(x)dx < c
∗ then the solution exists
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globally in time, and if
∫
Ω u0(x)dx > c
∗ then blowup happens. For different versions
of the Keller-Segel model, the conjecture has been essentially proved; for a complete
review of this topic, we refer the reader to the paper [10] and the references therein,
also see e.g. Diaz, Nagai, and Rakotoson [7], Blanchet, Dolbeault and Perthame [1].
As for the hyperbolic-hyperbolic Keller-Segel model
∂tu = ∆u+∇ · (u∇w), ∂tw = u,
it was used in [31] for one dimensional case and was extended to multidimensional
cases in [22], and has been studied in [21, 27] and a comprehensive qualitative and
numerical analysis was provided there. We refer readers to references [5, 6, 8, 15,
16, 23, 25, 28, 29, 34] for more discussions in this direction.
Throughout this paper, both Ff and f̂ stand for Fourier transform of f with
respect to space variable and F−1 stands the inverse Fourier transform. Let C and
c be positive constants that may vary from line to line. A.B stands for A≤CB
and A ∼ B stands for A . B . A. For any (p, q) ∈ [1,∞]2, we denote Lp(0,∞),
Lq(R2), Hs(R2) and Lp(0,∞;Lq(R2)) by Lpt , Lq, Hs and LptLq, respectively.
Theorem 1.1. For any initial data (u0, v0)∈L1(R2)×L∞(R2) with supt>0‖et∆u0‖L1
and supt>0t
1
2 ‖∇et∆v0‖L∞ being small, there exist a unique global mild solution (u, v)
to system (1.1)–(1.3) and positive constant c such that
(u, v) ∈ C([0,∞);L1(R2))× Cw([0,∞);L∞(R2))
with Cw([0,∞);X) being the set of weakly-star continuous functions on [0,∞) valued
in Banach space X, and
sup
t>0
(‖u‖L1 + t‖u‖L∞ +
1
4c
t
1
2 ‖∇v‖L∞)
≤ 2 sup
t>0
(‖et∆u0‖L1 + t‖et∆u0‖L∞ +
1
4c
t
1
2 ‖et∆∇v0‖L∞), (1.4)
which yields that ‖u‖L∞ ≤ o(t−1) and ‖∇v‖L∞ ≤ o(t− 12 ) as t→∞.
Remark: (i) Applying Lemma 2.5 to Proposition 3.1, we observe that (1.4) holds if
sup
t>0
(‖et∆u0‖L1 + t‖et∆u0‖L∞ +
1
4c
t
1
2 ‖et∆∇v0‖L∞) ≤ 3
32c2
. (1.5)
Applying ‖ 14pite−
|·|2
4t ‖Lp ≤ t−1+
1
p and Proposition 2.4 to the left hand side of (1.5),
it suffices to assume that 2‖u0‖L1 + 14c‖∇v0‖B˙−1∞,∞≤ 332c2 , where
‖v0‖B˙0∞,∞ ∼ ‖∇v0‖B˙−1∞,∞ = supt>0 t
1
2 ‖et∆∇v0‖L∞ ≤ ‖v0‖L∞
since Riesz transforms ∇√−∆ are bounded in homogeneous Besov spaces,
√−∆ maps
B˙0∞,∞ isomorphically onto B˙−1∞,∞ and
1√−∆ maps B˙
−1∞,∞ isomorphically onto B˙0∞,∞
(see [30], Theorem 1, p.242). Therefore, only B˙0∞,∞ smallness of v0 and L1 smallness
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of u0 are needed. Local existence of mild solution follows directly by changing
time interval [0,∞) into [0, T ]. However, if v0(x1, x2) = 1[0,1](x1) and (t, x1, x2) ∈
(0, 164)× (t
1
2, 2t
1
2 )× (−∞,∞), then there holds
t
1
2 |∂1et∆v0(x1, x2)| =
∫ ∞
−∞
∫ ∞
−∞
1
4πt
|x1−y1|√
4t
e−
(x1−y2)2+(x2−y2)2
4t 1[0,1](y1)dy1dy2
=
1√
π
∫
y1∈[0,1]
|x1− y1|√
4t
e−
(x1−y1)2
4t d
y1 − x1√
4t
=
1√
π
∫ 1−x1√
4t
−x1√
4t
ze−z
2
dz =
1√
π
∫ 1−x1√
4t
x1√
4t
ze−z
2
dz
≥ 1√
π
∫ 3
1
ze−z
2
dz = c0.
For such v0, if we set v˜0 = v0/c0, then we have
lim
T→0+
sup
0<t<T
t
1
2 ‖∇et∆v˜0‖L∞ ≥ 1.
Hence it seems difficult to prove local (global) existence of mild solution for arbitrary
large L1(R2)× L∞(R2) initial data.
(ii) Proof of Theorem 1.1 also applies for ut−∆u+∇·(u∇v) = 0 and vt−∆v+u = 0
with initial data (u0, v0) ∈ L1(R2)× L∞(R2).
Here and hereafter, we set σ(t)= t
1
2 (1+t)−
1
2 . Then we state the following result.
Theorem 1.2. For any initial data (u0, v0) ∈ H1b (R2)×H1(R2), there exist positive
constants ε0 and c so that if ‖u0‖L∞ + ‖u0‖H1 + 14c‖v0‖H1 ≤ ε0, then system (1.1)–
(1.3) has a unique global solution (u, v) satisfying
(u± v, u± σ∇v, ∇u±∇v) ∈ C([0,∞);H1(R2))× L∞t L∞ × L2tH1.
Moreover, ‖u± v4c‖L∞t H1 + ‖u± σ4c∇v‖L∞t L∞ + ‖∇u‖L2tL2 +
1
4c‖∇v‖L2tH1 ≤ 2ε0.
Plan of the paper: In Sect. 2 we introduce several preliminary lemmas, while in Sect.
3 we prove Theorems 1.1 and 1.2.
2 Preliminaries
In this section, we list several known lemma and prove some key lemmas which
will be used in proving the well-posedness of the parabolic-parabolic chemotaxis.
The first lemma given below is concerned with initial data belonging to Hs(R2).
For simplicity, here and hereafter, we omit the space domain in various function
spaces, for instance H1(R2) is denoted by H1, if there is no confusion.
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Lemma 2.1. Let n = 2, Λ =
√−∆, (s, δ, r, ρ) ∈ (−∞,∞)× [0,∞)× [1,∞]× [2,∞]
and v ∈ Hs. If m(t, ξ) ∈ LrtL∞ξ and m(t,D)v =F−1m(t, ξ)v̂(ξ), then we get
‖m(t,D)v‖LrtHs . ‖m‖LrtL∞ξ ‖v‖Hs ; (2.1)
Else if mδ(t, ξ) := m(t, ξ)|ξ|δ ∈L∞ξ Lρt and mδ(t,D)v=F−1mδ(t, ξ)v̂(ξ), then we get
‖mδ(t,D)v‖LρtHs . ‖mδ‖L∞ξ Lρt ‖v‖Hs . (2.2)
Proof. Proof of (2.1) follows from classical Fourier multiplier theory and, for readers
convinience, we give the detail proof as follows:
‖m(t,D)v‖LrtHs . ‖m(t, ξ)(1 + | ·|2)
s
2 v̂(·)‖LrtL2ξ
. ‖m‖LrtL∞ξ ‖(1 + | ·|2)
s
2 v̂(·)‖L2
ξ
. ‖m‖LrtL∞ξ ‖v‖Hs , (2.3)
where we have used Plancherel equality twice.
In order to prove (2.2), by making use of Plancherel equality, Minkowski’s in-
equality, Ho¨lder’s inequality and Plancherel equality again, we get
‖mδ(t,D)v‖LρtHs . ‖mδ (1 + | ·|
2)
s
2 v̂(·)‖LρtL2ξ
. ‖mδ (1 + | ·|2)
s
2 v̂(·)‖L2
ξ
Lρt
. ‖mδ‖L∞
ξ
Lρt
‖(1 + | ·|2) s2 v̂(·)‖L2
ξ
. ‖mδ‖L∞
ξ
Lρt
‖v‖Hs . (2.4)
Hence, we finish the proof.
The skill used in the above Lemma will be used repeatedly in the following parts.
The next Lemma is devoted to estimate the bilinear term which is known as the
maximal LptL
q regularity result for the heat kernel (cf. [20], Theorem 7.3, p. 64).
Lemma 2.2. (Maximal LptL
q regularity for heat kernel) The operator T defined by
g(t, x) 7→ Tg(t, x) =
∫ t
0
e(t−τ)∆∆g(τ, x)dτ (2.5)
is bounded from LptL
q to LptL
q with 1< p <∞ and 1< q<∞.
The next Lemma is also dedicated to estimating the bilinear term.
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Lemma 2.3. For any (s, c, c1, p, r, p1) ∈ R× (0,∞)2× [2,∞]× [1, 2]× [1,∞], p1 ≥ r
and 0 ≤ θ< 2(1+ 1p1 −1r ), if m(t, ξ) =
c1
e ct|ξ|2
and µ(t, ξ) = c1
e ct+ct|ξ|2
, then there exists
constant Cθ,p1,r depending on θ, p1 and r such that have
‖
∫ t
0
m(t−τ,D)Λ2+ 2p− 2rF (τ, x) dτ‖LptHs . ‖F‖LrtHs , (2.6)
‖
∫ t
0
µ(t−τ,D)ΛθF (τ, x) dτ‖Lp1t H˙s . Cθ,p1,r‖F‖Lrt H˙s . (2.7)
Proof. In order to prove (2.6), setting 〈ξ〉 =
√
1 + |ξ|2 and by using Plancherel equal-
ity, the Minkowski inequality, the Young inequality and the Minkowski inequality
as well as Plancherel equality, we have
‖
∫ t
0
m(t−τ,D)Λ2+ 2p− 2rF (τ, x)dτ‖LptHs=‖
∫ t
0
m(t−τ, ξ)|ξ|2+ 2p− 2r 〈ξ〉sF̂ (τ, ξ)dτ‖LptL2ξ
. ‖
∫ t
0
m(t− τ, ξ)|ξ|2+ 2p− 2r 〈ξ〉sF̂ (τ, ξ)dτ‖L2
ξ
Lpt
.
∥∥∥‖m(·, ξ)|ξ|2+ 2p− 2r ‖
L
p r
p r+r−p
t
‖〈ξ〉sF̂ (·, ξ)‖Lrt
∥∥∥
L2
ξ
. sup
ξ∈R2
‖m(·, ξ)|ξ|2+ 2p− 2r ‖
L
p r
p r+r−p
t
‖〈ξ〉sF̂ (·, ξ)‖L2
ξ
Lrt
. ‖〈ξ〉sF̂ (·, ξ)‖LrtL2ξ
. ‖F‖LrtHs .
It remains to prove (2.7). Using the L1 integrability of e−ctt
− θ
2+ 2p1
− 2r , we get
‖
∫ t
0
µ(t−τ,D)ΛθF (τ, x)dτ‖Lp1t H˙s = ‖
∫ t
0
e−c(t−τ)(t−τ)− θ2 ‖F‖H˙sdτ‖Lp1t
.
(∫ t
0
e
−c p1 r
p1 r+r−p1 tt
− θp1 r
2(p1 r+r−p)dt
)1+ 1
p1
− 1
r ‖F‖Lrt H˙s
. Cθ,p1,r‖F‖Lrt H˙s .
Therefore, we finish the whole proof.
Let us state the equivalent definition of Besov space B˙sp,q := B˙
s
p,q(R
2) using heat
semigroup method (for a proof see, for instance [30] p.192 or [20] Theorem 5.4, p.45).
Proposition 2.4. Let (s, p, q)∈(−∞, 0)×[1,∞]2.The homogeneous Beosv space B˙sp,q
is defined as the set of tempered distribution f such that
‖f‖B˙sp,q =
(∫ ∞
0
(t
−s
2 ‖et∆f‖Lp)q dt
t
) 1
q
if 1 ≤ q <∞,
‖f‖B˙sp,∞= supt>0 t
−s
2 ‖et∆f‖Lp if q =∞.
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The last lemma of this section is a slightly generalized version about the well-
known Picard contraction principle (see for instance [20], Theorem 13.2, p.124) which
is used to prove the main results concerning well-posedness of (1.1)–(1.3) with
(u0, v0) either belonging to L
1(R2)× L∞(R2) or belonging to H1b (R2)×H1(R2).
Lemma 2.5. (The Picard contraction principle) Let (X × Y, ‖ ·‖X+‖ ·‖Y ) be an
abstract Banach product space, L : X → Y and B : X×Y → X are a linear operator
and a bilinear operator, respectively, such that for any (u, v) ∈ X × Y , there exist
positive constant c and if
‖L(u)‖Y ≤ c‖u‖X , ‖B(u, v)‖X ≤ c‖u‖X‖v‖Y , (2.8)
then for any (et∆u0, e
t(∆−1)v0) ∈ X × Y with ‖(et∆u0, 14cet(∆−1)v0)‖X×Y < 332c2 , the
following system
(u, v) = (et∆u0, e
t(∆−1)v0) + (B(u, v), L(u)) (2.9)
has a solution (u, v) in X×Y . In particular, the solution is such that ‖(u, v4c)‖X×Y ≤
2‖(et∆u0, 14cet(∆−1)v0)‖X×Y and it is the only one such that ‖(u, v4c)‖X×Y < 316c2 .
Proof. The proof is standard now. However, for reader’s convenience, we give a brief
proof. We first define a mapping Φ : X × Y → X × Y such that
Φ(u, v) = (et∆u0, e
t(∆−1)v0) + (B(u, v), L(u)). (2.10)
Applying simple transformations, i.e. w = v4c and w0 =
1
4cv0 to (2.10), we get
Φ(u,w) = (et∆u0, e
t(∆−1)w0) + (4cB(u,w),
1
4c
L(u)). (2.11)
By applying (2.8) to (2.11), we have
‖Φ(u,w)‖X×Y ≤ ‖(et∆u0, et(∆−1)w0)‖X×Y + 4c2‖u‖X‖w‖Y + 1
4
‖u‖Y
≤ A0 + c2‖(u,w)‖2X×Y +
1
4
‖(u,w)‖X×Y , (2.12)
where A0 := ‖(et∆u0, et(∆−1)w0)‖X×Y . Let B(0, 2A0) ⊂ X × Y be a closed ball
centered at origin with radius 2A0. From (2.12), we observe that Φ is well defined
in B(0, 2A0) and maps B(0, 2A0) into itself. Moreover, for any (u1, w1), (u2, w2) ∈
B(0, 2A0), by making use of (2.8), we get
‖Φ(u1, w1)−Φ(u2, w2)‖X×Y =‖(4cB(u1, w1)−4cB(u2, w2), L(u1)−L(u2)
4c
)‖X×Y
≤ 4c2max{‖u2‖X , ‖w1‖Y }‖(u1− u2, w1− w2)‖X×Y + 1
4
‖(u1− u2, w1− w2)‖X×Y
≤ 8c2A0‖(u1 − u2, w1 −w2)‖X×Y +1
4
‖(u1 − u2, w1 − w2)‖X×Y
7
≤ (8c2A0 + 1
4
)‖(u1 − u2, w1 − w2)‖X×Y , (2.13)
where 8c2A0 +
1
4 < 1 since A0 <
3
32c2 . From (2.13), we observe that Φ : (u,w) 7→
Φ(u,w) in (2.11) is contractive. Thus there exists a unique solution (u,w) to (2.11),
which shows that (2.10) also has a unique solution (u, v) to (2.10) provides that
‖(et∆u0, 14cet(∆−1)v0)‖X×Y < 3/32c2.
3 Proof of Theorem 1.1
As usual, we apply the heat semigroup et∆ with heat kernel 14pite
− |x|2
4t to invert
system (1.1)–(1.3) into the following integral equations via the Duhamel principle:

u = et∆u0 −
∫ t
0
e(t−τ)∆∇ · (u∇v)dτ := et∆u0 −B(u, v),
v = et(∆−1)v0 +
∫ t
0
e(t−τ)(∆−1)udτ := et(∆−1)v0 + L(u).
(3.1)
Let c be the largest positive constant that appears in the linear and bilinear estimates
and depends only on dimension. By denote v4c by w, we get the following system

u = et∆u0 − 4c
∫ t
0
e(t−τ)∆∇ · (u∇w)dτ := et∆u0 − 4cB(u,w),
w = et(∆−1)w0 +
1
4c
∫ t
0
e(t−τ)(∆−1)udτ := et(∆−1)w0 +
1
4c
L(u),
(3.2)
where we regard equations (3.2) as a fixed point system and let mapping Φ be
Φ : (u,w) 7→
(
et∆u0, e
t(∆−1)w0
)
+
(
− 4cB(u,w), 1
4c
L(u)
)
. (3.3)
We call solution (u, 4cw) to (3.1) mild solution of (1.1)–(1.3) if (u,w) solves (3.2).
3.1 Proof of Theorem 1.1
In this subsection, we prove global well-posedness of system (3.2) with initial
data (u0, w0) ∈ L1(R2) × L∞(R2) by making use of the Kato’s Lp-framework. At
first, we set
X = {u ∈ S ′(R2 × (0,∞)); sup
t>0
‖u(·, t)‖L1 + sup
t>0
t‖u(·, t)‖L∞ <∞ },
Y = {w ∈ S ′(R2 × (0,∞)); sup
t>0
t
1
2‖∇w(·, t)‖L∞<∞}.
(3.4)
Then we prove that for suitably small initial data (u0, w0) the mapping Φ is con-
tractive and maps a closed ball of X × Y into itself.
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Proposition 3.1. For any initial data (u0, w0) ∈ L1 × L∞, there exists positive
constant c such that

‖(et∆u0, et(∆−1)w0)‖X×Y ≤ c‖(u0, w0)‖L1×B˙0∞,∞≤ c‖(u0, w0)‖L1×L∞ ,
‖4cB(u,w)‖X ≤ 4c2‖u‖X‖w‖Y and ‖ 1
4c
L(u))‖Y ≤ 1
4
‖u‖X .
(3.5)
Proof. We divide the whole proof into two parts concerning with et∆u0, e
−tet∆w0
and B(u,w), L(u), respectively.
Part I. Estimates for ‖et∆u0‖X and ‖e−tet∆w0‖Y . Recall that the heat kernel is
1
4pite
− |x|2
4t . Then for any t > 0 and 1 ≤ p ≤ ∞, there hold
‖ 1
4πt
e−
|·|2
4t ‖Lp ≤ t−1+
1
p and ‖ 1
4πt
∇e− |·|
2
4t ‖Lp ≤ t−
3
2
+ 1
p . (3.6)
Applying Young’s inequality and (3.6) to et∆u0(x)=
∫
R2
1
4pite
− |y|2
4t u0(x−y)dy, we get
‖et∆u0‖X = sup
t>0
‖et∆u0‖L1 + sup
t>0
t‖et∆u0‖L∞
≤ sup
t>0
‖ 1
4πt
e−
|·|2
4t ‖L1‖u0‖L1 + sup
t>0
t‖ 1
4πt
e−
|·|2
4t ‖L∞‖u0‖L1
≤ 2‖u0‖L1 (3.7)
or from Proposition 2.4 and embedding theorem L1 →֒ B˙−2∞,∞, we have
sup
t>0
t‖et∆u0‖L∞ = ‖u0‖B˙−2∞,∞ ≤ c1‖u0‖L1 .
We emphasize here that for any (s, α, p, q) ∈ R2 × [1,∞]2, (−∆)α2 maps B˙sp,q iso-
morphically onto B˙s−αp, q (cf. [30], Theorem 1, p.242), which is a direct consequence
of the well known Bernstein’s inequalities. Thus following similar arguments of et∆
and using (3.6) as well as Proposition 2.4, we get
‖e−tet∆w0‖Y = sup
t>0
t
1
2 ‖e−tet∆∇w0‖L∞ ≤ sup
t>0
t
1
2 ‖et∆∇w0‖L∞
= ‖∇w0‖B˙−1∞,∞ ∼ ‖w0‖B˙0∞,∞
≤ c1‖w0‖L∞ , (3.8)
where the fourth and the fifth inequalities follow from Theorem 1 of [30] p.242 and
boundedness of Riesz transforms ∇√−∆ as well as L
∞ →֒B˙0∞,∞.
Part II. Estimates for ‖B(u,w)‖X and L(u)‖Y . As for ‖B(u,w)‖X , we have
‖B(u,w)‖X = sup
t>0
‖
∫ t
0
e(t−τ)∆∇ · (u∇w)dτ‖L1 + sup
t>0
t‖
∫ t
0
e(t−τ)∆∇ · (u∇w)dτ‖L∞
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≤ sup
t>0
∫ t
0
(t− τ)− 12 ‖u∇w‖L1dτ + sup
t>0
t
∫ t
2
0
(t− τ)− 32‖u∇w‖L1dτ
+ sup
t>0
t
∫ t
t
2
(t− τ)− 12 ‖u∇w‖L∞dτ
≤ sup
t>0
(∫ t
0
(t− τ)− 12 τ− 12 dτ + c2 1√
t
∫ t
2
0
τ−
1
2 dτ
)
sup
τ>0
τ
1
2‖(u∇w)(τ)‖L1
+ sup
t>0
t
∫ t
t
2
(t− τ)− 12 τ− 32dτ sup
τ>0
τ
3
2‖(u∇w)(τ)‖L∞
≤ c2 sup
τ>0
(‖u(τ)‖L1 + τ‖u(τ)‖L∞) sup
τ>0
τ
1
2 ‖∇w(τ)‖L∞
≤ c2‖u‖X‖w‖Y . (3.9)
As for ‖L(u)‖Y , from definition of ‖ · ‖Y , we need to estimate
sup
t>0
t
1
2 ‖∇L(u)‖L∞ = sup
t>0
t
1
2 ‖
∫ t
0
e−(t−τ)e(t−τ)∆∇udτ‖L∞
≤ sup
t>0
(
t
1
2
∫ t
2
0
(t− τ)− 32‖u(τ)‖L1dτ + t
1
2
∫ t
t
2
(t− τ)− 12 τ−1τ‖u(τ)‖L∞dτ
)
≤ c3 sup
τ>0
(‖u(τ)‖L1 + τ‖u(τ)‖L∞)
≤ c3‖u‖X . (3.10)
Setting c= max{c1, c2, c3}, combining (3.4)–(3.10), multiplying B(u,w) by 4c and
multiplying L(u) by 14c , we prove (3.5).
Proof of Theorem 1.1: At first, applying Proposition 3.1, following similar
arguments as in the proof of Lemma 2.5, we prove that there exists a unique solution
(u,w) ∈ B(0, 2A10) ⊂ X × Y to system (3.2) if A10 := ‖(et∆u0, et(∆−1)w0)‖X×Y <
3/32c2. Moreover, this solution also satisfies Φ(u,w) = (u,w). From (3.7)–(3.8), it
suffices to assume that ‖(u0, w0)‖L1×B˙0∞,∞<3/32c
3 since A10 ≤ c‖(u0, w0)‖L1×B˙0∞,∞<
3/32c2.
Next we show that w ∈ Cw([0,∞);L∞(R2)). From (3.2) and (3.6), we have
sup
t>0
‖w‖L∞ = sup
t>0
‖et(∆−1)w0 + 1
4c
L(u)‖L∞ ≤ ‖w0‖L∞ + 1
4
‖u‖X ,
where in (3.10), c3 = supt>0(t
1
2
∫ t
2
0 (t− τ)−
3
2 dτ + t
1
2
∫ t
t/2(t− τ)−
1
2 τ−1dτ) and similarly
‖ 1
4c
L(u)‖L∞ = 1
4c
‖
∫ t
0
e(t−τ)(∆−1)udτ‖L∞ ≤ 1
4c
‖
∫ t
0
e(t−τ)∆udτ‖L∞
≤ 1
4c
∫ t
2
0
(t−τ)− 22 ( 11− 1∞ )‖u(τ)‖L∞dτ + 1
4c
∫ t
t
2
τ−1τ‖u(τ)‖L∞dτ
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≤ c3
4c
‖u‖X ≤ 1
4
‖u‖X
since
∫ t
2
0 (t−τ)−1dτ < t
1
2
∫ t
2
0 (t−τ)−
3
2 dτ ,
∫ t
t
2
τ−1dτ < t
1
2
∫ t
t
2
(t−τ)− 12 τ−1dτ and c ≥ c3.
Moreover, following a dense argument in L1(R2) we can prove the time continuity
of u. Since Schwartz function space is not dense in L∞(R2), we can only obtain the
weakly star time continuity of solution w.
Finally, performing transformation: (u, v) = (u, 4cw), we get the unique solution
(u, v) of (1.1)–(1.3).
3.2 Proof of Theorem 1.2
In this subsection, we prove global well-posedness of system (3.2) with initial
data (u0, w0) ∈ H1b (R2) ×H1(R2) by making use of the Kato’s framework, see [13]
for instance. At first, we recall that σ(t) = t
1
2 (1 + t)−
1
2 and then we set
X ={u ∈ S ′(R2×(0,∞)); sup
t>0
‖u(·, t)‖H1 + ‖∇u‖L2tH1+ ‖u‖L∞t L∞ <∞ },
Y ={w ∈S ′(R2×(0,∞)); sup
t>0
‖w(·, t)‖H1+‖∇w‖L2tH1+ ‖σ∇w‖L∞t L∞<∞}.
(3.11)
The following Proposition will play a central role in proving Theorem 1.2.
Proposition 3.2. For any initial data (u0, w0) ∈ H1b (R2) × H1(R2), there exists
positive constant c such that
‖4cB(u,w)‖X ≤ 4c2‖u‖X‖w‖Y ≤ c2‖(u,w)‖2X×Y , ‖
1
4c
L(u)‖Y ≤ 1
4
‖u‖X (3.12)
and ‖(et∆u0, et(∆−1)w0)‖X×Y ≤ c‖(u0, v0)‖H1
b
×H1.
Proof. We divide the whole proof into two parts concerning with (et∆u0, e
−tet∆w0)
and (−4cB(u,w), 14cL(u)), respectively.
Part I. Estimates for ‖et∆u0‖X and ‖e−tet∆w0‖Y . As for ‖et∆u0‖X , noticing that
e−ct|ξ|2 ∈ L∞t L∞ξ and e−ct|ξ|
2
ξ ∈ L∞ξ L2t , then by applying Lemma 2.1 and Young’s
inequality, we have
‖et∆u0‖X = ‖et∆u0‖L∞t H1 + ‖et∆∇u0‖L2tH1 + ‖e
t∆u0‖L∞t L∞
≤ ‖u0‖H1 + ‖u0‖H1 + ‖u0‖L∞
≤ c‖u0‖H1
b
. (3.13)
Similarly, we have
‖e−tet∆w0‖L∞t H1 + ‖e−tet∆∇w0‖L2tH1 ≤ c‖w0‖H1 . (3.14)
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Recall that σ(t) = t
1
2 (1 + t)−
1
2 . Then we get
‖σ∇e−tet∆w0‖L∞t L∞ = sup
t>0
t
1
2 (1 + t)−
1
2 e−t‖et∆∇w0‖L∞
≤ sup
t>0
t
1
2 ‖et∆∇w0‖L∞=‖∇w0‖B˙−1∞,∞
≤ c‖∇w0‖L2 ≤ c‖w0‖H1 , (3.15)
where we have used Proposition 2.4, embedding theorems of Besov spaces (cf. [30]).
Part II. Estimates for ‖B(u,w)‖X and ‖L(u)‖Y . As for ‖B(u, v)‖X , we get
‖B(u,w)‖X = ‖B(u,w)‖L∞t H1 + ‖∇B(u,w)‖L2tH1 + ‖B(u,w)‖L∞t L∞
≤ ‖
∫ t
0
e(t−τ)∆∇ · (u∇w)dτ‖L∞t L2 + ‖
∫ t
0
e(t−τ)∆∇∇ · (u∇w)dτ‖L∞t L2
+ ‖
∫ t
0
e(t−τ)∆∇∇ · (u∇w)dτ‖L2tL2+ ‖
∫ t
0
e(t−τ)∆∆∇ · (u∇w)dτ‖L2tL2
+ ‖
∫ t
0
e(t−τ)∆∇ · (u∇w)dτ‖L∞t L∞
:= I1 + I2 + I3 + I4 + I5,
where by applying Lemma 2.3, we have
I1 ≤ c ‖u∇w‖L2tL2 ≤ c ‖u‖L∞t L∞‖∇w‖L2tL2 , (3.16)
I2 ≤ c ‖u∇w‖L∞t L2 ≤ c ‖u‖L∞t L∞‖∇w‖L∞t L2 (3.17)
and by applying Lemma 2.2, Ho¨lder’s inequality and interpolation theorem, we have
I3 ≤ c ‖u∇w‖L2tL2 ≤ c ‖u‖L∞t L∞‖∇w‖L2tL2 , . (3.18)
Similarly, we have
I4 ≤ c‖∇ · (u∇w)‖L2tL2 ≤ c(‖∇u · ∇w‖L2tL2 + ‖u∆w‖L2tL2)
≤ c(‖∇u‖L4tL4‖∇w‖L4tL4 + ‖u‖L∞t L∞‖∇w‖L2t H˙1)
≤ c(‖u‖
1
2
L∞t H1
‖∇u‖
1
2
L2tH
1‖w‖
1
2
L∞t H1
‖∇w‖
1
2
L2tH
1 + ‖u‖L∞t L∞‖∇w‖L2tH1), (3.19)
where ‖f‖2
L4tL
4 ≤ c‖f‖2
L4t H˙
1
2
≤ c‖f‖L∞t L2‖∇f‖L2tH1 . As for I5, by splitting the time
interval, we obtain that if t > 2, then 1 < t− 1 < τ < t, 1 < 1σ(τ) =
√
1+τ√
τ
< 2 and
I5 = ‖
∫ t
0
e(t−τ)∆∇ · (u∇w)dτ‖L∞t L∞
≤ ‖
∫ t−1
0
e(t−τ)∆∇· (u∇w)dτ‖L∞t L∞ + ‖
∫ t
t−1
e(t−τ)∆∇ · (u∇w)dτ‖L∞t L∞
12
≤ c
∫ t−1
0
(t− τ)− 32 ‖u∇w‖L1dτ + c
∫ t
t−1
(t− τ)− 12 ‖u∇w‖L∞dτ
≤ c (‖u∇w‖L∞t L1 + ‖u∇w‖L∞t L∞)
≤ c (‖u‖L∞t L2‖∇w‖L∞t L2 + ‖u‖L∞t L∞‖σ∇w‖L∞t L∞); (3.20)
Else if 0 < t ≤ 2 and 0 < τ < t, then we get τ 12 /2 < σ(τ) < τ 12 and
I5 = ‖
∫ t
0
e(t−τ)∆∇ · (u∇w)dτ‖L∞t L∞
≤ ‖
∫ t
0
(t− τ)− 12 1
σ(τ)
σ(τ)‖(u∇w)(τ)‖L∞dτ
≤ c
∫ t
0
(t− τ)− 12 τ− 12‖u‖L∞t L∞‖σ∇w‖L∞t L∞
≤ c ‖u‖L∞t L∞‖σ∇w‖L∞t L∞ . (3.21)
In order to estimate ‖L(u)‖Y , we have
‖L(u)‖Y = ‖L(u)‖L∞t H1 + ‖∇L(u)‖L2tH1 + ‖σ∇w‖L∞t L∞
: = I6 + I7 + I8, (3.22)
where by applying Lemma 2.3 (2.7) to I5, we have
I6 = ‖L(u)‖L∞t H1 = ‖
∫ t
0
e−t+τ e(t−τ)∆u‖L∞t H1
≤ sup
t>0
∫ t
0
e−t+τ‖u‖H1dτ
≤ c‖u‖L∞t H1 (3.23)
and by applying (2.7) to ∇L(u) = L(∇u) and ∆L(u) = ∇L(∇u) with θ = 0 and
θ = 1, we have
I7 = ‖∇L(u)‖L2tH1 ≤ ‖∇L(u)‖L2tL2 + ‖∇∇L(u)‖L2tL2
≤ ‖L(∇u)‖L2tL2 + ‖∇L(∇u)‖L2tL2
≤ c ‖∇u‖L2tL2 . (3.24)
It remains to estimate I8 = ‖σ∇w‖L∞t L∞ . Recalling the definition of w, we get
I8 = sup
t>0
t
1
2 (1 + t)−
1
2 ‖
∫ t
0
e−t+τ e(t−τ)∆∇udτ‖L∞
≤ c sup
t>0
∫ t
0
e−t+τ (t− τ)− 12 dτ‖u‖L∞t L∞
≤ c ‖u‖L∞t L∞ . (3.25)
Combining (3.13)–(3.25), we prove (3.12) and hence finish the proof.
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Proof of Theorem 1.1: Applying Proposition 3.2, following similar arguments as
in Lemma 2.5 we can prove Theorem 1.2 and hence we omit the details.
Acknowledgmens: Chao Deng is supported by PAPD of Jiangsu Higher Education
Institutions and Jiangsu Normal University under Grant No. 9212112101; He is also
supported by the China Natural Science Foundation under Grant No. 11171357 and
No. 11271166; He would like to express his gratitude to the Applied Mathematics
Department of Colorado University at Boulder for its hospitality. Congming Li is
partially supported by the NSF grants DMS-0908097.
References
[1] A. Blanchet, J. Dolbeault and B. Perthame,Two-dimensional Keller-Segel model:
optimal critical mass and qualitative properties of the solutions, Electron. J. Diff.
Eqns., 44(2006), 1–32.
[2] C. Deng, Global well-posedness of the parabolic-parabolic Keller-Segel model in
Lp(R2)×L∞(R2) and H−1(R2)×H1(R2), preprint.
[3] S. Childress and J.K. Percus, Nonlinear aspects of chemotaxis, Math. Biosci.,
56(1981), 217–237.
[4] S. Childress and J.K. Percus, Chemotactic collapse in two dimensions, Lecture
Notes in Biomathematics, Vol. 55, Springer, Berlin-Heidelberg-New York, pp.
61–66, 1984.
[5] L. Corrias, B. Perthame and H. Zaag, A chemotaxis model motivated by angio-
genesis, C. R. Acad. Sci. paris, Ser. I., 336(2003), 141–146.
[6] L. Corrias, B. Perthame and H. Zaag, Global solutions of some chemotaxis and
angiogenesis systems in high space dimensions, Milan J. Math., 72(2004), 1–28.
[7] J.I. Diaz, T. Nagai and J.M. Rakotoson, Symmetrization techniques on un-
bounded domains: application to a chemotaxis system on Rn, J. Differential
Equations, 145(1998), 156–183.
[8] M. Eisenbach. Chemotaxis, Imperial College Press, London, 2004.
[9] Y. Guo and H.J. Hwang, Pattern formation (I): the Keller-Segel model, J. Dif-
ferential Equations, 249(2010), 1519–1530.
[10] D. Horstmann, From 1970 until present: the Keller-Segel model in chemotaxis
and its consequences I., Jahresber. Dutsch. Math. Ver., 105(2003), 103–165.
[11] S. Ishida and T. Yokota, Global existence of weak solutions to quasilinear de-
generate Keller-Segel system of parabolic-parabolic type with small data, J. Dif-
ferential Equations, 252(2012), 2469–2491.
14
[12] Y. Kagei and Y. Maekawa, On asymptotic behavior of solutions to parabolic
systems modeling chemotaxis, J. Differential Euqtions, 253(2012), 2951–2992.
[13] T. Kato, Strong Lp-solutions of the Navier-Stokes equation in Rm, with appli-
cations to weak solutions, Math. Z., 187(1984), 471–480.
[14] E.F. Keller and L.A. Segel, Initiation of slime mold aggregation viewed as an
instability, J. Theor. Biol., 26(1970), 399- -415.
[15] E.F. Keller and L.A. Segel, Model for chemotaxis, J. Theor. Biol., 30(1971),
225–234.
[16] E.F. Keller and L.A. Segel, Traveling bands of chemotactic bacteria: a theoret-
ical analysis, J. Theor. Biol., 30(1971), 235- -248.
[17] H. Kozono and Y. Sugiyama, Global strong solution to the semi-linear Keller-
Segel system of parabolic-parabolic type with small data in scale invariant spaces,
J. Differential Equations, 247(2009), 1–32.
[18] H. Kozono and Y. Sugiyama, Keller-Segel system of parabolic-parabolic type
with initial data in weak Ln/2 and its application to self-similar solutions, Indiana
Univ. Math. J., 57(2008), 1467–1500.
[19] H. Kozono,Y. Sugiyama and T. Wachi, Existence and uniqueness theorem on
mild solutions to the Keller-Segel system in the scaling invariant space, J. Dif-
ferential Equations, 252(2012), 1213–1228.
[20] P.G. Lemarie´-Rieusset, Recent developments in the Navier-Stokes problem, Re-
search Notes in Mathematics, Chapman & Hall/CRC, 2002.
[21] H.A. Levine and B. D. Sleeman, A system of reaction diffusion equations arising
in the theory of reinforced random walks, SIAM J. Appl. Math., 57(1997), 683–
730.
[22] T. Li, R.H. Pan and K. Zhao, Global dynamics of a chemotaxis model on
bounded domains with large data, SIAM J. Appl. Math., 2011.
[23] T. Li and Z.A. Wang, Asymptotic nonlinear stability of traveling waves to
conservation laws arising from chemotaxis, J. Differential Equations, 250(2011),
1310–1333.
[24] C.S. Lin, W.M. Ni and I. Takagi, Large amplitude stationary solutions to a
chemotaxis system, J. Differential Equations, 72(1998), 1-27.
[25] T. Nagai and T. Ikeda, Traveling waves in a chemotaxis model. J. Math. Biol.,
30(1991), 169–184.
[26] T. Nagai, T. Senba and K. Yoshida, Application of the Trudinger-Moser inequal-
ity to a parabolic system of chemotaxis, Funkcial. Ekvac., 40(1997), 411–433.
15
[27] H. Othmer and A. Stevens, Aggregation, blowup and collapse: the ABCs of
taxis in reinforced random walks, SIAM J. Appl. Math., 57(1997), 1044–1081.
[28] C.S. Patlak, Random walk with persistence and external bias, Bull. Math. Bio-
phys., 15(1953), 311-338.
[29] B.D. Sleeman, M. Ward and J. Wei, Existence, stability, and dynamics of spike
patterns in a chemotaxis model, SIAM J. Appl. Math., 65(2005), 790–817.
[30] T. Triebel, Theory of function spaces, Basel, Birkha¨user, 1983.
[31] Z. A. Wang and T. Hillen, Shock formation in a chemotaxis model, Math. Meth.
Appl. Sci., 31(2008), 45–70.
[32] M. Winkler, Aggresgation vs. global diffusive behavior in the higher-dimensional
Keller-Segel model, J. Differential Equations, 248(2010), 2889–2905.
[33] A. Yagi, Norm behavior of solutions to the parabolic system of chemotaxis,
Math. Japonica, 45(1997), 241–265.
[34] Y. Yang, H. Chen, W. Liu and B.D. Sleeman, The solvability of some chemotaxis
systems, J. Differential Equations, 212(2005), 432–451.
Chao Deng,
Department of Mathematics, Jiangsu Normal University
Email: deng315@yahoo.com.cn
and
Department of Applied Mathematics, Colorado University at Boulder.
Congming Li,
Department of Applied Mathematics, Colorado University at Boulder
Email: cli@colorado.edu
and
Department of Mathematics and MOE-LSC, Shanghai Jiao Tong University.
16
