This paper gives a model of customer choice behavior modeling based on a combination of decision-making processes by applying latent class model based on EM algorithm. This model can apply for the choice problems of multi services and multi brands under various decision-making processes. In addition to the model based on EM algorithm, we tried some conventional models and compared them. The model based on EM algorithm enables us to know what kinds of customers are classified into a certain class. Moreover, we could construct more accuracy model than conventional model and found the existence of two decision-making processes.
INTRODUCTION
The amount of the traffic flowing in the network depends on the number of customers. Therefore the estimation of the number of customers is very important factor in the network design. Generally customer choice behavior modeling is very complicated. These days, customers are faced with a wide range of choice for telecommunications services. This arises from the rapid progress of information and communication technology and the competitive environment. Therefore, customers use various different decisionmaking processes to select a service that provides the features they want. Here, the decision-making process means the order of selection when the customer chooses the service. However, we generally cannot know what kind of decision-making process they are using. In such a situation, we cannot fully express customer choice behavior by using model whose structure is based on a single decision-making process. Therefore, a model that takes into consideration a customer's complicated decision-making processes is needed. Main purpose of this paper is to give customer choice behavior modeling under several decision-making processes because the accuracy of the customer choice behavior modeling gives us more accuracy traffic estimation and service demand estimation.
For this purpose, we use a latent class model using the EM algorithm. We regard a decision-making process as one latent class of EM algorithm. One class model is expressed by the hierarchy structure. In this paper, we explain our model and present results that verify it.
RELATED WORK
The telephone service market is fiercely competitive. Both the telephone service and Internet service markets are changing rapidly as technology progresses. Therefore, it is not always appropriate to forecast service demand by using conventional time series analysis based on measurement data obtained in network management systems. Some researchers have studied markets such as Internet service (Savage and Waldman, 2004; Loomis and Taylor, 2001 ) and telephone services (Fildes and Kumar, 2002; Loomis and Taylor, 1999) . These described to only one service model.
We have proposed the technique of Scenario Simulation (Inoue et al., 2003a; Inoue et al., 2003b; Nishimatsu et al., 2004; Takahashi et al., 2004; Nishi-matsu et al., 2005; Nishimatsu et al., 2006) , which uses customer choice behavior modeling. This modeling (See the appendix A.1) is used to estimate the demand for a service and the amount of traffic that will flow through the network. Therefore, enhancing the accuracy of customer choice behavior modeling is the most important factor in Scenario Simulation.
Usually, we use Discrete Choice Analysis (BenAkiva and Lerman, 1985; Train, 2003) (DCA) to construct a customer choice behavior model. DCA (See the appendix A.2) is the technique derived from the field of traffic engineering and it is applied in various fields. Customer choice behavior modeling for a telecommunications service has been analyzed using DCA Kurosawa et al., 2006) . One reason for the complexity of the telephone market is that a customer can get the features he/she wants by combining multiple services. For example, a customer who wants to use IP telephony may make separate contracts with an Internet access line provider, an Internet service provider (ISP), and an IP telephony provider. This combination of services can more economical for Internet users than using POTS (plain old telephone service). A nested structure can express the priority or the order of selecting. We can consider the priority or the order of selecting as a decision-making process. To solve the problem, customer choice behavior modeling using a nested structure was examined . That examination showed the existence of a decision-making process with a nested structure. The paper concluded that one decision-making process is more appropriate than other models. The research (Ben-Akiva and Gershenfeld, 1998) focused on the combination of optional services. However, customers do not always all use the same decision-making process. Namely, two or more decision-making processes may exist. However, we cannot know which decision-making process a given customer will use. To handle this characteristic, we focused on the EM algorithm. This algorithm complements imperfect data by using expected values obtained through the application of Bayes' theory. That is, posterior probability is used as the expected value. This framework is used for the latent class model. Generally, we cannot know which kind of latent class the customer belongs to. So the EM algorithm obtains the probability of belonging to a class by using an expected value.
In this case study, we verified the accuracy of our model. And we focused on what kinds of customers are classified into a certain class (decision-making process) because the class model has individual variables.
CHOICE MODEL UNDER VARIOUS DECISION-MAKING PROCESSES
We use DCA models in each step of the EM algorithm. There are two types of model. Assume that S decision-making processes exist. Therefore, we consider S decision-making process models P 1 (i|C; β 1 ; x), . . . , P S (i|C; β S ; x). These models represent the probability of service i being chosen from the universal choice set C under decision-making process s (s = 1, . . . , S). Here, x and β s are an explanatory variable vector and a coefficient vector, respectively. Suppose that the number of elements in the universal choice set C is G. That is, there are G combination of the services in the market. One decision-making process corresponds to one nested logit (NL) model (Ben-Akiva and Lerman, 1985; Train, 2003) which is a type of DCA model. This model can capture one decision-making process. This is explained in detail in section 3.2. The other model is a class model π(s; γ; x), where x and γ are the explanatory variable vector and the coefficient vector, respectively. This model gives the probability that a customer belongs to certain decision-making process (class). In this way, we get the probability of service i being chosen from universal choice set C as
The structure of our model is shown in Fig. 1 . This figure assumes that there are three types of decisionmaking processes. 
Class Model
In this section, we define a class model π(s; γ; x) (0 ≤ π(s; γ; x) ≤ 1 and ∑ S s=1 π(s; γ; x) = 1) by using MNL in DCA (See the appendix A.2). The probability π n (s; γ) of customer n using decision-making process s is given by
where x n mean attribute values of customer n. We need the systematic term of utility functions R 1n , . . . , R Sn (corresponding to V in in the appendix A.2). By using these utility functions, we get
Since R sn include individual attributes, we can determine what kind of customers belong to what kind of decision-making process.
Decision-Making Process
This section shows how to construct decision-making process models. We use customer choice results to construct them. That is, customer n chooses a service from choice set C tn , t (1 ≤ t ≤ T n ) times. Then, we defined these explanatory data as x tn (t = 1, . . . , T n ).
Here, the probability P stn (i|C tn ; β s ) of service i being chosen by customer n through decision-making process s is defined as
To express a decision-making process, we need a hierarchal structure like a decision tree because a decision tree can capture the selection order and the correlation among alternatives. Since this NL model has a hierarchical structure representing the decision-making process, it is possible to express the model according to the sequence of selections. Let D s be the depth of the layered structure. A decision-making structure with a depth of 2 is shown in Fig. 2 as an example. A structure with a depth of 3 is shown in Fig. 3 . The service i is included in a certain alternative subsets sequence i ∈ C (1)
For example, as seen in Fig. 2 , when the depth of the decision-making structure is 2 level hierarchy and the error term is EV1, the probability of subset C (1) m 1 stn being chosen from all alternative sets C tn is given by where V
(1)
Here, the nesting coefficients µ s and µ sk 1 are unknown parameters which are greater than 0. These nesting coefficients represent the relationship between a high-level nest and a low-level nest. It is desirable for the relationship between the nesting coefficient and the top nesting coefficient µ s to be like
. At the second layer, the probability that alternative i is chosen from subset C
m 1 stn is given by
. (7) Therefore, the probability that alternative i is chosen from all alternative sets C tn is expressed as
where β s is an unknown parameter vector that appears in all utility functions in the decision-making process s. All nesting coefficients are also contained in unknown parameter vector β s . Moreover, equation (8) is generalized to
In this way, we can substitute (8) or (9) into (4).
Likelihood Function
We can get π n (s; γ) and P stn (i|C tn ; β s ) from (3) and (9), respectively. Therefore, after determining the following probability
we can get equation (1) by using (2) and (4). Then, the maximum likelihood function is defined by
where
Here, z ns is a dummy variable that takes the value 1 or 0. It is 1 when customer n belongs to a given class s and 0 when he/she does not. This value is not an observable variable because we cannot know which kind of decision-making process a customer will use to choose a service. Hence, we solve this problem by using the EM algorithm method. The probability of belonging to this class (decision-making process) is given in section 3.4.
E-Step
Since we do not know what kind of decision-making process a customer uses when he/she selects a service, we replace z ns by an expectation value obtained using Bayes' theory in this E-step (expectation-step). The posterior probability Q n (s) is defined by
Namely, π n ( j; γ) is given as a prior probability while Q n (s) is given as a posterior probability. In the first step, since γ and β are unknown parameter vectors, Q n (s), which is randomly assigned a value between 0 an 1 since it is a probability, is given to every user n. Hence, by replacing z ns by E z [z ns ] = Q n (s), we get the likelihood function as
M-Step
For given log-likelihood function (13), we find values of γ and β that maximize it. From equation (13), the log-likelihood function is composed of S + 1 loglikelihood functions. Since unknown parameters in γ and β are separated for each log-likelihood function, we may maximize these S + 1 log-likelihood functions independently. In this way, we find the maximum solution of the log-likelihood function E z [log L(γ, β; y, z) ]. Letβ andγ be the maximum solutions of the log-likelihood function. When we substituting the obtainedβ andγ into (12), the flow returns to the E-step. In this way, the E-step and M-step are executed repeatedly until the log-likelihood function converges.
CASE STUDY

Menu and Sample
To verify our model, we tested the model with choice data. We used an online questionnaire system to collect choice data, which were related to the choice of telephone company. In February 2005, we asked people which company they would choose and what kind of optional telephone services they would like to use The choices included some basic service attributes such as the monthly telephone service charge, the charge for local calls, and five optional services such as a multiple number service. Optional service charges were presented for each company, and optional services could be selected independently of company choice. Moreover, the choices included two kinds of discounts (Bundle 1 and 2) for combined optional services. There were four representative companies (Companies A, B, C, and D) and five optional services (OP1, . . . , OP5). We classified the types of optional services as follows.
Type 1 No optional services included
Type 2 Non bundling with at least one optional service included Type 3 Bundle 1 discount included Type 4 Bundle 2 discount included Type 5 Bundle 1 and 2 discounts included Thus, there were 4 brands and 5 types of optional service. That is, a customer had a choice of 4 × 5 + 1 = 21 different alternatives. Here, +1 means not using any telephone service. This alternative was named 50. For example, alternative 31 means company C (brand 3) and option type 1 (see Fig. 4 ). Our questionnaire survey received responses from N = 3450 people. Because they answered the questionnaire 2 or 3 times for different conditions, we got ∑ N n=1 T n = 7971 observations. Table 1 shows how many users selected each brand and option type. 'None' means that the customer doesn't select a telephone service. 
Implementation
We performed three types of modeling: MNL, NL, and our EM-algorithm-based model. NL captures a decision-making process such as a sequence of choosing alternatives and a choice criterion by expressing a hierarchical structure. In our case study, we simulated two kinds of NL models. Therefore, we regarded the total number of models as being 4. In the MNL model, the alternatives are at the same level in the hierarchy. That is, there are 21 alternatives at the same level (see Fig. 4 ).
MNL model
NL model 1: choosing optional services first
In this choice model, we assume that a customer chooses an optional service type at level 1 in Fig.  5 . Finally, the customer compares companies. We call this model NL1. The key feature of this model is the nodes for the six types. In this choice model, we assume that a customer chooses a company at level 1 and then chooses the type of optional services at level 2. We call this model NL2. This model is based on the EM algorithm. There are two decision-making processes, that is, this model includes the two above-mentioned nested logit models NL1 and NL2.
Model based on the EM algorithm
We used BIOGEME to estimate the MNL, NL1, and NL2 models. This software is an estimator developed for DCA models (Bierlaire, 2005) . It is splendid software for analyzing DCA models. Moreover, we implemented EM algorithm software to verify our model. This EM algorithm software uses BIOGEME as a core engine for estimation.
Results
The simulation results for the four models are briefly presented below. We mainly used adjusted rho squared ρ 2 to show the validity of each model (see the appendix A.2) and nesting coefficients µ.
Results for MNL Model
In the MNL model, we estimated all 21 alternatives simultaneously. Table 2 shows some of the estimation results obtained with the MNL model. Here, 
Results for NL Models
NL1 and NL2 obtained good signs, the same as those in Table 2 for the MNL model. The difference between the MNL model and the NL models is the nesting coefficient. Tables 3 and 4 show estimated nesting coefficients. The nesting coefficients of NL1 were estimated to be 1 in Table 3 . By the equation (6), we can see that µ 1 = µ 1k 1 (1 ≤ k 1 ≤ 6). This means NL1 model does not have the nodes in Fig. 5 . That is, the NL1 model is regarded as the MNL model. We can also see evidence of this in Table 9 because the ρ 2 of NL1 and MNL are nearly equal. On the other hand, µ 2k 1 (1 ≤ k 1 ≤ 5) are greater than 1. This means the NL2 has the nesting structure. NL1 and NL2 have in inverse relationship, so these results are not strange. Namely, NL2 is more appropriate than NL1.
Results for Model Based on EM Algorithm
The iteration stopped the maximization after 84 EMsteps. The model based on the EM algorithm also obtained good signs, the same as those in Table 2 for the MNL model. This model includes NL1 and NL2 as two decision-making processes. Tables 5 and 6 are the nesting coefficients for the EM algorithm model. Comparing these with the nesting coefficients in Tables 3 and 5, we find that the nesting coefficients of NL1 in the EM algorithm model (Table 5) have values exceeding 1. Although these are not always high values, the EM algorithm model could confirm the existence of the segment of NL1 type decision-making process. 
NL1
NL2 Class share 7.1% 92.9% though we could extract NL1, this was not the dominant decision-making process. The reason why µ 1k 1 of NL1 are close to 1 is derived from same reason. Those who belong to NL1 class are married female, live in condominium, and under some conditions. In addition, the table 8 shows the estimated adjusted rho squared ρ 2 . We can see that ρ 2 in NL1 (0.4448) is higher than ρ 2 (0.6145) in the EM model. This is related to the results in Table 5 . 
CONCLUSION AND FUTURE WORK
We tested our model and confirmed that there exist some decision-making processes. As the result, we were able to confirm the class NL1 by using EM algorithm. The class model was constructed with the model including individual variables. Therefore we could find that what kinds of customers are classified into certain class. The model is expected to be more appropriate model when we construct the model with the larger number of the classes. We think that the adjusted rho squared of the model with EM algorithm did not show much improvement when we assume there are two decision-making processes, because the class model could not classify the customers well. Moreover, the reason why the adjusted rho squared did not take the higher value is that the number of customers using an NL1 type decision-making process could be small. These are future works. We would like to consider a more appropriate model by extracting the dominant decision-making process.
