We present a new calibration of the seven-color Vilnius system in terms of [Fe/H], applicable to F-M stars in the metallicity range −2.8 ≤[Fe/H]≤ +0.5. We employ a purely empirical approach, based on ∼ 1000 calibrating stars with high-resolution spectroscopic abundance determinations. It is shown that the color index P -Y is the best choice for a most accurate and sensitive abundance indicator for both dwarf and giant stars. Using it, [Fe/H] values can be determined with an accuracy of ± 0.12 dex for stars of solar and mildly subsolar metallicity and ±0.17 dex for stars with [Fe/H] < -1. The new calibration is a significant improvement over the previous one used to date.
INTRODUCTION
Metallicity estimation from broad-and intermediate-band photometry is a very practical and efficient means to obtain metal abundances for large samples of faint stars. Such methods are based on the sensitivity of stellar color indices to photospheric abundances over a relatively wide wavelength range. Techniques for deriving metallicity parameters [Fe/H] were developed and are used in a number of photometric systems, e.g., Sloan, uvby, UBV, DDO, etc. The metal abundance sensitivity of the seven-color Vilnius system UPXYZVS was first demonstrated in the papers by Bartkevičius & Straižys (1970a,b) . This system (for its details, see Straižys 1992) includes several color indices in the region ∼ 3200−4800Å, shown to be most effective at differentiating the metallicity effect: U -X, U -Y , P -X, P -Y and X-Y . Later on, Bartkevičius & Sperauskas (1983;  hereafter BS83) calibrated empirically three of the above-quoted color indices in terms of [Fe/H] by using 133 field stars with known values of metallicity, but only half of these stars then had [Fe/H] values from high-dispersion spectroscopy. Their calibration of P -Y and X-Y applies to dwarf stars of spectral types F0-K4 in the metallicity range from +0.5 to −2.5 dex and that of P -X, P -Y and X-Y applies to giant stars of types F8-M4 in the [Fe/H] range from +0.5 to −3.0 dex. The order of accuracy of the BS83 calibration is about ±0.20 dex in [Fe/H].
Since the publication of BS83, a fair amount of observational data have been accumulated, both in the Vilnius system and from high-dispersion spectroscopy. This permits a much-improved recalibration of Vilnius photometry. Such a need has become increasingly important in the light of recent photometric CCD surveys in the Vilnius system, which have substantially increased the quality and volume of photometric data available for the Milky Way clusters and field stars (e.g., Bartašiūtė et al. 2011; Zdanavičius et al. 2011 Zdanavičius et al. , 2012 Straižys et al. 2013) .
We have therefore undertaken a reevaluation of the original BS83 calibration and provide in this paper its updated version which keeps the same empirical approach as that used in BS83 but expands a calibrating sample to include nearly 1000 F-M stars (a seven-fold increase in sample size) with more recent [Fe/H] values from high-dispersion spectra and thus to ensure a better accuracy of metallicity estimation.
The layout of the paper is as follows. In Section 2 we describe the stellar sample and the data used for metallicity calibration. Section 3 describes details of the empirical method used and presents a new calibration for dwarfs and giant stars. In this section we compare the accuracy of the updated and original versions of calibration and discuss their implications. Conclusions and recommendations are summarized in Section 4.
THE SAMPLE
In any attempted metallicity calibration, it is critically important to have an extensive and homogeneous sample of spectroscopically determined abundances for stars for which there are also accurate Vilnius photometric data.
As a source catalog for Vilnius photometry the latest updated version of the General Photometric Catalogue of Stars Observed in the Vilnius System (Kazlauskas 2010) was used, which contains compilations from the published sources for ∼10 000 stars and supersedes the previous catalog by Straižys & Kazlauskas (1993) . Only stars which have both the Hipparcos parallaxes and the metallicity determinations from high-dispersion spectra were extracted from this catalog. Where more than one source was available for a given star, the results of photometry were averaged. If the differences between the values of color indices from different sources exceeded 0.02 mag (in the case of non-variable stars), such averaged color indices were treated as inaccurate and not used in metallicity calibration.
The spectroscopic metallicity determinations were taken from the PASTEL catalog by Soubiran et al. (2010) and its updated version 1 . The catalog supersedes the two previous versions (Cayrel de Strobel et al. 1997 , 2001 ) and provides the most recent compilation of [Fe/H] determinations obtained from detailed analysis of high resolution, high S/N spectra, together with the atmospheric parameters T e and log g, spectral types and bibliographic references. For a small number of stars, [Fe/H] determinations from high-dispersion spectra were found in the very recent literature sources not yet included in the updated PASTEL version (e.g., Afsar et al. 2012) . Since the metallicity determinations in the PASTEL compilations come from a variety of sources it was not possible to claim zero point offsets between the metallicity scales. Therefore, we took from PASTEL the values of [ to authors of [Fe/H] estimates, but only sources after 1990 were used in averaging). In the case of considerable discrepancy in the published values of [Fe/H], mainly because of different effective temperatures assumed, we avoided the inclusion of such stars. We note that metallicity determinations by McWilliam (1990) , given for a large number of G-K giant stars in our sample (272), were found to be systematically by 0.11 dex lower, on average, than those of the many other sources (see, also, a remark on this point by Liu et al. 2007 ). Since the McWilliam stars cover mostly the range [Fe/H] > −0.5, in which the majority of our sample stars had [Fe/H] values from other sources, we did not attempt to tie the abundance scale of this particular source to some known zero-point, but excluded this source from averaging and from further calibration procedures.
The use of the Hipparcos catalog (new reduction, van Leeuwen 2007) allowed us to reliably determine distances to the calibrating stars and to check an assessment of their luminosity classes. The knowledge of accurate distances were critically important to see whether there was the need for correction of colors due to interstellar reddening or not. The stars lying at distances less than 40 pc were assumed to be free of reddening. For stars at greater distances, the values of interstellar reddening were determined using regular techniques of photometric classification in the Vilnius system (see, e.g., Bartkevičius & Lazauskaitė 1996 for the principle of this technique). In the case of nonzero reddening, the colors of stars were dereddened using the color excess ratios taken from Kurilienė & Sūdžius (1974) and Bartkevičius & Sviderskienė (1981) for Population I and II stars, respectively.
A total of 1666 stars were found which have both Vilnius photometry and metallicity estimates from high-dispersion spectra. The M V vs. (Y -V ) 0 diagram for these stars is displayed in Figure 1 . The stars of luminosity class IV (157 stars) and luminosity class II-I (79 stars) are not the subject of current metallicity calibrations and have therefore been omitted from our subsequent analysis, leaving a sample of 805 dwarf stars and 625 giant stars, which cover a range of Y -V color from 0.35 to 1.3, or, spectral classes from F0 to M4. The distributions of these stars by metallicity and the values of interstellar reddening E Y −V are shown in Figure 2 (unshaded histograms). As can be seen from the histograms, the range of metallicities covered is −2.8 ≤ [Fe/H] ≤ +0.4. The overwhelming majority of the dwarfs are nearby and unreddened, whereas a significant fraction of the giants are slightly reddened, having color excesses E Y −V mostly less than 0.05 mag. Very few stars have slightly larger reddening values, but not exceeding 0.10 mag.
Particular attention has been paid to removing unresolved binaries from a sample of calibrating stars, which primarily affect photometric measurements, making the binary system appear brighter and redder. Consequently, certain combinations of primary and secondary stars can give quite highly erroneous photometric estimates of metallicities. We have searched for known spectroscopic binaries by making a prior cross-checking of our sample of dwarf and giant stars with the catalog of spectroscopic binaries by Pourbaix et al. (2004 Pourbaix et al. ( -2009 and with the catalogs of radial velocities by Nidever et al. (2002) , Famaey et al. (2005) and Nordstroem et al. (2004) . Also, the Simbad database and the Hipparcos catalog entries for all of the stars were checked to avoid the inclusion of any double stars. The known binaries and radial-velocity variables comprise 20% and 17% of our subsamples of dwarf and giant stars, respectively. These were excluded from calibration procedures. However, some unrecognized double stars can almost certainly remain in our cleaned sample.
The known variable stars in the sample have been searched by cross-checking with the General Catalog of Variable Stars (Samus et al. 2007 (Samus et al. -2012 ; these constitute 17% of the sample, with nearly one third of them known also as spectroscopic binaries. Only those which were known to exhibit low-level (≤ 0.02 mag) variability were admitted to the final sample to be used in metallicity calibration.
After excluding known binaries, variable stars, carbon and Ba stars (most of which are also spectroscopic binaries) and also stars with less accurate photometry (differences in color indices between different sources ≥ 0.03 mag) or discrepant values of [Fe/H], we retained in our final sample for metallicity calibration 603 dwarfs and 368 giants. Their distributions by [Fe/H] and reddening values E Y −V are shown by shaded histograms in Figure 2 .
METALLICITY CALIBRATIONS

Method
In this paper, we used the same empirical approach as that given in BS83, which is based on the method put forward by Bond (1980) for metallicity calibration of the Strömgren m 1 index. Here, we will only briefly describe the main points of the method.
Line weakening or strengthening due to the effects of metallic lines in stellar atmospheres (line blanketing) can be measured by the color excess δ(CI) defined as the difference between a star's metallicity-sensitive color index CI and the same color index that this star would have if its metallicity were exactly solar ([Fe/H]=0.00); we shall label the latter (CI) n . In a two color diagram with a temperature-dependent color index plotted on the x-axis, δ(CI) is a height of a star's point above (or below) the solar-composition relation. However, we cannot use a simple linear relation between δ(CI) and [Fe/H], since the abundance sensitivity of a color index is not the same for different intervals of effective temperature. This effect is mostly attributable to a progressive increase of line blanketing with decreasing temperature. Instead, a more relevant quantity δ ′ (CI), introduced originally by Bond (1980) , can be used, which was also employed in the calibration by BS83. In a two color diagram, δ ′ (CI) defines the above described excess δ(CI) in units of the distance δ(CI) max between the solar composition relation and the line of some fixed maximal metal-deficiency (CI) max at the same temperature:
where δ(CI) = (CI) n − (CI) and δ(CI) max = (CI) n − (CI) max . Having the values of δ ′ (CI) calculated for a sample of stars with accurate spectroscopic metallicities the remaining step of calibrations is to find a relation between δ ′ (CI) and [Fe/H].
To calculate δ ′ (CI) properly, we need to know the two-color relations defining both the [Fe/H]=0 isoline and the isoline of maximal metal-deficiency. The easiest way would be to use stellar models computed for the Vilnius system. However, despite improvements in theoretical models, it does not appear that the transformations from theoretical to observational colors are yet sufficiently reliable. A comparison in the two-color diagrams of the loci of sequences of real stars with those from a widely used grid of Kurucz (2001) model atmospheres 2 , computed for the Vilnius system, demonstrated that model colors do not adequately match the observational data even in the case solar metallicity stars (see Figures 4 and 6 and remarks in § 3.2 and 3.3). Therefore, we derived the metallicity dependent color shifts δ ′ (CI) empirically, i.e. relying solely on observational data.
As in BS83, we used three types of two-color diagrams,
where P -X, P -Y and X-Y are metallicity indicators and Y -V and Y -S are effective-temperature indicators which are almost insensitive to blanketing. We made no attempt to calibrate the color indices including ultraviolet magnitude, U -X and U -Y , because they are most sensitive to the effects of luminosity. As color indices P -X, P -Y and X-Y are also susceptible to luminosity, the relations between δ ′ (CI) and [Fe/H] were obtained for dwarf and giant stars separately. Before computing δ ′ (CI), the observed color indices were corrected for interstellar reddening, if needed. Throughout this paper, the notations (CI) 0 or CI always denote intrinsic color indices.
As a first step, a standard empirical relation for solar composition stars in the two-color diagrams was defined using our sample stars within ±0.10 dex of the solar [Fe/H]. However, the small number of stars earlier than F2 and later than M0 complicated the determination of the relation near both ends of the spectral range of interest. Therefore we selected from the catalog of Vilnius photometry an additional number of stars with determined (mainly by the BS83 technique) photometric metallicities within ±0.15 dex (a less restricted interval chosen to allow for the effect of errors in photometric [Fe/H] determinations). Since their loci in the two-color diagrams are quite compatible with those of a few solarmetallicity stars, known from high-dispersion spectroscopy (see Figures 4 and 6), we included these additional stars in defining the ends of the relation, which refer to the spectral intervals earlier than F2 (Y -V < 0.4) and later than ∼M0 (Y -V > 0.9 for dwarfs and Y -V > 1.2 for giants).
Next, in the two-color diagrams, the mean line for a maximal metal-deficiency, (CI) max , has to be defined, within which our calibrations should be valid (i.e., [Fe/H] close to -3.0 dex). Since in general we do not have sufficient observational data on extremely metal-poor stars over the entire Y -V color range we are considering, it was not possible to define this line simply as an upper envelope of the points in the two-color diagrams. To overcome this problem, we adopted here the following approach. Since, at a fixed metallicity, δ ′ (CI) should essentially be the same throughout the Y -V color range, the formula (1) can be used to extract the shifts δ(CI) max , and hence to calculate (CI) max , using a mean two-color relation defined for stars of the same metal-deficiency if only its corresponding quantity δ ′ (CI) is known at any (at least one) fixed color Y -V . Therefore, we chose fixed values of Y -V in the regions of the two-color diagrams, where the calibrating stars cover the entire range of [Fe/H], and estimated the empirical dependence of color indices on [Fe/H] as illustrated in Figure 3 . Then, the dependence of each color index considered was extrapolated down to an arbitrary metallicity of −3 dex to yield, at a given Y -V , an estimate of δ(CI) max and, from formula (1), the quantities δ ′ (CI)'s across this range of metallicity. Using the empirical lines drawn in the two-color diagram through the points of stars with closely similar metal-deficiency (e.g., −0.5, −1.2, −1.5, ..., −2.0 dex), or, when the observational data were insufficient, using only segments of such lines, and having the quantities δ ′ (CI) we obtained by formula (1) a set of (CI) max lines, which, in the ideal case, should coincide. Taking their average position in the two-color diagram, the final (CI) max line was constructed over a wide range of Y -V (or Y -S).
The two-color relations defining the [Fe/H]=0 isoline, (CI) n , and the isoline of maximal metal-deficiency, (CI) max , are tabulated in Appendix. The two-color diagrams with these empirical relations are shown in Figures 4 and 6 for dwarfs and giant stars, respectively, and will be briefly discussed in the next two subsections.
Dwarf stars
All the dwarfs in our sample are specifically chosen to be unevolved stars, ensured by the requirement that their Hipparcos-based absolute magnitudes M V should all be within the expected limits of the main sequence ( Figure 1) . We divided the sample stars into five metallicity groups and plotted the two-color diagrams in Figures 4 a,b ,c. All symbols, except for small thin crosses, indicate stars having [Fe/H] estimates from high-dispersion spectra. The heavy continuous line is the mean relation for solar-metallicity stars, drawn through the points representing stars in the range +0.10 ≥ [Fe/H] ≥ −0.10 (solid dots); due to insufficient number of stars of certain spectral types, a number of additional stars which had only photometric metallicity estimates or, in the case when Y -V > 0.75, otherwise classified as normal chemical composition stars, were also included in the fit (these stars are shown as small thin crosses). Thin continuous line is the (CI) max line defined in this paper (see . We did not remove from the plots known binaries and variable stars, therefore part of the scatter within each group may be due to differences other than metallicity.
The rms scatter about each of the three two-color relations defined for solarmetallicity stars of spectral types earlier than K4 (Y -V ≤ 0.75) varies from ±0.02 for P -X and X-Y to ±0.03 for P -Y . For Y -V > 0.75 (spectral types K5-M4), the scatter is larger, ±0.03 for P -X and ±0.04 for X-Y and P -Y . We note that over most of the temperature range considered the defined solar-metallicity relations match quite well the mean relations given by Straižys (1992;  (2001) models computed for the Vilnius system indicates a satisfactory match only in the case of P -Y vs. Y -S diagram. In the P -X vs. Y -V and X-Y vs. Y -V diagrams, model colors are clearly shifted relative to the observational sequences, with the most obvious cases of disagreement occurring in the region of late K and M dwarfs.
From the spread of points denoting subdwarfs it is clearly seen that the maximal deblanketing for the color index P -Y is about twice as large as that for indices P -X and X-Y (notice that in the figures the axes scales also differ twice, but in the opposite sense). The (CI) max lines defined in this paper (thin continuous line in Figures 4 a, b , c) are generally close to those adopted in BS83 (thin dashed line in Figures 4 b,c; for P -X, BS83 gave no calibration), but extend significantly the spectral range covered to later types. However, due to the very few subdwarfs of late K and M types in the sample, the extension of our empirical (CI) max line to the M-type region should be considered as very provisional. Despite the fact that the (CI) max line was constructed in such a way that it should approximately represent a −3.0 dex metallicity, its position in either of the three diagrams differs significantly from the −3.0 dex model curve. It should be noted in this context that the existence of large differences between observed and synthetic Vilnius colors for Kurucz models was earlier shown by Straižys et al. (2002) . At the earlyspectral-type end (A8-F0) of the two-color diagrams, where the lack of subdwarfs in the sample prevented extension of the (CI) max line into this region, this line was extrapolated to the bluest point of the −3.0 dex model curve.
In Figures 5 a,b ,c we plot for the calibrating dwarfs the quantities δ ′ (P -X), δ ′ (P -Y ) and δ ′ (X-Y ) versus [Fe/H] from high-dispersion spectroscopy. The error bars shown in each diagram are estimates of the average standard deviation in the spread in [Fe/H] from multiple determinations (±0.13 dex) and the error of δ ′ (CI), produced by uncertainties in photometry, interstellar-reddening corrections and two-color relations. As it was mentioned in § 2, known binaries and variable stars were excluded from the calibrations. In Figures 5 a,b ,c we plotted these stars (marked by thin crosses) just to illustrate the scatter contributed by the effects of binarity. A few binary stars deviating very significantly on the lower right of the relation are also known as variables of RS CVn and other types. In general, a large fraction of spectroscopic binaries still fall in the region of calibrating stars.
To obtain the equations of δ ′ (CI), [Fe/H] relations, a second-order polynomial was fitted via a least-squares fitting routine, although a major part of the relation, as can be seen in Figures 5 a,b ,c, is actually almost linear. Only near both ends of the metallicity range, [Fe/H]< −1.5 and [Fe/H]> 0, a departure from linearity is obvious, which may indicate a decreased metallicity sensitivity of the color indices. For the metal-rich end of the relation there might also be some other reasons. Polynomial coefficients of the relations and their errors are given in Table 1. A comparison of Figures 5 a,b ,c (see also Table 1) indicates that the calibration of color indices P -X and P -Y is more accurate than that of X-Y . The rms deviations of the standard [Fe/H] values from the fits are ±0.17 dex for X-Y , ±0.15 dex for P -X and only ±0.12 dex for P -Y . This result confirms the conclusion drawn from the earlier investigation by Bartkevičius & Straižys (1970 a) that the color index P -Y shows the largest deblanketing effect and is most suitable for estimating metallicity of subdwarf stars.
As a final estimate of photometric metallicity of dwarfs and subdwarfs, we recommend to use primarily the result based on P -Y or to use an average over the results from P -Y and P -X, weighted in favor of P -Y . The color index X-Y can be used as an additional means of lower weight. The calibration is applicable to dwarf stars of spectral types ∼A8 to M1 (Y -V = 0.30-1.02, or Y -S = 0.55-2.22) and the metallicity range −2.8 ≤ [Fe/H]≤ +0.5. The accuracy of the calibration and a comparison with BS83 will be discussed in § 3.4.
Giant stars
The same procedure, as described in the previous subsection, was repeated for giant stars. The three two-color diagrams, on which our calibrations were based, are displayed in Figures 6 a,b ,c. The diagrams contain the same information as Figures 4 a,b ,c.
As in the case of dwarf stars, the empirical [Fe/H]=0 relations were determined using stars with +0.10 ≥ [Fe/H] ≥ −0.10 from high-dispersion spectra, plus an additional number stars without spectroscopic metallicities (in the figures marked by small thin crosses) to smooth out the very sparse sampling near the ends of the spectral-type range. The standard deviation around these relations is ±0.02 mag. A comparison with the canonical relations for normal chemical composition stars of luminosity class III, given by Straižys (1992 ; Table 68 ), revealed no significant differences.
Model curves from Kurucz's grids for [Fe/H]=0, again, do not satisfactorily match the empirical relations, except for the P -Y vs. Y -S diagram where both curves, theoretical and empirical, show a remarkable coincidence for Y -S < 1.4. The model [Fe/H]=-3.0 line (dash-dot-dot) follows quite closely the empirical (CI) max line (i.e., "-3 dex isoline") in the P -X vs. Y -V diagram, as well as does over the range of spectral types earlier than K3 in the other two diagrams. Our (CI) max lines are very close to those defined in BS83, but are extended to include earlier spectral types. As in the case of dwarf stars, the (CI) max line at the early-spectral-type end was forced to fit the −3.0 dex model curve.
The calibrations of δ ′ (CI) are presented in Figures 7 a,b ,c. The first feature to notice in these figures is the absence of calibrating stars in the region around [Fe/H] = −1 dex. It seems likely that this gap, also obvious in histograms of Figure 2 , or, in the two-color plots in Figure 6 , reflects a paucity of stars around the metallicity separating disk and halo populations rather than a sample bias (this observational fact has long been noted in the literature, see, e.g. Marsakov & Suchkov 1977) . As in similar plots for the dwarf stars, known and suspected binaries (spectroscopic, astrometric, radial-velocity variables) are also plotted for comparison. In this context, it is interesting to note that the points denoting binary stars exhibit much less scatter in the case of δ ′ (P -Y ) (Figure 7 b) compared to that for δ ′ (P -X) and δ ′ (X-Y ) (Figures 7 a,c) . In all three plots we have almost a linear dependence of δ ′ (CI) on [Fe/H], especially in the case of δ ′ (X-Y ), [Fe/H] relation. However, a 2nd-order polynomial fit gives a somewhat better fit to the data (the polynomial coefficients and their errors are given in Table 1) . At low metallicities, the straight line in Figures 7 a,b ,c declines up very slightly, what indicates that reduction in metal content down to nearly −3 dex does not significantly affect the colors of giant stars, or, at least, affects the colors less than those of metal-poor subdwarfs.
The scatter around the defined relations δ ′ (CI), [Fe/H] is ±0.17 dex for P -X, ±0.15 dex for X-Y and only ±0.13 dex for P -Y . As in the case of dwarf stars, the color index P -Y can be most accurately calibrated in terms of [Fe/H]. A somewhat less accurate relation was obtained for P -X and X-Y , but the rms deviations are in general closely the same as in the calibration for dwarf stars. The new calibration for giants is valid in the spectral-type range ∼A8 to M4 (Y -V = 0.30-1.30, or Y -S = 0.60-2.60) and the metallicity range −2.8 ≤ [Fe/H]≤ +0.5. The accuracy of the calibration and a comparison with BS83 will be discussed in the next subsection.
Table 1. Polynomial coefficients of the empirical relations [Fe/H]=
a0 +a1δ ′ (CI)+a2(δ ′ (CI)) 2 for stars of luminosity class V and III. N is the number of stars used in the fits, the errors in the last column are standard deviations from the polynomial fits. 
Comparison to BS 83 and error analysis
In Figures 8 and 9 we compare the differences between [Fe/H] from highdispersion spectroscopy and [Fe/H] determined from old (BS83) and new calibrations for the stars in our sample, plotted as functions of metallicity (left-hand panels) and the temperature-dependent color indices Y -V or Y -S (right-hand panels). The residuals ∆[Fe/H] plotted are in the sense "spectroscopic minus photometric".
Consider first Figure 8 , in which metallicities for stars of luminosity class V are plotted (in BS83, however, P -X calibration for dwarfs was not performed). The different numbers of stars, indicated in the upper (BS83) and lower (our calibration) panels, reflect the fact that BS83 calibration covers a smaller spectral range. The figure shows that, in addition to a larger spread of residuals (∆[Fe/H]∼ ±0.20 dex), the old calibration of P -Y and X-Y systematically overestimates (by ∼0.1 dex, on average) the metallicities over most of the [Fe/H] range. There is also a systematic trend with metallicity in the results from BS83 in the range +0.5 > [Fe/H] > −1.0. By application of the new calibration this systematic trend disappears. Figure 8 is enough to convince one that our revised calibration for dwarfs and subdwarfs has a distinct advantage over that of BS83.
It should be noted, however, that the spread of the residuals between the values from high-dispersion spectroscopy and our photometric values is not the same over the entire range of metallicities. For stars with [Fe/H] > −1, the standard deviation is the same or somewhat smaller than that estimated from the whole sample of calibrating dwarfs and given in Figure 8 or Table 1 . Considering only subdwarfs with [Fe/H] < −1 (87 stars), we estimate rms errors of ±0.15 and ±0.17 dex when using calibrations of P -Y and P -X, respectively, while in the case of X-Y the rms error becomes as large ±0.24 dex (using BS83 calibration, ±0.26 dex).
As an independent check on accuracy of our calibration for dwarf stars of chemical composition close to solar, including an estimate of the photometric metallicity zero-point error, we applied the new calibration for the Hyades dwarfs, for which Vilnius photometry was available. Considering a set 54 stars (excluding known spectroscopic binaries), we find an average of [Fe/H] = +0.10 ± 0.01 with a dispersion of ±0.11 dex from the P -Y colors and [Fe/H] = +0.13 ± 0.02 (s.d. = ±0.15) from P -X. The less accurate calibration of X-Y gives for the Hyades an average of +0.10 ± 0.03 (s.d. = ±0.21) dex. The average photometric metallicity values are consistent with spectroscopic estimates in the literature (e.g., Paulson et al. (2003) from a differential abundance analysis of Hyades F-K dwarfs give [Fe/H] = +0.13 ± 0.01, s.d. = ±0.05). We can therefore conclude that our new calibration seems to reproduce [Fe/H] values for dwarfs of near-solar metallicity without a zero-point offset.
Let us now consider Figure 9 , where comparisons are made for stars of luminosity class III. The most important feature to notice in this figure is the slope in the region +0.5 > [Fe/H] > −1.0, most pronounced in the distribution of points from P -X and X-Y calibrations. It shows that both photometric calibrations, old and new, systematically underestimate metallicities for giant stars with [Fe/H]> 0.0 and overestimates in the range −0.2 > [Fe/H] > −1.0. It is not easy to find an explanation for this discrepancy between spectroscopic and photometric [Fe/H]. We can suggest that at least one of the sources lies in the dependence of the color indices P -X and X-Y on C and N abundances. The Vilnius passbands P , X and Y include, in the case of late-type giants of chemical composition close to solar, rather many C 2 , CH and CN molecular bands. Therefore, the corresponding color indices can predominantly be affected by the combined effect of abundances of Fe and C (and its compounds) rather than by the pure Fe abundance against which they were calibrated.
A comparison with BS83 shows that the new calibration of the color index P -X shows no appreciable improvement however. In the case of P -Y and X-Y , our calibration has removed the systematic differences which are apparent in the 'BS83' metallicity values for metal-deficient giants with [Fe/H] < −1. For the latter stars, the new calibration of P -Y and X-Y reproduces [Fe/H] values to within ±0.17 and ±0.18 dex, respectively, while for giants with [Fe/H] > −1 the rms differences from spectroscopic values become as small as ±0.12 and ±0.13 dex, respectively. In this metallicity range, P -X gives also satisfactory results, ±0.15 dex, but for [Fe/H] < −1, our calibration of P -X can reproduce [Fe/H] values only to within ±0.25 dex (using old calibration, to ±0.27 dex).
CONCLUDING REMARKS
For deriving metallicities from Vilnius photometry the revised empirical calibration presented here should be used, rather than the previous empirical calibration by BS83. The new calibration, based on the color indices P -X, P -Y and X-Y , is applicable to dwarf and giant stars of spectral types F-M in the metallicity range −2.8 ≤ [Fe/H]≤ +0.5. Both for dwarfs and giants, the color index P -Y should be regarded as the most accurate and sensitive metallicity indicator. Using P -Y , [Fe/H] values can be determined with an accuracy of ±0.12 dex for stars of solar and mildly sub-solar metallicity and ±0.17 dex for stars with [Fe/H] < −1.
In the latter metallicity range, a more reliable estimate of photometric metallicities would be an average over the results from P -X and P -Y for dwarf stars and from P -Y and X-Y for giant stars, weighted, in either case, in favor of P -Y . For [Fe/H] > −1, all of the three color indices can be used, giving them proper weights.
We made no attempt to calibrate Vilnius color indices for stars of luminosity class IV. Subgiants in our initial sample were not numerous (a total of 157 stars), and among them only eight stars have [Fe/H] < −1. Instead, we would recommend for deriving their metallicities the so-called 'comparison' method, described in detail and applied by Bartkevičius & Lazauskaitė (1996 . The principle of the method is to find from an extended data bank a set of standard stars having closely the same intrinsic color indices (or the same reddening-free parameters Q) as a star of interest and, then, to ascribe to the latter the values of [Fe/H] (and other physical parameters), averaged over the extracted set standard stars. To check the validity of this approach, we compiled a data bank of 1666 stars from our sample, all with standard spectroscopic values of [Fe/H], and determined by the 'comparison' method their metallicities. The differences from the standard [Fe/H] values were found to be ±0.16 dex for dwarfs, ±0.19 dex for subgiants and ±0.25 dex for subdwarfs and all giants. Although of lower accuracy than the new calibration, the 'comparison' method has two advantages. One is that it does not necessarily require dereddening of color indices, once the reddeningfree parameters Q can be used instead of intrinsic colors. Another advantage is that it allows us to derive photometric metallicity of binary stars if a data bank of standards contains a sufficient variety of binaries. For 272 binary stars in our sample, for example, the metallicities derived by the 'comparison' method have a rms difference from spectroscopic values of only ±0.20 dex.
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Appendix. The two-color relations defining the [Fe/H]=0 isoline, (CI)n, and the isoline of maximal metal-deficiency, (CI)m. Table A1 . P -Y vs. Y -S relations for luminosity class V. Table A2 . P -Y vs. Y -S relations for luminosity class III. Table A3 . P -X vs. Y -V and X-Y vs. Y -V relations for luminosity class V.
Y -V (P -X)n (P -X)m (X-Y )n (X-Y )m Y -V (P -X)n (P -X)m (X-Y ) rlapn Table A4 . P -X vs. Y -V and X-Y vs. Y -V relations for luminosity class III.
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