Fluorescence microscopy setup
Fluorescence imaging was carried out on an inverted Nikon Eclipse Ti microscope (Nikon Instruments) with the Perfect Focus System, applying an objective-type TIRF configuration using a Nikon TIRF illuminator with an oilimmersion objective (CFI Apo TIRF 100x, numerical aperture (NA) 1.49). Laser excitation with a 561 nm laser (200 mW, Coherent Sapphire) was passed through a clean-up filter (ZET561/10, Chroma Technology), and coupled into the microscope using a beam splitter (ZT488rdc/ZT561rdc/ZT640rdc, Chroma Technology). Fluorescence light was spectrally filtered with emission filter (ET60050m, Chroma Technology). Super-resolution movies were recorded with either an electron multiplying charge-coupled device (EMCCD, used without EM gain option) camera (iXon X3 DU-897, Andor Technologies) or a scientific CMOS (sCMOS) camera (Zyla 4.2, Andor Technologies).
Simulation of microscopy dataset
Simulation of microscopy datasets was performed with custom-written MATLAB software for Fig. 1, 3 and Supplementary Fig. 3 , with realistic parameters determined from fluorescence microscopy experiments, including image and pixel sizes, camera conversion factor and noise level, fluorophore photon emission rate and imaging background noise. Stochastic and independent blinking kinetics was simulated for all images apart from the first two blinking requirement tests in Supplementary Fig. 3 . Intensity distributions from single-molecule blinking events were generated with finite pixel approximation of Gaussian profiles, and corrupted with Poisson noise and Gaussian background and readout noise. See Supplementary Method 2 for more details.
Imaging quality characterisation for three blinking requirements For blinking requirement 1: Photon count was calculated by converting camera counts to photons using camera manufacture provided conversion factor. Localisation precision was characterised with two methods. Distance between adjacent-frame localisations (DAFL) was calculated for pairs of localisations that originated from the same blinking events but were separated into two adjacent frames; the distribution of all distances between the pairs were fitted to the theoretical distribution function and localisation precision was determined from the fit. Gaussian fitting uncertainty reports the Cramer-Rao lower bound (CRLB) for 2D Gaussian fitting for each localisation 40 .
For blinking requirement 2: Number of blinking events was calculated for each imaging target from the singlemolecule blinking time trace, by counting the number of on-off switchings within the time trace. Target signal-tonoise ratio (tSNR) was calculated for each pair of neighbouring targets, by either automatically or manually selecting a region of interest enclosing both targets, and computing the localisation distribution along the axis connecting both targets; two-peak Gaussian fitting was performed and the peak-to-valley distance and residual noise was used as signal and noise.
For blinking requirement 3: Blinking duty cycle was calculated for each structure from the structure's blinking time trace, by calculation of characteristic on-time and off-time respectively, which were calculated by fitting the cumulative distribution of all on-and off-times of and between blinking events to expected distribution functions. False localisations were determined from abnormally high photon count by a photon count threshold (2σ above mean photon count). Effective localisations for the simulations were determined by a distance cutoff between the localised position and the simulated (true) positions with a 3σ threshold.
For each 10 nm comparison structure under each imaging condition, the corresponding technical requirement was measured using the methods described above. In addition, a projection histogram from the marked region in the image was generated, and fit to a multi-peak Gaussian distribution.
See Supplementary Fig. 3 and Supplementary Method 3 for more details regarding these methods.
DNA origami design and self-assembly
All DNA origami nanostructures were designed with the caDNAno software 41 , and were based on a twist-corrected variant of the rectangular structure 34 (see Supplementary Tables S1-S5 for sequence details). DNA origami structures used as imaging standards with specific dimensions (20 nm square grid and 5 nm triangular grid) were designed based on length measurements from AFM. Eight staple strands were biotin-modified for surface fixation. Drift marker structures used in the 20 nm comparison pattern experiments were folded with DNA-PAINT extension on all possible staple strands. Staple strands used as imaging targets were extended with DNA-PAINT docking sequences (7-10 nt in length), with one or two thymine base(s) spacer. See Supplementary Figs. 3-5 for more details.
DNA origami 20 nm square grid structures were self-assembled in a one-pot annealing reaction with 50 µl total volume, containing 10 nM scaffold strand (m13mp18), 100 nM unmodified staple strands, 120 nM biotin-modified strands and 1 µM strands with DNA-PAINT extensions in DNA origami folding buffer. Drift markers for 20 nm grid image were self-assembled with 400 nM of all staple strands with DNA-PAINT extensions. The 10 nm comparison patterns, 5 nm grid and "Wyss!" pattern structures were self-assembled with 500 nM biotin-modified staple strands and 1 µM staple strands with DNA-PAINT extensions. The three-colour 5 nm grid structure was selfassembled with 120 nM biotin-modified staple strands and 1 µM staple strands with DNA-PAINT extensions. For 20 nm square grid and 10 nm comparison pattern structures, the solution was annealed with a thermal ramp cooling from 90˚C to 25˚C over the course of 75 min. For 5nm grid and "Wyss!" pattern structures, the solution was annealed with a thermal ramp cooling from 90˚C to 20˚C over the course of 3 hours, for the three-colour 20 nm grid and 5 nm grid structures, the solution was annealed with a thermal ramp cooling from 90˚C to 20˚C over the course of 72 hours.
Self-assembled DNA origami structures were characterised and purified (except for the 20 nm square grid structures) by agarose gel electrophoresis (2% agarose, 0.5× TBE, 10 mM MgCl 2 , 0.5× SybrSafe pre-stain) at 4.5 V/cm for 1.5 h. For purification, gel bands were cut, crushed and filled into a Freeze 'N Squeeze column and spun for 10 min at 800 g at 4˚C.
DNA-PAINT sample preparation and imaging
DNA-PAINT sample preparation was performed in custom-constructed flow chambers between a piece of coverslip and a glass slide, or on the commercial ibidi flow chamber slide. Sample structures were fixed on the surface via biotin-streptavidin-biotin bridge, by serially flowing in BSA-biotin (1.0 mg/ml), streptavidin(0.5 mg/ml) and biotinlabelled samples. Sample concentration was calibrated for different structure and imager combinations to make sure that similar numbers of blinking events are detected per camera frame. The flow chamber was filled with imaging buffer (appropriate concentration of dye-labelled imager strand, in buffer TP) and incubated for 10 min before imaging. For imaging with custom-constructed flow chambers, the flow chamber was sealed with epoxy glue before imaging.
See Supplementary Method 4 for flow chamber protocol details and Supplementary Table S6 for imaging sequences.
Exchange-PAINT imaging for the three-colour samples was performed based on protocol adapted from our previous work 10 . In brief, DNA origami sample was prepared in ibidi flow chamber, and buffer exchange was performed by serially flowing in 400 µl of buffer B and then 200 µl of the next imaging buffer into the imaging chamber.
DNA-PAINT super-resolution imaging
DNA-PAINT super-resolution movies for the 10 nm standard patterns were captured with 5 Hz camera frame rate (200 ms per frame) time for all images. Laser power was varied from 0.3 kW/cm 2 to 1.0 kW/cm 2 laser intensity before and after meeting requirement (1). Imaging length was varied from 2,500 to 12,500 frames, before and after meeting requirement (2), and to 40,000 frames after meeting requirement (3). Imager concentration was varied from 20 nM to 5 nM, before and after meeting requirement (3). DNA-PAINT movies for the "best condition" 10 nm standard patterns was captured with 250 ms frame time for (b) and (c), 400 ms for (d); 30,000 total imaging frames for (b) and (c), 50,000 frames for (d); 15 nM imager concentration for (b) and (c), and 5 nM for (d), and 1.0 kW/cm 2 laser intensity for all images. DNA-PAINT movies for the 20 nm grid images were captured with with 3.3 Hz camera frame rate (300 ms per frame), with 1.0 kW/cm 2 laser intensity, and 3 nM of dye-labelled imager strand for 30,000 frames. DNA-PAINT movies for the 5 nm grid images were captured with 2.5 Hz camera frame rate (400 ms per frame), with 1.0 kW/cm 2 laser intensity, and 1 nM of dye-labelled imager strand for 40,000 frames. DNA-PAINT movie for "Wyss!" pattern was captured with 2 Hz (500 ms) and 0.4 nM imager strand concentration for 100,000 frames. DNA-PAINT movie for the three-colour 5 nm grid was captured with 2.5 Hz (400 ms) and 2-3 nM imager strand concentration, and 20,000 frames per colour.
Additional drift markers were supplemented for some images. For the 10 nm two-targets structure, additional drift markers with DNA-PAINT docking extensions on all strands were used. For the 5 nm grid and "Wyss!" pattern images, additional drift markers of 20 nm grid structures were used. For the three-colour 5 nm grid images, additional dual-purpose drift and alignment markers of three-colour 20 nm grid structures were used.
Super-resolution data processing and image analysis
DNA-PAINT super-resolution movies were processed with custom-written MATLAB software. In general, images were processed and analysed in three steps, spot detection and localisation, drift correction, super-resolution rendering and quality analysis. Spot detection and localisation was performed with an efficient and accurate Gaussian fitting algorithms as reported in Smith et al. 2010 40 . For the 10 nm comparison pattern images, drift correction was performed with simple trace averaging only. For the 20 nm grid, 5 nm grid, "Wyss!" pattern and three-colour 5 nm grid images, drift correction was performed with simple trace averaging followed by templated and geometry-templated drift correction methods with the 20 nm grid markers, as described in sections below. For the three-colour 5 nm grid images, alignment across different channels was performed following drift correction procedures, with the same three-colour 20 nm grid dual-purpose markers, as described in sections below. Imaging quality was characterised separately for each of the three DMI requirements and for the final super-rendered image, by a variety of methods, as described in sections below. Final super-resolution images were rendered with Gaussian blurring, with standard deviation set to estimated localisation precision. A simplified version of the software processing suite can be obtained at http://molecular-systems.net/software/ or http://www.dmi-imaging.net/. See Supplementary Methods 5 and 6 for more details.
DNA nanostructure-based drift correction
Drift compensation based on DNA origami marker structures was performed in the following steps. First, we selected either automatically or manually a pool of isolated structures as drift markers (either the 20 nm grid markers, all-modified drift markers, or the samples themselves), and took a simple trace average of their blinking time traces as the drift correction trace. This was the only drift correction method used for the 10 nm comparison patterns images. For the 20 nm grid, 5 nm grid, "Wyss!" pattern and the three-colour 5 nm grid samples, templated drift correction and geometry-templated drift correction methods was then performed with the aid of 20 nm origami grids, in a frame-by-frame manner. For each frame, the algorithm identified all localisations and assigned an offset vector to each of the localisations to be used for averaging. A photon-weighted global average of all calculated offset vectors was used for drift correction of the current frame. In templated drift correction method, the offset vector was determined from the localisation position to the target site position, as determined by a local 2D Gaussian fitting of all localisations originated from that target; in geometry-templated drift correction method, the offset vector was determined from the localisation position to the regular 20 nm grid-fitted target position, instead of the Gaussian-fitted target position. The remaining drift in the corrected images were estimated by comparing the maximally allowed imaging resolution (measured by DAFL localisation precision), and the measured imaging resolution (either by Gaussian fitting of single-particle averaged image, or by TLS method, see below), using the quadratic sum principle. It is important to note that, in producing the 5 nm grid, the "Wyss!" pattern, and the threecolour 5 nm grid images, no prior information about the samples structures were used for the templated and geometry-templated drift correction procedures. See Supplementary Method 5.2 for more details.
Imaging quality characterisation for super-rendered images
Imaging resolution for super-rendered images was characterised with a few methods. Target localisation spread (TLS) was calculated by overlaying the localisation cloud for all separable targets on top of each other, aligned by centre of mass position, and measuring the standard deviation of the overlaid cloud of localisations; the FWHM value was reported as the resolution estimate. Fourier ring correlation (FRC) was calculated by splitting the image into two independent halves, by cutting super-resolution movie stack into sections of ~100 frame and arbitrarily assigning half of the sections to each; spatial frequency correlation between their respective 2D FFT spectra was calculated and the crossover point with the noise-based 2σ threshold curve was reported as supported imaging resolution. See Supplementary Method 6.1 for more details.
Single-particle class averaging analysis
Single-particle averaging analysis was carried out with the EMAN2 software package (version 2.0). Images of individual particles were automatically selected and super-rendered with pixel size set to less than localisation precision in custom MATLAB program and processed with reference free class averaging functionality in EMAN2 (e2refine2d), and allowing only rotational and translational transformations during alignment. A number of particles were used for the averaging (N = 700 for 20 nm square lattice, N = 25 for 5 nm grid standard, N = 85 for the "Wyss!" pattern), and from each session the most representative class average image was selected as the final result. See Supplementary Method 6.2 for more details.
