Emotion Recognition in Speech with Latent Discriminative Representations Learning by Han, Jing et al.
ACTA ACUSTICA UNITED WITH ACUSTICA
Vol. 104 (2018) 737 – 740
DOI 10.3813/AAA.919214
Emotion Recognition in Speech with Latent
Discriminative Representations Learning
Jing Han1), Zixing Zhang2), Gil Keren1), Björn Schuller1,2)
1) ZD.B Chair of Embedded Intelligence for Health Care and Wellbeing, University of Augsburg,
Germany. jing.han@informatik.uni-augsburg.de
2) Group on Language, Audio & Music, Imperial College London, UK
Summary
Despite significant recent advances in the field of affective computing, learning meaningful representations for
emotion recognition remains quite challenging. In this paper, we propose a novel feature learning approach named
Latent Discriminative Representation (LDR) learning for speech emotion recognition. Unlike most existing hand-
crafted features designed for specific applications or features learnt by a standard neural network, the proposed
learning method incorporates an additional training objective in order to learn better representations of the task
of interest. To this end, we group the training samples into sets of triplets, satisfying that the second member
in each triplet comes from the same class as the first and that the third member comes from a dif ferent class
than the first. In the training pr ocess, we maximise the distance of the samples from different classes in the
latent representation space, while we minimise the distance for samples from the same class. To evaluate the
effectiveness of LDR, we perform extensive experiments on the widely used database IEMOCAP, and find that
the LDR improves performance over the standard neural network training procedure.
© 2018 The Author(s). Published by S. Hirzel Verlag · EAA. This is an open access article under the terms of the
Creative Commons Attribution (CC BY 4.0) license (https://creativecommons.org/licenses/by/4.0/).
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1. Introduction
Over the past few decades, massive efforts have been made
to extract hand-crafted acoustic features that can cap-
ture relevant information for specific tasks. For instance,
cochleagram-based features have been applied to recog-
nise emotional vocalisations of canine [1], whereas emo-
tional articulatory changes have been shown to be the most
effective features to distinguish happiness from anger [2].
However, in most cases, appropriate and strong domain
knowledge is required to design a suitable feature set for
tasks at hand. To address this limitation, a large variety
of methods emerged recently to use neural networks for
learning more generic representations directly from the
raw data, such as Convolutional Neural Networks and Re-
current Neural Networks (RNNs).
Moreover, learning meaningful representations is an
important task for Speech Emotion Recognition (SER)
where specific domain knowledge is rather vital. Recently,
various methods have been proposed to design an ap-
propriate representation of the speech data for promis-
ing SER performance, such as autoencoder-based meth-
ods, shared-hidden-layer-based representation learning,
Received 20 June 2018,
accepted 4 September 2018,
published online 12 September 2018.
and deep spectrum features. While these methods have
produced useful representations for SER, none have ex-
plicitly utilised training strategies to elicit semantic struc-
ture in the latent representation space. Contrary to these
works, we propose taking the supervisory information in
form of class labels into consideration during training,
to preserve semantic structure of the data while learn-
ing the representations. To this end, we present a feature
learning paradigm called Latent Discriminative Represen-
tation (LDR) learning. To preserve semantic structure of
the data, we maximise the diversity of training samples
belonging to various classes, while retaining the similarity
of training samples within the same class. With this goal,
LDR learning can be deemed as an optimisation problem
of pairwise relation based loss function, where the seman-
tic relation can be incorporated into the similarity and dis-
similarity among pairs of instances. As a consequence, this
could provide a latent discriminative learnt feature-space
to ameliorate the classification performance. In this work,
experiments are carried out to generate LDR features from
hand-crafted features for SER on the IEMOCAP database,
and results show that our proposed LDR features yield per-
formance improvement over the traditional hand-crafted
features.
© 2018 The Author(s). Published by S. Hirzel Verlag · EAA.
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2. Related Work
Recently, the Deep Structured Semantic Model (DSSM)
[3] has been investigated and achieved appealing perfor-
mances for many text processing tasks. In DSSM, vec-
tor representations are generated in a continuous seman-
tic space where semantic similarity of two text strings can
be modelled. Specifically, strings are projected into a low-
dimensional space in which the relevance of two strings
can be indicated easily as the cosine similarity between
their semantic representations. Motivated by the success of
DSSM, this work advocates to generate a latent discrimi-
native feature space in which the semantic relationship can
be estimated by distance in the learnt space.
Our proposed learning method is further closely related
to triplet networks [4] that have been leveraged to learn
useful semantic representations in computer vision tasks,
by distinguishing similar and dissimilar pairs of training
instances. In the related field of acoustic signal processing,
however, only a few works have been reported towards this
direction very recently. In [5], a triplet loss function was
employed to project i-vectors into a space that better sep-
arates speakers in terms of cosine similarity, using a sim-
ple feed-forward neural network. Similar work has been
done in [6]. Overall, one may notice that these methods
are mainly applied to speaker embedding and verification,
which differ from our framework that is particularly de-
signed for emotion prediction.
3. Methodology
The overview of the latent discriminative representation
learning scheme is shown in Figure 1. The original feature
vector x is fed into a Deep Neural Network (DNN) with
multiple hidden layers to generate the corresponding LDR
l, i. e., the output from the representation layer of the net-
work. The procedure can be denoted by f (x) ∈ RK , mean-
ing that it embeds the vector x into aK-dimensional space.
When training, to enforce instances from the same class to
be closer in representation space as well as retaining the
different classes a larger distance, we propose to use a set
of three instances from the training set as an input triplet
for each run of training. In what follows, we describe the
LDR learning approach in detail, using the annotation il-
lustrated in Figure 1. In the figure, the network is unfolded
three times and placed in parallel for a better view and ex-
planation.
Formally, given a set of triplets τ = {τi}ni=1, and τi =
{xi, x+i , x−i }, where xi and x+i (denoted as a positive pair)
are from the same class, and xi and x−i (denoted as a neg-
ative pair) belonging to different classes, our target is to
learn a mapping to a latent representation space where xi
is more similar (or closer) to x+i than to x
−
i . processing in-
stances in τ, the latent feature representations li, l+i , and l
−
i
can be obtained from the representation layer for xi, x+i ,
and x−i , respectively. Based on these, the distance of the
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Figure 1. Framework for learning latent discriminative represen-
tations. For each training instance xi, x+i indicates a randomly
selected instance in the same category as for xi; x−i indicates an-
other randomly selected instance from a different category; D+i
and D−i respectively denote the distances between the two latent
representations learnt from the instances with the same or differ-
ent categories.
D−i = li − l−i 2 = f (xi) − f (x
−
i ) 2 , (2)
where · 2 denotes the Euclidean distance between the
two LDRs in a pair.
In training, the model parameters are estimated to en-
courage instances with the same label to approach each
other and instances with different labels to be apart from
each other. Equivalently, the objective of the target prob-
lem can be deemed as decreasing D+i and meanwhile in-
creasing D−i over all triplets. For this purpose, we try to
minimise the loss function that is defined as
LΛ = bd, (3)
where
d = D+i −D−i , (4)
d indicates the discrepancy between the positive and neg-
ative pairs, b is a predefined base of the exponential func-
tion (b > 1 to ensure exponential growth), and Λ denotes
the trainable parameters of the network. Since LΛ is dif-
ferentiable with respect to Λ, the loss function in Equation
(3) can be readily integrated in back propagation in neural
networks.
Here, in contrast to taking merely the discrepancy d
as the objective, in Equation (3) the exponential func-
tion is introduced. The underlying rationale is that we aim
to learn more useful representations, by giving different
triplets various emphasis mainly depending on the diffi-
culty of distinguishing contents of the triplet in the learnt
space. In other words, instead of paying equal attention to
each triplet during training, attentions are of exponential
growth with respect to d. Mathematically, when there is a
large discrepancy d, it results in an even larger gradient of
LΛ to update the network; if d is small, the network up-
dates its weights only slightly. Therefore, emphasis is par-
ticularly placed to enforce the representation learning to
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facilitate difficult and ambiguous triplets, including cases
when l−i is close to li, when l
+
i is far from li, or in cases
when li is closer to l−i than t is to l
+
i . As a result, the model
learns to project the original features into a latent space
where the intra-class feature distance is smaller compar-
ing with the inter-class feature distance. Once training is
completed, a new instance xt can be fed into the trained
network to generate its corresponding LDR feature lt for
further processing.
Additionally, the learning scheme can be extended to
further concern relative distance differences in a multi-
class scenario where we can apply tuples of n + 1 for n-
class classification in place of triplets. That is, one posi-
tive pair and another n− 1 negative pair of samples can be
formed for each training sample. Then, Equation (4) needs
to be adjusted to take all discrepancies into account. This
will lead to an embedding space that may achieve even
better classification performance compared with the triplet
loss. However, when the number of the total categories is
large, it may result in a high computational requirement.
In this work, we focus our analysis on triplets for the sake
of reducing the computational complexity.
Furthermore, it is worth noting that the proposed LDR
learning scheme can be applied to different DNN struc-
tures for specific tasks. In this work, we focus on SER and
utilise RNNs with Long Short-Term Memory cells as they
were found to yield good overall performance in SER [7].
4. Experiments
In this section, we implement and evaluate our approach
for speech emotion classification.
4.1. Dataset and Features
To validate the proposed paradigm, we used the Inter-
active Emotional dyadic MOtion CAPture (IEMOCAP)
database, which contains approximately 12 hours of recor-
dings from five pairs of experienced actors [8]. The recor-
dings were then segmented into utterances and further an-
notated both in nine categorical emotions (anger, sadness,
happiness, disgust, fear, surprise, frustration, excitement
and neutral states) and in two dimensional aspects, i. e.,
activation and valence, on a five-point scale. In this work,
we divided the dataset into three speaker independent par-
titions, i. e., 6 319 for training, 1 811 for development, and
1 819 for test.
To extract acoustic features from the segments, the
openSMILE toolkit was used to extract a minimalistic
expert-knowledge based feature set, i. e., eGeMAPS [9],
which contains 88 statistical features calculated by apply-
ing various functionals over 23 Low-Level Descriptors.
4.2. Implementation Details
For activation and valence, to keep in line with other works
in the literature [10, 11], we projected the five-point scale
for dimensional labels into three-points. For the emotional
state, we only considered four categories, i. e., happiness,
sadness, anger, and neutral, since all other categories ap-
pear very sparsely in the dataset. We firstly carried out
the baseline experiments, where a classifier was trained on
the original hand-crafted feature sets (cf. Section 4.1) for
each task (i. e., activation, valence, or emotion), separately.
Specifically, we used a linear Support Vector Machine
(SVM) and a RNN, mainly due to their widespread usage
and appealing performance achieved in emotion recogni-
tion [7]. For SVM, the complexity of the SVM was opti-
mised on the development set via searching between .0001
and 5. Similarly, for the RNN, the structure was deter-
mined on the best performance achieved on the develop-
ment set via a grid search over [1, 2, 3, 4, 5] recurrent
layers and [250, 500, 1000, 2000] hidden units per layer.
When training neural networks, the weights were updated
for every minibatch of 64 instances, and performance was
evaluated on the development set for every 50 iterations
within a maximum of 10000 iterations, that were enough
to reach convergence.
To learn the LDR model, we fed the original features
into another RNN, which was trained by the proposed
training strategy as described in Section 3. For the sake
of simplicity, we kept each hidden layer and the represen-
tation layer with the same number of hidden units. Again,
the structure of this network was optimised on the devel-
opment set by a grid search over [1, 2, 3, 4, 5] for the num-
ber of recurrent layers and [250, 500, 1000, 2000] for the
number of hidden units per layer. Additionally, the RNN
was trained with an Adam optimiser with an initial learn-
ing rate of 10−4.
Finally, to measure the performance of the systems, we
utilised the frequently used metrics of F1 and Unweighted
Average Recall (UAR – the sum of classwise recall di-
vided by the number of classes) for SER.
4.3. Results and Discussion
For our experiments, we conducted three prediction tasks,
i. e., activation, valence, and emotion classifications on au-
dio signals. In all these experimental scenarios, Table I
presents the performance of the models using the origi-
nal features or the learnt LDRs, on both the development
and test set. From the table, we can observe that the learnt
LDRs outperform the traditional hand-crafted features in
most of the scenarios measured by F1 or UAR. More
specifically, for activation prediction, compared with the
original hand-crafted features, LDRs yield higher F1 and
UAR on both the development and test sets. Similar obser-
vations can be made for both valence and emotion predic-
tions.
Additionally, comparing the performance achieved by
LDR-SVM and LDR-RNN on the test set, it is noticed
that, LDR-RNN performs better than LDR-SVM when
predicting activation and valence. In contrast, LDR-SVM
performs better when predicting emotion. Similar observa-
tions can be perceived on corresponding baselines. These
experimental results may indicate that, the proposed latent
discriminative representation learning method is plausible
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Table I. Performance comparison (F1 and UAR) between the
proposed Latent Discriminative Representations (LDR) and tra-
ditional hand-crafted features on the development and the test
partitions, by using SVM or RNN for activation, valence, and
emotion predictions, respectively, based on audio signals. Results
that obtain the best performance are highlighted.
dev test





n SVM 57.4 52.1 52.0 50.5
LDR-SVM 58.9 53.8 56.3 54.6
RNN 57.6 53.2 57.8 53.1




e SVM 54.2 52.9 50.5 49.8
LDR-SVM 56.7 55.1 52.8 51.6
RNN 57.0 55.3 51.8 51.0




n SVM 57.8 60.3 51.7 55.0
LDR-SVM 59.8 61.5 53.9 56.5
RNN 56.2 59.0 50.7 54.5
LDR-RNN 56.8 58.9 52.6 55.2
to promote performances further when an appropriate clas-
sifier is firstly selected for the task at hand.
5. Conclusion
We have presented a latent discriminative representation
learning framework to learn discriminative feature repre-
sentations for speech emotion classification. In this frame-
work, training samples are randomly grouped into positive
and negative pairs based on the class labels, and then pro-
jected into a latent representation space via a network with
the objective of increasing the distance of negative pairs
and decreasing that of positive ones. We provided exhaus-
tive experiments to assess the effectiveness and robustness
of the proposed framework. In the future, we plan to ad-
just the method for the task of emotion regression, whereas
how to group the training instances with continuous la-
belling needs to be addressed. Furthermore, we plan to
explore the proposed representation learning strategy for
other acoustic tasks such as soundscape quality assessment
[12] and bird sound classification [13].
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