Abstract. In the present paper we consider modal propositional logic and look for the constraints that are imposed to the propositions of the special type a by the structure of the relevant finite Kripke frame. We translate the usual language of modal propositional logic in terms of notions of commutative algebra, namely polynomial rings, ideals, and bases of ideals. We use extensively the perspective obtained in previous works in Algebraic Statistics. We prove that the constraints on a can be derived through a binomial ideal containing a toric ideal and we give sufficient conditions under which the toric ideal fully describes the constraints.
Introduction
Propositional Modal Logic extends propositional logic by adding two operators, and ♦. Given a proposition p, one can form the propositions:
p, which can be read "necessarily p"; and ♦ p, which can be read "possibly p". One of the two operators can be taken as primitive and the other as defined, setting
(1) ♦ p = ¬ ¬p or p = ¬ ♦ ¬p .
S.
A. Kripke [6] has provided a semantics for modal logic consisting in fixing a set of possible worlds and a binary relation specifying which worlds w ′ are accessible from a given world w. This is formalised in the following definition, see e.g. [3] .
Let P be the set of modal formulas, built starting with a given set of propositional variables.
Definition 1.
• A Kripke frame is a pair K = (W, E) where W , called the universe of K, is a non-empty set of worlds and E is a binary relation on W .
• A Kripke frame K = (W, E) is locally finite if for every w ∈ W the set {w ′ ∈ W |(w, w ′ ) ∈ E} is finite.
• A subframe of the Kripke frame K = (W, E) is a Kripke frame
• A Kripke model K Φ = (W, E, Φ) is a Kripke frame K = (W, E) endowed with a function Φ from P ×W to the Boolean algebra {0, 1}, assigning a truth value Φ(p, w) -that can be either 0 (false) or 1 (true) -at each world w for each proposition p. Such an assignment must satisfy the following conditions: (¬) Φ(¬p, w) = 1 − Φ(p, w) (∧) Φ(p ∧ q, w) = Φ(p, w)Φ(q, w) ( ) Φ( p, w) = (w,w ′ )∈E Φ(p, w ′ ) From these equations one can recover the conditions on the remaining logical symbols ∨, →, ↔, ♦ (see also Tab. 1).
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Notice that any fixed Kripke model K Φ determines, for every p ∈ P, a function W → {0, 1} that takes value 1 if and only if (K Φ , w) p. With a slightly abusive notation, when the Kripke model K Φ is understood, one can denote such a function with the same symbol p as the proposition. For instance, the proposition p is true in a world w if, and only if, p is true in any world w ′ which is accessible from w. So, its truth value is
Notice also that different propositions p, q may give rise to the same function W → {0, 1}: this happens exactly when K Φ p ↔ q. Eq. (2) defines as a function (in fact, a morphism -see Proposition 3 below) from the monoid {0, 1} W (endowed with the operation of pointwise multiplication) to itself. As function depends on the Kripke frame K, one should denote it by K ; however, we drop subscript K unless there is more than one Kripke model at stake.
Since the elements of {0, 1} W are the characteristic functions -or indicator functions in the probabilistic and statistical literature, where characteristic function has a different meaning -of subsets of W , function can also be viewed as a function of the monoid P(W ), the powerset of W endowed with the operation of intersection, into itself, defined by
In the present paper we discuss some properties of with special reference to the tools of Polynomial Commutative Algebra, as it is done in Algebraic Statistics (see [7] for a general reference). Such an approach is suggested by the form of Eq. (2). In section 2 we characterize when is an isomorphism, while in section 3 we describe an algebraic method to obtain binomial equations for range( ), the range of operator , seen as a subvariety of the affine space C K , in the case the Kripke frame is finite and has cardinality K.
Operator as a morphism
We denote by F (W ) the set of all complex-valued functions on W . So {0, 1}
W is a subset of F (W ), namely it is the set of those functions a such that a 2 = a. Given a Kripke frame K = (W, E), the adjacency matrix of K is the matrix E : W × W → {0, 1} such that wEw ′ if, and only if, E(w, w ′ ) = 1. Each w ∈ W has a set of neighbors N(w) = {w ′ ∈ W |E(w, w ′ ) = 1}: we call this set the neighborhood of w. Eq. (2), together with Eq. (1), defines modal operators on {0, 1} W . However, when K is locally finite, such a definition extends to the entire set of functions F(W ).
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Definition 2 (Modal operators on complex-valued functions). If K is locally finite, we define the operators :
Consider the adjacency matrix E of the Kripke frame. We can write (3) as Proof. In fact, 1 = 1 and
A cycle in a Kripke frame
, and the relation E ′ does not hold for any other pair of elements of {x 0 , . . . , x n } (notice that for n = 0 this means x 0 Ex 0 , i.e., every loop is a cycle). A line is a subframe ({x i } i∈Z , E ′ ) such that ∀i, j ∈ Z (x i E ′ x j ⇔ j = i + 1) (in particular, lines are infinite and do not contain cycles).
We are now able to show that is an isomorphism if and only if the Kripke frame is a disjoint union of its cycles and lines. • W = i∈I W i and this is a disjoint union; and • E = i∈I E i and this is a disjoint union.
Proof. Assume first that the condition on the Kripke frame holds. Then for every w ∈ W there is exactly one element S(w) ∈ W such that wES(w); similarly, there is exactly one element P (w) ∈ W such that P (w)Ew, and functions S, P : W → W are bijections such that
W one has ∀w ∈ W b(w) = (bP )(w), showing that b = (bP ) and that is surjective. On the other hand, let a, a ′ ∈ {0, 1} W be such that a(w) = a ′ (w) for some w ∈ W ; then a(P (w)) = a(w) = a ′ (w) = a ′ (P (w)), establishing the injectivity of . Conversely, assume that is bijective. First notice that given any w ∈ W there must be some w ′ ∈ W with wEw ′ : otherwise for any a ∈ {0, 1} W one would have a(w) = 1, contradicting the surjectivity of . We claim now that for every w ∈ W there is y ∈ W such that wEy and for no z = w one has zEy. Otherwise, if w is such that every time wEy there is z = w such that zEy, given a with a(w) = 0 there would exist z = w such that a(z) = 0. But then the function taking value 0 in w and 1 elsewhere would not be in the range of , reaching a contradiction. So let S : W → W be a function assigning to each w an element y as above.
Analogously, given any w ∈ W there exists w ′ ∈ W such that w ′ Ew: otherwise if a, a ′ ∈ {0, 1} W agree everywhere except on w, then a = a ′ , against the injectivity of . Moreover, for every w ∈ W there exists y ∈ W such that yEw and for no z = w one has yEz. Indeed, if w were such that each time yEw there exists z = w with yEz, let a, a ′ ∈ {0, 1} W be such that:
• a(z) = 0 whenever there is y ∈ W such that yEw, yEz both hold (in particular,
Then a = a ′ , contradicting the fact that is injective. This allows to define a function P : W → W assigning to every w an element y as above.
Notice now that, for all w ∈ W , one has both P S(w) = w and SP (w) = w, that is P = S −1 . This implies that for every w ∈ W there is a unique y ∈ W such that wEy, namely y = S(w); similarly, there is a unique z ∈ W such that zEw, namely z = P (w). So the desired decomposition of K into cycles and lines follows.
As a consequence, on a finite frame, operator is an isomorphism if and only if the frame is the disjoint union of its cycles. Proof. The first equivalence holds as {0, 1}
W is finite. As for the second one, use Theorem 4 and the observation that every line is infinite.
An inspection of the proof of Theorem 4 provides also the following fact, which seems to have independent interest. Proposition 6. Let K be a finite Kripke frame, and suppose that all b ∈ {0, 1} W assuming exactly once value 0 are in the range of . Then is an isomorphism.
Proof. The argument in the proof of Theorem 4 shows the existence of a function S : W → W such that, for each w ∈ W , the element S(w) is such that wES(w) and for no z = y one has zES(w). In particular, S is injective. Fix any w 0 ∈ W and, for every n ∈ N, let w n = S n (w 0 ). By the finiteness of W , there is a least n ∈ N such that there is m > n with w m = w n . Letm be the least such. If n > 0, then w n−1 Ew n = S(w n−1 ), wm −1 Ew n = S(wm −1 ), contradicting the injectivity of S. So n = 0, and
′ coincides with the graph of the restriction of S to {w 0 , . . . , wm −1 }. Repeating the argument starting with an element in W \ {w 0 , . . . , wm −1 }, if any, and then iterating it a finite number of times, yields W as a disjoint finite union of cycles. Notice that if w, w ′ belong to different cycles then (w, w ′ ) / ∈ E, since w ′ = S(w ′′ ) for some w ′′ in the same cycle as w ′ ; consequently w ′′ is the unique element z such that zEw ′ . It follows that the condition of Corollary 5 is satisfied, and is an isomorphism.
Remark 7. The monoid {0, 1}
W carries also a partial order ≤ defined by letting a ≤ b ⇔ ∀w ∈ W a(w) ≤ b(w). The operator satisfies the following properties concerning this partial order: In the next section we present an algorithmic way to describe the range of through systems of binomial equations, assuming that the Kripke frame is finite.
An application of toric ideals
Throughout this section a finite Kripke frame K = (W, E) is given, where we can assume that W = {1, . . . , K}. The adjacency matrix of E is denoted by E and e w is the w-th row of E. Since we deal with functions a : W → {0, 1}, so with elements of {0, 1}
K , the range of is a subset of {0, 1} K . We want to obtain equations for range( ) as a subvariety of C K -the use of the field C allowing us to apply well established results in Commutative Algebra.
Recall that, given an ideal I in the polynomial ring C[x 1 , . . . , x n ], the variety of I is the set V (I) = {a ∈ C n |∀f ∈ I f (a) = 0} .
Conversely, for A ⊆ C n , the ideal of A is
Since every ideal is finitely generated we write I = f 1 , . . . , f r for the ideal generated by the polynomials f 1 , . . . , f r . From the definition of the modal operator in Eq. (3) we see that each value a(w) has the algebraic form of a square-free monomial in the indeterminates a(w ′ ), w ′ ∈ W . We are in the special case where the value of each indeterminate is either 0 or 1. We thus consider two sets of indeterminates:
• t w = a(w), w ∈ W ;
• z w = a(w), w ∈ W , and work in the polynomial ring C[t w , z w : w ∈ W ].
Since a(w) ∈ {0, 1} for all w, we define a first set of equations and the corresponding ideal
w − t w : w ∈ W . From Eq. (3), we define a second set of equations involving the z's and the corresponding ideal
The ideal I T in Eq. (5) is a toric ideal in the indeterminates z w , w ∈ W . Toric ideals are special binomial ideals, see e.g. [9, Ch. 4] for a general reference on toric ideals. They are applied in many contexts, and especially in Algebraic Statistics for contingency tables, to describe varieties (i.e., statistical models) for finite sample spaces, see e.g. [8] . Now, define the ideal I = I L + I T and consider the affine space
. So, in the space C 2K we can define the varieties V (I L ), V (I T ), and V (I). While the variety V (I L ) is clearly the set of all points whose t-coordinates are 0 or 1, the other two varieties are more interesting. In particular, note that the variety V (I T ) is the toric variety of the adjacency matrix E of the graph.
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The projections of such varieties onto the affine space C
V (I) .
Notice that V (I) = range( ).
On the other hand, let the elimination ideals of the t's indeterminates be:
It is known, see e.g. [4] , that the varieties of such elimination ideals are the Zariski closure of the above projections. Since every finite variety is Zariski closed, we can conclude that
Consequently, any set of generators of I provides a system of equations for range( ). Moreover, notice that the ideal I is both an elimination ideal and a binomial ideal (see e.g. [5] ). Thus, a set of generators of such an ideal can be computed through Gröbner bases with symbolic software (in the examples at the end of this section we have used CoCoA, see [2] ). For any α ∈ Z K , let α + , α − ∈ N K have disjoint support and be such that α = α + − α − . The following proposition uses the theory of toric ideals of Sturmfels, see [9] , and it describes the generators of the ideals I T and I. Recall that, given β ∈ N K , a compact expression like z β denotes the product
.
Proposition 8.
(1) The ideal I T is generated by the binomials
(2) The ideal I is generated by the binomials 
and this binomial belongs to I if and only if supp(E t u) = supp(E t v).
Remark 9.
(1) If α ∈ Z K ∩ Ker (E t ), letting u, v ∈ {0, 1} K be defined by
then supp(E t u) = supp(E t v); in other words, each of the binomials generating I T as for Proposition 8(1) gives rise to a binomial in the set of generators for I 6 described in Proposition 8 (2) . In fact, I T ⊆ I. However the binomials obtained in this way, together with the binomials z 2 w −z w , are in general not enough to generate I: see, for instance, Examples 14, 15, and 16 below. We give in Proposition 12 a condition under which they suffice. (2) Proposition 8(1) says that all a, in addition to assuming values in {0, 1}, are subject to the following constraints:
Similarly as what remarked above, the equations (6), together with the requirements of taking values in {0, 1}, are in general not enough to define the range of : see Examples 14 and 16.
We want now to show that if the Kripke frame has the property that any two neighborhoods (see section 2) are either disjoint or they coincide, then range( ) can be defined by a system of equations using only the generators of I T + z 2 w − z w : w ∈ W . Definition 10. We say that the Kripke frame K is a cut-frame if
Notice indeed that if K is a cut-frame, then the neighborhoods N(w) cut w∈W N(w) into a partition.
Examples of cut-frames are those for which is an isomorphism (Corollary 5): for such frames, I T is the null ideal, and I = z 2 w − z w : w ∈ W . Also, all K = (W, E) with E an equivalence relation are cut-frames: this is the class of Kripke frames defined by epistemic logic S5, that is the logic characterized by the axioms p → p and ♦ p → ♦ p, see e.g. [3] . Other notable examples of cut frames are bipartite graphs.
Denote J = I T + z 2 w − z w : w ∈ W . Lemma 11. Assume that K is a cut-frame. Then J is a radical ideal.
Proof. Under the hypothesis, matrix E has the property that given any two rows e w 0 , e w 1 , either they are equal -and this happens when N(w 0 ) = N(w 1 ) -or they never have a 1 on the same column. This implies that if N(w 0 ) = N(w 1 ), for some w 0 = w 1 , and if α ∈ Z K is such that
, whence z w − 1 ∈ I T . In fact, every element of Z K ∩ Ker (E t ) is a linear combination of vectors as in (8) and (9) with integer coefficients.
Let
Proof of the claim. Every generator of J ′ is a generator of J. For the converse, it is enough to consider the binomials
OnW define the equivalence relation ∼ by letting w ∼ w ′ ⇔ N(w) = N(w ′ ). Notice that α ∈ Ker (E t ) if and only if, for every equivalence class C, one has w∈C α(w) = 0. This implies that, for such α, C,
, using the generators of J ′ of the form z w 0 − z w 1 (for N(w 0 ) = N(w 1 )) and z 2 w − z w (for w ∈ W ), one can find u, v ∈ {0, 1} K satisfying the equality
• in each equivalence class there is at most one element w such that u(w) = v(w) = 1
• if w ∈W and {w} is a singleton equivalence class, then u(w) = v(w) = 0
• if w ∈ W \W , then at most one between u(w), v(w) equals 1 Using now the generators of J ′ of the form z w − 1, for w ∈ W \W , one obtains that
concluding the proof of the claim.
To conclude the proof of the lemma, let
Let W * be a maximal subset ofW of pairwise inequivalent elements with respect to ∼. It can be assumed that f = u∈{v∈{0,1} Proposition 12. Assume that K is a cut-frame. Then I = J.
Proof. On the one hand J ⊆ I, since all generators of J belong to I. Assume now that b ∈ V (J). This implies that b(w) ∈ {0, 1} for all w ∈ W , and that b(w 0 ) = b(w 1 ) whenever N(w 0 ) = N(w 1 ). So define a ∈ {0, 1} K by letting a(w ′ ) = b(w), for any w such that w ′ ∈ N(w), and defining a(w ′ ) arbitrarily if w ′ ∈ W \ w∈W N(w).
We have thus proved that V (J) ⊆ V ( I), so that
Observe that (7) is not a necessary condition for the equality I = J (so neither for the equality range( ) = V (J)). Let indeed W = {1, 2, 3}, with incidence matrix 
Moreover, the equality I = J is not a necessary condition for the equality range( ) = V (J): see Example 15.
It is then natural to ask the following. Question 1. Are there nice characterizations of the classes of Kripke frames K such that (1) J is a radical ideal? (2) the equality range( ) = V (J) holds? (3) the equality I = J holds?
The following is another example of a cut-frame, and it is also a simple illustration of the procedure discussed above. So the ideal I T is generated by the binomials (10) z 1 − z 3 , z 2 − z 4
To generate I, in this case it is enough to add the binomials z 2 w − z w , since K satisfies condition (7) . In conclusion the range of the necessitation operator consists of the 4 points (0, 0, 0, 0), (1, 0, 1, 0), (0, 1, 0, 1), (1, 1, 1, 1) .
Since the toric ideal I T associated to the adjacency matrix E is a subset of the relevant binomial ideal I, this implies that a subset of the generators can be computed through specialized software for toric ideals (for instance, with 4ti2, see [1]). Such a computation exploits the special structure of toric ideals and therefore makes possible some computations also for large frames, where the elimination technique fails.
When the equality I = J fails, the computation of I is more complex. We present here some examples where such a computation has been carried out in CoCoA, [2] .
