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Introduction
Refroidir les atomes permet d'exacerber le comportement ondulatoire de la matière. Il est
ainsi possible de réaliser des interféromètres avec des particules massiques [Cronin et al., 2007,
Cronin et al., 2009], qui sont donc sensibles aux eﬀets d'inertie. Ces atomes froids peuvent être
utilisés tout d'abord pour réaliser des horloges atomiques. Ces horloges sont utiles, dans le cas
d'un système de navigation, comme base de temps pour l'intégration des équations du mouve-
ment. Elles servent aussi pour les systèmes de positionnement par satellites, ainsi que dans la
synchronisation des réseaux, par exemple, de télécommunication ou de distribution d'énergie.
Ces atomes, ayant une masse, peuvent également être utilisés pour réaliser des accéléromètres
utiles pour la navigation. Les accéléromètres mesurent aussi l'accélération de la pesanteur, ils
peuvent alors servir de gravimètre. Ces gravimètres peuvent être utiles pour faire de la détection
passive d'objets massiques en mesurant les modiﬁcations que ces objets apportent au champ
d'accélération de la pesanteur. En mesurant la valeur de l'accélération de la pesanteur et en
supposant connue une carte spatiale des valeurs de cette accélération, il est possible de faire de
la navigation par corrélation de terrain. Par exemple, le passage au-dessus d'un relief, dont on
connaît le signal gravimétrique, permet de trouver sa position ce qui peut s'avérer utile pour
recaler la centrale inertielle d'un sous-marin. Ils servent aussi dans les études géologiques du sol
terrestre. En combinant plusieurs gravimètres, il est également possible de faire des gradiomètres
qui sont, par exemple, très utiles pour les missions spatiales visant à étudier la géodésie ter-
restre ou pour s'aﬀranchir de l'accélération du porteur dans le cadre de mesures gravimétriques
embarquées. Pour ﬁnir, ces atomes froids peuvent être utilisés pour réaliser des gyroscopes, qui
sont actuellement les composants limitant les performances des centrales inertielles lors d'une
navigation autonome de longue durée.
Cette thèse s'inscrit dans les développements en cours pour la réalisation de capteurs inertiels
compacts utilisant des atomes froids. Pour continuer ces développements, elle a trois objectifs
principaux à remplir. Le premier est le choix d'un protocole permettant de mesurer des accéléra-
tions avec un interféromètre à atomes piégés, ainsi que la modélisation du signal et du contraste
de cet interféromètre. Le second est la conception d'une puce atomique permettant de mettre
en ÷uvre le protocole d'interféromètre précédent. Le troisième est la mise en place d'un système
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de refroidissement des atomes permettant à terme d'utiliser les puces atomiques conçues pour
mesurer l'accélération.
Plan de ce mémoire
Ce manuscrit est divisé en six chapitres, dont l'organisation est la suivante :
• Dans le chapitre 1, nous donnons un bref état de l'art des capteurs à atomes froids utiles
pour la réalisation d'une centrale inertielle : horloge, accéléromètre et gyroscope. Nous
cherchons un ordre de grandeur des performances d'une telle centrale inertielle et nous
présentons certaines technologies permettant de miniaturiser ces capteurs.
• Dans le chapitre 2, nous décrivons théoriquement le concept d'un accéléromètre à atomes
froids piégés sur puce atomique. Nous décrivons une séquence de Ramsey, adaptée de celle
d'une horloge atomique, pour la mesure d'une accélération. Le signal et le contraste d'un
tel interféromètre sont aussi étudiés théoriquement dans le cadre de l'utilisation d'atomes
thermiques au voisinage de la température de condensation.
• Dans le chapitre 3, une proposition de réalisation de cet accéléromètre est décrite. Elle
utilise deux potentiels habillés micro-ondes, un pour chacun des deux états internes uti-
lisés dans l'interféromètre. Ces deux potentiels permettent de déplacer spatialement les
deux états internes de manière indépendante, rendant ainsi l'interféromètre sensible à une
énergie potentielle d'accélération. Une implémentation sur une puce atomique ainsi que les
performances attendues seront décrites.
• Dans le chapitre 4, nous décrivons l'expérience mise en place dans le cadre de cette thèse,
et notamment le refroidissement des atomes de rubidium 87 jusqu'à la condensation de
Bose-Einstein dans l'état interne |2, 2〉.
• Dans le chapitre 5, nous décrivons un protocole de changement d'état interne du nuage
atomique, condensé ou non-condensé, mis en place pour préparer les atomes dans l'état
|2, 1〉. Ce protocole repose sur le transfert par stimulated Raman adiabatic passage. Un tel
transfert est nécessaire car le refroidissement des atomes est réalisé dans l'état |2, 2〉 et les
deux états de l'interféromètre sont |2, 1〉 et |1,−1〉.
• Dans le chapitre 6, nous présentons les premières réalisations de séquences de Ramsey
sans séparation spatiale des états internes (séquence d'horloge). Une étude du contraste de
ces franges en fonction de la température et de la symétrie des pièges est aussi présentée.
Elle a permis de valider les développements théoriques du chapitre 2 sur le contraste d'un
accéléromètre à atomes thermiques sur puce atomique.
Chapitre 1
Intérêt des atomes froids
Avant de commencer l'exposé des travaux réalisés dans le cadre de cette thèse, nous exami-
nons tout d'abord l'utilité des atomes froids pour la réalisation de capteurs de haute précision.
Nous discuterons des puces atomiques [Fortágh et Zimmermann, 2007, Reichel et Vuletic, 2010]
comme moyen de rendre compacts ces capteurs en piégeant les atomes. Nous présenterons aussi
un certain nombre de techniques alternatives aux puces atomiques. Ensuite, nous examinerons
l'utilisation des puces pour réaliser une centrale inertielle et décrirons une implémentation sur
puce de chacun des trois composants : horloge, accéléromètre et gyroscope, nécessaires à cette
centrale. Nous chercherons à extrapoler les performances d'une centrale à atomes froids dans le
cadre d'une navigation inertielle autonome pouvant ainsi s'aﬀranchir d'autres systèmes de posi-
tionnement, comme le GNSS (Global Navigation Satellite System) ou les balises radios. Comme
les implémentations proposées pour l'accéléromètre et le gyromètre sur puce reposent sur des
potentiels habillés, nous passerons en revue les potentiels optiques, radio-fréquences et micro-
ondes pour trouver les plus adaptés à notre problème de miniaturisation des capteurs sur puce
atomique.
1.1 Des capteurs de haute performance
Dans ce paragraphe nous passons en revue quelques réalisations d'horloges, accéléromètres et
gyroscopes à atomes froids. Nous comparons leurs performances aux technologies conventionnelles
faisant appel à l'optique, la déﬂexion magnétique et aux systèmes mécaniques.
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1.1.1 Horloge
Technologies conventionnelles Deux références de fréquence utilisées de manière courante
sont : les quartz et les horloges à jet thermique de césium 1. Les quartz de type BVA oscil-
lators 2 présentent une instabilité relative de fréquence sous les 10−13 à 1 s, mais cette der-
nière remonte rapidement après typiquement 10 à 1 000 s d'intégration [Chauvin et al., 2007,
Cermák et al., 2007, Kuna et al., 2008]. Les horloges à jet thermique de césium présentent une
instabilité de 2·10−12/√τ avec un plancher de bruit de ﬂicker de fréquence d'environ 3·10−14. Elles
utilisent la déﬂexion magnétique pour la préparation et la détection des atomes [Ramsey, 1983].
Dans le cas où la préparation et la détection des atomes sont faites par laser, les performances
de ces horloges sont améliorées d'un ordre de grandeur soit 2 · 10−13/√τ et un plancher de bruit
de ﬂicker de fréquence à 3 · 10−15.
Regardons maintenant ce qu'il est possible de réaliser comme référence de fréquence avec
des atomes froids. Avant de donner quelques exemples de réalisation d'horloge, nous décrivons
brièvement le principe de fonctionnement d'une horloge atomique.
Principe d'une horloge atomique Une horloge atomique comprend un oscillateur local de
fréquence fosc et des atomes assimilés à un système à deux niveaux. Ces deniers sont notés |a〉
et |b〉. La fréquence de transition f0 entre les deux niveaux est supposée connue, stable et sert de
référence. Périodiquement le signal de l'oscillateur local sert à interroger la transition atomique
pour comparer les deux fréquences fosc et f0. La fréquence de l'oscillateur fosc est alors corrigée
pour être recalée sur f0. Pour réaliser une référence de fréquence stable dans le temps, il est
nécessaire de rendre la transition atomique insensible aux perturbations dues à l'environnement.
La comparaison des deux fréquences repose sur la méthode des champs oscillants successifs
[Ramsey, 1949, Ramsey, 1950, Ramsey, 1980, Ramsey, 1990]. Elle permet d'obtenir les franges
dites de Ramsey [Kleppner, 2013]. Dans cette méthode les atomes sont tout d'abord préparés
dans l'état |a〉. S'en suivent les trois phases suivantes :
i) Un champ oscillant à la fréquence de l'oscillateur local fosc est tout d'abord appliqué
aux atomes (première impulsion pi/2). Il permet de mettre les atomes dans une superposition
cohérente à poids égaux des deux états |a〉 et |b〉.
ii) Pendant un certain temps d'évolution libre T , un déphasage 2pif0T s'accumule entre les
deux composantes de la fonction d'onde atomique car les deux états atomiques n'ont pas la même
énergie 3. Pendant le même temps la phase de l'oscillateur local évolue de 2pifoscT .
iii) Une deuxième application du champ oscillant, identique à la première, permet de traduire
la diﬀérence entre les phases accumulées, par l'oscillateur local 2pifoscT et par les atomes 2pif0T ,
en une diﬀérence entre les populations atomiques des deux états (seconde impulsion pi/2). La
1. Il en existe d'autres, comme les micro-horloges à rubidium de Symmetricom.
2. BVA pour boîtier à vieillissement amélioré.
3. Elles diﬀèrent de hf0.
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population dans l'état |a〉 est alors proportionnelle à 1− cos [2pi(fosc − f0)T ] et celle de l'état |b〉
à 1 + cos [2pi(fosc − f0)T ].
La mesure des deux populations permet de connaître la diﬀérence de fréquence, et ainsi de
corriger les dérives de fosc. Cette procédure est détaillée dans le chapitre 2, ainsi que dans la
référence [Cohen-Tannoudji et Guéry-Odelin, 2011].
Les fontaines atomiques Le principe de mesure précédent est celui utilisé sur les fontaines
atomiques [Bize et al., 2004, Wynands et Weyers, 2005, Guéna et al., 2012, Abgrall et al., 2015].
Proposé par Zacharias en 1953 [Ramsey, 1983], elles sont maintenant prédominantes dans la
déﬁnition du temps international. Dans ces fontaines, fosc et f0 sont dans le domaine micro-
onde 4. Les atomes sont d'abord refroidis, à l'aide d'une mélasse optique [Chu et al., 1985,
Dalibard, 2015], jusqu'à environ 1 µK, puis ils sont préparés dans un seul état et lancés vers
le haut. Au début de leur ascension les atomes passent à travers une cavité micro-onde, ce qui
permet de réaliser la première impulsion pi/2 et de mettre les atomes dans une superposition
cohérente des deux états d'horloges 5. Une fois la cavité micro-onde passée, les atomes montent
jusqu'à l'apex de leur trajectoire puis redescendent, c'est la phase d'évolution libre. A la ﬁn de
leur chute les atomes repassent une seconde fois dans la cavité micro-onde, subissant ainsi l'eﬀet
de la seconde impulsion pi/2. La diﬀérence de phase entre l'oscillateur et les atomes est alors
transcrite sur les populations atomiques. Enﬁn, pour mesurer la diﬀérence de fréquence entre la
référence atomique et l'oscillateur, les populations atomiques des deux états sont détectées.
Depuis les premières réalisations expérimentales de fontaines au sodium
[Kasevich et al., 1989] et au césium [Clairon et al., 1991], de très nombreux raﬃnements
expérimentaux ont permis d'atteindre, sur de tels dispositifs, une stabilité relative de fréquence
de l'ordre de 10−14/
√
τ [Guéna et al., 2012] limitée par le bruit de projection quantique
[Itano et al., 1993], où τ est le temps d'intégration. Cette stabilité s'intègre jusqu'à 2 · 10−16
après 50 000 s et la valeur mesurée présente une exactitude de 7 · 10−16 [Guéna et al., 2012].
Une fontaine atomique a aussi été réalisée dans le cadre de la mission spatiale Pharao
[Laurent et al., 2015, Lévèque et al., 2015]. Cela montre la ﬁabilité des développements technolo-
giques, des systèmes lasers, des enceintes à vide et de l'électronique utilisés dans ces expériences.
Les horloges optiques Pour une horloge limitée par le bruit de projection quan-
tique, la stabilité relative de fréquence est proportionnelle à δf0/f0 [Ludlow et al., 2015,
Derevianko et Katori, 2011], où δf0 est l'erreur sur la mesure de f0. Il a donc été proposé
d'utiliser des transitions atomiques avec f0 dans le domaine optique, passant ainsi d'envi-
ron 10 GHz à quelques 100 THz. A δf0 constant et toutes choses égales par ailleurs, l'uti-
lisation d'une référence optique permet un gain potentiel de quatre à cinq ordres de gran-
4. Pour la déﬁnition de la seconde, une transition hyperﬁne de l'atome de césium est utilisé. Cette transition
est à la fréquence f0 = 9, 192 631 770 GHz (exact) [Steck, 2003a].
5. Ce sont les états |a〉 et |b〉 du paragraphe précédent. Dans le cas de l'atome de césium il s'agit des deux
niveaux hyperﬁns fondamentaux |F = 3,mF = 0〉 et |F = 4,mF = 0〉.
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deurs sur la stabilité relative de fréquence. L'arrivée des peignes de fréquences optiques
[Diddams et al., 2000, Holzwarth et al., 2000, Maddaloni et al., 2009] a permis la mesure des
fréquences optiques et donc la réalisation expérimentale d'horloges à interrogation dans le do-
maine optique. Deux grandes catégories d'horloges optiques se distinguent : les horloges à ions
piégés et les horloges à atomes neutres sur réseau optique. Dans une horloge à ions piégés
[Chou et al., 2010], quelques ions sont piégés par un potentiel électrique, ce sont typiquement
des ions Al+ Ca+ Sr+ Hg+ ou Y b+ [Riehle, 2015]. Une transition dans le domaine optique est
alors exploitée pour verrouiller la fréquence du laser d'interrogation, qui joue le rôle d'oscillateur
local. Pour réduire les perturbations de la fréquence d'horloge par la répulsion coulombienne, le
nombre d'ions piégés doit rester limité. Cette répulsion est fortement diminuée pour les atomes
neutres. En piégeant ces derniers dans un réseau optique, il est possible d'en piéger et donc
d'en interroger beaucoup plus à la fois. Par ailleurs, l'utilisation de condition de piégeage dites
magiques a permis de rendre insensibles les deux états d'horloge aux déplacements lumineux
dus au piège. Ainsi des horloges optiques à atomes neutres sur réseaux optiques ont été propo-
sées [Katori et al., 2003] et réalisées [Hinkley et al., 2013, Falke et al., 2014]. En utilisant l'atome
d'ytterbium, il est possible d'atteindre une instabilité relative de fréquence de 3, 2 · 10−16/√τ
s'intégrant jusqu'à 1, 6 · 10−18 en 50 000 s [Hinkley et al., 2013] avec une exactitude de 3 · 10−17
[Falke et al., 2014].
Les horloges à atomes froids présentent donc des performances largement supérieures aux
autres technologies de mesure du temps.
1.1.2 Accéléromètres et gyromètres
Technologies conventionnelles Pour comprendre le gain apporté par les atomes froids, il nous
faut tout d'abord regarder les performances des technologies existantes. Une revue de ces dif-
férentes technologies utilisées pour les gyromètres et accéléromètres en navigation inertielle est
présentée dans la référence [Barbour, 2010]. Une description des gravimètres classiques est pré-
sentée dans la référence [Huet, 2013].
Gravimètres Le plus connu des gravimètres est le FG-5 de Scintrex [Niebauer et al., 1995].
C'est un gravimètre balistique, qui repose sur la chute d'une masse d'épreuve. Cette masse est liée
à un coin de cube, dont la position est mesurée par interférométrie optique. Il a une exactitude de
10−9 g. Des instruments plus transportables utilisent une force de rappel qui doit être étalonnée
régulièrement. Typiquement, une masse est accrochée au bout d'un ressort et les changements
de la position d'équilibre de la masse permettent de connaître les changements de g. Le CG-5 de
Scintrex repose sur ce principe. Il possède 6 une sensibilité de 5 ·10−9 g, mais présente une dérive
importante. Enﬁn, une troisième catégorie de gravimètres repose sur le déplacement d'un objet
en lévitation magnétique ou électrostatique. Le gravimètre à lévitation supraconductrice est le
6. Données constructeurs.
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plus sensible de tous : il atteint une sensibilité de 10−13 g avec une dérive de quelques 10−9 g
par an [Neumeyer, 2010].
Accéléromètres Typiquement, les accéléromètres MEMS (micro-electro-mechanical-
system) présentent un bruit d'environ 50 µg/
√
Hz à haute fréquence [Wu et al., 2004] et une
stabilité du biais d'environ 1 mg [Ullah et al., 2015]. Sur ces dispositifs, le bruit à haute
fréquence est faible mais la dérive long terme est importante.
Gyromètres Il existe aussi des gyroscopes de type MEMS mais ceux-ci ne sont pas les plus
performants du marché [Barbour, 2010, Piot et al., 2015]. La stabilité de leur biais est typique-
ment limitée à 5 deg/h [Barbour, 2010]. Les plus performants sont les gyroscopes optiques repo-
sant sur l'eﬀet Sagnac [Loukianov et al., 1999] de type FOG (ﬁber-optical-gyro) [Lefèvre, 1996]
et de type RLG (ring-laser-gyro) [Chow et al., 1985, Wilkinson, 1987]. Typiquement un FOG a
un bruit limité par le shot-noise d'environ 0,1 mdeg/
√
h et présente une stabilité du biais (en
environnement calme) entre 1 et 0,1 mdeg/h [Lefèvre, 2014]. Il est adapté au besoin court terme.
Un gyroscope RGL a un bruit de l'ordre de 1 mdeg/
√
h et une stabilité long terme entre 10 et
1 mdeg/h [Désilles et al., 2011]. Il est plus adapté au besoin long terme car sa cavité laser en
anneau, qui déﬁnit l'aire Sagnac, est en zéro-dur. Il est donc plus stable mécaniquement que la
bobine de ﬁbre d'un FOG.
Passons maintenant aux réalisations utilisant des atomes froids. Nous décrivons sommaire-
ment les interféromètres à séparatrice Raman, avant de donner les performances des gravimètres,
accéléromètres et gyroscopes les utilisant.
Interféromètre à séparatrice Raman Le principe de fonctionnement des accéléromètre et gy-
roscope à atomes froids repose sur l'interféromètre de Ramsey-Bordé [Bordé, 1989]. Comme dans
un interféromètre de Ramsey, il est fait usage de deux impulsions pi/2 et les interférences ont
lieu entre deux états internes diﬀérents. Les impulsions sont réalisées à l'aide d'un laser compre-
nant deux fréquences (cohérentes en phase). Cela permet de faire une transition Raman stimulée
[Keller et al., 1999, Champenois et al., 2001] entre les deux états de l'interféromètre, et ainsi de
transférer des impulsions diﬀérentes aux deux états. De cette diﬀérence d'impulsion, il résulte,
après propagation libre, une séparation spatiale des deux états. Cette séparation spatiale rend
l'interféromètre sensible aux champs d'accélération et de rotation. Reprenons son principe décrit
sur la ﬁgure 1.1. Tout d'abord, les atomes sont préparés dans l'état |a,p〉 où a est l'état interne
et p l'état d'impulsion de l'atome. Ensuite :
i) Une première impulsion pi/2 Raman sert de séparatrice atomique. Elle met les atomes dans
une superposition des deux états : |a,p〉 et |b,p + ~keff 〉 avec keff = k1 − k2.
ii) Après un temps T une impulsion pi est appliquée aux atomes. Cela permet, comme sché-
matisé sur la ﬁgure 1.1, d'échanger l'état atomique (interne et impulsion) des deux paquets
d'atomes. Après un second intervalle de temps T , les atomes sont recombinés spatialement.
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iii) Une seconde impulsion pi/2 est appliquée aux atomes, puis la population dans les deux
états est lue pour mesurer le déphasage.
Après cette séquence, il est possible de montrer que le déphasage est de la forme suivante




Ω ·A + keff · aT 2 − keff · (Ω× a)T 3 (1.1)
avec a (respectivement Ω) l'accélération (respectivement la rotation) à laquelle est soumis le
capteur. A est un vecteur normal à la surface contenue dans la trajectoire des atomes, et de
norme égale à cette surface.
Figure 1.1  Principe de l'interféromètre de Ramsey-Bordé. (a) application à la réalisation d'un
gravimètre ou d'un accéléromètre pour mesurer l'accélération g. (b) application à la réalisation
d'un gyroscope pour mesurer la rotation Ω.
Gravimètre En utilisant le principe de la ﬁgure 1.1.a, la première accélération mesurée par ces
interféromètres fut l'accélération de la pesanteur g [Kasevich et Chu, 1991]. Dans ces dispositifs,
les faisceaux Raman sont colinéaires au mouvement des atomes. Ainsi A = 0. De plus ces atomes
étant en chute libre, keff est perpendiculaire à Ω× g. Le déphasage est donc :
δφgravi = keff · gT 2 (1.2)
La première réalisation [Kasevich et Chu, 1991, Kasevich et Chu, 1992] atteignait déjà une sen-
sibilité relative de 3·10−6 après environ 15 minutes d'intégration. Plus récemment, une sensibilité
de 8 · 10−9 g/√Hz [Müller et al., 2008, Peters et al., 2001] a été démontrée avec des gravimètres
atomiques. Deux autres réalisations peuvent aussi être citées : l'une en France [Gillot et al., 2014],
présente une sensibilité relative de 5, 7 · 10−9/√τ s'intégrant jusqu'à 2 · 10−10 en 1500 s, l'autre
en Chine [Hu et al., 2013], présente une sensibilité relative de 4, 2 · 10−9/√τ s'intégrant jusqu'à
3 · 10−10 en 300 s. En utilisant une fontaine de huit mètres de haut, certains dispositifs visent
à atteindre une sensibilité de l'ordre de 10−12 g/
√
Hz [Dickerson et al., 2013]. Des gravimètres
compacts [Bodart et al., 2010], basés sur l'utilisation d'un coin de cube pour le piège magnéto-
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optique et la mélasse optique [Lee et al., 1996], ont aussi été démontrés. Un premier prototype
industriel 7 a été développé en utilisant cette technique.
Pour réaliser des démonstrateurs pour des missions spatiales [Ertmer et al., 2009,
Schuldt et al., 2015], ou encore pour des tests du principe d'équivalence [Bonnin et al., 2013,
Schlippert et al., 2014, Hartwig et al., 2015], les gravimètres ont donné lieu à de nombreux déve-
loppements technologiques pour permettre les tenues à l'environnement des sources laser et des
enceintes à vide. Un accéléromètre fonctionnant en microgravité a été développé pour des expé-
riences dans l'avion 0-g [Geiger et al., 2011, Geiger, 2011]. D'autres expériences, résistantes à des
décélérations de 50g, ont aussi été développées pour réaliser des mesures en micro-gravité dans la
tour de chute du ZARM 8 [van Zoest et al., 2010a, Müntinga et al., 2013, Rudolph et al., 2015],
ou encore pour être lancées dans une fusée [van Zoest et al., 2010b, Scharringhausen et al., 2012]
permettant des phases de micro-gravité de plusieurs minutes.
Gradiomètre En interrogeant deux gravimètres avec les même lasers Raman, des gradiomètres
ont été réalisés [McGuirk et al., 2002, Yu et al., 2006]. De tels instruments sont actuellement
en cours de développement pour des missions spatiales, avec un objectif de sensibilité de
10−12 s−2/
√
Hz [Carraz et al., 2014]. Cette sensibilité remarquable est en grande partie due à
l'environnement de micro-gravité permettant d'envisager des temps d'interrogations de plusieurs
secondes tout en gardant un dispositif relativement compact.
Gyroscope Toutes choses égales par ailleurs, la réalisation d'un gyroscope atomique permet
un gain en terme de sensibilité aux rotations donné par le rapport entre l'énergie de masse de
l'atome et l'énergie d'un photon, mc2/(hν), soit environ onze ordres de grandeur par rapport
à un gyrolaser [Heer, 1965]. Bien qu'en pratique ces onze ordres de grandeurs soient contre-
balancés par la surface plus petite et le apport signal sur bruit plus faible, la première réalisation
d'un gyroscope 9 atomique [Riehle et al., 1991] a ouvert la voie aux mesures de rotations avec
des atomes. Cette réalisation utilisait un jet d'atome thermique de calcium. Depuis des fais-
ceaux d'atomes de césium refroidis dans la direction perpendiculaire aux faisceaux 10 ont été
utilisés. Cela a permis dans un premier temps une stabilité court terme de 20 nrad/(s
√
Hz)
[Gustavson et al., 1997]. Depuis, ce gyroscope à été amélioré pour atteindre une stabilité du
biais meilleure que 70 µdeg/h pendant 104 s, une stabilité du facteur d'échelle supérieure à
5 ppm et un bruit court terme de 3 µdeg/
√
h [Durfee et al., 2006]. Des gyroscopes utilisant des
nuages d'atomes froids refroidis dans les trois directions de l'espace avec une mélasse optique ont
aussi été développés [Holleville, 2001, Stockton et al., 2011].
7. Muquans : http ://www.muquans.com/
8. Zentrum für angewandte Raumfahrttechnologie und Mikrogravitation
9. Une petite précision de langage : un gyroscope mesure une vitesse angulaire de rotation et un gyromètre
mesure une position angulaire, la sortie d'une gyroscope est donc la dérivée de celle d'un gyromètre.
10. Ce sont des faisceaux d'atomes créés par un piège magnéto-optique à deux dimensions.
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Une expérience mesurant les rotations et accélérations dans les trois directions de l'espace
[Canuel et al., 2006] a aussi été réalisée. Elle montre la possibilité de réaliser une centrale inertielle
complète à atomes froids.
Pour améliorer la sensibilité aux accélérations et aux rotations des séquences de type pi/2−
pi − pi − pi/2 ont aussi été développées [Canuel et al., 2006, Gustavson, 2000]. L'amélioration de
la sensibilité des gyroscopes atomiques passe aussi par l'augmentation de l'aire contenue dans la
trajectoire atomique. Des séparatrices à grand transfert d'impulsion, réalisées avant tout pour
les gravimètres [Chiow et al., 2011], peuvent aussi servir à cette augmentation de l'aire.
De tous les chiﬀres précédents, nous pouvons tirer une conclusion importante : à savoir que les
horloges et les capteurs inertiels à atomes froids ont démontré des performances supérieures ou
égales aux technologies concurrentes. Etant données les possibilités d'évolution restant à venir,
ils peuvent constituer une rupture technologique, à condition de trouver des solutions pour les
rendre plus compacts et ainsi embarquables.
1.2 Utilisation dans une centrale inertielle
La principale application nous intéressant est la réalisation d'une centrale inertielle à atomes
froids. Cette centrale inertielle tirerait proﬁt des performances plus élevées des capteurs à atomes,
par rapport aux capteurs classiques, dans le but de réaliser une navigation autonome de longue
durée, sans l'aide de moyens de positionnement extérieurs au porteur. Augmenter les perfor-
mances des diﬀérents capteurs permet de réduire l'erreur de positionnement après une durée T
de navigation. Pour ﬁxer des ordres de grandeur de cette erreur, examinons comment les er-
reurs d'accélération et de positionnement angulaire se répercutent sur l'erreur de position δpi.
Cette erreur provient majoritairement des trois facteurs suivants, en négligeant les oscillations
de Schuler :
i) L'erreur δa sur la mesure de l'accélération a se traduit en une erreur de position lors de la




× δa× T 2 (1.3)
ii) Une dérive sur la mesure de la vitesse angulaire δΩ se traduit par une erreur angulaire
δΩT de la plate-forme inertielle. Cet eﬀet induit une erreur sur l'accélération aδΩT et donc en




× a× δΩ× T 3 (1.4)
iii) Une erreur sur la mesure des angles de roulis et de tangage δθ = δΩT provoque une erreur
sur la connaissance du plan horizontal. Cet eﬀet introduit une erreur de compensation de l'accé-
lération de la pesanteur égale à g sin (δθ). Cette erreur se répercute sur l'erreur d'accélération et
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× g × sin (δθ)× T 2 (1.5)
Comme le montrent les équations précédentes, l'erreur due à la dérive des gyroscopes est celle
qui augmente le plus rapidement avec la durée de la navigation. Elle est donc prédominante à
long terme (table 1.1).
Figure 1.2  Angle de lacet (yaw), de roulis (roll) et de tangage (pitch) sur un porteur. Sont
aussi représentées les accélérations du porteur a et de la pesanteur g.
Les trois équations précédentes ne sont que des ordres de grandeur. Pour être plus précis, il est
possible de simuler, en intégrant les équations du mouvement, le comportement des capteurs lors
d'une navigation le long d'une trajectoire test. Nous pouvons toutefois les utiliser pour comparer
rapidement les performances d'une centrale inertielle classique avec celles que pourrait fournir
une centrale utilisant des capteurs à atomes froids.
centrale δa δΩ
classique 1 · 10−5 g iMAR 5 mdeg/h
[Désilles et al., 2011]
atomes froids
3, 4 · 10−9 g
[Peters et al., 2001]
70 µdeg/h
[Durfee et al., 2006]
centrale δp1 @ 1h δp2 @ 1h δp3 @ 1h δptot @ 1h
classique 0,7 km 1,9 km 0,1 km 2 km
atomes froids 0,2 m 26 m 1,4 m 26 m
Table 1.1  Comparaison de l'erreur de positionnement après une heure de navigation inertielle
avec une centrale inertielle classique (avec un gyromètre optique et un accéléromètre de type
MEMS) et une centrale à atomes froids. Pour l'accéléromètre classique voir les composants iNN-
202 et iIMU-FSAS-NG de iMAR.
Les performances, en termes d'erreurs de position, d'une centrale inertielle classique et d'une
centrale à atomes froids sont comparées dans la table 1.1. La centrale à atomes froids permet
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d'atteindre une erreur de position de 26 m après une heure de navigation. Les chiﬀres utilisés dans
le cadre de la centrale classique sont optimistes. Typiquement, une centrale pour la navigation
aéronautique est de la classe 2 Nm/h, où Nm est l'unité pour les milles nautiques (1 Nm =
1852m).
1.3 Miniaturiser les capteurs
Les réalisations expérimentales des fonctions horloge, accéléromètre et gyromètre à atomes
froids décrites dans la partie précédente font toutes appelles à des atomes libres non piégés.
Comme les temps d'interrogation sont longs, de l'ordre d'une seconde pour obtenir les per-
formances souhaitées, les atomes chutent (gravimètre) ou sont lancés (fontaines atomiques et
gyroscopes) sur de grandes distances. Elles sont typiquement de l'ordre du mètre. Cela empêche
de miniaturiser la partie sensible du capteur. Pour résoudre ce problème, une solution peut être
d'utiliser des atomes piégés et d'adapter les protocoles de mesure à leur utilisation (nous verrons
d'autres approches dans la suite). L'utilisation d'atomes piégés a trois principaux avantages :
i) Il est possible de miniaturiser la partie sensible du capteur et ainsi d'envisager des appli-
cations embarquées.
ii) Les atomes étant conﬁnés dans un piège de taille microscopique, nous pouvons faire des
mesures des variations spatiales des forces à l'échelle microscopique qui permettent, par exemple,
de tester les lois de la gravitation sur de très courtes distances comme sur l'expérience FORCA-G
[Hilico, 2014].
iii) Le temps d'interrogation et la taille du dispositif ne sont plus couplés. Cette propriété
permet d'envisager des temps d'interrogations très longs, seulement accessibles en micro-gravité
par des atomes libres.
De plus nous souhaitons utiliser des séquences d'interférométries de type Ramsey pour réaliser
un interféromètre dans l'espace des états internes de l'atome. A terme, il serait possible de
détecter les interférences uniquement par spectroscopie et de se dispenser d'un système d'imagerie
complexe nécessaire à la visualisation de franges d'interférences spatiales.
1.3.1 Les puces atomiques
Un candidat de choix pour miniaturiser la partie physique du capteur est la puce ato-
mique [Reichel et al., 2001, Reichel, 2002, Folman et al., 2002, Fortágh et Zimmermann, 2007,
Reichel et Vuletic, 2010, Keil et al., 2016]. Une puce atomique est un substrat isolant, par
exemple en silicium [Böhi, 2010], en nitrure d'aluminium [Armijo et al., 2010] ou en carbure
de silicium [Huet et al., 2012], sur lequel des ﬁls métalliques, par exemple en or, sont déposés en
utilisant les techniques conventionnelles de la micro-électronique. De telles pistes conductrices
peuvent aussi être réalisées avec des matériaux supra-conducteurs [Nirrengarten et al., 2006]
pour limiter l'échauﬀement thermique. La géométrie des ﬁls peut être facilement modiﬁée en
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fonction des applications et plusieurs niveaux de métallisation sont utilisables. Par ailleurs,
beaucoup d'eﬀorts ont été faits pour miniaturiser les enceintes à vide nécessaires aux ex-
périences utilisant des puces atomiques. Sur ce point, citons les travaux de l'UC Boulder
[Squires, 2008, Farkas et al., 2010, Salim, 2011, Salim et al., 2011]. La taille des enceintes a été
réduite à celle d'un tube d'une horloge commerciale à jet de césium, et des travaux sont en cours
pour diminuer encore plus la taille de ces enceintes [Salim et al., 2011, McBride et al., 2013].
Les puces atomiques sont des composants très polyvalents [Fortágh et Zimmermann, 2007].
Elles peuvent être utilisées pour réaliser des potentiels magnétiques statiques avec des courants
électriques DC [Reichel, 2002]. Ces champs peuvent être utilisés pour piéger les atomes. Dans ces
pièges, il est possible avec l'aide d'un champ radio-fréquence de refroidir les atomes jusqu'à la
condensation de Bose-Einstein [Reichel et al., 2001]. Ces champs magnétiques statiques peuvent
aussi servir à transporter les atomes [Hänsel et al., 2001], ou à réaliser des guides à ondes de ma-
tière [Thywissen et al., 1999, Bouchoule et al., 2008]. De tels guides peuvent, par exemple, avoir
une forme de boucle pour réaliser un gyroscope [Alzar et al., 2012]. Des faisceaux laser peuvent
être amenés sur une puce atomique, pour réaliser une séparatrice Raman [Wang et al., 2005].
Dans les ﬁls conducteurs déposés sur le substrat de la puce atomique, il est possible d'injecter
des courants dans le domaine radio-fréquence pour créer, par exemple, des pièges habillés par
un champ radio-fréquence [Schumm et al., 2005]. En utilisant une géométrie de ﬁls bien précise,
détaillée plus loin dans ce manuscrit (annexe B), une onde dans le domaine micro-onde peut être
apportée aux atomes via la puce atomique. Les potentiels habillés par le champ micro-onde ainsi
obtenus sont sélectifs de l'état interne de l'atome [Treutlein et al., 2006], ce qui est très utile
pour la manipulation des atomes alcalins. Ces guides micro-ondes ont permis la démonstration
d'un interféromètre [Böhi et al., 2009], ainsi que la réalisation des impulsions pi/2 nécessaires à
une horloge atomique [Lacroûte et al., 2010].
Les puces atomiques ont donc démontré leur grande polyvalence et c'est cette technologie
que nous avons retenue dans le cadre de cette thèse. Cette approche est également prometteuse
pour la conception de futures centrales inertielles à atomes.
1.3.2 Alternatives aux puces atomiques
Dans ce paragraphe, nous présentons quelques alternatives aux puces atomiques, qui sont
aussi envisagées pour réaliser des capteurs inertiels compacts.
1.3.2.1 Pièges et réseaux optiques
Les pièges et les réseaux optiques permettent de conﬁner les atomes dans une petite région
de l'espace de quelques microns. Ils peuvent donc être utilisés pour un capteur inertiel piégé.
L'architecture FORCA-G développée au SYRTE [Dos Santos et al., 2009] pour l'étude de la
gravitation sur de très courtes distances et des forces de Casimir Polder pourrait être exploitée
pour réaliser un accéléromètre à atomes piégés [Hilico, 2014]. Dans cette expérience les atomes
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Figure 1.3  (a) Puce atomique avec une simple couche de métallisation pour la réalisation
de piège magnétique statique de type Z ou dimple. (b) Exemple de puce atomique en carbure de
silicium (SiC) réalisée au III-V Lab. Cette puce comprend des pistes pour les courants DC créant
des pièges magnétiques statiques, ainsi que des guides micro-ondes, comme ceux décrits dans
l'annexe B, permettant l'habillage des atomes par un champ micro-onde.
de rubidium sont piégés sur un réseau optique unidimensionnel, créé par un laser de longueur
d'onde λ. Ces atomes peuvent être décrits par des fonctions de Wannier qui sont localisées sur les
sites du réseau. Supposons qu'une accélération a est colinéaire au réseau. L'énergie de chacun des
sites de ce réseau est alors déplacée d'une énergie +maλ/2 par rapport au site immédiatement à
droite et de −maλ/2 par rapport au site immédiatement à gauche, où m est la masse de l'atome.
En créant une superposition cohérente de deux états de Wannier principalement localisés sur
deux sites diﬀérents du réseau distants de nλ/2 (par exemple en utilisant des transitions Raman
[Hilico, 2014]), les deux composantes de la fonction d'onde atomique vont accumuler, après un
temps t, une diﬀérence de phase de manλt/(2~). Une séquence de type Ramsey permet de
mesurer ce déphasage [Hilico, 2014, Pelle et al., 2013]. Une sensibilité relative aux accélérations
en-dessous de 10−6 à une seconde a été démontrée [Pelle et al., 2013].
1.3.2.2 Séparatrice Raman avec recyclage des atomes
Des interféromètres à séparatrice Raman, utilisant le même principe que la ré-
férence [Canuel et al., 2006], ont été développés à Albuquerque au nouveau Mexique
[McGuinness et al., 2012, Rakholia et al., 2014, Rakholia, 2015]. Ils présentent une sensibilité
aux accélérations de l'ordre de 1 µg/
√
Hz et aux rotations de l'ordre de 1 µrad/s/
√
Hz
avec un taux de répétition des mesures entre 50 Hz et 100 Hz. Comme dans la référence
[Canuel et al., 2006], pour mesurer les accélérations et les rotations, deux sources d'atomes
distantes de l'ordre du centimètre permettent de réaliser deux interféromètres Raman contra-
propageant. Pour obtenir des taux de répétition aussi élevés, les atomes sont récupérés, par
le piège magnéto-optique, après chaque séquence d'interférométrie. Quelques millisecondes per-
mettent alors de re-refroidir les atomes et de remplacer les quelques atomes perdus pendant
la mesure. Cette technique permet d'économiser le temps nécessaire au remplissage du piège
magnéto-optique et au refroidissement des atomes.
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1.3.2.3 Séparatrice à grand transfert d'impulsion
Les interféromètres Raman avec des atomes non-piégés, comme ceux décrits dans la partie
précédente, peuvent être réalisés dans des petits volumes mais il en résulte un temps d'interroga-
tion plus court. Pour obtenir des séparations spatiales importantes et donc une bonne sensibilité
aux accélérations et aux rotations, il est nécessaire de transférer des impulsions importantes aux
deux paquets d'atomes. Pour cela des séparatrices avec un transfert d'environ 100 ~k dévelop-
pées dans le cadre de l'étude du principe d'équivalence [Weitz et al., 1994, Chiow et al., 2011]
peuvent être utilisées. Elles permettraient d'obtenir une sensibilité de 10−9 g/
√
Hz avec un temps
d'interféromètre de 30 ms sur 1 cm de hauteur [Chiow et al., 2011].
1.4 Les potentiels habillés
Dans cette partie nous décrivons le principe de fonctionnement des pièges habillés optiques,
radio-fréquences et micro-ondes. Ces pièges sont suﬃsamment versatiles pour concevoir des in-
terféromètres à atomes piégés. Nous justiﬁerons notre choix des potentiels habillés micro-ondes.
La théorie nécessaire à la description de ces potentiels micro-ondes est décrite dans le chapitre
3.
1.4.1 Les potentiels optiques
Les pièges optiques [Grimm et al., 2000] reposent sur le couplage entre le moment dipolaire
électrique d'une transition atomique et le champ électrique d'un laser. En notant I l'intensité
du laser, α la polarisabilité de l'atome, c la vitesse de la lumière et 0 la permittivité électrique
du vide, il est possible de montrer que le champ électrique du laser exerce une force sur l'atome.
Cette force dérive du potentiel suivant [Grimm et al., 2000] :
Udip(r) = − 1
20c
Re(α)I(r) (1.6)
Considérons une transition à deux niveaux de diﬀérence d'énergie ~ω0 et de largeur naturelle
Γ. Considérons aussi que l'approximation de l'onde tournante est valable et que le champ laser
est loin de la résonance (nous reviendrons sur ces deux approximations dans le chapitre 3 de ce







où ∆ est le désaccord entre la fréquence du laser et celle de l'atome. Nous retrouvons sur cette
expression la forme du déplacement lumineux des énergies d'un atome dans le régime des grands
désaccords.
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En utilisant la ﬁgure d'interférence entre plusieurs faisceaux laser, il est possible de réaliser
des puits de potentiel disposés suivant un réseau, [Jessen et Deutsch, 1996, Dalibard, 2013], dont
nous avons discuté une utilisation dans le paragraphe sur les alternatives aux puces atomiques.
En réalisant des gradients d'intensité par focalisation du faisceau laser sur quelques microns,
il est possible de piéger les atomes. Toutefois, pour les atomes alcalins, les transitions dans le
domaine optique se désexcitent par radiation. Le désaccord ∆ doit donc être choisi suﬃsam-
ment grand, ce qui limite la profondeur du piège optique. Il est néanmoins possible de piéger
[Stamper-Kurn et al., 1998] et de refroidir des atomes jusqu'à la condensation de Bose-Einstein
[Barrett et al., 2001] dans un piège optique.
Il est possible de réaliser des doubles pièges optiques [Shin et al., 2004]. Le laser de piège
est injecté à travers un modulateur acousto-optique. Dans ce modulateur deux fréquences radios
sont injectées, créant ainsi deux faisceaux diﬀractés. Moduler la diﬀérence de fréquence entre les
deux ondes radios permet de séparer et de re-combiner les deux pièges. Ces pièges optiques ne
sont pas sélectifs de l'état interne des atomes. Cela ne permet pas de réaliser des interféromètres
de types Ramsey avec des pièges sélectifs de l'état interne, tels que ceux qui seront décrits dans
la suite de ce chapitre.
1.4.2 Les potentiels radio-fréquences
Dans un atome alcalin, en couplant avec une onde radio 11 les sous niveaux Zeeman d'un
même niveau hyperﬁn fondamental, il est possible de réaliser des potentiels habillés piégeant les
atomes. Entre autres formes, ces pièges peuvent prendre deux forme nous intéressant : un double
puits ou un tore [Zobay et Garraway, 2004, Lesanovsky et al., 2006]. Considérons un atome dans
un sous niveau ZeemanmF d'un niveau hyperﬁn F . Cet atome est soumis à un champ magnétique
statique 12 Bdc(r), dépendant de la position r, ainsi qu'à un champ radio-fréquence Brf (r) de
pulsation ωrf . Nous pouvons montrer que le potentiel vu par l'atome s'écrit sous la forme 13
[Perrin, 2013, Schumm et al., 2005] :
V (r) = mF
√
(µBgFBdc(r)− ~ωrf )2 + (µBgFBrf⊥(r)/2)2 (1.8)
avec :
Brf⊥(r) = Brf −Brf ·Bdc(r)Bdc(r)
B2dc(r)
(1.9)
µB est le magnéton de Bohr et gF le facteur de Landé. Dans un tel piège, il est aussi possible de
refroidir les atomes jusqu'à la condensation de Bose-Einstein [Garrido Alzar et al., 2006].
Suivant la polarisation du champ radio-fréquence nous pouvons distinguer deux cas :
11. Typique de l'ordre de quelques mégahertz dans les expériences.
12. Nous supposons que la direction du spin atomique suit la direction du champ magnétique.
13. Le piège magnétique statique est un piège de Ioﬀe-Pritchard [Pritchard, 1983], d'axe mou suivant la direction
z et de minimum confondu avec l'origine de l'espace. Le champ radio-fréquence a une polarisation quelconque
dans le plan (x, y). L'approximation de l'onde tourne est supposée vériﬁée. Voir [Perrin, 2013] pour les hypothèses
de calcul.
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i) Si la polarisation du champ radio-fréquence est linéaire, alors, si ~ωrf est supé-
rieure à µBgFBdc(0), V (r) peut prendre la forme d'un double puits [Lesanovsky et al., 2006,
Perrin, 2013]. Dans cette conﬁguration, en augmentant progressivement la valeur de ωrf , il est
possible de réaliser une séparatrice spatiale pour un condensat de Bose-Einstein. Ce principe a
été utilisé pour réaliser un interféromètre sur une puce atomique [Schumm et al., 2005].
ii) Si la polarisation du champ radio-fréquence est circulaire, alors, si ~ωrf est su-
périeur à µBgFBdc(0), V (r) peut prendre la forme d'un tore 14 [Lesanovsky et al., 2006,
Morizot et al., 2006, Heathcote et al., 2008, Perrin, 2013]. Un tel piège peut être utilisé pour réa-
liser des gyroscopes avec des condensats de Bose-Einstein [Schwartz et al., 2006, Schwartz, 2006].
Comme pour les pièges optiques, ces potentiels ne sont pas sensibles à l'état interne des
atomes. Ils ne permettent pas la réalisation des interféromètres de type Ramsey qui nous inté-
ressent et qui seront décrits dans la suite.
1.4.3 Les potentiels micro-ondes
Dans les alcalins, les deux niveaux hyperﬁns fondamentaux sont espacés d'une fréquence qui se
situe dans le domaine micro-onde. Il est donc envisageable de réaliser des potentiels habillés dans
ce même domaine de fréquence pour piéger les atomes. Dans le cas des potentiels radio-fréquences,
exposés précédemment, l'amplitude du champ oscillant est supposée constante. C'est le gradient
de polarisation de ce champ, vu par les atomes, qui modiﬁe la dépendance spatiale du potentiel
de piégeage. Dans le cas des potentiels micro-onde, la modiﬁcation de la dépendance spatiale du
potentiel de piégeage est dans certains cas majoritairement causée par la dépendance spatiale de
l'amplitude du champ oscillant 15 [Agosta et al., 1989, Spreeuw et al., 1994, Böhi et al., 2009].
Dans les références [Agosta et al., 1989, Spreeuw et al., 1994], seul un champ micro-onde est
utilisé pour piéger les atomes (comme dans un piège dipolaire optique). Dans cette dernière
conﬁguration le champ micro-onde utilisé est celui d'une cavité centimétrique. Dans les expé-
riences de la référence [Böhi et al., 2009], les atomes sont piégés par une combinaison d'un champ
micro-onde et d'un piège magnétique statique (comme pour les potentiels radio-fréquences précé-
dents). Dans cette expérience, la modulation spatiale du champ micro-onde est faite en utilisant
le champ proche d'un guide d'onde coplanaire (cf chapitre 3 et annexe B), cela permet d'obtenir
des gradients de champ micro-onde et donc des forces exercées sur les atomes beaucoup plus im-
portantes qu'avec le champ lointain de la référence [Spreeuw et al., 1994]. Dans cette réalisation,
les pièges sont sélectifs de l'état interne des atomes. Cela a permis de réaliser un interféromètre
de type Ramsey. C'est cette dernière implémentation que nous avons choisie pour la conception
de notre interféromètre atomique. La sélectivité de l'état interne et la description théorique des
potentiels micro-ondes seront développées dans le chapitre 3.
14. La symétrie du tore est brisée si nous considérons en plus la gravité.
15. Nous verrons dans le chapitre 3, que la polarisation du champ micro-onde a aussi un eﬀet sur le piège.
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1.5 Architecture d'une centrale inertielle sur puce
Dans cette partie, nous décrivons un concept exploitant des champs micro-onde pour réaliser
les pièges permettant d'obtenir les fonctions qui nous intéressent, à savoir : une horloge, un
accéléromètre et un gyroscope. L'accéléromètre sera décrit plus en détails dans le chapitre 3.
1.5.1 Une horloge
Une horloge utilisant des atomes de rubidium piégés au voisinage d'une puce ato-
mique a déjà été démontrée au SYRTE à Paris [Rosenbusch, 2009, Lacroûte et al., 2010,
Ramirez-Martinez et al., 2011, Maineult et al., 2012, Szmuk et al., 2015]. Les atomes sont pié-
gés dans un piège magnétique statique créé par les ﬁls d'une puce atomique. Ils sont préparés
dans le niveau hyperﬁn |F = 1,mF = −1〉 et refroidis jusqu'à la centaine de nano-Kelvin, soit
juste au-dessus de la température critique de condensation de Bose-Einstein. Ensuite la fréquence
de l'oscillateur local est comparée à celle des atomes par une séquence de type Ramsey tout en
gardant les atomes piégés. Les deux états internes atomiques utilisés pour la séquence d'horloge
sont |F = 1,mF = −1〉 et |F = 2,mF = 1〉. Ces deux états sont utilisés car : i) les atomes doivent
être piégés magnétiquement pendant l'interrogation, ii) il existe une valeur du champ magnétique
(3,23 Gauss) minimisant l'eﬀet des ﬂuctuations de ce champ 16 sur la fréquence de la transition
entre ces deux niveaux [Harber et al., 2002].
L'utilisation de l'indentical spin rotation eﬀect, ou ISRE (cet eﬀet sera expliqué dans le
paragraphe 6.3.3.2), a permis de ralentir la décroissance temporelle du contraste des franges de
Ramsey [Deutsch et al., 2010, Kleine Büning et al., 2011]. Des temps d'intégration de Ramsey
de 5 s [Deutsch et al., 2010, Szmuk et al., 2015] ont ainsi pu être utilisés. Cela, combiné avec les
oscillateurs locaux disponibles au SYRTE [Ramirez-Martinez et al., 2010], a permis de démontrer
la stabilité d'horloge suivante : 5, 8 · 10−13/√τ s'intégrant jusqu'à 3, 5 · 10−14 en 500 s.
1.5.2 Un accéléromètre
Pour mesurer une accélération a, il est possible de reprendre le principe de l'horloge décrite
dans le paragraphe précédent, et de lui rajouter, pendant la phase d'interrogation, une sépara-
tion spatiale des deux états |F = 1,mF = −1〉 et |F = 2,mF = 1〉. Le protocole est le suivant
[Ammar et al., 2015] :
i) Les atomes sont préparés et refroidis jusqu'à la condensation de Bose-Einstein, ou non,
dans l'un des deux états : |F = 1,mF = −1〉 ou |F = 2,mF = 1〉.
ii) Une première impulsion de l'oscillateur local est appliquée aux atomes. Cela les met dans
une superposition cohérente des deux états précédents.
iii) Les deux états sont séparés spatialement suivant une direction colinéaire à l'accélération
à mesurer (par exemple |F = 1,mF = −1〉 vers la droite et |F = 2,mF = 1〉 vers la gauche). Les
16. Typiquement les ﬂuctuations du champ magnétique font ﬂuctuer la fréquence relative de l'horloge de 3·10−13




|F = 1,mF = −1〉
|F = 2,mF = 1〉
1 + cos [(ω − ω0 −maΔz/)TR]
1− cos [(ω − ω0 −maΔz/)TR]
a
z
|F = 1,mF = −1〉
|F = 2,mF = 1〉
|F = 1,mF = −1〉 |F = 2,mF = 1〉
|F = 1,mF = −1〉





|1〉 |1,−1〉 |2〉 |2, 1〉
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gaz thermique ou un condensat de Bose-Einstein ? En interférométrie optique, il est plus simple
d'observer des franges d'interférence avec un laser, autrement dit avec une source cohérente.
Nous pourrions donc chercher à utiliser un condensat de Bose-Einstein comme source cohérente
d'atomes. Dans les condensats, les interactions entre atomes lient la dépendance temporelle de
la phase accumulée à la densité atomique [Grond et al., 2010]. Il en résulte une diﬀusion de
phase qui limite le temps maximum disponible pour accumuler la phase avant son brouillage
[Grond et al., 2010] et donc la sensibilité des mesures. Cet eﬀet a été introduit, par exemple
dans les références [Lewenstein et You, 1996, Javanainen et Wilkens, 1997], et observé dans les
références [Dettmer et al., 2001, Richard et al., 2003]. Ce couplage entre la phase et l'intensité
est l'analogue atomique de l'eﬀet Kerr optique où la diﬀérence de marche dépend de l'intensité
lumineuse. Ces interactions peuvent être tournées en avantage en préparant des états comprimés
[Jo et al., 2007, Estève et al., 2008]. Avec ces états, le plus petit incrément de phase lisible sur
l'interféromètre surpasse la limite donnée par le bruit de projection quantique [Itano et al., 1993].
En interférométrie optique, quand l'intensité lumineuse limite la sensibilité de la mesure via
l'eﬀet Kerr, il est possible d'utiliser une source incohérente à spectre large. Pourquoi ne pas utili-
ser une source atomique thermique (l'équivalent atomique de la lumière blanche) comme source
d'atomes dans notre interféromètre ? Cela pourrait permettre de limiter la densité atomique,
donc de limiter la diﬀusion de phase et d'augmenter le temps d'interrogation de l'interféromètre.
Ce choix est d'autant plus motivé par le fait que les interféromètres actuels mesurant le temps
[Szmuk et al., 2015], les accélérations [Gillot et al., 2014] et les rotations [Durfee et al., 2006] uti-
lisent des sources d'atomes thermiques. Nous verrons dans le chapitre 2 que ce choix implique une
conception bien particulière des potentiels, autrement dit des deux pièges habillés. En eﬀet, les
deux bras de l'interféromètre doivent être les plus symétriques possible. Cette symétrie est l'ana-
logue atomique de la très faible diﬀérence de marche nécessaire pour observer des interférences
optiques avec une source de lumière blanche.
Les choix techniques retenus pour la conception des pièges permettront de réaliser aussi bien
un interféromètre avec un gaz thermique qu'avec un condensat de Bose-Einstein. Cela permettra
à terme de tester les deux conﬁgurations.
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Chapitre 2
Dynamique d'un interféromètre à
habillage d'état interne
Dans ce second chapitre, nous cherchons à décrire théoriquement le comportement de notre
interféromètre [Ammar et al., 2013, Ammar et al., 2015], autrement dit à calculer l'évolution
temporelle du contraste et de la diﬀérence de phase. Ce but ambitieux nécessite certaines ap-
proximations, ainsi que certains développements mathématiques qui peuvent sembler lourds lors
d'une première lecture. Pour rendre la lecture plus simple, les développements non nécessaires à
la compréhension seront mis en retrait du texte à la manière du paragraphe suivant :
Un très long développement mathématique pouvant être omis lors d'une pre-
mière lecture de ce chapitre. Ces développements sont tout de même donnés,
pour épargner aux lecteurs consciencieux de longues heures à refaire les dé-
monstrations et aussi car le diable se cache dans les détails.
La séquence d'interrogation de Ramsey envisagée pour mesurer une accélération avec des
atomes thermiques piégés sera décrite en détail dans ce chapitre. Elle est identique à celle d'une
horloge à atomes piégés [Ramirez-Martinez et al., 2011] avec en plus une séparation spatiale des
deux états internes. Une fois celle-ci décrite, les deux premières questions qui se posent sont :
quelle est la phase du signal produit par cet interféromètre ? et quel est son contraste ?
Nous calculerons l'évolution temporelle des populations des deux états internes |a〉 et |b〉 pen-
dant une séquence typique d'interrogation des atomes. Pour cela, nous utiliserons un formalisme
d'opérateur densité. Nous déduirons le contraste et la diﬀérence de phase de l'évolution de cet
opérateur densité. Cela permettra de montrer que le signal d'accélération provient majoritai-
rement de la diﬀérence d'énergie potentielle d'accélération ressentie par les deux états internes
qui ne sont pas au même endroit de l'espace. Cela se traduira par une phase accumulée par les
atomes de la forme intuitive ma
∫ T
0 d(t)dt/~ où d(t) est la distance séparant les deux états à
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l'instant t, a l'accélération ressentie par les atomes de masse m et T la durée de l'interrogation.
Nous montrerons aussi que la diﬀérence de forme entre les deux potentiels piégeant les deux états
internes entraîne une décroissance du contraste de l'interféromètre.
Dans un deuxième temps, nous introduirons la méthode des raccourcis à l'adiabaticité. Cette
méthode permet de faire évoluer un système plus rapidement que ne l'impose les conditions
de suivi adiabatique, tout en assurant que les états de départ et d'arrivée sont identiques
[Schaﬀ et al., 2011a, Torrontegui et al., 2013a]. Nous proposons de mettre en ÷uvre cette mé-
thode dans notre interféromètre pour déplacer les pièges rapidement. Cela permettra, à durée de
la séquence d'interférométrie T ﬁxée, d'augmenter
∫ T
0 d(t)dt, augmentant ainsi la phase accumu-
lée.
Pour suivre ce programme, nous avons besoin de faire plusieurs hypothèses : i) nous consi-
dérons des pièges harmoniques, ii) nous considérons que la séparation est faite suivant un axe
propre du piège, donc nous nous ramenons à un problème unidimensionnel. Dans le chapitre 3 où
nous proposons une conﬁguration expérimentale pour l'interféromètre, nous chercherons à véri-
ﬁer ces hypothèses. Nous aurons besoin de la solution générale de l'équation de Schrödinger pour
un oscillateur harmonique dont la fréquence et la position dépendent du temps. En eﬀet, comme
nous le verrons dans le chapitre 3, la position et la fréquence des potentiels varient au cours de
la séparation et de la recombinaison des deux états internes. Cela est fait dans la première partie
de chapitre en utilisant la méthode des invariants dynamiques décrite par Lewis et Riesenfeld
[H. R. Lewis et Riesenfeld, 1969].
2.1 Oscillateur harmonique dépendent du temps
Cette première partie est calculatoire, le lecteur voulant passer les calculs peut directement
aller aux résultats (2.44) et (2.45).
Dans cette partie, nous calculons la solution générale de l'équation de Schrödinger avec un
hamiltonien dont la fréquence et la position dépendent du temps. Ces résultats serviront dans la
suite pour décrire la dynamique de l'interféromètre. Considérons donc un hamiltonien décrivant







mω2(t) [ẑ − z0(t)]2 (2.1)
où p̂ et ẑ sont les opérateurs impulsion et position. Pour trouver les solutions de l'équa-
tion de Schrödinger avec l'hamiltonien précédent nous allons utiliser les invariants dynamiques
[H. R. Lewis et Riesenfeld, 1969].
Dans leur article de 1969 [H. R. Lewis et Riesenfeld, 1969], Lewis et Riesenfeld donnent la
forme de la solution générale de l'équation de Schrödinger pour un hamiltonien Ĥ(t) dépen-
dant du temps dont un invariant Î(t) est connu (la déﬁnition d'un invariant est donnée dans la
paragraphe suivant). Si cet invariant ne contient pas l'opérateur de diﬀérentiation par rapport
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au temps, alors la forme générale de la solution de l'équation de Schrödinger ayant Ĥ(t) pour




cn exp [jαn(t)] |n〉 (2.2)
où les cn sont des nombres complexes indépendants du temps t, les |n〉 sont les fonc-
tions propres de l'invariant Î(t) et les phases αn(t) sont déﬁnies par l'équation suivante




= 〈n| j~ ∂
∂t
− Ĥ(t) |n〉 (2.3)
Un tel choix des phases αn(t) entraine que les exp [jαn(t)] |n〉 vériﬁent l'équation de Schrödinger
pour Ĥ(t) [H. R. Lewis et Riesenfeld, 1969].
Un invariant dynamique de Lewis pour Ĥ(t) est un opérateur hermitien Î(t) vériﬁant les
deux conditions suivantes :












La relation (2.5) est la déﬁnition de la dérivée totale des éléments de matrice de l'invariant Î.
2.1.1 Recherche d'un invariant de Lewis
La recherche d'un invariant pour l'hamiltonien (2.1) présentée dans la suite est fortement
inspirée de [Schaﬀ et al., 2011a]. Nous donnerons ici toutes les étapes de la démonstration. Pour
cela, nous introduisons deux fonctions dépendantes du temps zcm(t) et ρ(t). Comme nous le
verrons plus loin, elles sont liées respectivement à la position et à la taille de la fonction d'onde.
zcm(t) est homogène à une distance et ρ(t) à des rad−1/2s1/2. Avec ces deux fonctions, nous





P̂ = P (p̂, ẑ, t) (2.7)
(2.8)
où P est une fonction qui sera explicitée dans la suite et ω0 est une constante arbitraire homogène
à une pulsation. Nous déﬁnissons aussi une nouvelle échelle de temps homogène à des secondes :
τ = τ(t) (2.9)








2 + f(τ) (2.10)
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Ĥ ′(t) dépend explicitement du temps uniquement par f(τ) qui ne contient pas les variables Ẑ
et P̂ . Pour la recherche de l'invariant il n'est pas nécessaire d'expliciter cette fonction.
Cherchons les conditions sur P , τ , zcm et ρ permettant de vériﬁer les trois






















− ρ˙ (ẑ − zcm)
]
(2.14)
En ce qui concerne le membre de droite de (2.11), nous avons, en supposant























ω0 [ρ (p̂−mz˙cm)−mρ˙ (ẑ − zcm)] (2.17)
qui déﬁnissent la nouvelle échelle de temps τ(t) ainsi que la nouvelle impul-
sion P̂ . De même pour (2.12) nous exprimons les deux membres, et en les




[−mω2 (ẑ − z0)−mz¨cm]−mρ¨ (ẑ − zcm)} = −m (ẑ − zcm) (2.18)
En regroupant les termes suivant les puissances de ẑ et en imposant la nullité
des coeﬃcients du polynôme de variable ẑ ainsi trouvé nous aboutissons à





z¨cm + ω2 (zcm − z0) = 0 (2.20)
1. Nous utilisons et nous utiliserons dans la suite : ˙̂z = [ẑ,Ĥ]/j~ = p̂/m, ˙̂p = [p̂,Ĥ]/j~ = −mω2(ẑ − z0) et
[ẑ,p̂] = j~. La dérivée par rapport à t d'une fonction f de la variable t est notée f˙ dans toute la suite
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Nous avons supposé pour le calcul que (2.13) était bien vériﬁée. Avec les
déﬁnitions de Ẑ et P̂ , respectivement posées en (2.6) et (2.17) nous vériﬁons
bien la relation de commutation entre Ẑ et P̂ .


















où l'opérateur Ẑ (respectivement P̂ ) est déﬁni par l'équation (2.6) (respectivement (2.17)). La
fonction ρ (respectivement zcm) est déﬁnie par l'équation (2.19) (respectivement (2.20)). La
fonction ρ décrit la largeur de la fonction d'onde et zcm sa position, nous le reverrons plus loin
de manière plus explicite. Cet invariant peut être vu comme une généralisation de celui trouvé
dans le cas où seule la fréquence dépend du temps [H. R. Lewis et Riesenfeld, 1969, Lewis, 1967a,
Lewis, 1967b, Lewis, 1968a, Lewis, 1968b]. Une généralisation à d'autres formes de potentiel peut
être trouvée dans [Lewis et Leach, 1982, Torrontegui et al., 2013a].
Nous vériﬁons que (2.21) est bien un invariant de Ĥ(t). Comme ẑ et p̂ sont
hermitiens, Î(t) l'est aussi. Pour vériﬁer la condition (2.5), nous calculons








































































Î(t), déﬁni par (2.21), est donc bien un invariant de Ĥ(t) au sens de Lewis
[H. R. Lewis et Riesenfeld, 1969].
2.1.2 Solution générale de l'équation de Schrödinger pour Ĥ(t)
Dans les deux parties suivantes, nous calculons les fonctions propres de l'invariant (2.21)
de l'hamiltonien (2.1) ainsi que les αn(t) correspondant pour expliciter la solution générale de
l'équation de Schrödinger ayant (2.1) pour hamiltonien.
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2.1.2.1 Recherche des fonctions propres de Î(t)
Nous pouvons montrer que les fonctions propres de Î(t) sont de la forme :



























La variable de position ξ est déﬁnie par : ξ =
√
m/~(z − zcm)/ρ. Les Hn(ξ) sont les poly-
nômes d'Hermite. A = (m/pi~)1/4eiϕ/√ρ est une constante de normalisation avec ϕ une phase
indéterminée indépendante du temps.
Î(t) est un oscillateur harmonique. Pour le diagonaliser, nous pouvons
donc introduire les opérateurs d'annihilation â et de création â†, déﬁnis































[ρ (p̂−mz˙cm)−mρ˙ (ẑ − zcm)] (2.25)
Nous réécrivons l'invariant sous la forme usuelle





â |n〉 = √n |n− 1〉 et â† |n〉 = √n+ 1 |n+ 1〉. Nous avons noté
|n〉 les états propres de Î(t). Pour trouver les fonctions propres de
Î(t) dans la représentation ξ, nous suivons la démarche habituelle
[Cohen-Tannoudji et al., 1986]. Nous écrivons donc les opérateurs




































Ψ0 (ξ, t) = 0 (2.27)
d'où la solution :
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avec A une constante d'intégration déterminée par la condition de normali-
sation :
∫ +∞
−∞ |Ψ0 (ξ, t)|2 dz = 1. Nous en déduisons : A = (m/pi~)1/4eiϕ/
√
ρ
où ϕ est une phase indéterminée que nous posons indépendante de t sans
perte de généralité 2.
La détermination des états excités se fait par récurrence, via la relation
de création : Ψn (ξ, t) = 〈ξ| a† |n− 1〉 /
√
n. En utilisant l'écriture de â†
en représentation ξ, ainsi que la relation de récurrence sur les polynômes
d'Hermite Hn : Hn(ξ) = (2ξ−d/dξ)Hn−1(ξ), nous obtenons l'ensemble des
fonctions propres de Î(t) (cf équation 2.23). Ces fonctions propres peuvent




2.1.2.2 Calcul des αn(t)
L'écriture de (2.2) pour l'hamiltonien Ĥ(t) en explicitant les variables z et t requière le calcul


















La démonstration de ce résultat est donnée dans la suite en retrait du texte.
Les αn(t) sont calculés à partir de l'équation (2.3). Commençons par la
seconde partie 〈n| Ĥ(t) |n〉. Exprimons Ĥ(t) en fonction de â et â†. Tout

































+ jρz˙cm − jρ˙zcm
]
(2.31)
Nous inversons les deux relations précédentes pour obtenir ẑ et p̂ en fonction
des opérateurs d'échelles :




















2. Si nous posons ϕ(t) = a + $(t) avec a une constante un terme −$˙ apparaît dans le membre de droite de
l'équation (2.29) sur dαn(t)/dt et $(t) s'éliminera du résultat ﬁnal. Nous pouvons donc poser ϕ constante.
3. Nous retrouvons une forme lagrangienne.
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Nous obtenons 〈n| Ĥ(t) |n〉 en remplaçant dans Ĥ(t) les opérateurs impul-
sion et position par leurs expressions en fonction des opérateurs d'échelles :





















Poursuivons avec le calcul de la première partie de l'équation sur
les αn(t). La démonstration présentée ici est fortement inspirée de
[H. R. Lewis et Riesenfeld, 1969] où seule la fréquence de l'oscillateur har-
monique dépend du temps. En utilisant â† |n− 1〉 = √n |n〉 puis â |n〉 =
√
n |n− 1〉 :
〈n| ∂
∂t
|n〉 = n−1/2 〈n| ∂â
†
∂t
|n− 1〉+ n−1/2 〈n| â† ∂
∂t
|n− 1〉 (2.35)
= n−1/2 〈n| ∂â
†
∂t









|k − 1〉+ 〈0| ∂
∂t
|0〉 (2.37)
Pour le premier terme du second membre, nous calculons la dérivée partielle
par rapport à t de l'équation (2.31) puis nous remplaçons les opérateurs po-
sition et impulsion par leurs expressions en fonction des opérateurs d'échelle



































Pour le second terme du second membre, nous dérivons (2.23) pour n = 0
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Le passage de l'avant-dernière à la dernière ligne se fait en utili-
sant l'expression de la dérivée temporelle de ξ exprimée en fonction
de ξ : ξ˙ = −(√m/~)z˙cm/ρ − ξρ˙/ρ. Dans le cas de l'oscillateur sans
translation (i.e. z˙cm = 0), nous retrouvons le résultat donné dans















Nous injectons (2.34) et (2.43) dans l'équation sur les phases αn(t). Nous
obtenons ainsi l'équation diﬀérentielle (2.29) régissant l'évolution temporelle
des phases αn(t).
2.1.2.3 Une base de solution
Dans ce paragraphe, nous donnons une base orthonormée de fonctions d'onde solu-
tions de l'équation de Schrödinger avec l'hamiltonien (2.1). C'est l'ensemble des fonctions
exp [jαn(t)] 〈z|n〉. Elles s'écrivent sous la forme :




























































Sur ces deux dernières équations, la signiﬁcation des fonctions zcm et ρ apparaît clairement.
La fonction zcm est le centre de masse de la fonction d'onde et est régie par l'équation de
la dynamique d'un oscillateur classique (2.20). La fonction ρ donne l'étalement de la fonction
d'onde et est régie par l'équation d'Ermakov (2.19).
Démontrons le résultat précédent. Dans les fonctions exp [jαn(t)] 〈z|n〉, re-
prenons tous les termes de phase en explicitant les variables t et z et en






(z − zcm)2 + m
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Nous avons posé la phase ϕ indépendante du temps, plus précisément pour
écrire tous les termes indépendant de z sous la forme d'une intégrale, nous




















































Nous réarrangeons les termes en utilisant les équations diﬀérentielles
sur ρ et zcm (cf équations (2.19) et (2.20)) pour obtenir l'équa-
tion (2.45). Nous avons donc l'ensemble des fonctions (2.44) qui
forment une base orthonormée et vériﬁent l'équation de Schrödinger
pour Ĥ(t) grâce au choix des phases αn(t). Nous pouvons retrouver
le même résultat avec une résolution directe de l'équation de Schrödin-
ger dans les articles de Popov et Perelomov [Popov et Perelomov, 1969,
Popov et Perelomov, 1970, Perelomov et Popov, 1970] ainsi que dans un
article de Husimi [Husimi, 1953] 4. L'article [Schaﬀ et al., 2011a] suggère
une autre démonstration pour arriver au même résultat.
2.2 Contraste et diﬀérence de phase d'un interféromètre à double
puits
Cette partie est consacrée aux calculs de l'eﬀet de la dynamique et des potentiels de piégeage
sur le déphasage mesuré par notre interféromètre ainsi que sur la décroissance temporelle de
son contraste. Avant de commencer, déﬁnissons une fois pour toute la séquence d'interférométrie
utilisée.
Fixons les choses en considérant qu'avant le début de la séquence d'interférométrie, tous les
atomes sont préparés dans l'état interne |a〉. Les interférences ont lieu entre les deux états internes
|a〉 et |b〉, et nous sommes capables de créer deux potentiels Va(ẑ, t) et Vb(ẑ, t), chacun étant vu
uniquement par un des deux états internes. En dehors des impulsions pi/2, le système est décrit




+ Va(ẑ, t) |a〉 〈a|+ [Vb(ẑ, t) + ab] |b〉 〈b| (2.49)
4. Husimi ne donne que le fondamental.
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où p̂ est l'opérateur impulsion, ẑ est l'opérateur position et ab est la diﬀérence d'énergie interne
entre les deux états internes. La séquence d'interférométrie est la suivante :
i) Une première impulsion pi/2 met les atomes dans une superposition des deux états internes.
ii) Cette première impulsion est suivie d'une séparation spatiale des deux états internes puis
d'une recombinaison spatiale. La recombinaison se fait en parcourant à l'envers la trajectoire de
séparation. Entre ces deux déplacements des états internes, une phase d'interrogation a lieu au
cours de laquelle les deux potentiels sont maintenus séparés. Cette séparation permet aux deux
états internes de ressentir deux énergies potentielles d'accélération diﬀérentes.
iii) Une seconde impulsion pi/2 permet de traduire en une diﬀérence de population, la diﬀé-
rence de phase entre l'oscillateur local et celle accumulée entre les deux états internes.
Nous supposons de plus que Va et Vb coïncident pendant les deux impulsions pi/2.
Nous calculerons d'abord l'évolution temporelle des populations des deux états internes lors
d'une séquence du type décrite précédemment en résolvant l'équation de Schrödinger pour un
hamiltonien incluant un champ excitateur (celui des impulsions pi/2). Nous formaliserons ce
résultat en terme de matrice densité. De l'expression de la matrice densité en ﬁn de séquence
d'interférométrie, nous déduirons l'expression du contraste et du signal de notre interféromètre
en utilisant les résultats de la partie précédente.
Dans toute la suite, nous notons g la projection de l'accélération exercée sur l'axe sensible
du capteur. L'axe sensible du capteur est l'axe de séparation des deux états internes pendant
la phase d'interrogation. Nous avons choisi g car dans la suite, nous prenons pour exemple
d'accélération celle de la pesanteur. Mais il est important de souligner que le principe décrit ici
peut être appliqué à toute autre accélération s'exerçant sur le capteur et ayant une projection
non nulle sur son axe sensible.
2.2.1 Calcul de l'évolution des populations
Pour calculer l'évolution temporelle des populations, nous rappelons un extrait du cours de
Claude Fabre [Fabre, 2011] donnant l'évolution des populations d'un système à deux niveaux
sous l'eﬀet d'une impulsion d'un champ de la forme B cos(ωt−φ). B est la projection du champ
magnétique sur la direction de dipôle magnétique atomique µ, ω la pulsation de ce champ et
φ sa phase à l'instant initial 5. Considérons un atome à deux niveaux |a〉 et |b〉 séparés d'une
énergie ~ω0 = ab en interaction avec le champ B cos(ωt − φ). L'hamiltonien 6 du système est
[Fabre, 2011] :
Ĥ = ~ω0 |b〉 〈b| − µB cos(ωt− φ) [|b〉 〈a|+ |a〉 〈b|] (2.50)
et l'état atomique est décrit par |ψ(t)〉 = ca(t) |a〉 + cb(t) |b〉. En utilisant l'approximation de
l'onde tournante et en se plaçant en représentation d'interaction, l'hamiltonien du système est
5. Nous avons écrit ici un champ magnétique, car en pratique la transition utilisée est magnétique.
6. L'origine des énergies est celle de l'état interne |a〉.






ej(δt−φ) |a〉 〈b|+ e−j(δt−φ) |b〉 〈a|
)
(2.51)
avec la pulsation de Rabi : ΩR = −µB/2 et le désaccord : δ = ω−ω0. L'état atomique est décrit,
en représentation d'interaction, par |ψint(t)〉 = ca,int(t) |a〉+ cb,int(t) |b〉, avec ca,int(t) = ca(t) et
cb,int(t) = cb(t)e
jω0t. La résolution de l'équation de Schrödinger pour le système à deux niveaux














































avec la pulsation de Rabi généralisée : Ω =
√
Ω2R + δ
2. Une généralisation de ces deux dernières
équations au cas où ΩR et δ dépendent du temps est présentée dans l'annexe D.
2.2.1.1 Application du résultat précédent au cas de notre interféromètre
Dans ce paragraphe, nous présentons la manière d'utiliser les résultats précédents pour cal-
culer les populations atomiques en sortie de l'interféromètre.
A t = 0, tous les atomes sont préparés dans l'état interne |a〉. Ainsi ca(0) = 1 et cb(0) = 0.
Cela donne en représentation d'interaction : ca,int(0) = 1 et cb,int(0) = 0. A partir de (2.52) et
(2.53), nous pouvons calculer ca,int(τ) et cb,int(τ), où τ est la durée de l'impulsion. Nous obtenons
alors ca(τ) = ca,int(τ) et cb(τ) = cb,int(τ)e−jω0τ . Entre les deux impulsions, nous faisons évoluer
le système. Pour cela, nous supposons que toute la phase est accumulée par l'état |b〉 et nous
la notons sous la forme ω0T +
∫ T
0 ωg(t)dt où T est le temps écoulé entre les deux impulsions.
La première partie ω0T est due à la diﬀérence entre les énergies des états internes |a〉 et |b〉.
La seconde partie
∫ T
0 ωg(t)dt est due à la séparation spatiale des états internes |a〉 et |b〉 et aux
potentiels diﬀérents auxquelles ils sont soumis, i.e. elle contient 7 tous les termes de phase autres
que celui dû à la diﬀérence entre les énergies des états internes |a〉 et |b〉. Nous obtenons alors :




Avant d'appliquer la seconde impulsion, nous repassons en représentation d'interaction : ca,int(τ+
T ) = ca(τ + T ) et cb,int(τ + T ) = cb(τ + T ) (car dans les équations (2.52) et (2.53), l'origine
des temps est prise au début de l'impulsion, d'où cb,int(τ + T ) = cb(τ + T )eiω00). Enﬁn, nous
ré-utilisons (2.52) et (2.53) pour obtenir ca,int(2τ + T ) et cb,int(2τ + T ).
Pour ne pas oublier de terme dans la phase accumulée par les deux états de l'interféromètre,
il important de faire attention au changement de représentation (interaction et Schrödinger).
7. Dans le cadre de l'approximation adiabatique, ce terme de phase contient la phase dynamique et la phase
géométrique [Berry, 1984].
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En eﬀet, les impulsions sont décrites en représentation d'interaction alors que nous décrivons les
phases de séparation, interrogation et recombinaison en représentation de Schrödinger.
Dans toute la suite, nous prendrons δ, ΩR, Ω et τ identiques pour les deux impulsions. φ1
est la phase du champ au début de la première impulsion, i.e. à t = 0, φ2 est la phase du champ
au début de la seconde impulsion, i.e. à t = τ + T .
2.2.1.2 Calcul du réseau de franges
Pour avoir une première intuition du signal que nous pouvons observer, nous cherchons à
calculer le réseau de franges, sans tenir compte d'une éventuelle enveloppe, i.e. à l'ordre le plus













A T ﬁxé et δ = ω − ω0 variable,
∫ T
0 ωg(t)dt est un oﬀset sur la phase. C'est le terme qui nous
intéresse pour mesurer des accélérations. Nous pouvons voir ce terme comme un déplacement
en fréquence des franges d'une horloge atomique. L'équation précédente permet d'interpréter
l'interféromètre de Ramsey comme la comparaison de la phase de deux oscillateurs : i) celle
accumulée par le champ excitateur ωT qui sert d'oscillateur local et ii) celle accumulée par les
atomes pendant l'interrogation ω0T +
∫ T
0 ωg(t)dt.
Pour démontrer le résultat précédent, ré-écrivons les équations (2.52) et
(2.53) à l'ordre 1 en δ/ΩR. En supposant que nous réalisons une impulsion





































nous faisons évoluer le tout pendant le temps d'interrogation T :
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Nous repassons en représentation d'interaction et appliquons la seconde im-
pulsion. Nous obtenons alors pour l'état |a〉 :













En utilisant les déﬁnitions de φ1 et φ2 et en supposant que la phase du champ
est préservée entre les deux impulsions, nous avons la relation suivante :
φ1−φ2 = ω(τ +T ). Nous en déduisons la population dans l'état |a〉 à la ﬁn
de la séquence d'interférométrie, cf équation (2.55).
2.2.1.3 Calcul de l'enveloppe
Le calcul complet de la population dans l'état |a〉 sans faire l'approximation précédente,
c'est-à-dire en gardant les équations (2.52) et (2.53), permet d'obtenir l'enveloppe du réseau
de franges. Ce calcul se déroule de la même manière. Tous calculs faits, nous aboutissons à la


























ϕ est la phase accumulée par les atomes pendant l'interrogation et ωT − ϕ sa comparaison à
l'oscillateur local. Pour ϕg(T ) =
∫ T
0 ωg(t)dt nulle nous retrouvons le réseau de franges d'une
horloge, (ω − ω0)T est donc la partie  horloge  de la comparaison des phases. Si en plus le
désaccord est nul (δ = 0), nous avons bien pa = 0 et pb = 1. Quand
∫ T
0 ωg(t)dt est non nul, cela
déplace les franges à l'intérieur de l'enveloppe.
2.2.1.4 Protocole de mesure de ϕg(T )
Pour ﬁxer des ordres de grandeur, considérons un cas simpliﬁé : la séparation et la recombi-
naison spatiale sont instantanées et seule la diﬀérence d'altitude ∆z entre les deux pièges inﬂue
sur la phase ϕg(T ) =
∫ T
0 ωg(t)dt accumulée pendant le temps d'interrogation T . La phase se





Un déphasage de pi, provoquant le remplacement d'une frange sombre par une frange brillante,
provient d'un changement de g de ∆pig = pi~/(m∆zT ). En prenant pour paramètres typiques
∆z = 100 µm et T = 10 ms cela donne un changement de l'accélération g de ∆pig = 2·10−3 m.s−2.
Pour mesurer les variations de g = k∆pig + δg (avec k ∈ Z), il faut à la fois mesurer k et δg.
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Pour mesurer δg, nous nous plaçons à un désaccord δ0 tel que dpa(δ0)/dδ soit maximum et les
variations de pa(δ0) nous donnent celle de δg. Pour connaître la valeur de k, nous devons rajouter
un autre capteur avec une précision d'environ 10−3 m.s−2 qui nous renseignera sur le déﬁlement
des franges et donc sur la valeur de k.
2.2.2 Description de l'ensemble des populations des diﬀérents niveaux vibration-
nels en termes d'opérateur densité
Nous allons reprendre les calculs de la partie précédente, et inclure les diﬀérents niveaux
vibrationnels peuplés par le gaz thermique.
Dans toute la suite, pour ne pas mélanger T le temps d'interrogation et T la température,
nous noterons tf le temps d'interrogation et T la température. Nous reprenons l'équation (2.61)



























où seul l'oﬀset sur la phase dépend de l'état vibrationnel. Pour établir ce résultat, nous avons
supposé que l'impulsion pi/2 change uniquement l'état interne de l'atome et pas son état vibra-
tionnel. En eﬀet, l'impulsion du photon micro-onde correspond à 0,2 Hz, ce qui n'est pas suﬃsant
pour eﬀectuer une transition entre deux niveaux vibrationnels, car ils sont espacés de la fréquence
de piège qui est, comme nous le verrons dans le chapitre 3, de l'ordre de 100 Hz.
A l'instant initial, avant la première impulsion pi/2, nous avons préparé un gaz à l'équilibre




pn |na, a〉 〈na, a| (2.66)
où pn = exp (−Ean/kT ) /Z avec Ean l'énergie du niveau |na〉 du potentiel vue par l'état interne |a〉,
T la température du gaz, k la constante de Boltzmann et Z la fonction de partition canonique 8.
Dans cette écriture, la somme inclut déjà les dégénérescences possibles des énergies propres Ean.
Nous supposons qu'il n'y a pas de re-thermalisation du gaz pendant l'interrogation, autrement










8. Cette écriture est équivalente à avoir négligé la fugacité du gaz x = exp(µ/kbT ). En eﬀet, elle tend vers zéro
car pour un nuage d'atomes thermiques µ/(kT )→ −∞. Une étude plus approfondie pour prendre en compte une
fugacité non nulle est en cours.
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pn{cna(τ) |na, a〉+ cnb (τ) |nb, b〉}{cn∗a (τ) 〈na, a|+ cn∗b (τ) 〈nb, b|} (2.68)




pn{cna(τ + tf ) |na, a〉+ cnb (τ + tf ) |nb, b〉}{cn∗a (τ + tf ) 〈na, a|+ cn∗b (τ + tf ) 〈nb, b|} (2.69)
Il est aisé de remplacer l'expression précédente dans l'équation de Liouville pour vériﬁer qu'elle
est bien solution de cette dernière equation. Enﬁn nous appliquons la seconde impulsion, en




pn{cna(τ + tf + τ) |na, a〉+ cnb (τ + tf + τ) |nb, b〉}
× {cn∗a (τ + tf + τ) 〈na, a|+ cn∗b (τ + tf + τ) 〈nb, b|} (2.70)
A la ﬁn de la séquence, la population totale des atomes dans l'état interne |a〉 est :
pa(tf ) = Tr (ρ̂ |a〉 〈a|) =
∑
n
pn |cna(τ + tf + τ)|2 (2.71)
Dans le cas d'une impulsion pi/2 parfaite à désaccord proche de zéro, i.e. δ  ΩR, les populations



























Le contraste et le déphasage de notre interféromètre se déﬁnissent à partir des deux équations
précédentes. Nous déﬁnissons alors le contraste comme :
C(t) = |A(t)| avec : A(t) =
∑
n
pn exp {j [ωtf − ϕn(t)]} (2.75)
et le signal comme :
S(t) = arg(A(t)) (2.76)
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{1− C(tf ) cos [S(tf )]} et pb(tf ) = 1
2
{1 + C(tf ) cos [S(tf )]} (2.77)
2.2.3 Le déphasage S(tf )
Pour calculer le déphasage S(tf ), nous devons calculer les ϕn(tf ). Pour cela, nous modélisons




+ Va(ẑ, t) |a〉 〈a|+ [Vb(ẑ, t) + ab] |b〉 〈b| (2.78)
Ce travail est fait en deux temps. Un premier cas simple 2.2.3.1, indépendant du temps, permet
d'obtenir une intuition des diﬀérents termes du déphasage. Un second cas 2.2.3.2, dépendant
du temps, permet d'obtenir une formule plus générale tenant compte de la séparation et de la
recombinaison. Dans les deux cas, les potentiels considérés sont harmoniques.
2.2.3.1 Un premier cas simple
Pour nous ramener à un problème indépendant du temps, nous supposons vériﬁées les deux
hypothèses suivantes :
i) Un suivi adiabatique des niveaux vibrationnels est réalisé lors du changement de position
et de fréquence du piège. Ces deux conditions de suivi adiabatique s'écrivent : |ω˙|  ω2/n et
|z˙0| 
√
~ω/(mn) (cf annexe E).
ii) Nous ne considérons pas les phases de séparation et de recombinaison. Ce cas a seulement
un but pédagogique pour comprendre le déphase et le contraste de l'interféromètre. Un cas
comprenant les eﬀets de la séparation et de la recombinaison sera considéré dans la suite.
La conception de l'interféromètre (cf section 2.2) permet des trajectoires de recombinaison
et de séparation identiques, mais parcourues dans des sens opposés. Ainsi la phase géométrique
est nulle [Berry, 1984]. Nous avons donc seulement à calculer la phase dynamique. Pour l'atome













avec m la masse atomique, ωi la fréquence du piège et zi la position du piège. La fonction
zcmi = zi − g/ω2i représente le centre de masse du nuage. De l'hamiltonien (2.78) et du potentiel
(2.79), il vient immédiatement que la phase accumulée par le bras i de l'interféromètre pendant












tf + nωitf + δibω0tf (2.80)
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où δib est le symbole de Kronecker (δab = 0 et δbb = 1). La diﬀérence de phase entre les deux
bras est donc :
ϕn(tf ) = ϕ
b


















+n (ωb − ωa) tf + ω0tf (2.81)
Le premier terme est la diﬀérence d'énergie potentielle d'accélération. Le troisième est la dif-
férence d'énergie de point zéro des deux oscillateurs. Quant au deuxième terme, il provient du
déplacement des énergies du terme harmonique dû à l'ajout du terme linéaire.
Nous pouvons remonter au signal :
S(tf ) = arg
{∑
n
pn exp [j(ωtf − ϕn(tf ))]
}
= φ0 + arg
{∑
n
pn exp [jn(ωb − ωa)tf ]
}
(2.82)
où φ0 regroupe tous les termes indépendants de n. La somme se calcule aisément. En ef-
fet, dans le cas d'un oscillateur harmonique, les pn sont de la forme suivante : pn = (1 −
exp(−~ωa/kT )) exp(−n~ωa/kT ). Nous aboutissons au signal :
S(tf ) = (ω − ω0) tf −∆ϕ0(tf ) (2.83)
avec :
∆ϕ0(tf ) = mg (z
cm




















sin [(ωb − ωa)tf ] e−~ωa/kT
1− cos [(ωb − ωa)tf ] e−~ωa/kT
}
(2.84)
Terminons par deux remarques sur le dernier terme dépendant de la température. Ce terme est
bien nul dans le cas d'un interféromètre symétrique, i.e. ωa = ωb, ainsi que dans le cas où la
température est nulle, i.e. T = 0. Pour ~ωa/(kT )  1 et |ωa − ωb|tf  1, il est équivalent à
(kT/~ωa)(ωb − ωa)tf . Nous verrons dans le chapitre 3 que cette dépendance en température de
la phase implique une stabilité de la température du nuage atomique pour assurer un niveau de
sensibilité donnée aux accélérations.
2.2.3.2 Un cas plus complexe avec séparation et re-combinaison
Calculons maintenant le signal en prenant en compte les phases de séparation et de re-
combinaison. Pour rendre compte du mouvement des pièges, zi(t) doit dépendre du temps. Nous
prenons aussi en compte une dépendance temporelle des fréquences de piégeage 9 ωi(t). Le lecteur
peut passer le calcul qui suit pour aller directement au résultat du signal de l'interféromètre.
9. Dans la réalisation expérimentale les fréquences de piégeage dépendent du temps.
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mω2i (t) (ẑ − zi(t))2 +mgẑ (2.85)
Pour se ramener aux calculs de la section 2.1, nous factorisons l'hamiltonien

















Les solutions de l'équation de Schrödinger pour Ĥ |i〉 〈i| (t) et Ĥ ′i(t), res-
pectivement ΨH|i〉〈i|(t) et ΨH′i(t), sont reliées par le changement de jauge














Le déphasage, entre les deux bras, se déduit en réutilisant le dernier résultat
de la section 2.1 (cf équation : (2.45)). Tout d'abord la diﬀérence de phase
ϕn(tf ) = ϕ
b
n − ϕan pour le niveau n est :































Pour écrire les ϕin, nous avons tenu compte des Γi(t), cf équation (2.87), et
des Φn(tf ), cf equation (2.45). Nous supposons que les fonctions ρi et z
cm
i
vériﬁent les conditions de raccourci à l'adiabaticité 10, ainsi les termes en


















































(z˙cmb ρb − zcmb ρ˙b)2 − 1
ρ2a




















10. La notion de raccourci à l'adiabaticité sera introduite dans la section 2.3. Pour le moment le lecteur à
seulement besoin de savoir qu'elle implique qu'à tp = 0 et tf : ρi(tp) = 1/
√
ωi(tp), ρ˙i(tp) = 0, ρ¨i(tp) = 0,
zcmi (tp) = zi(tp)− g/ω2i (tp), z˙cmi (tp) = 0 et z¨cmi (tp) = 0
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i pour éliminer za et



































(z˙cmb ρb − zcmb ρ˙b)2 − 1
ρ2a






































Nous développons le troisième terme et dans la première ligne on remplace

















(z˙cmb ρb − zcmb ρ˙b)2 − 1
ρ2a















































































Nous regroupons les termes d'accélération en factorisant les termes 3, 5 et






























































b − zcma z¨cma ] dt (2.92)
Les deux dernières lignes peuvent se réécrire comme un terme de diﬀérence
d'énergie cinétique. La dernière ligne de l'équation précédente s'intègre par
parties. En utilisant les conditions de raccourci à l'adiabaticité elle vaut :
−(m/~) ∫ tf0 [(z˙cmb )2 − (z˙cma )2] dt. Dans la troisième ligne, remarquons que









. Toujours en utilisant les conditions de raccourci





2 − (z˙cma )2
]
dt.
Nous aboutissons à l'expression ﬁnale pour φ0 donnée par l'équation (2.95).
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Remontons maintenant au signal. En utilisant l'équation (2.88) ainsi que la
déﬁnition du signal, nous avons :
S(tf ) = (ω − ω0) tf − φ0 − arg
{∑
n
pn exp [−jnf(tf )]
}










La somme se calcule aisément. En eﬀet, nous supposons qu'avant le début
de la séquence d'interférométrie, le gaz est à l'équilibre thermique dans l'état
interne |a〉 et qu'il n'y a pas de rethermalisation pendant la séquence d'in-
terférométrie. En utilisant les même facteurs de Boltzman que pour le calcul
du déphasage dans le cas indépendant du temps (cf équation (2.84)), nous
obtenons l'équation (2.94).
Tous calculs faits, en prenant en compte la dynamique de la séparation et de la recombinaison,
nous montrons que le signal de notre interféromètre peut s'écrire de la manière suivante :
S(tf ) = (ω − ω0) tf − φ0 + arctan
{
sin [f(tf )] e
−~ωa/kT
1− cos [f(tf )] e−~ωa/kT
}
(2.94)







































Le premier terme est la diﬀérence d'énergie cinétique. Le second terme est la diﬀérence d'énergie
potentielle d'accélération. Le troisième terme provient du déplacement des niveaux d'énergie du
potentiel harmonique en présence du champ total d'accélération z¨cmi +g, c'est-à-dire l'accélération
à mesurer g plus celle provenant du déplacement des atomes z¨cmi . Le dernier terme s'interprète
comme la diﬀérence d'énergie de point zéro des deux oscillateurs (nous remarquons que dans le
cas ωi indépendant du temps nous avons 1/ρ2i = ωi).
Nous retrouvons le même terme en arc-tangente dépendant de la température T du gaz déjà
rencontré dans le cas statique (2.84). Ce terme est toujours nul à température nulle, ainsi que
pour un interféromètre symétrique (ωa = ωb).
2.2.4 Le contraste C(tf )




pn exp {j[ωt− ϕn(t) ]}
∣∣∣∣∣ (2.96)
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Figure 2.1  Calcul numérique des franges de Ramsey. Nous avons tracé l'évolution de la popu-
lation atomique dans l'état |a〉 en fonction du désaccord δ des impulsions pi/2. pa(tf ) est calculée
à partir de l'équation (2.71) en utilisant l'équation (2.64) pour les pna = |cna(τ + T + τ)|2. Les
phases ϕn(tf ) sont donnés par les équations (2.88) et (2.89). Pour la dynamique de la séparation
et de la recombinaison, nous avons utilisé des rampes de STA (cf partie 2.3). Les paramètres nu-
mériques utilisés sont les suivants : temps de séparation : 2 ms, temps de recombinaison : 2 ms,
temps d'attente dans les pièges séparés : 6 ms, ΩR = 2pi · 500 Hz, g = 10 m.s−2 et T = 500 nK.
Les paramètres des rampes de STA utilisées pour la séparation et la recombinaison seront donnés
dans la partie 2.3. Le contraste n'est pas égal à 1 car nous avons rajouté une asymétrie entre
les pièges, qui croît linéairement de 0 % à 1 % pendant la séparation, est stable à 1 % pendant
l'interrogation et décroît jusqu'à 0 % lors de la recombinaison.
Dans le cas où les deux potentiels Va(ẑ, t) et Vb(ẑ, t) ont les mêmes niveaux d'énergie à une
constante indépendante de n près, alors le contraste reste tout le temps égal à 1. Ce cas est, par
exemple, réalisé si les deux potentiels diﬀérent seulement par une translation ou une rotation.
Dans la suite, le temps de cohérence est déﬁni comme le plus petit temps tc positif tel que
C(tc) = 1/2.
Nous considérons d'abord un cas adiabatique 2.2.4.1, puis nous rajoutons la dépendance
temporelle de la séparation et de la recombinaison 2.2.4.2. Enﬁn, nous étudions l'eﬀet d'une
anharmonicité des potentiels sur le contraste 2.2.4.3.
2.2.4.1 Cas adiabatique avec séparation instantanée
Dans le cadre des hypothèses de suivi adiabatique et de séparation instantanée du paragraphe
2.2.3.1 sur le calcul de la phase, ϕn(t) prend la forme d'un terme indépendant de n plus un terme
dépendant de n. Ce dernier terme est noté δωnt. En oubliant tous les termes indépendants de
n qui ne modiﬁent pas le contraste, ce dernier s'écrit alors C(t) = |∑n pn exp(jδωnt)|. Si nous
eﬀectuons un développement à l'ordre deux pour δωnt << 1 nous obtenons : C(t) = 1−(t/tc)2/2
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Cette expression 11 sort naturellement du développement de C(t). Le taux de décohérence t−1c
est donc proportionnel à l'écart-type des diﬀérences de fréquences propres des deux potentiels
δωn pondérées par la distribution de Boltzman pn.
Le calcul exact du contraste peut être mené dans le cas où les deux potentiels Va(ẑ, t) et
Vb(ẑ, t) sont harmoniques, respectivement de fréquences ωa et ωb. Tout calcul fait nous trouvons :
C(t) =
1− λ√






où nous avons noté : ωm = (ωa + ωb)/2 et δω = ωa − ωb. Cette formule est analogue à celle de
la transmission d'un interféromètre de Fabry-Perot de coeﬃcient de réﬂexion λ. Dans le cas du





δω . Sous la même hypothèse de gaz thermique, nous aboutissons au même résultat
(à un facteur
√







Nous remarquons que l'approximation δωnt  1 utilisée dans le calcul de (2.97) n'est pas com-
plètement valide, car (2.99) peut s'écrire sous la forme : 1 ∼ δωNthtc, où Nth = kT/~ω est l'ordre
de grandeur du nombre de niveaux vibrationnels peuplés à la température T . L'approximation
δωnt  1 n'est donc pas vraie pour tous les niveaux vibrationnels peuplés. Elle devient fausse
quand n devient de l'ordre de Nth. Toutefois cette approximation permet d'obtenir une règle du
pouce pour calculer le temps de cohérence. Pour un calcul exact, il faut repartir de la formule
(2.96).
En prenant les paramètres du chapitre 3, c'est-à-dire une température de 370 nK et une
asymétrie relative des deux potentiels de δω/ωm ' 0, 035 %, nous trouvons un temps de cohérence
de l'ordre 60 ms. Ce temps de cohérence relativement court ne permet pas d'utiliser de longues
rampes adiabatiques pour le déplacement des pièges (ici long s'entend comme grand devant
l'inverse des fréquences des pièges qui sont typiquement entre 100 Hz et 1 kHz pour des pièges
en forme de dimple sur une puce atomique, cf annexe E). Une technique, appelée raccourci à
l'adiabaticité, permettant de réaliser le déplacement des pièges en un temps de l'ordre de l'inverse
des fréquences de piégeage, sera présentée dans la section 2.3. Deux autres possibilités peuvent
aussi être envisagée : diminuer le temps nécessaire aux rampes adiabadiques en augmentant le
conﬁnement des pièges dans la direction de séparation, et diminuer plus la température du nuage.
Pour garder un nuage thermique et satisfaire les deux contraintes précédentes, il faut alors utiliser
un piège en forme de crêpe, autrement dit, un piège raide dans la direction de séparation et mou
dans les deux autres directions de l'espace.
11. Dans la section 2.2.3.1, les potentiels sont harmoniques, mais nous pouvons toujours écrire en toute généralité
ϕn(tf ) = (E
b
n − Ean)tf/~, où les Ein sont les énergies propres du potentiel i.
12. La thèse de Landry Huet [Huet, 2013] donne tout les éléments pour calculer les moments d'une distribution
de Boltzman.
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2.2.4.2 Cas dépendant du temps
Incluons maintenant la dépendance temporelle des potentiels de piégeage dans le calcul du
contraste. Dans le cas où les fréquences 13 ωi et les positions des pièges zi dépendent du temps















Il est intéressant de noter que dans cette formule exacte du contraste, seules les fonctions ρi
interviennent. Cela rejoint la remarque faite au début de la section sur le contraste : une trans-
lation des pièges n'intervient pas dans le contraste, car elle ne change les énergies propres des
pièges que d'une constante additive indépendante de n.
Dans le cas d'un nuage thermique (i.e. ~ωa  kT ) et des temps courts |f(t)|  1, le temps













Pour illustrer les calculs précédents sur le signal et le contraste nous avons tracé sur la ﬁgure
2.1 le signal simulé de notre interféromètre en fonction de la fréquence de l'oscillateur local.
2.2.4.3 Eﬀets combinés de g et d'un terme anharmonique sur le contraste
Dans ce paragraphe, nous montrons que le contraste peut dépendre de la valeur de l'accéléra-
tion à mesurer. C'est typiquement le cas quand les deux pièges des deux bras de l'interféromètre
sont légèrement anharmoniques. En eﬀet, l'anharmonicité combinée à une accélération non nulle
change la courbure du potentiel au voisinage du minimum du piège. Et même si les anharmoni-
cités sont les mêmes (en valeurs absolues), l'accélération rompt la symétrie entre les potentiels.
Cela fait chuter le contraste de l'interféromètre.




mω2i (t) (ẑ − zi(t))2 +mgẑ + i
~ωi
a3i
(ẑ − zi(t))3 (2.102)
où i est un paramètre sans dimension caractérisant l'anharmonicité du potentiel. Il est tel que
|i|  1. ai =
√
~/(mωi) est la longueur de l'oscillateur harmonique. Il est aisé de montrer que
le minimum de ce potentiel n'est pas changé par le terme anharmonique, i.e. il est donné par
zcmi = zi−g/ω2i . Par contre le terme anharmonique change la courbure du potentiel au voisinage











13. Nous nous limitons au cas des pièges harmoniques comme dans la partie sur le déphasage.
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Plaçons nous dans le cas ωa = ωb (et donc aho = aa = ab). Cela correspond typiquement à la
réalisation de deux habillages parfaitement symétriques jusqu'à l'ordre 2 en z pour les deux états
de l'interféromètre. La diﬀérence de fréquence entre les pièges est donc δω = |ωeffb − ωeffa | =
|b − a|3mgaho/~. Le temps de décroissance du contraste à 50 %, fondé sur l'équation (2.99),




3mgaho|b − a| (2.104)
Considérons le cas où tout est fait pour avoir deux pièges parfaitement symétriques (i.e.
égaux à une translation ou rotation près) en l'absence de l'accélération g à mesurer. Deux cas se
présentent :
i) Dans le cas de la ﬁgure 2.2.a, les anharmonicités sont égales et de mêmes signes, i.e. a = b.
La valeur de l'accélération à mesurer n'a alors pas d'inﬂuence sur le contraste.
ii) Dans le cas de la ﬁgure 2.2.b, les anharmonicités sont égales et de signes opposés, i.e.
a = −b. L'accélération à mesurer fait alors chuter le contraste. En considérant la symétrie
de l'implémentation expérimentale proposée dans le chapitre 3, c'est ce dernier cas qui est à
considérer.
Pour limiter cet eﬀet deux pistes sont possibles : i) augmenter le conﬁnement du piège dans la
direction de mesure de l'accélération, en eﬀet, comme cela est visible sur l'équation précédente,
le temps de cohérence augmente avec
√
ω. ii) Utiliser un nuage le plus froid possible, pour qu'il
reste conﬁné le plus près possible du minimum du piège et ainsi qu'il voit moins l'eﬀet des termes
anharmoniques.
Figure 2.2  Les deux cas de ﬁgures possibles
pour les signes de l'anharmonicité des poten-
tiels : (a) a = b et (b) a = −b.
2.3 Shortcut to adiabaticity
Un shortcut to adiabaticity ou raccourci à l'adiabaticité [Torrontegui et al., 2013a] consiste à
faire évoluer un système plus rapidement que ne l'imposent les conditions de suivi adiabatique,
tout en garantissant que l'état d'arrivée soit le même que pour une transformation adiabatique.
Pour réaliser une telle transformation plusieurs méthodes existent :
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i) La méthode Rice-Demirplak-Berry ou counteradiabatic protocol ou encore transitionless tra-
cking algorithm [Berry, 2009, Demirplak et Rice, 2003] consiste à trouver les solutions de l'évolu-
tion adiabatique pour l'hamiltonien qui nous intéresse. Ensuite nous construisons un hamiltonien
dont les solutions adiabatiques précédentes sont des solutions exactes. Enﬁn, ce dernier hamilto-
nien est appliqué au système pour le faire évoluer vers la solution adiabatique désirée.
ii) La méthode de façonnage rapide par anticipation ou fast-forward méthod
[Masuda et Nakamura, 2008, Masuda et Nakamura, 2010, Torrontegui et al., 2012b]. Cette mé-
thode a été proposée pour séparer des ondes de matière lors du passage d'un simple puits à un
double puits de potentiel [Torrontegui et al., 2012b]. Elle consiste à choisir une nouvelle échelle
de temps (non-linéaire et accélérée par rapport à la précédente) permettant ainsi de déﬁnir un
nouveau potentiel dépendant du temps VFF à appliquer au système. Ce dernier potentiel VFF
est tel que, si nous l'appliquons au système, alors les états ﬁnal et initial sont les mêmes que lors
d'une évolution adiabatique.
iii) La méthode des invariants de Lewis-Reisenfeld [H. R. Lewis et Riesenfeld, 1969,
Schaﬀ et al., 2011a] consiste à trouver un invariant dynamique de l'hamiltonien régissant le sys-
tème. Puis à trouver les conditions assurant que les fonctions propres de l'hamiltonien et de son
invariant dynamique coïncident au début et à la ﬁn de la transformation. C'est cette dernière
méthode de transformation que nous appliquerons à notre interféromètre.
Ces techniques peuvent être très utiles pour notre interféromètre. Nous avons vu dans les
parties précédentes que des paramètres expérimentaux typiques nous donnent un temps de dé-
croissance à 50 % du contraste qui est de l'ordre de 60 ms. Cela ne laisse pas beaucoup de temps
pour déplacer les pièges et changer leurs fréquences en utilisant des rampes adiabatiques. De
manière plus générale, une séparation et une recombinaison rapide permettraient d'augmenter
la durée de la phase d'interrogation par rapport à celle de séparation et de re-combinaison, aug-
mentant ainsi la contribution du terme diﬀérence d'énergie potentielle −(mg/~) ∫ tf0 (zcma −zcmb )dt
par rapport aux autres termes dans la phase accumulée par les atomes (cf équation 2.95).
2.3.1 Raccourcis à l'adiabaticité : un bref état de l'art
Les techniques de raccourcis à l'adiabaticité [Torrontegui et al., 2013a, Schaﬀ et al., 2011a]
ont déjà été mises en ÷uvre sur des expériences d'atomes froids, avec des gaz thermiques ou des
condensats, pour déplacer un piège ou changer sa raideur. Comme il est bien connu qu'une dimi-
nution adiabatique de la raideur d'un piège refroidit le gaz qu'il contient sans augmenter la densité
dans l'espace des phases [Walraven, 2010], une des premières propositions faites, était de les uti-
liser pour accélérer le refroidissement d'un nuage atomique [Chen et al., 2009, Chen et al., 2010].
La décompression d'un piège contenant un gaz thermique [Schaﬀ et al., 2010, Schaﬀ, 2011] ou un
condensat [Schaﬀ et al., 2011b, Schaﬀ, 2011] a été démontrée en utilisant la méthode des inva-
riants de Lewis-Reisenfeld. Dans la référence [Schaﬀ et al., 2010], la raideur du piège est changée
de 230 Hz à 18 Hz en 35 ms. L'utilisation de shorcut to adiabaticity permet alors de réduire
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Figure 2.3  Illustration d'un raccourci à l'adiabaticité donnée par David Guéry-Odelin lors d'un
séminaire au Collège de France. Hergé, Les aventures de Tintin, Les 7 boules de cristal, 1948.
Les atomes (ici les bouteilles) doivent être translatés d'un point A à un point B (la première
et la dernière case) tout en assurant que les états initial et ﬁnal soient identiques. Pour que la
transformation soit rapide les atomes évoluent en suivant l'invariant dynamique (ici Nestor et
son plateau).
d'un facteur environ 10 l'amplitude des oscillations de position et d'un facteur 3 les oscillations
de la taille du nuage atomique par rapport à un changement linéaire de la fréquence d'une du-
rée similaire. Pour le cas d'un condensat [Schaﬀ et al., 2011b], les oscillations de la taille et de
la position du nuage sont aussi fortement réduites pour la partie condensée, mais pas pour la
partie thermique. En eﬀet, les conditions pour réaliser un raccourci à l'adiabaticité avec un gaz
thermique ou avec un condensat ne sont pas les mêmes [Schaﬀ et al., 2011a] (cela est dû à la
présence des interactions qui modiﬁent l'invariant dynamique) et ne sont pas satisfaites en même
temps. La référence [Torrontegui et al., 2012a] propose d'utiliser des raccourcis à l'adiabaticité
basés sur un invariant de Lewis-Riesenfeld pour décompresser un nuage d'atomes sans interac-
tion dans un piège optique gaussien. La méthode Rice-Demirplak-Berry a aussi été proposée pour
décompresser un piège contenant un nuage thermique ou un condensat [del Campo, 2013].
Depuis les essais de déplacement non-adiabatique de pinces optiques servant à translater
des atomes d'un piège magnéto-optique vers une autre zone d'expérience [Couvert et al., 2008],
de nombreuses études ont été réalisées pour trouver des raccourcis à l'adiabaticité opti-
maux dans le cas de pièges harmoniques. Les références [Chen et al., 2011b, Chen et al., 2011a,
Torrontegui et al., 2011] utilisent la méthode des invariants de Lewis-Riesenfeld pour déplacer un
piège contenant des atomes sans interaction. La référence [Chen et al., 2011b] montre que le pro-
tocole le plus rapide est de type  bang-bang . Il consiste à donner un  grand coup  au nuage
vers l'endroit où nous voulons l'envoyer, puis à donner un second coup dans le sens contraire pour
le freiner juste avant d'arriver à la position ﬁnale. L'article [Chen et al., 2011a] fait le lien entre la
CHAPITRE 2. DYNAMIQUE D'UN INTERFÉROMÈTRE À HABILLAGE D'ÉTAT ... 64
méthode des invariants et celle de Rice-Demirplak-Berry. La référence [Torrontegui et al., 2011]
présente une brève généralisation au cas des pièges non harmoniques.
Bien que ne nous concernant pas directement, car nous réalisons une séparatrice par habillage
des états internes [Böhi et al., 2009, Ammar et al., 2015], il est intéressant de noter que la sépa-
ration d'un paquet d'ondes piégé, i.e. la croissance d'une barrière de potentiel, a été abordée dans
les références [Torrontegui et al., 2012b, Torrontegui et al., 2013b, Martínez-Garaot et al., 2013]
en utilisant la méthode fast-forward.
Les méthodes des invariants de Lewis-Riesenfeld et de Rice-Demirplak-Berry ont été
proposées pour réaliser une inversion de population dans un système à deux niveaux
[Ruschhaupt et al., 2012, Lu et al., 2013]. L'utilisation de ces méthodes permet de trouver des
rampes minimisant les ﬂuctuations de l'eﬃcacité de l'inversion de population en fonction des ﬂuc-
tuations des paramètres expérimentaux (fréquence de Rabi et désaccord du champ utilisé). De
telles rampes pourraient être utiles pour réaliser des impulsions pi/2 robustes pour notre interféro-
mètre. La réalisation de raccourcis à l'adiabaticité a aussi été envisagée dans des systèmes à trois
niveaux et appliquée à la croissance d'une barrière de potentiel [Martínez-Garaot et al., 2014].
2.3.2 Rétro-ingénierie de l'hamiltonien : méthode des invariants de Lewis-
Riesenfeld
2.3.2.1 Rappel et déﬁnition de la méthode
Avant de déﬁnir la méthode de rétro-ingénierie de l'hamiltonien par les invariants
de Lewis-Riesenfeld, nous commençons par quelques rappels importants de la référence
[H. R. Lewis et Riesenfeld, 1969]. Ces derniers auteurs donnent une forme générale pour la solu-




cn exp (iαn(t)) |n, t〉 (2.105)
Les cn sont des nombres complexes indépendants du temps et les |n, t〉 sont les états propres d'un
invariant dynamique Î(t) de Ĥ(t) qui ne doit pas contenir l'opérateur ∂/∂t. Nous rappelons la









= 0 et Î†(t) = Î(t) (2.106)




= 〈n, t| i~ ∂
∂t
− Ĥ(t) |n, t〉 (2.107)
Réaliser un raccourci à l'adiabaticité sur l'intervalle de temps [0, tf ] c'est imposer que les
populations des états n de Ĥ(tf ) soient les mêmes que celles de Ĥ(0). Pour cela, la méthode des
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invariants de Lewis-Riesenfeld impose :
Ĥ(0) ∝ Î(0) et Ĥ(tf ) ∝ Î(tf ) (2.108)
Ainsi un état propre |n〉 de Ĥ(0) est aussi l'état propre |n, 0〉 de Î(0). Sous l'eﬀet de Î(t), il
a acquis, après un temps tf , une phase αn(tf ) et devient exp (iαn(tf )) |n, tf 〉. La relation de
commutation entre l'hamiltonien et son invariant à tf implique que exp (iαn(tf )) |n, tf 〉 soit
aussi un état propre Ĥ(tf ). Comme les cn de l'équation (2.105) ne dépendent pas du temps, la
population de l'état |n〉 de Ĥ(0) est la même que celle de l'état |n〉 de Ĥ(tf ).
2.3.3 Application à notre interféromètre
Le design de notre interféromètre nous permet de considérer indépendamment le mouvement
de chacun des deux potentiels. Pour chacun des puits, nous voulons réaliser un raccourci à
l'adiabaticité pour la phase de séparation, puis attendre un certain temps sans bouger les puits,
et enﬁn réaliser un second raccourci à l'adiabaticité pour la phase de recombinaison. Entre 0 et
t1, nous avons la phase de séparation, entre t1 et t2, c'est la phase statique, et entre t2 et tf , c'est
la recombinaison. Dans la suite, nous cherchons de manière générale un raccourci à l'adiabaticité
sur la position et la fréquence du piège entre deux temps génériques tm et tp.
Pour le bras piégeant les atomes dans l'état interne |i〉, i = {a, b}, nous avons l'hamiltonien


































pour lequel nous avons déjà trouvé un invariant dynamique Î(t) dans la section 2.1.1 (cf équation
















Pour la réalisation d'un raccourci à l'adiabaticité entre tm et tp, il faut imposer les relations de
commutations (2.108) entre l'hamiltonien et son invariant. Cela revient à imposer les conditions
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ρ˙i(tm,p) = 0 z˙
cm
i (tm,p) = 0 (2.114)
où les constantes ωi(tm,p) et zi(tm,p) sont ﬁxées et reliées respectivement à la taille et à la position
du nuage voulues avant et après le raccourci à l'adiabaticité. Deux conditions supplémentaires
sont fournies par les équations (2.111) et (2.112) :
ρ¨i(tm,p) = 0 et z¨cmi (tm,p) = 0 (2.115)
Les équations (2.113), (2.114) et (2.115) forment les conditions de raccourci à l'adiabaticité à tm
et tp.
Pour trouver les rampes à utiliser pour zi et ωi, nous devons résoudre (2.111) et (2.112)
compte-tenu de (2.113), (2.114) et (2.115). Cela peut se faire en choisissant arbitrairement un
ansatz polynomial d'ordre cinq pour ρi et zcmi . Le choix de cet ansatz est arbitraire et est fait
ici pour illustrer le propos. En pratique, d'autres choix d'ansatz peuvent être faits pour tenir
compte des particularités expérimentales du dispositif. Nous posons donc [Schaﬀ et al., 2011a,









k avec t ∈ [tm, tp] (2.116)




(tp − tm)5 a4 = −
15(tp + tm)(B −A)
(tp − tm)5 (2.117)
a3 =
10(t2p + 4tmtp + t
2
m)(B −A)
(tp − tm)5 (2.118)
a2 = −30tmtp(tp + tm)(B −A)








p(tmB − tpA)− 5tmtp(t3mB − t3pA) + t5mB − t5pA
(tp − tm)5 (2.120)
avec pour la fonction ρi, A = 1/
√
ωi(tm) et B = 1/
√
ωi(tp). Les coeﬃcients
de zcmi (t) ont la même forme avec A = zi(tm) − g/ω2i (tm) et B = zi(tp) −
g/ω2i (tp).
Nous disposons donc des rampes sur ρi et zcmi . Nous pouvons en déduire les rampes ωi(t) et
zi(t) à appliquer au système pour réaliser un raccourci à l'adiabaticité. Premièrement, connaissant
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Figure 2.4  (a) Représentation temporelle des rampes zi (trait plein bleu) et zcmi (trait pointillé
rouge). (b) Représentation temporelle des rampes ωi (trait plein bleu) et 1/ρ
2
i (trait pointillé
rouge). La courbe (a) en trait plein bleu, correspondant à ωi, a été translatée de 30 Hz vers le
haut pour une meilleure lecture. Entre t = 0 et t = t1, nous séparons spatialement les deux
états internes de 200 µm. Pendant cette phase, la fréquence des pièges ωi décroit de 1 kHz à
500 Hz. Dans notre exemple numérique t1 = 2 ms et nous satisfaisons les conditions de raccourci
à l'adiabaticité en t = 0 et t = t1. Entre t1 et t2 (période d'interrogation) les paramètres des
pièges ωi et zi sont maintenus constant. Entre t2 et tf nous recombinons spatialement les deux
états. Nous avons représenté seulement le mouvement du piège a. Pour le piège b nous supposons
que le changement de fréquence est identique et que le déplacement est dans la direction opposée.
Avant de tracer de telles rampes, explicitons les conditions aux limites en 0, t1, t2 et tf
utilisées pour notre interféromètre. Nous notons d la demi-distance de séparation pendant la
phase statique, ωr = ωi(0) = ωi(tf ) la fréquence du piège avant séparation et ωs = ωi(t1) = ωi(t2)
après séparation. Nous avons supposé que les rampes de fréquence choisies pour les deux pièges









zcmi (0) = −
g
ω2r
zcma (t1) = d−
g
ω2s




et les dérivés premières et secondes, en 0 et t1, sont toutes nulles. Nous avons supposé que le
piège a se déplace d'une distance d vers les z positifs et b d'une distance d vers les z négatifs.
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zcma (t2) = d−
g
ω2s
zcmb (tf ) = −d−
g
ω2s




A partir de ces conditions, nous avons représenté sur la ﬁgure 2.4 les rampes zi et ωi, ainsi
que zcmi et 1/ρ
2
i . La fonction 1/ρ
2
i est l'équivalent dynamique de ωi. Les paramètres suivants sont
utilisés : d = 100 µm, ωr = 2pi× 1 kHz, ωs = 2pi× 500 Hz, t1 = 2 ms et tf − t2 = 2 ms. Pour une
rampe avec des fréquences de piégeage supérieures à 500 Hz, nous n'avons pas trouvé, avec l'ansatz
(2.116), de durée inférieure à 2 ms qui maintienne ωi non nulle et réelle sur tout l'intervalle. Cela
correspond à une durée minimale de l'ordre de 1/min(ωi(t)). Cette borne minimale est démontrée
dans la référence [Salamon et al., 2009].
2.3.3.1 Linéarité du capteur
Nous cherchons à montrer que, sous certaines hypothèses, le signal de notre interféromètre
est linéaire avec l'accélération g (cf équations (2.93) et (2.95)) ce qui ne saute pas aux yeux à la
lecture de l'équation (2.95). Mais toutefois, comme cela est visible sur l'équation (2.133) le signal
S(tf ) de notre capteur est une fonction aﬃne de l'accélération g à mesurer.
Supposons, dans cette partie, ρa = ρb (i.e. ωa = ωb) et déﬁnissons une fonc-
tion h1. Pour la phase de séparation, h1 satisfait les conditions suivantes :
h1(0) = 0, h1(t1) = 1, h˙1(0) = h˙1(t1) = 0 et h¨1(0) = h¨1(t1) = 0 qui cor-
























Pour la phase de re-combinaison, nous procédons pareillement en déﬁnissant
une seconde fonction h2. De plus, nous pouvons poser h1(t) = −h2(tf − t)
avec t ∈ [0, t1], cela revient à faire une re-combinaison symétrique de la
séparation. De telles fonctions h1 et h2 peuvent être trouvées en utilisant
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A l'aide de cette fonction h1 nous pouvons réécrire (le calcul est laissé au
lecteur) le signal de l'interféromètre sous la forme :
S(tf ) = (ω − ω0) tf − φ0 (2.130)
avec :
φ0 = − mg~
∫ tf
0














et δ$ = 1/ω2s − 1/ω2r . Les deux derniers termes sont les contributions de
l'énergie cinétique et de l'accélération des atomes dues aux déplacements des
pièges. L'eﬀet de ces deux derniers termes peut-être annulé en choisissant
les fréquences des pièges avant ωr et après séparation ωs tel que : ωr = ωs,
ainsi δ$ = 0.
Un dernier problème réside dans le fait que pour trouver les zi il faut une
connaissance a priori de l'accélération à mesurer g (cf équation (2.122)).
En réalité, il ne faut pas chercher les rampes expérimentales pour za et zb
indépendamment, mais il faut chercher une rampe globale pour la distance
de séparation za − zb. Considérons la phase de séparation, sa fonction h1,
ainsi que l'équation (2.122), nous avons alors :
za(t)− zb(t) = 1
ω2(t)
2dh¨1(t) + 2dh1(t) (2.132)
Il en est de même pour la phase de recombinaison. La recherche des fonctions
h1 et h2 étant indépendante de l'accélération g il en est de même pour la
distance de séparation. Ainsi :



































et le signal S(tf ) du capteur est une fonction aﬃne de l'accélération g.
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2.3.3.2 Plan d'une séquence expérimentale
A l'aune des considérations précédentes, nous pouvons envisager de décomposer une séquence
de mesure typique de la façon suivante :
i) La recherche des rampes ρa = ρb est faite pour en déduire les paramètres expérimentaux
ωa = ωb. Nous avons supposé les raideurs des pièges comme identiques pour maintenir le contraste
et on suppose cette hypothèse vériﬁée dans la suite du protocole.
ii) La recherche des fonctions h1 et h2 est faite, pour en déduire les variations expérimentales
de za − zb à utiliser pour l'interféromètre. Le calcul de za − zb ne dépend pas de g, (cf équation
(2.132)), ainsi le calcul des rampes expérimentales ne nécessite pas de connaissance a priori de
l'accélération g.
iii) Nous mesurons φ0, puis g car les paramètres d, h1(t) et h2(t) sont connus.
2.3.3.3 Retrouver le cas adiabatique
Nous cherchons à retrouver la forme du signal dans le cas d'un déplacement et d'un chan-
gement de raideur adiabatique des pièges, i.e. sous l'hypothèse ω2i τ
2  1 où τ est la durée de
la phase de séparation ou de re-combinaison. Dans le cadre de cette hypothèse, nous retrouvons
zi ' zcmi et 1/ρ2i ' ωi avec les corrections au premier ordre en 1/(ω2i τ2) : z¨cmi /ω2i pour zcmi et
ρ4i ρ¨i/4 pour ρi. Sous cette hypothèse adiabatique nous retrouvons la formule intuitive pour le
signal de notre interféromètre :
S(tf ) = (ω − ω0) tf + mg~
∫ tf
0
(za − zb)dt (2.134)
Ce signal ce décompose en deux termes, le premier correspond à un terme d'horloge et le second
à la diﬀérence d'énergie potentielle d'accélération ressentie par les deux états atomiques due à
leurs positions diﬀérentes dans le champ d'accélération g.
2.4 Conclusion du chapitre
Dans ce chapitre, nous avons tout d'abord trouvé une base de fonctions toutes solutions de
l'équation de Schrödinger avec un hamiltonien dont la fréquence et la position dépendent du
temps (section 2.1). Cette section, calculatoire, nous a servi d'outil pour calculer le contraste et
le signal de notre interféromètre. Pour ce faire, nous avons décrit le gaz avec un formalisme de
matrice densité. Nous avons vu que le temps de décroissance à 50 % du contraste tc est de l'ordre
de tc ∼ ~ωm/(δωkT ) où δω est l'asymétrie entre les deux pièges, c'est-à-dire entre les deux bras
de l'interféromètre (équation (2.99)). Pour des valeurs typiques des paramètres expérimentaux, tc
est de l'ordre de 60 ms. Nous avons aussi montré que le signal de l'interféromètre est le réseau de
franges d'une horloge, mais décalé d'une certaine phase correspondant à l'accélération ressentie
par le capteur.
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Dans une dernière partie, nous avons appliqué la méthode des raccourcis à l'adiabaticité à
notre interféromètre. Nous avons montré qu'il est possible de réaliser la séparation et la recom-
binaison dans un temps inférieur à tc. Enﬁn nous avons explicité une méthode pour calculer les
rampes de raideur des pièges ωi et de distance de séparation entre les pièges za−zb à utiliser pour
réaliser ce raccourci à l'adiabaticité ne nécessitant pas de connaissance à priori de l'accélération
à mesurer.
Ces résultats théoriques semblent suﬃsamment prometteurs pour chercher une implémen-
tation expérimentale du protocole de mesure décrit dans ce chapitre. C'est l'objet du chapitre
suivant.
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Abstract. We report a theoretical study of a double-well Ramsey interferometer
using internal state labelling. We consider the use of a thermal ensemble of cold atoms
rather than a Bose-Einstein condensate to minimize the effects of atomic interactions.
To maintain a satisfactory level of coherence in this case, a high degree of symmetry is
required between the two arms of the interferometer. Assuming that the splitting and
recombination processes are adiabatic, we theoretically derive the phase-shift and the
contrast of such an interferometer in the presence of gravity or an acceleration field.
We also consider using a ”shortcut to adiabaticity” protocol to speed up the splitting
process and discuss how such a procedure affects the phase shift and contrast. We find
that the two procedures lead to phase-shifts of the same form.
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1. Introduction
Inertial sensors based on interferometry [1] with freely falling atoms have demonstrated
excellent performance in the measurement of gravity [2], gravity gradients [3] and
rotations [4]. Atom interferometry with trapped atoms is much less well developed
although it offers some advantages: interrogation times are not limited be the atoms’
flight from the interaction region and one can hope to reduce the overall size of the device
using technologies such as atom chips [5, 6, 7]. These advantages motivated our recent
proposal for a trapped atom interferometer using thermal atoms [8], a situation closely
analogous to white light interferometry in optics [9]. In it we discussed the importance
of maintaining a high degree of symmetry in the two interferometer arms.
In that design we discussed use of internal state labeling of non-condensed ultra-
cold atoms [6], essentially a Ramsey interferometer with an adiabatic spatial separation
of the internal states. An adiabatic procedure however, has the disadvantage of severely
limiting the speed of the splitting: the separation must be slow compared to the trap
oscillation period. Here we will consider another approach inspired by recent work on
”shortcuts to adiabaticity” (STA) [10, 11] which allows one to effect the separation
more rapidly [10, 12, 13]. This technique is already use in some experiments to move
the position [13] and change the frequencies [14] of a trap filled with a thermal gas or a
Bose-Einstein condensate [15]. Although a STA protocol is rather complex, we find that
the resulting phase shifts and interferometer contrast are of the same intuitive form as
in the adiabatic case.
In this paper we consider a protocol similar to the one described in reference [6, 8],
namely a Ramsey interferometer with spatial separation of the internal states. Such a
configuration has the advantage of providing an independent control on the two arms
of the interferometer [8], and allows the phase to be measured by atom counting rather
than fringe fitting. We take into account the possible effect of gravity or acceleration,
and describe the dynamics of the splitting and recombination process in two particular
cases. In the first case, we assume that the splitting and recombination process is slow
enough that adiabatic approximation holds [8]. In the second case, we assume purely
harmonic trap and derive an optimal interferometric sequence based on the shortcut to
adiabadicity (STA) technique [10, 12].
This paper is organized as follows: in section 2, we describe the basic principles
of the interferometer protocol we consider. In section 3, we discuss the phase-shift and
contrast in the case of adiabatic splitting and recombination. In section 4, we then
consider the whole interferometric sequence as a dynamical problem, and show, in the
case of harmonic potentials, that shortcuts to adiabaticity [10, 12, 13, 14] can be used to
reduce the splitting and recombination time. We give an expression for the dynamical
phase-shift of the interferometer, including the effects of the slitting and recombination
ramps, the temperature and the asymmetry between the trapping potentials.
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2. Interferometer protocol
In this section, we briefly recall the interferometer protocol described in reference [8],
and that we will consider in the rest of this paper. Consider an ensemble of atoms with
two levels |a〉 and |b〉. A typical interferometric sequence starts with a pi/2 pulse to put
the atoms in a coherent superposition of |a〉 and |b〉 with equal weights. Then the two
internal states are spatially separated (the splitting period), held apart (the interrogation
period) and recombined (the merging period) using state-dependent potentials Vi(ẑ, t)
which are only seen by atoms in internal state |i〉. We note ẑ the position operator,
t the time and i = a, b. We suppose that the design of the interferometer [8] allows
Va = Vb at the beginning and at the end of the sequence. Finally, another pi/2 pulse
closes the interferometer. Between the two pi/2 pulses, the system can be described by




+ Va(ẑ, t) |a〉 〈a|+ [Vb(ẑ, t) + ~ωab] |b〉 〈b| , (1)
where p̂ is the impulsion operator and ~ωab is the energy difference between the two
internal states at the beginning and at the end of the interferometric sequence. Before
the first pi/2 pulse (labelled by t = 0), we assume that the state of the atomic cloud is
the same as in [8] (i.e. in the internal state |a〉, at thermal equilibrium with temperature
T in the trapping potential Va). Thus we describe it by the same density matrix
ρ̂ =
∑





−Ean/kT are the Boltzmann factors where Ean are the eigen-energies of
Va(ẑ, 0) and |na(t)〉 |a〉 are solutions of the Schro¨dinger equation with the Hamiltonian
Ĥ |a〉 〈a| (t) and constitute an orthonormal basis (the same notation will be used for
Ĥ |b〉 〈b| (t) later on in the paper). As in [8] we neglect the effect of collisions in the
atomic cloud during the interferometric sequence (i.e. we don’t have damping term in
the Liouville equation for the evolution of the density operator), thus, due to the choice
of the |ni(t)〉 |i〉, the pn stay constant during the interferometric sequence. The effect of
a pi/2 pulse is modelled by:
|a〉 → 1√
2
(|a〉 − ie−iφ |b〉) , |b〉 → 1√
2
(|b〉 − ie+iφ |a〉) . (2)
where we have neglected the finite duration of the pulse, φ is the phase of the
electromagnetic field at the beginning of the pulse, and ω the frequency of the
electromagnetic field. This model is valid in the case |δ/Ω|  1, where δ = ω − ωab is
the detuning from the atomic resonance, and Ω is the Rabi frequency.
Just after the second pi/2 pulse (labelled by t = tf , where tf is the time between
the two pulses), and using the hypothesis Va(ẑ, 0) = Vb(ẑ, 0) and Va(ẑ, tf ) = Vb(ẑ, tf ),






pan |a〉 〈a|+ pbn |b〉 〈b|
+ pabn |a〉 〈b|+ pban |b〉 〈a|
} 〈na(tf )| , (3)
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with pan =
[
1− cos (δφ− (Ωbn − Ωan))] /2 and pbn = [1 + cos (δφ− (Ωbn − Ωan))] /2 and
δφ = ωtf . Where Ω
i
n includes the dynamic and geometrical phases accumulated by
|ni(t)〉 |i〉 between the two pi/2 pulses. In the above expressions, pin is the population
of |ni(t)〉 in internal state |i〉, and pabn and pban are the coherence terms between the two
internal states in level |na(t)〉 and |nb(t)〉. As in [8], the physical quantity measured in
this interferometer is the total population in each internal state. We choose to write the









{1− C(tf ) cos [∆ϕ(tf )]} , (4)
where we introduce the contrast:
C(t) = |A(t)| , (5)
and the phase-shift:
∆ϕ(t) = arg [A(t)] , (6)
with A(t) =
∑
n pn exp(jδφ− jωabt− j(Ωbn − Ωan)).
3. Phase-shift and contrast in the adiabatic case
In this section, we assume that the time variations of Va(ẑ, t) and Vb(ẑ, t) are slow
enough that the adiabatic approximation can be applied, as discussed in [8]. A more
general non-adiabatic case will be considered in section 4. We furthermore assume that
the path in parameter space describing the changes in Va,b(ẑ, t) retraces itself, such that
the geometrical phase factors vanish [16] and thus Ωin =
∫ tf
0
Ein(t)dt/~ where Ein(t) are
the adiabatic eigen-energies of Ĥ |i〉 〈i| (t). Moreover, we assume for simplicity that
the duration of the splitting and merging period are much smaller than the duration
of the interrogation period, such that the effect of splitting and merging on the phase
shift and contrast can be neglected (taking into account more realistic interferometric
sequences, as described in [8], does not change the conclusions drawn in this section).
We can thus write the phase accumulated by |ni(t)〉 |i〉 as Ωin = Eintf/~ leading to
A(t) =
∑
n pn exp(jωtf − jωabtf − jδωntf ) where δωn = (Ebn − Ean)/~ is difference
between the eigen energies of the two traps for the same vibrational level.
3.1. Rule of thumb for the coherence time
A very convenient rule of thumb to infer the coherence time can be derived from
equation (5) by considering the second order Taylor expansion of C under the assumption
|δωn| t 1. This leads to C(t) ' 1− (t/tc)2 /2, where tc is understood as the coherence
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In other words, the inferred decoherence rate t−1c is on the same order of magnitude as
the standard deviation of the δωn, weighted by the Boltzmann factors pn.
If we furthermore assume that Va and Vb correspond, during the interrogation
period, to two harmonic trap with slightly different frequencies ωa and ωb, with







with ω = (ωa + ωb) /2 and δω = |ωa − ωb|. It is obvious from equation (8) that tc
increases with symmetry and decreases with temperature, as expected intuitively. This
result differs from the exact calculation, in case of two harmonic potentials [8], only
by a factor
√
3. For a typical temperature of 500 nK, equation (8) gives a symmetry-
limited coherence time on the order of 15 ms for a realistic value of the asymmetry
δω/ω . 10−3 [17]. In the case of non-harmonic traps, equations (5) or (7) can still be
used with perturbatively - or numerically - estimated values of the eigen-energies.
3.2. Phase-shift in the presence of a gravity or acceleration field
In the rest of this paper, we consider the case where Vi (ẑ) is the sum of a harmonic












where m is the atomic mass, ωi are the trap frequencies, g is the acceleration or
gravity field, zi is the trap center (minimum of the trapping part of the potential)
and zcmi = zi − g/ω2i is the center of mass position of the atoms. The phase difference
∆ϕ(t) (equation (6)) after an interrogation time t, stemming from Hamiltonian (1) and
potential (9), is given in this case by:


















t+ φT (t) (11)
where :
φT (t) = arctan
{
sin ((ωb − ωa) t) e−~ωa/(kT )
1− cos ((ωb − ωa) t) e−~ωa/(kT )
}
. (12)
In equation (10) ∆ϕ0(t) arises from the spatial separation of the two internal states,
and (ω − ωab)t describe the free evolution of the states. In equation (11), the first term
is the classical difference in potential energy due to the presence of the acceleration or
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gravity field. The second term is an energy shift resulting from the addition of the
harmonic potential with the linear mgẑ term (see equation (9)). The third term is the
difference of zero point energies of the two harmonic oscillators. The last term, which
is temperature dependent, vanishes in two cases : i) a symmetric interferometer (i.e.
ωa = ωb), ii) zero-temperature. Equation (12) shows that not only the contrast depends
on temperature (as was predicted in [8]) but also the phase-shift. We also predict a
direct link between the phase-shift and the relative asymmetry of the two traps, as was
previously pointed out in [18].
4. Beyond the adiabatic case : shortcuts to adiabadicity (STA)
Let us now consider the dynamical problem of splitting and recombination. As
illustrated by the numbers given previously for the coherence time, it is not always
possible to perform adiabatic splitting and recombination (which have to be longer than
the trap period [8]), because the inverse of the inferred coherence time (' 15 ms) is on
the same order of magnitude as usual trapping frequencies in atom chip experiments
(typically between 10 Hz and 1 kHz [19]).
4.1. Shortcut to adiabadicity ramps
It has been demonstrated in [13, 12] that non-trivial temporal ramps can be used to
move an atomic cloud while keeping the population of the different quantum levels
unchanged at the ends of the ramp, on the time scale of the trapping period (hence
much faster than an adiabatic ramp [8]). We propose, in the following, to apply this
technique, known as shortcut to adiabadicity [10, 12, 14, 13] (STA), to the case of a
trapped thermal atom interferometer. For simplicity, we only consider the case of a
harmonic trap (for other potentials the reader is referred to [10] and references therein).
We thus consider a trapping potential with a time-depend position and stiffness:
Vi (ẑ, t) =
mω2i (t)
2
[ẑ − zi(t)]2 +mgẑ . (13)
Similar to the case of equation (9), we can rewrite these potentials as:












To introduce the mathematical condition which must be fulfilled for the STA, we need
to write a dynamical invariant Îi(t) of Ĥ |i〉 〈i| (t). K̂ is a dynamical invariant of an
operator P̂ if [20]: i) j~∂tK̂ + [K̂, P̂ ] = 0 and ii) K̂ is hermitian. Expressions for Îi(t)
can be found in the literature [21, 22, 12]. After adapting them to include the presence




[ρi (p̂−mz˙cmi )−mρ˙i (ẑ − zcmi )]2 +
mω0
2
(ẑ − zcmi )2
ρ2i
, (15)
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where ω0 is an arbitrary angular frequency and ρi and z
cm
















= 0 . (17)
Equation (16) is the Ermakov equation and equation (17) is the classical linear oscillator.
Physically, zcmi is the center of mass of the atomic cloud obeying equation (17), and ρi
is proportional to the cloud size [12]. For a given time t = tp, the populations of the
different quantum levels will be the same as for t = tm if Ĥ |i〉 〈i| (tm) ∝ Îi(tm) and
Ĥ |i〉 〈i| (tp) ∝ Îi(tp) [12, 10]. This imposes in particular the following conditions on ρi








ρ˙i(tm,p) = 0 , z˙
cm
i (tm,p) = 0 , (18)
where ωi(tm,p) and zi(tm,p) are fixed parameters which are linked to the equilibrium
position and cloud size at tm,p. Two additional conditions: ρ¨i(tm,p) = 0 and z¨
cm
i (tm,p) = 0
are provided by (16) and (17). Together with (18) they form the STA conditions at tm,p.
In order to find a temporal ramp on ωi and zi for the splitting, we need to solve
equations (16), (17) and (18). To do this, as we have six conditions on ρi and six on
zcmi , we take a fifth-order polynomial ansatz for ρi and z
cm
i [12, 14, 13]. The frequency
ramp is first found from ρi and (16) and the trap position zi is then deduced from
ωi, z
cm
i and (17). To give a numerical example, the following parameters are taken
(times are defined in figure 1): t1 = 2 ms, ωi(0)/2pi = 1 kHz, ωi(t1)/2pi = 500 Hz, g is
the gravitational acceleration and the maximum separation distance between the two
internal states is 200 µm. This example is shown in figure 1, where we use the same ramp
for recombination and splitting. Numerically we were not able to find t1 significantly
lower than 2 ms while preserving a smooth ramp for the frequency (without imaginary
frequencies to keep the trapping behaviour of the potential) and for the trap position.
This is in accordance with [23] where it is stated that the minimum time is on the order
of 2pi/ωi.
4.2. Contrast and phase-shift with STA ramps
For purposes of interferometry, the contribution to the overall phase shift of the splitting
and merging period has to be taken into account, all the more since their duration is not
negligible compared to the typical value of the coherence time inferred previously. The
framework of the dynamical invariant Îi(t) [20] provides a tool to compute this overall
phase shift between t = 0 and t = tf (i.e. during the whole interferometric sequence).
Reference [20] gives the following generic solution |t〉 |i〉 of the Schro¨dinger equation with
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Figure 1. a) Representation of temporal ramps for zi (blue solid line), z
cm
i (red
dashed line). b) Representation of the temporal ramp for ωi (blue solid line) and 1/ρ
2
i
(red dashed line). The (a) blue solid line, corresponding to ωi, has been translated
30 Hz upwards for readability. Between t = 0 and t = t1, we spatially separate
by 200 µm the two internal states |a〉 and |b〉 (splitting period). During this phase
the trap frequency ωi is decreased from 1 kHz to 500 Hz. In our numerical example
t1 = 2 ms, and we require STA conditions at t = 0 and t = t1. Between t1 and t2
(interrogation period), the frequencies and trap positions are held constant. Between
t2 and tf we spatially recombine the two states (merging period). For simplicity, we
show the motion of one well only. For the other one, the frequency ramp is the same
and the spatial motion is assumed to be in the opposite direction.







) |n(t)〉 |i〉 , (19)
where cin are time-independent factors which depend on the initial conditions, |n(t)〉 |i〉
are the eigen-states of Îi(t) and the α
i
n(t) are chosen such that exp (jα
i
n(t)) |n(t)〉 |i〉 are
solutions of the Schro¨dinger equation with the hamiltonian Ĥ |i〉 〈i| (t) [20]. Adapting
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As the exp (jαin(t)) |n(t)〉 |i〉 are all solutions of the Schro¨dinger equation with
the Hamiltonian Ĥ |i〉 〈i| (t) and form a orthonormal basis of our Hilbert space
[20, 12, 24, 25], we can easily extend equation (3) to account for time-dependent splitting
and recombination. Thus from (20) and (21) we can compute the contrast and the
phase-shift. In this case the term Ωbn − Ωan from the definition of A(t) is equal to:
arg(exp(jαbn(t)) |n(t)〉 |b〉)−arg(exp(jαan(t)) |n(t)〉 |a〉). Under the same hypothesis as in
















which is a dynamical version of equation (8) for time-dependent frequencies. It is
interesting to notice that zi(t) has no role in this expression, which is consistent with
the fact that a translation or a rotation of an Hamiltonian preserves its eigen-values,
and thus it preserves the contrast as already pointed out in [8].
As regards the phase-shift ∆ϕ(t), only the splitting dependent part ∆ϕ0(t) changes
and it is given by: ∆ϕ0(t) = Ψa(z, t)−Ψb(z, t)−Fa(t)/~+Fb(t)/~−Γa(t)/~+Γb(t)/~−
1
2
f(t) + arg [
∑








STA conditions are fulfilled at t = 0 and t = tf §, we obtain the following (more explicit)








































dt− φT (tf ) (23)
where :
φT (tf ) = arctan
{
sin (f(tf )) e
−~ωa/(kT )
1− cos (f(tf )) e−~ωa/(kT )
}
. (24)
In equation (23), the first term comes from kinetic energy. The second is the
classical difference in potential gravitational energy. The third comes from the energy
§ Only the conditions ρ˙a,b(0) = ρ˙a,b(tf ) = 0 and z˙cma,b (0) = z˙cma,b (tf ) = 0 are needed.
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shift of the harmonic oscillator levels in the presence of the overall acceleration field of
the atomic cloud g + z¨cmi (i.e. acceleration of the whole interferometer and acceleration
of the trap). The fourth term comes from the difference in zero point energies of the
two oscillators. To make the latter more explicit, we point out that in the case where
ωi is time-independent, then 1/ρ
2
i = ωi and the fourth term of equation (23) becomes
identical to the third term of equation (11). The last term includes the temperature
dependence of the phase shift and it is the analogue of (12) for the time dependent case.
4.3. Towards an accelerometer ?
In a practical implementation of this interferometer [8], the experimental parameters
are ωi and zi, and not ρi and z
cm
i . From the two STA ramps for ρi and z
cm
i , we need to
compute the ramps for the two experimental parameters ωi and zi. In the general case,
the computation of zi requires the knowledge of g, which is the parameter we want to
measure. This circle can be broken in the two following cases :
i) We choose the splitting time t1 and the trap frequency ωi such that z
cm
i ' zi. If
we call d the splitting distance, the latter choice and equation (17) imply that t21ω
2
i  1
and g/(ω2i d)  1, i.e. an adiabatic splitting and a strong trap confinement to make
the acceleration shift of the trap position negligible. In this ideal adiabatic case, the
phase-shift ∆ϕ0(tf ) reduces to:
∆ϕ0(tf ) = −mg~
∫ tf
0
(za − zb) dt , (25)
making such a system an attractive candidate for acceleration measurements. Assuming
a phase measurement limited by the quantum projection noise leads to an uncertainty
on the measurement of g on the order of δg/g ∼ ~/m∆ztc
√
N per shot. For example,
with the following numerical values: ∆z ∼ 100 µm, tc ∼ 10 ms, N ∼ 1000 atoms and
m = 1.4 10−25 kg for 87Rb we obtain δg/g =2·10−6 per shot.
ii) If the adiabatic approximation is not valid for example because of a too short
coherence time, it is still possible to use the previously described interferometer to
measure an acceleration. In the case of identical time-dependent-stiffness for the
two traps, i.e. ρa = ρb, we suppose that a time-dependent function h exists and
satisfies the two following conditions: 1) zcma = (d − g/ω2s + g/ω2r)h − g/ω2r and
zcma = (−d − g/ω2s + g/ω2r)h − g/ω2r where ωr = ω(0) = ω(tf ), ωs = ω(t1) = ω(t2)
and d = |za(t1, t2)| = |zb(t1, t2)| and 2) the STA conditions are fulfil for zcma and
zcmb . The important point is that finding such a function h does not imply the
knowledge of the acceleration g. In this case, the time dependent-splitting distance
is za − zb = 2dh¨/ω2 + 2dh and this last function can be used in the interferometer
sequence to measure the acceleration g.
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5. Conclusion
To summarize, we have given in this paper some quantitative elements to estimate
the required degree of symmetry to implement an interferometer with trapped thermal
atoms, and the associated phase shift taking into account the acceleration field g and the
splitting dynamics. The inferred coherence time roughly scales with the inverse of the
variance of the energy difference of the levels of the two traps, weighted by the Boltzmann
distribution. Taking the example of two harmonic traps, we find that a coherence time of
15 ms could be achieved if the symmetry is controlled to better than 10−3. Remarkably
in the presence of a dynamic splitting the contrast retain approximatively the same
form. We also derived expression for the phase shift and contrast in the dynamical
case based on the STA formalism, showing that splitting and recombination could be
achieved on time scale of the same order of magnitude as the trapping period.
One promising way to achieve the high degree of symmetry inferred in this paper
is on-chip Ramsey interferometry with the clock states of the 87Rb, as described in
references [6, 8], because it provides a quasi-independent control on the potentials of the
internal states, especially if two coplanar wave guides are used to address independently
the two internal states [8]. This formalism could also be applied to interferometers using
cold fermions [26], in which case atom interaction effects are negligible.
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Chapitre 3
Proposition de réalisation d'un
interféromètre avec habillage des
états internes
Dans ce chapitre nous décrivons en détail notre proposition d'un interféromètre avec ha-
billage des états internes. Comme nous l'avons vu dans le chapitre précédent, pour main-
tenir le plus longtemps possible le contraste tout au long de la séquence d'interférométrie,
nous cherchons à obtenir la même forme pour les deux potentiels de piégeage. Pour créer
ces potentiels, notre proposition utilise deux fréquences micro-onde créant deux pièges ha-
billés [Dalibard, 2013, Dalibard et Cohen-Tannoudji, 1985] pour deux états internes du rubi-
dium. Cette proposition est très fortement inspirée du travail réalisé par l'équipe du professeur
Treutlein [Treutlein et al., 2006, Treutlein, 2008, Böhi et al., 2009, Böhi, 2010], où l'un des deux
états est habillé par une fréquence micro-onde.
Nous choisissons d'utiliser les états |a〉 = |F = 1,mF = −1〉 et |b〉 = |F = 2,mF = 1〉 du
niveau fondamental 52S1/2 du rubidium 87. Ces deux états sont au premier ordre, au voisinage
de 3,23 G, insensibles aux variations de champ magnétique [Harber et al., 2002]. Dans le cadre
d'une séquence d'interférométrie de type Ramsey, cela permet d'obtenir des temps de cohérence
de plusieurs secondes [Treutlein et al., 2004], ouvrant la voie à la réalisation d'horloges atomiques
[Lacroûte et al., 2010, Szmuk et al., 2015] et de capteurs inertiels (accéléromètre et gyromètre)
avec des atomes piégés.
Le paragraphe 3.1 décrit l'état de l'art de l'habillage micro-ondes d'atomes alcalins et plus
particulièrement la réalisation de la référence [Böhi et al., 2009]. Le paragraphe 3.2 est consacré
à la description de notre proposition d'interféromètre à habillage d'états internes, à ses atouts
en termes de symétrie des potentiels ainsi qu'aux phénomènes physiques pouvant limiter cette
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symétrie. Le paragraphe 3.3 étudie, pour notre interféromètre, l'existence et la valeur d'un champ
magnétique DC limitant les ﬂuctuations de la fréquence de la transition atomique utilisée. Enﬁn
le paragraphe 3.4 présente la conﬁguration retenue pour la fabrication d'une puce atomique, ses
performances potentielles, ainsi que ses limites.
3.1 État de l'art - habillage micro-onde d'un état interne
L'habillage par un champ micro-onde d'atomes neutres alcalins en vue de les piéger a été
suggéré dans la référence [Agosta et al., 1989] pour tirer partie du très faible taux d'émission
spontanée des atomes alcalins dans le domaine micro-onde comparé au domaine optique. Cela
permet d'utiliser des champs beaucoup plus proches de la résonance de la transition habillée
que dans le domaine optique et ainsi, à gradients égaux, d'exercer des forces beaucoup plus
importantes. La première démonstration expérimentale d'un tel piège [Spreeuw et al., 1994] a été
réalisée avec des atomes de césium piégés au centre d'un résonnateur micro-onde macroscopique.
Ce principe d'habillage micro-onde pour créer des pièges pour des atomes alcalins a été
réutilisé dans le groupe du professeur Treutlein pour réaliser un interféromètre atomique sen-
sible à l'état interne [Treutlein, 2008, Böhi et al., 2009]. Le principe de cet interféromètre est
représenté schématiquement sur la ﬁgure 3.1. Les champs DC et micro-onde, nécessaires au
piégeage, sont apportés aux atomes en utilisant une puce atomique. Cela permet d'utiliser le
champ proche micro-onde et ainsi d'obtenir de forts gradients avec une puissance restant mo-
deste, environ 100 mW [Böhi et al., 2009], comparée à une centaine de watts en champ lointain
[Spreeuw et al., 1994]. L'utilisation du champ proche permet de réaliser des modulations spa-
tiales du potentiel à une échelle inférieure à la longueur d'onde, qui est centimétrique dans le
domaine micro-onde (4,4 cm à 6,8 GHz) ce qui pose problème pour réaliser des pièges ayant un
fort conﬁnement.
Considérons deux atomes, un dans l'état interne |a〉 l'autre dans l'état interne |b〉, et créons
une distribution de champ magnétique DC en utilisant, par exemple, une conﬁguration de courant
de type dimple (cf ﬁgure 3.1 et annexe A.6). Les deux états internes considérés étant sensibles
au champ magnétique, nous créons ainsi un piège magnétique commun pour nos deux atomes.
Pour réaliser la séparation spatiale des deux états internes nécessaires à la réalisation de l'inter-
féromètre du chapitre 2, la référence [Böhi et al., 2009] utilise un champ micro-onde pour créer
un déplacement lumineux pour l'état interne |a〉 (cf la ﬂèche bleu de la ﬁgure 3.2). En utilisant
un guide micro-onde à trois lignes 1 (cf ﬁgure 3.1, [Böhi et al., 2009] et annexe B), il est possible
d'utiliser le fort gradient du champ proche pour moduler spatialement le déplacement lumineux
de l'atome dans l'état interne |a〉, ce qui a pour eﬀet d'exercer une force sur ce dernier. En pla-
çant judicieusement le guide micro-onde par rapport au minimum du piège magnétique DC, il
est possible de déplacer spatialement les atomes dans l'état interne |a〉.
1. Voir le paragraphe 3.4.8 de la référence [Wadell, 1991] pour la déﬁnition exacte d'un tel guide, ainsi que
l'annexe B.
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Figure 3.1  Principe de base du piégeage sé-
lectif de l'état interne avec un guide micro-
onde et une seule fréquence [Treutlein, 2008,
Böhi et al., 2009]. (a) Forme typique des po-
tentiels. Le trait plein noir représente le piège
magnétique DC commun aux deux états in-
ternes |a〉 et |b〉. La courbe bleu pointillée re-
présente le module du champ micro-onde ha-
billant les atomes d'état interne |a〉 qui dans
le cas du schéma exerce une force répulsive sur
les atomes d'état interne |a〉 ayant pour eﬀet
de les éloigner du centre du piège magnétique
DC. Le trait plein bleu représente le potentiel
résultant de la combinaison du piège DC et de
l'habillage micro-onde. (b) Coupe de la puce
atomique représentant le guide d'onde copla-
naire (CPW a) ainsi que le niveau DC, avec
entre les deux un niveau isolant électrique. (c)
Vue du dessus de la puce atomique. Les deux
ﬁls du niveau DC transportent les courants I0
et I1 qui sont utilisés pour créer un piège ma-
gnétique DC au voisinage de la puce atomique.
Le guide micro-onde est déposé d'un côté du ﬁl
central transportant le courant I0.
Supposons valides les cinq hypothèses suivantes : i) pour éviter les pertes de Majo-
rana, le moment magnétique atomique suit de manière adiabatique le champ magnétique DC
[Sukumar et Brink, 1997, Brink et Sukumar, 2006, Perrin, 2013], ii) nous considérons l'eﬀet Zee-
man comme linéaire 2, iii) le champ micro-onde est allumé de manière adiabatique vis à vis de la
dynamique interne de l'atome (cette condition est écrite quantitativement dans la suite du cha-
pitre), iv) le désaccord du champ micro-onde par rapport à la fréquence de transition atomique
est supposé grand comparé au couplage micro-onde, v) le couplage et le désaccord micro-onde
sont petits comparés à la fréquence de Larmor 3 et vi) nous ne tenons pas compte des eﬀets du
champ micro-onde quand son désaccord est de l'ordre de ou supérieur à la fréquence de Larmor.











où µB est le magnéton de Bohr, B(r) le champ magnétique DC, ΩR(r) la fréquence de Rabi
associé au champ micro-onde et ∆(r) le désaccord entre la fréquence micro-onde et la transition
|a〉 ↔ |F = 2,mF = −1〉 dans le cadre d'un champ polarisé pour exciter les transitions pi, cf
2. Dans la suite nous tiendrons compte des ordres supérieurs.
3. Cette hypothèse permet aussi de valider l'approximation de l'onde tournante.
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ﬁgure 3.2, (ou |a〉 ↔ |F = 2,mF = 0〉 pour une transition σ). Les transitions pi et σ sont déﬁnies
sur la ﬁgure 3.2, le calcul du terme de couplage ΩR(r̂) sera fait dans la section 3.4.2.1.
Sur ce modèle très simpliﬁé, nous remarquons qu'il est impossible de maintenir une forme
identique pour les deux potentiels dès lors que le champ micro-onde est allumé. Comme expliqué
dans le chapitre 2, c'est une source majeure de perte de contraste pour l'interférométrie avec des
atomes thermiques. Pour donner la même forme à ces deux potentiels, nous pouvons avec une
deuxième fréquence micro-onde habiller aussi l'état interne |b〉. Ce second champ est apporté aux
atomes via un deuxième guide micro-onde symétrique du premier par rapport au minimum du
piège magnétique. C'est l'objet de la partie suivante.
F=1
F=2








Figure 3.2  Niveaux d'énergie de l'état fon-
damental 52S1/2 du rubidium 87 en présence
d'un champ magnétique DC permettant de le-
ver les dégénérescences Zeeman. Pour générer
deux potentiels symétriques dépendant de l'état
interne, deux champs micro-ondes sont utili-
sés pour coupler les deux états |a〉 et |b〉 à deux
états intermédiaires. Deux types de transitions
sont possibles : en choisissant la fréquence des
deux champs micro-ondes, nous pouvons sélec-
tionner soit des transitions pi (ﬂèches rouge et
bleu) soit des transitions σ (ﬂèches pointillées
noires). Les transitions pi (respectivement σ)
correspondent au cas où les champs magné-
tiques DC et micro-onde sont parallèles (res-
pectivement perpendiculaires).
3.2 Habillage symétrique des deux états internes
3.2.1 Énergies habillées micro-ondes
Considérons le cas d'une transition à deux niveaux, où un état |g〉 est couplé à un état |e〉
par un champ micro-onde de fréquence ω qui est décrit par un formalisme semi-classique. Le
couplage entre ces deux niveaux, induit par le champ micro-onde, est décrit par la fréquence
de Rabi Ω. Les énergies des deux états habillés |±〉 du système atome et champ s'écrivent







|Ω|2 + ∆2 (3.3)
où Eg (respectivement Ee) est l'énergie de l'état |g〉 (respectivement |e〉) en l'absence de champ
micro-onde, et ∆ = ω−(Ee−Eg)/~ est le désaccord du champ micro-onde par rapport à la tran-
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sition atomique. Dans cette dernière expression, un décalage constant en énergie correspondant
à l'énergie du champ micro-onde a été omis.
Si l'allumage du couplage micro-onde Ω et les variations de son désaccord ∆ sont suﬃsamment
lents, i.e. s'ils vériﬁent la condition de suivi adiabatique suivantes [Perrin, 2013] :
∣∣∣Ω˙∆− ∆˙Ω∣∣∣ (|Ω|2 + ∆2)3/2 (3.4)
alors les atomes initialement dans l'état non couplé |g〉 sont transférés vers l'état |+〉 ou vers
l'état |−〉. Il en est de même pour l'état non couplé |e〉 [Cohen-Tannoudji et Guéry-Odelin, 2011,
Dalibard, 2013]. Si ∆ est initialement positif alors l'état non couplé |g〉 est transféré vers l'état
habillé |+〉 et l'état non couplé |e〉 vers l'état |−〉. Si ∆ est initialement négatif alors l'état |g〉
est transféré vers |−〉 et l'état |e〉 vers |+〉.
Remarquons que cette condition adiabatique ne doit surtout pas être confondue avec celle
utilisée dans le chapitre 2 pour décrire la dynamique de l'interféromètre qui est reliée aux chan-
gements des potentiels Va et Vb et porte sur la dynamique de l'état externe, alors que la condition
de l'équation (3.4) porte sur la dynamique des états internes de l'atome.


















|Ω|2 + ∆2 + ~ω
2
(3.6)
où S∆ est le signe initial du désaccord, i.e. au moment de l'allumage du champ micro-onde.
Dans les deux équations précédentes, l'énergie moyenne du champ micro-onde, au sens semi-
classique, est omise, nous avons seulement gardé un terme −~ω/2 (respectivement +~ω/2) pour
faire coïncider Vg (respectivement Ve) avec Eg (respectivement Ee) quand le couplage micro-onde
Ω est nul.
3.2.2 Deux potentiels micro-ondes symétriques pour notre interféromètre
Pour réaliser les deux pièges dont nous avons besoin, nous allons réutiliser les deux formules
de potentiel (Vg et Ve) établies au paragraphe précédent dans le cas de deux fréquences micro-
ondes (cf ﬁgure 3.2), chacune se propageant dans un seul des guides d'ondes de la ﬁgure 3.3,
i.e. un champ à une fréquence ωa dans le guide d'onde CPW a et un autre champ à une autre
fréquence ωb dans CPW b. En pratique, l'atome a plus de deux niveaux. Ainsi, quand nous
allumons les deux champs micro-ondes nous couplons les trois niveaux Zeeman de F = 1 avec les
cinq niveaux de F = 2. Pour utiliser le résultat du paragraphe précédent nous devons faire deux
hypothèses nous permettant de nous ramener à deux problèmes à deux niveaux indépendants l'un
de l'autre. Ces deux hypothèses sont : i) ωa est principalement résonnant avec la transition entre
|a〉 et |F = 2,mF = −1〉 ≡ |c〉 et ωb est principalement résonnant avec la transition entre |b〉 et
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Figure 3.3  Principe de base d'une sépa-
ration symétrique des états internes utilisant
deux fréquences micro-ondes et deux guides
d'ondes. (a) Forme typique des potentiels. Le
trait plein noir représente le piège magnétique
DC commun aux deux états internes |a〉 et
|b〉. La courbe bleu pointillée représente le mo-
dule du champ micro-onde habillant les atomes
d'état interne |a〉 qui dans le cas du schéma
exerce une force répulsive sur les atomes d'état
interne |a〉 ayant pour eﬀet de les éloigner
du centre du piège magnétique DC. Le trait
plein bleu représente le potentiel résultant de
la combinaison du piège DC et de l'habillage
micro-onde. La courbe rouge pointillée et le
trait plein rouge représentent la même chose
pour l'état interne |b〉 (b) Coupe de la puce
atomique représentant deux guides d'ondes co-
planaires (CPW a et CPW b) ainsi que le ni-
veau DC, avec entre les deux un niveau iso-
lant électrique. (c) Vue du dessus de la puce
atomique. Les deux ﬁls du niveau DC trans-
portent les courants I0 et I1 qui sont utilisés
pour créer un piège magnétique DC au voi-
sinage de la puce atomique. Les deux guides
micro-ondes sont déposés symétriquement de
chaque côté du ﬁl central transportant le cou-
rant I0.
|F = 1,mF = 1〉 ≡ |d〉, mathématiquement |ωa − (Ec − Ea)/~|  ωL et |ωb − (Eb − Ed)/~| 
ωL où ωL est la fréquence de Larmor, c'est-à-dire l'espacement typique entre deux niveaux Zeeman
adjacents 4. ii) La fréquence de Rabi Ωa (respectivement Ωb) du champ micro-onde de fréquence
ωa (respectivement ωb) est très inférieure à la fréquence de Larmor ωL. Nous pouvons alors
utiliser les formules du paragraphe précédent et nous avons, pour des atomes initialement dans










|Ωa|2 + ∆2a (3.7)











|Ωb|2 + ∆2b (3.8)
où ∆b = ωb − (Eb − Ed)/~.
Avant d'aller plus loin vériﬁons si nos potentiels sont bien symétriques 5. Dans le cadre de
l'approximation des énergies à l'ordre un en champ magnétique (eﬀet Zeeman linéaire), celles
des états non couplés |a〉, |b〉, |c〉 et |d〉 sont : Ea = ~ωL, Eb = ~ωhfs + ~ωL, Ec = ~ωhfs − ~ωL
4. Nous avons écrit les conditions pour les transitions pi de la ﬁgure 3.2, pour les transitions σ il suﬃt d'identiﬁer
le niveau |c〉 (respectivement |d〉) avec le niveau |F = 2,mF = 0〉 (respectivement |F = 1,mF = 0〉).
5. Nous le faisons dans le cas des transitions pi, il en va de même pour les transitions σ de la ﬁgure 3.2.
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et Ed = −~ωL. Nous avons noté ωhfs = 2pi × 6, 834 GHz la fréquence hyperﬁne de la transition









|Ωa|2 + ∆2a (3.9)
Vb = ~ωhfs +
~
2




|Ωb|2 + ∆2b (3.10)
Pour qu'ils soient égaux à une constante près (~ωhfs) il suﬃt de choisir |Ωa| = |Ωb| et ∆a = −∆b.
En posant ∆0 = ωhfs − ωa, ce qui est équivalent 6 à ∆0 = ωb − ωhfs, et S = S∆a = −S∆b , le








|Ωa(r)|2 + [2ωL(r)−∆0]2 (3.11)









|Ωb(r)|2 + [2ωL(r)−∆0]2 (3.12)
Sur ces deux équations, modulo les deux hypothèses suivantes : i) deux guides micro-ondes
identiques sont utilisés et ii) les probabilités des deux transitions (|a〉 ↔ |c〉 et |b〉 ↔ |d〉) sont
les mêmes, alors le choix |Ωa| = |Ωb| et ∆a = −∆b permet d'assurer la symétrie des potentiels.
Cette symétrie est très importante pour maintenir le contraste de l'interféromètre comme nous
l'avons vu dans le chapitre 2. Ce sont aussi ces deux dernières équations qui sont utilisées dans
les simulations numériques de dimensionnement des structures de la puce atomique, c'est-à-dire
les tailles et les positions des guides d'ondes et des ﬁls DC. Pour avoir une idée de l'asymétrie des
pièges nous utilisons les équations (3.7) et (3.8) ainsi que les formules de Breit-Rabi [Steck, 2003b]
pour les énergies des niveaux non-couplés. Cela sera décrit dans le paragraphe 3.4.
3.2.3 Potentiel attractif ou répulsif
Comme pour les potentiels habillés dans le domaine optique [Grimm et al., 2000] ou
micro-onde [Spreeuw et al., 1994, Böhi et al., 2009] déjà réalisés expérimentalement, nous pou-
vons créer des potentiels attractifs [Grimm et al., 2000, Spreeuw et al., 1994] ou répulsifs
[Grimm et al., 2000, Böhi et al., 2009]. Dans un potentiel dit attractif les atomes sont attirés
vers les maxima de l'enveloppe de l'onde les habillant. Dans un potentiel dit répulsif ils sont
repoussés par les maxima de cette onde.
Le choix ∆0 positif, c'est-à-dire ∆a positif et ∆b négatif, permet de créer des potentiels
répulsifs car Va(r) et Vb(r) augmentent avec |Ωa,b(r)|2. ∆0 négatif, c'est-à-dire ∆a négatif et ∆b
positif, permet de créer des potentiels attractifs car Va(r) et Vb(r) sont minimaux pour |Ωa,b(r)|2
maximum.
6. Remarquons que ωb − ωhfs = ωhfs − ωa car ωb − ωhfs − 2ωL = ∆b = −∆a = ωhfs − ωa − 2ωL.
Δa Δb
|Δa,b| = ωL( )








|a〉 |b〉 |c〉 |d〉
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Pour choisir l'orientation du piège, exprimons la force exercée sur un atome lors de la sépara-
tion. Les deux guides d'ondes utilisés dans notre implémentation des pièges sont invariants par
translation dans la direction y (cf ﬁgure 3.3). Ainsi les fréquences de Rabi générées par les deux
guides ne dépendent que de x et z. La force Fa = −gradVa exercée par le potentiel Va(r) sur les
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∂z + 2 [2ωL −∆0] ∂ωL∂z√
Ω2a + (2ωL −∆0)2
ez (3.13)
et il en est de même pour la force Fb = −gradVb exercée par Vb(r). Supposons disposer d'un
piège magnétique DC (par exemple de type dimple cf annexe A.6) dont les axes propres u et v
























La direction de séparation est déﬁnie par l'angle θsp qu'elle fait avec l'axe x, nous avons tan θsp =
Fa · ey/Fa · ex. Pour que la séparation soit suivant l'axe x (i.e. perpendiculaire aux guides), il
suﬃt que pour tout x et pour y = 0 : Fa · ey = 0 ; soit, d'après l'équation (3.13), ∂ωL/∂y = 0,
ou encore, d'après l'équation (3.14), y = −x tan θ(α2 + 1)/(α2 tan2 θ + 1) où α = ωu/ωv. Cette
dernière condition n'est valide que si θ = 0. Nous pouvons en conclure que pour se ramener à une
dynamique unidimensionnelle et pour annuler la composante de la force parallèle aux guides, il
faut qu'un des axes propres du piège soit perpendiculaire aux guides d'ondes.
Un premier cas particulier est celui du piège isotrope ωu = ωv. Ce piège n'est pas réalisable
avec la conﬁguration dimple choisie dans la suite pour le piège magnétique DC, cf annexe A.6.
Un tel piège n'a pas d'axe privilégié et les considérations précédentes n'ont donc plus lieu d'être.
Un autre cas plus intéressant, appuyant la pertinence de la discussion précédente, est celui
du piège en forme de cigare où l'axe long du cigare est à peu près parallèle à l'axe des guides,
i.e. ωu  ωv avec θ ≈ 0. Des simulations numériques de la position des pièges au cours de la
séparation montrent que, si l'erreur sur θ est de quelque degrés, alors la séparation est majori-
tairement suivant l'axe parallèle aux guides d'ondes. Ainsi, si nous souhaitons séparer suivant la
direction la plus raide du piège, il est important de tenir compte des considérations précédentes
sur l'orientation du piège par rapport aux guides d'ondes.
Maintenant que nous savons comment orienter le piège par rapport aux guides d'ondes, nous
pouvons donc déﬁnir les notions de séparation transverse et axiale. Considérons un piège en
forme de cigare (par exemple le dimple de l'annexe A.6). Dans un tel piège deux des axes ont
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une fréquence ω⊥ plus élevée que celle ω‖ du troisième axe. Si nous orientons un axe de fréquence
élevée ω⊥ perpendiculairement aux guides d'ondes, nous parlons de séparatrice transverse. Si
nous orientons un axe de fréquence faible ω‖ perpendiculairement aux guides d'ondes, nous
parlons de séparatrice axiale. La séparatrice transverse permet de réaliser une séparation plus
rapide que dans le cas axial, rapide s'entend en respectant les conditions adiabatiques sur l'état
externe discutées dans le chapitre 2 et l'annexe E. Cette rapidité est un avantage compte tenu du
court temps de cohérence disponible. Ce type de séparation, à géométrie de guides d'ondes ﬁxées,
requière plus de puissance micro-onde pour contrebalancer le gradient du piège magnétique DC,
qui est plus élevé dans la direction transverse que dans la direction axiale. C'est un inconvénient
car la dissipation thermique d'une puce atomique est limitée.
3.2.5 Asymétrie de Va et Vb
Des déviations aux hypothèses utilisées pour établir les équations (3.11) et (3.12) existent et
empêchent de réaliser deux puits de potentiels parfaitement identiques. Nous en avons identiﬁées
de deux types : non-linéarité de l'eﬀet Zeeman, ainsi que les limites des deux hypothèses utilisées
pour établir les équations (3.7) et (3.8) permettant de considérer deux systèmes à deux niveaux
indépendants.
3.2.5.1 Eﬀet Zeeman non linéaire
La première des déviations ne dépend pas des fréquences choisies pour le couplage ni du
désaccord micro-onde, mais de la non-linéarité de l'eﬀet Zeeman. La modélisation de cette dévia-
tion requière la connaissance exacte des énergies des huit états non couplés du niveau 52S1/2 en
présence d'un champ magnétique DC. Elles sont les valeurs propres de l'hamiltonien atomique




Î · Ĵ+ µB
(
gJ Ĵ+ gI Î
)
·B (3.15)
où B est un champ magnétique DC levant la dégénérescence Zeeman. Dans notre cas, il s'agit
du champ magnétique de la partie DC du piège. Les valeurs propres sont données par la formule






















avec ξ = µB(gJ−gI)B/Ehfs. Nous avons noté Ehfs = ~ωhfs l'écart énergétique entre les niveaux
|F = 1,mF = 0〉 et |F = 2,mF = 0〉 en l'absence de champ magnétique, ainsi que I = 3/2 le spin
nucléaire, gI = −9, 95 · 10−4 le facteur gyromagnétique nucléaire et gJ = 2, 002 [Steck, 2003b] le
facteur gyromagnétique électronique.
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Comme nous le verrons lors de la simulation des potentiels dans la section 3.4, cet eﬀet
entraîne une dé-symétrisation des potentiels. L'ordre de grandeur de cet eﬀet sera donné dans la
même section.
3.2.5.2 Correction non résonnante
Pour établir les équations (3.7) et (3.8) nous avons supposé avoir deux systèmes à deux
niveaux indépendants. En réalité nous avons un système à huit niveaux avec deux fréquences.
Des asymétries des deux potentiels peuvent être engendrées par les deux phénomènes suivants :
i) Bien que le champ micro-onde de fréquence ωb est moins résonnant que celui de fréquence
ωa sur la transition |a〉 ↔ |c〉, il va tout de même habiller (bien que plus légèrement) les atomes
dans l'état interne |a〉. Il en va de même pour les atomes d'état interne |b〉 et du champ micro-onde
de fréquence ωa.
ii) De plus il n'y a pas seulement deux transitions atomiques en jeu mais neuf : trois transitions
pi et six transitions σ et les champs micro-ondes ne sont pas polarisés purement pi ou σ.
Eﬀet d'une seconde fréquence Pour mettre un ordre de grandeur sur le premier eﬀet i
considérons un atome à deux niveaux |e〉 et |g〉 habillé par un champ de fréquence de Rabi
Ω1 désaccordé de δ1 par rapport à la transition atomique. Considérons un second champ de
fréquence de Rabi Ω2 et de désaccord δ2, avec Ω2 ∼ Ω1 et δ2  δ1,Ω1,Ω2. Le nombre
de photons du champ Ω1 (respectivement Ω2) est noté N1 (respectivement N2). La fré-
quence de Rabi des couplages micro-ondes étant très petite devant la fréquence hyperﬁne
ωhfs/(2 × pi) = 6, 8 GHz et le nombre de photon grand N1, N2  1, nous considérons
seulement les quatre niveaux |g,N1, N2 + 2〉 , |g,N1 + 1, N2 + 1〉 , |e,N1, N2 + 1〉 , |e,N1 + 1, N2〉.
Le champ micro-onde 1 couple les niveaux |g,N1 + 1, N2 + 1〉 et |e,N1, N2 + 1〉. Le
champ micro-onde 2 couple les niveaux |g,N1 + 1, N2 + 1〉 et |e,N1 + 1, N2〉 et les ni-
veaux |g,N1, N2 + 2〉 et |e,N1, N2〉. L'hamiltonien de ce système peut s'écrire dans la base





2(δ2 − δ1) 0 Ω2 0
0 0 Ω1 Ω2
Ω2 Ω1 −2δ1 0
0 Ω2 0 −2δ2
 (3.18)
























































Dans la limite où le couplage du champ 2 est nul, i.e. Ω2 = 0, nous retrouvons les énergies
habillés des niveaux |+〉 et |−〉 d'un atome à deux niveaux (ce sont les deux premiers termes
de E+ et E−). La correction des potentiels dû à cet eﬀet est, dans la cas qui nous intéresse, i.e.
δ2  δ1 ∼ Ω1 ∼ Ω2, de l'ordre de Ω22/δ2 (le troisième terme de E+ et E− est de l'ordre de Ω22/δ2).
En prenant des valeurs typiques Ω2 ∼ 2pi×100 kHz [Böhi et al., 2009] et δ2 ∼ 2pi×4ωL ∼ 10 MHz,
nous trouvons une correction de l'ordre de 1 %.
Un eﬀet similaire est considéré dans les références [Courteille et al., 2006,
Morgan et al., 2014] où un peigne de fréquences radio et un gradient de champ magné-
tique sont utilisés pour créer un potentiel périodique. Les corrections aux énergies propres E+
et E− peuvent se retrouver en considérant que le champ le plus loin de la résonance Ω2 déplace
la fréquence de la transition atomique d'une quantité Ω22/(2δ2).
Eﬀet d'un troisième niveau Cherchons maintenant un ordre de grandeur pour le second
eﬀet ii. Considérons un atome à trois niveaux |g〉, |e1〉 et |e2〉 et un champ micro-onde
de fréquence de Rabi Ω désaccordé de δ1 (respectivement δ2) par rapport à la transition
|g〉 ↔ |e1〉 (respectivement |g〉 ↔ |e2〉). Nous avons les hypothèses : δ2  Ω, δ1. Dans la base




−2δ1 Ω 0Ω 0 Ω
0 Ω −2δ2
 (3.22)









































Comme dans le paragraphe précédent la correction des énergies propres est de Ω2/δ2, ce qui est
de l'ordre de 1% en prenant les mêmes valeurs numériques.
3.3 Existence et déplacement du champ magique
3.3.1 En l'absence de couplage micro-onde
La réalisation d'une horloge ou d'un capteur inertiel à atomes piégés magnétiquement, re-
quiert que les niveaux atomiques utilisés pour l'interférométrie soient sensibles au champ magné-
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tique. Mais, ce qui peut paraître contradictoire, cette réalisation requière aussi, pour maintenir la
cohérence, une insensibilité de la fréquence de transition entre ces deux niveaux aux ﬂuctuations
de champ magnétique. L'eﬀet Zeeman n'étant pas parfaitement linéaire, cf équations (3.16) et
(3.17), la fréquence de la transition |a〉 ↔ |b〉 reste sensible au champ magnétique. Toutefois, il
existe une valeur du champ magnétique qui minimise les ﬂuctuations de la fréquence atomique










E2,mF = Ehfs +
mFµBB
4




Nous avons noté α = 1−m2F /4. En l'absence de couplage micro-onde, nous pouvons retrouver le
champ magique B0m, c'est le champ magnétique minimisant l'énergie de la transition |a〉 ↔ |b〉 :
B0m = −
8gIEhfs
3µB(gJ − gI)2 ' 3, 23 G (3.28)







Figure 3.5  Variation de la fréquence de
transition entre les niveaux |F = 1,mF = −1〉
et |F = 2,mF = 1〉, f(B) − f(B0m) [kHz] en
fonction du champ magnétique DC exercé sur
l'atome B [Gauss]. Une ﬂuctuation du champ
magnétique ∆B au voisinage de B0m provoque
une ﬂuctuation de la fréquence de transition
∆f au voisinage de f(B0m).
Typiquement, sur l'expérience décrite dans le chapitre 4 où nous n'avons pas de blindage
magnétique, nous observons des ﬂuctuations du champ magnétique DC d'écart-type de l'ordre
de 2,5 mG, soit 15-20 mG pic à pic (cf chapitre 5). Cela conduit à des ﬂuctuations de moins de
0,2 Hz de la fréquence de transition (cf ﬁgure 3.5).
Il se pose alors la question de l'existence, et quand il existe, de la valeur d'un nouveau champ
magnétique DC magique permettant de minimiser les ﬂuctuations de la fréquence de la transition
atomique en présence de couplage micro-onde. C'est l'objet du paragraphe suivant.
3.3.2 En présence de couplage micro-onde
Tout d'abord, déﬁnissons les variables sans dimension :
δ = ∆0a/ω
0
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où ω0L = µBB
0
m/(2~) = 2pi × 2, 27 MHz et ∆0a et ∆0b sont les désaccords entre les champs micro-
ondes et les transitions qu'ils habillent, pour un champ magnétique B0m. δ décrit le désaccord du
champ micro-onde et κ le mélange entre les deux états non-couplés. La recherche de l'existence
et de la valeur du champ magique se fait comme suit : pour chaque couple (δ, κ) nous traçons
Vb−Va en fonction de B et cherchons le minimum de cette courbe. S'il existe, il déﬁnit le nouveau
champ magique en présence du couplage micro-onde de paramètre : (δ, κ).
Dans le calcul de Vb − Va nous garderons les corrections dues au moment cinétique de spin
nucléaire dans le calcul des énergies des états non-couplés (cf équation (3.15)) mais pas dans le
calcul du terme de couplage (cf équation (3.36)) car Bmw  B, typiquement Bmw ∼ 100 kHz
[Böhi et al., 2009] et B ∼ 1 MHz. Nous ne gardons pas non plus les corrections non-résonantes 8
du paragraphe 3.2.5.2, nous vériﬁerons a posteriori qu'elles entrainent une correction de l'ordre
de 1% de la valeur du champ magnétique magique.
Tout d'abord, nous nous donnons une échelle de fréquence en calculant ω0L, nous permettant
ainsi de déﬁnir ∆0a = δω
0
L et nous choisissons ∆
0
b = −∆0a pour maintenir la symétrie des pièges.
J'attire l'attention du lecteur sur le fait que le choix précédent ∆0 = ωhfs − ωa = ωb − ωhfs ne
correspond plus à ∆a = −∆b car nous considérons les corrections à l'eﬀet Zeeman linéaire, et
par conséquent ce choix ne correspond plus à des pièges symétriques. Ensuite nous déﬁnissons














Il en va de même pour les transitions σ. Il ne reste plus qu'à déﬁnir les couplages |Ω| = |Ωa| =
|Ωb| = κ|∆a|. Nous pouvons enﬁn calculer Vb − Va en fonction du module du champ magnétique





















Ω2a + (ωb + E1,1(B)− E2,1(B))2 (3.32)
Dans le cas des transitions σ des formules du même type peuvent être écrites.
Sur les ﬁgures 3.6 et 3.7 nous avons tracé, pour des conﬁgurations attractives ou répulsives
et des transitions σ et pi, l'évolution de la valeurs du champ magnétique DC minimisant les
ﬂuctuations de la fréquence de la transition atomique. Nous observons que, plus l'eﬀet du champ
micro-onde est important sur la transition atomique, c'est-à-dire plus κ est grand, plus le champ
magique augmente. Les conﬁgurations attractives et répulsives présentent deux comportements
diﬀérents. Pour les potentiels attractifs à chaque désaccord |δ| correspond une valeur maximale du
paramètre de couplage κ au-delà duquel il n'existe plus de champ magique. Au contraire pour les
8. Ce pas complètement justiﬁé car les corrections non-résonantes sont légèrement supérieurs à celle dues à
la non-linéarité de l'eﬀet Zeeman. Pour une approche plus complète il faut diagonaliser l'hamiltonien du système
comprenant les champs a et b ainsi que les huit niveaux fondamentaux du rubidium.
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Figure 3.6  Evolution de la valeur du champ magique Bm en Gauss pour un piège répulsif. Le
tracé est fait en fonction du paramètre de mélange κ et du désaccord normalisé δ. (a) Cas des
transitions pi. (b) Cas des transitions σ.






















Figure 3.7  Evolution de la valeur du champ magique Bm en Gauss pour un piège attractif.
Le tracé est fait en fonction du paramètre de mélange κ et du désaccord normalisé δ. Pour les
paramètres correspondants à la partie blanche du tracé nous ne trouvons plus de champ magique.
(a) Cas des transitions pi. (b) Cas des transitions σ.
conﬁgurations répulsives, dans le domaine |δ| < 0, 15 et κ < 2, nous trouvons toujours un champ
magique. Les conﬁgurations répulsives semblent donc plus prometteuses pour la réalisation de
l'interféromètre du chapitre 2.
Le cas nous intéressant le plus pour la suite, correspondant à la conﬁguration simulée dans
la paragraphe 3.4 de ce chapitre, est celui des forts couplages κ  1 avec des transitions pi
répulsives. Nous pouvons alors montrer, en développent Vb(B) − Va(B) à l'ordre 2 en B et en





16~|Ω|gI + 2(gJ − gI)(2Ehfs − ~(ωa + ωb))
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Sur cette formule nous retrouvons le comportement de la ﬁgure 3.6.a : i) à δ ﬁxé pour κ  1,
Bm croit linéairement avec le couplage (cf ﬁgure 3.11), ii) à couplage ﬁxé, Bm décroit avec le
désaccord (notons que ωb − ωa diminue quand δ diminue).
















Figure 3.8  Courbure [Hz/G2] de la diﬀé-
rence d'énergie Vb(B)−Va(B) au voisinage du
champ magnétique DC magique en présence de
couplage micro-onde Bm en fonction des pa-
ramètres sans dimension de désaccord δ et de
mélange κ.
Toujours dans le cas des transitions pi répulsives, nous avons tracé sur la ﬁgure 3.8, la courbure
de la diﬀérence Vb(B) − Va(B) au voisinage du champ magnétique DC magique Bm. Ce chiﬀre
permet de connaître la sensibilité de la fréquence de transition entre |a〉 et |b〉 en fonction de
la qualité du réglage du champ magnétique DC. Dans les zones où le couplage dû au champ
micro-onde est faible, i.e. δ grand et κ petit, la courbure tend vers 431 Hz/G2, qui est sa valeur
en l'absence de couplage. Dans les zones de fort couplage, δ petit et κ grand, la courbure atteint
quelques 4 · 103 Hz/G2. Ainsi pour garder la même stabilité sur la fréquence de transition il faut
améliorer d'un facteur
√
4 · 103/431 ≈ 3 les ﬂuctuations du champ magnétique DC en présence
des couplages avec les champs micro-ondes.
Vériﬁons maintenant l'ordre de grandeur de la correction sur le champ magnétique magique
engendrée par les corrections non-résonnantes du paragraphe 3.2.5.2. Dans ces corrections nous
considérons l'eﬀet Zeeman comme étant linéaire, en eﬀet les formules de Breit-Rabi apportant une
correction de l'ordre de 10−4 par rapport à cette linéarisation et les corrections non-résonnantes
étant de l'ordre de 10−2, il en résulterait une correction plus faible que celles considérées pour
trouver la valeur du champ magnétique magique. Sous les hypothèses du paragraphe 3.2.5.2,
les corrections non-résonnantes Fcor(B) sont de l'ordre de Fcor(B) = Ω2/(4µBB). Pour étudier
leurs eﬀets sur le déplacement de la valeur du champ magnétique magique en présence de champ
micro-onde Bm, nous linéarisons Fcor au voisinage de Bm : Fcor(B) = Ω2(2 − B/Bm)/(4µBB).
En modélisant Vb(B) − Va(B) au voisinage du champ magique par 2piC(B − Bm)2, où C est




m). En prenant les mêmes valeurs numériques que précédément :
Ω ∼ 2pi × 100 kHz, C ∼ 5 kHz/G2 et Bm ∼ 3 G, nous trouvons que δBm/Bm est de l'ordre
de 1% ce qui ne change pas les conclusions des paragraphes précédents sur le déplacement de la
valeur du champ magnétique DC magique en présence de couplage micro-onde.
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3.4 Choix d'une conﬁguration
Dans cette partie nous présentons, au regard des paragraphes précédents, les choix eﬀectués
dans la conception de la puce atomique ainsi que les simulations utilisées pour calculer les po-
tentiels habillés. Nous donnons aussi une rapide analyse de la sensibilité pouvant être obtenue
avec notre conception.
3.4.1 Choix généraux
Au regard des conclusions sur le champ magique, nous choisissons de préférence une conﬁgura-
tion répulsive. Pour permettre la réalisation de séparatrices transverses et axiales nous choisissons
d'utiliser un piège magnétique DC de type dimple car il permet, en inversant les courants I0 et I1
et les deux champs de biais A0 et A1, de faire tourner le piège de 90(cf ﬁgure 3.3, annexe A.6 et
[Reichel et al., 2001]). Si nous choisissons un dimple en forme de cigare nous avons alors accès à
des séparatrices transverses et axiales en tournant le piège de 90. Un piège de type dimple ne peut
pas avoir ses axes propres colinéaires aux ﬁls transportant les courants I0 et I1. Ainsi pour déﬁnir
proprement l'axe de séparation, nous devons tourner légèrement les guides d'ondes, ils forment
un angle de 6avec le ﬁl transportant le courant I0 (cf ﬁgure 3.9). Nous pouvons ainsi choisir
un piège dont un des axes propres, de fréquence forte ou faible, est perpendiculaire aux guides
d'ondes. De plus, comparé aux références [Ammar, 2014, Böhi et al., 2009] nous choisissons des
guides d'ondes relativement larges dans le but d'injecter beaucoup de puissance micro-onde. Cela
permet : i) à distance de séparation constante, d'avoir un piège plus conﬁné dans la direction
de séparation, c'est important pour séparer rapidement, ii) à conﬁnement constant, d'obtenir
des distances de séparation plus grandes. La géométrie de ces guides est calculée pour avoir une
impédance de 50 Ω à l'aide des formules de l'annexe B. Les valeurs numériques des diﬀérents
paramètres géométriques de la puce atomique sont déﬁnies et résumées sur la ﬁgure 3.9 et dans
la table 3.1.
w1 w2 wg ws s u α ep1 ep2 ep3
100 µm 100 µm 17 µm 15 µm 5,5 µm 40 µm 6 4 µm 10 µm 1 µm
Table 3.1  Paramètres numériques de la géométrie de la puce atomique pour la réalisation des
deux pièges habillés micro-ondes.
3.4.2 Simulation de la conﬁguration
Dans les quatre paragraphes suivants, après un rappel de la méthode de calcul des termes
de couplage, nous décrivons brièvement la méthode utilisée pour simuler les potentiels habillés.
Enﬁn nous donnerons une simulation complète ainsi que les performances de la conﬁguration
retenue.
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Figure 3.9 Géométrie retenue pour la puce atomique permettant de réaliser deux pièges habillés.
(a) vue du dessus. (b) vue de coupe de la puce atomique montrant les diﬀérentes épaisseurs de
métallisation et d'isolant. (c) zoom sur un guide d'onde montrant les notations utilisées pour la
géométrie du guide.
3.4.2.1 Termes de couplage Ωi(r)
Avant d'expliciter comment calculer les termes de couplage micro-onde à partir de la dis-
tribution de champ magnétique des guides d'ondes, nous donnons la déﬁnition formelle de ces
couplages. Dans le cadre d'un formalisme semi-classique, ils sont déﬁnis entre deux niveaux
hyperﬁns |F = 1,mF 〉 et |F = 2,mF 〉 par [Treutlein, 2008] :
1
2
~Ω2,m21,m1 = 〈2,m2| ĤAtMw |1,m1〉 (3.35)
avec ĤAtMw l'hamiltonien de couplage entre l'atome et le champ micro-onde :
ĤAtMw = µB
(
gJ Ĵ+ gI Î
)
· B̂mw (3.36)
où Ĵ et Î sont respectivement les moments angulaires électronique et nucléaire avec gJ et gI les








Le déplacement des énergies par le champ électrique micro-onde n'est pas considéré. En eﬀet
toutes les énergies des niveaux fondamentaux du rubidium se déplacent de la même quantité
[Steck, 2003b]. De plus, dans nos conditions expérimentales, ce déplacement est négligeable.
La simulation des potentiels impose de calculer le terme de couplage à partir de la simulation
des champs magnétiques micro-onde Bmw et DC Bdc. Dans ces simulations, comme dans le
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calcul du déplacement du champ magique, le moment gyromagnétique nucléaire gI est négligé
uniquement dans le terme de couplage. Il est alors aisé décrire les termes de couplage à partir









et pour les transitions σ± :
∣∣Ωσ±∣∣2 = [2µB~ 〈1,m1| J± |2,m2〉 12
∥∥∥∥Bmw − Bdc ·BmwBdcB2dc
∥∥∥∥]2 (3.39)
où J± = Jx ± iJy, et Jx, Jy et Jz sont les composantes de J et (x, y, z) sont des coordonnées
telles que la direction z est en tout point de l'espace orientée suivant Bdc. Pour les transitions pi
qui nous intéressent, nous avons [Treutlein, 2008] :









et pour les transitions σ+ :









3.4.2.2 Champ magnétique micro-onde
Nous simulons le module du champ magnétique micro-onde en l'approximant par le champ
magnétique statique créé par une distribution de courant ayant la même géométrie que le guide
(trois ﬁls de longueur et de section ﬁnies, cf formules de l'annexe A.5) et où les ﬁls sont parcourus
par les courants : −Imw/2 pour les deux ﬁls extérieurs du guide (cf ﬁgures 3.9.c et B.1) et Imw
pour le ﬁls central. Le courant micro-onde est donné par Pmw = |Z0|I2mw/2 avec |Z0| = 50 Ω
l'impédance du guide. Une telle approximation surévalue d'environ 15 % le module du champ
magnétique micro-onde [Ammar, 2014] soit 2,5 % pour le terme de couplage |Ωi(r)|2. Comme les
deux fréquences micro-ondes utilisées ne diﬀérent que de 0,1 %, nous supposons que ce facteur
de surévaluation est le même pour les deux guides. Cela nous permet d'étudier les diﬀérences
relatives de forme entre les deux pièges. Le couplage entre deux guides adjacents a été évalué
à −30 dB [Ammar, 2014], il est donc négligé dans la suite. D'éventuelles modiﬁcations de la
géométrie du champ rayonné par les guides dues à la présence, à leur voisinage, de la métallisation
des lignes DC, sont aussi négligées.
3.4.2.3 Champ magnétique DC
La simulation du champ magnétique DC est réalisée en utilisant les formules de l'annexe A.5.
Nous ne tenons pas compte d'une éventuelle modiﬁcation de la densité de courant au voisinage
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du croisement de deux ﬁls. Les champs de biais sont supposés sans dépendance spatiale, i.e. nous
ne tenons pas compte de la géométrie des bobines (cf annexe A.2) utilisées pour leur génération.
3.4.2.4 Simulation
La simulation complète des potentiels habillés est faite à l'aide des équations (3.7) et (3.8)
en utilisant les formules de Breit-Rabi (équations (3.16) et (3.17)) pour le calcul des énergies des
états non couplés.
Nous présentons, sur les ﬁgures 3.12 et 3.13, la simulation d'une conﬁguration répulsive, où
l'habillage est fait avec des transitions pi, avec les paramètres suivants : I0 = 70 mA, I1 = −0, 7 A,
B0x = 25 G, B0y = 5, 75 G et un désaccord de la micro-onde de ∆a = −∆b = 23 kHz. Le
caractère répulsif de cette conﬁguration peut être vu sur les ﬁgures 3.12.b et 3.12.c, le piège
résultant de l'habillage micro-onde étant dans une région de faible couplage. La séparation est
eﬀectuée dans la direction axiale du piège (cf ﬁgures 3.12.a, 3.12.c et 3.12.e). Les deux pièges
sont localisés à environ 30 µm de la surface de la puce (cf ﬁgure 3.13.g) ce qui est suﬃsamment
loin pour éviter les pertes induites par la proximité de la surface de la puce [Treutlein, 2008,
Henkel et al., 1999, Henkel et Wilkens, 1999, Henkel et al., 2003] et n'empêche pas d'obtenir un
temps de cohérence (dans le cas d'une séquence de Ramsey de type horloge atomique) de l'ordre
de la seconde [Treutlein et al., 2004]. Cette géométrie permet une séparation peu gourmande
en puissance, typiquement nous avons une séparation de 20 µm avec 50 mW (ﬁgure 3.13.h) de
puissance micro-onde dans chacun des guides, pouvant être portée à un maximum de 37 µm de
séparation avec 500 mW de puissance par guide. Cette séparation s'eﬀectue bien dans la direction
perpendiculaire aux guides d'ondes (cf ﬁgures 3.13.e et 3.13.f) car nous avons orienté l'axe mou
du piège magnétique DC perpendiculairement aux guides d'ondes, c'est une séparatrice axiale (cf
section 3.2.4). Le conﬁnement moyen ω = (ωxωyωz)1/3 des pièges change peu, il passe de 860 Hz
à 900 Hz. Nous ne présentons pas de simulation d'une séparatrice transverse. Notre conception
de puce atomique permet aussi de réaliser une séparatrice transverse, pour cela il faut inverser
I0 et I1 ainsi que B0x et B0y. Pour la même puissance micro-onde que celle utilisée pour la
séparatrice axiale, la distance de séparation est plus courte, car le conﬁnement est plus fort
dans la direction de séparation. Avantageusement cette augmentation du conﬁnement permet
de relâcher les conditions adiabatiques sur l'état externe des atomes (E.14) et (E.15) qui seront
discutées dans la suite de cette section.
3.4.3 Sensibilité aux accélérations
Considérons un nuage d'environ N = 1 000 atomes. C'est un bon compromis entre avoir
un nombre d'atomes facilement mesurable par absorption et avoir une densité suﬃsamment
faible pour ne pas condenser le nuage 9 tout en le maintenant à une température faible. Dans le
piège avant la séparation (ω = 860 Hz), cela donne une température de condensation d'environ
9. Comme nous l'avons expliqué dans le chapitre 1, nous voulons utiliser un nuage thermique.
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Tc = 370 nK. Un gaz thermique aux environs de cette température est tout à fait piégeable dans
la conﬁguration proposée. En eﬀet, sur les ﬁgures 3.12.a, 3.12.c et 3.12.e, la courbe de niveau
entourant la région blanche correspond à une température de 1 µK. Une vériﬁcation de la non-
ouverture des deux pièges habillés est faite en traçant les surfaces iso-potentielles à 1 µK pour














































Figure 3.10  Surface iso-potentiel à 1 µK pour les deux pièges habillés, en rouge et bleu,
pour diﬀérentes puissances micro-onde Pmw. (a) Pmw = 50 mW. (b) Pmw = 206 mW. (c)
Pmw = 400 mW.
Nous cherchons à estimer la sensibilité de cette implémentation d'interféromètre dans le cas
où elle est limitée par le bruit de projection quantique [Itano et al., 1993]. Cette sensibilité à une









où t est le temps d'interrogation, ∆z la distance de séparation et g l'accélération à mesurer.
Nous interrogeons notre capteur au maximum du temps de cohérence disponible pour un nuage
thermique tc = ~/(αkT ), où α = δω/ωm ∼ 0, 035% est le paramètre d'asymétrie du piège (cf









Comme il est visible sur l'équation précédente, nous avons tout intérêt à utiliser un gaz le
plus froid possible pour maximiser la sensibilité. Toutefois nous devons rester au-dessus de la
température de condensation pour utiliser un gaz thermique comme décrit dans le chapitre 1.
Pour obtenir un ordre de grandeur de la sensibilité nous considérons la température de conden-
sation dans un piège harmonique tridimensionnel [Walraven, 2010] kTc = ~ω (N/ζ(3))1/3 avec
ζ(3) ' 1, 202 ∼ 1. Les variables T et N de l'équation précédente sont donc liées. Nous pouvons
donc exprimer l'équation précédente soit en fonction du nombre d'atomes, soit de la température.















En considérant nos 1 000 atomes à 370 nK avec ∆z = 38 µm (cf ﬁgure 3.13.h), g = 10 m·s−1 ainsi
que la réalisation d'une mesure par seconde, nous trouvons δg/g = 1 · 10−6/√Hz, en supposant
que le capteur a un bruit blanc, après une heure d'intégration nous avons δg/g = 2 · 10−8.
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Pour savoir si notre conﬁguration est réaliste du point de vue des conditions de suivi adia-
batique pour l'état interne (équation (3.4)) et pour l'état externe (équations (E.14) et (E.15)),
il faut s'assurer que le temps d'interrogation du capteur : tc = 60 ms est supérieur aux temps
minima pour la réalisation des dites conditions de suivi adiabatique. Commençons par les condi-
tions pour l'état externe. Posons z˙0 = ∆z/(2τ) et ω˙ = ∆ω/τ où τ est la durée de la rampe
adiabatique, avec ∆z (respectivement ∆ω) le changement de position (respectivement de fré-
quence). Ces conditions peuvent se ré-écrire : (∆z/2)
√
Nthm/(~ω) τ et Nth∆ω/ω2  τ avec
Nth = kT/(~ω) ' 10 l'état de plus haute énergie signiﬁcativement peuplé. La plus restrictive
des conditions, pour l'état externe, donne τ  6 ms et cela est compatible avec la condition de
suivi adiabatique de l'état interne (calculée sur la ﬁgure 3.13.k). Le temps de cohérence estimé
pour cette conﬁguration (tc ' 60 ms) permet donc d'envisager une séparatrice adiabatique dans
la direction axiale du piège (cf paragraphe 3.2.4). Si tel n'est pas le cas, nous pouvons envisager
de trouver des rampes pour les paramètres expérimentaux permettant d'utiliser la procédure de
raccourcis à l'adiabaticité décrite dans la section 2.3.
La simulation précédente est toutefois à nuancer, car elle ne prend pas en compte l'eﬀet des
transitions non-résonnantes tel que discuté dans le paragraphe 3.2.5. Pour contrer cet eﬀet il est
possible de dé-symétriser les puissances injectées dans les deux guides en maximisant le temps de
cohérence observé sur les atomes. Même dans le cas où nous ne tenons pas compte de ce dernier
eﬀet, cette maximisation devra être faite au niveau des atomes car il est impossible de prédire
avec précision les pertes expérimentales lors de l'acheminement des deux champs micro-onde
jusqu'aux atomes par deux voies physiquement distinctes.







Figure 3.11  Cercles bleus : évolution de
la valeur du champ magnétique DC au fond
des pièges habillés |Bdc(r0)| en [Gauss] en
fonction du paramètre de couplage κ. Trait
plein rouge : évolution de la valeur magique
du champ magnétique DC en fonction du pa-
ramètre de couplage κ.
Le champ magnétique DC au fond des pièges habillés ne diﬀère que de 20 mG par rapport à
la valeur qu'il devrait avoir pour minimiser les ﬂuctuations de la transition atomique |a〉 ↔ |b〉
(cf ﬁgure 3.11). Il est donc envisageable de rétro-agir légèrement sur les paramètres du piège DC :
I0, I1, B0x et B0y pour se rapprocher du champ magique à tous les instants de la séparation.
Un dernier point reste à vériﬁer : l'erreur relative maximum sur les trois paramètres ∆0, Ωa,b
et ωL (cf équations (3.11) et (3.12)) nécessaire pour assurer une erreur relative maximale de
10−6 sur la mesure. Cette erreur relative sur la mesure impose une stabilité de l'ordre de 10−6
sur les potentiels. En reprenant les équations (3.11) et (3.12), les ﬂuctuations des paramètres
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1 + f(α, β)
f(α, β) =
√








Pour la conﬁguration décrite plus haut nous avons : Ωa,b/(2pi) ≈ 500 kHz, ωL/(2pi) ≈ 2, 27 MHz,
∆0/(2pi) ≈ (∆a,b + 2ωL)/(2pi) ≈ 4, 56 MHz, soit une fois normalisé α ≈ 0, 110 et β ≈ 0, 498.
Nous aboutissons à c∆0 ≈ 1, cΩa,b ≈ 0, 1 et cωL ≈ 0, 03. Ainsi, en assurant au maximum les
ﬂuctuations suivantes : i) 10−6 sur ∆0 soit environ 1 Hz sur les fréquences des deux champs
micro-ondes, ii) 10−5 sur Ωa,b, soit la même chose sur l'amplitude des champs micro-ondes, et
iii) 10−5 sur la fréquence de Larmor ωL, soit le même ordre de grandeur sur le courant délivré
par les alimentations DC, nous assurons une erreur relative de l'ordre de 10−6 sur les potentiels
et donc du même ordre sur la mesure.
Citons qu'il est possible, moyennant une conception judicieuse non envisagée dans cette thèse,
de diminuer l'eﬀet des ﬂuctuations de la puissance micro-onde sur la distance de séparation
[Schwartz et Guerlin, 2013].
Dans le chapitre 2, nous avons montré que la phase de l'interféromètre contient un terme de
la forme kTαt/~. Pour assurer une sensibilité aux accélérations de l'ordre de δg = 10−5 m.s−2, il
faut que les ﬂuctuations de phase dues à une ﬂuctuation de température soient plus faibles que le
changement de la phase due à un changement de l'accélération de δg. L'erreur sur la température
du nuage atomique doit donc être inférieure à (m∆z)/(kα)δg = 10 nK.
3.5 Conclusion du chapitre
Dans ce chapitre, après un rappel de l'état de l'art des pièges à habillage micro-onde pour des
atomes alcalins et une revue de l'expérience s'approchant le plus de notre proposition d'interfé-
romètre [Böhi et al., 2009], nous avons décrit comment réaliser deux pièges dépendant de l'état
interne, permettant de réaliser l'interféromètre du chapitre 2. Cette proposition a fait l'objet
d'une publication [Ammar et al., 2015] qui est reproduite à la suite de ce chapitre.
Nous avons montré qu'avec deux fréquences micro-ondes, nous pouvons habiller indépen-
damment les deux états internes (|F = 1,mF = −1〉 et |F = 2,mF = 1〉) utilisés pour l'inter-
féromètre. Après avoir dérivé, moyennant certaines approximations, les expressions analytiques
pour les deux pièges habillés, nous avons montré qu'ils satisfont la condition de symétrie (dérivée
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dans le chapitre 2) nécessaire pour obtenir un temps de cohérence suﬃsamment long dans le cas
de l'utilisation d'une source atomique thermique. Ces expressions ont permis de déﬁnir quatre
catégories de séparatrice, attractive ou répulsive vis-à-vis du champ micro-onde, et axiale ou
transverse vis-à-vis de la fréquence, dans la direction de séparation, du piège magnétique DC
commun aux deux états internes.
Après cela nous avons mis en lumière les eﬀets pouvant dégrader cette symétrie des pièges.
Ces eﬀets sont : i) corrections à l'eﬀet Zeeman linéaire, ii) présence d'autres niveaux atomiques
que les quatre utilisés pour l'habillage, iii) second habillage de chacun des états internes par la
fréquence non-résonnante.
L'étude de l'existence d'une valeur du champ magnétique DC permettant de minimiser les
ﬂuctuations de la fréquence de la transition atomique utilisée a montré qu'il était préférable d'uti-
liser des conﬁgurations de type répulsives. Nous avons donc choisi de réaliser une conﬁguration
répulsive où les guides d'ondes sont légèrement tournés par rapport aux ﬁls du piège magnétique
dimple pour aligner les axes propres du piège dimple avec l'axe des guides d'ondes. Comme nous
l'avons vu, cette alignement est nécessaire si nous souhaitons réaliser une séparation suivant l'axe
le plus conﬁné du piège.
Nous avons présenté une simulation de la conﬁguration retenue, qui permet d'obtenir, en
utilisant des transitions pi, une distance de séparation de 38 µm et un temps de cohérence de
60 ms. Cela nous permet d'envisager une sensibilité relative, limitée par le bruit de projection
quantique, de 1 · 10−6 g/√Hz. Une puce atomique avec cette conﬁguration est actuellement en
cours de réalisation.
Pour aller plus loin dans l'étude des potentiels, nous pourrions diagonaliser numériquement
l'hamiltonien complet du système : atome à huit niveaux et deux champs micro-ondes couplant
les cinq niveaux du haut avec les trois niveaux du bas, en prenant garde que dans les régions de
très fort couplage, les fréquences de Rabi des champs micro-ondes sont de l'ordre de la fréquence
de Larmor. Les simulations et les études présentées dans ce chapitre étant très prometteuses, nous
avons décidé qu'il n'était pas nécessaire d'élaborer des modèles plus complexes pour prendre en
compte des corrections des potentiels de l'ordre du 1 % avant de réaliser les premières expériences
et de démontrer la cohérence de notre interféromètre. C'est pour cela que la suite de ce manuscrit
est consacrée à la réalisation de l'expérience.
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Symmetric microwave potentials for interferometry with thermal atoms on a chip
M. Ammar,1,2 M. Dupont-Nivet,1,3 L. Huet,1 J.-P. Pocholle,1 P. Rosenbusch,4 I. Bouchoule,3 C. I. Westbrook,3 J. Este`ve,2
J. Reichel,2 C. Guerlin,2 and S. Schwartz1
1Thales Research and Technology France, Campus Polytechnique, 1 av. Fresnel, 91767 Palaiseau, France
2Laboratoire Kastler-Brossel, ENS, CNRS, Universite´ Pierre et Marie Curie-Paris 6, 24 rue Lhomond, 75005 Paris, France
3Laboratoire Charles Fabry de l’Institut d’Optique, Campus Polytechnique, 2 av. Fresnel, 91127 Palaiseau, France
4LNE-SYRTE, Observatoire de Paris, UPMC, CNRS, 61 av de l’Observatoire, 75014 Paris, France
(Received 9 December 2014; revised manuscript received 2 April 2015; published 26 May 2015)
A trapped atom interferometer involving state-selective adiabatic potentials with two microwave frequencies
on a chip is proposed. We show that this configuratio provides a way to achieve a high degree of symmetry
between the two arms of the interferometer, which is necessary for coherent splitting and recombination of
thermal (i.e., noncondensed) atoms. The resulting interferometer holds promise to achieve high contrast and
long coherence time, while avoiding the mean-fiel interaction issues of interferometers based on trapped
Bose-Einstein condensates.
DOI: 10.1103/PhysRevA.91.053623 PACS number(s): 03.75.Dg, 37.10.Gh, 37.25.+k
I. INTRODUCTION
Atom interferometers [1] have proven very successful in
precision measurements such as the determination of the fin
structure constant [2,3], the determination of the Newtonian
gravitational constant [4], and inertial sensing of gravity [5],
gravity gradients [6], and rotation [7]. They also show great
promise to perform general relativity tests [8], including the
weak equivalence principle [9,10].
In parallel, atom chips [11–14] provide a robust and
versatile tool to trap and manipulate ultracold atoms, and
are now routinely used in a variety of setups, including free-
falling experiments in a drop tower [15] and compact atomic
clocks [16]. In this context, they are very promising candidates
for next-generation compact atomic sensors, including on-
board applications [17]. However, while a variety of integrated
beam splitters and coherent manipulation techniques have
been demonstrated [18–25], none of the chip-based atom
interferometers developed so far has reached metrological
performance.
One of the initial problems encountered by atom-chip inter-
ferometers, namely the difficult to maintain stable trapping
and a reasonable trap-surface distance during the coherent
splitting process [18,26], has been overcome by the use of
dressed state adiabatic potentials [19,27]. However, another
issue remains unresolved: trapped-atom interferometers using
Bose-Einstein condensates (BECs) are especially sensitive to
atom-atom interactions which induce phase diffusion, limiting
their coherence time [28–30] and putting a serious constraint
on the achievable precision in the measurement of the relative
phase between the two arms of the interferometer [19,24].
One possible way to reduce the interaction strength, which
we investigate throughout this paper, is the use of a trapped
but thermal (i.e., nondegenerate) atomic cloud whose density is
sufficientl low that the effect of interactions is negligible. This
choice is somewhat analogous to using incoherent light in an
optical interferometer, as already pointed out in [31] for guided
thermal atoms propagating through two combined Y-shaped
beam splitters. As in a “white light interferometer”, the short
coherence length of a thermal cloud (typically the thermal de
Broglie wavelength [32]) requires that the interferometer be
kept sufficientl symmetric (in a sense that will be define in
Sec. II) in order to observe any interference.
With this aim in view, we propose a protocol for a
symmetric atom interferometer suitable for thermal atoms,
using internal state labeling and adiabatic dressed potentials
based on the same principle as in [22]. In the work of Ref. [22],
which involves BECs, only one of the two internal states is
dressed, breaking the spatial symmetry of the interferometer
because the microwave fiel renders the trapping frequencies
different for the two interferometer paths. To restore the
symmetry, we propose the use of two microwave frequencies
on two separate planar waveguides, each one interacting
(primarily) with one of the two internal states. Thus each
interferometer path can be individually controlled and made
nearly identical to the other.
This paper is organized as follows: we f rst describe the
proposed interferometric sequence, which brings us to discuss
and quantify the role of symmetry in terms of interferometer
contrast; we then describe the basic principles of the proposed
protocol, and show why it is well suited for achieving a
symmetric configuration we then compare attractive and
repulsive microwave fields and show that the latter are much
more favorable in this context; finall , taking into account how
the atomic energy levels are affected by the presence of both
static and microwave fields we discuss the robustness of the
design against external fiel fluctuations
II. ROLE OF SYMMETRY IN THE INTERFEROMETER
CONTRAST
To model a trapped atom interferometer, let us consider an
ensemble of atoms with two internal states labeled |a〉 and |b〉.
In the following we assume that |a〉 and |b〉 see two different
time-dependent potentials Va and Vb (a possible practical
realization will be discussed in the next section). The evolution
of such a system is ruled by the following Hamiltonian:
Ĥ = p̂2/(2m) + Va|a〉〈a| + (Vb + ~ωab)|b〉〈b|, (1)
where p̂ is the momentum operator and ~ωab is the energy
difference between |a〉 and |b〉 at the beginning of the
interferometric sequence ti , where Va(ti) = Vb(ti). The atoms
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are supposed to be initially prepared in |a〉, at thermal
equilibrium with temperature T in the trapping potential Va .
The temperature T is moreover assumed to be high enough
that Boltzmann statistics applies (for bosons in a harmonic
trap with a BEC transition temperature Tc, this means that T is
at least on the order of a few Tc, so that the gas is only weakly
degenerate [33]). The atomic cloud can thus be described by
the density matrix ρ̂ti =
∑
n pn|ψn(ti)〉〈ψn(ti)|, where pn =
e−E
a
n (ti )/(kT )/Z are the Boltzmann factors, Z = ∑n e−Ean (ti )/(kT )
is the partition function, Ean (t) are the eigenenergies of
Ĥ |a〉〈a|, |ψn(t)〉 = |na(t)〉|a〉 are the associated eigenvectors,
and ti is the initial time of the interferometric sequence [we
also introduce the similar notations Ebn(t) and |nb(t)〉|b〉 for
the eigenenergies and eigenvectors of Ĥ |b〉〈b|].
The atoms are then put into a coherent superposition of |a〉
and |b〉 with equal weight by applying a quasiresonant π/2
pulse, modeled by
|a〉 → |a〉 − ie
−iφ |b〉√
2
and |b〉 → −ie
iφ |a〉 + |b〉√
2
, (2)
where φ = φ1 is the phase of the electromagnetic fiel at
the beginning of the π/2 pulse (for simplicity we have
neglected the finit duration of the pulse). We also assume
that |a〉 and |b〉 see identical trapping potentials before the
beginning and after the end of the splitting process (for atoms
trapped in dc magnetic fields this means that |a〉 and |b〉 have
identical magnetic moments), resulting in |na(ti)〉 = |nb(ti)〉
and |na(tf )〉 = |nb(tf )〉. The density matrix after this f rst π/2
pulse then reads ρ̂(π/2)ti =
∑
n pn|ψ (π/2)n (ti)〉〈ψ (π/2)n (ti)|, with
∣∣ψ (π/2)n (ti)〉 = |na(ti)〉|a〉 − ie−iφ1 |nb(ti)〉|b〉√
2
. (3)
The two internal states are then split and recombined by the
time-dependent potentials Va (̂z,t) and Vb (̂z,t) between ti and
tf [with Va(ti) = Vb(ti) and Va(tf ) = Vb(tf )]. To describe the
evolution of the system during this period, we assume that the
time variations of the potentials Va (̂z,t) and Vb (̂z,t) are slow
enough that the adiabatic approximation can be applied (we
will come back to this hypothesis in the case of time-dependent
harmonic potentials later on in this section). We also neglect
the effects of collisions and assume in particular that the atomic
ensemble does not have time to re-thermalize between ti and tf .





n pn|ψ (π/2)n (tf )〉〈ψ (π/2)n (tf )|, with
∣∣ψ (π/2)n (tf )〉 = e−iφ
a
n |na(tf )〉|a〉 − ie−i(φbn+φ1)|nb(tf )〉|b〉√
2
,
where we have introduced the adiabatic phase factors φan =∫ tf
ti
Ean (t)dt/~+ γ an and φbn =
∫ tf
ti
[Ebn(t)/~+ ωab]dt + γ bn . In
the latter expressions, γ a,bn are the geometrical phase factors,
or Berry phases [34]. In the following we make the additional
hypothesis that the circuit in parameter space describing
the changes in the potentials Va (̂z,t) and Vb (̂z,t) retraces
itself during the interferometer sequence, such that these
geometrical phase factors vanish [34]. This is for example
the case when the interferometric sequence has the additional
temporal symmetry Va,b (̂z,ti + t) = Va,b (̂z,tf − t) for all t
between ti and tf , which we shall assume in the rest of this
paper.
To close the interferometer, another π/2 pulse must be
applied, modeled by (2) with φ = φ2 the phase of the
electromagnetic fiel at the beginning of this second π/2
pulse. This results in a fina density matrix ρ̂f , which can
be used to compute the fina population in |a〉 and |b〉, which
are experimentally measurable by spectroscopy. For example,
the population in |a〉 reads pa = Tr(ρ̂f |a〉〈a|). All calculations
done, this leads to
pa = (1/2){1 − Re[A(tf )]}, (4)
withA(tf ) =
∑
n pn exp [i(φ
b
n − φan + φ1 − φ2)]. At this stage
it is useful to introduce the frequency ωπ/2 of the elec-
tromagnetic fiel driving the π/2 pulses, and the detuning
π/2 = ωπ/2 − ωab. This leads to the following expression
for A(tf ):















In Eq. (4) we identify the contrast as C = |A| and the
phase as S = arg(A) such that the measured signal reads pa =

















As can be seen in Eq. (5), the contrast is equal to unity if
the eigenvalues of Ĥ |a〉〈a| and Ĥ |b〉〈b| are the same, which
corresponds to the ideal case of a perfectly symmetric atom
interferometer. In such a case,S = π/2(tf − ti) in the absence
of any additional phase shift between the two arms of the
interferometer, corresponding to the classical Ramsey signal.
To gain more physical insight from this model in the asym-
metric case, it is instructive to consider the situation where
the two potentials correspond to harmonic (one-dimensional)
traps. We write the trapping potentials as
Va,b(x,t) = 12mω2a,b(t)[x − xa,b(t)]2, (6)
where m is the atomic mass and ωa,b and xa,b are, respectively,
the frequency and the position of the harmonic trap created
by Va,b. In a typical interferometer sequence, xb − xa will
increase from zero to the maximum splitting distance x0
between ti and ti + τ (splitting period), then the two traps
will be held separate during a time Th (holding period)
and then xb − xa will decrease from x0 to zero in a time
τ (recombination period), with tf − ti = Th + 2τ . Ideally,
according to Eq. (5), this should be done while maintaining
ωa = ωb throughout the whole interferometric sequence to
ensure a contrast equal to unity. However, to model residual
asymmetries, we shall assume that ωb − ωa grows linearly
from ω to ω + δω [with |δω|  ω ≡ (ωa + ωb)/2] during the
splitting period, then stays equal to δω during the holding
time Th and eventually decreases from δω to zero during
recombination. Under these hypotheses, an analytic expression
for the contrast can be derived from Eq. (5), which reads
C = 1 − λ√
(1 − λ)2 + 4λ sin2[δω(Th + τ )/2]
, (7)
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with λ = exp[−~ω/(kT )]. From the latter expression, it can be
shown that the contrast depends on the duration of the interfer-
ometric sequence via the parameter Th + τ . In particular, it is
reduced to 1/2 when Th + τ =
√
3~ω/(kT |δω|), which puts a
limit on the coherence time of the thermal atom interferometer.
Neglecting numerical factors on the order of unity, the limit
on the coherence time induced by asymmetry thus takes the
following simple and intuitive form:
tc  ~ω|δω|kT . (8)
Equation (8) is the main result of this section. It shows
that tc increases with the degree of symmetry (measured
by |δω|/ω) and decreases when temperature increases, as
expected intuitively. As an example, we obtain tc  15 ms
for a temperature of 500 nK and a degree of symmetry on the
order of ω/δω  103. Furthermore, Eq. (5) can be used to
quantitatively analyze other defects, for example anharmonic
potentials.
It can be noticed in Eq. (7) that the contrast revives
for integer values of δω(Th + τ )/(2π ). However, we expect
these revivals not to appear in practice when other trapping
directions and experimental sources of noise are taken into
account.
Interestingly, assuming harmonic potentials throughout
the interferometer sequence also provides a more intuitive
expression for the adiabatic hypothesis on Va and Vb made
to derive the results of this section. More precisely, starting
from (6), the adiabaticity condition for a given eigenstate |n(t)〉
of Ĥ |a〉〈a| or Ĥ |b〉〈b| reads∣∣∣∣〈n| ∂∂t |m〉
∣∣∣∣  |m − n|ω ∀m 
= n, (9)
where we have used the fact that ωa  ωb  ω. For the
potentials written in (6), the latter expression translates into
the following more intuitive conditions:





〈x2〉 is the average size of the thermal cloud given
by
√
kT /(mω2). It seems reasonable to impose that the latter
conditions must be fulfille for all values of n up to the highest
significantl populated level N , given by N  kT /(~ω). This
provides a global adiabaticity condition for the interferometer
in the harmonic case.
The simple model presented in this section illustrates
the importance of symmetry to maintain the coherence of
the interferometer. As already discussed in the Introduction,
this can be seen as an atomic equivalent of white light
interferometry in optics, where the path length between the
two arms of the interferometer has to be made smaller than the
coherence length. This is the main motivation for introducing
the protocol of Sec. III, which aims to achieve symmetrical
state-dependent potentials using microwave dressing with two
different frequencies on an atom chip.
III. PROPOSAL OF A SYMMETRIC CONFIGURATION
A. Basic principle of the protocol
We consider in the following the experimental situation in
















FIG. 1. (Color online) Basic principle of state-selective symmet-
rical splitting with two coplanar waveguides and two frequencies.
(a) Typical shapes of the adiabatic potentials in the near fiel of the
coplanar waveguides (CPWs), which is a symmetric version of the
protocol demonstrated in [22] (see Fig. 3.c therein). The black line
is the common initial trapping potential [Va(ti)]. The dashed curves
represent (at least in the limit of large detunings) the potential barriers
created by the microwave field near the coplanar waveguides. The
solid red and blue curves represent the resulting potentials for |a〉 and
|b〉 (Va and Vb). (b) Cut of the atom chip showing the CPWs and the
dc layer, separated by an insulating and planarizing material. (c) Top
view of the atom chip. The central wires that carry the static currents
I0 and I1 are used to create a static microtrap in the vicinity of the
atom chip. The CPWs are deposited on both sides of the trap center,
at equal distance from the central wire carrying I0.
levels of the 52S1/2 ground state of
87Rb are used to implement
the interferometric sequence described in the previous section
(with |F = 1,mF = −1〉 ≡ |a〉 and |F = 2,mF = 1〉 ≡ |b〉).
These two states have nearly identical magnetic moments,
rendering their superposition robust against magnetic fiel
fluctuation [35] and making the achievement of symmetric
potentials easier, as will be described later on in this section.
The π/2 pulses described in the previous section are produced
by two-photon (microwave and radio-frequency) pulses, as
demonstrated in [35]. Initially, the potential Va(ti) = Vb(ti)
results from conventional dc magnetic trapping by the atom
chip and external coils. Then, the interferometric sequence
(splitting, holding, and recombination) is created by mi-
crowave dressing from two coplanar waveguides on the atom
chip, as illustrated in Fig. 1(a). As already discussed in the
Introduction, this protocol is a generalization of [22] with two
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microwave frequencies on two separate coplanar waveguides
(each one interacting mostly with one of the two states), with
the goal of making the trapping potentials as symmetric as
possible, as will be described in Sec. III C. The typical time
sequence is as follows: the microwave field are ramped from
zero up to their maximum power during the splitting phase,
are kept constant during the holding phase, and are gradually
ramped down to zero during the recombination phase. The
changes in the microwave power has to be slow enough to
fulfil the adiabatic conditions both on the external states (as
discussed in the previous section) and on the internal states (as
will be discussed in the following section).
B. Adiabatic dressed-state potentials
In the presence of a dc magnetic fiel combined with a
microwave fiel close to the hyperfin splitting frequency, the
three Zeeman sublevels of |F = 1〉 are coupled to the f ve Zee-
man sublevels of |F = 2〉, leading to dressed eigenstates [36].
Let us f rst consider the dressing on one two-level transition,
where a state |F = 1,m1〉 ≡ |g〉 is significantl coupled to
only one state |F = 2,m2〉 ≡ |e〉 by a microwave fiel with
frequency ω. The coupling strength is given by the Rabi
frequency , which is proportional to the amplitude of the
microwave magnetic field and assumed to be much smaller
than the Larmor frequency ωL [i.e., the splitting with neighbor-
ing Zeeman sublevels, given by ωL = μBB/(2~), B being the
modulus of the dc magnetic fiel and μB the Bohr magneton]
to ensure the validity of the two-level approximation. The
energies of the resulting dressed states |±〉 are [37]





2 + 2 + const, (11)
where Eg (respectively Ee) is the energy of the uncoupled level
|g〉 (respectively |e〉),  = ω − (Ee − Eg)/~ is the detuning,
and the constant term accounts for the energy of the microwave
fiel [38].
In the absence of any coupling ( = 0) the state |g〉
corresponds to the dressed state |+〉 or |−〉 depending on the
detuning. As long as the coupling is varied adiabatically the
atoms will remain in a single dressed state. The adiabatic
condition reads [39]
|˙|  (2 + 2)3/2. (12)
Very importantly, condition (12) shall not be confused with the
adiabatic condition used in the previous section to describe
the dynamics of the interferometer: the latter was related
to the changes in the trapping potentials Va and Vb, while
condition (12) is on the internal dynamics of the atoms. It
results in the following adiabatic potential:





2 + 2 − ~ω
2
, (13)
where S is the initial sign of  (which we assume to be
constant over the spatial extent of the atomic cloud). Similarly,
the adiabatic potential for atoms initially in the bare state |e〉
reads





2 + 2 + ~ω
2
. (14)
In Eqs. (13) and (14), the average energy of the microwave
fiel (in the sense of the semiclassical limit) has been removed,
keeping only a −~ω/2 (respectively +~ω/2) term such that
Vg (respectively Ve) coincides with Eg (respectively Ee) when
 is initially set to zero.
C. Symmetric microwave dressing
We now consider the situation in which two microwave
frequencies are used to shift the energies of two pairs of levels,
in order to achieve a microwave-induced, state-dependent
potential. These two frequencies are injected into two different
coplanar waveguides (labeled CPW1 and CPW2) placed on ei-
ther side of the dc magnetic trap center, as sketched in Figs. 1(b)
and 1(c). One possible implementation to make the potentials
symmetric, illustrated in Fig. 2, is to tune ω1 such that it
is mostly resonant with the transition between |a〉 and |F =
2,mF = −1〉 ≡ |c〉, while ω2 is tuned to be mostly resonant
with the transition between |b〉 and |F = 1,mF = 1〉 ≡ |d〉.
These conditions can be rewritten as |ω1 − (Ec − Ea)/~| 
ωL and |ω2 − (Eb − Ed )/~|  ωL, where Ec (respectively
Ed ) is the energy of the bare state |c〉 (respectively |d〉), and
ωL is the Larmor frequency, define in the previous section. If
we furthermore assume that the amplitude of the microwave
magnetic fiel is much smaller than B (which means that
all the Rabi frequencies corresponding to couplings between
Zeeman sublevels of F = 1 and F = 2 are much smaller than
ωL), then the two-level approximation can be used for the
21-2 -1 0
FIG. 2. (Color online) Energy levels of the 52S1/2 ground state
of 87Rb in the presence of a static magnetic field To generate
symmetrical state-dependent potentials, two microwave f elds are
used to couple the clock states |a〉 and |b〉 to two auxiliary states. Two
combinations are possible by an appropriate choice of the microwave
frequencies using either π (solid line) or σ transitions (dashed line).
The π (respectively σ ) transitions correspond to the case where
the microwave and dc magnetic field are parallel (respectively
orthogonal). Both configuration can be readily achieved for example
using a regular dimple trap [38].
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transitions |a〉 ↔ |c〉 and |b〉 ↔ |d〉. Following Sec. III B, the
adiabatic potential for the internal state initially in |a〉 then
reads








21 + 21, (15)
where 1 = ω1 − (Ec − Ea)/~ and 1 is the Rabi frequency
associated with the transition |a〉 ↔ |c〉 and the microwave
fiel at frequency ω1. Similarly, the adiabatic potential for the
internal state initially in |b〉 is








22 + 22, (16)
where 2 = ω2 − (Eb − Ed )/~ and 2 is the Rabi frequency
associated with the transition |b〉 ↔ |d〉 and the microwave
fiel at frequency ω2. The matrix elements of the interaction
Hamiltonian associated with the transitions |a〉 ↔ |c〉 and
|b〉 ↔ |d〉 are almost equal [38], which means that equivalent
magnetic field will lead to identical Rabi frequencies.
The energy of the bare states |a〉, |b〉, |c〉, and |d〉 can
be approximated to the firs order in B (neglecting the
coupling between the nuclear angular momentum and the
magnetic field by the usual linear Zeeman formula, namely
Ea = ~ωL,Eb = ~ωhfs + ~ωL,Ec = ~ωhfs − ~ωL, and Ed =
−~ωL, where ωhfs  2π × 6.83 GHz [40] is the zero-fiel
hyperfin splitting (the common energy offset has been
discarded). We furthermore impose that ω1 and ω2 be sym-
metrically tuned with respect to ωhfs, a condition which can be
written as ω1 = ωhfs − 0 and ω2 = ωhfs + 0. This implies
in particular that the initial detunings 1 and 2 have equal
absolute values and opposite signs (we denote by S the initial






21(r) + [2ωL(r) − 0]2 (17)






22(r) + [2ωL(r) − 0]2. (18)
Let us now consider the spatial dependence of Va and Vb
along the x axis of Fig. 1 in the framework of a simplifie
one-dimensional model. The dc magnetic trap is assumed to
be harmonic and centered around x = 0, such that ωL(x) =
ωL(−x). The two coplanar waveguides are assumed to be at the
same distance on either side of the origin and fed with the same
microwave power, such that 1(x) = 2(−x) (recall that the
interaction Hamiltonian has almost the same matrix elements
for the two transitions). This leads to Va(x) = V˜b(−x) which
satisfie the desired symmetry condition. This is the main result
of this section, showing that symmetry, in the sense define
in Sec. II, is in principle possible with this configuration
This result can be generalized to the case of a more realistic
geometry for the dc trap in three dimensions. In this case, the
potentials Va and Vb are found to be symmetric in the sense
that they form two traps with similar eigenenergies.
One possible limitation of symmetry in this configuratio is
the presence of other (far off-resonance) transitions, although
their effect is expected to be reduced at least by a factor on the
order of |1|/ωL  1 as compared to the main |a〉 ↔ |c〉 and
|b〉 ↔ |d〉 transitions, and can in principle be compensated by
adjusting the power and frequency of the microwave dressing
fields
An alternative to the protocol described in this section
is to use the σ+ transitions |a〉 ↔ |F = 2,mF = 0〉 and
|b〉 ↔ |F = 1,mF = 0〉 rather than |a〉 ↔ |c〉 and |b〉 ↔ |d〉,
as illustrated by the dashed arrows of Fig. 2. We will not
consider this alternative in detail in the following, but most of
the results described in this paper can be transposed to it.
IV. ATTRACTIVE VERSUS REPULSIVE
MICROWAVE FIELDS
It can be seen in Eqs. (17) and (18) that when the initial
sign S of the detuning 1 is positive, both levels |a〉 and
|b〉 will be blueshifted: a maximum in the Rabi frequency
1,2 will result, for a constant value of the detuning 1 =
2ωL − 0, in a maximum of the adiabatic potential Va,b [as
pictured in Fig. 1(a)]. Consequently, the microwave fiel will
be called “repulsive” in this case. In the opposite case (S < 0),
the microwave fiel will be called “attractive.”
An important difference between repulsive and attractive
microwave field is the fact that the trap depth is limited in
the latter case. This can be understood by firs noticing that
the Larmor frequency ωL is minimal at the dc trap center, and
increases with the distance from the center. In the attractive
case, the detuning 1 = 2ωL − 0 is initially negative at the
trap center, so it will go to zero for the points r in space
corresponding to ωL(r) = 0/2, giving rise to an avoided
crossing. Beyond this point, the magnetic dependence of the
adiabatic potentials ∂Va,b/∂B changes sign, and the atoms
beyond this limit are no longer trapped by the dc field This
puts a limitation on the typical temperature that can be used
in the attractive case, typically kT  ~0. Conversely, in the
repulsive case, the detuning 1 does not go to zero because
it is initially positive at the trap center. The latter temperature
constraint is thus relaxed.
A second reason to favor repulsive potentials arises from the
fact that the atoms are trapped in a region of weaker microwave
fiel than in the attractive case, reducing the mixing of the
atomic levels, as discussed in the next section.
V. ROBUSTNESS TO MAGNETIC FIELD FLUCTUATIONS
In Sec. III C we have approximated the hyperfin energy
levels of 87Rb by the linear Zeeman formula, keeping only
firs order terms in B  ~ωhfs/μB and neglecting the coupling
between the nuclear angular momentum and the magnetic fiel
based on the fact that the electron spin g factor is typically 3
orders of magnitude bigger than the nuclear spin g factor.
However, the latter is not negligible when superpositions of
internal states are considered, because even a small difference
in the magnetic dependence of the energy levels can strongly
affect coherence in the presence of magnetic fiel noise. A
remarkable situation occurs for the |F = 1,mF = −1〉 and
|F = 2,mF = 1〉 hyperfin levels of the 52S1/2 ground state
of 87Rb (labeled |a〉 and |b〉 in this paper), whose energy
difference is independent of B to firs order for a particular
value Bm  3.23 G called the “sweet spot” [35,41], making
their coherent superpositions particularly robust to magnetic
fiel fluctuations In this section we study the existence
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conditions for this sweet spot and, when applicable, the
changes in the value of Bm in the presence of microwave
dressing.
To do this, we use the Breit-Rabi formula [40] for the
hyperfin energy levels. Considering the fact that for most
atomic physics experiments the magnetic fiel B is typically
much smaller than ~ωhfs/μB  0.5 T, the energy levels





(5gI − gJ ) − μ
2
Bα(gJ − gI )2B2
4~ωhfs
, (19)
where α = 1 − m2F /4. Similarly, the energy levels for F = 2




(3gI + gJ ) + μ
2
Bα(gJ − gI )2B2
4~ωhfs
. (20)
In these formulas gJ  2.002 and gI  −9.95 × 10−4 are,
respectively, the electron and the nuclear spin g factors [40].
In the absence of microwave dressing, the usual sweet spot for
|a〉 and |b〉 can be readily retrieved from Eqs. (19) and (20)
as the value of the magnetic fiel B0m minimizing the energy
difference E2,1 − E1,−1, namely
B0m =
−8gI~ωhfs
3μB(gJ − gI )2  3.23 G. (21)
Let us now assume that we start from a situation with B = B0m
in the absence of microwave power, and that we then gradually
ramp the Rabi frequencies 1 = 2 up to a maximum value .
The relevant energy levels (corresponding to the π transitions
of Fig. 2) are then Ea = E1,−1, Eb = E2,1, Ec = E2,−1, and
Ed = E1,1 (which include, as we have mentioned, the full
Breit-Rabi formula [40]). It is convenient to specify the values
of ω1 and ω2 via the initial detunings 01 = ω1 − (E0c − E0a)/~
and 02 = ω2 − (E0b − E0d )/~, where the notation X0 refers to
the value of X at B = B0m. The problem can then be described
by the two dimensionless parameters δ and κ , define
by
δ = 01/ω0L = −02/ω0L and κ =
∣∣∣∣ 01
∣∣∣∣, (22)

















FIG. 3. (Color online) Numerically computed value of the sweet
spot Bm [define as the minimum of Vb(B) − Va(B)] as a function of
κ , with δ = −0.1. The sweet spot remains up to a critical value on
the order of κc  0.092.








FIG. 4. (Color online) Numerically computed value of critical
value κc (above which the sweet spot disappears) as a function of
|δ|, in the case δ < 0.
where ω0L = μBB0m/(2~). Physically, κ is linked to the degree
of mixing in the dressed state picture [36]. The initial sign S of
the detuning 1, as described in Secs. III C and IV, is equal in
this case to the sign of δ. The microwave fiel will be repulsive
for δ > 0, and attractive in the opposite case. Equations (15)
and (16) can be used to plot the energy difference Vb − Va as
a function of B, for different values of δ and κ , and fin the
minimum when applicable.
In Fig. 3 we show the case of an attractive microwave fiel
by setting δ = −0.1. In this case we observe that the sweet
spot value increases with κ , up to a critical value on the order
of κc  0.092, where the minimum disappears. The value of
κc is observed to be a growing function of |δ|, as illustrated
in Fig. 4. This will result, in the attractive case, in a trade-off
between the maximum Rabi frequency that can be used and
the minimum detuning of the microwave frequency.
Let us now consider the opposite situation of a repulsive
microwave fiel by setting δ = 0.1. In this case, a minimum of
Vb − Va is found even for values of κ much larger than unity,
which is illustrated in Fig. 5 for 0 6 κ 6 1. The situation
remains the same for arbitrarily small values of δ > 0, which
shows that the repulsive case is much more favorable than the
attractive case, because it allows the Rabi frequency and the
detuning to be chosen independently without compromising
the existence of a sweet spot.













FIG. 5. (Color online) Numerically computed value of the sweet
spot Bm as a function of κ , with δ = 0.1.
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VI. CONCLUSION
In conclusion, we have analyzed an experimental protocol
for a symmetrical atom interferometer, based on the use of
microwave dressing with two independent coplanar wave-
guide carrying different frequencies on an atom chip. We
have pointed out the importance of symmetry for the contrast
decay of a thermal atom interferometer in the framework
of a simple model, and derived an analytical formula for
the coherence time in the harmonic case. This study shows
that it is preferable to use a repulsive (rather than attractive)
microwave fiel (i.e., δ > 0 with the notations used in this
paper), because it avoids the problem of trap opening discussed
in Sec. IV, reduces the degree of mixing κ by confinin the
atoms in a region of weaker microwave fields and ensures
the existence of a sweet spot to reduce the sensitivity to
magnetic fiel fluctuation even for strong microwave dressing
fields
A significan asset of this two-frequency protocol is that it
provides independent control over the potentials seen by the
two states. This feature gives additional degrees of freedom to
counteract the residual dissymmetry, due for example to the
effect of far off-resonance transitions that we have neglected
in this paper.
Interferometry between internal states of thermal atoms on
a chip has been shown to hold great promise for realizing
compact cold atom clocks [42]. If experimentally successful,
an atom chip interferometer with trapped thermal atoms could
be an important step towards the achievement of a new class
of compact integrated inertial sensors.
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Un premier dispositif expérimental
Dans ce chapitre nous décrivons le premier dispositif expérimental monté dans les locaux de
Thales Research and Technology. Le montage de cette expérience a commencé en 2009. Quand
j'ai rejoint le projet en 2012, nous avions seulement un piège magnéto-optique. Je décrirai le
montage expérimental (d'autres informations sont également disponibles dans la thèse de Landry
Huet [Huet, 2013]), ainsi que l'optimisation de l'expérience nous ayant permis d'aboutir à la
condensation de Bose-Einstein. Le dispositif utilisé est basé sur une enceinte à vide commerciale
produite par la société ColdQuanta, et est donc très similaire aux expériences sur puce menées
au Jila à Boulder telles que décrites dans les références [Du et al., 2004, Du, 2005, Squires, 2008,
Salim, 2011, Salim et al., 2011, Salim et al., 2013].
Je suppose que le lecteur connait la majorité des techniques expérimentales nécessaires
à la réalisation d'un condensat de Bose-Einstein d'atomes alcalins dans un piège magné-
tique. Deux articles de revue sur le sujet peuvent être consultés pour plus de détails
[Lewandowski et al., 2003, Ketterle et al., 1999]. Les explications physiques des phénomènes en
jeux lors de ces processus de refroidissement peuvent être trouvées dans le cours de Jean
Dalibard donné au collège de France en 2015 [Dalibard, 2015] ainsi que dans les ouvrages
[Cohen-Tannoudji, 2009, Metcalf et Van der Straten, 2012].
Dans une première partie, nous décrivons le montage expérimental : la source laser, l'enceinte
à vide, la génération des champs magnétiques et le système de contrôle. La suite décrit l'optimi-
sation du refroidissement, les parties deux et trois décrivant respectivement les côtés lumineux
et obscur du refroidissement.
4.1 Description du dispositif expérimental
Avant de décrire l'optimisation de l'expérience amenant à la condensation de Bose-Einstein,
nous décrivons l'ensemble du dispositif. Ce dispositif peut être divisé en quatre parties. La pre-
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mière est la source laser permettant de générer les faisceaux nécessaires au refroidissement, au
pompage optique et à la détection. La seconde est la chambre d'expérience comprenant l'enceinte
à vide, la puce atomique, les bobines de champ magnétique, l'arrivée des faisceaux lasers et les
diﬀérentes antennes radio-fréquence pour la manipulation des atomes. La troisième partie est le
système de détection par absorption. La dernière est l'électronique de contrôle et les sources de
courant DC, radio-fréquence et micro-onde.
4.1.1 La source laser
La source laser permet à partir de deux lasers à 780 nm, une diode 1 (dénommée DL) et
une diode ampliﬁée 2 (dénommé TA), de créer les faisceaux suivants : repompeur, refroidisseur,
pompage 11, pompage 22 et détection. Les deux lasers sont asservis par absorption saturée
(pour s'aﬀranchir de l'élargissement Doppler [Preston et al., 1996]) sur une raie d'une vapeur de
rubidium 87, vapeur qui se trouve dans les modules Cosy 3 TA et Cosy DL sur la ﬁgure 4.1.
La largeur du spectre laser ainsi obtenue est typiquement de l'ordre de quelques centaines de
kilohertz 4. Dans la suite nous décrivons sommairement les deux lasers ainsi que les paramètres
des diﬀérents faisceaux.
DL : La DL est une diode laser à cavité externe qui fournit environ 100 mW de puissance
en sortie. Elle est asservie sur la transition 5
∣∣52S1/2, F = 1〉↔ ∣∣52P3/2, CO(1, 2)〉 (ﬁgure 4.3) où
CO(1, 2) est le cross-over entre
∣∣52P3/2, F ′ = 1〉 et ∣∣52P3/2, F ′ = 2〉.
TA : Le TA est aussi une diode à cavité externe mais, en plus, elle est ampli-
ﬁée et fournit environ 1 W de puissance en sortie. Le TA est asservi sur la transi-
tion
∣∣52S1/2, F = 2〉 ↔ ∣∣52P3/2, CO(2, 3)〉 (ﬁgure 4.3) où CO(2, 3) est le cross-over entre∣∣52P3/2, F ′ = 2〉 et ∣∣52P3/2, F ′ = 3〉. Avant d'être envoyé dans le module d'absorption saturée, le
faisceau est décalé vers le bleu, de deux fois la fréquence acoustique : f = (166, 65 − δ/2) MHz
(δ est le désaccord entre le laser et la transition atomique de refroidissement 6). Ce décalage est
réalisé par l'AOM4, voir la ﬁgure 4.1. Nous notons AOM pour l'abréviation anglaise de modu-
lateur acousto-optique. La fréquence émisse par le TA est ﬁnalement de 2f + f0, où f0 est la
fréquence de la transition
∣∣52S1/2, F = 2〉↔ ∣∣52P3/2, CO(2, 3)〉.
Le refroidisseur : Comme son nom l'indique ce faisceau, issu du laser TA, sert à refroidir les
atomes. Il est décalé vers le rouge (d'une quantité δ) par rapport à la transition
∣∣52S1/2, F = 2〉↔∣∣52P3/2, F ′ = 3〉. Pendant l'expérience, nous devons être capables de faire varier sa fréquence
sur une plage d'environ 60 MHz en l'espace d'une milliseconde tout en gardant une puissance
1. Toptica DL100 grating stabilized tunable single-mode diode laser
2. Toptica TA100 ampliﬁed tunable single-mode laser system
3. C'est le module Cosy - Doppler free spectroscopy de Toptica utilisé en combinaison avec le DigiLock 110 de
Toptica.
4. Spéciﬁcation constructeur à 5 µs de temps d'intégration. De plus, nous avons mesuré la variance d'Allan
du signal d'erreur de l'asservissement du laser. Nous en avons déduit, qu'après 10 ms d'intégration, la fréquence
relative du laser est stable à 10−10.
5. Nous avons noté le cross-over sous la forme d'un ket. Il s'agit d'un abus de langage, ce n'est pas un niveau
d'énergie.
6. En pratique δ est compris entre Γ et 13Γ, où Γ = 6 MHz est la largeur naturelle de la transition.






































Figure 4.1  Schéma complet du système laser de génération des faisceaux repompeur, refroi-
disseur, de détection, de pompage 22 et de pompage 11. Les diaphragmes, au niveau des AOMs,
sont omis pour plus de clarté. Les focales sont en millimètre. L'ordre de diﬀraction des AOMs
est indiqué sur la ﬁgure.
relativement constante. Le décalage en fréquence est donc réalisé par deux AOMs. L'AOM7
travaille à une fréquence ﬁxe (200 MHz) pendant toute la durée de l'expérience. La partie variable,
δ, est directement changée sur l'AOM4 (celui de l'asservissement du laser TA). Ainsi, nous
changeons directement la fréquence d'émission du laser TA ce qui permet de garder la puissance
constante lors du décalage en fréquence. L'AOM7 sert d'interrupteur rapide pour le faisceau
refroidisseur. Le faisceau refroidisseur est injecté sur les voies suivantes : MOT 2D, push beam,
MOT 3DH, MOT 3DX1 et MOT 3DX2 (ﬁgure 4.1).
Le repompeur : Les atomes étant refroidis sur la transition F = 2 ↔ F ′ = 3, lors d'un
cycle de refroidissement, la probabilité d'une excitation non-résonante vers F ′ = 2 est non nulle.
L'atome peut alors se désexciter vers F = 1 au lieu de F = 2 et rester ensuite dans ce niveau. Si
rien n'est fait, tous les atomes sont perdus avant d'être refroidis. Pour y remédier nous utilisons
un faisceau, dit repompeur, qui pompe les atomes du niveau F = 1 vers F ′ = 2. Ce faisceau est
issu du laser DL, et sa fréquence est réglée à résonance avec la transition F = 1 ↔ F ′ = 2 par
l'AOM3 (78,5 MHz). Le faisceau repompeur est injecté sur les mêmes voies que le refroidisseur.
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La pompe 22 : Elle permet de pomper optiquement les atomes vers l'état∣∣52S1/2, F = 2,mF = 2〉. C'est l'état utilisé pour les phases de piégeage magnétique juste après
la mélasse optique. La fréquence de la pompe 22 est réglée sur la transition
∣∣52S1/2, F = 2〉 ↔∣∣52P3/2, F ′ = 2〉 par l'AOM6 (218 MHz ajustable) monté en double passage [Donley et al., 2005,
McCarron, 2007].
La pompe 11 : Elle permet de pomper optiquement les atomes vers l'état∣∣52S1/2, F = 1,mF = −1〉 qui est un autre état dans lequel les atomes peuvent être piégés magné-
tiquement. Pour créer ce faisceau une partie du faisceau, directement issu de la DL, est récupérée.
L'AOM2 étant en simple passage, la fréquence (78,5 MHz) de ce faisceau est réglée une fois pour
toute et ne change pas au cours de l'expérience. En pratique, ce faisceau n'est pas utilisé dans
la suite de nos expériences. Pour préparer les atomes dans le niveau
∣∣52S1/2, F = 1,mF = −1〉,
nous préférons utiliser un protocole de type stimulated Raman adiabatic passage, ou STIRAP, à
un protocole de pompage optique. Les raisons sont expliquées dans le chapitre 5 sur le STIRAP.
La détection : Le faisceau de détection permet d'imager les atomes par absorption. Il est
réglé à résonance sur la transition
∣∣52S1/2, F = 2〉 ↔ ∣∣52P3/2, F ′ = 3〉 par l'AOM1 (92,5 MHz
ajustable). Cet AOM est en double passage et sur une plage de fréquence de ±10 MHz le faisceau
reste couplé dans la ﬁbre de détection sans variation de puissance. Cela permet de toujours avoir
une détection résonnante pour maximiser le signal d'absorption quand nous changeons le champ
magnétique présent au moment de la détection. Un générateur d'impulsion commande la chaîne
de fréquence de cet AOM, ce qui permet de générer des impulsions de détection très courtes.
Typiquement, une impulsion de 35 µs est utilisée.
Figure 4.2  Fréquences des cinq faisceaux la-
ser de l'expérience, les faisceaux en bleu sont
issus du laser TA, les faisceaux en rouge sont
issus du laser DL.
Figure 4.3  (a) laser DL, absorption saturée des transitions du 87Rb partant du niveau∣∣52S1/2, F = 1〉, le cross-over entre F ′ = 0 et F ′ = 1 n'est pas visible. (b) laser TA , absorption
saturée des transitions du 87Rb partant du niveau
∣∣52S1/2, F = 2〉.
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Les faisceaux pompe 22, pompe 11 et détection sont couplés dans deux ﬁbres (ﬁgure 4.1).
Dans l'une, nous injectons une partie de la pompe 22 et tout le faisceau de détection. Dans
l'autre, nous injectons la partie restante de la pompe 22 ainsi que tout le faisceau pompe 11.
Tous les faisceaux peuvent être obturés de deux manières diﬀérentes et complémentaires,
soit avec un AOM, ce qui permet de faire un interrupteur rapide (environ 1 µs), soit par un
obturateur mécanique donc lent (environ 1 ms) mais qui a l'avantage de couper complètement le
faisceau contrairement à un AOM. Dans le groupe, nous avons développé nos propres obturateurs
mécaniques bas coûts. Le lecteur peut se référer à la thèse de Landry Huet [Huet, 2013] pour les
plans complets de ces obturateurs et de leur électronique. Les fréquences et les puissances radio-
fréquences des AOMs ainsi que les obturateurs mécaniques sont contrôlés informatiquement.
4.1.2 Enceinte à vide, bobines de champs magnétiques et antennes
4.1.2.1 Enceinte à vide
L'enceinte à vide utilisée [Farkas et al., 2010] sur cette version de l'expérience est un produit
commercial RuBECi de la société ColdQuanta 7. Une description complète de ce système se trouve
dans les thèses [Squires, 2008, Salim, 2011]. Elle comprend deux chambres (cf ﬁgure 4.19) : une
première pour le piège magnéto-optique 2D, comprenant la charge de rubidium, et une deuxième
pour le piège magnéto-optique 3D. Un petit trou 8 de communication entre les deux chambres, par
lequel passe les atomes du piège magnéto-optique 2D au piège 3D, permet un pompage diﬀérentiel
de la chambre du piège 2D, la chambre du piège 3D étant pompée à l'aide d'une petite pompe
ionique 2 L.s−1 d'Agilent. Des pompes chimiques (non evaporable getter) présentes dans les
deux chambres complètent le pompage. Pour améliorer l'accès optique ces deux chambres sont
entièrement en verre. Le haut de l'enceinte du piège magnéto-optique 3D est fermé par la puce
atomique. La puce atomique dont nous disposons comporte une unique couche de métallisation
avec des ﬁls de 100 µm de large. Cela permet de réaliser des pièges de type Z et dimple. Cette
puce nous a permis de réaliser les expériences de changement d'état interne d'un condensat de
Bose-Einstein par utilisation d'un protocole de type stimulated Raman adiabatique passage (cf
chapitre 5) ainsi que des expériences d'interférométrie de type horloge, c'est-à-dire des séquences
de Ramsey sans séparation des états internes (cf chapitre 6). Depuis la réalisation de notre cellule,
d'autres encore plus compactes et comprenant les mêmes fonctions ont été développées par la
même société [McBride, 2011, McBride et al., 2013], ce qui est de bon augure pour l'intégration
des capteurs à atomes froids.
7. http ://coldquanta.com/
8. Ce trou fait environ 750 µm de diamètre et est réalisé dans un substrat d'environ 1 mm d'épaisseur, voir la
ﬁgure 4.19 à la ﬁn de ce chapitre.
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4.1.2.2 Aimants et bobines pour les champs magnétiques
Le gradient de champ magnétique nécessaire au piège magnéto-optique 2D est généré par
quatre aimants permanents. Selon la documentation de ColdQuanta, ils produisent un gradient
d'une valeur comprise entre 32 et 38 G.cm−1 dans le plan horizontal. Le minimum du champ
magnétique est suivant la direction verticale, et déﬁnit l'axe du faisceau d'atomes du piège
magnéto-optique 2D. Pour aligner correctement le minimum du gradient avec le trou de commu-
nication entre les deux chambres de l'enceinte, les quatre aimants sont montés, par le fabriquant,
sur deux platines de translation horizontales solidaires de l'enceinte à vide.
Trois paires de bobines entourent la chambre supérieure (cf ﬁgure 4.19). Elles servent à créer
le champ de gradient pour le piège magnéto-optique 3D ainsi que tous les champs de biais
nécessaires : i) pour compenser le champ terrestre pendant la mélasse optique, ii) pour déﬁnir
l'axe de quantiﬁcation durant le pompage optique et la détection des atomes et iii) pour réaliser
les champs de biais des pièges magnétiques. Elles créent, suivant les calculs des annexes A.2
et A.3, un gradient de 14 G.cm−1.A−1 en conﬁguration anti-Helmholtz (une mesure avec un
gaussmètre conﬁrme ce résultat) et un champ de biais de 22 G.A−1 en conﬁguration Helmholtz.
Juste au-dessus de la puce atomique, nous disposons d'une bobine en forme de Z. Elle sert
d'ascenseur à atomes pour les transporter du piège magnéto-optique 3D à la puce. Cette bobine
est constituée de 36 ﬁls pouvant être parcourus par 20 A chacun. En association avec les trois
paires de bobines de Helmholtz, elle permet de créer un piège de plus de 500 µK de profondeur
jusqu'à environ 17 mm de la puce, puis d'approcher progressivement ce piège de la puce.
4.1.2.3 Antennes radio-fréquence et micro-onde
Entre la bobine en Z et la puce atomique, c'est-à-dire à moins de 2 mm des atomes (quand
ils sont piégés sur la puce), une boucle radio-fréquence est installée pour la phase de refroidis-
sement par évaporation (cf ﬁgure 4.19). Cette boucle est aussi utilisée pour faire des mesures
spectroscopiques dans le domaine radio-fréquence ainsi que pour la partie radio-fréquence des
impulsions à deux photons nécessaires pour une séquence de Ramsey (cf chapitre 6). Une autre
boucle (cf ﬁgure 4.4) est disponible mais est rarement utilisée.
Pour rayonner vers les atomes les champs micro-onde nécessaires au transfert par stimulated
Raman adiabatic passage (cf chapitre 5) et aux impulsions des séquences de Ramsey (cf chapitre
6), nous disposons d'un cornet micro-onde (cf ﬁgure 4.4). Pour répondre à des contraintes d'en-
combrement, nous avons fabriqué un cornet de moins de 5 cm de long centré à 6,8 GHz (le plan
a été fourni par l'équipe de Peter Rosenbusch du SYRTE).
4.1.3 Le système d'imagerie
Dans ce paragraphe, nous décrivons le système d'imagerie par absorption utilisé pour détecter
les atomes dans les diﬀérents pièges magnétiques sur la puce. Nous dirons aussi quelques mots de
la mesure de la ﬂuorescence des atomes dans le piège magnéto-optique 3D. Lors des nombreuses
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Figure 4.4  Vue de l'enceinte à vide intégrée dans l'opto-mécanique du piège magnéto-optique
3D. Seule la partie haute de l'enceinte à vide est visible. La puce atomique est cachée par les
montures des bobines de champs magnétiques. Cachée juste au-dessus de la puce atomique et
sous la bobine en Z, se trouve une seconde antenne (ou boucle) radio-fréquence, qui est utilisée
pour le refroidissement par évaporation.
phases d'alignement des pièges magnéto-optiques 2D et 3D, nous utilisons aussi une simple
visionneuse infra-rouge ou encore plus simplement une petite caméra de vidéo-surveillance. Dans
les phases de piège magnéto-optique comprimé, de mélasse et de transfert sur la puce, la détection
des atomes est faite par absorption avec une caméra 9.
4.1.3.1 Signal de ﬂuorescence
Nous surveillons en permanence le signal de ﬂuorescence du piège magnéto-optique 3D. Cela
permet se rendre compte immédiatement de tout désalignement des faisceaux des pièges magnéto-
optique 2D et 3D ou d'une diminution du nombre d'atomes de rubidium délivrés par la charge.
Pour mesurer cette ﬂuorescence un système optique est monté en conﬁguration de collecteur de
ﬂux. Une lentille en conﬁguration 2f − 2f ayant une focale de 100 mm et un diamètre de 25 mm
est utilisée pour collecter la ﬂuorescence. Pour avoir un collecteur de ﬂux idéal, toute l'image
du nuage doit tenir sur le capteur. En pratique ce n'est pas tout à fait le cas : le capteur est
légèrement plus petit, et le nombre d'atomes est donc sous-estimé. Connaissant l'éclairement
arrivant sur les atomes, ainsi que les paramètres géométriques du système optique, il est possible
9. Point Grey Flea 2 FL2-0852
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d'obtenir une estimation du nombre d'atomes. Pour cette estimation, le lecteur peut directement
utiliser les formules données dans la référence [Lewandowski et al., 2003]. Nous donnons ici un


















1 + I0/Isat + 4(δ/Γ)2
(4.2)
Les signiﬁcations et valeurs des diﬀérents paramètres sont regroupées dans la table 4.1. Nous
trouvons environ 5, 1 · 108 atomes. Ce nombre dépend fortement de deux paramètres expérimen-
taux diﬃciles à estimer : l'intensité éclairant les atomes et l'angle solide du système de détection.
La ﬂuorescence donne un ordre de grandeur du nombre d'atomes et non une valeur précise.
Paramètre Valeur
Ω : angle solide de détection 1, 2 · 10−2 sr
Iph : courant de photo-détection 110 nA
R@780 : réponse de la photodiode à 780 nm 0,48 A/W (modèle : Thorlabs PDA36A)
hν : énergie d'un photon 2, 4 · 10−9 J
T : transmission optique 0,92
I0 : intensité optique sur les atomes ∼ 12 mW/cm2
Isat : intensité de saturation 3, 6 mW/cm2 [Steck, 2003b]
Γ : largueur naturelle de la transition 2pi × 6 MHz [Steck, 2003b]
∆ : désaccord par rapport à la transition −2, 5Γ
Table 4.1  Signiﬁcations et exemples numériques des paramètres utilisés pour calculer le nombre
d'atomes à partir du signal de ﬂuorescence.
4.1.3.2 Détection des atomes dans l'état |F = 2,mF 〉
Dans cette première version de l'expérience nous détectons les atomes par absorption. Consi-
dérons un nuage atomique de densité volumique ρ(x, y, z) et un faisceau de détection d'intensité 10
I(x, y, z) se propageant dans la direction z. L'intensité I suit la loi de Beer [Reinaudi et al., 2007] :
dI
dz








avec σ0 la section eﬃcace d'absorption, Isat l'intensité de saturation de la transition, δ le désaccord
par rapport à la résonance et Γ la largeur naturelle de transition. En prenant une image de
l'absorption par le nuage atomique, nous observons sa densité ρ(x, y, z) intégrée dans la direction
de propagation du faisceau, c'est la densité colonne noté n(x, y). Sous l'hypothèse δ = 0, cette
10. Ici par abus de langage nous parlons d'intensité à la place de l'éclairement, l'intensité est donc ici une
puissance surfacique.
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(IB − IA) (4.4)
où IB est l'intensité dans un plan (x, y) juste avant le nuage d'atomes et IA est l'intensité dans un
plan (x, y) juste après le nuage d'atomes. Expérimentalement, IB est l'intensité mesurée arrivant
sur la caméra sans le nuage d'atomes et IA est l'intensité mesurée avec les atomes. La caméra





où g est le gain du détecteur, η son eﬃcacité quantique, T la transmission de l'ensemble des
dioptres entre les atomes et le détecteur, A la surface d'un pixel dans l'espace objet, τ la durée
de l'impulsion de détection, ~ω l'énergie d'un photon du laser de détection et I l'intensité dans
le plan objet. Nous notons NA le nombre de coups correspondant à l'intensité IA et NB celui
correspond à l'intensité IB.
Dans le cas d'un système à deux niveaux, l'intensité de saturation 11 Isat et la section eﬃcace
σ0 sont reliées par [Steck, 2003b] Isat = ~ωΓ/2σ0 où Γ est la largeur naturelle de la transition













Nous utilisons cette dernière équation pour déduire la densité colonne à partir des images prises
par la caméra. Les valeurs numériques des paramètres utilisées sur notre système d'imagerie sont
données dans le tableau 4.2.
Paramètre Valeur Mesure
g 2,6 donnée constructeur : Andor
η 0,91 donnée constructeur : Andor et [Maussang, 2010]
τ 35 µs réglable par l'utilisateur
A 3,76 × 3,76 µm2 ﬁgure 4.6
T ﬁltre 0,9814 donnée constructeur : Semrock
T miroir 0,99 donnée constructeur : Thorlabs
T doublet 150 mm 0,99 donnée constructeur : Thorlabs
T doublet 500 mm 0,99 donnée constructeur : Thorlabs
T parois de la cellule 0,96 × 0,96 donnée constructeur : Schott
pour deux dioptres air-boroﬂat33 non traités
Table 4.2  Valeurs numériques des diﬀérents paramètres entrant dans le calcul de la densité
optique à partir des images prises par la caméra.
11. L'équation donnée reliant Isat à σ0 est une approximation. Elle permet toutefois d'obtenir un ordre de
grandeur pour Isat. Isat intervient uniquement dans le second terme de l'équation (4.6) qui est négligeable pour
nos paramètres expérimentaux : I/Isat  1.
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Le système optique (ﬁgure 4.5) est composé de deux doublets 12 de diamètre un pouce et
de focales 150 et 500 mm. Nous avons choisi des doublets pour réduire l'aberration sphérique.
Cette combinaison, utilisée en foyer-inﬁni-foyer, permet d'obtenir un grandissement de 3,33 et la
résolution 13 est de 12 µm dans l'espace image. La taille d'un pixel de la caméra dans l'espace
image est de 13 µm soit 3,9 µm dans l'espace objet, la résolution est donc limitée à 3,9 µm
par la taille des pixels de la caméra. Nous ajoutons un ﬁltre passe-bande 14 à 780 nm de 3 nm
de large avec une transmission supérieure à 95 % (cf table 4.2). Il permet d'éviter d'éblouir le
capteur à des longueurs d'ondes qui ne nous intéressent pas. Enﬁn un miroir est ajouté sur le
trajet optique. Il permet de replier le système pour des raisons d'encombrement, ainsi que de






Figure 4.5  Plan du système op-
tique utilisé pour la détection par
absorption des atomes.
Le capteur est une caméra Andor iKon-M 934 15 bas bruit que nous refroidissons à moins
soixante degrés Celsius. C'est le même capteur utilisé dans la thèse [Maussang, 2010]. Ce capteur
permet d'utiliser une technique de frame transfer. Le protocole utilisé pour la prise des images
est le même que la thèse [Maussang, 2010]. Ce protocole permet de minimiser l'écart temporel
entre la prise de l'image avec atomes et de l'image de référence du faisceau de détection sans les
atomes. Ainsi, nous limitons le déplacement mécanique des surfaces optiques traversées par le
faisceau et donc le déplacement des tavelures liées au laser de détection entre les deux images.
Expérimentalement la mise au point du système est faite en minimisant la taille d'un conden-
sat contenant peu d'atomes. Le grandissement est déduit en mesurant la chute de ce même petit
condensat (cf ﬁgure 4.6). En supposant que le champ de pesanteur au niveau des atomes est
connu, que la chute des atomes est dans le plan de l'image et qu'il n'y a pas d'autre force que la
gravité, nous déduisons des mesures de la ﬁgure 4.6 un grandissement de gexp = 3,76 µm.pix−1
avec un écart-type de 5%, ce qui est en accord avec la valeur théorique de gth = 3,9 µm.pix−1.
12. Thorlabs, modèles : AC254-150-B et AC254-500-B.
13. La résolution est déﬁnie comme le cercle contenant 85 % de l'énergie totale de la réponse percussionnelle :
c'est la valeur à 0,85 de l'énergie encerclée. Elle est calculée dans tout le champ d'utilisation de l'objectif à l'aide
du logiciel de conception optique Oslo.
14. Semrock, modèle : LL01-780-25
15. Modèle du capteur : DU934P-BR-DD-9KI
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Supposons que le plan de l'image fasse un angle θ avec la verticale déﬁnie par la direction de
chute des atomes, alors le grandissement devient (1 − cos θ)g [Maussang, 2010]. Nous estimons
l'écart à l'axe vertical de notre capteur, dû à la conception de la mécanique à moins de 5.
Cet angle correspond à une incertitude de moins de 1% sur le grandissement, ce qui est bien
négligeable par rapport à la mesure précédente.
Nous avons supposé que la force s'exerçant sur les atomes pendant leur chute est uniquement
la gravité. Ceci est vrai s'il n'y a pas de gradient de champ magnétique au niveau des atomes. En
eﬀet, la présence d'un tel gradient de champ magnétique B′ change l'accélération des atomes, ils
voient alors un champ de pesanteur eﬀectif g+gFmFµBB′/m. Cet eﬀet n'a pas encore été mesuré
sur notre expérience. Il pourrait être quantiﬁé en observant la chute d'un premier condensat dans
|F = 2,mF = 2〉 et d'un deuxième condensat dans |F = 2,mF = 1〉 [Maussang, 2010], qui peut
être préparé en utilisant le protocole STIRAP (cf chapitre 5). Nous supposons sa présence car
les aimants de la pompe ionique (modèle 2 L.s−1 de Agilent) sont à environ 10 cm des atomes,
et la référence [Farkas et al., 2013], qui utilise une cellule identique à la nôtre, leur attribue un
gradient de champ magnétique au niveau des atomes.









Figure 4.6  Distance parcourue par le centre de masse du nuage atomique en chute libre dans
l'image en fonction du temps de vol. Connaissant l'accélération de la pesanteur, nous en déduisons
le grandissement de notre système d'imagerie (voir texte).
La section eﬃcace d'absorption des atomes sera discutée lors de la caractérisation du conden-
sat dans le paragraphe 4.3.3.
4.1.3.3 Détection des atomes dans les états |F = 2,mF 〉 et |F = 1,mF 〉
La qualité de la mesure des franges de Ramsey est grandement améliorée si nous sommes
capables de normaliser les populations atomiques par le nombre total d'atomes à chaque réalisa-
tion de la mesure [Santarelli et al., 1999]. Pour faire cette normalisation, il faut imager les atomes
dans les deux états hyperﬁns F = 1 et F = 2. Pour des questions de commodité expérimentale,
cela est réalisé sur une même image. Le protocole de détection décrit dans la partie précédente est
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donc légèrement modiﬁé. La simple impulsion du faisceau de détection du paragraphe précédent
est remplacée par une série de trois impulsions :
i) Une première impulsion de détection permet d'imprimer sur le capteur l'ombre des atomes
dans l'état hyperﬁn F = 2 et de les envoyer hors du champ de détection de la caméra.
ii) Une seconde impulsion, réalisée en allumant seulement le laser repompeur, est envoyée via
les faisceaux du piège magnéto-optique 3D. Elle permet de pomper les atomes de F = 1 vers
F = 2.
iii) Enﬁn une troisième impulsion de détection permet d'imprimer une seconde ombre sur la
caméra, elle correspond à celle des atomes initialement dans F = 1 avant pompage vers F = 2.
Pour pouvoir compter indépendamment les atomes dans ces deux états sur une même image, il
faut que les deux ombres sur le capteur ne se recouvrent pas. Pour cela, entre les deux impulsions
de détection, nous laissons chuter les atomes dans F = 1 d'une distance supérieure à la taille
du nuage atomique. Quand cela est nécessaire, nous ajoutons en plus un gradient de champ
magnétique dans la direction de chute des atomes pour séparer les diﬀérents sous-niveaux Zeeman.
Expérimentalement, l'enregistrement des images nécessaires au calcul de la densité colonne
suit le protocole suivant. Les trois impulsions détection-repompeur-détection sont envoyées à
la suite. Cela permet d'obtenir l'image NA (cf ﬁgure 4.7.a). Cette image contient l'ombre des
atomes dans les deux états hyperﬁns. Elle est enregistrée sur le haut du capteur. Ensuite, les
informations sont déplacées du haut vers le bas du capteur, c'est le frame transfer. En renvoyant
à la suite les trois mêmes impulsions : détection-repompeur-détection, l'image sans atomes NB
est alors obtenue et est enregistrée sur le haut du capteur (cf ﬁgure 4.7.b). Enﬁn le capteur est
lu. Pour corriger les images du bruit de fond de la caméra, il est nécessaire de prendre deux
autres images. Ainsi, le bruit de fond, correspondant à l'image avec les atomes, est enregistré
en répétant le protocole précédent, mais en omettant la première série des trois impulsions de
détection (cf ﬁgures 4.7.c et 4.7.d). Le bruit de fond, correspondant à l'image sans les atomes,
est aussi enregistré en répétant le protocole précédent, mais en omettant la seconde série des
trois impulsions de détection (cf ﬁgures 4.7.e et 4.7.f). Ces deux images du bruit de fond sont
soustraites aux images avec atomes NA et sans atomes NB.
L'équation (4.6) reliant le nombre de coups mesurés par pixel (NA et NB) à la densité
atomique colonne n(i, j) est alors légèrement modiﬁée :













où NA (respectivement NB) est le nombre de coups par pixel correspond à l'image des impulsions
de détection avec les deux nuages d'atomes (respectivement sans les atomes). Cette densité
colonne contient l'ombre des atomes dans l'état hyperﬁn F = 2 ainsi que ceux dans l'état
hyperﬁn F = 1. Sur une telle image, ces deux états sont discriminés par leurs positions spatiales.
Quelques explications s'imposent pour démontrer l'équation (4.7). Notons IA2 (respective-
ment IA1) le proﬁl d'intensité du laser de détection après avoir traversé le nuage dans l'état
NA NB
F = 2 F = 1
F = 2 F = 1
IB


















n1 n2 F = 1
F = 2 n
n = n1+n2 NA ∝ IA1+IA2
NB ∝ 2IB IA1IA2/I2B = 2NA/NB − 1
IA1IA2 = IB(IA1 + IA2 − IB)
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permettent d'avoir 64 sorties binaires 0/5 V et 44 sorties analogiques -10/10 V, et pilotent ainsi
tous les appareils. Les détails techniques se trouvent dans la thèse de Landry Huet [Huet, 2013].
Pour synchroniser les cartes, toutes leurs horloges sont connectées ensemble et peuvent être stabi-
lisées sur une horloge externe. Dans tous les cas où c'est nécessaire, comme pour le piège dimple,
nous isolons les masses entre le signal des cartes et l'entrée de commande des appareils. La des-
cription de ces isolateurs est donnée dans la référence [Huet, 2013]. Les cartes sont commandées
à l'aide du logiciel GoodTime développé par Jakob Reichel.
Toutes les bobines de champ magnétique, sauf celle en forme de Z, ainsi que les ﬁls de la
puce, sont alimentés par des sources bipolaires (Kepco série BOP). La bobine en forme de Z
est alimentée par une source unipolaire (Kepco série ATE). Pour l'alimentation des bobines, les
sources sont adaptées pour des charges inductrices.
Les sources micro-ondes sont des générateurs SMF 100A de Rohde & Schwarz et les sources
radio-fréquences sont aussi des générateurs commerciaux 17. Tous ces générateurs sont synchro-
nisés sur le même signal 10 MHz fourni par un quartz stabilisé sur l'horloge GPS-10 de Menlo
Systems présentant une stabilité de 5 · 10−12 à une seconde.
4.2 De la charge de Rubidium au pompage optique
Dans cette section nous décrivons le processus de refroidissement des atomes de la charge de
rubidium jusqu'à la préparation de l'état interne des atomes pour les piéger magnétiquement.
Une charge de rubidium, installée dans le bas de la chambre du piège magnéto-optique 2D, est
légèrement chauﬀée par eﬀet Joule. Cette charge désorbe une vapeur de rubidium qui est collectée
par le piège magnéto-optique 2D puis envoyée dans le piège magnéto-optique 3D. A partir de ce
dernier piège, les atomes sont refroidis par laser et pompés optiquement vers l'état utilisé pour
le refroidissement par évaporation |F = 2,mF = 2〉.
4.2.1 Piège magnéto-optique 2D et 3D (MOT 2D et MOT 3D)
4.2.1.1 Piège magnéto-optique 2D
La vapeur de rubidium contenue dans la chambre basse de l'enceinte à vide est collectée en
utilisant un piège magnéto-optique à deux dimensions. Dans ce piège, les atomes sont refroidis
dans un plan transverse, ce qui permet de créer un ﬁn faisceau d'atomes dont la vitesse est
principalement orientée suivant l'axe vertical (cf ﬁgure 4.8). Ces atomes sont ensuite poussés
à l'aide d'un faisceau vertical, le push beam, vers la région du piège magnéto-optique à trois
dimensions. Le MOT 2D permet d'avoir un ﬂux important d'atomes [Dieckmann et al., 1998,
Schoser et al., 2002, Cheinet, 2006] et donc d'obtenir un MOT 3D contenant beaucoup d'atomes,
17. TTi TG4001 : impulsions de détection, Keysight 33522B (2 voies) commande du modulateur I/Q pour
la génération des signaux micro-ondes, Keysight 33521B : (1 voie) photon radio-fréquence de l'impulsion pi/2 à
deux photons, Keysight 33250A : première partie de l'évaporation radio-fréquence (commande analogique), SRS
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le plan horizontal. Le plan de mise au point de la caméra est balayé sur toute la longueur
du pinceau atomique pour vériﬁer que ce dernier est bien vertical. Si ce n'est pas le cas nous
agissons légèrement sur les miroirs des faisceaux du MOT 2D ainsi que sur la position du gradient
magnétique.
4.2.1.3 Le piège magnéto-optique 3D
Les atomes arrivant du MOT 2D sont capturés dans le piège magnéto-optique 3D. Nous
utilisons un piège magnéto-optique avec des faisceaux non-perpendiculaires (cf ﬁgure 4.10)
[Squires, 2008], ce qui permet d'être suﬃsamment près de la surface de la puce pour charger
eﬃcacement le piège magnétique tout en collectant plus d'atomes que les conﬁgurations réﬂé-
chies sur la puce [Reichel et al., 2001, Reichel, 2002] car le volume de capture est plus grand.
Dans ce piège, nous collectons environ 5 ·108 atomes en moins de 500 ms (cf ﬁgure 4.9). Les trois
faisceaux font environ 25 mm de diamètre et sont rétro-réﬂéchis. Les puissances optiques sont
données dans la table 4.3. Le refroidisseur et le repompeur restent à la même fréquence que pour
le MOT 2D et le gradient de champ magnétique est 14 G.cm−1.
[mW] X1 et X2 H
refroidisseur 8 9
repompeur 4 3
Table 4.3  Puissances optiques utilisées pour les faisceaux du piège magnéto-optique à trois
dimensions.
Figure 4.9  Nuage atomique dans le piège
magnéto-optique 3D obtenu après alignement
et optimisation du chargement. Il contient en-
viron 5 · 108 atomes et a un temps de char-
gement inférieur à 500 ms. Pour donner une
échelle : entre les deux parois de la cellule, il y
a 2 cm.
4.2.1.4 Alignement du piège-magnéto-optique 3D
Les lames quart d'onde sont alignées par rapport au gradient de champ magnétique comme
pour le MOT 2D et les faisceaux laser sont alignés à l'aide de diaphragmes, cartes infra-rouge
et règles. Nous prenons garde à bien superposer la rétro-réﬂexion des faisceaux et à placer leurs
intersections à moins de 20 mm de la puce pour pouvoir les transférer dans le piège magnétique.
Ensuite, nous faisons clignoter le MOT 3D : pendant quelques centaines de millisecondes, les
−1 −1
Γ Γ Γ Γ
μ
Γ/(2kB)
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bougeant vers le haut le minimum du gradient avec un champ de biais vertical. La compression
et le lancement sont eﬃcaces seulement si le laser refroidisseur reste désaccordé de moins de 3Γ.
Aﬁn de diminuer encore la température, une deuxième phase est ajoutée où le désaccord du laser
refroidisseur augmente jusqu'à -10Γ. A la ﬁn de ce CMOT, environ 5 · 108 atomes sont refroidis
à 140 µK.
4.2.2 Mélasse optique
Diminuer encore la température du nuage requière l'utilisation d'une mélasse optique
[Chu et al., 1985, Dalibard, 2015] en conﬁguration σ+−σ− [Dalibard et Cohen-Tannoudji, 1989,
Walhout et al., 1992]. Pour cela les champs magnétique sont coupés et les atomes illuminés avec
les lasers refroidisseur et repompeur. Le désaccord du refroidisseur est progressivement porté à
-13Γ et sa puissance est progressivement diminuée 19. Le laser repompeur garde les paramètres
du CMOT. La mélasse permet de refroidir environ 4 ·108 atomes à 40 µK, ce qui est similaire aux
valeurs déjà obtenues pour ce type de montage [Squires, 2008], et est amplement suﬃsant pour
le chargement d'un piège magnétique sur puce [Squires, 2008, Estève, 2004, Aussibal, 2003].
Des températures plus basses [Clairon et al., 1995, Salomon et al., 1990, Lett et al., 1988,
Lett et al., 1989] de l'ordre du micro-Kelvin peuvent être atteintes mais cela nécessite une com-
pensation très précise du champ magnétique ambiant. Ce réglage peut se faire par spectroscopie
de type Hanle comme décrit dans les références [Treutlein, 2008, Estève, 2004]. Nous avons plus
simplement varié le champ magnétique au niveau des atomes tout en mesurant la température
pour nous placer au point où la température est minimale.
4.2.3 Pompage optique
Après la mélasse optique les atomes sont répartis sur tous les niveaux Zeeman de F = 2.
Or seul les états |F = 2,mF = 2〉, |F = 2,mF = 1〉 et |F = 1,mF = −1〉 sont piégeables avec un
champ magnétique de quelques dizaines de Gauss. Il est donc nécessaire de préparer les atomes
dans un de ces niveaux. Nous choisissons de préparer les atomes dans l'état |F = 2,mF = 2〉,
car cet état a un moment magnétique plus élevé que les deux autres et est donc plus simple à
piéger. Cette préparation se fait par pompage optique, en employant le laser de pompage sur la
transition F = 2↔ F ′ = 2 polarisé σ+ et le laser repompeur via les faisceaux du MOT 3D pour
éviter d'accumuler les atomes dans F = 1.
Le pompage optique est optimisé par rapport au nombre d'atomes dans le premier piège
magnétique. Un champ directeur de quelques Gauss est d'abord choisi (cf table 4.5). Il restera
allumé jusqu'au chargement des atomes dans le piège magnétique. Il est important, lors de
l'allumage du piège magnétique, de ne pas changer trop rapidement la direction du champ pour
que le spin des atomes suive la direction du champ et ainsi préserver la polarisation du nuage.
Ensuite la fréquence du laser de pompe est choisie pour réaliser un pompage non-résonnant
19. mais pas trop, sinon la mélasse se réchauﬀe
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paramètre valeur
désaccord de la pompe 2Γ vers le bleu
durée 0,5 à 0,9 µs
champ directeur ∼ 4,5 G
puissance du laser de pompage 2 à 3 mW sur 25 mm de diamètre
puissance du repompeur entre 1 et 2 mW
Table 4.5  Paramètres importants du pompage optique des atomes vers l'état |F = 2,mF = 2〉.
[Squires, 2008] et la lame quart d'onde est orientée pour maximiser le nombre d'atomes. Un
pompage optique non-résonnant à été choisi car il donnait de meilleurs résultats expérimentaux
qu'un pompage optique résonnant.
4.3 Du piège magnétique au condensat de Bose-Einstein
Après avoir décrit le côté lumineux du refroidissement dans la partie précédente, nous dé-
crivons, dans celle-ci, le côté obscur du refroidissement : le transfert sur la puce atomique et le
refroidissement par évaporation forcée menant à la condensation de Bose-Einstein.
4.3.1 Transfert sur la puce
Le transfert des atomes sur la puce se fait en utilisant un piège en Z créé par une bobine
macroscopique (cf ﬁgure 4.19). Ce piège sert d'ascenseur à atomes. Pour le remplir, il faut d'abord
le centrer sur les atomes. Pour ce faire, le laser de détection est réglé à résonance avec la transition
de détection en l'absence de champ magnétique, puis le signal d'absorption est enregistré en
balayant l'altitude du piège magnétique. Ce signal est maximum quand le piège est centré sur
les atomes, en eﬀet le champ magnétique est minimum au centre du piège (cf annexe A.4) ce
qui a pour eﬀet de maximiser l'absorption. Pour compenser la gravité et faire monter les atomes
vers la puce, nous devons utiliser un gradient vertical de champ magnétique le plus fort possible.
La bobine du Z est donc utilisée au maximum du courant qu'elle supporte pour maximiser
ce gradient. La ﬁgure 4.11 présente le signal d'absorption en fonction du champ de biais B⊥
perpendiculaire au Z (cf annexe A.4). Il est varié pour balayer l'altitude du piège.
Une fois les paramètres initiaux (cf ﬁgure 4.12) optimisés pour maximiser le nombre d'atomes
chargés dans le piège, environ 2, 5 · 108 atomes sont capturés avec un temps de vie de 5 s. Les
atomes sont ensuite transférés dans un piège de type dimple, créé par la puce atomique et les
bobines. Les paramètres de ce transfert sont optimisés sur le nombre d'atomes dans le dimple
RF1 (cf ﬁgure 4.12). Après optimisation, nous obtenons typiquement 50 ·106 atomes. L'évolution
du nombre d'atomes en fonction du temps passé dans ce dimple (cf ﬁgure 4.13) présente deux
temps caractéristiques. Un premier temps long, d'environ 2 s, correspond au temps de vie du
nuage dans le piège magnétique. Un second temps, plus court, d'environ 100 ms, correspond à






n(t) = (n1 + (1− e−t/τ1)(n2 − n1))e−t/τ2
n1 = 57, 4 · 106 n2 = 11, 4 · 106 τ1 = 160 τ2 = 1980
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condensation de Bose-Einstein, il ne faut pas seulement diminuer la température, il faut aussi
augmenter la densité du gaz atomique, pour maximiser la densité dans l'espace des phases D






2pi~2/(mkT ) est la longueur d'onde thermique de De Broglie et n0 =
N(m/(2pikT ))3/2(ωxωyωz) est la densité pic d'un nuage atomique thermique dans un piège har-
monique tridimensionnel. Toujours dans un piège harmonique tridimensionnel, la condensation
de Bose-Einstein est atteinte quand D ' 2, 612 [Walraven, 2010]. Expérimentalement il faut




Les références [Ketterle et Van Druten, 1996, Luiten et al., 1996, Cohen-Tannoudji, 1997]
montrent qu'il est possible de perdre des atomes pour refroidir le nuage tout en augmentant
la densité dans l'espace des phases. En utilisant les équations de la cinétique des gaz, il est
possible de simuler ce processus d'évaporation [Sackett et al., 1997, Yamashita et al., 2003]. La
référence [Sackett et al., 1997] simule les trajectoires, les compare aux expériences, et conclue
qu'elles sont robustes aux ﬂuctuations des paramètres des rampes radio-fréquences (fréquence
et amplitude). La référence [Yamashita et al., 2003] optimise, numériquement, les rampes pour
maximiser le nombre d'atomes condensés dans un piège de type Ioﬀe-Pritchard et montre que la
forme optimale est une variation exponentielle de la fréquence suivie d'une variation linéaire à
l'apparition du condensat.
4.3.2.1 Chaîne de fréquence pour le couteau
La chaîne de fréquence utilisée pour l'évaporation est schématisée sur la ﬁgure 4.15. Elle
est inspirée de celle décrite dans la référence [Maussang, 2010]. Elle permet d'envoyer sur une
même antenne les signaux issus de deux générateurs. Un premier générateur, dont la fréquence
est commandée par une tension analogique, sert à faire toutes les formes de rampes voulues
sauf la dernière. Un deuxième générateur, commandé par GPIB, sert pour la dernière rampe
d'évaporation. La fréquence ﬁnale de cette dernière rampe doit être déﬁnie à 1 kHz près et notre
commande analogique n'était pas assez précise 20.
4.3.2.2 Optimisation de l'évaporation
La ﬁgure de mérite pour l'optimisation de l'évaporation est le rapport N/T 3, qui peut
être représenté sur un graphique log(T ) − log(N) présentant le seuil de condensation kTc =
~(ωxωyωz)1/3(N/ζ(3))1/3. Notre évaporation se déroule en trois étapes dans trois pièges dimple
20. Cela est dû aux glitches des cartes NI ainsi qu'à la masse du réseau électrique qui est particulièrement
mauvaise et perturbe les signaux analogiques délivrés par l'ordinateur de commande. Ces deux eﬀets provoquent
des perturbations du même ordre de grandeur.
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Figure 4.15  Chaîne radio-fréquence utilisée
pour le refroidissement par évaporation. Le gé-
nérateur Agilent 33250A est contrôlé en ten-
sion, le SRS DS345 par GPIB, chacun dis-
pose d'un switch ZASWA-2-50-DR+. Les si-
gnaux sont recombinés au niveau du ZMSC-2-
2 et ampliﬁés, par l'ampliﬁcateur ZHL-3A-S,
jusqu'à 2 W.
diﬀérents RF1, RF2 et RF3 (cf ﬁgure 4.12). Dans le piège RF1, la fréquence du couteau varie
linéairement de 20 à 15 MHz, ce qui permet d'aider l'évaporation déjà observée sans couteau
radio-fréquence sur la ﬁgure 4.13. Un refroidissement rapide du gaz nécessite une thermalisation
rapide, pour cela il faut un taux de collision élastique γcol ∝ n0/T 2 [Cohen-Tannoudji, 1997]
important. Comme ce taux augmente en comprimant le piège, le nuage est transféré dans le
piège comprimé RF2 (cf ﬁgure 4.12). En pratique nous cherchons à garder η = ωRF /(kT ) > 5
pour être dans le régime dit d'emballement, dans lequel le taux de collision élastique et
donc l'eﬃcacité du processus de refroidissement augmente quand la température diminue
[Davis et al., 1995a, Cohen-Tannoudji, 1997]. Il faut de plus que les atomes thermalisent plus vite
qu'ils ne sont perdus par d'autres mécanismes que l'évaporation (collisions avec le gaz résiduel,
bruit sur le courant générant le piège magnétique, collisions à trois-corps). Quantitativement cela
se traduit dans un piège harmonique par γpertes < γcol/300 [Cohen-Tannoudji, 1997] où γpertes
est le taux de perte.
Dans le piège RF2, la fréquence de début du couteau est choisie comme étant la fréquence
la plus élevée induisant des pertes atomiques et la fréquence de ﬁn de couteau est choisie à en-
viron mi-distance entre la fréquence de départ et la fréquence correspond au champ magnétique
au fond du piège 21. Ensuite la durée de la rampe de fréquence ainsi que les fréquences de ﬁn
et de début sont optimisées pour maximiser la ﬁgure de mérite. Après la première rampe, une
deuxième rampe est ajoutée dont la fréquence de début est celle de la ﬁn du couteau précé-
dent, et la fréquence ﬁnale est choisie de la même façon que pour la première rampe 22. Après
600 ms d'évaporation, le piège est légèrement décomprimé vers le piège RF3 (cf ﬁgure 4.12) ce
qui permet de réduire les courants dans la puce et ainsi de limiter la dissipation thermique 23.
Pour avoir une évaporation eﬃcace, il faut maintenir un taux de collision élastique suﬃsant pour
permettre la thermalisation du nuage, et maintenir un conﬁnement vertical important aﬁn de mi-
nimiser le déplacement du piège, dû à la gravité, par rapport au minimum du champ magnétique
[Ketterle et Van Druten, 1996]. Il faut donc que le piège RF3 ne soit pas trop décomprimé. Pour
ﬁnir l'évaporation, le nuage est transféré dans ce dernier piège. Une seule rampe exponentielle de
21. Les mesures du champ magnétique au fond du piège seront présentées dans le chapitre 6.
22. D'autres rampes peuvent être ajoutées en suivant ce principe.
23. Historiquement, lors de la réalisation de nos premiers condensats le piège RF2 était beaucoup plus raide,
i.e. (ωxωyωz)
1/3/(2pi) = 2,2 kHz. Cette décompression avait alors une raison plus fondamentale : diminuer les
pertes à trois-corps [Söding et al., 1999]. Depuis une optimisation du nombre d'atomes dans le condensat a été
faite, elle a mené à un piège RF2 moins raide.
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500 ms suﬃt alors à atteindre la condensation de Bose-Einstein (cf ﬁgure 4.16). La condensation
est atteinte, après 1,6 s d'évaporation (dont 250 ms de compression et décompression du piège),
avec 104 atomes à une température critique d'environ 160 nK. Notons que même si les rampes
radio-fréquences dans les pièges RF1 et RF2 sont omises, un condensat est toujours créé mais
contient environ deux fois moins d'atomes.
Figure 4.16  Observation de la transition de phase menant à la condensation de Bose-Einstein :
évolution de la densité optique en fonction de la fréquence ﬁnale de la rampe radio-fréquence
d'évaporation. La condensation apparaît à une température d'environ 160 nK (mesurée dans le
piège d'imagerie) avec environ 104 atomes.
4.3.3 Caractérisation du condensat et du piège d'imagerie
Avant les mesures par temps de vol, le piège magnétique est une seconde fois décomprimé,
nous obtenons ainsi le piège d'imagerie (cf ﬁgure 4.12). Cette décompression adiabatique, faite
avec des rampes dont les dérivées première et seconde sont nulles au début et à la ﬁn, permet
de conserver la densité dans l'espace des phases tout en diminuant la température du nuage
[Walraven, 2010]. Diminuer la température du gaz permet de ralentir l'expansion des parties
thermiques et condensées du nuage et donc de garder une densité optique au-dessus du bruit de
détection pour des temps de vol long. Ainsi, les fractions condensée et thermique du nuage sont
mieux visibles lors de ces temps de vol et il est plus aisé de distinguer la structure bi-modale du
nuage (cf ﬁgure 4.16).
Une fois le condensat obtenu dans le piège d'imagerie, nous cherchons à caractériser l'en-
semble. Tout d'abord, le champ magnétique au fond du piège a déjà été mesuré. Il vaut 2,45 G
(voir la ﬁgure 6.2.a du chapitre 6). Les fréquences du piège sont mesurées en mettant le nuage
en mouvement. Pour cela, la décompression vers le piège d'imagerie (cf ﬁgure 4.12) est faite
dans un temps court par rapport aux fréquences du piège, environ 5 ms, puis la position du
centre du nuage est mesurée après un temps de vol ﬁxe en fonction du temps passé dans le
piège d'imagerie. Les données sont tracées sur la ﬁgure 4.17. Dans la direction verticale de la
caméra, qui est confondue avec l'axe propre vertical du piège, une seule fréquence d'oscillation
est observée (cf ﬁgure 4.17.a). La direction horizontale du capteur de la caméra n'est en revanche
colinéaire avec aucun des axes propres horizontaux du piège. La projection sur le plan de dé-
tection des oscillations suivant ces deux axes propres se traduit par la superposition de deux
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Figure 4.17  Oscillations du nuage dans le piège magnétique d'imagerie. Les couleurs diﬀérentes
correspondent à des données prissent sur diﬀérentes journées. (a) dans la direction verticale, les
données sont ajustées avec la fonction A sin(2pift + φ) + B, où A = 33, 3 µm, f = 228 Hz,
φ = 7, 6 rad et B = 71, 3 µm. (b) dans la direction horizontale, les données sont ajustées avec
la fonction A1 sin(2pif1t + φ1) + A2 sin(2pif2t + φ2) + B, où A1 = 19, 4 µm, A2 = 16, 4 µm,
f1 = 120 Hz, f2 = 210 Hz, φ1 = 10, 4 rad, φ2 = 0, 94 rad et B = 79 µm.
sinusoïdes sur la ﬁgure 4.17.b. Nous en déduisons les fréquences du piège d'imagerie suivantes :
(fx, fy, fz) = (120, 210, 228) Hz. Bien que le champ généré par les ﬁls de la puce soit aisément
calculable en connaissant les courants (cf annexe A.5), le champ de biais au niveau des atomes
est mal connu (norme et direction) car des champs magnétiques résiduels de l'ordre du Gauss,
dus en majeure partie à la pompe ionique, sont présents et faussent le calcul du champ de biais
à partir de la géométrie des bobines (cf annexe A.2). Pour remédier à cela, il est possible d'éta-
lonner les champs de biais de la simulation en utilisant les résultats expérimentaux suivants : la
valeur du champ magnétique au fond du piège et les fréquences propres du piège.
Une fois les fréquences du piège connues, l'évolution de la taille et de la densité optique
maximum du condensat est mesurée en fonction du temps de vol. Les données sont tracés sur la
ﬁgure 4.18. L'évolution de la taille du condensat en fonction du temps de vol peut être modélisée
à l'aide de l'équation (C.18). Comme les fréquences du piège ont déjà été mesurées, il reste
seulement deux paramètres libres pour modéliser les données de la ﬁgure 4.18.a : le nombre
d'atomes N et l'angle entre l'axe du faisceau de détection et les axes propres du piège dans le
plan horizontal θ (cf annexe C). L'angle θ n'est pas nul comme nous avons déjà pu le voir lors
de la mesure des fréquences du piège. L'ajustement des données, par les équations (C.21) et
(C.22), donne N = 11, 8 · 103 atomes et θ = 16. Nous ne pouvons pas vériﬁer directement la
valeur de cet angle car, pour cela il faudrait disposer d'une caméra imageant le plan contenant
la rotation d'angle θ. Moyennant un étalonnage de la simulation numérique, il serait possible de
vériﬁer la valeur de l'angle θ. Le nombre d'atomes ajusté correspond à une température critique
de condensation, donnée dans le piège d'imagerie, de 175 nK. Cette valeur est en bon accord avec
CHAPITRE 4. UN PREMIER DISPOSITIF EXPÉRIMENTAL 144












Figure 4.18  (a) évolution de la taille du condensat [µm] dans les deux directions imagées par
la caméra en fonction du temps de vol ttof [ms], vert : axe vertical, bleu : axe horizontal. (b)
évolution du maximum de la densité optique en fonction du temps de vol ttof [ms]. Les cercles sont
les données expérimentales, les lignes sont un ajustement à l'aide de l'équation (C.25) décrivant
l'évolution de la densité optique (voir texte).
Nous travaillons à une intensité petite devant l'intensité de saturation, typiquement, sur
les images prisent, le second terme de l'équation (4.6) est négligeable, il vaut environ 1 % du
premier. La densité optique est alors proportionnelle à la section eﬃcace d'absorption. Le nombre
d'atomes, l'angle θ et l'évolution de la taille du condensat étant connus d'après l'ajustement
précédent, il est possible d'estimer la section eﬃcace d'absorption sur les mesures du maximum
de la densité optique de la ﬁgure 4.18.b. Nous trouvons une section eﬃcace d'absorption de
0, 68 · 10−9 cm2.
Bien qu'un champ magnétique de quantiﬁcation soit présent dans la direction du faisceau de
détection pour induire le plus possible de transitions σ+ et ainsi d'augmenter la section eﬃcace
[Steck, 2003b], le champ résiduel déjà évoqué dans les paragraphes précédents a pour eﬀet de
modiﬁer la direction du champ de quantiﬁcation et ainsi de permettre les transition pi et σ−. De
plus il est possible que la polarisation du laser de détection ne soit pas parfaitement σ+. Nous
nous attendions à une section eﬃcace entre, 1, 35 · 10−9 cm2, c'est à dire la section eﬃcace d'ab-
sorption pour un faisceau à résonance sur la transition
∣∣52S1/2, F = 2〉 ↔ ∣∣52P3/2, F ′ = 3〉 avec
une polarisation isotrope (c'est à dire induisant autant de transition pi, σ+ et σ−) [Steck, 2003b]
et 2, 9 · 10−9 cm2, celle avec une polarisation σ.
Plusieurs hypothèses peuvent être évoquées pour expliquer la faiblesse de la valeur mesurée :
i) Si le faisceau n'est pas bien accordé avec la résonance, la section eﬃcace est alors diminuée
d'un facteur 1 + 4(δ/Γ)2 où δ est le désaccord et Γ la largeur de la transition. Typiquement un
désaccord de 3 MHz provoque une chute de la section eﬃcace de 50 %.
ii) Les erreurs sur la polarisation du laser et sur la direction du champ de quantiﬁcation,
autorisent les transitions pi et σ−, mais en nombre plus faible que les σ+. La fréquence du laser
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de détection étant réglé pour maximiser le signal d'absorption, c'est-à-dire à résonance sur la
transition entre |F = 2,mF = 2〉 et |F ′ = 3,mF ′ = 3〉. Si un atome fait une série de transitions pi
et σ− il n'est alors plus a résonance avec le laser de détection car pour le champ de quantiﬁcation
utilisé la séparation entre |F ′ = 3,mF ′ = 3〉 et |F ′ = 3,mF ′ = −3〉 est supérieure à la largeur
naturelle de la transition de détection.
iii) Le condensat n'est pas parfaitement au repos dans le piège d'imagerie et des oscillations
de sa taille sont présentes et ont pour eﬀet de faire osciller le maximum de sa densité. Si, au
moment de la mesure, la densité du condensat ne correspond pas à sa valeur au repos, alors,
comme nous avons utilisé valeur au repos de la densité d'un condensat pour décrire les données de
la ﬁgure 4.18.b, nous surestimons ou sous-estimons la valeur de la section eﬃcace d'absorption.
En pratique, les trois eﬀets peuvent être présents. Nous avons tenté, sans succès, de varier
la fréquence de la détection ainsi que la direction du champ de quantiﬁcation pour maximiser le
signal d'absorption et ainsi se ramener au cas où seules les transitions σ+ sont permises.
4.4 Conclusion du chapitre
Dans une première partie de ce chapitre, nous avons présenté les diﬀérentes parties du premier
dispositif expérimental réalisé à Thales Research and Technology, pour atteindre la condensation
de Bose-Einstein : la source laser, l'enceinte à vide, la génération des champs (ac et dc) magné-
tiques et des pièges ainsi que le système de détection des deux états fondamentaux hyperﬁns.
Dans les deux parties suivantes, nous avons exposé le refroidissement mis en ÷uvre (piège
magnéto-optique à deux dimensions, piège magnéto-optique à trois dimensions, mélasse optique,
pompage optique, transfert magnétique sur puce atomique et refroidissement par évaporation
radio-fréquence) ainsi que les réglages les plus importants pour le faire fonctionner.
Ce chapitre est conclu par une caractérisation du condensat obtenu (N ∼ 104 atomes et
Tc ∼ 170 nK) ainsi que du piège d'imagerie. Ce dispositif expérimental sera utilisé dans les deux
chapitres suivants pour le transfert par stimulated Raman adiabatic passage (chapitre 5) et pour
l'étude du contraste des franges de Ramsey en fonction de la symétrie des pièges (chapitre 6).




























































































































































































































































Stimulated Raman adiabatic passage
Dans les expériences d'interférométrie atomique avec du Rubidium piégé magnétique-
ment [Böhi et al., 2009, Rosenbusch, 2009], il est préférable d'utiliser les deux niveaux Zeeman
|F = 2,mF = 1〉 et |F = 1,mF = −1〉 car pour un champ magnétique d'environ 3,23 G, ils ont
le même déplacement magnétique [Harber et al., 2002]. Pour cette valeur du champ magnétique,
ils voient donc le même potentiel. Comme décrit dans la section 2.2, et comme nous l'observerons
expérimentalement dans le chapitre 6, cela permet de longs temps de cohérence pour les franges
de Ramsey [Treutlein et al., 2004].
Le processus de refroidissement mis en place sur notre expérience prépare les atomes dans
l'état |F = 2,mF = 2〉 (cf section 4.3). Il est donc nécessaire de mettre en place une méthode
de transfert eﬃcace vers un des deux états de l'interféromètre. Nous avons choisi de transférer
les atomes vers l'état |F = 2,mF = 1〉 en utilisant une technique connue sous le nom de STI-
mulated Raman Adiabatic Passage (STIRAP) [Cohen-Tannoudji, 1992, Vitanov et al., 2001b,
Gaubatz et al., 1990, Vitanov et al., 2016].
Le transfert de |2, 2〉 vers |2, 1〉 avec une impulsion pi radio-fréquence n'est pas possible car
tous les niveaux |2,mF 〉 sont séparés de la même fréquence (de presque la même fréquence en
tenant compte des corrections de Breit-Rabi) et ils seraient donc tous peuplés. Il est envisageable
de réaliser, à la suite, deux impulsions pi à environ 6,8 GHz pour transférer les atomes de |2, 2〉 vers
|1, 1〉, puis de |1, 1〉 vers |2, 1〉. Comme le niveau |1, 1〉 est anti-piégé, les deux impulsions doivent
être très rapides pour ne pas perdre tous les atomes. Les puissances micro-ondes typiquement
disponibles correspondent à une fréquence de Rabi d'environ 50 kHz, ce qui ne permet pas
d'aller assez vite. De plus ces deux transitions sont très sensibles aux ﬂuctuations du champ
magnétique, respectivement 2,1 MHz/G et 1,4 MHz/G. Pour un bruit magnétique typique de
10 mG sans blindage magnétique, cette sensibilité fait varier les fréquences de transition atomique
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de, respectivement, 21 kHz et 14 kHz. Expérimentalement les impulsions pi ne réaliseront donc
jamais un transfert complet [Shore et al., 1992].
En utilisant deux champs micro-ondes il est possible de faire des transitions à deux photons
entre les niveaux |2, 2〉 et |2, 1〉 avec le niveau intermédiaire |1, 1〉. Ce protocole, qui sera décrit
en détails dans le chapitre 6, est eﬃcace si les deux désaccords des deux champs par rapport aux
deux transitions qu'ils pilotent sont égaux (cf δ1 = δ2 sur la ﬁgure 5.2). Par contre, le désaccord
à un photon ∆ = (δ1 + δ2)/2 doit rester suﬃsamment grand pour limiter la population de l'état
intermédiaire |1, 1〉 [Gentile et al., 1989] qui induit des pertes atomiques par son caractère anti-
piégé. Quand cette dernière condition est satisfaite, ce processus est équivalent à une transition
à un photon de fréquence de Rabi eﬀective Ωeff = Ω1Ω2/(2|∆|). Une simple impulsion pi à
deux photons ne peut pas être utilisée, en raisons des ﬂuctuations du champ magnétique déjà
évoquées. Par contre un passage adiabatique à travers la résonance [Oreg et al., 1984] peut être
réalisé mais sur une échelle de temps grande devant 1/Ωeff . En comparaison le STIRAP qui utilise





2 [Carroll et Hioe, 1990]. En eﬀet typiquement Ω1 ∼ Ω2 ∼ Ω et pour limiter la








Figure 5.1  Système en Λ utilisé dans le
transfert par stimulated Raman adiabatic pas-
sage. Les atomes sont initialement dans |1〉.
Les niveaux |1〉 et |3〉 sont couplés par le champ
pompe de fréquence de Rabi ΩP . Les niveaux
|2〉 et |3〉 sont couplés par le champ Stokes de
fréquence de Rabi ΩS.
Avant de poursuivre et d'y revenir plus tard dans ce chapitre, donnons brièvement aux lecteurs
le principe de fonctionnement du STIRAP. Considérons un système à trois niveaux en Λ comme
sur la ﬁgure 5.1 et utilisons les notations de cette ﬁgure. Le STIRAP permet de transférer les
atomes de l'état |1〉 vers |2〉 tout en utilisant deux champs résonnants, appelés Stokes et pompe
sur la ﬁgure 5.1. Ce transfert repose sur l'allumage et l'extinction dans l'ordre contre intuitif des
deux champs (allumage du Stokes puis de la pompe), il permet ainsi un suivi adiabatique de
l'état noir ΩP |2〉 − ΩS |1〉 sans peupler l'état intermédiaire |3〉.
Après une brève introduction aux diﬀérentes applications du STIRAP, nous développons un
modèle utilisant des équations de Bloch optiques pour décrire le STIRAP dans notre système en
incluant les pertes et les gains d'atomes. Ensuite nous décrivons le protocole expérimental ainsi
que les résultats en termes d'eﬃcacité de transport. Le chapitre se terminera par une discussion
physique pour expliquer pourquoi il est nécessaire d'avoir des désaccords à un et à deux photons
non nuls pour maximiser l'eﬃcacité de transfert.
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5.1 Un bref état de l'art
Le STIRAP a été inventé pour permettre l'étude de la dynamique des collisions entre molé-
cules. En eﬀet celui-ci nécessite d'exciter un jet d'atomes d'un niveau vibrationnel peuplé thermi-
quement à un et un seul niveau vibrationnel excité non-peuplé au départ [Bergmann et al., 2015].
La première démonstration expérimentale a été faite sur un jet de dimers de sodium
[Gaubatz et al., 1988, Gaubatz et al., 1990] et a été décrite théoriquement en termes d'atomes
habillés [Kuklinski et al., 1989].
Depuis de nombreuses revues sur le sujet ont été publiées [Bergmann et al., 1998,
Vitanov et al., 2001b, Vitanov et al., 2001a, Shore, 2008, Shore, 2013, Bergmann et al., 2015,
Vitanov et al., 2016]. La dernière en date [Bergmann et al., 2015] présente les diﬀérentes ap-
plications du STIRAP, et la référence [Shore, 2013] décrit la pré-histoire du STIRAP, c'est-
à-dire tous les éléments qui ont permis d'aboutir à la découverte de ce protocole. Le cours
[Cohen-Tannoudji, 1992] présente la description théorique du transfert dans un système en Λ et
constitue une très bonne introduction avant la lecture de la très nombreuse littérature théorique
sur le STIRAP.
Le STIRAP a été réalisé :
i) dans un système à trois niveaux en forme de Λ, d'échelle ou de V [Gaubatz et al., 1990,
Külz et al., 1996, Kaufmann et al., 2001] ;
ii) dans un système à quatre niveaux en forme de tripode, c'est un système en Λ avec une
jambe en plus [Vewinger et al., 2003] ;
iii) dans un système en forme de selle de cheval, straddle-STIRAP, c'est un système à cinq
niveaux ou plus en forme de M [Goldner et al., 1994, Vitanov et al., 1998, Danzl et al., 2010,
Kamsap et al., 2013].
Originellement le STIRAP était réalisé avec deux excitations à un photon dans le domaine op-
tique. Pour pallier au manque de laser dans l'ultra-violet, il a été proposé d'utiliser des excitations
à deux photons [Yatsenko et al., 1998, Guérin et al., 1998] ce qui a été démontré expérimentale-
ment dans l'hélium avec une transition de pompe à deux photons et une transition stokes à un
photon [Böhmer et al., 2001]. Cette technique manque de robustesse en raison des variations de la
puissance de pompe provoquant un déplacement lumineux non-constant pendant le transfert, em-
pêchant de satisfaire, à chaque instant, la condition de résonance Raman [Bergmann et al., 2015]
qui, comme nous le verrons, est très importante pour un transfert eﬃcace.
Suivant la proposition de [Marte et al., 1991], le STIRAP a aussi été utilisé pour réali-
ser des fonctions d'optique atomique telles que des miroirs avec transfert d'impulsions (8~k)
pour du césium [Westbrook et al., 1993, Goldner et al., 1994] ou des séparatrices en inter-
rompant le transfert au milieu, toujours avec transfert d'impulsions (6~k), pour de l'hélium
méta-stable [Lawall et Prentiss, 1994]. Des transfert d'impulsion de 140~k ont été démontrés
[Weitz et al., 1994] ayant permis la réalisation d'interféromètres avec une grande distance de
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séparation [Weitz et al., 1994]. Des protocoles plus élaborés, permettant la réalisation de sépa-
ratrices variables, ont aussi été décrits et démontrés expérimentalement [Vewinger et al., 2003,
Vewinger et al., 2007b, Vewinger et al., 2007a] sur un faisceau d'atomes de néon. Ce protocole
utilise un système tripode (ou Λ avec trois jambes), deux états des trois de plus basses énergies
étant considérés comme la cible du transfert. En ﬁn de transfert l'état du système est donc une
superposition de ces deux états cibles. En modulant le ratio entre les deux fréquences de Rabi
habillant ces deux états, il est possible de modiﬁer le poids de ces deux états cibles dans l'état
ﬁnal.
Le STIRAP a aussi été proposé [Parkins et al., 1993] et utilisé [Hennrich et al., 2000] pour
créer des superpositions d'états nombres dans le domaine optique. Pour cela le champ de pompe
est un laser et le champ de stockes est le champ vide d'une cavité. Cela a permis de réaliser des
sources de photon unique [Kuhn et al., 2002].
La manipulation d'ions de Calcium a aussi été réalisée par STIRAP [Sørensen et al., 2006],
permettant la manipulation de qubit par STIRAP [Møller et al., 2007]. Plus récemment le
STIRAP utilisant un habillage micro-onde à été introduit toujours pour permettre la ma-
nipulation de qubit dans des ions d'ytterbium [Timoney et al., 2011, Webster et al., 2013,
Randall et al., 2015].
Les techniques de refroidissement laser d'atomes n'étant pas directement appli-
cables aux molécules, il est possible de refroidir des atomes aﬁn de les utiliser
pour créer des molécules. De telles molécules peuvent être créées en utilisant le STI-
RAP [Drummond et al., 2002, Kuznetsova et al., 2009]. Ainsi les molécules suivantes ont
pu être créées : Rb2 [Winkler et al., 2005], Cs2 [Danzl et al., 2010], RbCs [Debatin, 2013,
Takekoshi et al., 2014].
Le STIRAP à aussi des applications dans les problèmes de transport d'atomes. La référence
[Eckert et al., 2004] décrit le transfert d'atomes neutres entre diﬀérents pièges optiques. La réfé-
rence [Graefe et al., 2006] inclut la dynamique non linéaire d'un condensat pour traiter le pro-
blème du transfert entre pièges. Le transport d'un condensat de Bose-Einstein de lithium est in-
vestigué théoriquement dans la référence [Rab et al., 2008]. La référence [Nesterenko et al., 2009]
s'intéresse à la phase géométrie accumulée lors du transport entre pièges.
Des applications hors de la physique atomique existent aussi, par exemple pour le transfert du
champ optique entre diﬀérents guides d'ondes [Longhi, 2006, Longhi et al., 2007, Longhi, 2009].
Le STIRAP sert alors à la réalisation de coupleurs. Le couplage, via le dipôle électrique, entre
les états électroniques est alors remplacé par le couplage évanescent entre deux guides et la
modulation temporelle du couplage est faite en variant la distance de séparation entre les guides.
5.2 Stimulated Raman adiabatic passage
Dans cette partie nous dérivons l'hamiltonien utilisé pour décrire le STIRAP en détaillant
les approximations utilisées, en particulier celle de l'onde tournante car elle nous resservira, dans
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le chapitre 6 pour discuter des oscillations de Rabi à deux photons. Ce formalisme permettra
de décrire le principe du STIRAP pour un système sans pertes et gains d'atomes. Enﬁn les
diﬀérentes sources de pertes atomiques seront ajoutées au modèle en décrivant le système par
un opérateur densité. Nous discuterons aussi des corrections de champ moyen dues à l'utilisation
d'un condensat de Bose-Einstein. Nous verrons qu'elles sont négligeables dans notre cas.









Figure 5.2  Niveaux du Ru-
bidium 87 impliqués dans le pro-
cessus de STIRAP, formant un
système en Λ renversé. Nous no-
tons : |F = 2,mF = 2〉 = |e1〉,
|F = 2,mF = 1〉 = |e2〉 et
|F = 1,mF = 1〉 = |g〉. Nous
déﬁnissons le désaccord à un pho-
ton : ∆ = (δ1 + δ2)/2 et à deux
photons : δ = δ1 − δ2.
Nous présentons dans cette partie la dérivation de l'hamiltonien habillé du STIRAP sans
pertes en utilisant un formalisme semi-classique.
5.2.1.1 Approximation de l'onde tournante et transformation unitaire
Considérons les trois niveaux de la ﬁgure 5.2, et notons i l'énergie (en unité de fréquence)
du niveau |ei〉 et g celle du niveau |g〉. Les niveaux |ei〉 et |g〉 sont couplés par une onde de
fréquence ωi induisant une fréquence de Rabi Ωi. L'hamiltonien semi-classique du système s'écrit
dans la base {|e1〉 , |g〉 , |e2〉} :
Ĥ = ~
 1 Ω1 cos (ω1t+ φ1) 0Ω1 cos (ω1t+ φ1) g Ω2 cos (ω2t+ φ2)
0 Ω2 cos (ω2t+ φ2) 2
 (5.1)
φi est la phase de l'onde de fréquence ωi, dans le cas général elle peut dépendre du temps t.
Nous décrivons l'état de notre système par le ket |Ψ(t)〉 = c1(t)e−i1t |e1〉 + cg(t)e−igt |g〉 +
c2(t)e
−i2t |e2〉, cela est équivalent au passage en représentation d'interaction dans la partie 2.2.1.
L'équation de Schrödinger avec l'hamiltonien et le ket précédent donne les trois équations diﬀé-
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Avant de procéder à l'approximation de l'onde tournante (RWA), qui consiste à négliger les termes
non-résonants en ωi +ω0i pour ne garder que ceux résonant en ωi−ω0i, il convient de distinguer
l'ordre énergétique des diﬀérents niveaux atomiques en jeux pour déﬁnir de façon positive les
fréquences des transitions atomiques. Dans le cas de notre STIRAP dans un système en Λ renversé
(cf ﬁgure 5.2), nous déﬁnissons donc les fréquences des deux transitions par ω01 = 1 − g et








où les δi = ωi − ω0i sont les désaccords. Pour aboutir à un hamiltonien indépendant du temps,
nous eﬀectuons la transformation unitaire Ĥstirap ← ÛĤÛ † + i~dÛdt Û † avec l'opérateur unitaire




−2φ˙1 − 2δ1 Ω1 0Ω1 0 Ω2
0 Ω2 −2φ˙2 − 2δ2
 (5.6)
5.2.1.2 Principe du STIRAP
Considérons le cas où les deux ondes utilisées sont de fréquence constante (i.e. φ˙1 = φ˙2 = 0)
et introduisons les désaccords à un photon : ∆ = (δ1 + δ2)/2 et à deux photons : δ = δ1 − δ2.


















Ĥ0 se retrouve dans la littérature pour décrire le STIRAP [Bergmann et al., 1998,
Vitanov et al., 2001b, Cohen-Tannoudji, 1992] avec un formalisme d'atome habillé.
La réalisation d'un transfert STIRAP sans peupler l'état intermédiaire |g〉 implique de satis-
faire la condition de résonance Raman (i.e. δ = 0). Intéressons-nous donc aux éléments propres
de Ĥ0. Ces états propres sont [Cohen-Tannoudji, 1992] :∣∣∣0(0)〉 = 1
Ω0
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associés aux énergies habillées suivantes [Cohen-Tannoudji, 1992] :
E
(0)































∣∣0(0)〉 a une structure remarquable, il ne contient pas l'état intermédiaire
|g〉 [Cohen-Tannoudji, 1992, Gaubatz et al., 1990]. Le STIRAP repose sur cette dernière re-
marque : ainsi il consiste à suivre adiabatiquement cet état. La séquence typique du STI-
RAP [Gaubatz et al., 1990, Vitanov et Stenholm, 1997] commence avec Ω1  Ω2, impliquant∣∣0(0)〉 ' |e1〉, le champ Ω2 n'étant pas résonnant avec l'état atomique au début du STIRAP
son allumage ne perturbe pas le nuage. Ensuite le champ Ω1 est progressivement allumé tan-
dis que le champ Ω2 est progressivement éteint, impliquant
∣∣0(0)〉 ' |e2〉 à la ﬁn de la sé-
quence du STIRAP. La réalisation du suivi adiabatique implique de varier lentement les fré-
quences de Rabi Ω1 et Ω2. La condition de suivi adiabatique 1 pour l'évolution de l'hamiltonien
Ĥstirap doit être vériﬁée localement, c'est-à-dire à chaque instant t, elle s'écrit sous la forme
[Cohen-Tannoudji, 1992, Bergmann et al., 1998] :∣∣∣∣∣ Ω˙1Ω2 − Ω1Ω˙2Ω21 + Ω22
∣∣∣∣∣ E0 − E±~ (5.14)
où E0 et E± sont les énergies propres de l'hamiltonien Ĥstirap. Cette condition peut s'écrire
globalement en l'intégrant sur la durée τ du transfert STIRAP. En considérant les impulsions




2 − |∆|  τ (5.15)
Bien que cette condition soit utile pour vériﬁer les ordres de grandeurs des paramètres expéri-
mentaux, sa vériﬁcation ne garantit pas celle de la condition locale et, comme nous le verrons
dans la suite de ce chapitre, elle ne garantit pas la réalisation d'un transfert STIRAP eﬃcace.
Pour comprendre l'importance de la condition de résonance Raman écartons nous légèrement
de celle-ci en considérant un désaccord à deux photons δ non nul. Nous calculons la modiﬁcation
de l'état noir










1. Dans notre publication sur le STIRAP nous avons écrit la condition de suivi adiabatique au carré, c'est une
coquille.
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où le petit paramètre de la théorie des perturbations est :
|δ|√
Ω20 + ∆
2 − |∆|  1 (5.17)
i.e. l'énergie ~|δ| est petite devant toutes les diﬀérences entre les énergies propres de Ĥ0. Il ap-
paraît donc une contamination de l'état noir
∣∣0(0)〉 par l'état intermédiaire |g〉. Cela justiﬁe bien
l'importance de la condition de résonance Raman (i.e. δ = 0) pour réaliser un STIRAP sans
peupler l'état intermédiaire |g〉. Dans notre cas, l'état intermédiaire n'est pas piégé, cette conta-
mination engendre donc des pertes dans notre système. Ces pertes sont purement mécaniques
et n'ont pas pour origine des désexcitations radiatives de l'état intermédiaire comme dans les
premières expériences de STIRAP [Gaubatz et al., 1990].
5.2.1.3 Déplacement de champ moyen dans le STIRAP
La source atomique utilisée est un condensat de Bose-Einstein, il faut donc rajouter dans l'ha-
miltonien (5.7) les termes de champ moyen qui vont déplacer les énergies des trois niveaux en jeux
dans le STIRAP. Lors du processus de transfert, la densité atomique dans les diﬀérents états varie
temporellement. Par exemple dans le cas adiabatique, les variations de la densité suivent celles des
fréquences de Rabi. Les énergies des trois niveaux ne sont donc plus constantes et les fréquences de
résonances vont se déplacer. Il a déjà été montré dans la littérature [Graefe et al., 2006] que cette
énergie de champ moyen peut empêcher le STIRAP de se dérouler correctement si elle est trop
grande. Il est donc important de vériﬁer que ce n'est pas le cas pour nos paramètres expérimen-
taux. Tout d'abord, modélisons notre système avec l'hamiltonien Ĥss = Ĥstirap + Ĥmean−field,
avec [Graefe et al., 2006] :
Ĥmean−field =
 ge1n0ρe1e1 0 00 0 0
0 0 ge2n0ρe2e2
 (5.18)
où n0 est la densité du condensat, ρeiei est la population dans l'état |ei〉 comprise entre 0 et 1 et





avec aei la longueur de diﬀusion dans l'onde s pour l'état |ei〉. Nous avons négligé le terme
de champ moyen dans l'état intermédiaire |g〉 car les atomes chutent au fur et à mesure qu'ils
arrivent dans cet état ce qui donne une densité d'atomes très faible dans cet état. De plus, la
population dans l'état |g〉 est de toute façon faible car un transfert STIRAP bien réglé limite la
population dans l'état intermédiaire.
Pour des paramètres expérimentaux typiques : n0 ' 5·1014 cm−3 et aei ' 50·10−10 m, nous
avons gein0 ' 3 kHz. Cette dernière valeur est négligeable comparée à nos valeurs typiques des
|F = 2,mF = 1〉+ |F = 2,mF = 1〉 → |F = 2,mF = 0〉+ |F = 2,mF = 2〉





|2, 1〉 + |2, 2〉 → |2, 1〉 + |2, 2〉⎛⎝ 0 0 ge1,e2n0ρe1,e20 0 0
ge2,e1n0ρe2,e1 0 0
⎞⎠ ge1,e2 = ge2,e1 = 4π2ae1,e2/m Ĥmean−field
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perdus, tombent. Nous les appelons le bain 4 : {· · · , |rg,n〉 , |re2,n〉 , · · · } (cf ﬁgure 5.3). L'opérateur
densité du système s'écrit dans la base {|e1〉 , |g〉 , |e2〉 , · · · , |rg,n〉 , |re2,n〉 , · · · } :
ρ̂ =

ρe1e1 ρe1g ρe1e2 · · · ρe1rg,n ρe1re2,n · · ·
ρge1 ρgg ρge2 · · · ρgrg,n ρgre2,n · · ·







ρrg,ne1 ρrg,ng ρrg,ne2 · · · ρrg,nrg,n ρrg,nre2,n · · ·














où ρ̂ss est la restriction de ρ̂ au sous espace {|e1〉 , |g〉 , |e2〉}, ρ̂rr au sous espace
{· · · , |rg,n〉 , |re2,n〉 , · · · } et ρ̂rs et ρ̂sr sont les cohérences entre ces deux sous-espaces.
Les pertes atomiques dans l'état |g〉 sont décrites par un ensemble de termes d'émission
spontanée vers les niveaux du bain |rg,n〉 avec un taux Γn. Mathématiquement cela est décrit
par un super-opérateur de Lindblad [Kozlovskii, 2003] avec un taux Γn : (Γn/2)D̂ [|rg,n〉 〈g|],
avec D̂ [|rg,n〉 〈g|] le super-opérateur de Lindblad décrivant l'émission spontanée de l'état |g〉 vers
|rg,n〉. D̂ [ô] s'écrit [Kozlovskii, 2003] :
D̂ [ô] = 2ôρ̂ô† − ô†ôρ̂− ρ̂ô†ô (5.21)
Le taux correspondant à l'ensemble des pertes par ce processus vers l'ensemble des états du bain
Γ est la somme de l'ensemble des processus individuels : Γ =
∑
n Γn.
Comme déjà décrit dans le paragraphe sur les corrections de champ moyen, les collisions
dans lesquels les états initiaux et ﬁnaux sont les mêmes donnent les termes de champ moyen
dans l'hamiltonien du STIRAP (cf équation (5.18)). Seules les collisions du type |2, 1〉+ |2, 1〉 →
|2, 2〉+ |2, 0〉 jouent un rôle majeur dans la dynamique de notre système, en eﬀet par ce processus
un atome est perdu et un autre retourne dans l'état avant transfert |2, 2〉. Les atomes dans |2, 0〉
ne sont pas piégés, ils tombent et sont donc perdus, la collision inverse est donc négligée. Les
autres processus avec des états initiaux et ﬁnaux diﬀérents sont aussi négligés car interdits par
la conservation du moment cinétique. Le taux des collisions |e2〉 + |e2〉 → |2, 0〉 + |e1〉 est de la
forme Γcolρe2e2 avec ρe2e2 la population dans l'état |e2〉 et Γcol = γ22n0 où n0 ∼ 5 · 1014 cm−3
est la densité typique du condensat et γ22 ' 10−19 m3.s−1 le taux de collision par unité de
densité [Egorov et al., 2013]. A la sortie d'une telle collision, l'atome dans l'état interne |2, 0〉 est
dans un des états du bain |re1,n〉, le taux de collision aboutissant à cet état est Γcol,nρe1e2 . La
cohérence avec le taux de collisions total est assurée par Γcolρe2e2 =
∑
n Γcol,nρe2e2 où la somme
porte sur l'ensemble des états du bain. Ainsi la collision entraînant des pertes vers l'état |re2,n〉
du bain est décrite par deux termes d'émission spontanée : i) la perte de l'atome dans |2, 0〉 est
4. L'indice n sert simplement à numéroter les états du bain. Un atome du bain est soit dans l'état interne g
soit dans e2.
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modélisée par un terme (Γcol,n/2)D̂ [|re2,n〉 〈e2|], ii) le gain d'un atome dans l'état avant transfert
par (Γcol,n/2)D̂ [|e1〉 〈e2|].
Les trois super-opérateurs, intervenant dans l'équation d'évolution de la matrice densité, et
décrivant les pertes vers les états {· · · , |rg,n〉 , |re2,n〉 , · · · } du bain peuvent alors être écrits. Pour
les pertes par l'état anti-piégé :
D̂ [|rg,n〉 〈g|] =

0 −ρe1g 0 · · · 0 0 · · ·
−ρge1 −2ρgg −ρge2 · · · −ρgrg,n −ρgre2,n · · ·






0 −ρrg,ng 0 · · · 2ρgg 0 · · ·








et pour les pertes par collisions :
D̂ [|re2,n〉 〈e2|] =

0 0 −ρe1e2 · · · 0 0 · · ·
0 0 −ρge2 · · · 0 0 · · ·






0 0 −ρrg,ne2 · · · 0 0 · · ·








D̂ [|e1〉 〈e2|] =

2ρe2e2 0 −ρe1e2 · · · 0 0 · · ·
0 0 −ρge2 · · · 0 0 · · ·






0 0 −ρrg,ne2 · · · 0 0 · · ·































ρe2e2D̂ [|e1〉 〈e2|] (5.25)
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où Ĥss = Ĥstirap + Ĥmean−field est l'hamiltonien décrivant les trois états d'intérêt, et Ĥrr est
l'hamiltonien du bain. Il n'y a pas d'interactions entre les trois états d'intérêt et le bain d'où
Ĥrs = 0 et Ĥsr = 0.
Seul le sous-espace {|e1〉 , |g〉 , |e2〉} est intéressant pour décrire la dynamique du STIRAP,
ainsi l'équation (5.25) est restreinte à ce sous espace. Nous aboutissons aux équations suivantes,








(ρge1 − ρe1g) + i
Ω2
2




(ρe2g − ρge2)− 2Γcolρ2e2e2 (5.27)
et pour les cohérences :





















ρ˙ge2 = − iδ˜2ρge2 + i
Ω2
2






ρge2 − Γcolρe2e2ρge2 (5.28)
Nous avons introduit des désaccords tildés qui incluent le déplacement de la résonance dû aux
termes de champ moyen :























































avec An = (aij) une matrice telle que tous les aij sont nuls sauf ann = 1. Les équations (5.27) et
(5.28) forment un sous ensemble indépendant et peuvent être résolues sans résoudre l'évolution
des cohérences et des populations impliquant les états du bain ρ̂rs et ρ̂rr.
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5.3 Expérience et simulation
Grâce à la technologie micro-onde et à tous les composants sur étagère disponibles dans la
bande C, c'est-à-dire entre 4 GHz à 8 GHz, il est très facile de réaliser les deux impulsions
nécessaires au transfert par STIRAP. Dans cette partie nous décrivons :
i) l'utilisation de la technologie micro-onde pour réaliser le transfert, cf section 5.3.1 ;
ii) les résultats obtenus en termes d'eﬃcacité de transfert, cf section 5.3.2 ;
iii) la simulation numérique de cette expérience, cf section 5.3.3.
5.3.1 Protocole expérimental
Nous commençons par refroidir, comme décrit dans le chapitre 4, un nuage d'atomes de rubi-
dium 87 jusqu'à la condensation de Bose-Einstein dans l'état |2, 2〉. La condensation est atteinte
après les rampes d'évaporation radio-fréquence décrites dans la chapitre 4 avec (6, 8± 0, 6) · 103
atomes dans le condensat. Ce condensat est ensuite transféré dans un piège de fréquence propre
120 Hz et 210 Hz dans le plan horizontal et 228 Hz dans le plan vertical (c'est le piège d'imagerie
du chapitre 4). Le transfert et l'étude de ce transfert par STIRAP de l'état |2, 2〉 vers l'état |2, 1〉
est réalisé dans ce dernier piège.
5.3.1.1 Génération des deux fréquences micro-ondes
Pour réaliser le transfert nous avons besoin des deux fréquences micro-ondes de la ﬁgure
5.2. Ces deux fréquences sont générées avec la chaîne micro-onde de la ﬁgure 5.5. Pour créer les
deux fréquences micro-ondes, nous utilisons un modulateur IQ (in- and quadrature-phase). Un
tel modulateur a une sortie et trois entrées. Sur une des entrées un champ micro-onde à environ
fmw ∼ 6,8 GHz est envoyé, il est généré par un synthétiser Rohde-Schwarz SMF100A. Sur les
deux autres entrées nous envoyons deux signaux de même fréquence frf dans le domaine radio :
S±(t) = cos (2pifrf t+ ϕ±(t)) (5.32)
La diﬀérence de phase ϕ−(t) − ϕ+(t) entre ces deux derniers signaux est changée pendant la
séquence de STIRAP. En sortie le modulateur donne les deux bandes latérales 5 fmw − frf et
fmw + frf . La répartition de puissance entre les deux bandes latérales suit les variations de la









le + (respectivement le −) fait référence à la bande latérale supérieure (respectivement inférieure)
et t ∈ [0, τ ] où τ est la durée totale du STIRAP.
5. Les harmoniques supérieures et la porteuse sont atténuées de 25 dBm par rapport aux deux bandes latérales.
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Pour un modulateur avec une suppression totale de la porteuse et des harmoniques supé-
rieures, la variation précédente des phases ϕ±(t) se répercute sur la puissance micro-onde dans













Nous sommes intéressés par la variation des couplages Ω1 et Ω2, c'est pour cela que nous consi-












où  = min(Pi(t))/max(Pi(t)) est le ratio d'extinction du modulateur ( = 2 % dans notre
cas) qui représente une imperfection dans la réalisation des deux impulsions du STIRAP. Ces
deux équations sont représentées sur la ﬁgure 5.4, nous avons aussi représenté la mesure des deux
puissances en sortie de la chaîne d'ampliﬁcation micro-onde. Sur cette ﬁgure, les deux impulsions
ne s'éteignent pas complètement, les conséquences seront expliquées dans la section 5.3.3.
Figure 5.4  Racine carré des rampes de puis-
sance micro-onde utilisées pour le STIRAP qui
sont proportionnelles aux fréquences de Rabi
(unité arbitraire) en fonction du temps t. Ligne
tiretée et cercle plein rouge :
√
P2(t) ∝ Ω2(t)
sur la transition entre |e2〉 et |g〉. Ligne et
cercle ouvert bleu :
√
P1(t) ∝ Ω1(t) sur la
transition entre |e1〉 et |g〉. Les cercles corres-
pondent aux mesures en sortie de la chaîne
d'ampliﬁcation micro-onde. Les lignes sont
tracées d'après les équations pour la sortie d'un
modulateur idéal (5.34) et (5.35).
Ces deux rampes de puissance micro-onde sont ensuite ampliﬁées jusqu'à 40 dBm (cf ﬁ-
gure 5.5.a) et sont envoyées en direction du nuage atomique à l'aide d'un cornet micro-onde
(cf ﬁgure 5.5.b). Pour estimer la fréquence de Rabi maximale au niveau des atomes, suppo-
sons que le cornet tire un faisceau collimaté rectangulaire où la puissance est uniforme dans un
plan transverse à la direction de propagation micro-onde. L'intensité au niveau des atomes est
donc : I = 10 W/(36 mm×44 mm) = 6 kW/m2, où 36 mm×44 mm est la section du cornet,
cela donne un champ magnétique Bmw =
√
Iµ0/c = 5 µT soit, en négligeant les polarisations
et les probabilités de transitions, une fréquence de Rabi au niveau des atomes de l'ordre de
Ω ' µBB/~ ' 2pi×73 kHz.
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A la sortie du cornet micro-onde le champ magnétique est de la forme Bmw ∝
(Bmw1 +Bmw2)u où u est la polarisation du champ rayonné et :
Bmw1(t) = Bmw
√
P1(t) cos[2pi(fmw + frf )t]
Bmw2(t) = Bmw
√
P2(t) cos[2pi(fmw − frf )t] (5.36)
Figure 5.5  (a) : chaîne de génération des deux fréquences micro-ondes utilisées pour le
STIRAP. Le modulateur IQ est un SSM0208LC2MDQ de chez Miteq, les isolateurs sont des
Aérotek modèle H14-1LFF, le pré-ampli est le modèle ZVA-183-S+ de chez mini-circuit et l'ampli
micro-onde est un KU PA 640720-10 A de Kuhne electronic. (b) : cornet micro-onde utilisé pour
rayonner les deux champs du STIRAP en direction des atomes.
Les deux paramètres expérimentaux fmw et frf permettent de piloter indépendamment les
désaccords à un photon ∆ et à deux photons δ :
∆ = 2pifmw − ω01 + ω02
2
δ = 4pifrf + (ω02 − ω01) (5.37)
5.3.1.2 Orientation de la polarisation micro-onde
Pour la réalisation du STIRAP, nous devons exciter deux transitions, une pi et une σ, il faut
donc tenir compte de l'orientation de la polarisation en sortie du cornet micro-onde dans le calcul
des probabilités de transition et chercher à l'orienter de manière à améliorer le transfert. Pour
cela, résonnons à puissance micro-onde totale disponible ﬁxée. La condition de suivi adiabatique
globale impose 1/τ  min(Ω0(t)), donc pour minimiser τ il faut satisfaire au mieux la condi-
tion 6 max(Ω1(t)) = max(Ω2(t)). Pour satisfaire cette dernière condition les trois points suivants
doivent être pris en compte :
i) induire des transitions pi et σ ;
ii) le cornet micro-onde émet un champ magnétique en polarisation linéaire perpendiculaire
au ﬁl central du cornet ;
iii) la probabilité de la transition pi (|2, 1〉 ↔ |1, 1〉) est deux fois plus faible que celle de la
σ+ (|2, 2〉 ↔ |1, 1〉).
Notons α l'angle entre le champ magnétique au fond du piège (pris pour axe de quantiﬁcation)
et le champ magnétique rayonné par le cornet. La fréquence de Rabi Ω2,m21,m1 pour une transition



















|2, 2〉 |1, 1〉
0, 8 ± 0, 2 Ω1(t = τ) = 2π× ±
μ
τcoh μ
δB ≈ /(μBτcoh) ≈ 5
|2, 1〉 |1, 1〉 Ω2(t = 0) = 2π×
max(Ω1(t)) = max(Ω2(t))
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Ω1(τ)/Ω2(0) implique de modiﬁer l'orientation α de la polarisation du cornet micro-onde. Ce n'est
pas possible sur notre montage, le ratio Ω1(τ)/Ω2(0) est donc ﬁxé pour la suite de l'expérience.
0 10 20 30 40 50
1
2
Figure 5.7  Oscillations de Rabi entre les
niveaux |2, 2〉 et |1, 1〉 utilisés pour la mesure
de fréquence de Rabi Ω1(τ). Population dans
le niveau |2, 2〉 en fonction du temps de Rabi t
[µs]. L'ajustement des données donne une fré-
quence d'oscillation de 48,1 kHz et un temps
de décohérence de 20 µs.
5.3.2 Résultat expérimentaux sur l'eﬃcacité de transfert
Notre implémentation du STIRAP, laisse trois paramètres libres à choisir frf , fmw et τ .
Nous commençons par mesurer le champ magnétique au fond du piège par spectroscopie radio-
fréquence 8. Il est de 2,45 G ± 7 mG (voir la caractérisation du piège d'imagerie : les mesures
systématiques seront présentées dans le chapitre 6), nous en déduisons à la résonance, un premier
jeux de valeurs pour frf et fmw : frf = 856,3 ± 2,4 kHz et fmw = 6,838 976 GHz ± 12,3 kHz. La
formule de Breit-Rabi ([Steck, 2003b] et équations (3.16) et (3.17)) est utilisée pour calculer les
déplacements des fréquences de résonance par eﬀet Zeeman pour un champ magnétique donné.
Ensuite les trois paramètres frf , fmw et τ sont empiriquement ajustés pour maximiser l'eﬃcacité
de transfert, elle est maximale pour : frf = 860,5 kHz, fmw = 6,838 945 GHz et τ = 900 µs.
Ces trois derniers paramètres sont appelés les paramètres optimaux. Ils permettent une eﬃcacité
de transfert de (87± 10) % (cf ﬁgure 5.8). Les fréquences atomiques et celles des champs utilisés
sont résumées dans le tableau 5.1. Ces données mettent en évidence des désaccords à un et à deux
photons non nuls, ce qui est surprenant pour un transfert qui semble théoriquement optimal à
la résonance (cf paragraphe 5.2.1.2). Cela sera expliqué dans la section 5.4.
Après transfert le condensat n'est pas à l'équilibre dans le piège : sa taille et sa position
oscillent. En eﬀet, pendant la séquence de STIRAP la valeur de mF des atomes change. Le piège
vue par les atomes n'est donc pas le même avant et après le transfert. En eﬀet lors du passage
de l'état |2, 2〉 à |2, 1〉 les fréquences du piège sont diminuées d'un facteur √2. Ce changement de
piège est fait dans un temps τ plus court que l'inverse des fréquences de piégeage, ce qui empêche
un suivi adiabatique de l'état vibrationnel. Cela peut se remarquer sur la ﬁgure 5.8 où, après le
8. Cela consiste à envoyer une onde radio-fréquence sur les atomes et à suivre les pertes atomiques en fonction
de la fréquence. Les pertes sont maximales quand la fréquence est à résonance avec la transition |2, 1〉 ↔ |2, 2〉. La
valeur du champ magnétique correspondant est déterminée en utilisant les formules de Breit-Rabi. Des courbes
de spectroscopie radio-fréquence seront présentées dans le chapitre 6.
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transition |e1〉 ↔ |g〉 |e2〉 ↔ |g〉
f0i [GHz] 6,839 824 5 6,838 114 5
fi [GHz] 6,839 805 5 6,838 084 5
δi [kHz] -19 -30
Table 5.1  Fréquences utilisées pour le STIRAP correspondant à l'optimum de la ﬁgure 5.8,
et fréquences des transitions atomiques en jeux pour un champ magnétique de 2,446 G (c'est la
valeur optimisée du champ magnétique avec les données expérimentales, voir la section 5.3.3).
Le désaccord à deux photons est donc δ = 11,0 kHz et celui à un photon est ∆ = -24,5 kHz.
Figure 5.8  (a) Proﬁl vertical de la densité optique du condensat après temps de vol dans l'état
|F = 2,mF = 2〉 sans appliquer la séquence de STIRAP, (b) densité optique du même conden-
sat. (c) Densité optique du condensat après temps de vol dans l'état |F = 2,mF = 1〉 avec une
séquence de STIRAP de 900 µs, (d) proﬁl vertical du même condensat. Les cercles bleus sont
les données expérimentales et les lignes rouges un ajustement parabolique. Pendant le temps de
vol, dans le but de discriminer les diﬀérents sous niveaux Zeeman de F = 2, nous appliquons un
gradient de champ magnétique dans la direction verticale de la ﬁgure. Ce gradient accélère diﬀé-
remment les atomes dans les diﬀérents niveaux mF . Il en résulte une position spatiale diﬀérente
des diﬀérents niveaux mF . Avant le STIRAP nous produisons un condensat de (6, 8± 0, 6) · 103
atomes permettant après la séquence de STIRAP d'obtenir un condensat de (6, 0± 0, 5) · 103
atomes. L'eﬃcacité de transfert est donc de (87± 10) %. Le nombre d'atomes est compté en
intégrant la densité optique sur l'image.
transfert, la densité atomique est plus importante, ce que nous attribuons à une oscillation de la
taille du nuage.
Pour le jeu de fréquences optimales, nous avons tracé, sur la ﬁgure 5.9 (cercles bleus), l'eﬃca-
cité de transfert en fonction de la durée totale des rampes de STIRAP. L'eﬃcacité croit d'abord
jusqu'à 87 % en 900 µs et ensuite décroit exponentiellement jusqu'à pratiquement 0 % avec
un taux d'environ 60 s−1. Pour τ = 2,5 ms nous avons tracé, sur la ﬁgure 5.10 (circles bleus),
les résonances à un et deux photons, elles sont sondées en variant respectivement la fréquence
micro-onde fmw (ﬁgure 5.10.b) et la fréquence radio frf (ﬁgure 5.10.a). Expérimentalement nous
trouvons une largeur de 45 kHz pour la résonance à un photon et de 18 kHz pour celle à deux
photons. La dispersion des points expérimentaux correspond essentiellement aux ﬂuctuations du
nombre d'atomes dans le condensat avant le STIRAP.
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Figure 5.9  Eﬃcacité de transfert η en fonction de la durée τ de la séquence de STIRAP
avec fmw = 6,838 945 GHz et frf = 860,5 kHz. Cercles bleus : données expérimentales. Ligne
rouge : modèle des équations (5.27) et (5.28) avec les paramètres optimisés donnés dans la section
5.3.3, cyan : simulation avec les paramètres optimisés et du bruit sur le champ magnétique ajouté
comme discuté dans la section 5.3.3. Ligne magenta tireté-pointillé : modèle des équations (5.27)
et (5.28) avec les paramètres ajustés et en forçant les désaccords à un et deux photons à zéro.
L'origine du caractère oscillant des courbes rouge et magenta sera explicitée dans la section 5.3.3.
frf [kHz]− 860.5 kHz
η
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Figure 5.10  (a) : résonance à deux photons δ = 4pifrf − (ω01 − ω02), variation de l'eﬃcacité
de transfert η en fonction de frf pour τ = 2,5 ms et fmw = 6,838 945 GHz. (b) : résonance à un
photon ∆ = 2pifmw − (ω01 + ω02)/2, variation de l'eﬃcacité de transfert η en fonction de fmw
pour τ = 2,5 ms et frf = 860,5 kHz. Cercles bleus : données expérimentales, ligne rouge : modèle
des équations (5.27) et (5.28), cyan : simulation avec les paramètres optimisés et du bruit sur le
champ magnétique ajouté comme discuté dans la section 5.3.3. Dans les deux jeux de courbes le
zéro correspond aux paramètres expérimentaux de la ﬁgure 5.8 (paramètres optimaux). Les lignes
noires tiretées correspondent à la position des résonances à un et deux photons pour le champ
magnétique optimisé B0 = 2,446 G. Ce jeu de courbes est tracé pour τ = 2, 5 ms car les données
ont été prises avant d'avoir la possibilité expérimentale de réaliser des impulsions plus courtes.
5.3.3 Simulation du STIRAP
Dans ce paragraphe nous présentons l'ajustement des données expérimentales à l'aide de la
simulation de notre transfert STIRAP ainsi qu'une interprétation des diﬀérentes valeurs ajustées.
5.3.3.1 Protocole de simulation
Simuler le comportement du STIRAP, passe par l'intégration numérique des équations (5.27)
et (5.28) avec les rampes de fréquences de Rabi (5.34) et (5.35). Ce jeu d'équations a cinq
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paramètres indépendants : le champ magnétique à la position des atomes 9 B0 qui détermine les
deux désaccords δ1 et δ2, les maxima des deux rampes de fréquences de Rabi et les deux taux de
pertes atomiques Γ et Γcol. Un ajustement sur les trois jeux de données expérimentales est réalisé
pour déterminer ces cinq paramètres. Cela donne les valeurs suivantes : Ω1(t = τ) = 2pi×43,4 kHz,
Ω2(t = 0) = 2pi×14,4 kHz, B0 = 2,446 G, Γ = 635 s−1 et Γcol = 160 s−1. Le modèle avec pertes,
équations (5.27) et (5.28), est représenté par une ligne rouge sur les ﬁgures 5.9 et 5.10 avec les
paramètres ajustés.
Les oscillations de l'eﬃcacité de transfert simulée en fonction de τ (voir la ligne rouge sur la
ﬁgure 5.9) sont attribuées à Ω2(τ) et Ω1(0) qui ne sont pas nulles respectivement à la ﬁn et au
début du protocole de transfert. Cela engendre, à l'instant initial, une population non nulle des
trois états adiabatiques de (5.7) donnant lieu à des interférences.
Dans la simulation, un bruit blanc gaussien est ajouté au champ magnétique pour tenir
compte du bruit sur le champ magnétique ambiant (dû à l'absence de blindage magnétique)
et du bruit sur les sources de courant. Ce bruit blanc gaussien est ajouté dans la bande de
fréquence 10 4,5 Hz à 450 kHz avec un écart-type de 2,5 mG dans le domaine temporel. Cela
correspond bien à l'ordre de grandeur de 5 mG des ﬂuctuations magnétiques déterminées à
partir du temps de décohérence des oscillations de Rabi de la ﬁgure 5.7. Environ un millier de
simulations sont eﬀectuées à chaque fois avec une réalisation diﬀérente du bruit magnétique. Sur
les ﬁgures 5.9 et 5.10, nous avons représenté en cyan la dispersion à deux écart-types de l'eﬃcacité
de transfert autour de sa valeur moyenne. Cela nous permet de reproduire la dispersion des
données expérimentales à l'exception des τ longs (τ ≥ 10 ms, voir ﬁgure 5.9). Nous expliquerons
cette diﬀérence dans la section 5.4.
5.3.3.2 Discussion des valeurs des diﬀérents paramètres
La valeur trouvée pour Ω1(t = τ) est en accord avec une mesure indépendante de 43 kHz de
la fréquence de Rabi (cf ﬁgure 5.7) pour la transition entre |e1〉 et |g〉. B0 est aussi en accord
avec la mesure du champ au fond du piège de 2,45 G ± 7 mG. Ω1(t = τ) et Ω2(t = 0) ne sont
pas égales pour les raisons déjà invoquées dans la section 5.3.1.
L'ordre de grandeur de la valeur optimisée de Γcol peut être retrouvé en considérant une me-
sure indépendante du taux de collision par unité de densité considéré ici, par exemple la référence
[Egorov et al., 2013] donne la valeur γ22 ∝ 10−19 m3.s−1. Cela donne Γcol = γ22n0 = 50 s−1, où
n0 ∼ 5·1014 cm−3 est la densité pic du condensat. Nous retrouvons le même ordre de grandeur
que la valeur ajustée sur les données, toutefois la valeur ajustée est plus élevée.
Les pertes Γ dues à l'état anti-piégé |g〉 proviennent de deux phénomènes :
i) La forme du champ magnétique éjecte les atomes dans l'état |g〉 de la zone expérimentale.
Considérons un atome dans l'état |e1〉 immobile au fond du piège magnétique. Après une tran-
9. La dépendance spatiale du champ correspondant à la forme du piège n'est pas prise en compte.
10. Les fréquences de coupures haute et basse sont déterminées par la bande passante de l'expérience.
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sition vers l'état |g〉, cet atome voit une colline de potentiel du au champ magnétique du piège.
Cette colline de potentiel à une fréquence jω/
√
2 où ω est la fréquence du piège dans l'état |e1〉.
ii) La gravité qui fait tomber les atomes dans l'état non-piégé |g〉.





= −mg + 1
2
mω2z(t) (5.39)
où l'axe z pointe vers le haut et son origine est prise au minimum du champ magnétique servant
à créer les pièges. A l'instant initial l'atome est en z(0) = −g/ω2 avec une vitesse nulle car
il provient du condensat dans l'état |e1〉 qui est à l'équilibre dans un piège de fréquence ω.
Déﬁnissons tout comme le temps pris par un tel atome pour sortir du nuage atomique de demi-
largeur verticale σz, i.e. pour tomber jusqu'à la position −2σz − g/ω2. Le taux de perte Γ est
alors proportionnel à l'inverse de tout :











Nous supposons que le régime de Thomas-Fermi est vériﬁé pour estimer la demi-largeur du
condensat σz = 2,4 µm, nous donnant ainsi Γ = 1.3 ·103 s−1, qui est du même ordre de grandeur
que la valeur optimisée.
5.4 Discussion physique des résultats
Cette partie qui pourrait s'appeler  Pourquoi avons-nous besoin de désaccords à un et deux
photons non nuls ?  montre comment les pertes par l'état anti-piégé Γ, par les collisions Γcol et
le déséquilibre des deux fréquences de Rabi, i.e. Ω1(τ) 6= Ω2(0) peuvent modiﬁer les conditions
de résonances à un photon ∆ et à deux photons δ.
Pour souligner l'importance d'avoir une valeur non nulle pour les désaccords à un et deux
photons, une simulation numérique en fonction de τ est présentée sur la ﬁgure 5.9 (ligne magenta
tireté-pointillé) avec les paramètres ajustés et en forçant les désaccords à un et deux photons à
zéro. Comme prévu l'eﬃcacité de transfert est plus basse.
5.4.1 Eﬀet des pertes par l'état anti-piégé
Les pertes par l'état intermédiaire, de taux Γ, ne se manifeste que si la condition de ré-
sonance Raman, δ = 0, n'est pas satisfaite. En eﬀet l'état non couplé |0〉 est alors contaminé
par l'état intermédiaire |g〉 (cf équation (5.16)). En reprenant le raisonnement de la référence
[Romanenko et Yatsenko, 1997], il est possible de calculer l'eﬀet de ces pertes sur l'eﬃcacité
de transfert, η, en considérant δ comme une perturbation d'ordre un. La condition exacte
sur δ est donnée par l'équation (5.17). Considérons que N(0) atomes sont disponibles dans
l'état |e1〉 juste avant le début du STIRAP. A l'instant t, N(t) atomes sont disponibles, ainsi
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Ng(t) = | 〈g|0〉 |2N(t) atomes 11 sont dans l'état intermédiaire |g〉. Le nombre d'atomes dispo-
nibles pour le transfert suit l'équation :






















dans le cas de deux impulsions parfaitement équilibrées, i.e. Ω2(t) = Ω0 cos(pit/(2τ)) et Ω1(t) =








D'après cette dernière équation, l'eﬃcacité de transfert est maximale quand le désaccord à deux
photons est nul. Cette conclusion, comme expliqué dans la suite, est contre balancée par le
déséquilibre des fréquences de Rabi et l'eﬀet des pertes par collisions.
5.4.2 Eﬀet des pertes par collisions
Pour comprendre l'eﬀet des pertes par collisions, Γcol, nous dérivons un modèle plus simple
que les équations de Bloch optiques du paragraphe 5.2.2. Seules ces dernières pertes Γcol sont
considérées dans la suite. A l'instant t il y a N2(t) = | 〈e2|0〉 |2N(t) atomes dans l'état |e2〉, et le
taux de collisions est Γcol| 〈e2|0〉 |2. Le nombre d'atomes disponibles pour le transfert suit donc
l'équation :
N˙ = −Γcol |〈e2|0〉|2N2(t) = −Γcol |〈e2|0〉|4N(t) (5.44)
Pour continuer le calcul, l'énergie ~|δ| est considérée petite devant toutes les diﬀérences des
énergies propres de Ĥ0 (cf équation (5.17)). En supposant des impulsions parfaitement équilibrées,












Sur cette dernière équation, il est évident que la minimisation de l'eﬀet des pertes par collisions
implique δ et ∆ non-nuls et δ∆ négatif. C'est bien ce que nous avons observé expérimentalement
et sur la simulation (cf ﬁgure 5.10 où δ > 0 et ∆ < 0). L'hypothèse de l'équation (5.17) utilisée
pour dériver l'équation (5.45) n'est pas tout à fait vériﬁée dans la pratique. L'équation (5.45) ne
peut donc pas être utilisée pour une prédiction quantitative, néanmoins une simulation complète
sera présentée dans les deux parties suivantes. Physiquement, la réduction de l'eﬀet de ces pertes
11. Avec les notations du début du chapitre : |0〉 =
∣∣∣0(0)〉 + ∣∣∣0(1)〉 + · · · est le développement de l'état |0〉 en
puissance de δ.
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peut être comprise comme une croissance plus lente de la population dans l'état |e2〉, au prix d'une
condition de suivi adiabatique plus restrictive (5.15), ce qui réduit le taux de pertes instantanées
Γcol| 〈e2|0〉 |2. Cet eﬀet est à mitiger avec celui du paragraphe précédent : si |δ| est trop grand les
pertes par l'état intermédiaire seront trop importantes.
En pratique le STIRAP sera utilisé dans le chapitre 6 avec des nuages atomiques thermiques
moins denses, ce qui réduira l'eﬀet des pertes par collision. Une fois le STIRAP eﬀectué, ces
pertes sont toujours présentes. La réduction de densité augmentera donc la durée de vie du nuage
atomique dans l'état |2, 1〉, permettant ainsi la réalisation des longues séquences de Ramsey du
chapitre 6.
5.4.3 Eﬀet du déséquilibre des fréquences de Rabi
Dans ce paragraphe nous allons montrer que le déséquilibre entre les fréquences de Rabi peut
aussi mener à une optimisation de l'eﬃcacité de transfert avec les deux désaccords non-nuls et
donc accentuer l'eﬀet du paragraphe précédent.
D'après les conclusions du paragraphe précédent, considérons que des valeurs non-nulles sont
imposées à δ et à ∆. Nous allons montrer que le signe de δ impose une fois de plus celui de ∆.
Pour cela utilisons la même hypothèse que précédemment sur δ (5.17) ainsi que |∆|  Ω0. Nous






























L'évolution de ces trois énergies, pour ∆ = 0, au cours de la séquence de STIRAP est tracée
sur la ﬁgure 5.11.a avec les rampes de fréquences de Rabi Ω1 = Ω1(τ) sin(pit/(2τ)) et Ω2 =
Ω2(0) cos(pit/(2τ)). Pour accentuer l'eﬀet, les paramètres utilisés pour le tracé (voir légende de
la ﬁgure 5.11) violent légèrement la condition (5.17).
Pour les formes d'impulsions Ω1 = Ω1(τ) sin(pit/(2τ)) et Ω2 = Ω2(0) cos(pit/(2τ)), la condi-








Sur la ﬁgure 5.11.a, la plus faible distance entre les énergies est entre les niveaux E− et E0 autour
de t ' 0. Dans l'expérience Ω2(0) < Ω1(τ), c'est donc aussi autour de ce point que 1/Ω20(t) est
maximum. La condition de suivi adiabatique est donc moins bien satisfaite autour de t = 0.
Une manière de relâcher cette contrainte est de choisir une valeur négative pour le désaccord à
un photon ∆ comme illustré sur la ﬁgure 5.11.b. C'est le signe opposé de δ donc cela est bien
compatible avec la condition δ∆ < 0 du paragraphe précédent.
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Figure 5.11  (a) traits pleins bleus : variations des énergies habillées en fonction du temps t,
équation (5.46), dans le cas δ = 2pi × 10 kHz, Ω2(0) = 2pi × 14, 4 kHz, Ω1(τ) = 2pi × 43, 4 kHz
et ∆ = 0. Traits pointillés rouges : variations des énergies habillées pour ∆ = 0 et δ = 0. (b) :
mêmes courbes avec ∆ = −2pi × 6 kHz. (c) : eﬃcacité de transfert (simulation complète avec
les paramètres ajustés et τ = 2, 5 ms) en fonction de la fréquence micro-onde fmw et du rapport
entre les maxima des fréquences de Rabi des deux impulsions Ω2(0)/Ω1(τ). La ligne blanche tiretée
verticale indique ∆ = 0, celle horizontale indique le ratio Ω2(0)/Ω1(τ) utilisé dans l'expérience.
Une étude quantitative basée sur la simulation des équations (5.27) et (5.28) avec les pa-
ramètres ajustés ainsi que τ = 2, 5 ms présente, sur la ﬁgure ﬁgure 5.11.c, l'évolution de la
position de la résonance à un photon en fonction du ratio Ω2(0)/Ω1(τ). La valeur optimale de
|∆| augmente quand Ω2(0)/Ω1(τ) diminue. Contrairement aux déplacements des résonances dus
aux pertes par collisions, les déplacements dus au déséquilibre des fréquences de Rabi peuvent
être annulés si l'équilibre est rétabli. Dans le cas où cet équilibre est rétabli, la partie supérieure
de la ﬁgure 5.11.c montre que l'eﬃcacité est toujours maximale, comme prévu, avec δ∆ < 0.
5.4.4 Réunir les deux eﬀets précédents
L'approche précédente, équation (5.46), laisse penser que, dans le cas Γcol = 0, le choix δ = 0
et ∆ = 0 est judicieux pour maximiser le transfert même dans le cas Ω1(τ) 6= Ω2(0). Mais,
il n'en est rien. Ce phénomène, de déplacement des résonances en fonction du déséquilibre des
fréquences de Rabi, a déjà été étudié dans la référence 12 [Boradjiev et Vitanov, 2010]. Il est dû
à une violation de la condition adiabatique locale, autour du point (δ,∆) = (0, 0), à un certain
instant du transfert.
Sur la ﬁgure 5.12, la variation de l'eﬃcacité de transfert en fonction du désaccord à deux
photons δ et de celui à un photon ∆ est représentée. L'absence de pertes par collisions et des
impulsions équilibrées (ﬁgure 5.12.a) aboutissent bien à un transfert maximum pour (δ,∆) =
(0, 0). Les ﬁgures 5.12.b et 5.12.c présentent respectivement l'eﬃcacité de transfert dans le cas
où seulement les deux impulsions sont déséquilibrées, et où seulement les pertes par collisions
sont présentent. Dans ces deux cas l'eﬃcacité de transfert est meilleure en dehors du voisinage
(δ,∆) = (0, 0) et le maximum de l'eﬃcacité de transfert se déplace dans les mêmes régions
δ∆ < 0. Cela montre que ces deux phénomènes aboutissent à des déplacements similaires des
12. Je remercie Nikolay Vitanov de nous avoir signalé l'existence de ses travaux.
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Figure 5.12  Eﬃcacité de transfert en fonction de fmw et frf , qui sont reliées respectivement
à ∆ et δ par ∆ = 2pifmw − (ω01 + ω02)/2 et δ = 4pifrf − (ω01 − ω02). (a) impulsions équilibrées,
Ω1(τ) = Ω2(0), et pas de pertes par collisions, Γcol = 0. (b) impulsions déséquilibrées, Ω1(τ) =
4Ω2(0), et pas de pertes par collisions, Γcol = 0. (c) impulsions équilibrées, Ω1(τ) = Ω2(0),
et pertes par collisions présentes, Γcol 6= 0. (d) impulsions déséquilibrées, Ω1(τ) = 4Ω2(0), et
pertes par collisions présentes, Γcol 6= 0. Les lignes blanches pointillées horizontales représentent
la condition de résonance à deux photons δ = 0 et celles verticales représentent la condition de
résonance à un photon ∆ = 0.
résonances et sont donc compatible entre eux pour réaliser un transfert eﬃcace. La ﬁgure 5.12.d
présente les deux eﬀets ensemble, cela a pour eﬀet de réduire la largeur des résonances.
5.5 Conclusion du chapitre
Dans ce chapitre nous avons démontré la possibilité de changer l'état interne d'un conden-
sat de rubidium 87 à l'aide de la méthode : STImulated Raman Adiabatic Passage (STIRAP).
L'utilisation de champs micro-ondes pour ce transfert (au lieu de champs laser) permet une mise
÷uvre rapide et robuste.
Contrairement à ce qui est suggéré par un modèle simple du STIRAP, deux phénomènes
décalent le maximum de l'eﬃcacité de transfert dans une région où les désaccords à un et deux
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photons sont non nuls : i) le déséquilibre des deux impulsions de Rabi, ii) la présence des pertes
par collisions dans l'état d'arrivé du STIRAP. Le désaccord à deux photons non nul entraîne
l'existence d'un temps au-delà duquel l'eﬃcacité de transfert diminue à cause de la contamination
de l'état non couplé par l'état intermédiaire qui est instable.
Nous avons aussi réalisé des transferts par STIRAP pour des nuages thermiques en dimi-
nuant légèrement le désaccord à deux photons car la diminution de la densité atomique entraîne
une diminution des pertes par collisions. Ce transfert d'un nuage thermique est utilisé pour la
préparation des atomes lors des mesures de franges de Ramsey reportées dans le chapitre 6.
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We report the achievement of stimulated Raman adiabatic passage (STIRAP) in the microwave frequency
range between internal states of a Bose-Einstein condensate magnetically trapped in the vicinity of an atom chip.
The STIRAP protocol used in this experiment is robust to external perturbations as it is an adiabatic transfer and
power efficien as it involves only resonant (or quasiresonant) processes. Taking into account the effect of losses
and collisions in a nonlinear Bloch equations model, we show that the maximum transfer efficien y is obtained
for nonzero values of the one- and two-photon detunings, which is confirme quantitatively by our experimental
measurements.
DOI: 10.1103/PhysRevA.91.053420 PACS number(s): 32.80.Wr, 67.85.Jk
I. INTRODUCTION
Since its firs demonstration as an efficien tool for ex-
citing vibrational states in molecular beams [1,2], stimulated
Raman adiabatic passage (STIRAP) [3–5] has been applied
to various situations involving multilevel systems [6], such
as quantum information processing [7–9], atomic physics
[10–15], cold molecules [16–19], and deterministic single-
photon source [20]. As regards theoretical studies, extensive
literature exists as well [21–26]. An important advantage of
this technique is that it permits quasiresonant multiphoton
transitions without populating unstable intermediate states.
Moreover, as an adiabatic transfer method, it is relatively
insensitive to fluctuation in the experimental parameters [4].
In this paper we demonstrate the use of STIRAP with two
microwave frequencies to perform population transfer between
hyperfin ground states of a 87Rb Bose-Einstein condensate
(BEC) trapped in the vicinity of an atom chip. Our STIRAP
starts from the highest energy level in an upside-down 
system [27]. Because of collision losses within the BEC in the
target state, the maximum transfer efficien y is obtained for
nonresonant driving fields This is quantitatively confirme by
a theoretical model based on nonlinear Bloch equations [28].
More precisely, we prepare the BEC in the |F = 2,mF = 2〉
hyperfin level of the 5 2S1/2 ground state and transfer it
coherently into |F = 2,mF = 1〉, from which the two-photon
transition |F = 2,mF = 1〉 ↔ |F = 1,mF = −1〉, which has
very good coherence properties [29–32], can be addressed.
Preparing the BEC in |F = 2,mF = 2〉, whose magnetic
moment is twice as big as other trappable hyperfin levels
of 5 2S1/2, has the advantage of bigger magnetic forces for
equivalent electrical power dissipation, allowing, for example,
the capture of atoms from a magneto-optical trap farther away
from the current-carrying wires [33,34] or an increase in the
trap confinemen during evaporative cooling [35].
In order to benefi from these advantages, a reliable protocol
for coherent population transfer between |F = 2,mF = 2〉
and |F = 2,mF = 1〉 is required. The most straightforward
transfer method would be to use a single-photon transition
in the radio-frequency range. However, with the typical
magnetic-fiel values used in our experiment (less than a
few tens of gauss), the Zeeman effect is nearly linear [36]
and single-photon transitions would spread the atoms in all
(equally spaced) Zeeman sublevels of the F = 2 manifold.
A second possibility is to use a two-photon transition in the
microwave range, with |F = 1,mF = 1〉 as an intermediate
level. For such a transition, the two-photon detuning (δ ≡ δ1 −
δ2 in Fig. 1) could be arbitrarily low to maximize the transfer
efficien y, but the one-photon detuning  ≡ (δ1 + δ2)/2 has to
remain much bigger than 1 and 2 (which are the maximum
available Rabi frequencies associated with the two microwave
field drawn in Fig. 1) in order to keep the population of
the antitrapping state |F = 1,mF = 1〉 at a reasonably low
level [37]. When the latter condition is fulfilled the two-photon
transition is equivalent to a single-photon transition with the
effective Rabi frequency eff = 12/(2||) [37]. It can thus
be used to implement a population transfer either with a
π pulse (though it would imply more stringent constraints
on the stability of experimental parameters) [38] or with an
adiabatic passage across resonance (which then has to be much
slower than the time scale 1/eff). In comparison, the STIRAP
protocol that we consider in this paper allows us to perform the
same adiabatic population transfer with a shorter time scale,
on the order of 1/
√
21+22.
This article is organized as follows. In Sec. II we briefl
summarize the basic principles of STIRAP and describe how
the usual theoretical model is adapted to account for losses and
collisions that play a major role in our experiment. Section III
is devoted to the description of our experimental protocol and
results. In Sec. IV we report numerical simulations of the
STIRAP process, in good quantitative agreement with our
measurements. Finally, we physically discuss in Sec. V the
need for nonzero one- and two-photon detunings for maximum
transfer efficien y.
II. THEORETICAL FRAMEWORK
A. Basics of the STIRAP protocol
Let us consider the three-level upside-down  system
of Fig. 1, with all the atoms initially in the highest-energy
level |e1〉. The two levels |e1,2〉 are coupled to |g〉 by two
microwave field with time-dependent Rabi frequency 1,2(t)
and constant frequency ω1,2 detuned by δ1,2 = ω1,2 − ω0 1,2,
where ~ω0 1,2 is the energy difference between |e1,2〉 and
|g〉. Under the rotating-wave approximation and after an
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FIG. 1. (Color online) Hyperfin ground states of 87Rb involved
in the STIRAP process, forming an upside-down  system. We
transfer population from state |F = 2,mF = 2〉 to state |F = 2,mF =
1〉 via the unpopulated intermediate level |F = 1,mF = 1〉. We write
|F = 2,mF = 2〉 = |e1〉, |F = 2,mF = 1〉 = |e2〉, and |F = 1,mF =
1〉 = |g〉. The one- and two-photon detunings are respectively define
as  ≡ (δ1 + δ2)/2 and δ ≡ δ1 − δ2.
appropriate unitary transformation, the Hamiltonian of the
system can be written as [2,39,40]
Hˆ = ~
2
{−2δ1|e1〉〈e1| − 2δ2|e2〉〈e2| + 1[|e1〉〈g| + H.c.]
+2[|e2〉〈g| + H.c.]}. (1)
In the case where the two-photon detuning δ ≡ δ1 − δ2 is zero,






which, remarkably, does not involve the state |g〉. In order
to transfer the population from |e1〉 to |e2〉 following the
usual STIRAP protocol, the microwave fiel 2 is turned
on firs (with 1 = 0) such that |0〉 = |e1〉 at the beginning
of the sequence. Then 2 is gradually ramped down to zero
while 1 is ramped up to its maximum value such that |0〉
becomes proportional to |e2〉 at the end of the sequence. If the
variations in the Rabi frequencies 1 and 2 are sufficientl
slow, the atoms will adiabatically follow the change in |0〉
and thus be transferred from |e1〉 to |e2〉 without populating
the intermediate state |g〉. More precisely, the adiabaticity
condition reads [4] θ˙2  |E0 − E±|2/~2, where θ˙ = (˙12 −
1˙2)/(21 + 22), E0 is the energy of state |0〉, and E± are
the two other eigenvalues of Hˆ . For example, in the particular
case where 1 = 0 cos[πt/(2τ )] and 2 = 0 sin[πt/(2τ )]
with 0 6 t 6 τ (see the following sections for a possible
practical implementation), the adiabaticity condition takes the
following simple form:
τ  1/(√20 + 2 − ||), (3)
where τ is the duration of the STIRAP process. In this simple
model, the maximum efficien y is obtained for zero one-
and two-photon detunings ( = δ = 0), a condition that will
change in the following sections when considering a more
realistic experimental situation.
B. Modeling losses and collisions
Interparticle interactions play a significan role in our
experiment, even more since we use BECs with relatively high
density. These effects include both energy shifts and collisional
losses [41]. In the following, we will take these effects (and
other loss mechanisms) into account using the formalism of
nonlinear Bloch equations.
Following [28], we model the effects of surroundings
upon our three-level system by introducing an ensemble of
additional states called a bath and by considering the reduced
density matrix ρˆ obtained by tracing over bath variables.
Throughout this paper we will use the standard notation
ρlj = 〈l|ρˆ|j 〉, with l,j ∈ {e1,g,e2}. In the absence of loss
and collisions, the evolution of ρˆ is described by i~∂ρˆ/∂t =
[Hˆ ,ρˆ].
The effects of atomic losses due to the antitrapping behavior
of the state |g〉 is modeled by a constant loss rate . We
neglect collisional effects for atoms in the state |g〉 because
the population of the latter remains very low at all times.
Atoms confine in the two other states |e1〉 and |e2〉 are subject
to collisional effects. In the mean-fiel theory, these can be
modeled [41] by adding to the Hamiltonian (1) a term of
the form n0g(ρe1e1 |e1〉〈e1| + ρe2e2 |e2〉〈e2|), where n0 ∼ 5 ×
1014 cm−3 is the typical density of our BEC and g is the
coupling constant related to the scattering length a through
g = 4π~2a/m, with m the atomic mass and a  5.77 nm
for 87Rb [41]. Although the typical value of n0g/h in our
experiment (on the order of a few kHz) is not negligible with
respect to other parameters, mean-fiel collision shifts in our
model only lead to a very small visible effect on the numerical
simulations of the STIRAP process, which will be described
in the following sections.
On the other hand, inelastic collisions of the form |2,1〉 +
|2,1〉 → |2,0〉 + |2,2〉 play a significan role in the dynamics
of our system. Note that atoms falling into |2,0〉 are untrapped
and therefore lost. For this reason, we shall neglect the reverse
collision process. Other processes with different output and
input states are also neglected, because of conservation rules.
The rate of the relevant collision process, which can be
rewritten as |e2〉 + |e2〉 → |2,0〉 + |e1〉, has the form colρe2e2 ,
where col = γ22n0 can be obtained from the value of γ22
published in the literature (typically, γ22  10−19 m3 s−1 [42],
which results in col  50 s−1 in our case). Following [28],
we model this collision process by the combination of a loss
process on level |e2〉 and a population f ow from |e2〉 to |e1〉,
both occurring at the rate colρe2e2 .
This procedure leads [28] to the following equations for the




(ρe1g − ρge1 ) + colρ2e2e2 ,
ρ˙gg = i 1
2
(ρge1 − ρe1g) + i
2
2




(ρe2g − ρge2 ) − 2colρ2e2e2
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and for the coherences




























ρge2 − colρe2e2ρge2 , (5)
where δ˜1 = δ1 − n0gρe1e1 and δ˜2 = δ2 − n0gρe2e2 include
mean-fiel effects. This set of equations will be the starting
point for the numerical simulation of our experimental se-
quence, which will be described in the following sections.
III. EXPERIMENT
A. Protocol
We start by using a setup similar to [33], with a 87Rb
BEC of (6.8 ± 0.6) × 103 atoms, which is transferred after the
evaporative cooling stage into a harmonic trap with trapping
frequencies 120 and 210 Hz in the horizontal plane and 228
Hz in the vertical plane. The STIRAP is performed in the latter
trap.
The two microwave field needed for the experimental
protocol are generated by in-phase–quadrature-phase modu-
lation. For this purpose, we use a microwave carrier wave of
the form C ∝ cos(2πfmwt) and two radio-frequency in-phase










where t ∈ [0,τ ]. This results in a microwave with a magnetic
fiel of the form Bmw ∝ (Bmw1 + Bmw2)u, where u is a unit
(linear) polarization vector and
Bmw1(t) ∝ Bmwα(t) cos[2π (fmw + frf)t],
(7)
Bmw2(t) ∝ Bmwβ(t) cos[2π (fmw − frf)t],
corresponding to two sidebands fmw + frf and fmw − frf
with their relative amplitudes α(t) = sin[πt/(2τ )] and β(t) =
cos[πt/(2τ )] changing over time. In order to take into account
the nonzero extinction ratio  of our modulator (typically  =
2% in our case), we introduce the following phenomenological
expressions for α and β:
α(t) ∝
√




(1 − ) cos2[πt/(2τ )] + .
In practice, τ is the duration of the STIRAP sequence, ω1 and
ω2 are equal to 2π (fmw + frf) and 2π (fmw − frf), respectively,
and 1 and 2 are proportional to α and β. The overall
microwave signal is amplifie to 40 dBm before being radiated
by a microwave horn in the direction of the atomic cloud.
The modeled variations of α and β are shown by solid
and dashed lines, respectively, in Fig. 2. The corresponding













FIG. 2. (Color online) Relative amplitude of the microwave
field α and β used for the STIRAP protocol, as a function of time: the
solid blue line and open blue circles correspond to α ∝ 1(t) tuned to
the transition between |e1〉 and |g〉; the red dashed line and fille red
circles correspond to β ∝ 2(t) tuned to the transition between |e2〉
and |g〉. Circles are the measured values at the output of the amplifie
and solid and dashed lines are plotted after the model of Eqs. (8).
microwave amplifie , are plotted as circles in the same figure
showing relatively good agreement.
Since ω1 is mostly resonant with the transition |e1〉 ↔ |g〉
and ω2 is mostly resonant with the transition |e2〉 ↔ |g〉, the





3/4μB |B‖| [43], where μB is the Bohr magne-
ton, B⊥ = Bmw1(u − u · B/|B|) is the component of Bmw1u
in the plane perpendicular to the local direction of the dc
magnetic fiel B, and B‖ = Bmw2u · B/|B| is the component
of Bmw2u along the local direction of B. For a given amount
of microwave power, the STIRAP duration τ (which must
be longer than 1/0 to satisfy the adiabaticity condition) is
minimized for max[1(t)] = max[2(t)], which is expected
to occur in our experimental setup for max |B⊥| = max |B‖|,
corresponding to an angle of 45◦ between u and B. In practice,
we also aim for u to be almost parallel to the plane of the
atom chip (which is compatible with the latter condition), as
it contains several conductive wires (and considering the fact
that in the case of a perfectly conducting plane the magnetic
fiel would have to be parallel to the latter). Experimentally,
we obtained 1(t = τ )  43 kHz and 2(t = 0)  14 kHz
(see Sec. IV for the estimation procedure). We attribute the
difference between these two values to residual uncertainties
on the orientation of the horn, the magnetic fiel at the bottom
of the trap, and the propagation of the microwave fiel from
the horn to the atoms. Still, the two values are sufficientl close
to perform an efficien STIRAP protocol, as will be shown in
the next section.
To distinguish between atoms in states |e1〉 and |e2〉
and measure the transfer efficien y, we let the atoms fall
under gravity in a magnetic-fiel gradient after the STIRAP
sequence. This results in their spatial separation as shown in
Fig. 3.
B. Results
In order to determine the optimal values for the microwave
frequencies, we f rst measured the modulus of the mag-
netic fiel at the bottom of the trap with radio-frequency
053420-3
















FIG. 3. (Color online) (a) Vertical optical density (OD) profil
of the BEC after the time of f ight in |F = 2,mF = 2〉 without the
STIRAP and (b) optical density of the same BEC. (c) Optical density
of the BEC after the time of fligh in |F = 2,mF = 1〉 with a 900-μs
STIRAP sequence and (d) vertical optical density profil of the same
BEC. Blue open circles stand for experimental data and the solid red
line is a parabolic fit In order to discriminate between the Zeeman
sublevels of the F = 2 manifold, during the time of f ight we apply
a magnetic-fiel gradient in the vertical direction of the plot. This
gradient causes different accelerations for atoms with different mF
numbers resulting in different spatial positions. Without the STIRAP
sequence we produce a BEC of (6.8 ± 0.6) × 103 atoms and with the
STIRAP sequence we produce a BEC of (6.0 ± 0.5) × 103 atoms.
The transfer eff ciency is around 87%.
spectroscopy. We found 2.45 G ± 7 mG, which led, based on
the Breit-Rabi formula [36], to the target values frf = 856.3 ±
2.4 kHz and fmw = 6.838 976 GHz ± 12.3 kHz to match the
one- and two-photon resonance conditions. We then varied the
three experimental parameters frf, fmw, and τ to maximize
the transfer efficien y. The optimal parameters were found to
be τ = 900 μs, frf = 860.5 kHz, and fmw = 6.838 945 GHz.
This corresponds to a transfer efficien y around 87%, as
illustrated in Fig. 3, which shows the optical density of a
BEC without and with the STIRAP sequence. A summary of
the atomic and fiel frequencies used in the optimal case is
provided in Table I. Interestingly, they correspond to nonzero
values of the one- and two-photon detunings, a point that will
be discussed in detail in the following sections.
From the data in Fig. 3 we observe that the maximum optical
density after the population transfer is higher. We attribute this
to an oscillation in the size of the BEC, as a consequence of
TABLE I. Atomic transition frequencies ω01,2 computed using
the Breit-Rabi formula [36] and the measured magnetic-fiel value of
2.446 G (obtained from the numerical fit see Sec. IV), and microwave
frequencies ω1,2 experimentally obtained by optimizing the STIRAP
efficien y. We deduce the values of the two-photon detuning δ/(2π ) =
11 kHz and the one-photon detuning /(2π ) = −24.5 kHz.
```````````Parameter
Transition
|e1〉 ↔ |g〉 |e2〉 ↔ |g〉
ω0i/(2π ) (GHz) 6.839 824 5 6.838 114 5
ωi/(2π ) (GHz) 6.839 805 5 6.838 084 5
δi/(2π ) (kHz) −19 −30
FIG. 4. (Color online) Transfer efficien y η as a function of the
duration of the STIRAP sequence forfmw = 6.838 945 GHz andfrf =
860.5 kHz (optimal parameters): the open blue circles correspond to
experimental data; the solid red line corresponds to the model of
Eqs. (4) and (5) with the f tted parameters given in Sec. IV; the cyan
surface corresponds to the simulation with the f tted parameters and
with noise as discussed in Sec. IV; and the dash-dotted magenta line
corresponds to the model of Eqs. (4) and (5) with the f tted parameters
and setting the one- and two-photon detunings to zero.
the rapid change (i.e., τ lower than the inverse of the trap
frequencies) in the magnetic potential during the STIRAP
process.
For the optimal frequencies, we plot in Fig. 4 (open circles)
the experimental transfer efficien y against the duration of
the frequency ramp. First the efficien y increases to near
100% in 900 μs and then it exponentially decreases to
near 0% at a rate of 60 s−1. For τ = 2.5 ms [44] we
plot in Fig. 5 (open circles) the one- and two-photon reso-
nance curves, obtained by varying fmw [Fig. 5(b)] and frf
[Fig. 5(a)], respectively. Experimentally, we found a 45-kHz
linewidth for the one-photon resonance curve and a 18-kHz
linewidth for the two-photon resonance curve. The dispersion
in the experimental points mostly corresponds to the shot-




To simulate the behavior of our STIRAP protocol, we
numerically integrate Eqs. (4) and (5), with the Rabi frequency
ramps of Eq. (8). This set of equations contains fi e indepen-
dent parameters: the magnetic-fiel modulus at the position
of the atoms B0 = |B| that determines the two detunings δ1
and δ2, the maximum Rabi frequencies for the two microwave
ramps 1(t = τ ) and 2(t = 0), and the loss rates col and .
A f t to the three experimental data sets shown in Figs. 4, 5(a),
and 5(b) was performed to estimate these f ve parameters.
It led to 1(t = τ ) = 2π × 43.4 kHz, 2(t = 0) = 2π ×
14.4 kHz, B0 = 2.446 G,  = 635 s−1, and col = 160 s−1.
The corresponding fittin curves are plotted as red solid lines
in Figs. 4, 5(a), and 5(b).
The oscillations of the simulated transfer efficien y with τ
(see the red solid line in Fig. 4) are attributed to the fact that
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FIG. 5. (Color online) (a) Variation of the transfer efficien y η as a function of frf (which is related to the two-photon detuning δ by
δ = 4πfrf + ω02 − ω01) for τ = 2.5 ms and fmw = 6.838 945 GHz. (b) Variation of the transfer efficien y η as a function of fmw (which is
related to the one-photon detuning  by  = 2πfmw − (ω01 + ω02)/2) for τ = 2.5 ms and frf = 860.5 kHz. The open blue circles correspond
to the experimental data; the solid red line corresponds to the model of Eqs. (4) and (5); and the cyan surface corresponds to the simulation
with the f tted parameters and with noise as discussed in Sec. IV. In both sets of curves the frequency offset corresponds to the experimental
parameters of Fig. 3 (optimal parameters). The vertical black dashed lines are the positions of the one- and two-photon resonances estimated
theoretically from the fitte value of the magnetic f eld B0 = 2.446 G.
2(τ ) and 1(0) are not exactly zero as they ideally should
be [see Eqs. (8)]. This induces a nonzero population of the
three eigenstates of Hˆ , which interfere and give rise to these
oscillations.
In order to account for the noise in the current sources
and ambient magnetic fiel (our experiment was performed
without any magnetic shielding), we added in the simulation
a magnetic Gaussian white noise, with a standard deviation
of 2.5 mG in the time domain and an effective frequency
range between 4.5 Hz and 450 kHz. About 100 independent
runs of the simulation were performed, with random real-
izations of the magnetic-fiel noise. In Figs. 4 and 5 the
cyan surface shows the two-standard-deviation dispersion of
the transfer efficien y around its mean value. This allows
us to capture some of the dispersion of our experimental
data.
B. Discussion of the fitted parameters
The f tted value for 1(t = τ ) is in good agreement with
an independent measurement of 43 kHz ± 5 kHz obtained
by direct Rabi oscillations on the transition |e1〉 ↔ |g〉. The
value of B0 is also in good agreement with the magnetic-
fiel modulus 2.45 G ± 7 mG measured by radio-frequency
spectroscopy. The values of 1(t = τ ) and 2(t = 0) are not
equal for the reasons already discussed in Sec. III A.
The f tted value of col is of the same order of magnitude as
the estimated value of Sec. II B. For , it is not straightforward
to give a theoretical estimate as it results from multiple and
complex loss mechanisms. However, we observe that the order
of magnitude of the f tted value (635 s−1) is consistent with
the inverse of tout (1.4 × 103 s−1), define as the time taken
for an atom initially at rest to fall under gravity by a distance
σz = 2.3 μm, which is half the vertical dimension of the BEC
(obtained using the Thomas-Fermi approximation). Note that
the repulsive magnetic force has in our case the same order of
magnitude as the gravity force, hence it does not change the
order of magnitude for tout. To conclude, our numerical model
including losses and collisions shows very good agreement
with the experimental data, with realistic values of the f tted
parameters.
C. Numerical simulation at one- and two-photon resonance
In order to emphasize the importance of having nonzero
values of both the one-photon  and two-photon δ detunings,
we show in Fig. 4 (dash-dotted magenta line) a numerical
simulation of the transfer efficien y versus τ using the fitte
parameters discussed above, with the additional condition δ =
 = 0. As expected, the overall efficien y of the STIRAP
process is lower in this case. In the following sections we
will give some physical insights into the reason why nonzero
detunings improve the situation in this particular case.
V. PHYSICAL DISCUSSION: WHY DO WE NEED
NONZERO ONE- AND TWO-PHOTON DETUNINGS?
A. Effect of collision losses
To make the physical effect of collision losses more
obvious, we will use in the following a much simpler
theoretical model than nonlinear Bloch equations. For this
purpose, we consider only a pure state |ψ(t)〉 and we write
the number of atoms in state |e2〉 as N2(t) = |〈e2|ψ(t)〉|2N (t),
where N (t) is the overall atom number [26]. In this framework
the instantaneous loss rate for N2 due to the inelastic collisions
in |e2〉 is col|〈e2|ψ(t)〉|2, leading to the following equation for
N (t):
N˙ = −col|〈e2|ψ(t)〉|4N. (9)
In an ideal STIRAP sequence, |ψ(t)〉 is equal at any time
to the eigenstate |0(t)〉 [given by Eq. (2)] of Hˆ0, the latter
being define as the Hamiltonian of Eq. (1) with the additional
condition δ = 0. To go further, we assume that the two-photon
detuning δ is small enough to be treated as a perturbation of Hˆ0,
which is the case if |δ| is much smaller than all the differences
between the eigenvalues of Hˆ0. This condition can be rewritten
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FIG. 6. (Color online) (a) Variations of the eigenenergies as a function of time [Eqs. (13)] for δ = 2π × 10 kHz, 2(0) = 2π × 14.4 kHz,
1(τ ) = 2π × 43.4 kHz and  = 0; (b) same curves with  = −6 kHz; and (c) transfer efficien y (full simulation with fitte parameters and
τ = 2.5 ms) as a function of the microwave frequency fmw and the ratio of the maximum Rabi frequencies 2(0)/1(τ ). The vertical white
dashed line indicates  = 0. The horizontal white dashed line indicates the ratio 2(0)/1(τ ) used in our experiment.
as
|δ|√
20 + 2 − ||
 1, (10)
where 20 = 21 + 22. Applying the perturbation theory to|0〉 up to the f rst order in the small parameter define in
Eq. (10) then leads to a corrected state |(corr)0 〉, with the














Inserting Eq. (11) in (9) and integrating over time by assuming
ideal STIRAP pulses of the form 1 = 0 cos[πt/(2τ )] and
2 = 0 sin[πt/(2τ )] yields the following expression for N2
at the end of the STIRAP sequence:










As can be seen in this equation, the effect of collision losses can
be mitigated by choosing a nonzero value for both δ and .
For this purpose, the product δ has to be negative, which
is indeed what we found experimentally when optimizing
the parameters for maximum transfer efficien y (see Table I
and related caption). Physically, the reduction in losses can
be understood as resulting from the slower growth of the
population in |e2〉 during the STIRAP sequence, reducing
the instantaneous loss rate col|〈e2|ψ(t)〉|2 [at the price of
a more stringent adiabaticity condition (3)]. In practice, |δ|
cannot be made too big because the effect described above
is counterbalanced by losses from the antitrapped state |g〉,
which can be shown under the same hypotheses to induce
additional losses on N2 of the form exp[−δ2τ/(220)] [26].
In conclusion, we have shown in this section that the
need for nonzero one- and two-photon detunings could be
understood as a consequence of the collision-induced losses in
|e2〉. It should be kept in mind, however, that Eq. (12) is only
valid for small values of |δ| and cannot quantitatively predict
the optimal values of the detunings in our case (although it
correctly predicts the sign of δ).
B. Effect of the imbalance of the Rabi frequencies
In this section we show how the need for a nonzero one-
photon detuning  is accentuated by the fact that the maximum
values of the two Rabi frequencies 1(τ ) and 2(0) are not
equal. For this purpose, we proceed in the same way as in the
previous section, with the additional hypothesis ||  0.
This leads to the following eigenenergies for Hˆ + ~ up to




























The shape of these three energy curves versus time when  =
0 is shown in Fig. 6(a), where they have been plotted using
Rabi frequency ramps of the form 1 = 1(τ ) cos[πt/(2τ )]
and 2 = 2(0) sin[πt/(2τ )], with the following values:
δ = 2π × 10 kHz, 1(τ ) = 2π × 43.4 kHz, and 2(0) =
2π × 14.4 kHz. The parameters used to plot the curves
slightly violate the conditions |δ|/0  1 and ||/0  1
to emphasize the effect on the shape of the curves. With
2(0) < 1(τ ), as is the case in our experiment, the adia-
baticity condition [1(τ )2(0)/(τ20(t))  |E0 − E±|/~] is
more stringent around t = 0. As can be seen in Fig. 6(b), a
nonzero and negative value for  relaxes this condition by
increasing the minimal distance between the energy curves
around t = 0, making the STIRAP process more efficient
A more quantitative study of the interplay between the
optimal value of  and the Rabi frequency imbalance, based
on the full simulation of our model, is shown in Fig. 6(c),
where the transfer efficien y is plotted as a function of fmw
and 2(0)/1(τ ) for δ = 2π × 11 kHz and τ = 2.5 ms. It can
be seen, as expected, that the optimal value for || increases
as 2(0)/1(τ ) decreases.
Unlike the shift in the microwave frequencies due to colli-
sional losses, the shift due to imbalance of Rabi frequencies
can be canceled if 1(τ ) and 2(0) are made equal. In this
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case, the full simulation [upper row in Fig. 6(c)] shows that the
transfer efficien y is still maximum with δ < 0 as expected.
VI. CONCLUSION
We have experimentally demonstrated a microwave STI-
RAP sequence to transfer a BEC from state |F = 2,mF = 2〉
to state |F = 2,mF = 1〉 with a transfer efficien y around
87% in 900 μs. The STIRAP optimization leads to nonzero
values of the one- and two-photon detunings, which can be
understood as a result of the mitigation of inelastic collisions
that induce losses within |F = 2,mF = 1〉. The dynamics of
our experimental sequence is described to a very good extent
by a set of nonlinear Bloch equations, with realistic values of
the parameters.
This transfer protocol is a useful tool for atom interferome-
try with magnetically trapped 87Rb, as it allows one to prepare
the atoms in |F = 2,mF = 2〉, where they have maximal
magnetic moment, and coherently transfer them to |F =
2,mF = 1〉. From this state one can address the |F = 2,mF =
1〉 ↔ |F = 1,mF = −1〉 two-photon transition, which can be
made very robust against magnetically induced decoherence.
More generally, this work shows that microwave STIRAP
between hyperfin ground states of magnetically trapped
BECs is feasible and quantitatively described by nonlinear
Bloch equations, paving the way for STIRAP-based quan-
tum information or metrology experiments integrated on a
chip.
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Chapitre 6
Franges de Ramsey et étude du
contraste
Dans ce chapitre, nous rapportons les premières expériences d'interférométries atomiques
menées sur le dispositif décrit dans le chapitre 4. La puce atomique de ce dispositif n'a qu'une
seule couche de métallisation et ne permet que de faire des pièges en forme de Z et de dimple.
Il est donc possible de réaliser des séquences d'interférométrie de type Ramsey telles qu'utilisées
dans une horloge à atomes piégés sur puce [Lacroûte et al., 2010]. Par contre, comme aucun guide
d'onde micro-onde n'est présent sur cette puce, il n'est pas possible de réaliser les pièges habillés
permettant la séparation spatiale et donc la réalisation d'un accéléromètre tel que discuté dans
le chapitre 3. A l'heure de la rédaction de ce chapitre une telle puce atomique est en cours de
réalisation (cf ﬁgure 6.15).
Dans une première partie, 6.1, nous présenterons théoriquement et expérimentalement la réa-
lisation des impulsions de Rabi à deux photons. Ces impulsions sont utilisées dans les deux parties
suivantes, 6.2 et 6.3, où nous présenterons les franges de Ramsey en fonction de la fréquence et du
temps. La réalisation de franges de Ramsey en fonction du temps permettra l'étude du contraste
de l'interféromètre en fonction de la température du gaz et de la diﬀérence de forme entre les
deux potentiels piégeant les deux états de l'interféromètre. Cela nous permettra de vériﬁer une
partie de la théorie développée dans le chapitre 2.
6.1 Création d'une superposition cohérente - Oscillations de Rabi
Nous créons une superposition cohérente entre les deux états internes |F = 1,mF = −1〉
et |F = 2,mF = 1〉 en utilisant une impulsion pi/2 à deux photons via l'état intermédiaire
|F = 2,mF = 0〉. C'est le système représenté sur la ﬁgure 6.1.
181
CHAPITRE 6. FRANGES DE RAMSEY ET ÉTUDE DU CONTRASTE 182
Dans cette partie nous montrons qu'il est possible, moyennant certaines hypothèses qui seront
explicitées, d'induire des oscillations de Rabi à deux photons dans un système à trois niveaux
[Gentile et al., 1989]. Nous mettrons l'accent sur l'existence d'un déplacement lumineux dans
cette transition [Gentile et al., 1989], ainsi que sur la possibilité de le mesurer avec une séquence
d'interférométrie de type Ramsey. Enﬁn nous présenterons la réalisation expérimentale de ces
oscillations pour les utiliser en tant qu'impulsion pi/2.
Figure 6.1  Système à trois niveaux uti-
lisé dans l'impulsion pi/2 pour créer une
superposition cohérente entre les niveaux
|F = 1,mF = −1〉 et |F = 2,mF = 1〉. Pour
reprendre les notations et les calculs du cha-
pitre sur le STIRAP, nous notons |e1〉 =
|F = 2,mF = 1〉, |e2〉 = |F = 1,mF = −1〉 et
|g〉 = |F = 2,mF = 0〉.
6.1.1 Description de l'impulsion pi/2 à deux photons
6.1.1.1 Dérivation de l'hamiltonien
Considérons le système à trois niveaux de la ﬁgure 6.1. Utilisons les notations suivantes pour
les niveaux : |e1〉 = |F = 2,mF = 1〉, |e2〉 = |F = 1,mF = −1〉 et |g〉 = |F = 2,mF = 0〉. Nous
utilisons les mêmes notations que dans la partie précédente sur le STIRAP, le niveau de départ
est identiﬁé par l'indice 1 et le niveau d'arrivée par l'indice 2. Les niveaux |ei〉 et |g〉 sont couplés
par une onde de fréquence ωi induisant un couplage de fréquence de Rabi Ωi. Le désaccord entre
cette onde et la fréquence de résonance atomique ω0i est noté : δi = ωi − ω0i. Contrairement
au chapitre précédent sur le STIRAP, le système forme une échelle et donc les fréquences des
résonances atomiques sont déﬁnies par ω01 = 1 − g et ω02 = g − 2 (notons que les  sont
en unité de fréquence). L'approximation de l'onde tournante mène à un hamiltonien légèrement








Après transformation de notre hamiltonien avec l'opérateur unitaire Û =




 2φ˙1 + 2δ1 Ω1 0Ω1 0 Ω2
0 Ω2 −2φ˙2 − 2δ2
 (6.2)
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qui permet de décrire le système en échelle dans lequel nous eﬀectuons les impulsions à deux
photons.
6.1.1.2 Oscillations de Rabi à deux photons
Nous introduisons le désaccord par rapport au niveau intermédiaire ∆ ainsi que l'écart à la
condition de résonance Raman δ. Nous avons donc δ1 = ∆ et δ2 = δ−∆. L'hamiltonien de cette


















La partie Ĥ0 est similaire à celle du STIRAP (5.7) mis à part la substitution ∆ ← −∆, cela
nous permet de réutiliser les vecteurs et énergies propres du chapitre sur le STIRAP.
Nous cherchons à montrer l'analogie entre une impulsion à deux photons avec |∆|2  Ω21,Ω22
et une impulsion à un photon. Pour expliquer comment mener le calcul aboutissant aux oscilla-
tions de populations, considérons un cas simple où la condition de résonance Raman est vériﬁée,
i.e. δ = 0. Un vecteur d'état quelconque évolue de la manière suivante :











∣∣i(0)〉, avec i = {0,+,−}, sont les énergies et vecteurs propres de Ĥ0. Mis à part
la substitution ∆ ← −∆ ils sont donnés par les équations (5.8) à (5.13). La condition initiale
























2. Pour calculer la population dans l'état ﬁnal |e2〉, nous avons besoin
de faire l'hypothèse d'un grand désaccord par rapport au niveau intermédiaire, i.e. |∆|2  Ω21,Ω22.
Cette hypothèse est tout à fait justiﬁée car, pour simuler le système à deux niveaux nécessaire à
la séquence de type Ramsey décrite dans le chapitre 2, nous cherchons à mettre les atomes dans
une superposition cohérente des seuls états |e1〉 et |e2〉 tout en minimisant la contamination par
l'état intermédiaire |g〉. Une fois cette approximation faite il est possible de calculer la population
dans l'état |e2〉 en développant les énergies propres à l'ordre 1 en Ω20/∆2 et les ck à l'ordre 0.
Tout calcul fait, nous obtenons :














1. Nous considérons deux ondes de fréquences constantes, i.e. φ˙1 = φ˙2 = 0.
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Le calcul précédent peut s'étendre à un désaccord Raman non nul. Dans le cas |δ|  |Ω1|, |Ω2|,
























où nous avons déjà développé les énergies propres à l'ordre 1 en Ω20/∆
2. Nous ne considérons pas
la correction des vecteurs propres induite par l'ajout de la perturbation Ŵ car seule la fréquence
des oscillations de Rabi nous intéresse 3. En procèdent comme pour le cas δ = 0 nous obtenons











Ω2R + (δ − δ21)2t
)]
(6.10)









Ω2R + (δ − δ21)2t
)]
(6.11)
Pg(t) = 0 (6.12)
Le terme δ21 peut eﬀectivement s'interpréter comme un déplacement lumineux car il en a
bien la forme et nous sommes bien dans le cas où le désaccord des deux ondes par rapport à
leur transition atomique respective est grand devant leur fréquence de Rabi. L'existence de ce
déplacement lumineux est un inconvénient pour la réalisation d'une horloge (au moins pour son
exactitude) mais il peut être minimisé en rendant les deux fréquences de Rabi Ω1 et Ω2 les plus
égales possibles. Bien sûr expérimentalement, pour assurer la stabilité d'une horloge ou d'un
capteur inertiel, cela nécessite de réduire les ﬂuctuations de puissance des chaînes de fréquences
utilisées pour la génération des deux ondes.
6.1.2 Oscillations de Rabi - protocole et mesures
Dans ce chapitre nous mesurons la valeur du champ magnétique au fond du piège, cela
nous sert d'information de départ pour régler la fréquence du champ à utiliser pour induire des
oscillations de Rabi dans notre système.
Les impulsions pi/2 utilisées sont à deux photons, l'un est dans le domaine radio-fréquence,
c'est la pulsation ω1 de la ﬁgure 6.1, l'autre est dans le domaine micro-onde, c'est la pulsation
2. Pour aider le lecteur motivé à faire le calcul, remarquons que : (Ω20/4/∆)
2 = Ω2R + δ
2
21
3. Notons que si nous regardons la correction à l'ordre zéro en Ω20/∆
2, alors la corrections à l'ordre 1 en δ/Ω0
des vecteurs propres est nulle.
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ω2 de la ﬁgure 6.1. Dans toutes les expériences décrites dans la suite, la fréquence du photon ω1
est ﬁxée à 1 MHz, c'est la fréquence du photon ω2 qui est variée aﬁn d'accorder la fréquence de
l'impulsion de Rabi avec la fréquence de la transition atomique |1,−1〉 ↔ |2, 1〉 pour un champ
magnétique donné. L'onde ω1 est envoyée aux atomes par la même boucle de courant que le
couteau radio-fréquence (cf chapitre 4). L'onde de fréquence ω2 est générée par la chaîne de
fréquence micro-onde du STIRAP (cf chapitre 5), les phases entre les signaux I et Q à l'entrée
du modulateur 4 sont réglées pour privilégier la bande latérale inférieure, et le signal micro-onde
résultant est envoyé aux atomes par le cornet déjà utilisé pour le STIRAP. L'impulsion de Rabi
est réalisée dans un piège légèrement modiﬁé (après le STIRAP) par rapport au piège d'imagerie
(cf chapitre 4), cela permet de choisir le champ magnétique au fond du piège. Les oscillations de
Rabi sont optimisées pour plusieurs valeurs de ce champ.
Expérimentalement pour changer le champ magnétique au fond du piège, seul un des champs
de biais du dimple, dit d'imagerie, est changé (cf chapitre 4 et annexe A.6) : c'est le paramètre
IBvar de la ﬁgure 6.3.a. On pourrait s'inquiéter que le changement de IBvar ne change pas
seulement le champ de biais au fond du piège. Il n'en est rien : la position du piège change de
moins de 1 µm d'après la simulation et les fréquences changent de moins de 5 Hz toujours d'après
la simulation.


























Figure 6.2  Signal d'absorption des atomes dans l'état |2, 2〉 [u.a.] en fonction de la fréquence
du couteau radio-fréquence Fstop [MHz]. (a) IBvar = 0, 0 A, (b) IBvar = 0, 4 A et (c) IBvar =
0, 8 A. Les cercles bleus sont les données expérimentales et les lignes rouges sont des ajustements
lorentziens de la résonance.
Pour trouver la bonne fréquence pour l'impulsion de Rabi, il est nécessaire de mesurer le
champ magnétique au fond du piège. Cela est fait par spectroscopie radio-fréquence sur la ﬁgure
6.2. Un couteau radio-fréquence de fréquence constante est appliqué aux atomes. Quand il est
à résonance sur la transition |2, 1〉 ↔ |2, 2〉, il induit des pertes atomiques qui sont mesurées en
comptant le nombre d'atomes restant dans |2, 2〉 après son application. La fréquence correspon-
dant au minimum du signal d'absorption est traduite en champ magnétique sur la ﬁgure 6.3.a
(les valeurs sont données dans la table 6.1) en tenant compte des corrections de Breit-Rabi. Cela
permet de connaître la fréquence de la transition |1,−1〉 ↔ |2, 1〉 ftrans (cf ﬁgure 6.3.b) et d'avoir
un point de départ pour maximiser le contraste des oscillations de Rabi.
4. Les signaux I et Q sont à une fréquence de 900 kHz.
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Figure 6.3  (a) Etalonnage du champ magnétique au fond du piège Bbottom [G] en fonction du
paramètre expérimental IBvar [A]. Le champ magnétique au fond du piège est déduit de la position
des minima des signaux d'absorption de la ﬁgure 6.2. (b) Fréquence de la transition ftrans entre
les niveaux |1,−1〉 et |2, 1〉 en fonction du champ magnétique au fond du piège mesuré sur la
partie (a) de la ﬁgure. f0 correspond à la fréquence de la transition pour un champ magnétique
de 3,229 G.
La maximisation du contraste des oscillations de Rabi passe par la minimisation de la fré-
quence des oscillations de Rabi 5 à deux photons ΩR, cf équations (6.10) et (6.11). Pour plusieurs
valeurs de la fréquence de l'impulsion de Rabi f = (ω1 + ω2)/(2pi), la fréquence des oscillations
de Rabi est relevée (cf ﬁgure 6.5). Les données obtenues sont ajustées par une loi de forme√
Ω22 + (δ − δ21)2. Cela permet d'en déduire la fréquence fosc = (ω1 + ω2)/(2pi) maximisant le
contraste des oscillations de Rabi. La fréquence fosc de l'impulsion est alors décalée du déplace-
ment lumineux, cf équation (6.8), par rapport à la fréquence sans champ ftrans, d'où une mesure
de ce déplacement lumineux δ21 = ftrans − fosc. Nous n'avons pas cherché à minimiser ce dé-
placement lumineux car il est suﬃsamment stable pour les études de contraste réalisées dans la
suite. Enﬁn un exemple d'oscillations de Rabi typique est représenté sur la ﬁgure 6.4.
Cette recherche de la fréquence des oscillations de Rabi fosc est réalisée pour trois valeurs
diﬀérentes du champ magnétique au fond du piège. Les valeurs trouvées pour fosc et ΩR ainsi
que la fréquence de transition ftrans sont reportées dans la table 6.1.
6.2 Franges de Ramsey en fonction de la fréquence
Une fois les paramètres des oscillations de Rabi déterminés, il est possible de réaliser des
impulsions pi/2 et ainsi de construire une séquence d'interférométrie de type Ramsey. C'est un
interféromètre dans l'espace des spins. Pour cela une première impulsion pi/2, de l'oscillateur local
à la fréquence f = (ω1 +ω2)/(2pi), est appliquée aux atomes. Ensuite, nous attendons un certain
temps d'évolution libre Tr pour que les atomes et l'oscillateur local accumulent une certaine
phase. Enﬁn, une seconde impulsion de l'oscillateur local à la même fréquence f est appliquée
5. Une fréquence est plus simple à mesurer précisément qu'un contraste.
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Figure 6.4  Exemple d'oscillations de Rabi.
Population des deux niveaux |1,−1〉 et |2, 1〉
(la somme est normalisée à un) en fonction de
la durée de l'impulsion de Rabi tRabi [ms].























Figure 6.5  Fréquence des oscillations de Rabi
√
Ω2R + (δ − δ21)2/(2pi) [Hz] en fonction du
décalage, par rapport à 6,834 678 GHz, de la fréquence de l'impulsion de Rabi f [Hz]. (a), (b)
et (c) correspondent à diﬀérents champs magnétiques au fond du piège. (a) pour IBvar = 0, 0 A,
(b) pour IBvar = 0, 4 A et (c) pour IBvar = 0, 8 A.
aux atomes. Cela permet de transcrire sur les populations atomiques la diﬀérence entre les deux
phases acculées. Les populations dans les deux états sont détectées pour mesurer la diﬀérence
entre les deux phases (voir le chapitre 4 pour une description du système de détection). La mesure
des populations dans les deux états sert à connaître le nombre total d'atomes pour normaliser
les mesures de population.
Nous regarderons tout d'abord les franges en fonction de la fréquence de l'oscillateur local f
comme cela est nécessaire pour la réalisation d'une horloge atomique ou de notre accéléromètre.
Ensuite nous les regarderons en fonction du temps d'interrogation pour étudier le temps de
décroissance du contraste et vériﬁer sa dépendance avec la symétrie des pièges telle que prédite
dans le chapitre 2.
6.2.1 Oscillations en fonction de la fréquence
Dans ce paragraphe, nous présentons les oscillations des populations atomiques en fonction
de la diﬀérence entre les phases accumulées par les atomes et par l'oscillateur local. Pour varier
cette diﬀérence de phases nous changeons la fréquence fosc de l'oscillateur local.
Sur la ﬁgure 6.6 un exemple de franges de Ramsey en fonction de la diﬀérence de fréquence
entre l'impulsion de Rabi et la transition atomique ftrans est représenté. Le temps d'interrogation
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IBvar [A] Valeur Erreur
0,0 1,718 0,008
Fminstop [MHz] 0,4 1,997 0,005
0,8 2,282 0,007
0,0 2,456 0,012
Bbottom [G] 0,4 2,859 0,006
0,8 3,264 0,009
0,0 371,3 8,0
ftrans [Hz] + 6,834 678 GHz 0,4 172,6 1,9
0,8 114,1 0,3
0,0 215,3 3,3
fosc [Hz] + 6,834 678 GHz 0,4 86,6 4,5
0,8 32,9 2,2
0,0 500,7 1,9
ΩR/(2pi) [Hz] 0,4 331,0 3,1
0,8 261,0 1,3
Table 6.1  FMinStop correspond à la position du minimum du signal d'absorption sur la ﬁgure 6.2 et
Bbottom au champ magnétique correspondant. ftrans est la fréquence (sans champ radio-fréquence
et micro-onde) de la transition entre les niveaux |1,−1〉 et |2, 1〉 au champ magnétique Bbottom.
fosc est la fréquence du champ oscillant minimisant la fréquence des oscillations de Rabi, déduite
de la ﬁgure 6.5, et ΩR/(2pi) correspond à la fréquence minimale de ces oscillations (les valeurs
de ce dernier paramètre ne sont pas utilisées dans le suite de la discussion mais sont données par
souci de complétude).
est Tr = 10 ms, donc d'après l'équation (2.55) il doit y avoir une frange tous les 1/Tr = 100 Hz.
Expérimentalement, en ajustant des données, une frange déﬁle tous les 93,4 Hz. Sur la ﬁgure
6.6 l'enveloppe des franges n'est pas visible, elle l'est sur la ﬁgure 6.7. Sur cette dernière ﬁgure,
le temps d'interrogation est changé à 2 ms pour ne pas avoir trop de franges à échantillonner
et pouvoir vériﬁer la forme de l'enveloppe sans avoir trop de points expérimentaux 6. La largeur
de l'enveloppe est d'environ 2 kHz cela correspond bien à 1/(500 µs), où 500 µs est la durée de
l'impulsion de Rabi. Un ajustement de ces données est réalisé à l'aide de l'équation (2.61) où
la température est considérée comme nulle. L'ajustement correspond bien aux données et des
oscillations ayant moins de 10% de contraste sont même visibles.
6.2.2 Vers une horloge, variance d'Allan
En se plaçant au champ magnétique, dit magique, 3,23 G, il a été remarqué dans la référence
[Harber et al., 2002] que la fréquence de la transition |1,−1〉 ↔ |2, 1〉 présente un minimum ce qui
permet de la rendre peu sensible aux ﬂuctuations du champ magnétique, mais son utilisation pour
en faire une horloge est écartée car sa stabilité n'atteindrait pas celle d'une fontaine atomique
[Harber et al., 2002]. L'idée de la réalisation d'une horloge avec des atomes piégés a été reprise
dans les références [Treutlein et al., 2004, Treutlein, 2008]. Grâce à l'utilisation du champ ma-
gique, ainsi qu'à des temps d'interrogations de Ramsey de plusieurs secondes, une stabilité de 1, 7·
6. Trop de points expérimentaux rendent la mesure longue et donc la probabilité d'une dérive de l'expérience
augmente.
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Figure 6.6  Franges de Ramsey pour IBvar = 0, 0 A. Population dans les deux niveaux |1,−1〉
(en bleu) et |2, 1〉 (en rouge) en fonction de la fréquence des deux impulsions de Rabi fosc [Hz].
La durée des impulsions pi/2 est de 500 µs et le temps de Ramsey est de 10 ms. Les cercles
correspondent aux données expérimentales et les lignes sont des ajustements sinusoïdaux.





Figure 6.7  Franges de Ramsey pour IBvar = 0, 0 A. Population dans le niveau |1,−1〉 en
fonction de la fréquence des deux impulsions de Rabi fosc [Hz]. La durée des impulsions pi/2
est de 500 µs et le temps de Ramsey est de 2 ms. Les cercles bleus correspondent aux données
expérimentales et la ligne rouge est un ajustement avec l'équation (2.61).
10−11 à une seconde, avec un plancher de bruit de ﬂicker de fréquence à 8·10−13, atteint en 1000 se-
condes, a été réalisée. Cette idée ainsi que l'ajout de la compensation des variations de la fréquence
de transition à travers le nuage, dues à des variations de la densité, par un léger décalage (environ
10 mG), du champ au fond du piège, en-dessous du champ magique [Lewandowski et al., 2002],
est reprise dans la référence [Rosenbusch, 2009]. La découverte de l'identical spin rotation ef-
fect (ISRE) [Deutsch et al., 2010, Deutsch, 2011, Kleine Büning et al., 2011] a permis de réa-
liser des temps de cohérence de l'ordre de la minute. L'utilisation de cet eﬀet dans une hor-
loge à atomes piégés [Lacroûte et al., 2010, Ramirez-Martinez et al., 2011] permet une stabilité
de fréquence de 1, 5 · 10−12 à une seconde, s'intégrant à 7 · 10−14 en 1000 secondes, mais au
prix un oscillateur local avec un bruit très faible à basse fréquence. Récemment ces perfor-
mances ont été portées à 7, 2 · 10−13 à une seconde avec un plancher de bruit de ﬂicker de
fréquence de 8 ·10−14 atteint après 100 secondes d'intégration. Une analyse de l'inﬂuence des dif-
férents paramètres expérimentaux sur la stabilité d'une telle horloge se trouve dans les références
[Reinhard, 2009, Deutsch, 2011, Szmuk et al., 2015].
CHAPITRE 6. FRANGES DE RAMSEY ET ÉTUDE DU CONTRASTE 190
Ici nous ne cherchons pas à réaliser une horloge aussi stable. Nous allons seulement mesurer
la variance d'Allan [Allan, 1966, Riehle, 2006, Riley, 2008] de la référence de fréquence fournie
par les atomes pour caractériser la stabilité de notre expérience.
Soient : τ0 la durée d'une mesure élémentaire de fréquence (un cycle préparation-interrogation-
détection des atomes) et yi le ième échantillon de mesure de la fréquence relative sur la durée
τ0. En supposant qu'il n'y a pas de temps mort entre les mesures, la variance d'Allan avec des
échantillons sans recouvrement est alors déﬁnie par [Riley, 2008] :









où Mn = E(N/n) est le nombre d'échantillons disponibles de mesure de fréquence relative
moyennée sur le temps τ = nτ0 (réalisé sans recouvrement des mesures élémentaires yi), avec
E(X) la partie entière et X le nombre total d'échantillons yi. Les moyennes des échantillons de







Pour diminuer le bruit sur la mesure de la variance d'Allan, il est possible d'utiliser la variance
d'Allan avec recouvrement des échantillons, elle est déﬁnie par [Riley, 2008] :
σ2y(τ = nτ0) =
1






Les deux variances d'Allan déﬁnies précédemment ne permettent pas de distinguer entre le bruit
de ﬂicker sur la phase et le bruit blanc de phase. Pour ces types de bruits, elles ont toutes les
deux un comportement en σ2y(τ) ' 1/τ2. Pour les distinguer il est utile de calculer la variance
d'Allan modiﬁée, elle est déﬁnie par [Riley, 2008] :
σ2y(τ = nτ0) =
1









Nous avons représenté sur la ﬁgure 6.8 les trois écart-types d'Allan correspondant aux trois
déﬁnitions précédentes. La mesure est réalisée en détectant les deux états de l'interféromètre,
abstraction faite du déplacement par collision, cela permet d'éviter qu'une variation du nombre
d'atomes utilisés entre deux mesures de phases consécutives ne soit vue comme une variation de la
fréquence de transition atomique [Treutlein, 2008, Santarelli et al., 1999]. Les ﬂuctuations de la
fréquence de transition sont suivies en supposant que l'oscillateur local, servant à la génération
des deux impulsions pi/2, est plus stable que la fréquence atomique suivie (c'est une horloge
atomique en boucle ouverte). L'utilisation d'un champ magnétique loin du champ magique,
2,446 G, c'est celui du piège pour le transfert STIRAP, limite la mesure. En eﬀet, le bruit sur le
champ magnétique 2,5 mG (cf chapitre 5) se transcrit en un bruit d'environ 2 Hz sur la fréquence
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de la transition, soit 3 · 10−10 en relatif. Cela correspond bien au premier point de l'écart-type
d'Allan reporté sur la ﬁgure 6.8. Cet écart-type d'Allan décroit en 1/τ1/2 jusqu'à environ 1000 s,
cela est caractéristique d'un bruit blanc de fréquence [Riehle, 2006]. Ensuite la remontée est en
τ1/2 caractéristique d'un bruit de marche aléatoire sur la fréquence [Riehle, 2006]. Le plancher
de bruit de ﬂicker de fréquence est très peu visible entre les deux.




Figure 6.8  Ecart-type d'Allan σy(τ) (en
fréquence relative) en fonction du temps d'in-
tégration τ [s]. Rouge : écart-type d'Allan avec
des échantillons sans recouvrement (6.13).
Bleu : écart-type d'Allan avec recouvrement des
échantillons (6.15). Vert : écart-type d'Allan
modiﬁé (6.16)
6.2.2.1 Eﬀet du temps d'interrogation de Ramsey
Dans la suite de ce chapitre nous reportons, au voisinage du champ magique, une absence
de décroissance du contraste avec un temps de Ramsey de 600 ms, laissant espérer des temps
de cohérence d'une seconde (cf ﬁgure 6.14.c). Par rapport au temps de Ramsey de 25 ms utilisé
pour les mesures de la ﬁgure 6.8, cela permettrait un gain d'un facteur 40, faisant descendre le
premier point de l'écart-type d'Allan à 5 · 10−12. Cela est similaire aux valeurs reportées dans
la référence [Treutlein, 2008] sans blindage magnétique. L'ajout d'un blindage magnétique et
d'alimentation de courant plus stable permettrait de gagner encore en stabilité. La mesure de
cette stabilité passe par l'utilisation d'une référence plus stable que celle actuellement disponible
au laboratoire 7.
6.2.2.2 Eﬀet du temps de cycle T
Dans le cas où un temps mort non nul existe entre les mesures des yi, ce qui est le cas
dans notre interféromètre où il correspond à la préparation des atomes (pour la mesure de la
ﬁgure 6.8 le temps de cycle est de 47 s et le temps de Ramsey de 25 ms), les variances d'Allan
calculées avec les équations (6.13), (6.15) et (6.16) correspondent à σ2y(T, nτ0) où T est la durée
d'un cycle d'une mesure élémentaire d'un yi, i.e. la durée entre deux interrogations consécutives
de Ramsey et τ0 est le temps eﬀectif de la mesure de fréquence, i.e. le temps d'interrogation
de Ramsey. La fonction de biais B2 introduite par Barnes (voir les références [Barnes, 1972,
Barnes et Allan, 1990, Riley, 2008]) permet d'extrapoler la variance d'Allan avec n'importe quelle
7. La référence utilisée est le système GPS-10 de Menlo-Systems, qui est à 5 · 10−12 à une seconde et descend
sous les 10−12 après 1000 s d'intégration.
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valeur de cycle T à partir d'une mesure pour un temps de cycle donnée. B2 est déﬁnie comme le





où r = T/τ0. L'expression analytique et une table de valeurs de B2 peuvent être trouvées dans
les références [Barnes, 1972, Barnes et Allan, 1990]. La valeur de µ se déduit du comportement
de σy(τ) avec τ , voir la table 6.2.
σy(τ) ∝ τ1/2 ∝ τ0 ∝ τ−1/2 ∝ τ−1
µ 1 0 -1 -2
Table 6.2  Correspondance entre le comportement de l'écart-type d'Allan (avec ou sans recou-
vrement des échantillons) et la valeur du paramètre µ utilisé dans l'évaluation des fonctions de
biais.
Le temps de mesure d'un yi est de 47 s, soit r1 = T1/τ0 = 47 s/25 ms = 1880. Ce temps de
mesure est limité par le chauﬀage par eﬀet Joule de la puce atomique. Un meilleur système de
refroidissement permettrait de descendre ce temps de cycle à 2 s, soit r2 = T2/τ0 = 2 s/25 ms =
80. La fonction B2 permet de prédire l'écart-type d'Allan à partir de la ﬁgure 6.8. Il suﬃt de
multiplier les valeurs de cette ﬁgure par
√
B2(r2, µ)/B2(r1, µ), soit par 1 pour la partie en τ−1/2,
par environ
√
4/6, 5 pour la partie en τ0 et par environ
√
95/3000 pour la partie en τ1/2. Ainsi
l'erreur relative minimale atteinte après intégration ne sera pas diminuée de beaucoup, mais la
remontée partira de plus bas permettant de rester plus longtemps au plancher du bruit de ﬂicker
de fréquence (deux décades de plus).
En pratique, pour améliorer l'écart-type d'Allan mesuré, il faut à la fois diminuer le temps de
cycle T et augmenter le temps d'interrogation de Ramsey τ0. Cette amélioration de la variance
d'Allan passe par une meilleure dissipation thermique de la puce atomique et par l'ajout d'un
blindage magnétique et l'utilisation d'alimentations de courant plus stables pour améliorer la
stabilité du champ magnétique au niveau des atomes.
6.3 Franges de Ramsey en fonction du temps
Bien que n'étant pas directement utiles pour la réalisation d'un capteur (horloge, accéléro-
mètre ou gyroscope), les franges de Ramsey en fonction du temps d'interrogation nous renseignent
sur certaines caractéristiques de notre capteur : i) le déplacement lumineux induit par les im-
pulsions du champ oscillant ainsi que ii) la décroissance temporelle du contraste des franges de
Ramsey.
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6.3.1 Mesurer le déplacement lumineux induit par l'impulsion à deux photons
Comme nous l'avons vu dans le paragraphe 6.1.1.2, l'impulsion pi/2 à deux photons induit
un déplacement δls = ωls0 − ω0 de la fréquence de résonance atomique. Nous allons voir que, ce
déplacement se répercute sur le fréquence de déﬁlement des franges de Ramsey. Nous avons noté
ω0 la fréquence atomique sans appliquer l'impulsion de Rabi et ωls0 en l'appliquant. Si nous n'y
prenons pas garde, ce déplacement peut facilement être de l'ordre de la centaine de Hertz. Il
est donc important de pouvoir le mesurer et de rétroagir sur les fréquences de Rabi des ondes
utilisées pour les rendre égales et ainsi minimiser ce déplacement.
Nous proposons de mesurer ce déplacement avec une séquence de type Ramsey. En eﬀet en
suivant la population dans les deux niveaux de l'interféromètre en fonction du temps de Ramsey
T , les franges de Ramsey oscillent à la fréquence du déplacement lumineux. Pour le voir reprenons
le calcul déjà eﬀectué dans la section 2.2.1 en prenant ωls0 pour la fréquence atomique lors de
l'application des impulsions pi/2 et ω0 et hors des impulsions. Tout calcul fait nous aboutissons












En réglant l'impulsion pi/2 de telle façon que ω = ωls0 , comme décrit dans le paragraphe 6.1.2,
les oscillations temporelles des franges de Ramsey sont à la fréquence du déplacement lumineux.
Expérimentalement nous pouvons varier la puissance envoyée aux antennes radio-fréquence et
micro-onde pour minimiser ce déplacement lumineux.
6.3.2 Une mesure du déplacement lumineux
Comme expliqué dans le paragraphe 6.3.1, une fois la fréquence de Rabi réglée pour être en
résonance avec la fréquence atomique décalée (décalée par la présence du champ de l'impulsion)
(cf paragraphe 6.1.2), la fréquence des franges de Ramsey en fonction du temps correspond au
déplacement lumineux (cf paragraphe 6.3.1). Ainsi, dans le tableau 6.3, nous comparons cette
fréquence avec le déplacement lumineux donné par |fRabi−ftrans|. Nous constatons un bon accord
entre les valeurs sauf pour IBvar = 0, 4 A, désaccord que nous ne savons pas expliquer.
IBvar [A] fréquence d'oscillation des franges de Ramsey |fRabi − ftrans|
0,0 A 150± 3 Hz 156, 0± 11, 4 Hz
0,4 A 99, 0± 1, 5 Hz 86, 0± 6, 4 Hz
0,8 A 82, 6± 1, 0 Hz 81, 1± 1, 7 Hz
Table 6.3  Fréquence d'oscillation des franges de Ramsey en fonction du champ magnétique au
fond du piège et comparaison avec la diﬀérence entre la fréquence de l'impulsion de Rabi (réglée
de la façon décrite dans le paragraphe 6.1.2) et la fréquence de la transition atomique sans champ.
CHAPITRE 6. FRANGES DE RAMSEY ET ÉTUDE DU CONTRASTE 194
6.3.3 Vers une étude du contraste
Connaître le temps de décroissance du contraste de notre accéléromètre est un point im-
portant. En eﬀet, comme nous l'avons vu à la ﬁn du chapitre 3, cela permet de prédire ses
performances. Confronter ces prédictions à l'expérience est encore plus important, c'est l'objet
des paragraphes suivants. Nous mesurerons la décroissance du contraste en fonction de la tem-
pérature du gaz atomique et de la symétrie entre les pièges. Nous comparerons ces mesures avec
les prédictions théoriques, faites au chapitre 2, sur le temps de décroissance du contraste.
6.3.3.1 Protocole et résultats
L'étude de la variation du contraste en fonction de la symétrie entre les pièges pour les deux
états internes |1,−1〉 et |2, 1〉, nécessite de faire varier expérimentalement cette symétrie. Cela
est fait en variant le paramètre IBvar qui contrôle un des champs de biais du piège dimple et
donc contrôle le champ magnétique au fond du piège. Plus nous nous rapprochons du champ
magnétique magique, 3,23 G, plus les moments magnétiques eﬀectifs 8 des deux états |1,−1〉 et
|2, 1〉 sont identiques et moins une petite variation du champ magnétique (sa courbure) autour
du minimum du piège aura d'eﬀet sur la symétrie (la diﬀérence de courbure) des deux potentiels.
Ainsi, comme cela est présenté sur la ﬁgure 6.9, aux environs du champ magnétique magique,
les deux potentiels sont symétriques et loin de cette valeur ils sont dissymétriques. L'évolution
et les valeurs du paramètre d'asymétrie sont les mêmes dans les trois directions propres du
piège. Le calcul numérique de la ﬁgure 6.9 est fait en utilisant la simulation complète du champ
magnétique, ainsi que les équations de Breit-Rabi (3.16) et (3.17) pour calculer les potentiels.
Un petit modèle analytique peut être dérivé pour décrire cet eﬀet. Considérons les équations
(3.26) et (3.27) donnant les énergies des niveaux fondamentaux du Rubidium à l'ordre deux en
champ magnétique. Considérons aussi que le champ magnétique créant le piège est de la forme
B(x) = B0 + (∂
















où B0m est la valeur du champ magnétique magique déﬁnie par l'équation (3.28). La fréquence






























8. Le moment magnétique eﬀectif est déﬁni comme µF,mF = ∂EF,mF /∂B(|B0|), où les énergies EF,mF sont
calculées avec les formules de Breit-Rabi.
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Nous retrouvons bien la description qualitative du paragraphe précédent ainsi que la simulation
de la ﬁgure 6.9. Cette dernière équation laisse penser que, pour un champ magnétique égale
à la valeur du champ magique, les pièges sont parfaitement symétriques. Il n'en est rien, des
corrections d'ordres supérieurs, non prises en compte dans ce modèle, sont présentes dans les
équations de Breit-Rabi et empêchent l'annulation complète de δω/ω pour un champ magnétique
égale au champ magique.
Pour vériﬁer la loi sur le contraste (équation (2.99)), il convient de varier aussi la température
du nuage 9. En changeant la fréquence de ﬁn de la rampe d'évaporation, la température est ajustée
sur une décade, entre 100 nK et 1 µK soit de une à dix fois la température de condensation, voir
la ﬁgure 6.10. L'incertitude sur la température est importante : cela est dû à l'absence de blindage
magnétique et aux bruits sur les alimentations de courants qui entraînent des ﬂuctuations de la
valeur du champ magnétique au fond du piège. Comme la fréquence du couteau radio-fréquence ne
ﬂuctue pas, cela entraîne des ﬂuctuations de la température. Aucune augmentation signiﬁcative
de la température n'a été mesurée sur une durée de 600 ms, ce qui correspond aux plus longues
séquences de Ramsey réalisées pour mesurer le contraste.















Figure 6.9  Paramètre d'asymétrie δωi/ωi entre les potentiels (diﬀérence de courbures) pour
|1,−1〉 et |2, 1〉 [%] suivant les diﬀérents axes propres des potentiels en fonction du minimum
du module du champ magnétique B0 [G]. (a), (b) et (c) représentent les trois axes propres des
potentiels. Ces données sont issues de la simulation complète des potentiels.





























Figure 6.10  Température T [nK] pour l'état |2, 1〉 dans le piège où les franges de Ramsey
sont réalisées, en fonction de la fréquence de ﬁn de la rampe d'évaporation Fstop [MHz]. (a) pour
Ibvar = 0, 0 A, soit B0 = 2, 456± 0, 012 G, (b) pour Ibvar = 0, 4 A, soit B0 = 2, 859± 0, 006 G,
et (c) pour Ibvar = 0, 8 A, soit B0 = 3, 264± 0, 009 G.
9. La température est mesurée sur le maximum de la densité optique (pour des temps de vol compris entre 8
et 12 ms) comme expliqué dans l'annexe C.
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Pour diﬀérents couples température - symétrie des pièges, nous enregistrons les franges de
Ramsey (cf ﬁgure 6.14) où, pour normaliser la mesure, les atomes dans les deux états |2, 1〉
et |1,−1〉 sont comptés (cercles bleus et rouges sur la ﬁgure 6.14). L'enveloppe des franges
est extraite en utilisant un ﬁltrage de type Hilbert, puis cette enveloppe est ajustée par une
exponentielle, i.e. exp(−t/tc). Les résultats de ces ajustements sont les courbes vertes sur la
ﬁgure 6.14. Le temps de décroissance tc à 1/e du contraste est ensuite considéré comme ﬁxé
pour être utilisé dans l'ajustement sinusoïdal des franges de Ramsey (lignes bleus et rouges sur
la ﬁgure 6.14). Qualitativement quand la température et l'asymétrie δω/ω diminuent le temps
de décroissance du contraste augmente. Une précision s'impose : nous mesurons un temps de
décroissance du contraste et non un temps de décohérence des franges. En eﬀet, comme cela est
visible sur, par exemple, la ﬁgure 6.14.a, les ﬂuctuations du champ magnétiques entraînent une
décohérence des franges pour les longs temps d'interrogations. Cette décohérence plus rapide
que la chute de contraste n'empêche pas d'examiner ce dernier. Pour un temps d'interrogation
ﬁxé, une ﬂuctuation du champ magnétique entraîne une ﬂuctuation de la fréquence des franges
de Ramsey. Ainsi le ratio des populations ﬂuctue d'une mesure à l'autre. Si les ﬂuctuations du
champ magnétique sont telles qu'elles entrainent une ﬂuctuation de plus de pi sur la diﬀérence
entre la phase atomique et la phase de l'oscillateur local, i.e. (ω − ω0)T , alors les bornes des
ﬂuctuations du ratio de population permettent de mesurer le contraste des franges de Ramsey,
même si ces dernières sont complètement brouillées.

















Figure 6.11  Mesure (croix bleus) du temps de décroissance du contraste des franges de Ramsey
tc [ms] en fonction de la température du nuage atomique T [nK]. (a) B0 = 2, 456± 0, 012 G, (b)
B0 = 2, 859 ± 0, 006 G et (c) B0 = 3, 264 ± 0, 009 G. Les lignes bleues sont un ajustement des
données par la loi ~ω/(δωkT ), équation (2.99), les lignes bleues ciels pointillées correspondent aux
barres d'erreurs de cet ajustement. Lignes noires pointillées : équation (2.99) avec la diﬀérence
de courbure simulée δω/ω.
IBvar [A] 0,0 0,4 0,8
B0 mesuré [G] 2, 456± 0, 012 2, 859± 0, 006 3, 264± 0, 009
δω/ω simulé [%] 0,47 0,23 0,023
δω/ω ajusté [%] 0,33±0,03 0,092±0,015 0,033±0,004
Table 6.4  Comparaison entre l'asymétrie δω/ω simulée et ajustée pour les trois pièges dans
lesquels sont réalisées les mesures de temps de décroissance du contraste.
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Une étude quantitative de cette décroissance de contraste est présentée, pour trois valeurs de
δω/ω, sur la ﬁgure 6.11. Le temps de décroissance du contraste est multiplié par un facteur dix
quand la symétrie δω/ω est améliorée d'un facteur dix, cf ﬁgures 6.11.a et 6.11.c. Ces mesures
sont ajustées par la loi (2.99), tc ∼ ~ω/(δωkT ), où δω/ω est le paramètre ajusté. L'ordre de
grandeur de la valeur ajustée de δω/ω correspond à la simulation (cf table 6.4). Notons qu'un
accord quantitatif est impossible car les pré-facteurs sont omis dans la loi (2.99), mais que cette
dernière décrit très bien le comportement de la décroissance du contraste. Au premier ordre les
valeurs du temps de décroissance, pour une symétrie donnée, diminuent en 1/T , mais une erreur
systématique apparaît sur les trois ﬁgures 6.11.a, 6.11.b et 6.11.c. Aux températures faibles,
. 200 nK, le temps mesuré est supérieur à celui prédit et pour des températures élevées,
& 500 nK, il est inférieur à la prédiction. Il n'est pas clair de savoir si cela est dû à un artefact
venant de la manière de prendre et d'analyser les données ou si cela est dû à un eﬀet physique
non pris en compte dans la loi (2.99). Une hypothèse peut toutefois être formulée : plus le gaz est
chaud, plus il voit des régions du piège loin du minimum. Ainsi il peut voir des non-harmonicités
du piège, qui n'ont aucune raison d'être les mêmes pour les deux états, et qui ne sont pas prises
en compte dans l'équation (2.99) pour la décroissance du contraste 10.
6.3.3.2 Identical spin rotation eﬀect
Quand nous changeons la température du nuage, en changeant la fréquence de ﬁn de l'évapo-
ration, nous changeons en même temps la densité atomique, nous devons donc nous intéresser aux
eﬀets de la densité sur le contraste. Un de ces eﬀets est l'identical spin rotation eﬀect, ou ISRE.
Plusieurs fois observé [Deutsch et al., 2010, Deutsch, 2011, Kleine Büning et al., 2011], c'est un
eﬀet de certaines collisions qui permettent de limiter la décroissance du contraste des franges de
Ramsey. Il fonctionne comme expliqué dans les paragraphes suivants.
Plaçons nous dans le régime des collisions froides, c'est le régime où la longueur d'onde
thermique de De Broglie λT est supérieure à la longueur de diﬀusion dans l'onde s. Il peut
être atteint 11 avant le régime de dégénérescence quantique (i.e. λ3Tn  1, où n est la densité
moyenne du gaz). Le gaz est alors bien décrit par un ensemble de particules classiques, hormis
pour les événements de diﬀusion où la nature quantique des collisions ne peut pas être négligée
[Walraven, 2010]. Lors d'une collision vers l'avant 12 entre deux particules (se comportant comme
deux spins 1/2), les eﬀets d'échanges entraînent une rotation des deux spins autour de leur
somme. Cet eﬀet est théorisé par Lhuillier et Laloë dans les références [Lhuillier et Laloë, 1982a,
Lhuillier et Laloë, 1982b]. Elles indiquent que le sens de la rotation dépend uniquement de la
nature bosonique ou fermionique des particules, et chaque collision vers l'avant entraîne une
rotation inﬁnitésimale qui est cumulable avec les rotations précédentes. Dans notre système, le
même que dans les références [Lewandowski et al., 2002, Deutsch et al., 2010], la décroissance du
10. Pour rappel cette loi prend uniquement en compte les diﬀérences de fréquences entre les deux pièges.
11. A 1 µK, λT =150 nm comparé au 5 nm de la longueur de diﬀusion dans l'onde s.
12. A forward collision.
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contraste provient d'une diﬀérence entre la phase accumulée par les atomes les plus froids et les
plus chauds du nuage. En eﬀet les atomes les plus froids explorent seulement le fond du piège
et voient ainsi, en moyenne, un champ magnétique plus faible que les atomes les plus chaud
qui peuvent explorer des régions du piège où le champ magnétique est plus élevé. Comme la
fréquence de la transition |1,−1〉 ↔ |2, 1〉 dépend légèrement du champ magnétique, les deux
classes d'atomes (froids et chauds) n'acquièrent pas le même déphasage 13 14, cela brouille les
franges de Ramsey. Dans l'exemple de la ﬁgure 6.12.a, les atomes chauds (en rouge) acquièrent
une phase plus importante que les atomes froids (en bleu). Lors d'une collision vers l'avant entre
un atome chaud et un atomes froid, leurs deux spins tournent autour de leur somme (cf ﬁgure
6.12.b). Une fois que suﬃsamment de collisions se sont accumulées pour réaliser une rotation
de pi, la polarisation transverse est alors inversée (cf ﬁgure 6.12.c). Ainsi, les atomes chauds
accumulant une phase plus importante que les froids, et ils vont alors rattraper ces derniers. La
dispersion de la polarisation transverse diminue alors, et le contraste est ainsi retrouvé.
Figure 6.12  Figure extraite de la réfé-
rence [Deutsch et al., 2010]. Spins des atomes
chauds (rouge) et froids (bleu) sur la sphère de
Bloch. (a) déphasage dû aux vitesses de préces-
sions diﬀérentes, (b) rotation par le mécanisme
d'ISRE et (c) retour du contraste.
Trois échelles de temps entrent en jeu dans le mécanisme d'ISRE [Deutsch et al., 2010] :
i) ∆0 : la diﬀérence de vitesse de précession entre le spin des atomes chauds et ce-
lui des atomes froids. Cette diﬀérence déﬁnit la vitesse de déphasage et est donnée par
[Kleine Büning et al., 2011] :
∆0 =











où a11, a22 et a12 sont respectivement les longueurs de diﬀusion dans l'onde s pour respectivement
les collisions entre deux atomes dans |1,−1〉, entre deux atomes dans |2, 1〉 et entre un atome dans
|1,−1〉 et un atome dans |2, 1〉. Les valeurs numériques sont dans la référence [Egorov et al., 2013].
13. En dessous du champ magique, le spin des atomes froids précesse plus vite que celui des chauds, au-dessus
du champ magique, c'est l'inverse.
14. Plus rigoureusement, il faut découper la densité de population en classes inﬁnitésimales en fonction de la
température. Chaque classe a sa propre vitesse de précession. Le contraste est donné par l'enveloppe de la somme
des signaux d'interférences pour chaque classe d'atomes (nous retrouvons ici l'analogie avec la lumière blanche du
chapitre 1). C'est exactement le calcul fait par un formalisme de matrice densité dans le chapitre 2 en utilisant
l'asymétrie donnée par l'équation (6.21).
15. Pour γ nous avons supposé une superposition 50-50 entre les deux états de l'interféromètre, sinon




[(a22 − a11) + f (2a12 − a22 − a11)] avec : f = n1(r)− n2(r)
n(r)
(6.23)
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Dans ∆0 nous avons tenu compte de deux sources de déphasage, pouvant se compenser : l'asy-
métrie des potentiels et la densité atomique [Lewandowski et al., 2002, Rosenbusch, 2009].
ii) ωex : la vitesse de rotation des spins d'un atome chaud et d'un froid autour de leur somme.
Cette vitesse est celle du mécanisme de remise en phase, et est déterminée par la fréquence des
collisions vers l'avant. Elle est paramétrée phénoménologiquement par la fréquence d'échange
[Deutsch, 2011] :
ωex = 4pi~ |a12| n
m
(6.25)











pour écrire ce taux nous avons supposé que a12 ≈ a11 ≈ a22 [Deutsch et al., 2010], ce qui est
justiﬁé pour le rubidium [Egorov et al., 2013]. Ces collisions entraînent un changement de classe
des atomes et donc arrêtent le mécanisme de remise en phase.
Trois conditions entre les trois échelles de temps précédentes doivent être satisfaites pour
permettre au mécanisme d'ISRE de maintenir le contraste [Deutsch et al., 2010].
i) La diﬀérence de vitesse de précession entre les atomes chauds et froids ∆0 doit être inférieure
à la vitesse de rotation autour de leur somme qui est donnée par la fréquence d'échange ωex,
c'est-à-dire que le mécanisme de déphasage doit être moins rapide que le mécanisme de remise
en phase. Cette condition s'écrit :
∆0  ωex (6.27)
ii) La deuxième condition stipule que le mécanisme de remise en phase doit intervenir avant
un changement de classe des atomes, i.e. le taux de collisions vers l'avant, donné par ωex, doit
être supérieur au taux de collisions élastiques, donné par 2piΓcol. Cette condition s'écrit :
2piΓcol  ωex (6.28)
iii) Pour garder la corrélation entre le spin transverse des atomes et leurs énergies, i.e. leurs
classes, le gaz doit être dans le régime de Knudsen : un atome doit osciller beaucoup de fois
dans le piège avant de subir une collision élastique qui le fait changer de classe et ainsi détruit
la corrélation entre le spin transverse et l'énergie. Cette condition s'écrit :
2piΓcol  min {ωx, ωy, ωz} (6.29)
Les trois conditions précédentes sont tracées sur la ﬁgure 6.13 avec les paramètres expéri-
mentaux utilisés pour les mesures du temps de décroissance du contraste de la ﬁgure 6.11. A
titre de comparaison les paramètres de l'article [Deutsch et al., 2010] sont aussi présentés. En
comparant les deux jeux de paramètres, nous devrions observer l'ISRE sous la forme de remon-
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Figure 6.13  Conditions pour enclencher le mécanisme d'ISRE, voir le texte pour les notations.
(a) vitesse de re-phasage contre vitesse de déphasage ∆0/ωex en fonction de la densité, (b) ratio
des collisions élastiques et des collisions vers l'avant 2piΓcol/ωex en fonction de la densité et (c)
nombre de collisions élastiques lors d'une oscillation dans le piège 2piΓcol/ωmin. Les croix bleues
sont les mesures de cette thèse avec les barres d'erreurs et les cercles rouges correspondent aux
mesures de l'article [Deutsch et al., 2010].
tées du contraste à des temps multiples de pi/ωex. Sur les mesures de la ﬁgure 6.14 nous n'avons
pas observé ces retours de contraste, de plus les temps de contraste mesurés correspondent à la
loi (2.99) qui ne prend pas en compte l'ISRE. Plusieurs hypothèses peuvent être avancées pour
expliquer cette non-observation de l'ISRE :
i) Le piège dans lequel nous travaillons est beaucoup plus isotrope que les pièges en forme
de cigare utilisés dans toutes les observations d'ISRE, au JILA [Lewandowski et al., 2002],
à Duke [Du et al., 2008, Du et al., 2009], au SYRTE [Deutsch et al., 2010] et au LUH
[Kleine Büning et al., 2011]. En eﬀet dans un piège unidimensionnel, lors de leurs oscillations,
les atomes chauds passent par le minimum et font ainsi des collisions vers l'avant avec les atomes
froids, ce qui permet au mécanisme de remise en phase d'avoir lieu. Dans un piège tridimen-
sionnel les atomes chauds peuvent décrire des orbites elliptiques en restant loin du minimum du
piège. De telles trajectoires peuvent réduire les collisions vers l'avant avec les atomes froids se
trouvant au minimum du piège et ainsi réduire l'eﬃcacité du mécanisme de remise en phase.
ii) Les quelques atomes restant dans l'état |2, 2〉 après le STIRAP ne sont pas éliminés du
nuage avant l'interrogation de Ramsey. Ils peuvent provoquer des collisions délétères pour le
mécanisme de STIRAP.
iii) Un bruit sur la densité atomique a été observée entre deux réalisations consécutives de
l'expérience. Il peut empêcher l'ISRE de se réaliser à chaque mesure. Ainsi les remontées du
contraste ne sont pas visibles.
6.4 Conclusion du chapitre
Dans ce chapitre nous avons commencé par décrire théoriquement et expérimentalement la
réalisation des impulsions de Rabi à deux photons nécessaires à une mesure de Ramsey avec des
atomes piégés au voisinage d'une puce atomique. Le déplacement lumineux, introduit par les
deux ondes des impulsions de Rabi, a été mesuré en utilisant la fréquence des franges de Ramsey.
CHAPITRE 6. FRANGES DE RAMSEY ET ÉTUDE DU CONTRASTE 201
En mesurant l'écart-type d'Allan de la référence de fréquence fournie par les atomes, nous
avons extrapolé que quelques améliorations simples du dispositif actuel permettraient de réaliser
une horloge atomique telle que celle constituant l'état de l'art des horloges à atomes piégés sur
puce.
Le résultat principal de ce chapitre est l'étude du contraste des franges de Ramsey en fonction
de la température du gaz atomique et de la symétrie entre les deux potentiels. Cette étude a
permis de vériﬁer les prédictions théoriques, du chapitre 2, sur la décroissance du contraste en
fonction du temps d'interrogation. Cela est très important pour la réalisation de l'accéléromètre
et plus généralement pour la modélisation des interféromètres avec habillage des états internes,
tels que proposés dans le chapitre 3.































































































































































































































































































































































































































































































































































































































































































Le premier objectif de cette thèse était le choix d'un protocole d'interféromètre atomique sur
puce permettant la mesure d'une accélération, ainsi que la modélisation théorique du contraste et
du signal de cet interféromètre. Cette technique utilise le même principe qu'une horloge atomique
sur puce, en ajoutant une séparation spatiale des deux états internes de l'interféromètre. En
utilisant le protocole décrit dans le chapitre 2, l'interféromètre est rendu sensible à toutes les
accélérations dont la projection sur l'axe de séparation est non nulle. Le signal d'accélération est
alors vu comme un déplacement, en fréquence, des franges de Ramsey d'une horloge atomique.
Des progrès théoriques ont aussi été réalisés pour la modélisation du signal et du contraste de
notre interféromètre. De plus, nous avons montré que l'utilisation d'un formalisme de raccourcis
aux transformations adiabatiques permet une séparation et une recombinaison optimale des deux
états de l'interféromètre.
Le second objectif était la conception d'une puce atomique permettant d'implémenter le
protocole d'interférométrie précédent. Une conception réaliste d'interféromètre permettant de
mesurer des accélérations a été présentée dans le chapitre 3. Cette conception permet de viser
une sensibilité relative de 10−6 pour la mesure de l'accélération de la pesanteur. La puce atomique
comprenant ce design est actuellement en cours de réalisation (voir la ﬁgure 6.15). Le principe
réside dans la création de deux puits de potentiels, chacun vu uniquement par un des deux
états internes de l'interféromètre. Ces deux potentiels permettent un contrôle indépendant de
la position spatiale des deux états ainsi que de la courbure des deux pièges, ce qui devrait
faciliter la symétrisation des potentiels. Ces deux potentiels sont réalisés avec deux habillages
par des champs micro-ondes, un pour chacun des deux états internes. Les chiﬀres utilisés pour
extrapoler les performances de cette implémentation, le temps de cohérence et la distance de
séparation, sont relativement conservateurs. Deux ordres de grandeurs pourraient être gagnés
sur le temps de cohérence de l'interféromètre en assurant un meilleur contrôle de la symétrie
des potentiels. Une meilleure dissipation thermique sur la puce atomique permettrait par ailleurs
d'utiliser une puissance micro-onde plus importante pour augmenter la distance de séparation
et pour augmenter le conﬁnement des pièges. En eﬀet augmenter le conﬁnement des pièges est
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important pour réduire les eﬀets de la dé-symétrisation des pièges liés à l'accélération à mesurer
et augmenter la vitesse de séparation et de recombinaison.
Le dernier objectif était la réalisation d'un dispositif expérimental permettant à terme d'uti-
liser les puces conçues pour mesurer les accélérations. Ce dispositif est présenté dans le chapitre
4. Nous avons aussi présenté une manière originale de préparer l'état atomique avant l'interféro-
mètre. Les atomes sont refroidis dans l'état interne |2, 2〉, car ils sont alors plus faciles à piéger
magnétiquement et à refroidir par évaporation radio-fréquence, puis transférés vers l'état |2, 1〉
par un protocole de type stimulated Raman adiabatic passage (SITRAP, voir le chapitre 5). Ce
STIRAP utilise l'état intermédiaire |1, 1〉 et deux champs micro-onde quasi-résonnants. Il marche
aussi bien pour des nuages thermiques que des condensats de Bose-Einstein. Nous avons aussi
montré, expérimentalement et théoriquement, que les pertes par collisions dans l'état d'arrivée
du STIRAP et le déséquilibre des fréquences de Rabi des deux champs micro-ondes aboutissent
à une eﬃcacité de transfert maximale avec des désaccords à un et deux photons non nuls.
De plus, nous avons, dans le chapitre 6, commencé à vériﬁer les prédictions théoriques du
chapitre 2 sur le contraste de l'interféromètre grâce au dispositif de refroidissement mis en place
au cours de cette thèse. En eﬀet, en utilisant le dispositif du chapitre 4, nous avons pu faire varier
la symétrie des potentiels et la température du nuage. Cette étude a permis de vériﬁer la loi sur
le temps de décroissance du contraste. La modélisation théorique reproduit bien les résultats de
l'expérience.
Le travail ne s'arrête pas là !
D'un point de vue théorique les développements pourraient être continués en incluant les
eﬀets de la densité du nuage atomique ainsi que des collisions pour connaître leurs impacts sur
le temps de cohérence.
La construction d'une expérience incluant une puce atomique ayant la fonction de séparation
spatiale des deux états internes de l'interféromètre est en cours. Pour cela des puces atomiques
avec deux guides micro-ondes parallèles, telles que décrites dans le chapitre 3, ont été réalisées
et testées électriquement (voir la ﬁgure 6.15). Elles sont en cours d'assemblage sur une nouvelle
enceinte à vide qui viendra remplacer celle du dispositif du chapitre 4. Ce dispositif permettra
d'étudier la phase de l'interféromètre et d'étudier sa sensibilité aux accélérations. Les sources
micro-ondes, l'opto-mécanique et le blindage nécessaires à cette expérience sont aussi en cours
de réalisation.
A terme, l'utilisation d'une puce atomique transparente en carbure de silicium permettrait
d'améliorer la dissipation thermique et de réaliser un piège magnéto-optique à travers la puce. Un
tel piège est important car il peut permettre d'éviter l'étape, coûteuse en puissance électrique,
de transfert du nuage sur la puce. Il serait aussi possible de détecter la ﬂuorescence des atomes à
travers la puce en utilisant des optiques avec une très grande ouverture numérique. A plus long
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terme une partie de l'électronique pourrait être intégrée sur la puce et plusieurs capteurs (une
horloge, un accéléromètre et gyroscope) pourraient aussi être intégrés sur la même puce.
La réalisation d'un capteur inertiel à atomes froids embarquable ne s'arrête pas à la miniatu-
risation de la tête du capteur en utilisant des puces atomiques. Il faut aussi rendre compacte la
source laser nécessaire au refroidissement et à la détection des atomes. Cette miniaturisation est
simpliﬁée car notre architecture de capteur ne nécessite pas de piège optique ou de laser Raman,
seul les lasers de refroidissement et de détection sont nécessaires. Pour cela deux solutions sont
envisageables. A court terme, la réalisation d'une source entièrement ﬁbrée à 1 560 nm et doublée
en fréquence à 780 nm avec des composants ﬁbrés. A long terme, le même type de sources peut
être réalisé en optique intégré, rendant ainsi la source encore plus compacte. Deux voies sont pos-
sibles soit en photonique sur silicium avec un étage de doublage de fréquence, soit, directement
à 780 nm avec des matériaux transparents à cette longueur d'onde, par exemple de la silice.
Ensuite, se pose la question d'amener la lumière aux atomes. Il est par exemple possible de
réaliser un piège magnéto-optique en déposant des réseaux sur la surface de la puce atomique.
Il pourrait aussi être envisageable d'hybrider les puces atomiques avec des cristaux photoniques.
Le champ proche lumineux, se propageant dans ces cristaux, servirait alors à créer des pièges ou
des réseaux optiques permettant d'explorer de nouvelles architectures de capteurs.
Par ailleurs, les capteurs à atomes froids possèdent une bande passante limitée au mieux à
10 Hz. Nous pourrions les hybrider avec des capteurs inertiels plus classiques, comme des MEMS
(micro-electro-mechanical-system) [Schwartz et Dupont-Nivet, 2014, Lautier et al., 2014], pour
cumuler la bande passante de ces derniers capteurs et la stabilité des atomes froids.
Figure 6.15  Puce atomique correspond au design décrit dans le chapitre 3 en cours de carac-
térisation et d'intégration pour réaliser l'accéléromètre.
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Annexe A
Calcul de champ magnétique
Dans cette section, nous présentons tous les calculs de champ magnétique DC utiles dans
cette thèse : champ créé par des bobines rectangulaires en conﬁguration de Helmholtz et anti-
Helmholtz, par un ﬁl en Z, et par un ﬁl de section ﬁnie. Dans le cas d'un piège de type dimple,
nous présentons aussi l'étude de l'orientation du champ magnétique par rapport aux axes du
piège, cela est très utile pour la compréhension du couplage micro-onde dans le chapitre 3.
A.1 Champ créé par une bobine rectangulaire
Dans le but de calculer le champ créé par une bobine carrée, nous commençons par calculer
celui produit par un ﬁl inﬁniment mince de longueur ﬁnie L, toutes les notations sont déﬁnies




Ξ(x, y, z, L) (−y ~ux + x ~uy) (A.1)
avec 1 :










L2 + 4zL+ 4x2 + 4y2 + 4z2
+
L− 2z√
L2 − 4zL+ 4x2 + 4y2 + 4z2
)
(A.2)
1. Cette intégrale est valable seulement si x2+y2 6= 0, c'est à dire pour un point qui n'est pas sur la distribution
de courant.
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Pour un ﬁl de longueur L inﬁniment mince, nous obtenons :
Bx = −µ0I
4pi
yΞ(x, y, z, L) By =
µ0I
4pi
xΞ(x, y, z, L) (A.3)
Nous obtenons le champ d'une bobine rectangulaire en sommant quatre ﬁls et en prenant
garde, dans le passage des notations de la ﬁgure A.1.a à celles de la ﬁgure A.1.b, aux changements
d'axes et au signe du courant I. Nous utilisons donc les transformations suivantes :
~B1 : x↔ y − b
2
, y ↔ z , z ↔ x , L↔ a , ~ux ↔ ~uy , ~uy ↔ ~uz
~B2 : x↔ x− a
2
, y ↔ z , z ↔ −y , L↔ b , ~ux ↔ ~ux , ~uy ↔ ~uz
~B3 : x↔ −y − b
2
, y ↔ z , z ↔ −x , L↔ a , ~ux ↔ − ~uy , ~uy ↔ ~uz
~B4 : x↔ −y − a
2
, y ↔ z , z ↔ y , L↔ b , ~ux ↔ − ~ux , ~uy ↔ ~uz
Figure A.1  Distribution
de courant et notations uti-
lisées dans les calculs, (a)
ﬁl de longueur ﬁnie, (b) bo-
bine rectangulaire.






















































































, z, y, b
)]
(A.6)
A.2 Champ créé par une paire de bobines en conﬁguration de
Helmholtz
Deux bobines en conﬁguration de Helmholtz permettent de créer un champ uniforme, dirigé
suivant z au voisinage de leur centre O (ﬁgure A.2.a). Dans cette conﬁguration, les deux bobines
sont parcourues par le même courant dans le même sens et sont espacées d'une distance c. Pour
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obtenir le champ total, nous sommons les champs créés par deux bobines rectangulaires B1 et
B2. Dans cette somme nous utilisons les changements de notations suivants : pour B1, nous
eﬀectuons z ↔ z − c/2 et pour B2, nous eﬀectuons z ↔ z + c/2.
Figure A.2  Distribution
de courant et notations
utilisées dans les calculs,
(a) conﬁguration de Helm-
holtz, (b) conﬁguration
anti-Helmholtz.
Ainsi nous obtenons le champ créé par la paire de bobines :
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Si nous nous intéressons uniquement au champ au centre des bobines (x = 0, y = 0, z  c),
nous obtenons :
Bx = 0 By = 0 (A.10)
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Nous obtenons le résultat suivant qui nous fournit la valeur du champ de biais en fonction
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Plus généralement si nous eﬀectuons un développement limité pour x, y et z petit devant a,
b et c, pour Bz nous retrouvons l'équation précédente (A.12), ainsi que : Bx ≈ By ≈ 0.
A.3 Champ créé par une paire de bobines en conﬁguration anti -
Helmholtz
Deux bobines en conﬁguration anti-Helmholtz (ﬁgure A.2.b) créent un champ de gradient,
nul au centre des bobines et maximum dans leurs plans. Dans cette conﬁguration, elles sont
parcourues par le même courant mais dans des sens opposés et sont espacées d'une distance
c. Comme dans le calcul précédent, pour obtenir le champ, nous sommons les champs créés
par des bobines en eﬀectuant les changements de notations suivants : pour B1, nous eﬀectuons
z ↔ z− c/2, I ↔ I et pour B2, nous eﬀectuons z ↔ z+ c/2, I ↔ −I. Le champ magnétique est
donc :
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Nous nous intéressons au champ au centre des bobines (x = 0, y = 0, z  c), nous obtenons :
Bx = 0 By = 0 (A.16)
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Nous obtenons donc la formule recherchée donnant le gradient du champ au centre piège :
Bz ≈ −8abc√




















Le résultat précédent se généralise au cas x, y et z petit devant a, b et c, nous retrouvons


























a2 + b2 + c2
]
y (A.20)
A.4 Champ créé par un ﬁl en Z
Dans cette partie nous calculons le champ total créé par la superposition du champ d'un
ﬁl en forme de Z et d'un champ homogène ~B⊥ (cf ﬁgure A.3). Nous donnons aussi la position
verticale du minimum du champ et le gradient vertical, c'est-à-dire x dans nos notations, au
voisinage de ce minimum. Commençons par calculer le champ créé par le ﬁl en Z (partie rouge
de la ﬁgure A.3), pour cela sommons les champs créés par trois ﬁls de longueur ﬁnie. Pour les
trois ﬁls, eﬀectuons les transformations suivantes :
Figure A.3  Distribution de cou-
rant et notations utilisées dans les
calculs du champ créé par un ﬁl en
Z.
~B1 : x↔ x , y ↔ −z − w
2
, z ↔ y + a
2
, L↔ a , ~ux ↔ ~ux , ~uy ↔ − ~uz
~B2 : x↔ x , y ↔ y , z ↔ y , L↔ w , ~ux ↔ ~ux , ~uy ↔ ~uy
~B3 : x↔ x , y ↔ −z + w
2
, z ↔ y − a
2
, L↔ a , ~ux ↔ ~ux , ~uy ↔ − ~uz
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yΞ (x, y, z, w) B2y =
µ0I
4pi



























Nous nous intéressons aux variations verticales du champ (suivant x) au centre du Z (y =
z = 0), en tenant compte du champ de biais B⊥ > 0 :















4a2 + 4x2 + w2
(A.24)
By s'annule pour x négatif :




























A.5 Champ créé par un ﬁl ﬁni de section ﬁnie
Pour simuler des pièges magnétiques avec la géométrie souhaitée, il est parfois utile d'eﬀectuer
une rotation des ﬁls conducteurs d'un angle non multiple de pi/2. Nous donnons ici une exten-
sion de la formule donnée dans [Treutlein, 2008] pour le cas d'un ﬁl de longueur et de section
ﬁnies. Notons θ l'angle d'une telle rotation par rapport aux axes privilégiés de la puce atomique
(~ex, ~ey, ~ez) et (x, y, z) les coordonnées dans ce repère, le repère tourné de θ dans le plan (x, y) est
noté
(
~exR , ~eyR , ~ezR
)
et les coordonnées sont notées (xR, yR, zR). Nous avons ~ezR = ~ez et z
R = z.
Considérons un ﬁl parallélépipédique dont les arrêtes sont parallèles aux axes du repère(
~exR , ~eyR , ~ezR
)
. Il s'étend dans le domaine xR0 ≤ xR ≤ xR1 , yR0 ≤ yR ≤ yR1 , zR0 ≤ zR ≤ zR1 et
est parcouru par une densité de courant ~j = j~exR où j est une densité homogène surfacique de
courant dans le plan (yR, zR). Le champ magnétique (Bx, By, Bz) généré par une telle distribution
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de courant dans le système de coordonnées (~ex, ~ey, ~ez) est alors :




(−1)k+l+mf(x˜Rk , y˜Rl , z˜Rm) (A.27)










(−1)k+l+mf(x˜Rk , z˜Rm, y˜Rl ) (A.29)
(A.30)
où les coordonnées tildées sont déﬁnies de la manière suivante : x˜Rk = x
R − xRk , y˜Rl = yR − yRl
et z˜Rm = z
R − zRm. Les coordonnées (xR, yR, zR) du repère tourné sont reliées à celles du repère





































zR = z (A.33)
La fonction f est déﬁnie par [Treutlein, 2008] :

















u2 + v2 + w2
)
(A.34)
Notons que ces équations pour le champ magnétique ne vériﬁent pas une des équations de
Maxwell : ~∇ · ~B = 0 car notre distribution de courant ne parcourt pas une boucle fermée (dû
aux extrémités du ﬁl [Treutlein, 2008]). Il convient donc, dans les simulations, de mettre les
extrémités des ﬁls loin de la zone d'intérêt.
Figure A.4  Géométrie et nota-
tions utilisées dans le calcul de la dis-
tribution de champ magnétique créé
par un ﬁl de longueur ﬁnie et de sec-
tion ﬁnie.
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A.6 Etude de l'orientation relative des axes du piège et du champ
magnétique au fond du piège dans le cas du dimple
La réalisation de la séparatrice proposée dans le chapitre 3 nécessite de connaître l'orientation
des axes mou et raide du piège pour le choix d'une séparatrice transverse ou axiale, ainsi que
l'orientation du champ magnétique du fond de piège pour le choix des transitions σ et pi, voir le
chapitre 3. Nous verrons dans ce paragraphe que nous pouvons avec un piège dimple, en eﬀectuant
le bon choix de paramètres, orienter indépendamment les axes du piège et le champ magnétique
au fond du piège.
Figure A.5  Distribution de cou-
rant et notations utilisées dans les
calculs de champ magnétique d'un
piège en conﬁguration dimple.
Nous considérons un piège de type dimple tel que donné sur la ﬁgure A.5 et dans la référence
[Treutlein, 2008], nous utilisons les mêmes notations qui sont redéﬁnies sur la ﬁgure A.5 :


























z qui est :






où nous avons posé I2 = I20 + I
2
1 . Le développement du module de champ magnétique à l'ordre
deux autour de ce minimum (0, 0, zm) s'écrit :
B ' Bm + k
4





(1 + q)y2 +
k
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−p 1 + q
)
(A.42)
L'équation aux valeurs propres nous donne les fréquences du piège dans le plan (x, y) : X± =
1 ±
√
p2 + q2. X+ correspond à l'axe raide (fréquence élevée) et X− à l'axe mou (fréquence
faible). Nous cherchons le vecteur propre de X− sous la forme (cos θ, sin θ). L'angle θ est donc
l'angle entre l'axe x et l'axe mou du piège. Nous avons donc pour l'angle θ :
tan(θ) =
√
p2 + q2 − q
p
(A.43)
Par ailleurs, le champ au fond du piège est donné par :
Bmx = −A1 +
µ0I1
2pizm
Bmy = A0 −
µ0I0
2pizm
Bmz = 0 (A.44)
Le champ B fait donc avec l'axe des x un angle θB donné par tan(θB) =
Bmy
Bmx
, qui peut se réécrire
sous la forme :
tan(θB) =
A0 − I0(A0I0 +A1I1)/I2




Les équations sur θB et θ fournissent un cadre formel pour comparer l'orientation des axes du
piège par rapport à celle du champ magnétique au fond du piège. Comme décrit dans l'annexe B
de la référence [Treutlein, 2008], la géométrie du dimple dépend uniquement de deux paramètres
I1/I0 et A1/A0 avec 0 < I1/I0 < 1 par convention (sinon nous échangeons les deux ﬁls) et
A1/A0 > 0, avec en plus la contrainte I1/I0 < min(A0/A1, A1/A0) sinon le piège n'est pas
piégeant. Le cas du cigar shaped dimple correspond à
√
p2 + q2 → 1 et celui du pancake shaped
dimple à
√
p2 + q2 → 0. A noter que, pour satisfaire les équations de Maxwell, nous avons la




z˜ , cela empêche de faire un piège isotrope.
Nous nous posons la question suivante : à quelle condition les angles θ et θB sont égaux ou
très proches ? Pour montrer que ce n'est pas toujours le cas, nous pouvons tout de suite donner
un contre-exemple en utilisant les paramètres 2 A0 = 1, A1 = 4, I0 = 1 et I1 = 0, 2, qui nous
donne : θB = 11, 3et θ = 76.
Plus généralement, nous voyons sur la ﬁgure A.6.b des zones où θ et θB vont être du même
ordre de grandeur (zone bleue combinée à I1/I0 petit) et des zones où l'écart entre les deux angles
est important (zone rouge avec I1/I0 petit, typiquement pour A1/A0 suﬃsamment grand).
Nous pouvons maintenant étudier analytiquement le cas limite du piège en forme de cigare
très anisotrope, qui correspond à
√
p2 + q2 → 1, c'est la zone rouge de la ﬁgure A.6.a. Nous
2. A noter : ces paramètres déﬁnissent bien un dimple piégeant.
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Figure A.6  Figure extraite de [Treutlein, 2008] (a)
√
p2 + q2 en fonction des paramètres
du piège dimple,
√
p2 + q2 détermine les fréquences du piège voir le texte et la référence
[Treutlein, 2008]. Pour les paramètres tombant dans la zone blanche aucun piège ne se forme.
(b) Angle entre l'axe x et l'axe mou du piège.












Pour vériﬁer  1, il suﬃt de rendre un des trois termes 1, 2 ou 3 petit devant 1. Nous retrouvons
les trois frontières de la ﬁgure A.6.a : 1) I1 ∼ 0, 2) I1/I0 ∼ A1/A0 et 3) I1/I0 ∼ (A1/A0)−1.
Nous pouvons maintenant comparer θ et θB dans les trois cas limites 1, 2 et 3.
Cas 1 : I1/I0  1. Nous avons alors θB ' I1/I0, soit p ' 2I1/I0 et q ' 1 d'où tan θ ' I1/I0.
Ce cas correspond donc à θ ' θB, autrement dit le champ magnétique au fond du piège est dans
la direction de l'axe mou du piège.
Cas 2 : (A1I0 − A0I1)/(A0I0 + A1I1)  1. Nous avons alors p ' 2I0I1/I2 et q ' (I20 − I21 )I2,
soit p2 + q2 ' 1. Nous aboutissons à tan θ ' (1− q)p ' I1/I0 ' tan θB. Dans ce cas comme dans
le cas 1, l'axe mou est dans la même direction que le champ magnétique au fond du piège.
Cas 3 : (A0I0 − A1I1)/(A0I0 + A1I1)  1. A l'ordre le plus bas, nous avons A0I0 = A1I1, en
posant α = A1/A0, cela donne : I0 = αI1 et donc tan θB = 1/α. De même p ' 2α/(1 + α2)
et q ' (1 − α2)/(1 + α2), donc p2 + q2 ' 1, d'où nous déduisons tan θ ' α. Nous avons donc
tan θ = tan(pi/2 − θB). C'est le cas du contre-exemple : dans ce cas, le champ magnétique au
fond du piège et l'axe mou du piège ne sont pas du tout alignés. Au contraire, ils sont (dans le
cas limite
√
p2 + q2 → 1) symétriques pas rapport à la bissectrice des axes x et y (déﬁnie par
θ = pi/4).
Il n'est pas justiﬁé, dans le cas du dimple, de supposer que le champ magnétique au fond
du piège est aligné avec l'axe mou du piège. L'angle relatif peut être arbitraire, même dans le
cas d'un cigare très anisotrope. En particulier, le cas 3 permet de faire un cigare avec un champ
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au fond du piège quasiment orthogonal à l'axe mou du piège. Ce cas est utile pour réaliser une
séparatrice suivant l'axe mou avec des transitions σ, comme dans le chapitre 3.
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substrat permittivité relative
AlN céramique 8,7 (@ ∼10 GHz)
SiC 6H direction ordinaire 6,52
SiC 6H direction extraordinaire 6,70
Table B.1  Valeurs de permittivité relative utilisées dans la conception des puces atomiques.
Voir la référence [Patrick et Choyke, 1970] pour le carbure de silicium.
où r est la permittivité relative du substrat et K est l'intégrale elliptique complète de première






c2 − a2 (B.3)






















Expansion libre du nuage
Dans cette section, nous présentons les calculs de l'expansion libre d'un nuage thermique ou
condensé. Ces résultats sont utilisés pour l'analyse des images de temps de vol.
C.1 Cas thermique
Dans cette section, nous calculons la distribution spatiale d'un nuage d'atomes après un
temps de vol dans le cas où ils sont décrits par une distribution de Bose-Einstein. Considérons







. A t = 0,
ce potentiel est coupé. Nous prendrons les hypothèses suivantes :
i) l'occupation des diﬀérentes énergies est régie par la statistique de Bose-Einstein ;
ii) la température est telle qu'on ne voit pas la nature discrète des niveaux d'énergie, i.e.
kBT  ~ωx,y,z, au moment où le piège est relâché, la particule voit donc un continuum d'états,
la densité d'état de la particule est : dφ(E) = d~p 3d~q 3/h3 ;
iii) nous négligeons toutes les collisions, ainsi un atome à la position ~r0 au moment où le piège
est relâché et se trouvant à la position ~r après un temps t, a donc une impulsion ~p = m(~r−~r0)t .
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Dans la dernière égalité, nous avons simplement réarrangé les termes en xi et pi. Pour pour-
suivre le calcul, nous eﬀectuons le changement de variable suivant :
Pi = pi − mxiω
2
i t
1 + ω2i t
2
(C.4)
ce qui donne :





































nous menant à :

























z−1eu2 − 1 (C.8)
dans la dernière égalité, nous sommes passé d'un système de coordonnées cartésiennes à des
coordonnées sphériques.


























où Γ est la fonction Gamma d'Euler, nous donnons aussi Γ(3/2) =
√
pi/2. Pour identiﬁer une
fonction de Bose, nous faisons un dernier changement de variable v = u2, d'où :
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Pour poursuivre plus loin notre calcul, nous faisons l'hypothèse d'un nuage atomique ther-
mique, autrement dit la fonction de Bose est approximée par son premier terme g3/2(z) ≈ z.
Nous normalisons l'expression précédente pour que son intégrale sur tout l'espace soit égale au
nombre d'atome N :



















Lors de la prise d'une image du nuage atomique, nous observons la densité optique qui est
directement proportionnelle à la densité colonne du nuage. Supposons que l'axe de l'optique
servant à regarder le nuage est suivant z, la densité colonne est alors donnée par ncol(x, y, t) =∫
dzntof (x, y, z, t). Elle est de la forme suivante :



















Au temps long, i.e. ω2i t
2  1, nous obtenons une expansion de la forme suivante pour la
densité optique :















avec σ0 = 3λ2/2pi [Steck, 2003b] la section eﬃcace d'absorption à résonance de la transition de
détection considérée comme un système à deux niveaux et λ la longueur d'onde de la transition de
détection. Sur cette dernière expression (C.16), nous voyons que des mesures de la densité optique
après un temps de vol t peuvent nous renseigner sur la température du nuage de deux manières
diﬀérentes : i) en traçant le carré de la taille du nuage en fonction du carré du temps de vol, la
pente est directement proportionnelle à la température 1, ii) avec une seule image en regardant
le maximum de la densité optique ODmax [Lye et al., 2002] T = σ0mN/(2pikbt2ODmax).
Pour l'analyse des images de temps de vol aux temps courts ω2i t
2  1, nous renvoyons le
lecteur à la référence [Brzozowski et al., 2002].
1. c'est déjà le cas sur l'équation (C.15) et l'hypothèse de temps long n'est pas nécessaire
t n(u, v, z, t)










































bi bi(0) = 1 b˙i(0) = 0
ωu = ωz  ωv
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Lors de l'observation de la densité optique, la direction du faisceau imageur n'est pas obliga-
toirement suivant un des axes propres de l'ellipsoïde. Supposons donc que le faisceau de détection
est dans le plan (u, v) et fait un angle θ avec l'axe v. Introduisons les coordonnées x et y avec y
colinéaire au faisceau de détection, nous avons donc : u = cos θx+sin θy et v = − sin θx+cos θy,
cela permet de réécrire la densité atomique :

















































Si nous imageons l'absorption du nuage, la densité optique est alors l'intégrale de la densité
atomique dans la direction de propagation du faisceau y. Après les changements de variables
γ = 1− x2/a2 − z2/R2z, y = bβ et δ = xb/c2, la densité optique est donnée par :























où σ0 est la section eﬃcace d'absorption de la transition utilisée pour la détection. En revenant
dans les coordonnées (x, z), la densité optique s'exprime :






















Remarquons que suivant la direction x, nous observons un mélange des demi-largeurs Ru et Rv
du condensat, il est donc important de connaître l'angle θ pour remonter aux paramètres du
condensat.
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Annexe D
Séquence de Ramsey avec passage
adiabatique
D.1 Oscillations de Rabi : cas général
Lors du déroulement de ma thèse, après la lecture des articles [Weitz et al., 1994,
Bateman et Freegarde, 2007, Kotru et al., 2014], la question s'est posé de savoir si nous pou-
vions remplacer les impulsions pi/2 d'une séquence d'interférométrie de Ramsey par des passages
adiabatiques interrompus quand la répartition de la population est 50-50. Le problème sous-
jacent est de rendre l'interféromètre moins sensible à certaines ﬂuctuations expérimentales des
impulsions. Même si nous n'avons pas apporté de réponse à cette dernière question, nous repor-
tons ici le calcul des populations après une séquence de Ramsey dans laquelle la fréquence de
Rabi et la fréquence des impulsions pi/2 dépendent du temps. Ce calcul peut servir de base à
l'analyse des impulsions par passage adiabatique.
Considérons un système à deux niveaux |g〉 et |e〉 séparés d'une énergie ~ω0, ce système
est excité par un champ de pulsation ω(t) et de pulsation de Rabi ΩR(t). Dans le cadre de
l'approximation semi-classique, l'hamiltonien de ce système est :





[|e〉 〈g|+ |g〉 〈e|] (D.1)
et l'état du système est décrit par |Ψ〉 = ca |a〉 + cb |b〉. Nous passons en représentation d'inter-
action (i.e. nous remplaçons cg par cg et ce par cee−iω0t), et nous eﬀectuons l'approximation de













−i ∫ t0 δ(t′)dt′ + iφ) 0
 (D.2)
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où nous avons noté δ(t) = ω(t)−ω0. Nous appliquons la transformation unitaire ÛĤÛ †+i~dÛdt Û †


























en posant : Ω(t) =
√








|−(t)〉 = ΩR(t) |g〉 − (Ω(t) + δ(t)) |e〉√
Ω2R(t) + (Ω(t) + δ(t))
2
(D.6)
|+(t)〉 = ΩR(t) |g〉+ (Ω(t)− δ(t)) |e〉√
Ω2R(t) + (Ω(t)− δ(t))2
(D.7)
Dans le cadre du suivi adiabatique, la solution générale est :
















d'où nous pouvons déduire les populations dans les deux états qui nous intéressent |cg(t)|2 =
| 〈g|Ψ(t)〉 |2 et |ce(t)|2 = | 〈e|Ψ(t)〉 |2. Les conditions initiales, en termes de c−(0) et c+(0) sont
déﬁnies par :
cg(0) = 〈g| − (0)〉 c−(0) + 〈g|+ (0)〉 c+(0) (D.9)
ce(0) = 〈e| − (0)〉 c−(0) + 〈e|+ (0)〉 c+(0) (D.10)
Pour simpliﬁer la suite des notations, nous introduisons l'évolution de la norme des vecteurs
propres entre 0 et t :
N+(0, t) =
√
Ω2R(0) + (Ω(0) + δ(0))
2√




Ω2R(0) + (Ω(0)− δ(0))2√
Ω2R(t) + (Ω(t)− δ(t))2
(D.11)
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Nous aboutissons à l'équivalent des équations (2.52) et (2.53) :









































































(Ω(0) + δ(0)) cg(0)
}
(D.13)
D.2 Séquence de Ramsey : cas de l'ARP
Le premier type d'impulsion que nous pouvons étudier est l'ARP [Oreg et al., 1984],
ou passage adiabatique rapide, une étude expérimentale est présentée dans la référence
[Kotru et al., 2014]. Nous nous plaçons donc dans le cas ΩR(t) = ΩR constant. Nous pouvons
réécrire les deux équations précédentes en rétablissant la transformation unitaire de la partie
précédente :























































































Nous allons appliquer ce résultat pour calculer Pg = |cg|2 après une séquence de Ramsey.
Pour ce calcul, nous procédons comme dans la section 2.2.1 en prenant garde aux facteurs e−iω0t
dus au passage en représentation d'interaction. Nous notons τ la durée d'une impulsion, T le
temps écoulé entre les deux impulsions et φ1 (respectivement φ2) la phase du champ excitateur
au début de la première impulsion (respectivement au début de la seconde impulsion). De plus,
δ(τ) = δ(τ + T ) = 0
Pg =
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Considérons maintenant les quatre cas possibles de la ﬁgure D.1. Notons que dans ces quatre
cas, nous avons φ1−φ2−ω0(τ+T ) = (ω−ω0)T +2D(0, τ) (la fréquence du champ excitateur est
constante entre les deux demi-impulsions ARP). Nous choisissons des impulsions symétriques,
autrement dit ∆(T +τ, T +2τ) = ∆(0, τ) = ∆. De plus, pour retrouver le réseau de franges usuel
d'une séquence de Ramsey, nous devons satisfaire la condition ∆ = npi/4 avec n impair (une
condition équivalente est présente dans [Kotru et al., 2014]). Tous calculs faits nous aboutissons
à :




[1− cos ((ω − ω0)T )] (D.18)




[1 + cos ((ω − ω0)T )] (D.19)
Dans une séquence de Ramsey à deux niveaux nous pouvons remplacer les impulsions de
Rabi pi/2 par des impulsions ARP coupées au milieu. Nous obtenons alors un résultat simi-
laire, du moins en théorie. Pour compléter ce raisonnement, il est nécessaire d'introduire un
troisième niveau (car, en pratique, nous utilisons une impulsion de Rabi à deux photons et des
déplacements lumineux sont présents) et de considérer d'autres types de passage adiabatique,
par exemple du STIRAP. Le STIRAP a déjà été utilisé pour réaliser des séparatrices atomiques
[Lawall et Prentiss, 1994, Weitz et al., 1994], voir le paragraphe correspondant de la section 5.1
pour plus de références.
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Annexe E
Oscillateur harmonique : conditions
adiabatiques
Dans cette annexe, nous décrivons les conditions à respecter pour réaliser un suivi adiabatique
pour un potentiel harmonique dont la fréquence et la position varient dans le temps. Tout d'abord,







mω2(t) [ẑ − z0(t)]2 (E.1)
Nous notons |Ψn〉 et En ses vecteurs et valeurs propres où le temps est considéré comme un








et les vecteurs propres (voir l'équation (35) du complément BV de la référence








2 Hn (Z) (E.3)
où nous avons introduit les notations α = mω(t)/~ et Z =
√
α(z − z0(t)). Naturellement, ses
fonctions propres peuvent aussi être déduites des résultats (2.45) et (2.44). La réalisation d'un
suivi adiabatique impose, pour n 6= m :∣∣∣∣∫ Ψ∗m(Z)∂Ψn(Z)∂t dZ
∣∣∣∣ 1~ |Em − En| (E.4)
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il faut donc calculer ∂Ψn(Z)/∂t. En utilisant les relations (14) et (15) du complément BV de la
référence [Cohen-Tannoudji et al., 1986] :
d
dz
Hn(z) = 2nHn−1(z) (E.5)




















Enﬁn, en utilisant l'équation (C-23-c) du chapitre V de la référence

































Pour obtenir un suivi adiabatique, il faut donc satisfaire les quatre conditions suivantes :
 m = n− 2, ∣∣∣∣ α˙4α√n(n− 1)
∣∣∣∣ 2ω (E.10)
 m = n+ 2, ∣∣∣∣ α˙4α√(n+ 1)(n+ 2)
∣∣∣∣ 2ω (E.11)
 m = n− 1, ∣∣∣∣√α2 z˙0√n
∣∣∣∣ ω (E.12)
 m = n+ 1, ∣∣∣∣√α2 z˙0√n+ 1
∣∣∣∣ ω (E.13)
Nous pouvons résumer le tout en deux conditions sur les vitesses de variation de la fréquence














• M. Dupont-Nivet, C. I. Westbrook and S. Schwartz, Contrast and phase-shift of a double-
well trapped thermal atoms interferometer using internal state labelling. ArXiv :1606.06008.
• M. Dupont-Nivet, M. Casiulis, T. Laudat, C. I. Westbrook and S. Schwartz, Microwave-
stimulated Raman adiabatic passage in a Bose-Einstein condensate on an atom chip. Phys.
Rev. A, American Physical Society, 2015, 91, 053420
• M. Ammar, M. Dupont-Nivet, L. Huet, J.-P. Pocholle, P. Rosenbusch, I. Bouchoule, C. I.
Westbrook, J. Estève, J. Reichel, C. Guerlin and S. Schwartz, Symmetric microwave po-
tentials for interferometry with thermal atoms on a chip. Phys. Rev. A, American Physical
Society, 2015, 91, 053623
Demandes de brevets
• Demande de brevet n15 02484, Source laser pour capteurs inertiels à atomes froids, M.
Dupont-Nivet, S. Schwartz, A. Brignon, J. Bourderionnet
• Demande de brevet n15 02482, Gyroscope à atomes froids piégés sur puce, M. Dupont-
Nivet, S. Schwartz
• Demande de brevet n 14 03026, Capteur d'inertie hybride à atomes froids et MEMS et
centrale inertielle associée, Sylvain Schwartz, Matthieu Dupont-Nivet
Conférences
• (Invité) Puces atomiques pour capteurs inertiels, M. Dupont-Nivet, workshop : Atomes
froids et applications embarquées, Toulouse (décembre 2015).
• (Invité) Microwave stimulated Raman Adiabatic passage used for internal state conversion
of a magnetically trapped Bose-Einstein condensate, M. Dupont-Nivet, C. Westbrook, S.
Schwartz, STIRAP Symposium, Kaiserslautern (septembre 2015).
• Stimulated Raman adiabatic passage of a Bose-Einstein condensate in the microwave range,




• Coherent population transfer between hyperﬁne ground states of a 87Rb Bose-Einstein
condensate by microwave-stimulated Raman adiabatic passage, S. Schwartz, M. Dupont-
Nivet, C. I. Westbrook, 46th Annual Meeting of the APS Division of Atomic, Molecular
and Optical Physics, (June 2015)
• Towards an interferometer with thermal atoms trapped on a chip, M. Ammar, M. Dupont-
Nivet, L. Huet, C. Guerlin, J. Reichel, P. Rosenbusch, I. Bouchoule, C. I. Westbrook and S.
Schwartz, In Lasers and Electro-Optics Europe (CLEO EUROPE/IQEC), 2013 Conference
on and International Quantum Electronics Conference (pp. 1-1). IEEE. (May, 2013)
• Atom chips for quantum sensing with cold thermal atoms, S. Schwartz, M. Ammar, M.
Dupont-Nivet, L. Huet, J.-P. Pocholle, C. Guerlin, J. Reichel, P. Rosenbusch, I. Bouchoule,
C. I. Westbrook, Proc. SPIE 8993, Quantum Sensing and Nanophotonic Devices XI, 899325
(December 18, 2013) ; doi :10.1117/12.2047431
Bibliographie
[Abgrall et al., 2015] Abgrall, M., Chupin, B., Sarlo, L. D., Guéna, J., Laurent, P., Coq,
Y. L., Targat, R. L., Lodewyck, J., Lours, M., Rosenbusch, P., Rovera, G. D. et Bize,
S. (2015). Atomic fountains and optical clocks at SYRTE : Status and perspectives. Comptes
Rendus Physique, 16(5):461470.
[Adams et al., 1995] Adams, C. S., Lee, H. J., Davidson, N., Kasevich, M. et Chu, S. (1995).
Evaporative cooling in a crossed dipole trap. Phys. Rev. Lett., 74(18):3577.
[Agosta et al., 1989] Agosta, C. C., Silvera, I. F., Stoof, H. T. C. et Verhaar, B. J. (1989).
Trapping of neutral atoms with resonant microwave radiation. Phys. Rev. Lett., 62:23612364.
[Allan, 1966] Allan, D. (1966). Statistics of atomic frequency standards. Proceedings of the
IEEE, 54(2):221230.
[Alzar et al., 2012] Alzar, C. L. G., Yan, W. et Landragin, A. (2012). Towards high sensi-
tivity rotation sensing using an atom chip. In Research in Optical Sciences, page JT2A.10.
Optical Society of America.
[Ammar, 2014] Ammar, M. (2014). Design and study of microwave potentials for interferometry
with thermal atoms on a chip. Thèse de doctorat, Université Pierre et Marie Curie.
[Ammar et al., 2013] Ammar, M., Dupont-Nivet, M., Huet, L., Guerlin, C., Reichel, J.,
Rosenbusch, P., Bouchoule, I., Westbrook, C. et Schwartz, S. (2013). Towards an
interferometer with thermal atoms trapped on a chip. In Lasers and Electro-Optics Eu-
rope (CLEO EUROPE/EQEC), 2013 Conference on and 13th European Quantum Electronics
Conference.
[Ammar et al., 2015] Ammar, M., Dupont-Nivet, M., Huet, L., Pocholle, J.-P., Rosen-
busch, P., Bouchoule, I., Westbrook, C. I., Estève, J., Reichel, J., Guerlin, C. et
Schwartz, S. (2015). Symmetric microwave potentials for interferometry with thermal atoms
on a chip. Phys. Rev. A, 91:053623.
[Anderson et al., 1995] Anderson, M. H., Ensher, J. R., Matthews, M. R., Wieman, C. E.




[Armijo et al., 2010] Armijo, J., Garrido Alzar, C. L. et Bouchoule, I. (2010). Thermal
properties of aln-based atom chips. Eur. Phys. J. D, 56(1):3339.
[Aussibal, 2003] Aussibal, C. (2003). Réalisation d'un condesat de Bose-Einstein sur une mi-
crostructure. Thèse de doctorat, Université Paris Sud-Paris XI.
[Barbour, 2010] Barbour, N. M. (2010). Inertial navigation sensors. Rapport technique, DTIC
Document.
[Barnes, 1972] Barnes, J. (1972). Tables of bias functions, B1 and B2, for variances based on
ﬁnite samples of processes with power law spectral densities. Frequency and Time, 5:479.
[Barnes et Allan, 1990] Barnes, J. A. et Allan, D. W. (1990). Varian based on data with dead
time between the measurements. NIST Technical Note 1318.
[Barrett et al., 2001] Barrett, M., Sauer, J. et Chapman, M. (2001). All-optical formation
of an atomic bose-einstein condensate. Phys. Rev. Lett., 87(1):010404.
[Bateman et Freegarde, 2007] Bateman, J. et Freegarde, T. (2007). Fractional adiabatic
passage in two-level systems : Mirrors and beam splitters for atomic interferometry. Phys.
Rev. A, 76:013416.
[Bergmann et al., 1998] Bergmann, K., Theuer, H. et Shore, B. W. (1998). Coherent popu-
lation transfer among quantum states of atoms and molecules. Rev. Mod. Phys., 70:10031025.
[Bergmann et al., 2015] Bergmann, K., Vitanov, N. V. et Shore, B. W. (2015). Perspective :
Stimulated raman adiabatic passage : The status after 25 years. J. Chem. Phys., 142(17).
[Berry, 1984] Berry, M. V. (1984). Quantal phase factors accompanying adiabatic changes.
Proceedings of the Royal Society of London. A. Mathematical and Physical Sciences, 392(1802):
4557.
[Berry, 2009] Berry, M. V. (2009). Transitionless quantum driving. J. Phys. A-Math. Gen.,
42(36):365303.
[Bize et al., 2004] Bize, S., Laurent, P., Abgrall, M., Marion, H., Maksimovic, I., Cac-
ciapuoti, L., Grünert, J., Vian, C., Dos Santos, F. P., Rosenbusch, P. et al. (2004).
Advances in atomic fountains. Comptes rendus physique, 5(8):829843.
[Bodart et al., 2010] Bodart, Q., Merlet, S., Malossi, N., Santos, F. P. D., Bouyer, P.
et Landragin, A. (2010). A cold atom pyramidal gravimeter with a single laser beam. Appl.
Phys. Lett., 96(13):134101.
[Böhi et al., 2009] Böhi, P., Riedel, M., Hoffrogge, J., Reichel, J., Hansch, T. et Treut-
lein, P. (2009). Coherent manipulation of bose-einstein condensates with state-dependent
microwave potentials on an atom chip. Nat. Phys., 5:592597.
[Böhi, 2010] Böhi, P. A. (2010). Coherent manipulation of ultracold atoms with microwave near-
ﬁelds. Thèse de doctorat, Ludwig Maximilians Universität München.
BIBLIOGRAPHIE 239
[Böhmer et al., 2001] Böhmer, K., Halfmann, T., Yatsenko, L. P., Shore, B. W. et Berg-
mann, K. (2001). Stimulated hyper-raman adiabatic passage. iii. experiment. Phys. Rev. A,
64:023404.
[Bonnin et al., 2013] Bonnin, A., Zahzam, N., Bidel, Y. et Bresson, A. (2013). Simultaneous
dual-species matter-wave accelerometer. Phys. Rev. A, 88:043615.
[Boradjiev et Vitanov, 2010] Boradjiev, I. I. et Vitanov, N. V. (2010). Stimulated raman
adiabatic passage with unequal couplings : Beyond two-photon resonance. Phys. Rev. A,
81:053415.
[Bordé, 1989] Bordé, C. (1989). Atomic interferometry with internal state labelling. Phys. Lett.
A, 140(12):10  12.
[Bouchoule et al., 2008] Bouchoule, I., Trebbia, J.-B. et Garrido Alzar, C. L. (2008).
Limitations of the modulation method to smooth wire-guide roughness. Phys. Rev. A, 77:
023624.
[Brink et Sukumar, 2006] Brink, D. M. et Sukumar, C. V. (2006). Majorana spin-ﬂip transi-
tions in a magnetic trap. Phys. Rev. A, 74:035401.
[Brzozowski et al., 2002] Brzozowski, T. M., Maczynska, M., Zawada, M., Zachorowski,
J. et Gawlik, W. (2002). Time-of-ﬂight measurement of the temperature of cold atoms for
short trap-probe beam distances. J. Opt. B-Quantum S. O., 4(1):62.
[Canuel et al., 2006] Canuel, B., Leduc, F., Holleville, D., Gauguet, A., Fils, J., Virdis,
A., Clairon, A.,Dimarcq, N., Bordé, C. J., Landragin, A. et Bouyer, P. (2006). Six-axis
inertial sensor using cold-atom interferometry. Phys. Rev. Lett., 97:010402.
[Carraz et al., 2014] Carraz, O., Siemes, C., Massotti, L., Haagmans, R. et Silvestrin,
P. (2014). A spaceborne gravity gradiometer concept based on cold atom interferometers for
measuring earth's gravity ﬁeld. Microgravity Sci. Tec., 26(3):139145.
[Carroll et Hioe, 1990] Carroll, C. E. et Hioe, F. T. (1990). Analytic solutions for three-state
systems with overlapping pulses. Phys. Rev. A, 42:15221531.
[Castin et Dum, 1996] Castin, Y. et Dum, R. (1996). Bose-einstein condensates in time de-
pendent traps. Phys. Rev. Lett., 77(27):5315.
[Cermák et al., 2007] Cermák, J., Kuna, A., Sojdr, L. et Salzenstein, P. (2007). Short-
term frequency stability measurement of BVA oscillators. In Frequency Control Symposium,
2007 Joint with the 21st European Frequency and Time Forum. IEEE International, pages
12551260. IEEE.
[Champenois et al., 2001] Champenois, C., Büchner, M., Delhuille, R., Mathevet, R.,
Robilliard, C., Rizzo, C. et Vigué, J. (2001). Atomic diﬀraction by a laser standing wave :
Analysis using bloch states. Eur. Phys. J. D, 13(2):271278.
[Chauvin et al., 2007] Chauvin, J.,Weber, P., Aubry, J.-P., Lefebvre, F., Sthal, F., Gal-
liou, S., Rubiola, E. et Vacheret, X. (2007). A new generation of very high stability BVA
BIBLIOGRAPHIE 240
oscillators. In Frequency Control Symposium, 2007 Joint with the 21st European Frequency
and Time Forum. IEEE International, pages 12611268. IEEE.
[Cheinet, 2006] Cheinet, P. (2006). Conception et réalisation d'un gravimètre à atomes froids.
Thèse de doctorat, Université Pierre et Marie Curie-Paris VI.
[Chen et al., 2009] Chen, X., Muga, J. G., del Campo, A. et Ruschhaupt, A. (2009). Atom
cooling by nonadiabatic expansion. Phys. Rev. A, 80:063421.
[Chen et al., 2010] Chen, X., Ruschhaupt, A., Schmidt, S., del Campo, A., Guéry-Odelin,
D. etMuga, J. G. (2010). Fast optimal frictionless atom cooling in harmonic traps : Shortcut
to adiabaticity. Phys. Rev. Lett., 104:063002.
[Chen et al., 2011a] Chen, X., Torrontegui, E. et Muga, J. G. (2011a). Lewis-riesenfeld
invariants and transitionless quantum driving. Phys. Rev. A, 83:062116.
[Chen et al., 2011b] Chen, X., Torrontegui, E., Stefanatos, D., Li, J.-S. et Muga, J. G.
(2011b). Optimal trajectories for eﬃcient atomic transport without ﬁnal excitation. Phys.
Rev. A, 84:043415.
[Chiow et al., 2011] Chiow, S.-w., Kovachy, T., Chien, H.-C. et Kasevich, M. A. (2011). 102
~ k large area atom interferometers. Phys. Rev. Lett., 107(13):130403.
[Chou et al., 2010] Chou, C. W., Hume, D. B., Koelemeij, J. C. J., Wineland, D. J. et
Rosenband, T. (2010). Frequency comparison of two high-accuracy Al+ optical clocks. Phys.
Rev. Lett., 104:070802.
[Chow et al., 1985] Chow, W.,Gea-Banacloche, J., Pedrotti, L., Sanders, V., Schleich,
W. et Scully, M. (1985). The ring laser gyro. Rev. Mod. Phys., 57(1):61.
[Chu et al., 1985] Chu, S., Hollberg, L., Bjorkholm, J. E., Cable, A. et Ashkin, A. (1985).
Three-dimensional viscous conﬁnement and cooling of atoms by resonance radiation pressure.
Phys. Rev. Lett., 55(1):48.
[Clairon et al., 1995] Clairon, A., Laurent, P., Santarelli, G., Ghezali, S., Lea, S. et
Bahoura, M. (1995). A cesium fountain frequency standard : preliminary results. IEEE T.
Instrum. Meas., 44(2):128131.
[Clairon et al., 1991] Clairon, A., Salomon, C., Guellati, S. et Phillips, W. (1991). Ram-
sey resonance in a zacharias fountain. Europhys. Lett., 16(2):165.
[Cohen-Tannoudji, 1992] Cohen-Tannoudji, C. (1991-1992). Cours au collège de france 1991-
1992.
[Cohen-Tannoudji, 1997] Cohen-Tannoudji, C. (1996-1997). Cours au collège de france 1996-
1997.
[Cohen-Tannoudji, 2009] Cohen-Tannoudji, C. (2009). Dark resonances from optical pumping
to cold atoms and molecules.
BIBLIOGRAPHIE 241
[Cohen-Tannoudji et al., 1986] Cohen-Tannoudji, C., Diu, B., Laloë, F. et al. (1986). Mé-
canique quantique.
[Cohen-Tannoudji et al., 1992] Cohen-Tannoudji, C., Dupont-Roc, J. et Grynberg, G.
(1992). Processus d'interaction entre photons et atomes (InterEditions et Editions du CNRS,
1988), English translation : Atom-Photon Interactions. Basic Processes and Applications. Wi-
ley : New York.
[Cohen-Tannoudji et Guéry-Odelin, 2011] Cohen-Tannoudji, C. et Guéry-Odelin, D.
(2011). Advances in atomic physics. World Scientiﬁc.
[Courteille et al., 2006] Courteille, P. W., Deh, B., Fortágh, J., Günther, A., Kraft, S.,
Marzok, C., Slama, S. et Zimmermann, C. (2006). Highly versatile atomic micro traps
generated by multifrequency magnetic ﬁeld modulation. J. Phys. B-At. Mol. opt., 39(5):1055.
[Couvert et al., 2008] Couvert, A.,Kawalec, T.,Reinaudi, G. etGuéry-Odelin, D. (2008).
Optimal transport of ultracold atoms in the non-adiabatic regime. Europhys. Lett., 83(1):
13001.
[Cronin et al., 2009] Cronin, A., Schmiedmayer, J. et Pritchard, D. (2009). Optics and
interferometry with atoms and molecules. Rev. Mod. Phys., 81:10511129.
[Cronin et al., 2007] Cronin, A. D., Schmiedmayer, J. et Pritchard, D. E. (2007). Atom
interferometers. arXiv preprint arXiv :0712.3703.
[Dalfovo et al., 1999] Dalfovo, F., Giorgini, S., Pitaevskii, L. P. et Stringari, S. (1999).
Theory of bose-einstein condensation in trapped gases. Rev. Mod. Phys., 71:463512.
[Dalibard, 2013] Dalibard, J. (2013). Cours au collège de france 2013 : Des cages de lumière
pour les atomes : la physique des pièges et des réseaux optiques.
[Dalibard, 2015] Dalibard, J. (2015). Cours au collège de france 2015 : Une brève histoire des
atomes froids.
[Dalibard et Cohen-Tannoudji, 1985] Dalibard, J. et Cohen-Tannoudji, C. (1985). Dressed-
atom approach to atomic motion in laser light : the dipole force revisited. J. Opt. Soc. Am.
B, 2(11):17071720.
[Dalibard et Cohen-Tannoudji, 1989] Dalibard, J. et Cohen-Tannoudji, C. (1989). Laser
cooling below the doppler limit by polarization gradients : simple theoretical models. J. Opt.
Soc. Am. B, 6(11):20232045.
[Danzl et al., 2010] Danzl, J. G., Mark, M. J., Haller, E., Gustavsson, M., Hart, R.,
Aldegunde, J., Hutson, J. M. et Nägerl, H.-C. (2010). An ultracold high-density sample
of rovibronic ground-state molecules in an optical lattice. Nat. Phys., 6(4):265270.
[Davis et al., 1995a] Davis, K.,Mewes, M.-O. et Ketterle, W. (1995a). An analytical model
for evaporative cooling of atoms. Appl. Phys. B, 60(2-3):155159.
BIBLIOGRAPHIE 242
[Davis et al., 1995b] Davis, K. B.,Mewes, M. O., Andrews, M. R., van Druten, N. J., Dur-
fee, D. S., Kurn, D. M. et Ketterle, W. (1995b). Bose-Einstein condensation in a gas of
sodium atoms. Phys. Rev. Lett., 75:39693973.
[Davis et al., 1995c] Davis, K. B., Mewes, M.-O., Joffe, M. A., Andrews, M. R. et Ket-
terle, W. (1995c). Evaporative cooling of sodium atoms. Phys. Rev. Lett., 74:52025205.
[Debatin, 2013] Debatin, M. (2013). Creation of Ultracold RbCs Ground-State Molecules. Thèse
de doctorat, PhD thesis, University of Innsbruck.
[del Campo, 2013] del Campo, A. (2013). Shortcuts to adiabaticity by counterdiabatic driving.
Phys. Rev. Lett., 111:100502.
[Demirplak et Rice, 2003] Demirplak, M. et Rice, S. A. (2003). Adiabatic population transfer
with control ﬁelds. J. Phys. Chem. A, 107(46):99379945.
[Derevianko et Katori, 2011] Derevianko, A. et Katori, H. (2011). Colloquium : Physics of
optical lattice clocks. Rev. Mod. Phys., 83:331347.
[Désilles et al., 2011] Désilles, G., Mary, A., Feugnet, G., Gutty, F., Pocholle, J.-P. et
Schwartz, S. (2011). Gyrométrie interférométrique. Photoniques, (53):5561.
[Dettmer et al., 2001] Dettmer, S., Hellweg, D., Ryyty, P., J., A. J., Ertmer, W., Seng-
stock, K., Petrov, D. S., Shlyapnikov, G. V., Kreutzmann, H., Santos, L. et Lewen-
stein, M. (2001). Observation of phase ﬂuctuations in elongated bose-einstein condensates.
Phys. Rev. Lett., 87:160406.
[Deutsch, 2011] Deutsch, C. (2011). Trapped atom clock on a chip : identical spin rotation
eﬀects in an ultracold trapped atomic clock. Thèse de doctorat, Paris 6.
[Deutsch et al., 2010] Deutsch, C., Ramirez-Martinez, F., Lacroûte, C., Reinhard, F.,
Schneider, T., Fuchs, J. N., Piéchon, F., Laloë, F., Reichel, J. et Rosenbusch, P.
(2010). Spin self-rephasing and very long coherence times in a trapped atomic ensemble.
Phys. Rev. Lett., 105:020401.
[Dickerson et al., 2013] Dickerson, S. M., Hogan, J. M., Sugarbaker, A., Johnson, D.
M. S. et Kasevich, M. A. (2013). Multiaxis inertial sensing with long-time point source atom
interferometry. Phys. Rev. Lett., 111:083001.
[Diddams et al., 2000] Diddams, S. A., Jones, D. J., Ye, J., Cundiff, S. T., Hall, J. L.,
Ranka, J. K., Windeler, R. S., Holzwarth, R., Udem, T. et Hänsch, T. W. (2000).
Direct link between microwave and optical frequencies with a 300 thz femtosecond laser comb.
Phys. Rev. Lett., 84:51025105.
[Dieckmann et al., 1998] Dieckmann, K., Spreeuw, R. J. C., Weidemüller, M. et Walra-
ven, J. T. M. (1998). Two-dimensional magneto-optical trap as a source of slow atoms. Phys.
Rev. A, 58:38913895.
[Donley et al., 2005] Donley, E., Heavner, T., Levi, F., Tataw, M. et Jefferts, S. (2005).
Double-pass acousto-optic modulator system. Rev. Sci. Instrum., 76(6):063112.
BIBLIOGRAPHIE 243
[Dos Santos et al., 2009] Dos Santos, F. P., Wolf, P., Landragin, A., Angonin, M., Le-
monde, P., Bize, S., Clairon, A., Lambrecht, A., Lamine, B. et Reynaud, S. (2009).
Measurement of short range forces using cold atoms. In Proceeding of the 7th International
Symposium on Frequency Standard and Metrology, ed. by L. Maleki (World Scientiﬁc), pages
4452.
[Drummond et al., 2002] Drummond, P. D., Kheruntsyan, K. V., Heinzen, D. J. etWynar,
R. H. (2002). Stimulated raman adiabatic passage from an atomic to a molecular bose-einstein
condensate. Phys. Rev. A, 65:063619.
[Du, 2005] Du, S. (2005). Atom-chip Bose-Einstein condensation in a portable vacuum cell.
Thèse de doctorat, University of Colorado.
[Du et al., 2004] Du, S., Squires, M. B., Imai, Y., Czaia, L., Saravanan, R. A., Bright, V.,
Reichel, J., Hänsch, T. W. et Anderson, D. Z. (2004). Atom-chip bose-einstein conden-
sation in a portable vacuum cell. Phys. Rev. A, 70:053606.
[Du et al., 2008] Du, X., Luo, L., Clancy, B. et Thomas, J. E. (2008). Observation of ano-
malous spin segregation in a trapped fermi gas. Phys. Rev. Lett., 101:150401.
[Du et al., 2009] Du, X., Zhang, Y., Petricka, J. et Thomas, J. E. (2009). Controlling spin
current in a trapped fermi gas. Phys. Rev. Lett., 103:010401.
[Dupont-Nivet et Schwartz, 2014] Dupont-Nivet, M. et Schwartz, S. (2014). Gyroscope à
atomes froids sur puce avec potentiel microonde.
[Durfee et al., 2006] Durfee, D. S., Shaham, Y. K. et Kasevich, M. A. (2006). Long-term
stability of an area-reversible atom-interferometer sagnac gyroscope. Phys. Rev. Lett., 97:
240801.
[Eckert et al., 2004] Eckert, K., Lewenstein, M., Corbalán, R., Birkl, G., Ertmer, W.
et Mompart, J. (2004). Three-level atom optics via the tunneling interaction. Phys. Rev. A,
70:023606.
[Egorov et al., 2013] Egorov, M., Opanchuk, B., Drummond, P., Hall, B. V., Hannaford,
P. et Sidorov, A. I. (2013). Measurement of s-wave scattering lengths in a two-component
bose-einstein condensate. Phys. Rev. A, 87:053614.
[Ertmer et al., 2009] Ertmer, W., Schubert, C.,Wendrich, T., Gilowski, M., Zaiser, M.,
Zoest, T. v., Rasel, E., Bordé, C. J., Clairon, A., Laurent, P. et al. (2009). Matter
wave explorer of gravity (MWXG). Exp. Astron., 23(2):611649.
[Estève, 2004] Estève, J. (2004). Du miroir au guide d'onde atomique : eﬀets de rugosité. Thèse
de doctorat, Université Pierre et Marie Curie-Paris VI.
[Estève et al., 2008] Estève, J., Gross, C.,Weller, A., Giovanazzi, S. et Oberthaler, M.
(2008). Squeezing and entanglement in a boseeinstein condensate. Nature, 455(7217):1216
1219.
BIBLIOGRAPHIE 244
[Fabre, 2011] Fabre, C. (2011). Atomes et lumiere interaction matiere rayonnement, version
2011.
[Falke et al., 2014] Falke, S., Lemke, N., Grebing, C., Lipphardt, B.,Weyers, S., Gergi-
nov, V., Huntemann, N., Hagemann, C., Al-Masoudi, A., Häfner, S. et al. (2014). A
strontium lattice clock with 3× 10−17 inaccuracy and its frequency. New J. Phys., 16(7):073023.
[Farkas et al., 2013] Farkas, D. M.,Hudek, K. M.,Du, S. etAnderson, D. Z. (2013). Eﬃcient
direct evaporative cooling in an atom-chip magnetic trap. Phys. Rev. A, 87:053417.
[Farkas et al., 2010] Farkas, D. M., Hudek, K. M., Salim, E. A., Segal, S. R., Squires,
M. B. et Anderson, D. Z. (2010). A compact, transportable, microchip-based system for
high repetition rate production of boseeinstein condensates. Appl. Phys. Lett., 96(9):.
[Folman et al., 2002] Folman, R., Krüger, P., Schmiedmayer, J., Denschlag, J. et Hen-
kel, C. (2002). Microscopic atom optics : from wires to an atom chip. Adv. Atom. Mol. Opt.
Phy., 48:263356.
[Fortágh et Zimmermann, 2007] Fortágh, J. et Zimmermann, C. (2007). Magnetic microtraps
for ultracold atoms. Rev. Mod. Phys., 79:235289.
[Garrido Alzar et al., 2006] Garrido Alzar, C. L., Perrin, H., Garraway, B. M. et
Lorent, V. (2006). Evaporative cooling in a radio-frequency trap. Phys. Rev. A, 74:053413.
[Gaubatz et al., 1988] Gaubatz, U., Rudecki, P., Becker, M., Schiemann, S., Külz, M. et
Bergmann, K. (1988). Population switching between vibrational levels in molecular beams.
Chem. Phys. Lett., 149:463  468.
[Gaubatz et al., 1990] Gaubatz, U., Rudecki, P., Schiemann, S. et Bergmann, K. (1990).
Population transfer between molecular vibrational levels by stimulated raman scattering with
partially overlapping laser ﬁelds. A new concept and experimental results. J. Chem. Phys.,
92(9):53635376.
[Geiger, 2011] Geiger, R. (2011). Senseur inertiel à ondes de matière aéroporté. Thèse de
doctorat, Université Paris Sud-Paris XI.
[Geiger et al., 2011] Geiger, R., Ménoret, V., Stern, G., Zahzam, N., Cheinet, P., Bat-
telier, B., Villing, A., Moron, F., Lours, M., Bidel, Y. et al. (2011). Detecting inertial
eﬀects with airborne matter-wave interferometry. Nat. Commun., 2:474.
[Gentile et al., 1989] Gentile, T. R., Hughey, B. J., Kleppner, D. et Ducas, T. W. (1989).
Experimental study of one- and two-photon rabi oscillations. Phys. Rev. A, 40:51035115.
[Gillot et al., 2014] Gillot, P., Francis, O., Landragin, A., Dos Santos, F. P. etMerlet,
S. (2014). Stability comparison of two absolute gravimeters : optical versus atomic interfero-
meters. Metrologia, 51(5):L15.
[Goldner et al., 1994] Goldner, L. S., Gerz, C., Spreeuw, R. J. C., Rolston, S. L., West-
brook, C. I., Phillips, W. D., Marte, P. et Zoller, P. (1994). Momentum transfer in
laser-cooled cesium by adiabatic passage in a light ﬁeld. Phys. Rev. Lett., 72:9971000.
BIBLIOGRAPHIE 245
[Graefe et al., 2006] Graefe, E. M., Korsch, H. J. etWitthaut, D. (2006). Mean-ﬁeld dyna-
mics of a bose-einstein condensate in a time-dependent triple-well trap : Nonlinear eigenstates,
landau-zener models, and stimulated raman adiabatic passage. Phys. Rev. A, 73:013617.
[Grimm et al., 2000] Grimm, R., Weidemüller, M. et Ovchinnikov, Y. B. (2000). Optical
dipole traps for neutral atoms. Adv. Atom. Mol. Opt. Phy., 42:95170.
[Grond et al., 2010] Grond, J., Hohenester, U., Mazets, I. et Schmiedmayer, J. (2010).
Atom interferometry with trapped bose-einstein condensates : impact of atom-atom interac-
tions. New J. Phys., 12(6):065036.
[Guéna et al., 2012] Guéna, J., Abgrall, M., Rovera, D., Laurent, P., Chupin, B., Lours,
M., Santarelli, G., Rosenbusch, P., Tobar, M. E., Li, R. et al. (2012). Progress in atomic
fountains at lne-syrte. IEEE T. Ultrason. Ferr., 59(3):391409.
[Guérin et al., 1998] Guérin, S., Yatsenko, L. P., Halfmann, T., Shore, B. W. et Berg-
mann, K. (1998). Stimulated hyper-raman adiabatic passage. ii. static compensation of dy-
namic stark shifts. Phys. Rev. A, 58:46914704.
[Gustavson, 2000] Gustavson, T. L. (2000). Precision rotation sensing using atom interfero-
metry. Thèse de doctorat, stanford university.
[Gustavson et al., 1997] Gustavson, T. L., Bouyer, P. et Kasevich, M. A. (1997). Precision
rotation measurements with an atom interferometer gyroscope. Phys. Rev. Lett., 78:20462049.
[H. R. Lewis et Riesenfeld, 1969] H. R. Lewis, J. et Riesenfeld, W. B. (1969). An exact
quantum theory of the time-dependent harmonic oscillator and of a charged particle in a
time-dependent electromagnetic ﬁeld. J. Math. Phys., 10(8):14581473.
[Hänsel et al., 2001] Hänsel, W., Reichel, J., Hommelhoff, P. et Hänsch, T. (2001). Ma-
gnetic conveyor belt for transporting and merging trapped atom clouds. Phys. Rev. Lett.,
86(4):608.
[Harber et al., 2002] Harber, D. M., Lewandowski, H. J., McGuirk, J. M. et Cornell,
E. A. (2002). Eﬀect of cold collisions on spin coherence and resonance shifts in a magnetically
trapped ultracold gas. Phys. Rev. A, 66:053616.
[Hare, 2007] Hare, J. (2007). Note de cours de mécanique analytique.
[Hartwig et al., 2015] Hartwig, J., Abend, S., Schubert, C., Schlippert, D., Ahlers, H.,
Posso-Trujillo, K., Gaaloul, N., Ertmer, W. et Rasel, E. M. (2015). Testing the uni-
versality of free fall with rubidium and ytterbium in a very large baseline atom interferometer.
New J. Phys., 17(3):035011.
[Heathcote et al., 2008] Heathcote, W., Nugent, E., Sheard, B. et Foot, C. (2008). A ring
trap for ultracold atoms in an rf-dressed state. New J. Phys., 10(4):043012.
[Heer, 1965] Heer, C. (1965). Commentaires sur un gyroscope à ondes corpusculaires. Mémorial
de l'Artillerie française, 2ème fascicule, page 394.
BIBLIOGRAPHIE 246
[Henkel et al., 2003] Henkel, C., Krüger, P., Folman, R. et Schmiedmayer, J. (2003). Fun-
damental limits for coherent manipulation on atom chips. Appl. Phys. B, 76(2):173182.
[Henkel et al., 1999] Henkel, C., Pötting, S. et Wilkens, M. (1999). Loss and heating of
particles in small and noisy traps. Appl. Phys. B, 69(5-6):379387.
[Henkel et Wilkens, 1999] Henkel, C. et Wilkens, M. (1999). Heating of trapped atoms near
thermal surfaces. Europhys. Lett., 47(4):414.
[Hennrich et al., 2000] Hennrich, M., Legero, T., Kuhn, A. et Rempe, G. (2000). Vacuum-
stimulated raman scattering based on adiabatic passage in a high-ﬁnesse optical cavity. Phys.
Rev. Lett., 85:48724875.
[Hess, 1986] Hess, H. F. (1986). Evaporative cooling of magnetically trapped and compressed
spin-polarized hydrogen. Phys. Rev. B, 34:34763479.
[Hilico, 2014] Hilico, A. (2014). Capteur de force à atomes piégés dans un réseau optique.
Caractérisation des performances. Thèse de doctorat, Ecole Normale Supérieure.
[Hinkley et al., 2013] Hinkley, N., Sherman, J., Phillips, N., Schioppo, M., Lemke, N.,
Beloy, K., Pizzocaro, M., Oates, C. et Ludlow, A. (2013). An atomic clock with 10−18
instability. Science, 341(6151):12151218.
[Holleville, 2001] Holleville, D. (2001). conception et réalisation d'un gyromètre à atomes
froids fondé sur l'eﬀet Sagnac pour les ondes de matière. Thèse de doctorat, Université Paris
Sud-Paris XI.
[Holzwarth et al., 2000] Holzwarth, R., Udem, T., Hänsch, T. W., Knight, J. C., Wad-
sworth, W. J. et Russell, P. S. J. (2000). Optical frequency synthesizer for precision
spectroscopy. Phys. Rev. Lett., 85:22642267.
[Hu et al., 2013] Hu, Z.-K., Sun, B.-L., Duan, X.-C., Zhou, M.-K., Chen, L.-L., Zhan,
S., Zhang, Q.-Z. et Luo, J. (2013). Demonstration of an ultrahigh-sensitivity atom-
interferometry absolute gravimeter. Phys. Rev. A, 88(4):043610.
[Huet, 2013] Huet, L. (2013). Gravimétrie atomique sur puce et applications embarquées. Thèse
de doctorat, Université Paris-Est.
[Huet et al., 2012] Huet, L., Ammar, M., Morvan, E., Sarazin, N., Pocholle, J.-P., Rei-
chel, J., Guerlin, C. et Schwartz, S. (2012). Experimental investigation of transparent
silicon carbide for atom chips. Appl. Phys. Lett., 100(12):.
[Husimi, 1953] Husimi, K. (1953). Miscellanea in elementary quantum mechanics, ii. Prog.
Theor. Phys., 9(4):381402.
[Itano et al., 1993] Itano, W. M., Bergquist, J. C., Bollinger, J. J.,Gilligan, J. M.,Hein-
zen, D. J., Moore, F. L., Raizen, M. G. et Wineland, D. J. (1993). Quantum projection
noise : Population ﬂuctuations in two-level systems. Phys. Rev. A, 47:35543570.
[Javanainen et Wilkens, 1997] Javanainen, J. et Wilkens, M. (1997). Phase and phase diﬀu-
sion of a split bose-einstein condensate. Phys. Rev. Lett., 78:46754678.
BIBLIOGRAPHIE 247
[Jessen et Deutsch, 1996] Jessen, P. et Deutsch, I. (1996). Optical lattices. Adv. Atom. Mol.
Opt. Phys., 37:95138.
[Jo et al., 2007] Jo, G.-B., Shin, Y., Will, S., Pasquini, T. A., Saba, M., Ketterle, W.,
Pritchard, D. E., Vengalattore, M. et Prentiss, M. (2007). Long phase coherence time
and number squeezing of two bose-einstein condensates on an atom chip. Phys. Rev. Lett.,
98:030407.
[Kamsap et al., 2013] Kamsap, M. R., Ekogo, T. B., Pedregosa-Gutierrez, J., Hagel, G.,
Houssin, M., Morizot, O., Knoop, M. et Champenois, C. (2013). Coherent internal state
transfer by a three-photon stirap-like scheme for many-atom samples. J. Phys. B-At. Mol.
opt., 46(14):145502.
[Kasevich et Chu, 1991] Kasevich, M. et Chu, S. (1991). Atomic interferometry using stimu-
lated raman transitions. Phys. Rev. Lett., 67:181184.
[Kasevich et Chu, 1992] Kasevich, M. et Chu, S. (1992). Measurement of the gravitational
acceleration of an atom with a light-pulse atom interferometer. Appl. Phys. B, 54(5):321332.
[Kasevich et al., 1989] Kasevich, M. A., Riis, E., Chu, S. et DeVoe, R. G. (1989). Rf spec-
troscopy in an atomic fountain. Phys. Rev. Lett., 63:612615.
[Katori et al., 2003] Katori, H., Takamoto, M., Pal'chikov, V. G. et Ovsiannikov, V. D.
(2003). Ultrastable optical clock with neutral atoms in an engineered light shift trap. Phys.
Rev. Lett., 91:173005.
[Kaufmann et al., 2001] Kaufmann, O., Ekers, A., Gebauer-Rochholz, C.,Mettendorf,
K. U., Keil, M. et Bergmann, K. (2001). Dissociative charge transfer from highly excited na
rydberg atoms to vibrationally excited na 2 molecules. Int. J. Mass Spectrom., 205(1):233242.
[Keil et al., 2016] Keil, M., Amit, O., Zhou, S., Groswasser, D., Japha, Y. et Folman, R.
(2016). Fifteen years of cold matter on the atom chip : promise, realizations, and prospects.
Journal of Modern Optics, pages 146.
[Keller et al., 1999] Keller, C., Schmiedmayer, J., Zeilinger, A., Nonn, T., Dürr, S. et
Rempe, G. (1999). Adiabatic following in standing-wave diﬀraction of atoms. Appl. Phys. B,
69(4):303309.
[Ketterle et al., 1999] Ketterle, W., Durfee, D. et Stamper-Kurn, D. (1999). Making, pro-
bing and understanding bose-einstein condensates. arXiv preprint arXiv :cond-mat/9904034,
5.
[Ketterle et Van Druten, 1996] Ketterle, W. et Van Druten, N. (1996). Evaporative cooling
of trapped atoms. Adv. Atom. Mol. Opt. Phy., 37:181.
[Kleine Büning et al., 2011] Kleine Büning, G.,Will, J., Ertmer, W., Rasel, E., Arlt, J.,
Klempt, C., Ramirez-Martinez, F., Piéchon, F. et Rosenbusch, P. (2011). Extended
coherence time on the clock transition of optically trapped rubidium. Phys. Rev. Lett., 106:
240801.
BIBLIOGRAPHIE 248
[Kleppner, 2013] Kleppner, D. (2013). Norman ramsey and his method daniel kleppner. Phys.
Today, 66(1):25.
[Kotru et al., 2014] Kotru, K., Brown, J. M., Butts, D. L., Kinast, J. M. et Stoner, R. E.
(2014). Robust ramsey sequences with raman adiabatic rapid passage. Phys. Rev. A, 90:053611.
[Kozlovskii, 2003] Kozlovskii, A. (2003). Quantum dynamics and statistics of a bose conden-
sate generated by an atomic laser. J. Exp. Theor. Phys., 96(6):9931005.
[Kuhn et al., 2002] Kuhn, A., Hennrich, M. et Rempe, G. (2002). Deterministic single-photon
source for distributed quantum networking. Phys. Rev. Lett., 89:067901.
[Kuklinski et al., 1989] Kuklinski, J. R., Gaubatz, U., Hioe, F. T. et Bergmann, K. (1989).
Adiabatic population transfer in a three-level system driven by delayed laser pulses. Phys.
Rev. A, 40:67416744.
[Külz et al., 1996] Külz, M., Keil, M., Kortyna, A., Schellhaa, B., Hauck, J., Berg-
mann, K., Meyer, W. et Weyh, D. (1996). Dissociative attachment of low-energy electrons
to state-selected diatomic molecules. Phys. Rev. A, 53:33243334.
[Kuna et al., 2008] Kuna, A., Cermak, J., Sojdr, L., Salzenstein, P. et Lefebvre, F.
(2008). Comparison of ultra-stable BVA oscillators. In 22nd European Frequency and Time
Forum, page NA.
[Kuznetsova et al., 2009] Kuznetsova, E., Gacesa, M., Pellegrini, P., Yelin, S. F. et
Côté, R. (2009). Eﬃcient formation of ground-state ultracold molecules via stirap from
the continuum at a feshbach resonance. New J. Phys., 11(5):055028.
[Lacroûte et al., 2010] Lacroûte, C., Reinhard, F., Ramirez-Martinez, F., Deutsch, C.,
Schneider, T., Reichel, J. et Rosenbusch, P. (2010). Preliminary results of the trapped
atom clock on a chip. IEEE T. Ultrason. Ferr., 57(1):106110.
[Laurent et al., 2015] Laurent, P.,Massonnet, D., Cacciapuoti, L. et Salomon, C. (2015).
The aces/pharao space mission. Comptes Rendus Physique, 16(5):540552.
[Lautier et al., 2014] Lautier, J., Volodimer, L., Hardin, T.,Merlet, S., Lours, M., Per-
eira Dos Santos, F. et Landragin, A. (2014). Hybridizing matter-wave and classical
accelerometers. Appl. Phys. Lett., 105(14).
[Lawall et Prentiss, 1994] Lawall, J. et Prentiss, M. (1994). Demonstration of a novel atomic
beam splitter. Phys. Rev. Lett., 72:993996.
[Lee et al., 1996] Lee, K. I., Kim, J. A., Noh, H. R. et Jhe, W. (1996). Single-beam atom trap
in a pyramidal and conical hollow mirror. Opt. Lett., 21(15):11771179.
[Lefèvre, 1996] Lefèvre, H. C. (1996). Fundamentals of the interferometric ﬁber optic gyro-
scope. In SPIE's 1996 International Symposium on Optical Science, Engineering, and Instru-
mentation, pages 217. International Society for Optics and Photonics.
BIBLIOGRAPHIE 249
[Lefèvre, 2014] Lefèvre, H. C. (2014). The ﬁber-optic gyroscope, a century after sagnac's
experiment : The ultimate rotation-sensing technology ? Comptes Rendus Physique, 15(10):
851858.
[Lesanovsky et al., 2006] Lesanovsky, I., Schumm, T.,Hofferberth, S.,Andersson, L. M.,
Krüger, P. et Schmiedmayer, J. (2006). Adiabatic radio-frequency potentials for the co-
herent manipulation of matter waves. Phys. Rev. A, 73:033619.
[Lett et al., 1989] Lett, P. D., Phillips, W. D., Rolston, S., Tanner, C. E., Watts, R. et
Westbrook, C. (1989). Optical molasses. J. Opt. Soc. Am. B, 6(11):20842107.
[Lett et al., 1988] Lett, P. D., Watts, R. N., Westbrook, C. I., Phillips, W. D., Gould,
P. L. et Metcalf, H. J. (1988). Observation of atoms laser cooled below the doppler limit.
Phys. Rev. Lett., 61(2):169.
[Lévèque et al., 2015] Lévèque, T., Faure, B., Esnault, F.-X., Delaroche, C., Masson-
net, D.,Grosjean, O., Buffe, F., Torresi, P., Bomer, T., Pichon, A. et al. (2015). PHA-
RAO laser source ﬂight model : Design and performances. Rev. Sci. Instrum., 86(3):033104.
[Lewandowski et al., 2003] Lewandowski, H., Harber, D., Whitaker, D. et Cornell, E.
(2003). Simpliﬁed system for creating a boseeinstein condensate. J. Low Temp. Phys., 132(5-
6):309367.
[Lewandowski et al., 2002] Lewandowski, H. J., Harber, D. M., Whitaker, D. L. et Cor-
nell, E. A. (2002). Observation of anomalous spin-state segregation in a trapped ultracold
vapor. Phys. Rev. Lett., 88:070403.
[Lewenstein et You, 1996] Lewenstein, M. et You, L. (1996). Quantum phase diﬀusion of a
bose-einstein condensate. Phys. Rev. Lett., 77:34893493.
[Lewis, 1967a] Lewis, H. R. (1967a). Classical and quantum systems with time-dependent
harmonic-oscillator-type hamiltonians. Phys. Rev. Lett., 18:510512.
[Lewis, 1967b] Lewis, H. R. (1967b). Classical and quantum systems with time-dependent
harmonic-oscillator-type hamiltonians. Phys. Rev. Lett., 18:636636.
[Lewis, 1968a] Lewis, H. R. (1968a). Class of exact invariants for classical and quantum time-
dependent harmonic oscillators. J. Math. Phys., 9(11):19761986.
[Lewis, 1968b] Lewis, H. R. (1968b). Motion of a time-dependent harmonic oscillator, and of a
charged particle in a class of time-dependent, axially symmetric electromagnetic ﬁelds. Phys.
Rev., 172:13131315.
[Lewis et Leach, 1982] Lewis, H. R. et Leach, P. G. L. (1982). A direct approach to ﬁnding
exact invariants for one-dimensional time-dependent classical hamiltonians. J. Math. Phys.,
23(12):23712374.
[Lhuillier et Laloë, 1982a] Lhuillier, C. et Laloë, F. (1982a). Transport properties in a spin
polarized gas, i. J. Phys.-Paris, 43(2):197224.
BIBLIOGRAPHIE 250
[Lhuillier et Laloë, 1982b] Lhuillier, C. et Laloë, F. (1982b). Transport properties in a spin
polarized gas, ii. J. Phys.-Paris, 43(2):225241.
[Longhi, 2006] Longhi, S. (2006). Adiabatic passage of light in coupled optical waveguides.
Phys. Rev. E, 73:026607.
[Longhi, 2009] Longhi, S. (2009). Quantum-optical analogies using photonic structures. Laser
& Photonics Reviews, 3(3):243261.
[Longhi et al., 2007] Longhi, S., Della Valle, G., Ornigotti, M. et Laporta, P. (2007).
Coherent tunneling by adiabatic passage in an optical waveguide system. Phys. Rev. B, 76:
201101.
[Loukianov et al., 1999] Loukianov, D., Rodloff, R., Sorg, H. et Stieler, B. (1999). Opti-
cal gyros and their application (gyroscopes optiques et leurs applications). Rapport technique,
DTIC Document.
[Lu et al., 2013] Lu, X.-J., Chen, X., Ruschhaupt, A., Alonso, D., Guérin, S. et Muga,
J. G. (2013). Fast and robust population transfer in two-level quantum systems with dephasing
noise and/or systematic frequency errors. Phys. Rev. A, 88:033406.
[Ludlow et al., 2015] Ludlow, A. D., Boyd, M. M. et Ye, J. (2015). Optical atomic clocks.
Rev. Mod. Phys., 87:637.
[Luiten et al., 1996] Luiten, O. J., Reynolds, M. W. et Walraven, J. T. M. (1996). Kinetic
theory of the evaporative cooling of a trapped gas. Phys. Rev. A, 53:381389.
[Lye et al., 2002] Lye, J. E., Fletcher, C. S., Kallmann, U., Bachor, H.-A. et Close, J. D.
(2002). Images of evaporative cooling to bose-einstein condensation. J. Opt. B-Quantum S.
O., 4(1):57.
[Maddaloni et al., 2009] Maddaloni, P., Cancio, P. et DeNatale, P. (2009). Topical review :
Optical comb generators for laser frequency measurement. Meas. Sci. Technol., 20(5):2001.
[Maineult et al., 2012] Maineult, W.,Deutsch, C.,Gibble, K.,Reichel, J. etRosenbusch,
P. (2012). Spin waves and collisional frequency shifts of a trapped-atom clock. Phys. Rev.
Lett., 109:020407.
[Marte et al., 1991] Marte, P., Zoller, P. et Hall, J. L. (1991). Coherent atomic mirrors and
beam splitters by adiabatic passage in multilevel systems. Phys. Rev. A, 44:R4118R4121.
[Martínez-Garaot et al., 2013] Martínez-Garaot, S., Torrontegui, E., Chen, X., Modu-
gno, M., Guéry-Odelin, D., Tseng, S.-Y. et Muga, J. G. (2013). Vibrational mode mul-
tiplexing of ultracold atoms. Phys. Rev. Lett., 111:213001.
[Martínez-Garaot et al., 2014] Martínez-Garaot, S., Torrontegui, E., Chen, X. etMuga,
J. G. (2014). Shortcuts to adiabaticity in three-level systems using lie transforms. Phys. Rev.
A, 89:053408.
[Masuda et Nakamura, 2008] Masuda, S. et Nakamura, K. (2008). Fast-forward problem in
quantum mechanics. Phys. Rev. A, 78:062108.
BIBLIOGRAPHIE 251
[Masuda et Nakamura, 2010] Masuda, S. et Nakamura, K. (2010). Fast-forward of adiabatic
dynamics in quantum mechanics. Proceedings of the Royal Society A : Mathematical, Physical
and Engineering Science, 466(2116):11351154.
[Maussang, 2010] Maussang, K. (2010). Etats comprimés atomiques sur puce à atomes. Thèse
de doctorat, Université Pierre et Marie Curie-Paris VI.
[McBride, 2011] McBride, S. (2011). Channel cell system. US Patent 8,080,778.
[McBride et al., 2013] McBride, S., Lipp, S., Michalchuk, J., Anderson, D., Salim, E. et
Squires, M. (2013). Channel cell system. US Patent 8,415,612.
[McCarron, 2007] McCarron, D. (2007). A guide to acousto-optic modulators. Rapport tech-
nique, Technical report, Durham University.
[McGuinness et al., 2012] McGuinness, H. J., Rakholia, A. V. et Biedermann, G. W.
(2012). High data-rate atom interferometer for measuring acceleration. Appl. Phys. Lett.,
100(1):.
[McGuirk et al., 2002] McGuirk, J., Foster, G., Fixler, J., Snadden, M. et Kasevich,
M. (2002). Sensitive absolute-gravity gradiometry using atom interferometry. Phys. Rev. A,
65:033608.
[Metcalf et Van der Straten, 2012] Metcalf, H. J. et Van der Straten, P. (2012). Laser co-
oling and trapping. Springer Science & Business Media.
[Møller et al., 2007] Møller, D., Sørensen, J. L., Thomsen, J. B. et Drewsen, M. (2007).
Eﬃcient qubit detection using alkaline-earth-metal ions and a double stimulated raman adia-
batic process. Phys. Rev. A, 76:062321.
[Morgan et al., 2014] Morgan, T., Busch, T. et Fernholz, T. (2014). Adiabatic potentials
using multiple radio frequencies. arXiv preprint arXiv :1405.2534.
[Morizot et al., 2006] Morizot, O., Colombe, Y., Lorent, V., Perrin, H. et Garraway,
B. M. (2006). Ring trap for ultracold atoms. Phys. Rev. A, 74(2):023617.
[Müller et al., 2008] Müller, H., Chiow, S.-w., Herrmann, S., Chu, S. et Chung, K.-Y.
(2008). Atom-interferometry tests of the isotropy of post-newtonian gravity. Phys. Rev. Lett.,
100:031101.
[Müntinga et al., 2013] Müntinga, H.,Ahlers, H.,Krutzik, M.,Wenzlawski, A.,Arnold,
S., Becker, D., Bongs, K.,Dittus, H.,Duncker, H.,Gaaloul, N.,Gherasim, C.,Giese,
E., Grzeschik, C., Hänsch, T. W., Hellmig, O., Herr, W., Herrmann, S., Kajari, E.,
Kleinert, S., Lämmerzahl, C., Lewoczko-Adamczyk, W., Malcolm, J., Meyer, N.,
Nolte, R., Peters, A., Popp, M., Reichel, J., Roura, A., Rudolph, J., Schiemangk,
M., Schneider, M., Seidel, S. T., Sengstock, K., Tamma, V., Valenzuela, T., Vogel,
A.,Walser, R.,Wendrich, T.,Windpassinger, P., Zeller, W., van Zoest, T., Ertmer,
W., Schleich, W. P. et Rasel, E. M. (2013). Interferometry with bose-einstein condensates
in microgravity. Phys. Rev. Lett., 110:093602.
BIBLIOGRAPHIE 252
[Nesterenko et al., 2009] Nesterenko, V., Novikov, A., de Souza Cruz, F. et Lapolli, E.
(2009). STIRAP transport of bose-einstein condensate in triple-well trap. Laser Phys., 19(4):
616624.
[Neumeyer, 2010] Neumeyer, J. (2010). Superconducting gravimetry. In Sciences of Geodesy-I,
pages 339413. Springer.
[Niebauer et al., 1995] Niebauer, T., Sasagawa, G., Faller, J., Hilt, R. et Klopping, F.
(1995). A new generation of absolute gravimeters. Metrologia, 32(3):159.
[Nirrengarten et al., 2006] Nirrengarten, T., Qarry, A., Roux, C., Emmert, A., Nogues,
G., Brune, M., Raimond, J.-M. et Haroche, S. (2006). Realization of a superconducting
atom chip. Phys. Rev. Lett., 97:200405.
[Oreg et al., 1984] Oreg, J., Hioe, F. T. et Eberly, J. H. (1984). Adiabatic following in
multilevel systems. Phys. Rev. A, 29:690697.
[Parkins et al., 1993] Parkins, A., Marte, P., Zoller, P. et Kimble, H. (1993). Synthesis
of arbitrary quantum states via adiabatic transfer of zeeman coherence. Phys. Rev. Lett.,
71(19):3095.
[Patrick et Choyke, 1970] Patrick, L. et Choyke, W. J. (1970). Static dielectric constant of
sic. Phys. Rev. B, 2:22552256.
[Pelle et al., 2013] Pelle, B.,Hilico, A.,Tackmann, G., Beaufils, Q. et Pereira dos Santos,
F. (2013). State-labeling wannier-stark atomic interferometers. Phys. Rev. A, 87:023601.
[Perelomov et Popov, 1970] Perelomov, A. et Popov, V. (1970). Method of generating func-
tions for a quantum oscillator. Theor. Math. Phys+, 3(3):582592.
[Perrin, 2013] Perrin, H. (2013). Les houches lectures on adiabatic potentials, spin and ﬁelds.
[Peters et al., 2001] Peters, A., Chung, K. Y. et Chu, S. (2001). High-precision gravity mea-
surements using atom interferometry. Metrologia, 38(1):25.
[Petrich et al., 1995] Petrich, W., Anderson, M. H., Ensher, J. R. et Cornell, E. A.
(1995). Stable, tightly conﬁning magnetic trap for evaporative cooling of neutral atoms. Phys.
Rev. Lett., 74:33523355.
[Piot et al., 2015] Piot, A., Bourgeteau, B., Le Traon, O., Roland, I., Isac, N., Levy,
R., Lavenus, P., Guerard, J. et Bosseboeuf, A. (2015). Electromechanical and process
design of a 3 axis piezoelectric mems gyro in gaas. In Inertial Sensors and Systems Symposium
(ISS), 2015 DGON, pages 116. IEEE.
[Popov et Perelomov, 1969] Popov, V. S. et Perelomov, A. M. (1969). Parametric excitation
of a quantum oscillator. J. Exp. Theor. Phys., 29:738745.
[Popov et Perelomov, 1970] Popov, V. S. et Perelomov, A. M. (1970). Parametric excitation
of a quantum oscillator ii. J. Exp. Theor. Phys., 30:910913.
BIBLIOGRAPHIE 253
[Preston et al., 1996] Preston, D. W., Wieman, C. E. et Siegbahn, K. M. (1996). Doppler-
free saturated absorption spectroscopy : Laser spectroscopy. Am. J. Phys, 64(11):14321436.
[Pritchard, 1983] Pritchard, D. E. (1983). Cooling neutral atoms in a magnetic trap for
precision spectroscopy. Phys. Rev. Lett., 51:13361339.
[Rab et al., 2008] Rab, M., Cole, J. H., Parker, N. G., Greentree, A. D., Hollenberg,
L. C. L. et Martin, A. M. (2008). Spatial coherent transport of interacting dilute bose gases.
Phys. Rev. A, 77:061602.
[Rakholia, 2015] Rakholia, A. (2015). High Data-Rate Atom Interferometry for Measuring
Dynamic Inertial Conditions. Thèse de doctorat.
[Rakholia et al., 2014] Rakholia, A. V., McGuinness, H. J. et Biedermann, G. W. (2014).
Dual-axis high-data-rate atom interferometer via cold ensemble exchange. Phys. Rev. Applied,
2:054012.
[Ramirez-Martinez et al., 2011] Ramirez-Martinez, F., Lacroûte, C., Rosenbusch, P.,
Reinhard, F., Deutsch, C., Schneider, T. et Reichel, J. (2011). Compact frequency
standard using atoms trapped on a chip. Adv. Space Res., 47(2):247  252. Scientiﬁc applica-
tions of Galileo and other Global Navigation Satellite Systems - I.
[Ramirez-Martinez et al., 2010] Ramirez-Martinez, F., Lours, M., Rosenbusch, P., Rein-
hard, F. et Reichel, J. (2010). Low-phase-noise frequency synthesizer for the trapped atom
clock on a chip. IEEE T. Ultrason. Ferr., 57(1):8893.
[Ramsey, 1949] Ramsey, N. F. (1949). A new molecular beam resonance method. Phys. Rev.,
76:996996.
[Ramsey, 1950] Ramsey, N. F. (1950). A molecular beam resonance method with separated
oscillating ﬁelds. Phys. Rev., 78:695699.
[Ramsey, 1980] Ramsey, N. F. (1980). The method of successive oscillatory ﬁelds. Phys. Today,
33(7):2530.
[Ramsey, 1983] Ramsey, N. F. (1983). History of atomic clocks. J. Res. Nat. Bur. Stand.,
88:301.
[Ramsey, 1990] Ramsey, N. F. (1990). Experiments with separated oscillatory ﬁelds and hydro-
gen masers. Rev. Mod. Phys., 62:541552.
[Randall et al., 2015] Randall, J., Weidt, S., Standing, E. D., Lake, K., Webster, S. C.,
Murgia, D. F., Navickas, T., Roth, K. et Hensinger, W. K. (2015). Eﬃcient preparation
and detection of microwave dressed-state qubits and qutrits with trapped ions. Phys. Rev. A,
91:012322.
[Reichel, 2002] Reichel, J. (2002). Microchip traps and bose-einstein condensation. Appl. Phys.
B, 74(6):469487.
[Reichel et al., 2001] Reichel, J., Hänsel, W., Hommelhoff, P. et Hänsch, T. (2001). Ap-
plications of integrated magnetic microtraps. Appl. Phys. B, 72(1):8189.
BIBLIOGRAPHIE 254
[Reichel et Vuletic, 2010] Reichel, J. et Vuletic, V. (2010). Atom Chips. John Wiley & Sons.
[Reinaudi et al., 2007] Reinaudi, G., Lahaye, T., Wang, Z. et Guéry-Odelin, D. (2007).
Strong saturation absorption imaging of dense clouds of ultracold atoms. Opt. Lett., 32(21):
31433145.
[Reinhard, 2009] Reinhard, F. (2009). Design and construction of an atomic clock on an atom
chip. Thèse de doctorat, Université Pierre et Marie Curie-Paris VI.
[Richard et al., 2003] Richard, S., Gerbier, F., Thywissen, J., Hugbart, M., Bouyer, P.
et Aspect, A. (2003). Momentum spectroscopy of 1d phase ﬂuctuations in bose-einstein
condensates. arXiv preprint arXiv :cond-mat/0303137.
[Riehle, 2006] Riehle, F. (2006). Frequency standards : basics and applications. John Wiley &
Sons.
[Riehle, 2015] Riehle, F. (2015). Towards a re-deﬁnition of the second based on optical atomic
clocks. arXiv preprint arXiv :1501.02068.
[Riehle et al., 1991] Riehle, F., Kisters, T.,Witte, A., Helmcke, J. et Bordé, C. J. (1991).
Optical ramsey spectroscopy in a rotating frame : Sagnac eﬀect in a matter-wave interferome-
ter. Phys. Rev. Lett., 67:177180.
[Riley, 2008] Riley, W. J. (2008). Handbook of frequency stability analysis. US Department of
Commerce, National Institute of Standards and Technology Gaithersburg, MD.
[Romanenko et Yatsenko, 1997] Romanenko, V. etYatsenko, L. (1997). Adiabatic population
transfer in the three-level λ-system : two-photon lineshape. Opt. Commun., 140(46):231 
236.
[Rosenbusch, 2009] Rosenbusch, P. (2009). Magnetically trapped atoms for compact atomic
clocks. Appl. Phys. B, 95:227235.
[Rudolph et al., 2015] Rudolph, J., Herr, W., Grzeschik, C., Sternke, T., Grote, A.,
Popp, M., Becker, D., Müntinga, H., Ahlers, H., Peters, A. et al. (2015). A high-ﬂux
bec source for mobile atom interferometers. arXiv preprint arXiv :1501.00403.
[Ruschhaupt et al., 2012] Ruschhaupt, A., Chen, X., Alonso, D. et Muga, J. G. (2012).
Optimally robust shortcuts to population inversion in two-level quantum systems. New J.
Phys., 14(9):093040.
[Sackett et al., 1997] Sackett, C. A., Bradley, C. C. et Hulet, R. G. (1997). Optimization
of evaporative cooling. Phys. Rev. A, 55:37973801.
[Salamon et al., 2009] Salamon, P., Hoffmann, K. H., Rezek, Y. et Kosloff, R. (2009).
Maximum work in minimum time from a conservative quantum system. Phys. Chem. Chem.
Phys., 11:10271032.
[Salim, 2011] Salim, E. A. (2011). Ultracold matter systems and atomtronics instrumentation.
Thèse de doctorat, University of Colorado.
BIBLIOGRAPHIE 255
[Salim et al., 2013] Salim, E. A., Caliga, S. C., Pfeiffer, J. B. et Anderson, D. Z. (2013).
High resolution imaging and optical control of bose-einstein condensates in an atom chip
magnetic trap. Appl. Phys. Lett., 102(8):.
[Salim et al., 2011] Salim, E. A., DeNatale, J., Farkas, D. M., Hudek, K. M., McBride,
S. E., Michalchuk, J., Mihailovich, R. et Anderson, D. Z. (2011). Compact, microchip-
based systems for practical applications of ultracold atoms. Quantum Information Processing,
10(6):975994.
[Salomon et al., 1990] Salomon, C., Dalibard, J., Phillips, W., Clairon, A. et Guellati,
S. (1990). Laser cooling of cesium atoms below 3 µK. Europhys. Lett., 12(8):683.
[Santarelli et al., 1999] Santarelli, G., Laurent, P., Lemonde, P., Clairon, A., Mann,
A. G., Chang, S., Luiten, A. N. et Salomon, C. (1999). Quantum projection noise in an
atomic fountain : A high stability cesium frequency standard. Phys. Rev. Lett., 82:46194622.
[Schaﬀ, 2011] Schaff, J.-F. (2011). Shortcuts to adiabaticity for ultracold gases. Thèse de
doctorat, Université de Nice-Sophia Antipolis.
[Schaﬀ et al., 2011a] Schaff, J.-F., Capuzzi, P., Labeyrie, G. et Vignolo, P. (2011a). Short-
cuts to adiabaticity for trapped ultracold gases. New J. Phys., 13(11):113017.
[Schaﬀ et al., 2011b] Schaff, J.-F., Song, X.-L., Capuzzi, P., Vignolo, P. et Labeyrie, G.
(2011b). Shortcut to adiabaticity for an interacting bose-einstein condensate. Europhys. Lett.,
93(2):23001.
[Schaﬀ et al., 2010] Schaff, J.-F. m. c., Song, X.-L., Vignolo, P. et Labeyrie, G. (2010).
Fast optimal transition between two equilibrium states. Phys. Rev. A, 82:033430.
[Scharringhausen et al., 2012] Scharringhausen, M., Team, Q. etRasel, E. M. (2012). Bose-
einstein condensation in extended microgravity. In 39th COSPAR Scientiﬁc Assembly, vo-
lume 39, page 1710.
[Schlippert et al., 2014] Schlippert, D.,Hartwig, J.,Albers, H.,Richardson, L. L., Schu-
bert, C., Roura, A., Schleich, W. P., Ertmer, W. et Rasel, E. M. (2014). Quantum test
of the universality of free fall. Phys. Rev. Lett., 112(20):203002.
[Schoser et al., 2002] Schoser, J., Batär, A., Löw, R., Schweikhard, V., Grabowski, A.,
Ovchinnikov, Y. B. et Pfau, T. (2002). Intense source of cold rb atoms from a pure two-
dimensional magneto-optical trap. Phys. Rev. A, 66:023410.
[Schuldt et al., 2015] Schuldt, T., Schubert, C., Krutzik, M., Bote, L. G., Gaaloul, N.,
Hartwig, J., Ahlers, H., Herr, W., Posso-Trujillo, K., Rudolph, J. et al. (2015).
Design of a dual species atom interferometer for space. Exp. Astron., pages 140.
[Schumm et al., 2005] Schumm, T., Hofferberth, S., Andersson, L. M., Wildermuth, S.,
Groth, S., Bar-Joseph, I., Schmiedmayer, J. et Kruger, P. (2005). Matter-wave inter-
ferometry in a double well on an atom chip. Nat. Phys., 1:5762.
BIBLIOGRAPHIE 256
[Schwartz, 2006] Schwartz, S. (2006). Gyrolaser à état solide. Application des lasers à atomes
à la gyrométrie. Thèse de doctorat, Ecole Polytechnique X.
[Schwartz et al., 2006] Schwartz, S., Cozzini, M., Menotti, C., Carusotto, I., Bouyer,
P. et Stringari, S. (2006). One-dimensional description of a boseeinstein condensate in a
rotating closed-loop waveguide. New J. Phys., 8(8):162.
[Schwartz et Dupont-Nivet, 2014] Schwartz, S. et Dupont-Nivet, M. (2014). Capteur d'iner-
tie hybride à atomes froids et mems et centrale ininertiel associée.
[Schwartz et Guerlin, 2013] Schwartz, S. et Guerlin, C. (2013).
[Söding et al., 1999] Söding, J., Guéry-Odelin, D., Desbiolles, P., Chevy, F., Inamori,
H. et Dalibard, J. (1999). Three-body decay of a rubidium boseeinstein condensate. Appl.
Phys. B, 69(4):257261.
[Shin et al., 2004] Shin, Y., Saba, M., Pasquini, T. A., Ketterle, W., Pritchard, D. E. et
Leanhardt, A. E. (2004). Atom interferometry with bose-einstein condensates in a double-
well potential. Phys. Rev. Lett., 92:050405.
[Shore, 2008] Shore, B. W. (2008). Coherent manipulations of atoms using laser light. Acta
Phys. Slovaca, 58(3):243486.
[Shore, 2013] Shore, B. W. (2013). Pre-history of the concepts underunder stimulated raman
adiabatic passage (stirap). Acta Phys. Slovaca, 63:361481.
[Shore et al., 1992] Shore, B. W., Bergmann, K., Kuhn, A., Schiemann, S., Oreg, J. et
Eberly, J. H. (1992). Laser-induced population transfer in multistate systems : A comparative
study. Phys. Rev. A, 45:52975300.
[Sørensen et al., 2006] Sørensen, J. L., Møller, D., Iversen, T., Thomsen, J. B., Jensen,
F., Staanum, P., Voigt, D. et Drewsen, M. (2006). Eﬃcient coherent internal state transfer
in trapped ions using stimulated raman adiabatic passage. New J. Phys., 8(11):261.
[Spreeuw et al., 1994] Spreeuw, R. J. C., Gerz, C., Goldner, L. S., Phillips, W. D., Rol-
ston, S. L., Westbrook, C. I., Reynolds, M. W. et Silvera, I. F. (1994). Demonstration
of neutral atom trapping with microwaves. Phys. Rev. Lett., 72:31623165.
[Squires, 2008] Squires, M. B. (2008). High repetition rate Bose-Einstein condensate production
in a compact, transportable vacuum system. ProQuest.
[Stamper-Kurn et al., 1998] Stamper-Kurn, D. M., Andrews, M. R., Chikkatur, A. P., In-
ouye, S., Miesner, H.-J., Stenger, J. et Ketterle, W. (1998). Optical conﬁnement of a
bose-einstein condensate. Phys. Rev. Lett., 80:20272030.
[Steck, 2003a] Steck, D. A. (2003a). Cesium D line data. Los Alamos National Laboratory
(unpublished), 124.
[Steck, 2003b] Steck, D. A. (2003b). Rubidium 87 D line data, revision 1.6. Source
http ://steck. us/alkalidata.
BIBLIOGRAPHIE 257
[Stockton et al., 2011] Stockton, J., Takase, K. et Kasevich, M. (2011). Absolute geodetic
rotation measurement using atom interferometry. Phys. Rev. Lett., 107(13):133001.
[Sukumar et Brink, 1997] Sukumar, C. V. et Brink, D. M. (1997). Spin-ﬂip transitions in a
magnetic trap. Phys. Rev. A, 56:24512454.
[Szmuk et al., 2015] Szmuk, R., Dugrain, V., Maineult, W., Reichel, J. et Rosenbusch,
P. (2015). Stability of a trapped-atom clock on a chip. Phys. Rev. A, 92(1):012106.
[Takase, 2008] Takase, K. (2008). Precision rotation rate measurements with a mobile atom
interferometer. Thèse de doctorat, Stanford University.
[Takekoshi et al., 2014] Takekoshi, T.,Reichsöllner, L., Schindewolf, A.,Hutson, J. M.,
Le Sueur, C. R., Dulieu, O., Ferlaino, F., Grimm, R. et Nägerl, H.-C. (2014). Ultracold
dense samples of dipolar rbcs molecules in the rovibrational and hyperﬁne ground state. Phys.
Rev. Lett., 113:205301.
[Thywissen et al., 1999] Thywissen, J., Olshanii, M., Zabow, G., DrndiÄ‡, M., Johnson,
K., Westervelt, R. et Prentiss, M. (1999). Microfabricated magnetic waveguides for neu-
tral atoms. Eur. Phys. J. D, 7(3):361367.
[Timoney et al., 2011] Timoney, N., Baumgart, I., Johanning, M., Varón, A., Plenio, M.,
Retzker, A. et Wunderlich, C. (2011). Quantum gates and memory using microwave-
dressed states. Nature, 476(7359):185188.
[Torrontegui et al., 2012a] Torrontegui, E., Chen, X., Modugno, M., Ruschhaupt, A.,
Guéry-Odelin, D. et Muga, J. G. (2012a). Fast transitionless expansion of cold atoms in
optical gaussian-beam traps. Phys. Rev. A, 85:033605.
[Torrontegui et al., 2011] Torrontegui, E., Ibáñez, S., Chen, X., Ruschhaupt, A., Guéry-
Odelin, D. et Muga, J. G. (2011). Fast atomic transport without vibrational heating. Phys.
Rev. A, 83:013415.
[Torrontegui et al., 2013a] Torrontegui, E., Ibáñez, S.,Martínez-Garaot, S.,Modugno,
M., del Campo, A.,Guéry-Odelin, D., Ruschhaupt, A., Chen, X. etMuga, J. G. (2013a).
Chapter 2 - shortcuts to adiabaticity. In Adv. At. Mol. Opt. Phys., volume 62, pages 117 
169. Academic Press.
[Torrontegui et al., 2013b] Torrontegui, E., Martínez-Garaot, S., Modugno, M., Chen,
X. et Muga, J. G. (2013b). Engineering fast and stable splitting of matter waves. Phys. Rev.
A, 87:033630.
[Torrontegui et al., 2012b] Torrontegui, E., Martínez-Garaot, S., Ruschhaupt, A. et
Muga, J. G. (2012b). Shortcuts to adiabaticity : Fast-forward approach. Phys. Rev. A,
86:013601.
[Treutlein, 2008] Treutlein, P. (2008). Coherent manipulation of ultracold atoms on atom
chips. Thèse de doctorat, Ludwig Maximilians Universität München.
BIBLIOGRAPHIE 258
[Treutlein et al., 2006] Treutlein, P., Hänsch, T. W., Reichel, J., Negretti, A., Cirone,
M. A. et Calarco, T. (2006). Microwave potentials and optimal control for robust quantum
gates on an atom chip. Phys. Rev. A, 74:022312.
[Treutlein et al., 2004] Treutlein, P., Hommelhoff, P., Steinmetz, T., Hänsch, T. W. et
Reichel, J. (2004). Coherence in microchip traps. Phys. Rev. Lett., 92:203005.
[Ullah et al., 2015] Ullah, P., Ragot, V., Zwahlen, P. et Rudolf, F. (2015). A new high
performance sigma-delta mems accelerometer for inertial navigation. In Inertial Sensors and
Systems Symposium (ISS), 2015 DGON, pages 113. IEEE.
[van Zoest et al., 2010a] van Zoest, T., Gaaloul, N., Singh, Y., Ahlers, H., Herr, W.,
Seidel, S., Ertmer, W., Rasel, E., Eckart, M., Kajari, E. et al. (2010a). Bose-einstein
condensation in microgravity. Science, 328(5985):15401543.
[van Zoest et al., 2010b] van Zoest, T., Peters, A., Ahlers, H., Wicht, A., Vogel, A.,
Wenzlawski, A., Deutsch, C., Kajari, E., Gaaloul, N., Dittus, H. et al. (2010b).
Towards a matter wave interferometer on a sounding rocket. In 38th COSPAR Scientiﬁc
Assembly, volume 38, page 3811.
[Vewinger et al., 2003] Vewinger, F., Heinz, M., Garcia Fernandez, R., Vitanov, N. V.
et Bergmann, K. (2003). Creation and measurement of a coherent superposition of quantum
states. Phys. Rev. Lett., 91:213001.
[Vewinger et al., 2007a] Vewinger, F., Heinz, M., Schneider, U., Barthel, C. et Berg-
mann, K. (2007a). Amplitude and phase control of a coherent superposition of degenerate
states. ii. experiment. Phys. Rev. A, 75:043407.
[Vewinger et al., 2007b] Vewinger, F., Heinz, M., Shore, B. W. et Bergmann, K. (2007b).
Amplitude and phase control of a coherent superposition of degenerate states. i. theory. Phys.
Rev. A, 75:043406.
[Vitanov et al., 2001a] Vitanov, N., Fleischhauer, M., Shore, B. et Bergmann, K. (2001a).
Coherent manipulation of atoms and molecules by sequential laser pulses. Adv. Atom. Mol.
Opt. Phy., 46:55190.
[Vitanov et al., 1998] Vitanov, N., Shore, B. et Bergmann, K. (1998). Adiabatic population
transfer in multistate chains via dressed intermediate states. Eur. Phys. J. D, 4(1):1529.
[Vitanov et Stenholm, 1997] Vitanov, N. et Stenholm, S. (1997). Properties of stimulated
raman adiabatic passage with intermediate-level detuning. Opt. Commun., 135:394  405.
[Vitanov et al., 2001b] Vitanov, N. V., Halfmann, T., Shore, B. W. et Bergmann, K.
(2001b). Laser-induced population transfer by abdiabatic passage techniques. Annu. Rev.
Phys. Chem., 52(1):763809. PMID : 11326080.
[Vitanov et al., 2016] Vitanov, N. V., Rangelov, A. A., Shore, B. W. et Bergmann, K.
(2016). Stimulated raman adiabatic passage in physics, chemistry and beyond. arXiv preprint
arXiv :1605.00224.
BIBLIOGRAPHIE 259
[Wadell, 1991] Wadell, B. C. (1991). Transmission line design handbook. Artech House Publi-
shers.
[Walhout et al., 1992] Walhout, M.,Dalibard, J.,Rolston, S. L. et Phillips, W. D. (1992).
σ+−σ− optical molasses in a longitudinal magnetic ﬁeld. J. Opt. Soc. Am. B, 9(11):19972007.
[Walraven, 2010] Walraven, J. (2010). Elements of quantum gases : Thermodynamic and
collisional properties of trapped atomic gases. Les Houches lectures, unpublished.
[Wang et al., 2005] Wang, Y.-J., Anderson, D. Z., Bright, V. M., Cornell, E. A., Diot,
Q., Kishimoto, T., Prentiss, M., Saravanan, R. A., Segal, S. R. et Wu, S. (2005).
Atom michelson interferometer on a chip using a bose-einstein condensate. Phys. Rev. Lett.,
94:090405.
[Webster et al., 2013] Webster, S. C., Weidt, S., Lake, K., McLoughlin, J. J. et Hensin-
ger, W. K. (2013). Simple manipulation of a microwave dressed-state ion qubit. Phys. Rev.
Lett., 111:140501.
[Weitz et al., 1994] Weitz, M., Young, B. C. et Chu, S. (1994). Atomic interferometer based
on adiabatic population transfer. Phys. Rev. Lett., 73(19):2563.
[Westbrook et al., 1993] Westbrook, C.,Goldner, L. S.,Gerz, C., Spreeuw, R., Rolston,
S. et Phillips, W. (1993). Momentum transfer by adiabatic passage in a light ﬁeld. In
Fundamentals of Quantum Optics III, pages 5159. Springer.
[Wilkinson, 1987] Wilkinson, J. (1987). Ring lasers. Prog. Quant. Electron., 11(1):1103.
[Winkler et al., 2005] Winkler, K., Thalhammer, G., Theis, M., Ritsch, H., Grimm, R. et
Denschlag, J. H. (2005). Atom-molecule dark states in a bose-einstein condensate. Phys.
Rev. Lett., 95:063202.
[Wu et al., 2004] Wu, J., Fedder, G. K. et Carley, L. R. (2004). A low-noise low-oﬀset
capacitive sensing ampliﬁer for a 50-µg/Hz1/2 monolithic cmos mems accelerometer. IEEE J.
Solid-St. Circ., 39(5):722730.
[Wynands et Weyers, 2005] Wynands, R. et Weyers, S. (2005). Atomic fountain clocks. Me-
trologia, 42(3):S64.
[Yamashita et al., 2003] Yamashita, M., Koashi, M., Mukai, T., Mitsunaga, M., Imoto,
N. et Mukai, T. (2003). Optimization of evaporative cooling towards a large number of
bose-einstein-condensed atoms. Phys. Rev. A, 67:023601.
[Yatsenko et al., 1998] Yatsenko, L. P., Guérin, S., Halfmann, T., Böhmer, K., Shore,
B. W. et Bergmann, K. (1998). Stimulated hyper-raman adiabatic passage. i. the basic
problem and examples. Phys. Rev. A, 58:46834690.
[Yu et al., 2006] Yu, N., Kohel, J., Kellogg, J. et Maleki, L. (2006). Development of an
atom-interferometer gravity gradiometer for gravity measurement from space. Appl. Phys. B,
84(4):647652.
BIBLIOGRAPHIE 260
[Zobay et Garraway, 2004] Zobay, O. et Garraway, B. M. (2004). Atom trapping and two-
dimensional bose-einstein condensates in ﬁeld-induced adiabatic potentials. Phys. Rev. A,
69:023605.

      	
	   
	 




	      
 
 	
 	  	




	   " # 	
 
  $% 
 	$			
  	$	  $ !  
  
 	 !$"
& 	  
 !$





  	 ! 	
  (   	 









    
!'	 
		  	
  	  
'    	" & 	
   
	   	








      	  
!
	"
)     
  
     	" 
  ' +,   -! 

   .*  
!	
|2, 2〉" / 
  (  	 

	    
   
    	 
 
0	  1  
!	 |2, 1〉"
#      	
 
    $  ( 
  
 (	  
 	$

  	  
!	" ) 








   2    


















 $ $ 2 
   (     $
 2
 $ "




2$    '   
"
 
   (  2
 
    2 
"  $
      
        
'(    '
  

$  $$   2 " 3 
 
'  $   
   
"  $  2  2

      2 
 "
3 '   
$ 
'
 $  "   ' +,
 ' 
  .* 
  |2, 2〉"  
  '
$ 




    
 0  

1    |2, 1〉" 3   
    ( $   
   (( '2  
   ' "  
 

$    $ $ 2
 
    
"
