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SUMMARY 
The dynamic response of fully saturated soils is an area of significant interest in 
geotechnical engineering.  When subjected to dynamic excitations, the solid and fluid 
phases in the soil-water mixtures interact with each other through complex internal 
couplings. For such media, conventional studies using single-phase approaches such 
as drained or undrained analysis are valid only for special conditions.  For more 
general analysis of such dual-phase media, fully-coupled approaches based on Biot’s 
formulations have been proposed and used.  A literature review shows that many of 
these attempts were based on the u-p formulation, which is more appropriate in a low 
frequency context.  To handle the fluid-solid interaction associated with a high 
frequency dynamic event, a finite element method using overlapping meshes (known 
as the ADPC method) has been developed based on Biot’s u-U formulation.  In this 
method, the prevailing viscous and constitutive coupling effects are accounted for by 
means of dashpot-style connector elements and user-defined subroutines.  The ADPC 
method is validated using a number of published one-dimensional linear-elastic 
analytical examples.  The extension to 2-D and 3-D problems involving non-uniform 
elements and elasto-plastic material models were also implemented and tested.  The 
ADPC method is firstly applied to study an idealized mixed-phase problem in which 
the saturated ground is overlain by a dry soil layer.  With this 1-D elastic model, a 
number of salient characteristics associated with wave propagation in mixed-phase 
medium was observed.  The presence of two compressive waves, which was first 
reported by Biot (1956a), was observed and further studied.  For more general 
applications, two fully-coupled 3-D elasto-plastic studies were also presented.  The 
first problem involves an impulsive loading on the ground surface akin to that of 
dynamic compaction, in which a mixed-phase ground is considered.  The results, 
viii 
which are compared with those obtained from a fully-dry ground, provide some 
insight into why the depth of improvement during dynamic compaction is smaller in a 
saturated soil compared to a dry soil.  The second problem simulates a buried 
explosion in a fully saturated ground.   Comparison with centrifuge blast test results 
shows that the numerical model is generally able to predict the peak pore pressure and 
total stress responses in the ground.  The computed stress attenuation characteristics 
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 CHAPTER 1 
INTRODUCTION 
1.1  Background 
Many problems in geotechnical engineering involve dynamic and high-speed transient 
loading on saturated soils.  These include earthquake loading (Seed and Idriss 1967; 
Youd and Wieczorek 1984; Holzer et al. 1989), blast loadings on saturated soils 
(Studer and Kok 1980; Charlie 1988; Ashford et al. 2004), and dynamic compaction 
of saturated ground, waterfront and reclaimed lands (Miao et al. 2006; Chen et al. 
2008; Thevanayagam et al. 2009).  Earthquake induced liquefaction has been 
excessively studied since the 1960s, by mostly experiments covering laboratorial 
cyclic triaxial tests (Yoshimi and Oh-oka 1975; Ishihara 1985; Arulmoli et al. 1992), 
simple shear tests (Koga and Matsuo 1990; Sasaki et al. 1991; Sasaki et al. 1992), 
centrifuge tests (Lee and Schofield 1988; Scott et al. 1993; Taboada and Dobry 1993; 
Wilson and Kutter 1993; Zeng 1993; Whitman and Ting 1994) and in-situ seismic 
records (Youd and Wieczorek 1984; Iai et al. 1995; Elgamal et al. 1996).  Numerical 
investigations of earthquake-induced liquefaction problems have also been reported 
e.g., Ghaboussi and Wilson (1973a), Ghaboussi and Dikman (1978), Zienkiewicz et al. 
(1985; 1998; 1990a; 1990b) and some recent publications on numerical simulations 
are Arulanandan et al. (2000), Liyanathirana and Poulos (2002), Yuan and Sato (2003) 
and Caballero and Razavi (2008).  
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In most earthquake-liquefaction finite element analyses, p−u  formulations are often 
adopted.  In this class of formulations, the nodal degrees-of-freedom, which are also 
the primary unknowns, are the nodal displacements and pore water pressure.  This is 
essentially a consolidation analysis incorporating dynamic effects. Zienkiewicz et al. 
(1988) showed that, for lower frequency dynamic loading such as earthquake, a  
formulation is sufficient. 
p−u
On the other hand, blast loading and dynamic compaction may involve significantly 
higher frequency loading than that of earthquake.  In addition, both of these are 
transient impulsive type of loading rather than a wave-train type of loading; they are 
characterized by an initial big pulse, which may be followed by several smaller pulses.  
Blast loading has been known to induce residual porewater pressure increase (Florin 
and Ivanov 1961; Langley et al. 1972; Arya et al. 1978; Long et al. 1981).  The blast-
induced liquefaction is usually believed to be associated with the plastic volumetric 
strain that causes the difference in bulk moduli between the loading and unloading 
(Wang et al. 2008).  This is generally based on the sand behavior from undrained 
compression tests (Fragaszy and Voss 1981, 1986) and shock loading experiments 
(Bolton et al. 1994), which show the loading bulk moduli is roughly one third of the 
unloading one.  This has been postulated to cause the soil skeleton to unload faster 
than loading, thereby the excess pore pressure is unable to be fully dissipated and 
residual excess pore pressure occurs.  If the residual excess pore pressure is 
accumulated by post-peak pulses, it may reach as high as the effective stress when 
liquefaction is triggered.  Many existing research (Lee 2006; Wang et al. 2008) on 
blast-induced liquefaction assume that water is fully trapped in the pore space due to 
high explosive loading rate and thereby the saturated sand turns out to be a fully 
undrained media.   However, this hypothesis has not been validated and one would 
2 
 surmise that the fluid flow over the solid particle may occur even under the high-
frequency explosive loadings. Considering the fluid solid interaction in during 
blasting, the underlying mechanism of blast-induced pore pressure generation and 
dissipation as well as the liquefaction phenomenon remains unclear. 
Dynamic compaction is extensively used to densify loose granular deposits and sand 
fill, such as those commonly encountered in reclaimed land. This is often needed to 
reduce settlement under loading and to mitigate liquefaction hazards. In saturated soil 
conditions, artificial liquefaction is often observed to be induced during dynamic 
loading (Kumar 2001; Meyer et al. 2001; Majdi et al. 2007).  In dry sand, dynamic 
compaction effect is often attributed to the compressive stresses arising from the P-
waves (Chow et al. 1992; Gu and Lee 2002; Lee and Gu 2004).  On the other hand, 
the response of saturated sand to dynamic compaction is still not well understood. 
Since earthquake loading has a lower frequency range than blast or dynamic 
compaction, earthquake waves are also often considerably longer than the dimensions 
of the soil domain under consideration.  For instance, for a 1-Hz perturbation, the P- 
and S-wavelengths in soil may be of the order of 200m and 100m, respectively.  Since, 
this is of the same order as the dimensions of most geotechnical problems,  
earthquake loading is often considered as a dynamic, but not wave propagation, 
problem.  On the other hand, blast loading and heavy tamping may contain significant 
amounts of energy in the higher frequency spectrum.  For a 20-Hz perturbation, the P- 
and S-wavelengths in soil may be of the order of 10m and 5m, respectively.  This is 
shorter than the dimensions of most geotechnical problems and wave propagation 
effects may be important.  Indeed, as Gu and Lee (2002) demonstrated, wave 
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propagation, dissipation and dispersion effects play an important role in determining 
the maximum depth of improvement for dynamic compaction in dry sand. 
The differences in frequency content between these two categories of events have 
significant implications on their analysis (e.g. Zienkiewicz et al. 1998).  Two extreme 
conditions involved in the basic solid-fluid interaction subject to external loadings can 
be classified in terms of loading rate.  When the loading rate is much lower than the 
rate of fluid diffusion in solid skeleton, the fluid pressure is unaffected by the 
deformation of solid structure and only depends on the hydraulic conditions; this is 
the drained condition (Prevost 1982).  On the other hand, when the loading rate 
becomes high enough, negligible fluid diffusion occurs and undrained condition is 
achieved.  In this case, the fluid is trapped in the pore void and the whole bulk of 
mixture with solid and fluid will move and deform in unison.  
When the loading rate is between the two extremes, pore fluid can flow relative to the 
solid particles, pore pressure generation and dissipation proceed concurrently, and the 
interaction between consolidation and dynamic events need to be considered. 
Earthquake loading often falls into this category, wherein during the earthquake event. 
A  formulation (wherein the degrees-of-freedom are the nodal displacement and 
pore pressure) is often used to model the interaction between dynamic and 
consolidation events.  
p−u
For blast-loadings on saturated soil, numerical analyses to date have focused largely 
on assuming that the pore fluid and soil skeleton move in perfect unison, so that they 
can be treated as a single phase, that is essentially a u-formulation (Grujicic et al. 
2006; Lee 2006; Wang et al. 2008).  In reality, the soil skeleton and pore water do not 
move in perfect unison and there are two compressional or P-waves, one propagating 
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 through the pore water and the other through the soil skeleton (Biot 1956a).  These 
two do not propagate at the same velocity and assume that the two phases propagate 
at the same velocity will introduce errors into the analysis.  Biot (1956a) also showed 
that the correct formulation treats each of the two phases separately, with coupling 
terms to account for the drag and induced-inertial forces as well as volume 
conservation conditions between the two phases.  In numerical analyses, this is 
usually termed as a  formulation, since it prescribes different displacement 
degrees-of-freedom for the soil skeleton and pore water.  
−u U
It should be noted that the p−u  formulation and −u U  formulation are very 
different in philosophy.  The p−u  formulation use a Lagrangian approach to track 
the solid phase deformation but an Eulerian approach to track the pore fluid 
movement.  The  formulation use a Lagrangian approach to track both the solid 
and pore fluid phases.  For this reason, the 
−u U
−u U  formulation can account for inertial 
effects in the pore fluid independently of the solid phase, whereas the p−u  
formulation cannot.  On the other hand, the −u U  formulation cannot be used to 
model consolidation events since the latter involves very large relative movements 
between solid and pore fluid, which cannot be handled by a Lagrangian-Lagrangian 
approach. 
1.2  Purpose of the Research 
At present, the use of the  formulations for earthquake events is well-established. 
On the other hand, there is still relatively little work on the use of the 
p−u
−u U  
formulation to study underground blast and dynamic compaction events in fully 
saturated soils or mixed-phase grounds in which a saturated soil layer is overlain by a 
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dry layer.  The latter ground condition is of special interest because it involves 
transmission, refraction and reflection effects at the water table interface due to the 
incident wave in the dry layer impinging upon the saturated layer.   With these 
considerations, the objectives of this study are:  
(i) to develop a method for implementing the −u U  formulation on an existing 
commercially available software platform,  
(ii) to carry out dual-phase analysis to study wave propagation in a mixed-phase 
ground,  so as to better understand the transmission and reflection characteristics 
due to an incident wave in the dry soil impinging upon and propagating into the 
saturated layer, and   
(ii) to use the dual-phase implementation to analyze problems involving impulsive 
loadings on saturated or mixed-phase soils, such as dynamic compaction and 
buried explosions.      
1.3  Scope and Layout 
The thesis presents an introduction of the −u U  formulation and describes the 
implementation of the new methodology on an existing finite element software 
ABAQUS.  The validation of the new method, known as the ABAQUS Dual Phase 
Coupling (ADPC) method, is carried out for several one-dimensional problems for 
which analytical and other numerical solutions have been published elsewhere.  2-D 
(plain strain and axisymmetric) and 3-D developments of the ADPC method are 
successful with corresponding verifications.  The method has a broader coverage by 
introducing the approach for non-uniform meshes and the elasto-plastic material 
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 models for real material properties.  With these, a completed, versatile and reliable 
method is developed with a high computational efficiency.  Success is achieved by 
applying the ADPC method to study the field problems such as the wave propagation 
from dry to saturated sand associated with the dynamic compaction and the wave 
propagation triggered by a blast occurred in a saturated sandy layer.   
This thesis comprises eight chapters.  The first chapter provides an introduction to this 
study, leading to the objectives and the scope, and finally, the layout of this report.  
Chapter 2 presents a comprehensive literature review on the studies which have been 
carried out on blast-induced liquefaction and dynamic compaction.  In Chapter 3, 
Biot’s theory and its formulations will be presented.  The governing equations of the 
 formulation will be discussed in details, together with brief introductions to the  
 and  formulations.  Subsequently, the finite element formulations and the 
explicit time integration schemes will be presented at the end of Chapter 3.  Given the 
finite element formulation and the basic assumptions, the concept of the Dual Phase 
Coupling (ADPC) method and how it is implemented into ABAQUS is presented in 
Chapter 4.  The 2-D and 3-D development of the method is also covered.  The dual-
phase linear elastic and elastic perfectly plastic material model with volumetric 
coupling will be subsequently discussed.  In Chapter 5, the proposed method is 
validated against four benchmark examples with the corresponding published 
numerical or analytical solutions for one-dimensional wave propagation.  The 
validation is also carried out for 2-D (plain-strain and axisymmetric) and 3-D brick 
elements in Chapter 5.  Chapter 6 applies the ADPC method to study 1-D wave 
propagation in a linear elastic mixed-phase medium, where the incident wave 
propagates from a dry to a saturated layer.  A series of parametric studies is performed 




and soil skeleton moduli.  Chapter 7 contains two practical applications of the ADPC 
method on: 1) wave propagation in a mixed-phase elasto-plastic ground, i.e., from dry 
to saturated sand, due to an impulsive surface loading akin to that caused by dynamic 
compaction; 2) buried explosion in saturated sand.  The 3-D implementation and dual-
phase elastic perfectly plastic model will be used in these two examples.  Finally, this 
thesis is concluded with Chapter 8, which summarizes the work done to date, and also 
discusses the scope of the future work to be continued. 
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 CHAPTER 2  
LITERATURE REVIEW  
2.1  Introduction  
This chapter presents a detailed overview of the research that has been carried out to 
date in the areas of blast loadings and dynamic compaction in soils.   
2.2  Blast Loading on Saturated Sand  
Blast effects on saturated granular soils have been studied by many researchers 
(Langley et al. 1972; Charlie 1978; Fragaszy et al. 1983; Solymar 1984; Charlie et al. 
1985; Dowlding and Hryciw 1986; Handford 1988; Charlie et al. 1992; Narin van 
Court and Mitchell 1995; Gandhi et al. 1999; Charlie et al. 2001; Rollins et al. 2001; 
Ashford et al. 2004).  Their work has led to a recognition that the pore pressure 
behavior, wave propagation, settlement, soil densification and compaction, depends 
upon the number of blast events and their intervals, the charge weight as well as the 
distance from the blast(s).  The induced excess pore pressure and residual pore 
pressure were among the key features of interest when studying the response of 
saturated sands under blast loadings (Lyakhov 1961; Studer and Kok 1980; Charlie et 
al. 1992; Al-Qasimi et al. 2005).  Many of these studies were experiment-based, i.e., 
in-situ field tests, laboratory tests and centrifuge tests.  In addition to these laboratory 
and field tests, the following review also covers the limited number of numerical 
studies that have been performed in this area.  
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2.2.1  Experimental Studies on Saturated Sands Subjected to Blast Loading 
Several studies have noted the development of blast-induced excess and residual pore 
pressure, resulting in soil liquefaction (Studer and Kok 1980; Charlie 1988; Handford 
1988; Ashford et al. 2004).  Blast-induced residual pore pressures usually follow one 
or more cycles of compressive strain, such as that shown in Figures 2.1 (single blast) 
and 2.2 (multiple blasts).  The peak pore pressure is observed when the compressive 
wave passes the recording station, followed by a fall to a level below the initial or 
reference pore pressure.  Usually, the peak pore pressure can be correlated with scaled 
distance, which is defined as the distance divided by cubic root of charge weight 
(Technical Manual (TM-5-855-1) 1986).  Table 2.1 shows some of the correlations of 
peak pore pressure with scaled distance.  Another quantity of interest in blast tests is 
the peak particle velocity (PPV), as this parameter can be used to correlate the pore 
pressure ratio (PPR), as defined in Equation (2.1).  PPV has been measured in many 
blast experiments, and the experimental results were similarly correlated with the 
scaled distance.  Some of these PPV correlations are presented in Table 2.2 and the 
corresponding figures are plotted in Figure 2.3.  As shown in Table 2.2, two of these 
correlations adopt a scaled law using the square root of the charge weight, which are 
not included in Figure 2.3.  
In liquefaction analysis, the residual, rather than peak, pore pressure is one of the 
most important parameters.  As granular soils generally exhibit nonlinear dilative 
behaviour, the volumetric strain increment during loading and decrement during 
unloading due to the passage of the blast-induced compressive and shear waves are 
not of the same magnitude.  Such a nonlinear compressive and dilative behavior of 
granular material has been regarded as the main reason for the presence of residual 
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 pore pressure after each blast wave as seen from Figure 2.4 (Fragaszy and Voss 1986).  
To better quantify the potential for blast-induced liquefaction, the peak pressure ratio 
(PPR) is introduced, which is defined as the ratio of the residual excess pore pressure 






Δ=                                                  (2.1) 
where  is the residual pore pressure increase and resuΔ 0'vσ  the initial vertical 
effective stress.  Fragaszy et al. (1983), Charlie et al. (1992; 1996; 2001) and Rollins 
et al. (2001) reported the residual pore pressures due to a single point of blast.  
Dowlding and Hryciw (1986), Bretz (1989) and Rollins et al. (2001) reported that the 
residual excess pore pressure ratios for multiple blasts with millisecond intervals were 
somewhat larger than those for single blasts, even when the recorded PPVs were the 
same for both cases.  Some of the experimental correlations of PPR with scaled 
distance are shown in Table 2.3, and two of them are compared in Figure 2.5.   
In most cases, a value of PPR equal to unity can be defined as the occurrence of 
liquefaction.  Another criterion for occurrence of liquefaction may be the peak 
particle velocity.  Liquefaction has been reported to likely occur when a threshold 
value of PPV is exceeded (Lyakhov 1961; Veyera 1985; Bretz 1989; Pathirage 2000; 
Rollins et al. 2001).  Further, liquefaction will not occur at locations beyond a 
threshold distance from the source due to the attenuation of compressive waves with 
distance.  Table 2.4 summarizes the threshold values of the PPV and scaled distance 
reported in the published literature.  
Figure 2.6 shows the pore pressure histories measured at different piezometers during 
a field test (Charlie et al., 2001).  As can be seen, the dissipation of pore pressure 
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occurs gradually, and is usually accompanied by surface settlement and soil 
densification, as shown on Figure 2.7.  Numerous CPT tests were carried out on the 
saturated sand before and after the blast.  As Figure 2.8 shows, the post-blast 
densified soil exhibits higher penetration resistance, which reflects the increased soil 
stiffness of the ground (Dowding and Hryciw, 1986).  This is a key beneficial effect 
arising from the densification of saturated ground by explosive compaction, which has 
been used to densify and compact loose sand deposits.    
2.2.2  Numerical Study on Saturated Sand subject to Blast loading 
As covered in the previous section, the studies on blast-induced responses of saturated 
granular media have been mainly experimental.  Numerical studies are generally 
limited due possibly to  
1) lack of effective numerical techniques for modeling the blast event that incorporate 
charge detonation and detonated gas expansion;  
2) lack of a proper constitutive model that adequately models the compressive 
behavior of a saturated granular material;  
3) the complexity of short-duration fluid-solid interaction arising from the passage of 
compressive shock or blast waves.   
Published numerical studies to date usually do not address one or more of the above 
issues.      
Lee (2006) simulated liquefaction in a saturated sandy soil induced by multiple blast 
detonations.  A three-dimensional half space soil domain was simulated using a 
nonlinear explicit commercial finite element hydrocode, LS-DYNA, in which an 
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 integrated explosive model can be utilized.  This model incorporates the Jones-
Wilkins-Lee (JWL) equation of state for the charge detonation and detonated product 
expansion.  The LS-DYNA material type 147-FHWA was applied to evaluate the 
liquefaction potential of saturated sandy soils.  By using a user-defined phase 
transition procedure to input the variable bulk modulus of the sandy material at each 
step, acceptable predictions of the pore pressure build-up were achieved which show 
good agreement with the experimental data.  It should be noted that the FHWA soil 
model is a single-phase soil model designed for unsaturated soil, that is typical in 
pavement subgrade. In this kind of material, effective stress principle for saturated 
soil is inapplicable unless more parameters are included. So the FHWA model took an 
alternative approach as follows: 
1) Use a total bulk modulus (which is measurable in unsaturated soil) in the 
model; this is finite since unsaturated soil is actually compressible. 
2) From the finite element analysis, calculate the overall volumetric strain; this is 
non-zero since unsaturated soil is actually compressible. 
3) Assume that the overall volumetric strain will lead to some increase in 
effective stress and some increase in pore air pressure, since the soil skeleton 
(and void) is compressed. 
4) Assume that the pore air pressure is equilibrated to the pore water pressure. 
Hence, use a parameter to link volumetric strain to pore water pressure. 
This model works fine for road pavements but isinapplicable to liquefaction for the 
following reasons: 
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a) Saturated sand is practically incompressible, so volumetric strain is near-zero 
(for bulk modulus tending to infinity). Hence the software had to multiply a 
very large bulk modulus with a near-zero volumetric strain in order to predict 
a variable non-zero excess pore water pressure; this gave rise to large round 
errors. This is a highly unstable computation and Lee (2006) reported that 
when he tried to use the actual bulk modulus of water in a fully saturated soil, 
the computation went unstable and aborted prematurely. In order to get the 
computations to complete, he had to reduce the modulus of water by several 
orders of magnitude. 
b) When vehicles go over a road pavement, the total normal stress increase in the 
subgrade gives rise to some increase in effective stress and some increase in 
pore air (water) pressure. This will not lead to liquefaction since the effective 
stress actually increases, not decreases. Liquefaction is not just about pore 
pressure increase, but is about effective stress decreasing to near-zero as a 
result of pore pressure increase. What ultimately causes liquefaction is 
effective stress decrease, not pore pressure increase. This is because effective 
stress governs strength and stiffness of soils. If effective stress does not 
decrease, there is no danger of liquefaction, regardless of whether pore 
pressure increases or not.  
• In most sandy soils, pore pressure increase and effective stress decrease occur 
as a result of cyclic shearing. The FHWA will not predict pore pressure 
increase under cyclic shearing. It will only predict pore pressure increase 
under normal stress increase. 
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 Another numerical attempt to model the blast-induced liquefaction in sands was 
reported by Wang and Lu (2003), Wang et al. (2004a), Wang et al. (2004a; 2008). A 
three-phase constitutive model was developed which incorporated the compressive 
behavior of the gas, fluid and solid phases as well as the change of pore pressure and 
degradation of soil skeleton when subjected to extreme loadings (Wang et al. 2004).  
This three-phase model only considered the continuity of volumetric compression 
among three phases and assumed no relative fluid flow in the pore spaces due to a 
high-rate explosive loading.  By using this complex model, the Author claimed to be 
able to capture the pore pressure rise upon dynamic loading accompanied by a 
decrease in the effective stress.  However, this numerical analysis was strictly a one-
phase study in which the saturated soil was modeled as undrained.  This is a valid 
assumption at very close range to the explosive source, but may not be applicable at 
distances further away where the loading frequency or strain rate decreases to a level 
that warrants the consideration of fluid-solid interaction effects.  A less sympathetic 
reading of Wang et al’s work is that it is also fundamentally unsound, in a similar way 
to Lee (2006).  
Besides Wang and his associates, other numerical attempts using a three-phase 
concept to address blasting on saturated soils are available, e.g., Chapman et al. 
(2006), Grujicic et al. (2008) and An et al. (2011).  However, all these three-phase 
models neglected the fluid solid interaction and the saturated soils were treated as a 
purely undrained material.  This may be true for near-field but remains questions for 
far field.  Their discussions circled with the effect of degree of saturation whereby a 
fundamental inconsistency might be raised on how gas can possibly be present in a 
deeper layer of saturated soil.    
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2.2.3  Issues to be Further Studied 
The survey of published literature indicates that numerical studies on problems of 
blast-induced liquefaction are quite limited.  Such studies are typically based on 
undrained behavior of saturated media or semi-coupled fluid-solid interaction.  In this 
study, the focus will not be on the undrained response of saturated soils at very close 
range to the explosive source. Instead, the research will examine the blast-induced 
response of saturated soils in the region where liquefaction may be triggered.   For 
such situations, the compressive behavior of sandy soils is not as critical as the shear 
behavior.  A fully-coupled analysis based on Biot’s u-U formulations will be applied 
to investigate the individual dynamic responses of the solid and fluid phases.  By 
implementing the fully-coupled method and proper soil constitutive model, the 
parameters such as  and PPV with regard to scaled distance can be solved.  
Liquefaction parameters such as PPR might not be derived due to the disadvantage of 
current material model; however, the use of the u-U formulation is likely to provide a 
deeper insight into the intrinsic features and characteristics of blast-induced 
liquefaction.    
peaku
2.3  Dynamic Compaction 
Dynamic compaction (DC) is a simple and cost-effective soil-improvement technique 
to treat loose granular soils.  The widely used method employs high-energy impact 
which is generated by dropping a heavy tamper ranging from 10 to 40 tones from a 
height of 10-25 m.  A large area of ground is often improved using DC following a 
certain pattern of prints with an effective spacing to achieve required uniformity in 
compacted layer (Chow et al. 1994).  For a single print, the tamper is dropped from a 
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 free height repeatedly on the same spot.  Due to geometrical radiation of the tamping 
energy, the compacted zone of influence extends to a certain depth and radius.  This 
technique has been successfully applied to various types of soils including loosely 
packed sand (Heh 1991), silt (Dumas et al. 1994; Nashed 2005), clayey soils (Menard 
and Broise 1975) and even landfill waste (Van Impe and Bouazza 1996). Dynamic 
compaction is most effective for treating loosely packed cohesionless materials in 
which the excess pore pressure dissipates within a short period.  On the other hand, 
field studies have shown that dynamic compaction may be less effective for fine-
grained soils due to the relatively longer time required for the excess pore pressure to 
dissipate (Lukas 1986).  Figure 2.9 is a schematic representation of dynamic 
compaction and the energy transfer in the field. 
2.3.1  Dynamic Compaction on Dry Soils 
The key issues of interest in dynamic compaction studies are (i) the zone of 
improvement, (ii) the degree of improvement, (iii) the optimal selection of print 
pattern and spacing, (iv) dynamic effects on adjacent structures, and (v) tamper 
penetrations.  The zone of improvement refers to the bulb-shaped compacted region 
within which dynamic compaction effects are significant, as shown in Figure 2.10.  
The size of the bulb generally increases with the number of impacts.  In practice, the 
depth and radius of the influence zone serve as indicators of the spatial extent of 
improvement.  The following semi-empirical equation is commonly used for 
estimating the limiting depth:  
 td Wη= H                                                 (2.2) 
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in which Wt is the tamper weight in tonnes, H is the drop height in m, and the 
multiplier η  may take values ranging from 0.3 to 1, based on the results of different 
studies tabulated on Table 2.5.  Lukas (1995) also compiled the recommended η 
values for different classes of pervious, semi-pervious and impervious deposits, as 
shown on Table 2.6.  Later studies did not simply focus on the depth of the 
improvement, but considered the entire compacted bulb in order to characterize the 
zone of improvement more accurately. 
The degree of soil improvement is an important measure for evaluating the 
effectiveness of dynamic compaction.  Many indicators can be used to evaluate the 
degree of soil improvement, such as the crater size, ground surface settlement and 
results of Cone Penetration Test (CPT) and Standard Penetration Test (SPT).  Van 
Impe and Bouazza (1996) proposed a relation between the normalized crater depth 
and number of drops.  Aziz et al. (1980) correlated the compacted ground settlement 
with the energy intensity.  Mayne et al.(1984) and Lo et al. (1990) suggested that the 
correlation between ground settlement and energy intensity follows a hyperbolic fit.  
These relations may be used to predict the maximum degree of soil improvement if a 
critical energy intensity was used beyond which further drops or tamping were found 
to have negligible effect on the densification.  In addition, the CPT and SPT are two 
commonly used insitu tests to examine the degree of soil improvement.  Extensive 
studies involving the use of CPT and SPT on pre- and post-compaction sites have 
been reported, together with the corresponding empirical correlations (Leonards et al. 
1980; Lo et al. 1990; Chow et al. 1992).  
The print pattern and spacing require special considerations when large areas of 
ground are to be improved using dynamic compaction.   In this case, the lateral zone 
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 of influence of dynamic compaction at a single location is an important factor for 
determining the print spacing.  Choa et al. (1979) proposed that the print spacing has a 
significant effect on soil improvement.  Later, Chow et al. (1994) also discussed the 
effects of print spacing on the dynamic compaction of loose granular soils by using 
numerical analysis to predict the lateral extent of such tamping. 
Ground vibrations caused by tamping may be a major concern at some sites.  Such 
ground vibrations may potentially damage adjacent buildings, pipelines, sensitive 
equipment and even become a human annoyance.  Lukas (1980) found a logarithmic 
correlation between the peak particle velocity (PPV) and the normalized energy per 
blow.  Mayne et al. (1984) studied many dynamic compaction projects and 
summarized the relationships shown on Figure 2.11.  A conservative upper limit 
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⎟⎟                                           (2.3) 
Mayne et al. (1984) also found that the PPV tended to increase with the number of 
blows due to ground densification by repeated impacts.  Rollins and Kim (1994) 
studied dynamic compaction on collapsible soil in US, and also proposed a relation 
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                              (2.4) 
Hwang and Tu (2006) studied ground vibrations due to a dynamic compaction project 
on silty sand.  Various vibration characteristics, such as the waveform, Fourier 
spectrum, response spectrum and amplitude attenuation with distance, were analyzed 
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for the three types of waves.  Typical relations between the peak particle velocities 
and accelerations in the vertical direction and the distance are shown on Figure 2.12.  
The results shown on this figure are consistent with Mayne et al.’s (1984) finding that 
the blow numbers may influence the PPV attenuation.   
A crater will be formed during tamping, which is usually accompanied by adjacent 
ground heave.  After several repeated blows, the tamper may penetrate into the 
ground.  Such studies on penetration depths have been carried out in centrifuge tests. 
Mikasa et al. (1988) carried out small-scale centrifuge testing in which a semi-
cylindrical ground mass was subjected to dynamic compaction.   They found that the 
penetration may be significantly affected by momentum per blow rather than the 
energy per blow.  Mikasa et al. (1989) further studied the relations between the 
tamper penetration and momentum per blow, the results of which are plotted on 
Figure 2.13.   
Oshima and Takada (1998) carried out centrifuge tests in which miniature cone 
penetrometers were used to measure the cone resistance before and after tamping.  
The results were processed to evaluate the degree of ground improvement, by 
establishing the relations between relative density and the cone resistance which can 
be used to predict the increment of relative density after dynamic compaction.  Thong 
(1994) conducted centrifuge experiments to study the compressive stress wave 
histories, wave velocity and peak stress attenuations in the ground which was 
repeatedly impacted by a tamper.  Other centrifuge studies on low energy dynamic 
compaction were performed by Merrifield et al. (1998), Parvizi (2000), and Merrifield 
& Davies (2000).  In addition to centrifuge studies, laboratory studies on dynamic 
compaction were also reported.  1g laboratory tests were carried out by Poran and 
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 Rodriguez (1992) to study the extent of the influence zone.  It was concluded that the 
influence zone is bowl-shaped with a width at the top that is three times the pounder 
diameter and a depth four times the pounder diameter.  Feng et al. (2000) carried out 
laboratory dynamic compaction experiments to study the efficiency of conical-based 
pounders, from which they concluded that the conical pounder may have a better 
efficiency in dynamic compaction.  
Several studies involving the numerical modeling of dynamic compaction have been 
reported in the literature.  Holeyman (1985) proposed a 1-D model to simulate soil 
behavior under dynamic compaction.  The ground underneath the tamper was 
simulated as a conic geometry.  In the model, a hyperbolic stress-strain relationship 
was used and the displacements, velocities and stresses at different levels were 
obtained.  Chow et al. (1992) also developed a simplified 1-D model by introducing 
springs and dashpots at the boundary of the compacted soil column to simulate the 
nonlinear stress-strain behaviour of the surrounding soils.  The results of their 
numerical study yielded reasonable relationships between the pounder penetration and 
the degree and depth of dynamic compaction.  Pan and Selby (2002) modeled the 
dynamic compaction process as a 2-D axisymmetric problem using the finite element 
software ABAQUS, with elasto-plastic soil behaviour.  In their analyses, two types of 
loadings were used to simulate the tamping process.  The first type of loading was a 
predefined pressure-time curve, while the second type of loading involved prescribing 
initial velocities at the top of the soil compaction column to simulate rigid body 
impact.   Their results suggested that the use of prescribed velocities was superior to 
the predefined load curve as it gave better predictions of the depth of effective zone 
and pounder penetration.  Gu and Lee (2002) also modeled the process of dynamic 
compaction in dry sands using 2-D FE analyses incorporating the large-deformation 
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formulation and a cap model to mimic nonlinear soil behavior.  The numerical results 
were validated using data obtained from small-scale dynamic compaction tests 
performed in the NUS geotechnical centrifuge.  The study shed light on the 
mechanism of dynamic sand compaction and the progressive enlargement of the 
compacted zone due to repeated tamping.  Figure 2.14 shows the progressive contours 
of increase in relative density.  
2.3.2  Dynamic Compaction on Wet Soils 
The studies reviewed in the preceding section were carried out for dry soils.  It should 
be noted that the densification mechanism for dry and saturated sands are quite 
different.  For dry deposits, the energy from the blast-induced compressive and shear 
wave may overcome the interlocking among the granular grains, resulting in a 
rearrangement of the granular particles to achieve a denser configuration.  However, 
in saturated sands, the repeated passage of the compressive waves due to dynamic 
compaction is likely to induce significant pore pressure build-up which may lead to 
the initiation of liquefaction.  Figure 2.15 shows the pore pressure build-up in one DC 
case reported by Miao et al. (2006).  The granular particles are then rearranged due to 
“soil boiling”, and volume reduction occurs during the post-liquefaction consolidation 
stage.  As a result, the saturated deposit becomes denser compared to its initial state 
(Heh 1991).  
Literature has shown that the presence of water may significantly reduce the 
effectiveness of ground improvement.  Lukas (1995) proposed three zones to 
characterize the soil deposit with water content as shown in Figure 2.16, by which the 
soils can be classified with DC applicability.  It was claimed that the densification 
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 effectiveness for saturated deposit is dominated by the soil permeability that controls 
the dissipation speed of excess pore pressure.  Lu (2008) studied the effect of the level 
of water table on the dynamic compaction effectiveness using 1g experiments.  His 
test results showed that the high level water table may significantly reduce the 
compaction effectiveness as shown in Figure 2.17.  The reason for the reduction of 
effectiveness may be due to the fact that the water absorbs most of the energy; 
however, the real mechanism remained unknown from the study.    
The numerical study on dynamic compaction associated with saturated soils is quite 
limited.  In the following, some reported numerical attempts related to dynamic 
compaction on saturated soils are reviewed.                
Corapcioglu et al. (1993) conducted a 1-D numerical study of dynamic compaction in 
a saturated porous medium, using the mixture theory. A fully coupled dynamic 
analysis was carried out for five cases with time-dependent loadings prescribed on the 
upper boundary.  The boundary condition for the pore water pressure was modeled as 
either pervious or impervious at the upper edge while a membrane of significantly 
smaller permeability than the soil column was prescribed at the lower edge.  In each 
case, the computed excess pore pressure variation with time at the middle of the 
column was monitored.  For the fifth case, parametric studies were carried out to 
investigate the effect of porosity variation due to pressure change, which in turn 
changes the hydraulic conductivity.  It was concluded that the effect of porosity and 
permeability was quite negligible and that these may be treated as constant parameters 
throughout the analysis.  The numerical study by Corapcioglu et al. (1993) did not 
strictly follow the dynamic compaction procedure, in which repeated tamping occurs 
at constant intervals.  The loading condition simulated by Corapcioglu et al. was 
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simply a one-time load with either a constant displacement or time-dependent 
displacement, which is not the case in dynamic compaction with repeated blows.  In 
addition, the study focused mainly on the dissipation of excess pore pressures with 
time.  The generation of excess pore pressure and the particle responses during and 
immediately after the tamper impact were not considered.  
Thevanayagam et al. (2009) and Nashed et al. (2009a; 2009b) studied the dynamic 
compaction and densification processes in saturated sands and silty sands using an 
energy-based method.  A theoretical model for the spatial distribution of energy 
dissipation was proposed, which was used to predict the spatial distribution of 
induced pore pressures.  A coupled system of consolidation equations was used to 
analyze the dissipation of excess pore pressures, as well as the distribution of post-
improvement soil densities.  From their analyses, a set of simplified design charts was 
produced for determining the post-improvement penetration resistance of saturated 
sands with pre-installed wick drains.  Although these recent studies on dynamic 
compaction in saturated sands examined the influence of common design parameters, 
the initial excess pore pressure generated during dynamic compaction was obtained 
using a semi-empirical method, based on field pilot tests, past experience and 
empirical equations.  The mechanism of the initial excess pore pressure development 
was not studied, and the solid and fluid nodal responses, such as displacements and 
velocities, were unavailable.   
Ghassemi et al. (2010) recently reported their numerical attempts to study the 
dynamic compaction on saturated soils.  They first introduced a fully-coupled u-p 
formulation to study the dynamic compaction problems.  The soils skeleton was 
modeled using a cap model and the tamper was modeled with an initial velocity 
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 impacting the saturated soils.  Their study showed that the most of the soil 
improvement would happen during the undrained phases.  The permeability tended to 
affect the soil densification as shown in Figure 2.18; however, this effect was claimed 
not as significant as on the subsequent consolidation phase.  The mechanism of soil 
improvement in saturated soils was attributed to the fluid compressibility which was 
dominated by the degree of saturation, as shown in Figure 2.19.  The study made by 
Ghassemi et al. (2010) was a pioneer to model the DC using fully-coupled numerical 
approaches.  However the study may suffer from the following short-comings: 1) the 
effect of permeability may be underestimated during the dynamic compaction events.  
The effectiveness reduction due to the presence of water as observed from the field 
and lab tests was not clearly revealed;  2) the second dilatational waves traveling in 
saturated ground, proposed by Biot (1956a) and verified by Plona (1980),  was not 
discussed;  3) the degree of saturation might be an issue close to the water table 
whereas it may not be a critical factor in deep ground;  4) the information of water 
table was not clear which is always expected to be present at some distance away 
from the ground surface.                            
2.3.3  Issues to Be Further Studied 
The preceding literature review on dynamic compaction shows that most studies have 
focused mainly on dry granular materials.  There are a few studies which consider the 
dynamic compaction responses in saturated soils, but these do not examine the 
fundamental mechanism of the wave propagation and high-pressure compaction 
process in saturated sands, and how it leads to the rapid generation of excess pore 
pressures.    
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The proposed method for solving the u – U formulation adopted in this study will 
provide an important numerical tool for examining the fundamental mechanisms and 
processes associated with the dynamic compaction process in saturated sands.  For 
example, the mechanism of excess pore pressure build-up can be rigorously studied 
using a coupled effective stress analysis.  Also, the influence of soil permeability on 
the effectiveness of the compaction process in saturated soils can be examined in a 
rational manner.   Another interesting problem involves dynamic compaction carried 
out at sites where the ground water table is located some distance below the surface.  
This mixed-phase problem involves the transmission and reflection of stress waves 
when propagating from dry to saturated sand, which is even more complex and 
challenging, thereby entailing a suitable numerical technique.    
2.4  Summary 
This chapter presents a review of the published literature that examines the response 
of soils subjected to highly transient or impulsive high-pressure loadings.   These may 
be grouped into two categories of events: (i) blast loadings, and (ii) dynamic 
compaction.  It is found that, in both categories, the experimental and numerical 
studies on dry soils are much more prevalent.    
There are comparatively fewer studies that examine the high-pressure, transient 
response of saturated soils.   These studies usually consider the long-term dissipation 
of the excess pore pressures and the resulting effect on the ground.  The generation of 
the initial excess pore pressure is not rigorously considered, and typically involves 
some semi-empirical correlations. 
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 In this study, the proposed numerical approach presented in this report will be used to 
investigate the fundamental mechanisms associated with saturated soil response under 
highly transient, high-pressure loadings.  Various processes, such as the rapid 
generation of the initial excess pore pressure and how it is affected by the soil 





























Table 2.1  Correlation of peak pore pressure with scaled distance 
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kPa POWERMITE Al-Qasimi et al.(2005)
Notes: upeak-Peak excess pore pressure; R-Distance of the station from the charge; W-Charge 
weight; WTNT-equivalent TNT weight 
 
Table 2.2  Correlation of peak particle velocity with scaled distance 





−⎛ ⎞= ⎜ ⎟⎝ ⎠ m/s  TNT 






−⎛ ⎞= ⎜ ⎟⎝ ⎠





−⎛ ⎞= ⎜ ⎟⎝ ⎠














−⎛ ⎞= ⎜ ⎟⎝ ⎠
m/s POWERMITE 






−⎛ ⎞= ⎜ ⎟⎝ ⎠ m/s  Several 






−⎛ ⎞= ⎜ ⎟⎝ ⎠ m/s TNT equivalent Ashford et al. (2004) 
Notes: PPV-Peak particle velocity; R-Distance of the station from the charge; W-Charge weight; 
WTNT-equivalent TNT weight 
 
Table 2.3  Correlation of peak pressure ratio with scaled distance 
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 Peak particle velocity Explosion Type Reference 
2.2
0.33





−⎛ ⎞= ⎜ ⎟⎝ ⎠   Dynamite 





⎛= − ⎜⎝ ⎠
⎞⎟   TNT 










−⎛ ⎞= ⎜ ⎟⎝ ⎠





−⎛ ⎞= ⎜ ⎟⎝ ⎠
multiple blasts       
TNT 
Al-Qasimi et al. 
(2005) 
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Table 2.4  Threshold values of PPV and scaled distance for liquefaction 
All the values follow SI Blast type Reference 
0.11PPV >  No specification Lyakhov (1962) 
6sD <  for  40%RD = No specification Ivanov (1967) 
2.8sD <  Single Studer and Kok 
(1980) 
0.16PPV > ,  3sD < Single Charlie et al.(1992) 
0.45PPV > ,  8.1sD < No specification Pathirage (2000) 
0.65PPV > ,  6.3sD < Single Al-Qasimi et al. 
(2005) ,  12.5sD <0.13PPV > Multiple 




Table 2.5  Various values of multiplier of improvement depth suggested by various 
studies (after Van Impe and Bouazza, 1996) 
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Sources Multiplier η  
Menard and Broise (1975) 1.0 for all types of soils 
Leonards et al. (1980)  0.5 
Lukas (1980) 0.65-0.8 
Mayne et al. (1984) 0.3-0.8 
Gambin (1985) 0.5-1.0 
Qian (1987) 0.65 for fine sand 
0.66 for soft clay 
0.55 for loess 
Van Impe (1989; 1994) 0.65 for silt sand 
0.35 for municipal waste 
0.5 clayey sand 
Durgunoglu et al. (2003) 0.5-0.8 
 
 
































Drake and Little (1983)
Charlie et al. (1992)
Handford (1988)
Rollins et al. (2001)
Al-Qasimi et al. (2005)
 
Figure 2.3 Correlations between the peak particle velocity and scaled distance (after 













Studer and Kok (1980)
Ashford et al (2004)
Ashford et al (2004)
Ashford et al (2004)
 





Figure 2.6  Measured residual excess pore pressure as a function of time in the 






















Figure 2.10  The bulb-shape zone of improvement (after Oshima and Takada, 1998) 
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Figure 2.11  Logarithmic plot of PPV with normalized distance (after Mayne et al., 
1984) 





Figure 2.12  Relation between PPV, PPA and scaled distance: a) PPV versus scaled 






Figure 2.13  Results of centrifuge studies on the effect of momentum per blow to 





Figure 2.14 Contour showing progressive increase in relative density during tamper 




Figure 2.15  Excess pore pressures generated from a single compaction blow: a) 
1500kNm of tamping energy, b) 2500kNm of tamping energy (after 
Miao et al., 2006) 
 
 
Figure 2.16  Grouping of soils for dynamic compaction (after Lukas, 1995) 
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 (a) High water table 
 
                          
(b) Medium water table 
 
(c) Low water table 
 
Figure 2.17  Effect of different water table levels on the effectiveness of  dynamic 
compaction, as measured from cone penetration tests (after Lu, 2008) 
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Figure 2.18  Effect of the permeability on the dynamic compaction effect (after 
Ghassemi et al., 2010) 
 
 
Figure 2.19  Effect of the degree of saturation on the improvement zone (after 
Ghassemi et al, 2010) 
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 CHAPTER 3  
THEORY OF DYNAMIC FLUID-SOLID INTERACTION IN 
SATURATED POROUS MEDIA  
3.1  Development of Dynamics of Saturated Porous Media 
The theory for the mechanics of saturated porous media was developed by numerous 
researchers.  Fillunger (1913) investigated the uplift phenomenon in a fluid-saturated 
porous media.  Later, Fillunger (1936) established the modern concept of the 
treatment of porous media which was subsequently incorporated into the mixture 
theory.  Fillunger’s work was continued by Heinrich (1938; 1955; 1956), who used 
his mixture theory concept to deal with the one-dimensional problem of a liquid 
saturated porous body.   
Terzaghi (1923) utilized the effective stress principle to solve the one dimensional 
consolidation problem.  Biot (1941a; 1956a; 1956b; 1956c; 1962; 1972) generalized 
Terzaghi’s theory of consolidation to three dimensions and developed the theory for 
wave propagation in fluid-saturated binary mixtures.   
In essence, two theories for porous media mechanics have been proposed, the Biot’s 
theory and the mixture theory.  Between the two theories, Biot’s approach is adopted 
for numerical implementation in this study due to its relative simplicity.  In the 
following sections, the salient features of the two theories will be discussed.  Biot’s 
theory will be presented and discussed in greater detail, as it is pertinent to the 
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formulation and implementation of the numerical approach proposed in this study for 
dual-phase wave propagation problems.   
3.1.1  Biot’s Theory 
Biot (1941a; 1941b; 1941c) generalized the consolidation theory developed by 
Terzaghi (1925) to the three dimensional case and established the equations valid for 
any arbitrary loadings.  However, the consolidation theory considering the fluid-solid 
interaction was only limited to static or quasi-static analyses.  
Later, Biot (1956a; 1956b) extended the theory for wave propagation problems and 
introduced the concepts of mass and viscous coupling in the fluid-solid interaction of 
a porous media subject to dynamic loadings.  The wave propagation theory in porous 
media was separately treated and discussed in the two papers for the extreme 
conditions of low and high frequencies, respectively.  For all frequencies considered, 
the solution shows the presence of two dilatational waves and one rotational wave 
propagating in the porous medium with frequency dependent damping factors.   
Biot (1962) reformulated the above-mentioned theory in a more general manner, with  
particular emphasis on the visco-elastic properties.  Additional features, such as 
anisotropy, solid dissipation (internal solid dissipation restricted to solid alone) and 
thermodynamic relaxation effects (temperature gradient due to stress applied to solid 
and fluid phases), were incorporated into the theory.  Since then, a significant body of 
work has been done to obtain analytical and numerical solutions to Biot’s theory for 
various problems.  
Despite of its extensive applications, Biot’s theory was not developed based on the 
fundamental axioms and principles of thermodynamics (Boer 1996).  Its presumptions 
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 of small deformation and Poiseuille flow in poroelasticity might be a limitation 
although a number of applications on dynamic problems have been reported.  To 
account for this, the finite deformation formulation has been developed by Biot 
(1972).     
3.1.2  Mixture Theory  
Another theory for treating the dynamics of saturated porous media is commonly 
known as the mixture theory (e.g. Truesdell 1957; Truesdell and Toupin 1960).  
Pioneered by Fillunger (1913, 1936) and Heinrich (1938; 1955; 1956), the mixture 
theory became popular following the development of theory of thermodynamics.  
Heinrich (1955; 1956) formulated the equations of balance of momentum for fluid 
and porous solid for use in steady-state and transient ground-water flow.  Morland 
(1972) introduced the concept of volume fraction into the mixture theory.  The 
concept of volume fraction was introduced to facilitate the characterization of the 
relative amount of each constituent in a mixture body.  The modern mixture theory 
seems to manage to cope with dynamic problems associated with finite strain 
implementations (Li and Borja 2005), which is obviously advantageous and more 
applicable than small-strain based theory.  Further contribution to the modern mixture 
theory are due to Kenyon (1976a; 1976b), Bowen (1980, 1982),  de Boer and Ehlers 
(1990), de Boer and Kowalski (1995) and Morland et al. (2004).  
The essence of mixture theory is its consideration of four balance equations, namely, 
balance of mass, balance of momentum, balance of moment of momentum and 
balance of energy, which must be satisfied for individual constituents in the mixture. 
The two theories (Biot and mixture) are generally equivalent on the conditions that 
either the coupled material constant or additional mass density be ignored (Bowen 
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1982; Schanz and Diebels 2003).  The mixture theory is not implemented in the 
proposed study, due mainly to the complexity of the several equations resulting from 
the complete consideration of all the relevant balances.   
3.2  Biot’s Formulations and Their Variations 
The original Biot’s equations, together with the elastic constitutive relations 
considered in these two papers, are based on the concepts of partial solid stress and 
partial fluid pressure.  This is commonly known as the −u U , more specifically the 
π− −u U  formulation, in which π represents the partial pressure.  However, with the 
close relationship between the partial stress and the normal stress, the π− −u U  
formulation can be converted to a form in which the stresses are expressed in 
“effective stress” and “pore pressure”, which is therefore known as the p− −u U  
formulation, in which p represents pore pressure.  Depending on the type of stress, the 
 formulation has two variations and both variations will be discussed in Section 
3.2.1 in details. 
−u U
Biot (1956c) rewrote the  formulation in terms of “relative displacement”, 
which yields another set of formulations, known as the 
−u U
−u w  formulation. As similar 
to the  formulation, the  formulation has two variants, i.e., −u U −u w π− −u w  and 
p− −u w . Among the two, the latter is more frequently used for practical soil 
dynamic problems because the “effective stress” or “total stress” in the p− −u w  
formulation is of more interest from the engineering point of view.  The  
formulation will be briefly discussed in Section 3.2.2.   
−u w
Unlike the  or  formulation which fully accounts for the inertial 
contribution from the solid and fluid in a dynamic event, another set of derivative 
−u U −u w
44 
 formulation, namely the p−u  formulation, neglects the apparently small terms such 
as the acceleration of the fluid, to facilitate the computation with large algebraic 
equations in implicit method (Simon et al. 1986).  As this formulation can be 
downgraded to the quasi-static consolidation analysis, it has been more extensively 
used on seismic engineering problems, as discussed in Chapter 2. This formulation 
will be briefly introduced in Section 3.2.3 
As discussed previously, three types of formulations derived from the original Biot’s 
theory are frequently used in dynamic analyses involving fluid-saturated porous 
media, i.e., the ,  and −u U −u w p−u  formulations, which have been discussed and 
summarized in Zienkiewicz et al. (1998). The former two formulations are 
theoretically correct whereas the latter one is an approximate form commonly used to 
solve earthquake problems.  In this section, the key features of the π− −u U  and 
p− −u U  formulation are presented and discussed in more details.   
3.2.1  The u - U Formulation 
3.2.1.1 The u – U – π Formulation 
For the π− −u U  formulation in low frequency, the following assumptions are made 
(Biot 1956a, 1956b): 
1) linear elastic and reversible stress-strain relation, isotropic material behavior; 
2) small strain; 
3) solid and fluid both compressible; 
4) the fluid flow through the porous skeleton follows Darcy’s Law; 
 45 
The original field equations for the low frequency range, which incorporate mass and 
viscous coupling effects into the stress equilibrium consideration for both solid matrix 
and fluid phase, can be written as 
                            (3.1a) 11 12( )c ρ ρ+ − − − =T sL σ U u u U   0














∂ ∂ ∂⎢ ⎥∂ ∂ ∂⎣ ⎦
TL   (3.2) 
 
x y z
⎡ ⎤∂ ∂ ∂∇ = ⎢ ⎥∂ ∂ ∂⎣ ⎦
T                                              (3.3) 
 x y zu u u⎡ ⎤= ⎣ ⎦Tu                                            (3.4) 
 x y zU U U⎡ ⎤= ⎣ ⎦TU                                             (3.5) 
 
s s s s s s
x y z xy yz zxσ σ σ τ τ τ⎡ ⎤= ⎣ ⎦Tsσ  (3.6) 
In the equations, the vectors u  and  represent the average displacement 
components in the three directions of the solid matrix and the fluid phase, respectively. 
The overhead dots denote derivatives with respect to time.  L denotes the directional 
derivative matrix (Zienkiewicz and Taylor 2005).  The average displacement of the 
fluid is defined as the volume of fluid flowing through a unit area perpendicular to 
each direction.  The scalar 
U
π  is the partial fluid pressure, which is defined as the 
average force supported by the fluid portion of the infinitesimal cubic face.  The 
vector , also known as the partial solid stress, is the average force support by the sσ
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 solid portion of an infinitesimal cubic face.  Both  and sσ π  are taken as positive in 
tension, and negative in compression. Figure 3.1 shows the schematic definition of the 
partial solid stress and partial fluid pressure over an infinitesimal cubic of fluid 
saturated porous media.    
In the field equations, Equation (3.1a) describes the force equilibrium for the solid 
matrix and Equation (3.1b) for the water phase.  The viscous damping and inertial 
effects are explicitly incorporated into these two equations.   The viscous damping 
component is a function of the relative velocity between the two phases, while the 
inertial component includes induced mass coupling effects arising from relative 
motion between the two phases.  In Equation (3.1), the densities are defined by Biot 
as follows 
 11 1 aρ ρ ρ= +                                                    (3.7) 
 22 2 aρ ρ ρ= +                                                    (3.8) 
 12 aρ ρ= −                                                  (3.9) 
where 1ρ  and 2ρ  denotesthe mass densities of solid and that of the fluid.  11ρ  and 
22ρ  can be regarded as the intrinsic density coefficients, and 12ρ or aρ  the inertial 
coupling parameter between fluid and solid.  For porous media under small strain 
conditions, the porosity n  may be assumed to be independent of the stress level.  
Hence, 1ρ  and 2ρ  can be defined as 
 1 (1 ) snρ ρ= −                                              (3.10) 
 2 fnρ ρ=                                             (3.11) 
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where sρ  and fρ  are the mass densities of the solid grain that of the pore fluid.  
Therefore, the density of the porous aggregate can be obtained as 
 (1 ) s fn nρ ρ ρ= − +                                      (3.12) 
Alternatively, the following equation is also valid 
 11 12 222ρ ρ ρ ρ= + +                                      (3.13) 
The inertial coupling parameter can be considered as a measure of the coupled inertial 
effect that the relative motion between the two phases may apply an additional inertial 
force to the equilibrium system. Tan and Scott (Tan and Scott 1987) showed that, in 
flow through soil the Reynolds number is typically well below 1, except for liquefied 
sand.  In such situations, Stokesian flow is likely to exist and advective inertial drag is 
likely to be much smaller than viscous drag (Batchelor 1967). Besides, the 
fundamental Darcy’s law uses a macroscopic permeability which already combines 
the part of the microscopic fluid inertial coupling, which is, even if considered, very 
hard to be quantified.  In the current context, flow is synonymous with relative 
displacement between solid and fluid.  For this reason, ρ12 is often assumed to be zero 
(Garg et al. 1974; Simon et al. 1984; Zienkiewicz and Shiomi 1984).  Therefore, the 
π− −u U  formulation can be expressed as 
                        (3.14a) ( ) (1 ) sc n ρ+ − − − =T sL σ U u u   0
0                                (3.14b) ( ) fc nπ ρ∇ − − − =U u U 
The viscous coefficient c  in Equation (3.1) corresponds to the viscous drag force 
imposed to each constituent per unit volume when the fluid flows past the surface of 





μ=                                              (3.15)   
where μ  is the fluid viscosity and n  is the porosity; K  the absolute permeability, 
alternatively specific permeability, as defined by Lambe and Whitman (1969).  The 




γ=                                                      (3.16) 
Besides the viscous damping and induced inertial effects, it should be noted that fluid-
solid interaction in a saturated porous medium is a complex physical mechanism in 
which the volumetric behavior of one phase must be compatible with the other on an 
infinitesimal scale.  In addition to the viscous and inertial interactions, there is also a 
volumetric interaction which essentially articulates the condition that fluid and solid 
phases cannot occupy the point in space at the same time; this expresses the fluid-
solid compatibility (or continuity) condition. This condition leads to the stress strain 
relation for the partial solid stress, 
ˆ Q ζ= +sσ De m                                              (3.17a) 
and for the partial fluid pressure, 
 Q Rπ ε ζ= +                                                 (3.17b) 
In which  is the stiffness matrix of the soil skeleton and Q is a modulus which 
expresses the effect of volumetric strain of one of the phases on the pressure (or mean 
effective stress) of the other phase. The strain vector e  for the solid skeleton may be 
expressed as 
Dˆ
 x y z xy yz zxε ε ε γ γ γ⎡ ⎤= ⎣ ⎦Te                   (3.18) 
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The volumetric strains, ε  and ζ , of the solid skeleton and the fluid may be defined 
as 
                                      (3.19) ( )ε = =Tm Lu m eT
                                           (3.20) ζ =∇TU
where the vector m  is given by 
 [ ]1 1 1 0 0 0=Tm                               (3.21) 
The material constant R  is the pressure needed to force a certain volume of fluid into 
the solid matrix while the total volume keeps unchanged.  According to Equation 
(3.17b),  Q  and  are the material constants defining the stress strain behavior of the 
fluid which can be termed as linear elastic.  Biot (1956a) demonstrated the following 





ε= −                                            (3.22) 
Equation (3.22) describes a volumetric strain compatibility relating the compaction of 
the solid matrix to the volumetric change of the fluid required to maintain a constant 
fluid pressure.   
Biot and Willis (1957) also showed how experimental measurements may be used to 
determine the material constants.  The correlations of measurable parameters with the 
proposed material constants are discussed in Appendix A.  However, the jacketed and 
unjacketed compressibility tests proposed by Biot and Willis (1957) cannot be 
conducted without specialized equipment.  In Appendix A, a more direct approach is 
proposed by correlating the constitutive relations for −u U  and −u w  formulation 
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 and the abovementioned material constants can be determined by basic material 
constants for a porous media, such as the porosity, the bulk modulus of the solid 
grains and fluid as well as the bulk modulus of the skeleton. 
For elasto-plastic solid behavior, Equation (3.17) remains valid, the only difference 
being that the stiffness matrix  has to be replaced by the elasto-plastic strain-stress 
matrix .  In this study, the bulk modulus of the fluid is assumed to be constant; this 
is likely to be fairly representative of the behavior of water at the normally 




The u-U formulation was first proposed for low frequencies (Biot 1956a), but can be 
further extended to high frequency situations (Biot 1956b). The threshold frequency 
defined by Biot is not clear. It is difficult to evaluate if a problem falls into the low or 
high frequency range based on Biot’s information. However, Zienkiewicz et al. (1980) 
classified three zones characterized by the two parameters: π1 and π2, corresponding 
to permeability and frequency, respectively, as shown in Figure 3.2. When the 
problem of interest falls in zone III which corresponds to a high frequency and a high 
permeability, the full Biot’s equations ( −u U  or −u w  formulations) should be used.          
3.2.1.2 The u – U – p Formulation 
The π− −u U  formulation is not as popular in geotechnical engineering since it uses 
partial stress.  A more useful variation can be derived simply by converting the partial 
stress into total/effective stress, namely the p− −u U  formulation. As shown in 
Figure 3.1, the total stress is the force imposed to the whole area of the cubic which is 
balanced by the force supported by the area of solid part and force supported by the 
area of fluid part.  Hence, the total stress σ can be expressed as: 
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π= +sσ σ m                                                 (3.23) 
The effective stress principle can be expressed as (Leliavsky 1947; Zienkiewicz et al. 
1998) 
 ' pα= +σ σ m                                     (3.24) 
Where σ  denotes the effective stress which dictates the deformation of the porous 
skeleton (positive for tension); 
'
p  denotes the pore (fluid) pressure macroscopically, 
or total fluid pressure (positive for tension).  In the sense that the fluid is under 
thermodynamic equilibrium, p  can be termed constant throughout the bulk mixture.  
The coefficient α  varies from 0.5 for concrete or rock to 1.0 for most of soils.  






α = −                                                 (3.25) 
where K’ and Ks  are the bulk moduli of the soil skeleton and soil grain, respectively. 
For most soils in geotechnical problems, ' sK K  , so that α ~ 1.  Biot (1962) gave 
the following relation between the partial fluid pressure and total fluid pressure if 
assuming p  had the same convention as π  : 
/p nπ=                                                  (3.26) 
Substituting Equations (3.23) to (3.26) into Equation (3.14) leads to the p− −u U  
formulation, which is  
( ) ( ) (1 ) sn p c nα ρ′ + − ∇ + − − − =TL σ U u u  0                   (3.27a) 
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 ( ) fn p c nρ 0∇ − − − =U u U                                  (3.27b)                     
Substituting the Equations (3.23) - (3.26) into the Equation (3.17) leads to the 
conventional effective stress-strain relation  
′ ′=σ D e                                                 (3.28a) 
and the pore (fluid) pressure can be derived as: 
Q Rp
n n
ε ζ= +                                              (3.28b) 
where Q and R are material constants relating to 'K , fK  and sK , which can be 
referred to Appendix A.  For most circumstances in soil mechanics, it is fairly 
reasonable by assuming ' f sK K K  . Therefore, the pore fluid pressure can be 
reduced to 
( )1fKp n n
n
ε ζ= − +⎡ ⎤⎣ ⎦                                     (3.29) 
This is the mass balance equation of the fluid.  Under “undrained” condition  
ε ζ=                                                    (3.30) 




                                                 (3.31) 
which is the pore pressure-volumetric relation for undrained condition.   
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3.2.2  The u - w Formulation 
3.2.2.1 The u – w – π Formulation 
By using a relative displacement w  with reference to the solid phase, the fluid 
displacement can now be represented as 
 (n )= −w U u                                                 (3.32) 
The derivatives with regard to time of Equation (3.32) are also valid, and thus 
n
= +wU u 
                                                     (3.33) 
n
= +wU  u                                                      (3.34) 
Substituting Equations (3.33) and (3.34) into (3.14) leads to the π− −u w  
formulation 
 (1 ) 0s
c n
n




π ρ ρ∇ − − − =w w u                                   (3.35b) 
3.2.2.2 The u – w – p  Formulation 
Similarly, by substituting Equations (3.15), (3.33) and (3.34) into (3.27), the  
p− −u w  formulation can be obtained (total stress is used instead of effective stress) 
 0fρ ρ− − =TL σ w u                                      (3.36a) 
 0f f fp k n
γ ρ ρ∇ − − − =w w u                                   (3.36b) 
The corresponding constitutive relation is given by Biot (1962) 
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 Mα ξ= +σ De m                                             (3.37a) 
p M Mα ε ξ= +                                               (3.37b) 
where ξ  is the sum of the normal derivatives over the three coordinates,  
Tξ =∇ w                                                     (3.38) 





α −⎛ ⎞−= +⎜⎜⎝ ⎠
⎟⎟                                           (3.39) 
According to Simon et al. (1984), the stiffness matrix  is relating to  as  D ′D
2 TMα′= +D D mm                                           (3.40) 
3.2.3  The u – p Formulation 
In this formulation the relative motion between solid and fluid is assumed to be zero 
during the wave propagation event, but the pore pressure p  is used to describe the 
transient seepage that occurs during and after the dynamic event (Zienkiewicz et al. 
1998).  The formulation is commonly used in seismic analysis because it unifies the 
conventional consolidation equations when the quasi-static problem is analyzed.  The 
p−u  formulation can be written as 
 0ρ ρ− + =TL σ u b                                     (3.41a) 




ρ ρ α εγ∇ −∇ − + + + =
T u b m
                    (3.41b) 
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where ε  represents the rate of volumetric strain and p  the rate of the pore pressure. 
Zienkiewicz et al. (1998) also proposed a method for ascertaining the applicability of 
the various formulations in terms of frequency.       
3.3  Finite Element Discretization 
3.3.1 The u – U – π Formulation 
During FE discretization, the displacement variables u  and U  are expressed in terms 
of their nodal values as 
 =u Nu                                               (3.42a) 
 =U NU                                                (3.42b) 
where  is the displacement shape function matrix, and N u  and U  are the solid and 
fluid nodal displacement vectors respectively.  Applying the Galerkin method 
(Galerkin 1915; Zienkiewicz and Taylor 2005) to Equation (3.14), wherein the 
weighting function is the shape function, the weak form of the equations can be 
obtained as: 
solid phase:      
( )
(1 ) (1 ) 0s s
d c d c d




− − Ω− − Ω
∫ ∫ ∫
∫ ∫
T T T T
s
T T
N L σ N NU N Nu
N Nu N b
 




d c d c d











N N NU N Nu
N NU N b
 
 Ω =                          (3.43b) 
By using Green’s theorem to perform integration by parts and the constitutive relation 
for the π− −u U  formulation (3.17), the above weak form can be further simplified to 
ˆ
(1 ) (1 ) 0s s
d Q d d c d
c d n d n dρ ρ
Ω Ω Γ Ω
Ω Ω Ω
− Ω − Ω + Γ + Ω
− Ω − − Ω + − Ω =
∫ ∫ ∫ ∫
∫ ∫ ∫
T T T T
T T T
B DB u B mG U N t N N U
N N u N N u N b

      (3.44a) 
0f f
Q d R d d c d
c d n d n dρ ρ
Ω Ω Γ Ω
Ω Ω Ω
− Ω − Ω + Γ −
+ Ω − Ω + Ω =
∫ ∫ ∫ ∫
∫ ∫ ∫
T T T T T
T T T
G m B u G G U N q N N U




                 (3.44b) 
In matrix form, Equations (3.44a & b) may be expressed as 
solid phase: 
(1) 0+ + − + − =s sf sK u K U Hu HU M u f            (3.45a) 
fluid phase: 




= Ω∫ TsK B DB                                                   (3.46) 
 Q
Ω
d= = ∫T Tsf sfK K B mG Ω                                          (3.47) 
  R d
Ω
= Ω∫ TfK G G                                                   (3.48) 
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                                                       (3.49) c d
Ω






                                              (3.50) (1 ) sn ρ
Ω
= − Ω∫ TsM N
                                                  (3.51) fnρ
Ω
= ∫ TfM N N
(1) (1 ) sd n ρ
Γ Ω
= Γ + −∫ ∫Tf N t N b                                (3.52) 
                                        (3.53) (2) fd n dρ
Γ Ω
= Γ +∫ ∫Tf N q N b
and  
= ∇TG                                                       (3.54) 
=B LN                                                        (3.55) 





⎡ ⎤ ⎡ ⎤− ⎡ ⎤⎡ ⎤ ⎡ ⎤⎡ ⎤ ⎡ ⎤+ +⎢ ⎥ ⎢ ⎥ = ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥−⎣ ⎦ ⎣ ⎦ ⎣ ⎦⎣ ⎦ ⎢ ⎥ ⎢ ⎥ ⎣ ⎦⎣ ⎦ ⎣ ⎦
s sf s
sf f f
u uK K Mu H H f
K K MU H H fU U
 
            (3.56) 
To facilitate the subsequent discussion on time-integration algorithms, the coupled 
equation of motion represented by Equation (3.56) may be simply expressed as 






















                   (3.58) 
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  , i





                                          (3.59) 
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 and  
(1)
(2)




                                                         (3.60) 
where i represents the ith time increment.  
3.3.2 The u – U – p Formulation 
Repeating the steps in the previous section to Equation (3.27) gives 
Solid phase: 
( ) ( )( )
(1 ) (1 ) 0
T T T T
T T
s s
d n p d c d





′ Ω + − ∇ Ω+ Ω
− Ω− − Ω+ − Ω
∫ ∫ ∫
∫ ∫ ∫ T
N L σ N N NU
N Nu N Nu N b

  =            (3.61a) 
Fluid phase: 
( ) 0T T T T f fn p d c d c d n d n dρ ρ
Ω Ω Ω Ω Ω
∇ Ω− Ω+ Ω − Ω + Ω =∫ ∫ ∫ ∫ ∫ TN N NU N Nu N NU N b        
(3.61b) 
Applying Green’s theorem and the constitutive relations for the p− −u U  
formulation (3.28) leads to 
( ) ( )
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Writing the Equations (3.62a & b) into matrix form 
solid phase: 
(1)( )+ + − + + =fs d sf sK K u K U HU Hu M u f              (3.63a) 
fluid phase: 
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  = ⎥           (3.71) 
where the matrix H,  and  are the same as previous; the K matrix has been 
changed to 
sM fM








                                               (3.72) 
The equation (3.72) was first elaborated by Shiomi (1983) and Zienkiewicz and 
Shiomi (1984).  It is noted that the following relations are unconditionally valid 
( )nQ
n
Rα −=                                                   (3.73) 
= TG m B                                                     (3.74) 
and thus 
=fsf sfK Ks                                                    (3.75) 
3.4 The Explicit Procedures
In this study, Equation (3.56) was solved using a central difference time-marching 
scheme in ABAQUS/EXPLICIT together with a lumped mass matrix M.   The use of 
the lumped mass assumption leads to a diagonal mass matrix which allows fast 
inversion of the mass matrix to derive the accelerations at the beginning of the 
increment. Therefore, the explicit procedure requires no iterations and no tangent 
stiffness matrix that are needed for the implicit procedure.  
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3.4.1 Lumped Mass Matrix 
Supposing that i  represents the last increment, the dynamic equilibrium formulation 
for ( )  increment can be expressed as thi
( ) ( ) ( ) ( )i i i+ + =Mu Cu Ku F  i
i
                                  (3.76) 
At  time step, the formulation becomes ( 1)thi +
( 1) ( 1) ( 1) ( 1)i i i+ + ++ + =Mu Cu Ku F  +
i
                           (3.77) 
(3.76) can be rewritten as 
( ) ( ) ( )i i= −Mu F I                                          (3.78) 
where  represents the internal force vector contributed by the viscous damping and 
the material deformation.  
( )iI
( ) ( ) ( )i i= +I Ku Cu i                                        (3.79) 
With explicit time integration, the mass formulation is often used, which involves 
lumping the entire mass of the element into the nodes in a heuristic (but non-
consistent) way which produces a diagonal mass matrix.  In this study, the mass 
lumping scheme simply involves the addition of all the terms in each row of the 
consistent mass matrix, the value of which is then lumped as the diagonal term for 
that row of the mass matrix, with all the non-diagonal terms assigned as zero.    
In this way, the mass matrix M  of Equation (3.78) may be converted into a diagonal 
matrix which leads to a direct inversion to arrive at the acceleration of this increment, 
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 ( )( ) 1 ( ) ( )i i−= −u M F I i                                          (3.80) 
Following the same procedure, at  increment, the acceleration can be first 
obtained 
( 1)thi +
( )( 1) 1 ( 1) ( 1)i i+ − + += −u M F I i                                      (3.81) 
3.4.2 Explicit Time Integration Algorithm 
The equilibrium equations are integrated using the explicit central difference operator.  
The time-marching algorithm is to find out the state variables at (i+1)th time step, i.e., 
,  and , given the known variables of (i)( 1)i+u ( 1)i+u ( 1)i+u th time step, i.e., ,  and 
. For the (i+1)
( )iu ( )iu
( )iu th increment, the accelerations are first obtained according to 
Equation (3.81). The velocities and displacements are determined by the mean state 
variables at mid-increment 1( )
2
i + , 
1( )( 1) ( 1) ( 1)2 1
2
ii t
+ i i+ + += + Δu u u                                      (3.82) 
1(( 1) ( ) ( 1) 2
ii i it
)++ += + Δu u u                                         (3.83) 
The mid-incremental velocities can be evaluated by a linear interpolation, after the 
accelerations are known.   
(1 1( ) ( ) ( 1) ( ) ( )2 2 1
2
i i i it t
+ − += + Δ + Δu u u  ) i                             (3.84) 
The central difference operator is not self-starting and the initial conditions should be 
defined. In ABAQUS/EXPLICIT, the initial values of velocity ( ) and acceleration (0)u
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( ) are set to be zero unless they are predefined by the users. A special treatment of 
the initial mid-incremental velocities is adopted, 
(0)u
1 (1)( ) (0) (0)2
2
t+ Δ= +u u u                                           (3.85) 





1 (0)( ) (0) (0)2
2
t− Δ= −u u u                                          (3.86) 
Using the abovementioned explicit time-marching algorithm, i.e., Equations (3.81) to 
(3.83), together with the prescribed initial conditions (3.85), the state variables 
(displacements, velocities and accelerations) can be advanced from increment to 
increment.  
3.5 Summary 
Three formulations, based on Biot’s theory of wave propagation in a saturated porous 
medium, were presented in this chapter, with particular emphasis on the  
formulation, which was used in this thesis. The 
−u U
−u w  formulation and p−u  
formulation were also briefly introduced. The finite element formulations for the 
π− −u U  formulation and p− −u U  formulation were obtained using Galerkin's 
method. An explicit integration scheme (time-marching algorithm) was applied to the 
FE formulations and how the explicit scheme works for the dynamic equilibrium 













           











IMPLEMENTATION OF THE ABAQUS DUAL PHASE 
COUPLING  (ADPC)  METHOD 
4.1  Introduction 
In Chapter 3, Biot’s original π− −u U  formulation and its variations were 
summarized and the corresponding finite element formulations were provided for the 
π− −u U  and p− −u U  formulation.  A literature survey shows that several 
numerical codes to solve the fully-coupled formulations have been developed and 
used for the analysis of wave propagation in a fully saturated porous media.  Typical 
fully-coupled dual-phase codes based on the finite element methods are Ghaboussi 
and Wilson (1972; 1973b), Ghaboussi and Dickmen (1978), Zienkiewicz et al. (1984; 
1990a; 1990b), Prevost (1981; 1985), Chan A. H. C (1988), Moriwaki et al. (1988), 
Muraleetharan et al. (1988), Oka and Yashima (1990) and Li et al. (1992).  Table 4.1 
lists the well-known fully-coupled codes that have been developed.  Hence, there are 
very few fully-coupled dual-phase codes for wave propagation in saturated soil, and 
most of these are developed in-house for specific applications, and hence not readily 
available for general use, where versatility (e.g. element library) and user-unfriendly 
pre- and post-processors are needed to deal with complex geometries, boundary 
constraints and loading.  In addition, many, if not most, of them are unable to perform 
three-dimensional analysis.  To the best of the Author’s knowledge, only  
DYNAFLOW and SUMDES can deal with three-dimensional dual-phase problems. 
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However, SUMDES is limited to horizontally layered problems (Li et al, 1992) and 
has limited choices on material models.  The detailed capabilities of DYNAFLOW 
are uncertain as there is little or no literature relating to its usage on real, complex 
problems. 
In this study, a new overlapping finite element scheme for the u-U formulation of 
dual-phase analysis has been developed, based on ABAQUS/Explicit.  By doing so, 
the pre- and post-processing capabilities, element library (such as triangular, 
tetrahedral and hexahedral elements) and many of ABAQUS’ capabilities can be 
exploited.  This scheme will hereafter be termed as ABAQUS Dual Phase Coupling 
(ADPC). Although the concept of the scheme has only been implemented on 
ABAQUS so far, it can, in principle, be applied to other finite element codes which 
have connector elements and allow material subroutines to be user-defined, i.e., LS-
DYNA.    
4.2  Overlapping Meshes 
The ADPC method is predicated on the idea that, in a fluid-saturated aggregate, the 
solid and fluid phases may be treated as two separate but overlapping domains 
governed by the same space and time constraints.  The scheme makes use of two 
overlapping meshes, with identical nodal coordinates but independent nodal 
numbering, as shown in Figure 4.1.  One mesh represents the solid phase while the 
other represents the fluid phase.  By assigning the two meshes with different material 





Based on the F.E. equations for the two phases, i.e., (3.56) for π− −u U  and (3.71) 
for p− −u U , the interaction between the two meshes may be achieved via (i) the use 
of nodal connector elements such as dashpots and (ii) user-defined subroutines to 
account for material constitutive coupling.  From the earlier discussion in Section 
3.2.1.1, the mass coupling may be ignored due to its relative small effects compared 
to the viscous coupling.  The dynamic calculations are performed using ABAQUS’ 
central difference explicit time-stepping scheme.   
Interaction between the two meshes is effected through connector elements that allow 
the motion of the two phases to be coupled in some prescribed manner.  These 
elements usually consist of two nodes, with one node connected to the solid mesh and 
the other to the fluid mesh.  The viscous coupling imposed in Equation (3.56) or (3.71) 
in both counterparts of the F.E. discretized equations is represented by viscous 
dampers, as illustrated in Figure 4.2.  Details of the connector elements are provided 
in the next section. 
4.3  Connector Elements   
The connector elements from the ABAQUS library used herein are CONN2D2 and 
CONN3D2, respectively, for two- and three-dimensional analyses. Since only the 
relative translational movements are to be captured by the connector elements, basic 
connection types of AXIAL and CARTESIAN are employed respectively for 1-D and 
2-D/3-D analyses. Connection type AXIAL provides a connection between two nodes 
where the relative displacement is along the line separating the two nodes. Connection 
type CARTESIAN provides a connection between two nodes where the response in 
all local directions can be captured.  
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In explicit computations, the mass matrices Ms and Mf are formulated as lumped 
diagonal matrices, and are automatically calculated by ABAQUS for both the solid 
and fluid meshes.  Since mass coupling effects are ignored, the connector elements do 
not play a role in the coupling of these two lumped matrices. 
The damping matrix H in (3.49) can be formulated as a consistent, non-diagonal 
matrix or as a lumped diagonal matrix.  The latter is equivalent to an element 
connection manner such that, for all the nodes, only one connector element is 
assigned between the nodes of the same coordinates, as shown in Figure 4.2.  In the 
following subsections, both the consistent and lumped formulations of the viscous 
damping matrix H are discussed for the plane-strain four-node quadrilateral element 
shown in Figure 4.3, followed by some generalization to the 3-D and the 
axisymmetric cases.   
4.3.1  2-D Plane Strain and 3-D Analysis   
Expanding Equation (3.49) for the element viscous damping matrix H in 2-D plane 
strain analysis results in  
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where  is the shape function for the quadrilateral elements, ( 1, 2,3, 4)iN i = A  is the 
elemental area and c is the viscous coefficient. By substituting the linear shape 
functions into (4.1) and integrating over the area, the consistent form of the H matrix 
shown in (4.2) is obtained. 
1 1 1 10 0 0 0
9 18 36 18
1 1 1 10 0 0 0
9 18 36
1 1 1 10 0 0 0
18 9 18 36
1 1 1 10 0 0 0
18 9 18 36
1 1 1 10 0 0 0
36 18 9 18
1 1 1 10 0 0 0
36 18 9 18
1 1 1 10 0 0 0
18 36 18 9
1 1 1 10 0 0 0
18 36 18 9
Ac
⎡ ⎤⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥= ⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
H
18
                         (4.2) 
The non-diagonal consistent element damping matrix of (4.2), when substituted in 
(3.56) or (3.71), indicates that, for a given pair of overlapping solid and fluid elements, 
the viscous coupling between each pair of collocated nodes is a function of the 
relative velocities between all four pairs of collocated nodes.  Such coupling cannot 
be easily represented by a single dashpot connector between each pair of collocated 
nodes.  Hence the consistent damping scheme does not lend itself readily for 
implementation using connector elements in the ADPC method. 
However, if the terms along each row (or column) of the consistent damping matrix 
are lumped to form the diagonal matrix as shown in Equation (4.3), the resulting 
coupling interaction between the two phases in any one direction can be achieved by 
simply introducing a single dashpot connector between each pair of collocated nodes.  
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In this case, the damping coefficients are the same for all four pairs of collocated 
nodes of the overlapped elements, which is Ac/4 for the four-node quadrilateral 
considered here.  In general, if 3-noded triangular or 4-noded quadrilateral elements 
are used in 2-D analysis, the lumped damping coefficient at each node may be 
obtained as Ac/N, where N is the number of nodes used to define the element.  For 3-
D analysis using N-noded linear elements, the lumped damping coefficient may be 
obtained as Vc/N analysis, where V is the volume of the 3-D finite element.  This is 
hereafter known as the lumped damping scheme.  
1 0 0 0 0 0 0 0
4
10 0 0 0 0 0 0
4
10 0 0 0 0 0 0
4
10 0 0 0 0 0 0
4
10 0 0 0 0 0 0
4
10 0 0 0 0 0 0
4
10 0 0 0 0 0 0
4
10 0 0 0 0 0 0
4
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⎡ ⎤⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥= ⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
H G                                (4.3) 
It should be noted that the connection scheme discussed above is based on the lumped 
matrix formulated at the element level.  In most discretized meshes, each pair of 
collocated nodes would be connected to two or more elements within their respective 
phases.  Hence, when assembled into the global matrix, each pair of collocated nodes 
would likely have several dashpot connectors joining them.  
Either the lumped or consistent damping scheme can be used to implement the 




using the consistent damping scheme is significantly more complicated than the 
lumped damping scheme, i.e., 64 connector elements have to be defined with different 
damping values for a four-node quadrilateral problem using consistent damping 
scheme, as compared to only 4 connector elements  with a constant value for the 
lumped damping scheme. A large number of connector elements will significantly 
increase the computational cost. Therefore, from a computational efficiency point of 
view, the more efficient lumped damping scheme is preferred in the application of the 
ADPC method. In summary, the diagonal term in the lumped H matrix can be 
expressed:   
C cη= Ω                                                           (4.4) 
where C is the actual damping value assigned to the dashpots, c the viscous 
coefficient defined in Equation (3.16), η  the geometric scaling factor and Ω the 
element volume (or area). This formulation uses the geometric scaling law to 
determine the relationship between the actual damping value and the material viscous 
coefficient. For lumped damping, the geometric scaling factors (2D plane strain and 
3D) are given in Table 4.2.    
Depending on the problem geometry and the level of mesh refinement, one may end 
up with a large number of dashpot connector elements.  These connector elements 
must be explicitly defined in the ABAUQS input file, together with their respective 
damping coefficients computed based on the area of the finite elements to which they 
are connected.   Such input data may be more efficiently processed and generated 
using a separate MATLAB or Excel VBA code for import into the ABAQUS input 
file.   
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4.3.2  Axisymmetric Analysis   
Unlike the 2-D plane strain and 3-D analysis, the dashpot damping coefficients for the 
axisymmetric model depends not only on the element size but also on the element 
distance from the axis of symmetry.  In axisymmertic analysis, the H matrix can be 
represented using cylindrical coordinates as  
2T T
A
c d c rdrdzπ
Ω
= Ω =∫ ∫H N N N N                             (4.5)      
For the four-node element shown on Figure 4.4, the axisymmetric lumped damping 
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3
                    (4.6) 
where  is the element width and a
(0 1 2 314r r r r )4r= + + +                                            (4.7) 
The geometric scaling factor corresponding to axisymmetric elements using lumped 




4.3.3  Non-uniform Meshes 
The previous discussion has shown that the dashpot coefficient is element-size 
dependent.  In this regard, a discretized mesh with uniform elements is quite 
straightforward in the implementation of connector elements using the lumped 
damping scheme.  For meshes with non-uniform elements, the element size has to be 
computed individually in order to obtain the damping coefficients of the connector 
elements.  This is usually addressed by writing a separate MATLAB or VBA code to 
compute the individual element size for the given nodal coordinates.    
4.4  User-Defined Material Subroutine for Coupled Constitutive Relations 
In addition to viscous coupling, the deformation of the solid and fluid phases is also 
coupled by the continuity (or compatibility) requirement, as represented by the matrix 
term 
 
 in (3.56) and  and 
 
in (3.71).  This requirement essentially states 
that the volume of the solid phase and that of the fluid phase cannot exceed the total 
volume available. The volumes of each of the two phases are related to their 
respective mean normal stresses by their constitutive equations.  In the ADPC method, 
this volume compatibility requirement for the two phases is enforced via the user-
defined material subroutine VUMAT.  This subroutine allows the user to write 
customized material behavior code in FORTRAN, which is then compiled and linked 
to the main ABAQUS analysis code.  The typical format of a VUMAT subroutine 






      subroutine vumat( 
C Read only (unmodifiable)variables - 
     1  nblock, ndir, nshr, nstatev, nfieldv, nprops, lanneal, 
     2  stepTime, totalTime, dt, cmname, coordMp, charLength, 
     3  props, density, strainInc, relSpinInc, 
     4  tempOld, stretchOld, defgradOld, fieldOld, 
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     5  stressOld, stateOld, enerInternOld, enerInelasOld, 
     6  tempNew, stretchNew, defgradNew, fieldNew, 
C Write only (modifiable) variables - 
     7  stressNew, stateNew, enerInternNew, enerInelasNew ) 
C 
      include 'vaba_param.inc' 
C 
      dimension props(nprops), density(nblock), coordMp(nblock,*), 
     1  charLength(nblock), strainInc(nblock,ndir+nshr), 
     2  relSpinInc(nblock,nshr), tempOld(nblock), 
     3  stretchOld(nblock,ndir+nshr), 
     4  defgradOld(nblock,ndir+nshr+nshr), 
     5  fieldOld(nblock,nfieldv), stressOld(nblock,ndir+nshr), 
     6  stateOld(nblock,nstatev), enerInternOld(nblock), 
     7  enerInelasOld(nblock), tempNew(nblock), 
     8  stretchNew(nblock,ndir+nshr), 
     8  defgradNew(nblock,ndir+nshr+nshr), 
     9  fieldNew(nblock,nfieldv), 
     1  stressNew(nblock,ndir+nshr), stateNew(nblock,nstatev), 
     2  enerInternNew(nblock), enerInelasNew(nblock), 
C 
      character*80 cmname 
C 
 
      do 100 km = 1,nblock 
         user coding 
  100 continue 
 
      return 
      end 
 
The key arguments passed into the VUMAT subroutine are the incremental strains 
(strainInc) from the current analysis cycle, and the stress tensor from the previous 
analysis cycle (stressOld).  The updated stress tensor calculated in VUMAT is 
passed back to the main ABAQUS analysis code as the array stressNew. 
In a conventional VUMAT subroutine for single-phase materials, the incremental 
strains from the strainInc array are used to calculate the incremental stresses via 
the user-programmed stress-strain tensor ijklD .  These incremental stresses are then 
added to the array stressOld (carried over from the stressNew values of the 
previous cycle) to obtain the updated stress tensor stressNew for the current cycle.  
The updated stress tensor contained in the array stressNew is then passed back to 




The role played by the updated stress tensor in the explicit solution scheme may be 
understood by recalling the discussion in Section 3.4.1, where it was shown that the 
internal force vector may be represented by Equation (3.79): 
( ) ( ) ( )i i= +I Ku Cu i                                                 (3.79) 
In ABAQUS/Explicit, the  term is actually evaluated from the stress tensor ( )iKu ( )iijσ  
via the relation 
( ) ( )Bi T iijV dVσ= ∫Ku                                               (4.8) 
where ( )iijσ  is the stress tensor corresponding to the stressNew array calculated in 
the VUMAT subroutine.    
In the ADPC method, the term  can be subdivided into the forces on the solid 
and fluid phases, as shown earlier in Equation (3.56) for the 
( )iKu
π− −u U  formulation: 
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u uMu H HK K K f
MU H HK K fU U
 
  = ⎥           (3.71) 
In other words, due to the coupled equations, the stress tensor ijσ  has to be calculated 
for both the solid phase and the fluid phase in each explicit analysis cycle.  Hence, at 
any given integration point location shared by the overlapping meshes, the stress 
calculations will be carried out twice within each analysis cycle, one for each phase.  
In other words, separate subroutines have to be written for the solid and fluid phases.  
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Overall, this is implemented by having the VUMAT subroutine serve as a master 
routine that calls two slave subroutines, one to calculate the solid phase stress tensor 
and the other to calculate the fluid phase pressure.  Every time the ABAQUS main 
analysis code calls the master VUMAT subroutine, a check has to be performed to see 
if the solid or fluid phase is being calculated, so that the computations can be 
transferred to the appropriate slave subroutine. 
In a conventional VUMAT subroutine for single-phase analysis, the updated stress 
tensor at any given integration point is calculated by pre-multiplying the user-
programmed stress-strain tensor ijklD  to the incremental strain tensor ijεΔ  at that 
point, the values of which are passed into VUMAT as an array argument.  For dual-
phase ADPC calculations, this means that, when calling and executing the solid phase 
slave subroutine, only the incremental strains associated with the solid phase can be 
passed in as an argument.  The converse is true when carrying out the fluid 
calculations using the fluid phase slave subroutine.  This default feature of VUMAT 
which only allows the incremental strains of one phase to be passed as an argument 
poses a constraint for dual phase calculations, as explained below.   
The dual phase stress-strain relationships previously discussed in Equation (3.17) for 
π− −u U  formulation and Equation (3.28) for p− −u U  formulation can be written 
in tensor format in Equations (4.9) and (4.10) respectively, 
ˆs
ij ijkl kl kkD Qσ ε δ ζ= +                                          (4.9a) 
kk kkQ Rπ ε ζ= +                                              (4.9b) 







ε ζ= +                                            (4.10b) 
where sijσ  is the solid partial stress tensor, π  is the fluid partial stress, ijσ′  is the solid 
effective stress tensor, p  is the fluid pore pressure, ijε  is the solid strain tensor, kkε  is 
the solid volumetric strain, and kkζ  is the fluid volumetric strain.   
It is noted that, to obtain the fluid phase pressure (π  or p ), both the solid and the 
fluid phase strains at the same integration point location are needed.  The same 
requirement holds for evaluating the solid stress tensor if the π− −u U  formulation is 
adopted (4.9a).  Hence, each slave subroutine, whether solid or fluid, requires the 
incremental strain values for both phases.  This poses a problem as VUMAT carries 
the incremental strain values for only one phase as an input array argument.  To 
circumvent this constraint so that the strain values for both phases are available to 
both slave subroutines, the Fortran statement COMMON may be used to store the 
arrays associated with both the solid and fluid phase strains for all the integration 
points in the overlapping meshes.     
As discussed earlier, during any given analysis cycle, the stress calculations at each 
point in the mesh are performed twice, once for each phase.  If the solid phase stress 
calculations are carried out first using the π− −u U formulation of Equation 3.17a, 
then both the solid phase strains and the fluid volumetric strain are required when the 
ABAQUS main analysis code calls the solid phase slave subroutine in VUMAT.  
However, at this stage in the calculations, only the solid phase strain values have been 
updated in this cycle, since the fluid phase slave subroutine for the same integration 
point location has not been called yet.  Hence, the solid stress tensor is calculated 
using the updated solid strain values from the current cycle but the fluid strain values 
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from the previous cycle, which may give rise to a small error.   The fluid stress, on the 
other hand, does not have this problem, as the fluid slave subroutine is called only 
after the solid stresses have been calculated, at which time both the solid and fluid 
strain values have been updated.   The converse is true if the fluid stress (Equation 
4.9b) is calculated first before the solid stress, in which case the fluid stress is based 
on the updated fluid strains from the present cycle but the solid strains from the 
previous cycle.  Either way, when using the π− −u U  formulation, the stress tensors 
for either the solid or fluid phase will have to be calculated based on a ‘lagged’ strain 
tensor for the other phase.  The errors incurred from this approximation are not 
expected to be significant, especially if very small time-steps are used in the explicit 
calculations.     
It is interesting to note that, if the stress-strain relationship based on the effective 
stress formulation is adopted in the VUMAT calculations, the issue of the ‘lagged’ 
strain values used for calculating the stress tensor can be avoided provided the 
effective stress at the integration point is calculated first before the pore pressure.  As 
shown in Equation (4.10a), the stress-strain relationship for the effective stress 
calculation does not involve the fluid strain values.  Hence, the solid strains and 
effective stress can be calculated first using the solid slave subroutine, following 
which the updated solid strains can be used for the calculation of the pore pressure 
when the fluid slave subroutine is next called for the integration point at the same 
location. 
In principle, different constitutive models may be used with the ADPC method.  With 
each material model, both the π− −u U  and p− −u U  formulations can be applied.  




hereafter known as the partial stress method (PSM), while the p− −u U  formulation 
is known as the effective stress method (ESM).  As explained earlier, the ESM maybe 
slightly more accurate than the PSM due to its avoidance of the “lagged” strain issue; 
however, the accuracy of PSM can be still preserved if small time-steps are used.  As 
a demonstration, the pseudocode for dual-phase linear elastic model using ESM is 
presented in Figure 4.5.  The pseudocode of linear elastic model using PSM is 
presented in Appendix B as a reference.   
4.5  Incorporation of an Elasto-Plastic Model  
The application of the ADPC method to more practical problems, such as dynamic 
compaction and blasting, necessitates the incorporation of a more complex elasto-
plastic material model to simulate the soil skeleton response.  This subsection 
discusses how a conventional elastic-perfectly plastic material model, such as Drucker 
Prager or Mohr-Coulomb, may be adapted to the ADPC method.    
The incorporation of an elasto-plastic soil model for the saturated medium affects 
only the coupled K matrix in Equations (3.56) and (3.71).  The coupled viscous 
damping and mass matrices are not affected.  Hence, the use and implementation of 
the connector elements discussed in Section 4.3 are still valid for the elasto-plastic 
model.   
In terms of the saturated material behaviour, the response of the fluid phase or water 
is assumed to be linear elastic.  Hence the K submatrices related to the fluid phase 
remain unchanged.  Only the K submatrices related to the solid phase are affected by 
the introduction of the elasto-plastic material response.  As previously shown in 
 81 
Equation (4.8), the K matrices are not explicitly calculated when using the ABAQUS 
Explicit solver; instead, what is needed is the updated stress tensor ( )iijσ  calculated 
from the VUMAT subroutine.      
For elasto-plastic material, the elastic stress-strain matrix  coded in the solid phase 
slave subroutine called by the VUMAT master routine can be replaced by the elasto-
plastic tangent stress-strain matrix 
eD
ep′D .  Since yielding is usually evaluated in terms 
of effective stress, it will be much more convenient to adopt the dual-phase effective 
stress method (ESM) for the ADPC approach.  
When using the VUMAT subroutine in ABAQUS/Explicit, it is necessary to define a 
stress strain relationship from which the stress tensor can be explicitly expressed in 
terms of the incremental strain tensor.  For linear elastic response, the stress increment 
can be easily computed using an elastic constitutive relationship that is independent of 
the yield condition, as shown in Section 4.4.  For an elasto-plastic material, the stress 
increment at yielding is determined by the corresponding yield criterion, e.g. Drucker 
Prager or Mohr-Coulomb, which are briefly discussed in the following subsections.  
4.5.1  Drucker Prager and Mohr-Coulomb Yield Surfaces 
4.5.1.1  Drucker Prager Model 
The Drucker Prager model (Drucker and Prager, 1952) is defined in terms of the first 
and second stress invariants I1 and J2.  It neglects the influence of 3J  on the yield 
surface.   The yield criterion takes the form 














∗ = −                                             (4.12b) 










∗ = +                                             (4.13b) 
where φ  is the angle of friction and c  the cohesion.  The Drucker Prager yield 
surface turns out to be a right circular cone with its symmetric axis coincided with the 
hydrostatic axis ( x y zσ σ σ= = ) in the stress space.  Figure 4.6 shows the 
circumscribed and inscribed Drucker Prager yielding surfaces corresponding to 
compression and tension respectively on the π-plane.  
4.5.1.2  Mohr Coulomb Model 
When plotted in the π-plane stress space, the Mohr-Coulomb yield surface is a 
hexagon as shown in Figure 4.6.  It can be written in terms of the stress invariants and 
lode angle as (Owen and Hinton, 1980): 
 1 2
1 1sin cos sin sin cos
3 3
f I J cφ θ θ φ⎛ ⎞= + − −⎜⎝ ⎠ φ⎟                    (4.14) 
where θ  is the lode angle which ranges from  
6
π−  to 
6









θ = −                                               (4.15)  
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4.5.2  Stress Return with Correction Algorithm 
In the elastic-plastic slave subroutine for the solid phase, a trial stress Tijσ  at time T is 
first obtained by adding the incremental stress ijdσ at the n increment to the 
cumulative stress at the (  increment.  The incremental stress 
th
th1)n − ijdσ  is first 
obtained by multiplying the incremental strain ijdε  to an elastic constitutive matrix. 
Subsequently, the trial stress state is checked if the yielding criterion  (e.g. 
Equation (4.11) or (4.14)) is violated within the same increment.  If not, the material 
response is still elastic and the trial stress is adopted as the stress of the  increment.  
However, if the trial stress falls outside the yield locus, the stress return algorithm is 
employed to correct the stress state back to the yield locus, to obtain the updated 
stress for that increment.  The general flow for implementing the elastic-perfectly 
plastic model to compute the updated stresses in the solid phase is shown on Figure 
4.7.   
f
thn
The use of discrete stress increments in the numerical approach will introduce 
inevitable deviations from the ‘correct’ solution so that the updated stress computed 
using the stress return algorithm does not fall exactly on the yield surface.  Even 
though the deviation within each increment may be small, the cumulative error arising 
over the course of the analysis may be significant.  To minimize this drift to an 
acceptable level, a stress correction algorithm is adopted in this study.  The stress 
correction brings the stresses back to the yield surface while keeping the mean 
effective stress constant.  The pseudocode of Figure 4.8 shows how the stress 




4.5.3  Validation of the Elastic-Plastic Subroutine 
Before considering the dual phase implementation of the elastic-plastic subroutine, 
the user-defined subroutine with stress correction algorithm discussed in Section 4.5.2 
was coded and tested using two single-phase examples (i.e., dry sand).  
The first example is a strip footing problem.  As shown in Figure 4.9, the 6m wide 
footing on the ground surface was modeled using a 3-D half model in which the left 
boundary is the edge of symmetry.  The prescribed vertical displacements of 0.1m are 
applied along the length of the model surface to impose a plane-strain scenario.  The 
loading is applied sufficiently slowly so as to achieve a quasi-static condition for 
explicit analysis.  This problem was analyzed using (i) the user-developed VUMAT 
subroutine incorporating the Mohr-Coulomb model in ABAQUS, (ii) the built-in 
Mohr Coulomb model in ABAQUS, and (iii) the built-in Mohr-Coulomb model in 
Plaxis.   
Figure 4.10 shows the vertical stress contours on the cross-sectional plane predicted 
by the VUMAT Mohr-Coulomb subroutine and Plaxis-2-D. It is noted that the two 
contour plots show good agreement.  Figure 4.11a shows the vertical stress profile 
with depth at the center of the footing (X=0m) while Figure 4.11b shows the 
corresponding profile at the edge of the footing (X=3m).  Again, there is good 
agreement in the vertical stress distributions computed using the VUMAT Mohr-
Coulomb subroutine, the built-in ABAUQS Mohr-Coulomb model and the Plaxis-2-D 
model.            
For the second example, a single-phase 3-D dynamic problem was simulated using 
the user-developed VUMAT Drucker-Prager model, and the results compared with 
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those obtained using the ABAQUS built-in Drucker Prager model.  As shown in 
Figure 4.12, a quarter finite element model was set up to model the effects of a 
dynamic loading  applied over a 6m×6m square area on the surface of a semi-infinite 
half-space.  The selected elements and nodes used for monitoring the stress and 
displacement output are also highlighted in the figure.    
Figures 4.13a and b plot the computed mean stress histories for elements A and B 
respectively, obtained from separate analyses using (i) the built-in ABAQUS Drucker 
Prager model and (ii) the VUMAT Drucker Prager model.  At both locations, good 
agreement is obtained between the computed stresses obtained using the VUMAT 
Drucker Prager model and the ABAQUS built-in Drucker Prager model.  Similarly, 
the computed vertical displacements also show good agreement, as can be seen from 
Figures 4.14a and b for nodes A and B respectively.         
4.5.4  Dual-Phase Implementation 
In Section 4.4, the VUMAT implementation to handle the constitutive coupling in the 
dual-phase analysis of the linear elastic saturated medium was presented and 
discussed.  For the saturated medium with the elasto-plastic soil skeleton, the overall 
approach is generally similar.  The main difference lies in the evaluation of the 
stiffness tensor ijklD  in Equation (4.10a), which may be obtained by implementing the 
yield stress return with correction procedure described in Section 4.5.2 in the slave 
subroutine for the solid phase.  In this way, the updated effective stresses that satisfy 
the yield criterion can be computed.  The fluid slave subroutine for calculating the 
pore pressure is identical to that presented in Section 4.4, in which the solid strains 
calculated in the solid phase subroutine were transferred over as COMMON variables 




pressures can therefore be determined using Equation (4.10b).  For the dual-phase 
elasto-plastic model, it will be much more convenient to adopt the effective stress 
formulation ( p− −u U ) to evaluate the yielding.  Figure 4.15 shows the general 
procedure for the dual-phase elastic-plastic ADPC method that is implemented using 
effective stress formulation for this study.  The partial stress method also works, 
provided an internal conversion from partial stress to effective stress is made.  The 
procedure for partial stress method is given in Appendix B as a reference.   
4.6  Summary 
This chapter introduces the ADPC method for dual-phase analysis and describes how 
it can be implemented in a general purpose finite element program ABAQUS.  The 
key feature of this method is that the solid and fluid phases are modeled as separate, 
overlapping meshes, both of which are analyzed using the Lagrangian framework.  
Mass coupling effects are assumed to be negligible, while viscous coupling effects are 
incorporated through dashpots that connect the corresponding nodes of the two 
meshes.  It was shown that the consistent damping matrix does not lend itself easily 
for implementation using dashpot connectors.  For such dashpots to work efficiently 
and effectively to provide the viscous damping forces, the lumped version of the 
viscous damping matrix is adopted.  The performance of the lumped damping matrix 
is examined in the validation examples considered in Chapter 5.   
Volumetric coupling between the two phases is achieved via user-defined material 
subroutines.  The procedure for implementing and coding the dual phase materials are 
described.  As VUMAT is essentially meant as a tool for implementing single phase 
material response, some issues have to be overcome in order to enforce the 
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constitutive coupling for dual phase analysis.  These are explained and described in 
the chapter.  The extension of the solid phase material behavior to include elasto-
perfectly plastic yielding response is also considered and implemented.  Two 
examples are carried out to compare the results obtained using the VUMAT elasto-






Table 4.1  Some well-known fully-coupled dual-phase F.E. codes 
Codes First Reported Dimensions Theory Mat. Model 
DYNAFLOW Prevost (1981) 1-D/2-D, partially 3-D u-U Nonlinear 
SWANDYNE Chan (1988) 1-D/2-D u-p Nonlinear 
DIANA Kawai (1985) 2-D, later 3-D u-U Nonlinear 
DYSAC2 Muraleetharan (1988) 2-D u-U Nonlinear 
LIQCA Oka & Yashima (1990) 2-D, later 3-D u-p Nonlinear 
SUMDES Li et al. (1992) 1-D/2-D, limited 3-D u-p Nonlinear 
 
Table 4.2 The value for geometric scaling factor η  
 
Element Type Ω η  
2D three-node triangle Area 1/3 
2D four-node quadrilateral Area 1/4 
3D four-node tetrahedral Volume 1/4 
3D eight-node hexahedral Volume 1/8 
axisymmetric Area 
0(3 )6
r aπ − *; 0(3 )6 r a
π + * 
              
           * r
0
 and a are defined in Equations (4.6) and (4.7); η for near nodes (minus) is different from far nodes (plus).    
 
 
solid  mesh fluid  mesh
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Figure 4.2 Schematic view showing the arrangement of 2-node connector elements 





























Figure 4.4  The axisymmetric four-node quadrilateral element 
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π- Plane  
Figure 4.6  Drucker Prager and Mohr Coulomb yield surfaces on the π-plane 
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Figure 4.8 A pseudocode for implementing the elastic-perfectly plastic model with 
stress correction procedures  
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 density ρ = 2085.5 kg/m3
Young’s modulus E = 37.2 MPa
Poisson’s ratio υ = 0.2
cohesion c = 10 kPa
friction angle φ = 30°








Figure 4.9 3-D half-model of the strip footing problem for validating the Mohr-








































































Figure 4.10 Vertical stress contours σ’v  obtained from (a) Plaxis analysis with built-
in Mohr-Coulomb model  (b) ABAQUS analysis with user-defined Mohr-








































(a)  Centerline (X=0m) 
(b) 
(b)  Edge (X=3m) 
Figure 4.11 Vertical stress distribution with depth at the (a) centerline (X=0m) and 

















(0.000155 s, 34.25 MPa)
density ρ = 2085.5 kg/m3
Young’s modulus E = 37.2 MPa
Poisson’s ratio υ = 0.2
cohesion c = 10 kPa
friction angle φ = 30°


































































Figure 4.13 Comparison of computed mean stress histories from ABAQUS analyses 
using the built-in Drucker Prager and the VUMAT Drucker Prager 







































      

























Figure 4.14 Comparison of computed vertical displacement histories from ABAQUS 
analyses using the built-in Drucker Prager and the VUMAT Drucker 
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Figure 4.15   Flow chart showing the ADPC Implementation for a dual-phase elasto-




 CHAPTER 5   
VERIFICATION AND DISCUSSION 
5.1  Introduction 
The performance of the ADPC method is examined in this chapter.  Four examples 
will be considered, all of which involved one-dimensional wave propagation in a 
saturated linear-elastic porous medium.  The loadings in the first two examples are 
applied in the form of nodal velocities, while the last two examples consider the effect 
of applied pressure loadings.  Beside the one-dimensional examples, 2D plane strain, 
3D and axisymmetric models with the uniform and non-uniform meshes will also be 
examined, respectively.  
5.2  Example 1: Semi-Infinite Fluid-Saturated Porous Column Subjected to 
Velocity Step Load at One End 
5.2.1  Description of the Problem 
In this example, a unit step velocity was applied uniformly over the surface of a fluid-
saturated, porous half-space.  As shown in Figure 5.1a, this is a one-dimensional 
problem which can be modeled using a fully-constrained, infinitely long column.  The 
loading was applied in such a way that both the solid and fluid phases at  were 
subjected to a step unit velocity at time 
0x =
0t = , i.e.,  and 
, as shown in Figure 5.1b.   
( 0, 0)v x t= < = 0
1( 0, 0)v x t= ≥ =
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5.2.2  Analytical and Finite Difference Solutions by Garg et al. (1974) 
Garg et al. (1974) presented the solutions for this problem using (i) analytical 
techniques involving the Bessel function, (ii) numerical inversion of the Laplace 
transform and (iii) a finite difference code POROUS.  The inversion using Laplace 
transforms was carried out for the two extreme conditions of very low and very high 
drags between the two phases, while the analytical approach using the Bessel function 
was applied to the medium drag condition.  
The field equations for the elastic one-dimensional problem considered by Garg et al. 
(1974) followed the −u U pattern, by eliminating the stress terms using linear elastic 
constitutive relations: 
   
2 2 2
1 1 2 2
1 1 32 2 2
(u u u ua a c
t x x t
ρ ∂ ∂ ∂ ∂ −= + +∂ ∂ ∂ ∂
1)u                             (5.1a) 
 
2 2 2
2 1 2 2
2 3 22 2 2
(u u u ua a c
t x x t
ρ ∂ ∂ ∂ ∂ −= + −∂ ∂ ∂ ∂
1)u                       (5.1b) 
where  , and  are the material constants given in Garg et al. (1974), 1a 2a 3a
                         and  are solid and fluid displacements,  1u 2u
                        1ρ and 2ρ  are the partial densities defined in Equation (3.10) and (3.11) 
respectively,  
            c  is the viscous coefficient.  
5.2.3  ADPC Implementation 
Figure 5.2 shows the overlapped finite element meshes representing the solid and 
fluid phases.  The step velocity loading was applied on both meshes as shown in 
Figure 5.2.  As shown earlier, Biot’s π− −u U  formulation (3.14) can be converted to 
102 
 a one-dimensional form by substituting the stress terms with displacement using 
(3.17).  This downgraded 1-D form was comparable with Equation (5.1) if the mass 
coupling coefficient aρ  was neglected and the convention of tension positive was 
valid.  Therefore, 
11 1ρ ρ=                                                          (5.2) 
22 2ρ ρ=                                                         (5.3)    
and  
1 2a A N= +                                                     (5.4) 
2a R=                                                           (5.5) 
3a Q=                                                           (5.6)                        
Garg et al. (1974) used a series of elastic material constants, i.e., , and , which 
were defined as 
1a 2a 3a
1 (1 ) (1 )sa n K 1b= − +                                          (5.7) 
 2 [ (1 ) ]2 fa n n b K= − −                                         (5.8) 
 3 2(1 ) (1 ) 1s fa n K b n K b= − = − −                         (5.9) 
where  and were given by 1b 4a
 
1




b a n n n a
K
−⎡ ⎤= − −⎢ ⎥⎣ ⎦
                               (5.10) 
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 4 1(1 ) s
Ka
n K
′= −−                                       (5.11) 
 in which n is the porosity and sK , fK  and K ′  are the bulk modulus of the solid 
grains, fluid and solid skeleton respectively.  The viscous coefficient c was taken to be 
0.291x102 g/cm3s, 0.219x104 g/cm3/s and 0.219x108 g/cm3s, for the low, medium and 
high drag conditions, respectively.  All the relevant material parameters were shown 
in Table 5.1, and were identical to those used by Garg et al. (1974).   The amplitude of 
the step velocity loading  at the top was shown in Figure 5.1b.  ( )H t
The semi-infinite, saturated porous column was modeled using two overlapping rows 
of 200 four-node reduced-integration quadrilateral plane-strain elements with a 
dimension of 0.005 0.005m m× .  This resulted in a column length of 0.5 m, which was 
long enough to avoid reflection effects for the duration of simulation.  The lateral 
displacements for both meshes were constrained using roller-type boundary 
conditions.  The lumped damping scheme and automatic time incrementation was 
used for the explicit analysis.  The VUMAT followed a partial stress formulation.        
5.2.4  Results and Discussions 
Figures 5.3 to 5.5 present the nodal velocity responses of both the solid and fluid 
phases at a point 10 cm below column surface.  As can be seen, the computed solid 
and fluid velocity responses from ADPC for the low drag condition are close to those 
predicted by Garg et al. (1974) using POROUS and analytical methods.  The two 
wavefronts (Biot 1956a; Plona 1980) are clearly in evidence, especially in the fluid 
phase velocity history.  It is noted that the analytical solution preserves the step nature 
of the wavefront (i.e. very short rise time of about 0.1 μsec), whereas the numerical 
results from ADPC and POROUS indicate some smearing of the wavefronts, 
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 especially the second wavefront in the fluid phase.  Garg et al. (1974) attributed this 
to the use of artificial viscosity in the numerical code. 
For the medium drag case (Figure 5.4), the particle velocity increases almost linearly 
between the two wavefronts.  This is due to the higher viscous drag, compared to low 
drag case, which increases the viscous interaction effect.  Under high viscous 
coupling (Figure 5.5), the two wavefronts coalesce into a single front, the effect of 
which is very obvious for the fluid phase response.  The resulting waveform is similar 
to that of a homogeneous material with internal damping.  Due to artificial viscosity 
effects, it is noted that the ADPC and POROUS results show a rise time of about 4 
μsec, which is much larger than the 0.15 μsec rise time given by the analytical 
solution.  In principle, the numerical results can be improved by finer spatial zoning, 
or a more refined mesh.  This will be further examined in Section 5.8.1. 
5.3  Example 2: A Finite Fluid-Saturated Porous Column Subjected to A Step 
Velocity Loading at One End 
5.3.1  Description of the Problem 
Example 2 was similar to Example 1, except that the laterally constrained column had 
a finite length.  The column was 50 cm long, and was bounded by a rigid impervious 
base at the other end.  The schematic of the problem was illustrated in Figure 5.6a.  
This problem was studied by Hiremath et al. (1988).   
Following Hiremath et al. (1988), two types of step velocity loadings were used in 
this example, as shown on Figure 5.6b.  Load I is identical with the step load used in 
Example 1, while Load II has a finite rise time described by the equation below 
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 ( )/2 1( ) ( ) 1 0.2 t TH t H t e−= −                                      (5.12) 
where 2 ( )H t  represents the Load II velocity history and 1( )H t  the Load I velocity 
history.  The parameter T  is a normalized time factor with a value of 140.9 secμ , 
which was also used for plotting the results.  Two load cases were examined in this 
section.  In Case 1, the Load I velocity history was simultaneously applied to the top 
nodes ( cm) of both the solid and fluid phases at time 0x = 0t = .  In Case 2, Load I 
was applied to the top node of the solid phase, while Load II was simultaneously 
applied to the top node of the fluid phase, at time 0t = . 
5.3.2  Analytical Solutions by Hiremath et al. (1988) 
The one-dimensional governing equations for this example are given by Equation 
(5.1).  Due to the rigid non-pervious boundary at the column base, analytical solutions 
are unavailable.  However, Hiremath et al. (1988) were able to derive solutions based 
on numerical inversions of the Laplace transform.  In addition, they also carried out 
fully-coupled finite element analyses to obtain numerical solutions for this example.  
Figures 5.8 to 5.15 show Hiremath et al.’s FE results. 
5.3.3  ADPC Implementation 
The implementation of ADPC for this example was almost identical to Example 1, 
except for the fixed base boundary conditions and the applied velocities at the top 
nodes.  As shown in Figure 5.7, two plane-strain overlapping meshes were used, each 
containing 100 discretized elements arranged in a single column.  The material 
parameters were also identical to those used in Example 1, as seen from (5.7) to (5.11), 
which are listed in Table 5.1.  Partial stress method was used for the linear elastic 
dual-phase material model.  Nodal velocities were computed at two stations: (i) 
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 station 1 at x = 10 cm from the top of the column, and (ii) station 2 at x = 30 cm.  The 
lumped damping scheme and automatic time incrementation was adopted in the 
explicit analysis.  
5.3.4  ADPC Results and Discussions 
(a) Case 1:  
In load case 1, the same unit velocity step loading (Figure 5.6b) was applied to both 
the solid and fluid phases at 0t = .  The computed velocity histories at station 1 
( cm) for the solid and fluid phases were plotted in Figures 5.8a and b for the 
low drag condition, and Figures 5.9a and b for the high drag condition.  Overall, there 
is good agreement between the ADPC results and the coupled FEM results obtained 
by Hiremath et al. (1988).  
10x =
The base reflections are clearly present in all the computed responses.  The two 
wavefronts are also quite evident in the fluid phase velocity response for the low drag 
case.   For the high drag case, the two wavefronts coalesce into one.  Similarly, good 
agreement is also obtained for Station 2, Figures 5.10 to 5.11. 
 (b) Case 2:  
In load case 2, the unit step velocity was applied to the solid phase at , while the 
velocity profile of (5.12) was applied to the fluid phase at the same instant.  The 
computed nodal velocity of the solid and fluid phases at the two stations was plotted 
in Figures 5.12 to 5.15.  Again, there is good agreement between the ADPC results 
and those published by Hiremath et al. (1988). 
0t =
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5.4  Example 3: Infinitely Long Fluid-Saturated Porous Column Subjected to 
Stress Loading 
5.4.1  Description of the Problem 
In this example, the stress wave was generated by a uniformly distributed pressure 
loading applied at the top of a laterally constrained, fluid-saturated porous column, as 
shown in Figure 5.16a.  The boundary conditions were identical to Example 1, in 
which no lateral displacement of the column was permitted.  Three types of transient 
stress excitations were considered, namely, spike, step and sinusoidal loadings, as 
shown in Figure 5.16b.  Due to the applied loadings, the stress history at a point  
of the column was examined.  For this example, a 25 m long column is adequate for 
simulating infinite conditions, as there is no reflected wave arriving at within 
the time of interest.            
0x =
0x =
5.4.2  Analytical Solution by Simon et al. (1984) 
Simon et al. (1984) derived an analytical solution for wave propagation along an 
infinitely long fluid-saturated porous column due to an applied transient stress 
impulse.  Their work adopted the formulation (instead of the −u w −u U formulation) 
as discussed in Section 3.2.2.  By making some simplifying assumptions, they were 
able to derive an analytical solution to the problem for different transient stress 
impulses applied at the top of the column.   
5.4.3  ADPC Implementation 
The discretized model comprised two overlapping meshes, each containing 500 four-
noded plane-strain elements ( 0.05 0.05m m× ) arranged in a single column, as shown 
schematically in Figure 5.17.  The material parameters of this example used by Simon 
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 et al. (1984) were given in Table 5.2.  As these were self-consistent parameters, no 
units had to be specified.  Simon et al. also provided values for three sets of material 
constants, α and M, used in the −u w  formulation, as given in Table 5.3.  These 
material constants (α  and M ) were converted to the pertinent values compatible 
with the  formulation.  Appendix A provides details of how this conversion can 
be done.  In this example, material set No.2 of Table 5.3 was used to carry out the 
ADPC computations. A subroutine with partial stress formulation was loaded into the 
computation.  Again, the lumped damping scheme and automatic time incrementation 
was adopted for the explicit analysis. 
−u U
5.4.4  ADPC Results and Discussions 
In all the subsequent plots, the displacements and time are normalized according to 
the following equations 
 
0




kρ=                             (5.13) 
where 0σ  the magnitude of stress loading, ρ  the density of the bulk medium, k  the 
permeability, and 
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+ +=              (5.14) 
where  is the velocity of wave of the first kind when the two phases move together. 
Figures 5.18a and b show the computed normalized displacement responses of the 
solid and fluid phases, at cm, corresponding to the spike loading applied at the 
surface.  There is good agreement between the ADPC results and the analytical 




Figures 5.19a and b show the computed normalized displacement responses of the 
solid and fluid phases, at cm, corresponding to the step loading.  Finally, 
Figures 5.20a and b show the computed normalized displacement responses of the 
solid and fluid phases, at cm, corresponding to the sinusoidal loading.  In all 
cases, there is good agreement between the ADPC results and the published results 
from Simon et al. (1984). Nonetheless, some discrepancies are still observed for this 
example, which is likely due to the fact that the solution given by Simon et al. (1984) 
is only for “dynamically compatible” situations whereas the numerical solutions are 
applicable to more general conditions.    
0x =
0x =
5.5  Example 4: Fully Saturated Sand/Rock Subjected to Explosive Load 
5.5.1  Description of the Problem 
In this problem, pore pressure and effective stress due to an explosive load was 
compared.  As shown in Figure 5.21, the saturated ground is loaded by a triangular-
shaped implusive load which simulates explosive loading on the ground surface.  The 
planar stress loading lasts for 0.01 sec with a sharp rise up to 5000 psi within 
0.000155 sec before tailing off.  This is a widely used profile for blasting loading. 
Two series of studies were carried out on two types of ground, i.e., sand and rock, 
respectively.  Permeabilities of 0.001 in/s (2.54×10-5 m/s), 0.1 in/s (2.54×10-3 m/s) and 
1.0 in/s (2.54×10-2 m/s) were used for each series.  Results were compared to those 
elaborated by Kim et al. (1988).              
5.5.2  Numerical Solution by Kim et al. (1988) 
This one-dimensional problem was studied by Kim et al. (1988) to verify their two-
dimensional multiphase finite element code MPDAP.  TPDAP-II, the preceding 
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 version of MPDAP, was also used to study this problem.  Comparisons were carried 
out between the two FE codes, and good agreements were achieved.  The theoretical 
basis for MPDAP is represented by (5.15) which is similar to Biot’s theory 
, 0
f f f
i f i i i ip u w w rwn k n
ρ γ ρρ− − − − =                                   (5.15) 
where p, u, w, ρf, ρs, k, n and γf are consistent with Chapter 3 and r is a mass increment 
factor.  Comparing (5.15) and (3.36b), an extra term ( f irwn
ρ  ) is clearly observed in 
(5.15), which is related with the relative fluid acceleration with respect to solid.  Kim 
et al. (1987) called the sum of last two terms in (5.15) as “fluid frictional 
components”. According to Zienkiewicz et al. (1998), the second derivation of the 
relative fluid displacement over time can be ignored due to its small contribution.  
The omission of the last term leads to an equation that is consistent with (3.36b).  
5.5.3  ADPC Implementation 
The discretized model was similar to the one used in Example 3 except now 1220 
four-node plane strain elements that constituted a 61 m column were used, as shown 
on Figure 5.22.  In this example, lumped damping scheme was used and the damping 
coefficient was scaled down according to the lumped damping matrix (4.3).  Table 5.4 
provides the two sets of material parameters given by Kim et al. (1988).  The material 
properties adopted in this example were more realistic and representative as compared 
to Example 1 and 2.  The two meshes were constrained in lateral movement and the 
load was applied at the surface of solid mesh.  A duration of 0.02 sec was analyzed 
and a fixed time incrementation of 1×10-6 sec was specified in the explicit solver.  The 
linear elastic material subroutine was loaded using partial stress method and the 
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material properties were converted to A, N, Q and R before the analyses were carried 
out.      
5.5.4  ADPC Results and Discussions 
The results were presented with two series, plotted with computed effective stress and 
pore pressure profiles at t=20 ms:  
1) Figures 5.23 to 5.25 for saturated sand with permeability increase from 0.001 in/s 
(2.54×10-5 m/s) to 1.0 in/s (2.54×10-2 m/s);  
2) Figures 5.26 to 5.28 for saturated rock with permeability increase from 0.001 in/s 
(2.54×10-5 m/s) to 1.0 in/s (2.54×10-2 m/s).   
There is generally good agreement between ADPC and MPDAP.  The agreement for 
sand is slightly better than that for rock and cases of low permeability are moderately 
better than those of high permeability.  However, two differences can be distinguished. 
The first occurs within the shallow depth for sand and rock where the ADPC method 
predicts a wave phenomenon while the MPDAP does not.  This discrepancy seems to 
increase with the increase of permeability.  Furthermore, the effective stress wave at 
t=20 ms propagates in the opposite direction to that of the pore pressure.  For example, 
the shallow effective stress wave is in compression indicated by Figure 5.24a while 
the shallow pore pressure wave is in tension indicated by Figure 5.24b.  
The discrepancy at the shallow depth is likely attributed to the compression wave of 
second kind which is characterized as consistent magnitude and opposite direction 
between the effective stress and pore pressure.  The ADPC method does predict the 
two compression waves with one traveling faster deep into the ground and the other 
slower lagging in the shallow depth after some time, for both effective stress and pore 
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 pressure.  However, the second wave is hardly seen for MPDAP as shown in Figures 
5.23 for sand with a lower permeability and almost all figures for rock, which appears 
to be unreasonable.  It is also unreasonable for MPDAP result that the second wave 
for effective stress can be observed (Figures. 5.24a & 5.25a) whereas for pore 
pressure can not (Figures 5.24b & 5.25b).  In this point of view, the ADPC 
predictions on the second wave are generally more consistent. The numerical 
oscillations for second wave shown in Figure 5.25a are likely to be due to the high 
permeability.   
The second discrepancy can be found in the prediction of the first compression wave 
which is marginal for sand but severe for rock.  The steepness of the wave profile may 
be due to the mesh fineness.  It is also found that in the rock the compression wave I 
travels much faster than in the sand.  By comparing the magnitude of effective stress 
and pore pressure, the sand skeleton seems to be free of burden because most of the 
wave is supported by the pore water.  In contrast, in the rock the magnitude of 
effective stress is about 1.5 times the pore water pressure, no matter what 
permeability is, indicating that rock skeleton shares more burden than water, as shown 
in Figures 5.26-5.28.  This is readily explained by the much higher modulus of the 
rock skeleton compared to the sand skeleton.                 
5.6  Verifications for 2-D and 3-D Model 
Analytical solutions for 2-D and 3-D dual-phase coupled wave propagation in 
saturated media are not readily available.  In this section, the 2-D and 3-D algorithms 
are validated using situations which have 1-D equivalences, for which solutions are 
available.   
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5.6.1  Verification for 2-D Plane Strain Model 
As shown in Figure 5.29, the 2-D problem analyzed was a plane-strain problem 
consisting of a strip load on a semi-infinite medium 40 m (131.2ft) wide and 20 m 
(65.6ft) deep problem.  Different widths of the strip load were analysed.  In the limit 
when the strip load completely covers the ground surface, the problem degenerates 
into a 1-D infinite soil column problems.  Four-noded plane-strain square elements 
were used in the analysis.  The left and right boundaries were constrained against 
lateral movement and the bottom boundary was fixed.  The free surface was loaded 
with an area of A1, A2 and A3, respectively and each load followed the same load 
curve as in Example 4 (Figure 5.21b).  In this problem, the lumped damping scheme 
was adopted according to the lumped damping matrix (Equation (4.3)).  The sand 
properties were shown in Table 5.4 where only the permeability of 0.001 in/s was 
adopted.  A fixed time step of 1×10-5 sec was used.   
The results were presented in terms of the pore pressure contour at 5ms and 10ms as 
seen in Figures 5.30 and 5.31, respectively.  In all three cases, the wave fronts 
propagate to a depth below the surface at any given point of time.  This is not 
surprising since the wave speed in all three cases is the same.  However, the contours 
exhibit more differences.  The full loading area (A3) shows a planar wave front which 
is consistent with a one-dimensional response that is equivalent to Example 4.  As the 
loading area reduces, the wave front transforms from a planar wavefront to a stress 
bulb.  Close to the axis of symmetry, the wavefront remains fairly planar.  
The 2-D results can be compared with the 1-D solutions by Kim et al. (1988).  As 
shown in Figure 5.32 where the pore pressure wave profiles at the centreline at 10ms 
were plotted, the results given by the model with a full loading area (A3) are 
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 consistent with the MPDAP solutions.  With the loading area reducing from A3 to A1, 
the wave profile shrinks accordingly.  However, the shape of wave profile and the 
time of arrival are preserved.  The decrease in magnitude is to be expected since the 
energy transmitted into the saturated ground is reduced as the loading area is 
decreased.  Furthermore, as the loading area is decrease, wave front spreading 
becomes more significant and less energy remains at the centreline.   
As Figure 5.33 shows, the settlement for Case A3 is also close to the 1-D results.  For 
Cases A1 and A2, the settlement beneath the centreline approaches the 1-D result but 
decreases away from the axis of symmetry.  Some heaving is also present near the 
edge of load.  
5.6.2  Verification for 3-D Model 
As shown in Figure 5.34, the 3-D model is a quadrant of the loaded soil block.  Three 
cases with gradually increased loading area were also proposed: 1) 1/16 of total area, 
denoted as A1; 2) 1/4 of total area, denoted as A2; 3) total area, denoted as A3.  The 3-
D meshes were using uniform cubic element with a size of 0.5 m (1.64ft).  The 
element type used for the 3-D analysis was the ABAQUS C3D8R element (eight-node 
hexahedral with reduced integration).  The planes of symmetry and side faces were 
constrained against lateral movement and the bottom face was fixed.  The free surface 
was loaded with an area of A1 (=A3/16), A2 (=A3/4) and A3, respectively and each 
load followed the same load curve as in Example 4 (Figure 5.21b).  The lumped 
damping scheme was adopted.  The material was assumed to be sand with properties 
in accordance with Table 5.4.  
The results were presented in terms of the pore pressure contour at 5 ms and 10 ms as 
seen in Figure 5.35 and 5.36, respectively.  The trend of the changes is similar to the 
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2-D cases, with the wavefront transforming from a bulb-shaped wavefront to a planar 
wavefront as the loaded area is enlarged.  Similarly, as shown in Figure 5.37, the pore 
pressure wave profile at the centreline at 10 ms for loading over the entire area (A3) 
agrees well with the MPDAP solutions.  With the loading area reducing from A3 to A1, 
the wave profile shrinks whilst preserving the shape of wave profile and the time of 
arrival are preserved.  This is similar to the results for the 2-D case.         
5.6.3  Verification for 2-D Axisymmtric Model 
To validate the lumped damping matrix as proposed in Section 4.3.2, two types of 
problems were studied: 1) one-dimensional problem and 2) two-dimensional problem.  
5.6.3.1  One-dimensional Problem 
As discussed in Example 1 that the 1-D problem was modeled using a column of 2-D 
plane strain elements, theoretically, the axisymmetric element was expected to 
accomplish the same task.  With this assumption, two one-dimensional examples 
previously studied, i.e., Example 1 and 4, were reanalyzed using the reduced 
integration axisymmetric elements.   
For Example 1, the same finite element meshes were used except that the element 
type was changed from plane-strain (CPE4R-four-node plane strain quadrilateral with 
reduced integration) to axisymmertic (CAX4R- four-node axisymmetric quadrilateral 
with reduced integration) and correspondingly the damping values were modified 
according to the lumped damping schemes (Equation (4.5)).  As Figure 5.39a and b 
show, the predictions of CAX4R agree fairly well with that of CPE4R as well as the 
analytical solutions by Garg et al. (1974).  Marginal difference can be found at the 
arrival of first wave such that the axisymmetric model tends to be slightly less stable 
than the plane strain model.  Another comparison was carried out for one-dimensional 
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 Kim’s problem between the CPE4R and CAX4R predictions as shown in Figure 5.40 
and 5.41.  The comparisons are achieved by changing the element type and updating 
the damping values while keeping the other parameters unchanged.  Once again, good 
agreement is obtained with the plane strain model as well as Kim’s results.         
  
5.6.3.2  Three-dimensional Problem 
In this section, the axisymmetric model was compared with the 3-D model using an 
equivalent loaded area concept.  As Figure 5.42 shows, the loading area for 
axisymmetric model has a radius of 4.5 m.  This loading area is to the same as that for 
a rectangular load of 4 m× 4 m imposed at the center of 3-D quardrant model.  The 
results showing the stress profiles along the centerline were given in Figures 5.43a 
and b.    
Previous section indicated that the axisymmetric and 2-D plane-strain models are both 
applicable for one-dimensional problem.  However, the two types may be distinct 
from each other when modeling the problem.  The axisymmetric model tends to 
represent a circular loading area constituted by sweeping the line loading by 360 
degrees.  In Figure 5.43a, the results for axisymmetric (CAX4R) and 3-D solid 
(C3D8R) models were compared with a reference of 2-D plane strain (CPE4R) model.  
The most intensive pore pressure profile is from MPDAP prediction which is a one-
dimensional solution where the load is concentrated being transmitted into the ground.  
By noting this, the prediction by the axisymmetric and 3-D models is still comparable 
with MPDAP.  Again in Figure 5.43b, the axisymmetric model agrees well with the 3-
D model and differentiates from the 2-D plane-strain model.  The comparison with 
MPDAP is not as satisfactory as in Figure 5.43a; however, the discrepancy means the 
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2-D/3-D effects are dominated for wave of second kind, especially when the solid 
skeleton is not so stiff compared to the solid particles. 
5.7  Non-uniform Meshes 
In this section, the unstructured mesh shown in Figure 5.44a is compared with the 
uniform mesh in Figure 5.44b.  By applying a 8 m wide dynamic load onto both 
meshes, the unstructured mesh was solved using the method accounting for non-
uniform elements, which has been discussed in Section 4.3.3.  The vertical pore 
pressure contours at t=10 ms predicted by both models were compared in Figure 5.45 
where (a) represents the non-uniform model and (b) the uniform model.  With a same 
scale, the two contours compare well with each other.  Good agreement between the 
uniform and non-uniform meshes is obtained in the displacement profiles of selected 
nodes, see Figure 5.46a & b.  Generally good agreement is also obtained for pore 
pressure and effective stress profiles at the centerline, shown in Figure 5.47a & b, 
apart from some fluctuations in the unstructured mesh.      
Comparisons were also made for 3D non-uniform (Figure 5.48a) and uniform (Figure 
5.48b) meshes.  With a loading area of 5.5 m × 5.5 m, the vertical pore pressure 
contours at t=10 ms were compared in Figure 5.49 where (a) for non-uniform and (b) 
for uniform mesh.  The contours show good consistency using the same scale.  There 
is as well no much difference between the two meshes in terms of effective stress and 
pore pressure profile at the centerline, which implies that the procedures addressing 
non-uniform elements are reasonable and the implementation is reliable.  
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 5.8  Other Aspects Related to the Explicit Solver 
To apply the ADPC method, one need to be cautious about many aspects associated 
with the method including the connection schemes, the mesh uniformity, the material 
property and the explicit stability.  These issues have been previously discussed 
except the explicit stability.  Since the efficiency of the ADPC method stems from the 
explicit algorithm, attention will be concentrated on the aspects associated with the 
numerical modeling using the explicit solver in this section.   
5.8.1  Effect of Element Size 
The element size dominates the accuracy of the numerical modeling.  In this section, 
additional ADPC analyses were carried out based on Example 1 using (i) a finer mesh 
with a uniform element size of 0.002 m, and (ii) a coarser mesh with a uniform 
element size of 0.01 m.  For each mesh, three drag conditions (low, medium, high) 
were considered.  The details of the models were given on Table 5.5.  As the actual 
length of the column remains the same, the finer mesh consists of 500 elements and 
the coarser mesh 100 elements.  With all the other parameters in accordance with 
Example 1, i.e., connection scheme, analyzing time, time step, bulk viscosity, loading 
manner, etc, the finer model and coarser model were analyzed with low, medium and 
high damping coefficient, respectively.  Figure 5.51 summarizes the comparisons 
among the three element sizes.  For the fluid phase response at 10x cm= , Figures 
5.51a to c compare well with Garg et al.’s analytical solution.  It is seen that, for the 
three drag conditions considered, the use of smaller finite elements (0.002 m) can 
reduce the smearing or spreading of the wavefront and thus increase the numerical 
accuracy.  In other word, the accuracy of prediction can be increased by refining the 
mesh, which is well-recognized.   
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5.8.2  Effect of Time Step 
The time incrementation is critical for explicit analysis to guarantee the numerical 






⎛ ⎞Δ = ⎜⎝ ⎠⎟
                                              (5.16) 
where is the characteristic element dimension and  the effective dilatational 
wave speed of the material.  The equation indicates that the stable time step is always 
dominated by the smallest element dimension provided the same material is used.  
The “auto” incrementation follows the abovementioned formulation to evaluate the 
trial time increment.  It happens that the “auto” incrementation may not always work 
using the ADPC method because the connector elements artificially introduce a 
numerical instability that is not recognized by ABAQUS’ stability criterion.    
eL dc
To study the effect of time increment, Example 4 (sand) was re-analyzed by using 
different time incrementation schemes, i.e., auto and fixed incrementation. The 
difference in-between is that the auto incrementation always computes the maximum 
time increment to ensure the stability in each step in order to decrease the overall 
computing time.  Three cases with different permeabilities are studied using different 
schemes: a) auto; b) fixed, Δt = 5×10-6 sec; c) fixed, Δt = 1×10-6 sec.  Table 5.6 
summarizes the efficiency of 9 cases.  It is found that any increase in permeability 
may increase the computational time and auto incrementation scheme appears to be 
more efficient than fixed one.  However, the efficiency for auto scheme is balanced by 
its numerical stability.  As seen in Figure 5.52, all the time-step schemes are stable for 
low permeability cases.  However, for a higher permeability in Figure 5.53 the auto 
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 scheme generates considerable oscillations in both solid and fluid responses.  This 
indicates a severe numerical instability has occurred in the explicit analysis. This can 
be alleviated by using a fixed scheme with a smaller time step.  However, the time 
increment must be small enough to guarantee the numerical stability otherwise the 
fixed scheme may also suffer from the oscillations as shown in Figure 5.54.  
Generally, a fixed increment of 1×10-6 sec is acceptable for all the permeabilities 
according to Figures 5.52 to 5.54, which is the value used in Example 4.  This means 
that a time-step trial study has to be carried out to calibrate the stable increment when 
using the ADPC method.  For general applications, it is advisable to use a fixed 
incrementation scheme with a maximum increment under which the explicit 
computation is stable.        
5.9  Summary 
This Chapter discussed the validation of the ADPC method proposed in Chapter 4.  
First, four one-dimensional examples were selected from the literature with reciprocal 
analytical or numerical solutions.  In all these four examples, good agreement has 
been achieved between the ADPC predictions and the corresponding analytical and/or 
numerical solutions.  The good consistency observed from the four one-dimensional 
validating examples implied that the ADPC method was a valid and reasonable 
approach to solve dynamic fluid-solid interaction problems.   
Further work was continued with some 2-D and 3-D developments of the ADPC 
method.  The 2-D plane strain and 3-D models were verified using a special approach 
by which a degenerated trend can be observed from full loading to partial loading.  
Subsequently, the axisymmetric models proposed in Chapter 4 were investigated 
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using 1-D and 3-D examples.  Good comparisons were found between the 2-D plane 
strain and the axisymmetric elements for 1-D problems as well as the axisymmetric 
and 3-D solid elements for an equivalent 3-D problem.  Verifications continued to 
look into to the procedures to circumvent the 2-D and 3-D non-uniform elements in 
the ADPC method.  By comparing the non-uniform models with uniform ones, 
convincing solutions were obtained showing the implementation for unstructured 
elements was successful.              
In the end, two aspects associated with the ADPC method were evaluated.  The effect 
of the element size and time step were studied using a parametric study, respectively.  
By using a more refined mesh, it was shown that smearing or spreading of the 
wavefront may be reduced and the accuracy improved.  Smaller user time increment 
used in the ADPC method generally produced more stable results.  With this, better 
experiences associated with the implementation of the ADPC method could be gained.       
 
The validations on 1-D, 2-D and 3-D implementation of the ADPC method enhanced 
the confidence on its validity.  However, all these validations were carried out with a 
linear elastic material model.  Further applications of the method on practical 
engineering problems require more realistic material models to be used.  In Chapter 7, 
dual-phase perfectly plastic models will be used to solve practical problems and the 





 Table 5.1  Basic parameters for Example 1 and Example 2 
Porosity n  0.18 
Bulk modulus of solid SK  ( ) Pa 103.600 10×  
Bulk modulus of fluid FK  ( ) Pa 92.200 10×  
Young’s modulus of skeleton E  ( ) Pa 102.321 10×  
Poisson’s ratio υ  0.171 
Density of solid sρ  ( ) 3/kg m 2660 
Density of fluid fρ  ( ) 3/kg m 1000 
Magnitude of initial velocity 0v ( ) /m s 1 
Low drag lc ( ) 
3/kg m s 42.19 10×  
Medium drag mc ( ) 
3/kg m s 62.19 10×  
High drag hc ( ) 
3/kg m s 102.19 10×  
 
Table 5.2  Basic parameters for Example 3 
Porosity n  0.333  
Young’s modulus of skeleton E  3000  
Poisson’s ratio υ  0.2 
Density of solid sρ  0.3102 
Density of fluid fρ  0.2977 
Density of bulk mixture ρ  0.3060 
Permeability k  0.004883 
Magnitude of stress traction 0F  100 
 
Table 5.3  Material constants of u-w formulation for Example 3 
Material Set No. α  M  
1 1.0 120122 
2 0.667 13853 




Table 5.4  Material Properties for Sand and Rock in Example 4 
Parameter Symbol Sand Rock Unit 
Porosity n  0.35 0.35 - 
Bulk modulus of solid grain sK  65.0 10×  65.0 10×  psi  
Bulk modulus of water fK  52.9 10×  52.9 10×  psi  
Bulk modulus of skeleton K ′  33.0 10×  56.25 10×  psi  
Poisson’s ratio υ  0.2 0.2 - 
Density of solid sρ  61.376 10×  61.376 10×  2 4lbfs ft  
Density of fluid fρ  55.154 10×  55.154 10×  2 4lbfs ft  
Permeability k  0.001, 0.1, 1.0 in s  
Magnitude of stress traction 0F  5000 5000 psi  
 
Table 5.5  Details of FE model to study on the effects of element size  
Label Element Size Element No. for Each Mesh Analyzing Time 
Size-0.01 0.01 m 100 200 secμ  
Size-0.005 0.005 m 200 200 secμ  
Size-0.002 0.002 m 500 200 secμ  
 
Table 5.6  Details of FE model to study on the effect of time incrementation  
Cases No. Permeability Incrementation Scheme Real Computing Time 












































































(a) Imaginary porous column               (b) Amplitude of step loading   




(For FE model 
L=1.0m)




























































Figure 5.3  Nodal velocity history at 10cm below the surface for low drag: (a) solid; 
(b) fluid 













































Figure 5.4  Nodal velocity history at 10cm below the surface for medium drag: (a) 
solid; (b) fluid 




























































































(a) Imaginary porous column                (b) Amplitude of two step loadings  

















Figure 5.7  FE model for Example 2 
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Hiremath et al. (1988)
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Hiremath et al. (1988)
 
(b) 
Figure 5.8  Nodal velocity history at station 1 for Case I (low drag): (a) solid; (b) fluid 















































Hiremath et al. (1988)
 
(b) 
Figure 5.9  Nodal velocity history at station 1 for Case I (high drag): (a) solid; (b) 
fluid 
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Hiremath et al. (1988)
 
(b) 
Figure 5.10  Nodal velocity history at station 2 for Case I (low drag): (a) solid; (b) 
fluid 
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Hiremath et al. (1988)
 
(b) 
Figure 5.11  Nodal velocity history at station 2 for Case I (high drag): (a) solid; (b) 
fluid 















































Hiremath et al. (1988)
 
(b) 
Figure 5.12  Nodal velocity history at station 1 for Case II (low drag): (a) solid; (b) 
fluid 
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Hiremath et al. (1988)
 
(b) 





























Hiremath et al. (1988)
 
(a) 






















Hiremath et al. (1988)
 
(b) 
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Hiremath et al. (1988)
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(a) Imaginary porous column      (b) Amplitude of three stress loadings  
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(For FE model 
L=25m)




Figure 5.17  FE models for Example 3 
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Figure 5.18  Nodal displacement history at surface for spike loading: (a) solid; (b) 
solid relative to fluid 






























































Figure 5.19  Nodal displacement history at surface for step loading: (a) solid; (b) solid 
relative to fluid 





























































Figure 5.20  Nodal displacement history at surface for sinusoidal loading: (a) solid; (b) 
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(a) Saturated sand/rock layer      (b) Stress loadings  
Figure 5.21  Infinite water saturated sand/rock layer subject to a triangle stress loading 
in Example 4 
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Figure 5.22  FE models for Example 4 
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Figure 5.23  Vertical stress profile for saturated sand layer at t=20ms (k=0.001 in/s): 
(a) effective stress; (b) pore pressure 















































Figure 5.24  Vertical stress profile for saturated sand layer at t=20ms (k=0.1 in/s): (a) 
effective stress; (b) pore pressure 














































Figure 5.25  Vertical stress profile for saturated sand layer at t=20ms (k=1.0 in/s): (a) 
effective stress; (b) pore pressure 
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Figure 5.26  Vertical stress profile for saturated rock layer at t=20ms (k=0.001 in/s): (a) 
effective stress; (b) pore pressure 














































Figure 5.27  Vertical stress profile for saturated rock layer at t=20ms (k=0.1 in/s): (a) 
effective stress; (b) pore pressure 













































Figure 5.28  Vertical stress profile for saturated rock layer at t=20ms (k=1.0 in/s): (a) 

















Figure 5.30  2-D contour of pore water pressure at t=5 ms for the three scenarios: a) 





Figure 5.31  2-D contour of pore water pressure at t=10 ms for the three scenarios: a) 
A1; b) A2; c) A3 

























Figure 5.32  Pore water pressure profiles at the centerline for the three loading 
scenarios (t=10ms) 




















































Figure 5.35  3-D contour of pore water pressure at t=5 ms for the three scenarios: a) 







Figure 5.36  3-D contour of pore water pressure at t=10 ms for the three scenarios: a) 
A1; b) A2; c) A3

























Figure 5.37  Pore water pressure profiles at the centerline for the three loading 
scenarios (t= 10ms) 



























Figure 5.38  Surface settlement profiles for along x direction for the three loading 
scenarios (t= 10ms) 
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Figure 5.39  Comparisons between the plane strain and axisymmetric model for fluid 
velocity history in Garg’s problem: (a) low drag; (b) medium drag. 
(Example 1, auto incrementation) 


















































Figure 5.40  Comparisons between the plane strain and axisymmetric model for stress 
wave profiles in Kim’s problem: (a) pore pressure; (b) effective stress. 
(Example 4, soils, k=0.001 in/s, t=20ms, Δt=1×10-6) 















































Figure 5.41  Comparisons between the plane strain and axisymmetric model for stress 
wave profiles in Kim’s problem: (a) pore pressure; (b) effective stress. 









(a) 2D axisymmetric model (b) 3D model  
Figure 5.42  The axisymmetric and 3-D model modeling a problem with equivalent 
loading area  




















































Figure 5.43  The vertical stress profiles along the centerline for axisymmetric, 3-D 
and 2-D plane-strain models (soils, k=0.001 in/s, t=10ms, Δt=1×10-5): (a) 




















Figure 5.44  The different 2-D plane-strain meshes used for comparison: (a) non- 





Figure 5.45  Contour for vertical pore pressure at t=10ms predicted by: (a) non-
uniform mesh; (b) uniform mesh 
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Figure 5.46  Displacement history predicted by the 2-D uniform and non-uniform 
plane-strain models for: (a) node 1 (0, -8); (b) node 2 (8, -8) 






















































Figure 5.47  Stress profile at the centerline predicted by the 2-D uniform and non-

















Figure 5.49  Contour for vertical pore pressure at t=10ms predicted by: (a) non-
uniform mesh; (b) uniform mesh 



















































Figure 5.50  Vertical stress profile at the centerline predicted by the 3-D uniform and 
non-uniform models (element size = 0.5 m, t=10 ms): (a) pore pressure; 
(b) effective stress 
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Figure 5.52  Effect of time step on the numerical stability (Example 4, soils, k=0.001 
in/s, stress profiles): (a) pore pressure; (b) effective stress 


















































Figure 5.53  Effect of time step on the numerical stability (Example 4, soils, k=0.1 
in/s, stress profiles): (a) pore pressure; (b) effective stress 
 

















































Figure 5.54  Effect of time step on the numerical stability (Example 4, soils, k=1.0 
in/s, stress profiles): (a) pore pressure; (b) effective stress 
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CHAPTER 6 
ONE DIMENSIONAL STUDY ON WAVE PROPAGATION FROM 
DRY TO SATURATED SAND LAYER 
6.1 Introduction 
In many practical engineering situations, the ground condition usually comprises a 
layer of dry soil overlying saturated sands or clays, which is known as a mixed-phase 
problem.  For such ground conditions, dynamic surface events will generate stress 
waves that first propagate in the dry soil before reaching the saturated underlying 
layer.  An example of such a problem is dynamic compaction, which involves not just 
wave propagation from a dry to saturated medium, but also attenuation due to 
geometric spreading and material nonlinearity.  Before studying such a complex 
mixed-phase problem in Chapter 7, the fundamental problem of one-dimensional 
stress wave propagation from a dry to a saturated elastic medium is first investigated 
in this chapter.       
6.2 Problem Description and Assumptions 
6.2.1 Setup of the One-Dimensional Model 
The one-dimensional model considered in this chapter comprises a dry elastic layer 
with thickness Ldry overlying a saturated elastic layer of infinite thickness.  The 
schematic of this model and its discretized meshes are presented in Figure 6.1.  As 
shown in Figure 6.1b, the fluid mesh is shorter than the solid mesh by Ldry as the 
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nodes and elements of the fluid phase are active only in the saturated zone below the 
water table.  Both the fluid and solid meshes comprise a single column of cubic 
elements with a uniform dimension a.  The infinite column is modeled with a finite 
length of L0 which is long enough to ensure that no reflection wave is encountered 
within the time of analysis. The elastic material properties assigned to the dry and 
saturated layers are summarized in Table 6.1.    
The applied surface loading P can be approximated as a half-sinusoidal pulse (Pan 
and Selby, 2002) to simulate the effect of dynamic compaction.   Biot (1956a, 1956b) 
demonstrated that the wave propagation in a saturated porous medium is a frequency 
dependent phenomenon.  To study the influence of the frequency, three half-
sinusoidal loadings H(t) with a pulse duration period ranging from 0.01 to 1.0s were 
considered, as shown in Figure 6.2.   Due to the different characteristic wavelength 
associated with each loading H(t), different model lengths L0 were adopted for the 
analysis of the three loadings.  The element size a and the dry depth  Ldry were also 
varied accordingly so that the ratios a/L  and L0 dry/L0 were maintained.  The loading 
and geometry information for the one-dimensional study is summarized in Table 6.2.  
Parametric studies were carried out to study the effect of the soil permeability, load 
duration (or characteristic frequency) and the elastic soil modulus. 
6.2.2 Stress Wave Propagation from Dry to Saturated Ground 
In this section, the results from the ADPC analyses are presented to illustrate the 
changes in the typical stress wave profile as it propagates from the dry to the saturated 
layer, for the load pulse duration of 0.1s (see Figure 6.2 and Table 6.2) and a soil 
permeability of 1×10-2 m/s.   As shown in Figure 6.3, the wave profiles for effective 
stress and pore pressure are plotted at different times ranging from 120ms to 220ms 
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after the loading is imposed at the surface.  The vertical axis plots the normalized 
stress, which is the ratio of the vertical stress to the initial amplitude of the incident 
wave P .  The horizontal axis plots the depth normalized by the model length L0 0. 
As shown in Figure 6.3a, only one compression wave is traveling in the dry sand 
before it impinges on the interface between the dry and saturated layers.  This 
compression wave, which is carried by the effective stresses in the dry sand, arrives at 
the interface just before t=120ms.  Figure 6.3a also shows that, at this time, the initial 
part of the incident wavefront has just propagated into the saturated zone and is 
carried by the pore pressure (dashed line).    Figure 6.3b shows the wave profile at 
t=140ms, at which time the partially transmitted wave in the fluid phase (dashed line) 
of the saturated zone can be clearly seen.  This indicates that a significant portion of 
the incident wave loading is carried by the fluid phase of the saturated zone.   In 
contrast, the loading carried by the soil skeleton in the saturated zone is limited to a 
much smaller magnitude, which is hardly discernable in the figure. There is a pulse 
felt by the effective stress at the very shallow zone right below the water table.    
 Figure 6.3c shows the effect of the incident wave being partially reflected at the 
interface between the dry and saturated zones, as indicated by the normalized peak 
incident stress wave magnitude of about 1.5 generated at the interface.  Figures 6.3e 
and 6.3f show this reflected wave, with a normalized peak stress amplitude of about 
0.55, propagating back up the dry soil in the form of the effective stresses.  In Figure 
6.3c, the transmitted wavefront for the pore pressures reaches a normalized depth of 
0.55 while the peak has yet transmitted into the water table.  The wave front for the 
effective stresses is expected to arrive at the same depth while it is hardly discernable 
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due to its small magnitude when plotted on the same scale as the pore pressure.  The 
pulse at just below the water table seems to have a marginal propagation.   
As shown on Figures 6.3d to 6.3f, the transmitted wave in the fluid phase attains a 
normalized peak amplitude of about 1.5, as indicated by the large pore pressure pulse 
propagating in the saturated zone.  In contrast, these figures also show that the 
corresponding effective stress wave in the solid phase over the same normalized 
distance is very small and hardly discernable.  Such a response of the fluid and solid 
phase indicates that, once the stress wave in the dry layer reaches the saturated zone, 
the bulk of the external loading is transferred to the water.  This is a typical feature for 
wave of first kind (wave I), which is consistent with the previous studies in Chapter 5.  
Meanwhile, the impulse observed adjacent to the water table finally ends up with a 
wave of small wave length.  This is recognized as wave of second kind (wave II) 
traveling at a low speed as compared to the dominant wave in a deeper depth.  The 
magnitude in the incident, reflected and transmitted waves will be further quantified 
in Section 6.3. 
The two-wave phenomenon demonstrated by Biot (1956a) is clearly observed in 
Figures 6.3e and 6.3f.  To better illustrate this phenomenon, the two sets of waves are 
highlighted and labeled in Figure 6.4 for t=220ms.  At this instant, the wave I has its 
peak at a normalized distance of about 0.55, and is of a compressional nature in both 
of the pore pressure and effective stress, the magnitude being much smaller in the 
latter.  Wave II can be observed immediately adjacent to the interface in the saturated 
zone, in both the fluid and solid phases.  The magnitude of wave II is similar in both 
phases, but of opposite signs.  The wave II for effective stress is in compression, 
consistent with its wave I.  However, the wave II for pore pressure is in tension, as 
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opposed to its wave I.  This is in accordance with van der Grinten’s experimental 
findings (van der Grinten et al., 1987) in which the pore fluid and porous material are 
compressed simultaneously during the passage of the first wave; whereas, for the 
second wave, the porous matrix is compressed while the pore fluid expands.   
In addition to the existence of the two waves, Biot (1956) also reported that the wave 
of first kind is fast propagating and lowly attenuated, while the wave of second kind 
propagates much slower and is highly attenuated.  This is also consistent with the 
numerical results shown in Figure 6.4.  For the same elapsed time at t=220ms, the 
wave I has travelled a normalized distance of 0.4 whereas the wave of second kind 
has travelled less than 0.02, which implies that the wave of first kind travels much 
faster than the wave of second kind.  The wave propagation speed, as well as the 
attenuation characteristics, will be quantified and discussed in greater detail in Section 
6.3.   
6.2.3 Nodal Displacements at the Dry Wet Interface 
For the same analysis using a load pulse duration of 0.1s, the fluid and solid nodal 
displacements at the interface between the dry and saturated zones are plotted in 
Figure 6.5 for different soil permeabilities ranging from 1×10-5 m/s to 10 m/s. The 
positive value means the node moves upwards.  
For the lowest permeability (k=1×10-5 m/s) considered, Figures 6.6a and b show that 
the fluid and solid nodal displacements at the interface are identical.  This indicates 
that the two phases are moving in tandem, which implies a high viscous drag 
interaction.  This is consistent with the high drag case of validation Example 1 and 2 
in Chapter 4, in which the fluid and solid responses move in tandem downwards 
because of a high drag force between the two phases.  As the permeability increases, 
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the drag interaction reduces and the negative displacement of the solid phase in the 
direction of loading (downwards) increases; however, the negative displacement 
(downwards) of the fluid phase progressively reduces with increasing permeability, 
until it eventually becomes positive and moves in the upward direction.  Hence, for a 
high permeability saturated medium, the numerical model is able to predict that, at or 
near the interface, the solid nodes move downwards due to the compression of soil 
skeleton matrix whilst the fluid nodes are squeezed out of the pore spaces and thus 
move upward in the direction opposite to the loading. 
6.3  Parametric Studies  
Using the same model shown on Figure 6.2, parametric studies are carried out to 
study the effects of varying the permeability of the saturated medium, the load 
duration and the material stiffness.  The effects of these parameters on the wave 
transmission and reflection, propagation speed, and attenuation will be evaluated.  
The characteristics of both wave I and II will be included in the following discussions.    
6.3.1  Permeability Effects on the Saturated Medium Response 
In the section, the influence of soil permeability on the amplitude of the transmitted 
and reflected waves will be examined. All the amplitudes discussed herein are 
normalized with respect to the incident wave amplitude P0.  The material stiffness 
used for the following discussions is E=50MPa.  
a) Wave Transmission 
Using the material properties tabulated in Table 6.1, a parametric study was first 
carried out by varying the permeability of the soil medium in the saturated zone, for a 
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half-sinusoidal load pulse duration T = 0.1s (denoted as T2 in Figure 6.2).  Instead of 
plotting the time histories, the results are processed to show, for selected instances, 
the variation of the normalized stress amplitude of the transmitted wave with soil 
permeability.  The three selected instances correspond to t = 200ms (2.0T2), 210ms 
(2.1T2) and 220ms (2.2T2).  This is because for the three instances, the wave I has 
fully transmitted into the saturated part and both the amplitude and its location for the 
peak can be easily determined.  Note that the wave profiles at t = 2.0T2 and t = 2.2T2 
are plotted in Figures 6.3e and 6.3f respectively.    
Figure 6.6 shows, for the three selected instances, the normalized amplitude variation 
of the transmitted pore pressure and effective stress wave I with different 
permeabilities.  For both phases, the figure shows a reverse S hyperbolic curve 
characterizing the dependency of the transmitted wave I amplitude on the 
permeability.  Such a curve is hereafter defined as the “characteristic curve”, which 
represents how the normalized wave amplitude varies with permeability at a given 
time.  In a characteristic curve, an upper and lower bound can always be determined.  
The wave I behavior shown in Figure 6.6 suggests that, at very low permeabilities of 
10-5 m/s or less, the transmitted stress wave exhibits a relatively constant normalized 
amplitude of about 1.75 for the pore pressure and 0.021 for the effective stress.  These 
may be considered the upper bound values for the transmitted stress amplitudes in the 
pore fluid and soil skeleton respectively.  With increasing permeabilities, the 
transmitted amplitude decreases before tapering off to relatively constant lower bound 
values of about 0.65 for the pore pressure and 0.005 for the effective stress.  This 
indicates that the ratio of the pore pressure amplitude to the effective stress amplitude 
varies from about 83.3 (at very low permeabilities) to about 130 (at high 
permeabilites).  Such high pore pressure to effective stress ratios indicate that most of 
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the energy transmitted into the saturated soil is carried by the pore water rather than 
the soil skeleton. 
The characteristic curve is expected to vary with time due to the attenuation of the 
peak stress amplitude as the wave propagates along the medium.  In Figure 6.6, the 
three characteristic curves for t = 2.0T , 2.1T  and 2.2T2 2 2 are almost co-incidental, due 
to the marginal attenuation of wave I as it propagates along the column with time.  
This will be discussed in greater detail shortly.    
Figures 6.7a and b shows the characteristic curves of wave II for the pore pressure and 
effective stress respectively.  It should be noted that the vertical axis for the wave II 
pore pressure response is negative, indicating that a tension wave is generated in the 
fluid, as discussed in the previous section.  Unlike the wave I behaviour, the shape of 
the wave II characteristic curves exhibits regular ‘S’ shapes, indicating that the 
amplitude of the transmitted wave II increase with the increasing permeability.  The 
amplitude increase occurs over a relatively narrow range of permeability, about 0.1 to 
1m/s for the pore pressure and 0.01 to 1m/s for the effective stress.   
The normalized amplitude of both the pore pressure and effective stress waves are in 
the same order of magnitude, as reflected in Figure 6.4, with a lower bound value of 
about 0.27~0.38 at low permeabilities and an upper bound value of about 1.0 at high 
permeabilities.  This contrasts with the wave I response, where the bulk of the load is 
carried by the fluid.  At high permeabilities, the compressive effective stress due to 
the passage of wave II can attain the same amplitude as the incident wave, while the 
negative pore pressure can only reach about 70% of the incident wave amplitude. 
Figure 6.7 shows some variation in the lower bound values at low permeabilities 
associated with the characteristic curves for t=2.2T , 2.3T  and 2.4T , while the upper 2 2 2
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bound values at high permeabilities are almost identical.  This is due to the greater 
stress attenuation that occurs for wave II in the lower permeability range.  For the 
problem considered, the attenuation becomes less significant as the permeability 
exceeds about 0.1 to 1.0 m/s.     
b) Wave Reflection 
The amplitude of the reflected wave in the dry soil is plotted in Figure 6.8 as a 
function of the saturated soil permeability, for t = 2.0T , 2.1T  and 2.2T , where T2 2 2 2 is 
the load pulse duration of 0.1s.  It is noted that the reflected wave amplitude is smaller 
than that of the incident wave because the interface between the dry and saturated 
zones is not a rigid or perfect reflector.  Part of the incident energy is transmitted into 
the fluid and solid phases of the saturated soil, resulting in the responses discussed in 
the previous subsections and part is reflected.  The figure shows that a higher 
permeability corresponds to a lower reflected wave magnitude, which implies that the 
higher permeability is, the less energy can be reflected and thus the more energy can 
be absorbed by the saturated media.  The lower permeability is, the water table 
behaves more like a rigid reflector and less energy can be transmitted to the saturated 
layer.  Again, the dependency of the reflected magnitude on the permeability is not a 
linear function but controlled by the two threshold values (0.001 and 1m/s) that define 
the range within which the most abrupt drop of the magnitude takes place.  Finally, 
the two bounds in magnitude are also clear for the characteristic curve of the reflected 
wave.        
c) Wave Speed 
The variation of the propagation velocities of waves I and II with different 
permeabilities are shown in Figures 6.9a and b respectively, for the load pulse 
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duration of 0.1 sec.  The figures include the back-calculated wave velocities for both 
the pore pressure and effective stress.  The data points suggest that the variation of the 
wave propagation velocity with soil permeabilities follows the typical S-shaped 
hyperbolic curve with an upper and lower bound at the two ends (also known as the 
characteristic curve for wave velocity).  These upper and lower bound velocities 
obtained using the ADPC method are compared with the analytical solutions given by 
Kim et al. (2002).  
Kim et al. (2002) derived a closed-form solution for the upper and lower bound 
propagation velocities of waves I and II in a fully saturated porous medium.  The 
lower bound and upper bound velocities are associated with very low and very high 
permeabilities respectively.  According to Kim et al. (2002), the lower bound velocity 
is given as: 
1
fl Mc ρ=                                                            (6.1a) 
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lc =                                                               (6.1b) 
where subscript 1 and 2 are corresponding to the wave velocities of I and wave II, 
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′In Equations (6.1) to (6.7), K sK ρfK sρ fρ, , , ,  and  are previously defined in 
Chapter 3.     
Kim’s analytical solution for the upper and lower bound wave propagation velocities 
of waves I and II are plotted in dashed lines in Figure 6.9.  Good agreement is 
obtained between the ADPC results and the analytical solutions for the upper and 
lower bound values associated with the high and low permeability zones respectively.  
For wave I, the upper bound value is 1750 m/s, while the lower bound value is 1580 
m/s.  The ADPC results indicate that the transition from the lower to the upper bound 
velocity occurs over a range of permeabilities from 0.01 m/s to 1 m/s.    
For wave II, Kim’s solution predict significantly slower upper and lower bound 
velocities of 150 m/s and 0 m/s respectively, which agree well with the ADPC results.  
The transition from the lower to the upper bound velocity occurs over a wider 
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permeability range of 0.0001 m/s to 1 m/s.  Note that the upper bound velocity of 
wave II is lower than of the incident wave propagating in the dry soil (=180 m/s).  
When the permeability is very low (that is, when the viscous coupling between the 
fluid and solid is very high), the effect of wave II is negligible, corresponding to the 
lower bound velocity of 0 m/s.    
d) Wave Attenuation        
For the simulation with a load duration pulse of 0.1 sec and a permeability of 0.1 m/s, 
Figure 6.10 shows the propagating wave profiles for (a) pore pressure; and (b) 
effective stress along the column at different instants.  The stress amplitude is 
normalized with respect to the incident wave P0 while the corresponding depth d is 
normalized by the model length L0 (200m for load pulse duration 0.1 sec).  The initial 
normalized depth value of 0.1 corresponds to the interface between the dry and 
saturated zones.  Looking at the pore pressure wave profiles (Figure 6.10a), the 
dashed line on the figure connecting the peaks of wave I shows the attenuation trend 
of this wave.  The linear and relatively flat nature of this trend suggests that the 
attenuation of the pore pressure wave I is very slow.   On the other hand, the dashed 
line connecting the pore pressure wave II peaks near the water table interface (d/L0 = 
0.1~0.2) is much steeper, indicating that the wave II stresses attenuate much more 
rapidly.  The same conclusion can be made for effectitve stress.  
It must be pointed out that for the wave profiles of wave II for pore pressure, the 
amplitude of the peaks does not represent the real amplitude of wave II, especially 
when t=180ms~ 210ms.  This is because of the interference of wave I whose 
amplitude is high and direction is opposite.  The superposition of the two waves result 
in a “fake” amplitude for wave II and the overtaking of wave I by wave II induces the 
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peak wave II increasing first and then decreasing.  This is also reflected in effective 
stress profiles.  However, the interference caused by wave I for effective stress is 
negligible because of its significantly low magnitude.  Therefore, the amplitude of 
wave II predicted in Figure 6.10b is more genuine than 6.10a.        
The wave I attenuation trends for different permeabilities are summarized in Figure 
6.11a and b for the pore pressure and effective stress respectively, as a function of the 
normalized distance.  The almost horizontal trends of the data points suggest that, for 
permeabilities smaller than 0.001 m/s or higher than 1 m/s, the attenuation of wave I 
is quite negligible.  For intermediate permeabilities of 0.01 and 0.1 m/s, some 
attenuation with distance is discernable, which appears to follow an approximately 
linear trend.  Figure 6.11a implies that, in an elastic saturated medium, the wave I for 
pore pressure is almost non-attenuated or marginally attenuated regardless of 
permeability, and hence may propagate over a long distance. The same implication 
holds from Figure 6.11b in which the effective stress is considered, albeit with much 
smaller amplitudes.      
The situation becomes more complex for wave II, as shown in Figure 6.12a for pore 
pressure and Figure 6.12b for effective stress.  Figure 6.12 plots the pore pressure and 
effective stress attenuation trends corresponding to different permeabilities.  For the 
distances considered, the fitted attenuation trends are again approximately linear, but 
much steeper than the wave I results.   Note that the normalized distances are plotted 
for the narrow range 0.1 to 0.18, in order to show more clearly the rapid attenuation 
near the water table.  Figure 6.12 suggests that the slope approaches infinity at 
permeabilities lower than 0.0001 m/s, which implies that the wave of second kind 
(wave II) may not be discernable for such cases, due to their very rapid or almost 
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instantaneous attenuation. This phenomenon is consistent with the findings in the 
previous section on the wave II propagation velocity, which was shown to be almost 
zero when the permeability is extremely low.  
As the permeability increases, the attenuation rate of wave II decreases.  At a 
permeability of 10 m/s, the amplitude of the pore pressure and effective stress 
becomes relatively constant with distance.  Again, the “fake” amplitudes observed for 
the intermediate permeability range (k=0.1m/s) in Figure 6.10 are reflected in Figure 
6.12a, where the amplitudes are a bit smaller than those corresponding to Figure 6.12b.  
A possible correction can be made to rectify the amplitude by excluding the 
interference from wave I for pore pressure which, if properly done, will be close to 
the expected corrected trend as shown in Figure 6.12a.            
If the fitted attenuation trend is assumed to be linear, the attenuation rate may be 
characterized by the slope of the attenuation trend lines, from which the attenuation 
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Figure 6.13 and 6.14 summarizes the respective information of Figures 6.11 and 6.12 
by plotting the wave I attenuation coefficients as a function of permeability.  Biot 
(1956) demonstrated that wave I is lowly attenuated whereas wave II is highly 
attenuated.  Biot’s findings are resonated in this case but in more details.  As shown in 
Figure 6.13a and b, the attenuation of wave I increases first and then decreases as the 
permeability increases. At a permeability of 0.1 m/s, the attenuation coefficient 
reaches its peak for both the pore pressure and effective stress waves.  However, this 
becomes insignificant when comparing to the wave II (Figure 6.13b) because the 
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latter has a considerably larger attenuation coefficient for permeability less than 0.1 
m/s.  Compared to the wave II, the attenuation coefficient for wave I can be neglected. 
However, for permeability higher than 0.1 m/s, the attenuation for wave II decreases 
dramatically to almost zero and the attenuation effect becomes negligible. Two 
implications can be drawn regarding the wave propagation in saturated media: 1) 
wave I is hardly attenuated with all range of permeabilities; 2) wave II is highly 
attenuated for low permeabilities but the attenuation is significantly reduced to 
marginal level as the permeability increases.  It will be more difficult to observe the 
wave II in fully saturated sand with low permeabilities than with high permeabilites. 
6.3.2  Frequency Effects on the Saturated Medium Response 
In this section, the effects of load frequency on the response of the saturated medium 
are examined.  To do this, the results from the analyses for three different half-
sinusoidal load pulse durations of 0.01, 0.1 and 1.0s will be presented and discussed.  
Even though these are not truly harmonic loadings, they may be considered as having 
characteristic frequencies of 100Hz, 10Hz and 1Hz respectively.  Similar to Section 
6.3.1, a constant material stiffness of E=50MPa was used to carry out this parametric 
study.        
a) Wave Transmission 
Figure 6.15 plots the variation of the normalized pore pressure and effective stress 
(wave I) amplitudes with permeability for the three pulse durations or characteristic 
frequencies.  The characteristic curves for all three cases have the same reverse “S” 
shape.  At any given permeability, as the characteristic frequency decreases from 
100Hz to 1Hz, the normalized stress amplitude increases.  In other words, the higher 
the characteristic loading frequency for a given permeability, the lower will be the 
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transmitted pore pressure in the fluid phase and effective stress in the solid phase 
associated with wave I.  For problem considered herein, this frequency-dependent 
response is especially significant for permeabilities between 10-5 and 10 m/s.   At very 
low permeabilities, the wave I pore pressure characteristic curves tend toward the 
same upper bound normalized stress amplitude of about 1.75.  The corresponding 
lower bound value is about 0.68 at very high permeabilities.  Therefore, the upper and 
lower bound normalized amplitudes appear to be independent of the loading 
frequency.  
A frequency-dependent response is also observed in Figure 6.16, where the regular 
“S” shaped characteristic curves are plotted for the pore pressure and effective stress 
due to wave II.  However, the reverse trend is observed in which, for a given 
permeability, the amplitudes of the wave II transmitted pore pressure and effective 
stresses increase with higher characteristic frequencies.   Both the upper and lower 
bound normalized amplitudes are relatively constant and appear to be independent of 
the loading frequency.  
Kim et al. (1988) proposed a parameter equal to the product of permeability and 
frequency and it has been widely used to characterize the wave behaviors in saturated 
porous media.  This parameter was also used in this study.  By using a permeability 
frequency product, the characteristic curves discussed in Figures 6.15 and 6.16 can be 
normalized as shown in Figures 6.17 and 6.18, respectively.  Although the effect of 
the frequency is not clear from these curves, the permeability frequency product 
allows for a more generalized description of the wave behaviours.      
b) Wave Reflection 
172 
A similar shift in the characteristic curve for the reflected wave in the dry soil is also 
present as shown in Figure 6.19.  The characteristic frequency affects the position of 
the characteristic curves, but it does not affect the upper and lower bounds. At a given 
permeability, the higher frequency results in a lower amplitude of the reflected wave, 
and thus a higher percentage of energy transfer at the interface.  The shifting of the 
characteristic curve for reflected wave can also be normalized by the permeability 
frequency product, as seen in Figure 6.20. 
c) Wave Speed 
Figures 6.21 and 6.22 show the variation of the wave I and wave II propagation 
velocity with permeability, for three load periods.   The general trend is very similar, 
with the frequency influence manifested as a laterally shift of the “S” shape 
characteristic profile as characteristic frequency increases (or the load period 
decreases).  The upper and lower bounds of the velocity profile for all three 
characteristic frequencies converge towards Kim’s analytical values.  At a given 
permeability between the two bounds, the higher characteristic frequency (lower load 
period) loading generates faster traveling waves I and II.  The velocity profiles for 
different characteristic frequencies can also be normalized by using the permeability 
frequency product as the x-axis, as seen in Figures 6.23 and 6.24. 
d) Wave attenuation 
Figures 6.25 to 6.26 show the same shifting phenomenon associated with the 
attenuation.  The attenuation coefficient-permeability profiles for T=0.01s and T=1s 
preserve the same shape as T=0.1s, which increases first and then decreases for wave I 
and keeps decreasing for wave II, as the permeability increases.  The increase of 
frequency results in the translation of the profile from low to high permeability, not 
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only for wave I but also for wave II.  The peak attenuation coefficient for wave I is 
also shifted by the same distance.  This shift can be eliminated by plotting the 
attenuation coefficient with the permeability frequency product.  Again, the three 
attenuation profiles can be merged into one if the permeability frequency product is 
adopted as the x-axis, as seen in Figures 6.27 and 6.28.  
6.3.3 Influence of the Material (Soil Skeleton) Stiffness 
Using the 1s load pulse with a characteristic frequency of 1Hz, parametric studies 
were carried out to study the influence of the material stiffness, i.e., Young’s modulus 
of the soil skeleton (see Table 6.3), on the saturated medium response.  To 
accommodate the higher velocity arising from a higher soil modulus, the numerical 
model was modified slightly so that the dry and saturated lengths are 500m and 
1500m respectively.  The longer dry length of 500m, compared to the 200m used 
previously, is adopted to better capture the characteristics of the reflected wave 
propagating upward from the water-table interface.   
As shown in Table 6.3, the Young’s modulus was varied from 50 MPa to 500 MPa.  
For each soil stiffness, analyses were carried out for permeabilities ranging from 
0.0001 to 100 m/s. The other material properties are identical with previous 
parametric studies.  As the characteristic frequency for this study is 1Hz, each curve 
presented in the following figures may be regarded as being representative of the 
results obtained from different characteristic frequencies and plotted as a function of 
the permeability frequency product.   
a) Wave Transmission 
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Figure 6.29 shows how the wave I normalized pore pressure and effective stress 
amplitude varies with the permeability, for different soil skeleton modulus.  For any 
given permeability, the normalized pore pressure amplitude decreases as the soil 
stiffness increases (Figure 6.29a).  This decrease is more significant for lower 
permeabilities, and hence the modulus has a greater influence on the upper bound 
value of the characteristic curve.  The lower bound value appears to be unaffected by 
the change in soil stiffness.      
On the other hand, for any given permeability, the normalized effective stress 
amplitude increases as the soil stiffness increases (Figure 6.29b).   Both the upper and 
lower bound values are affected by the change in soil modulus, although the influence 
is more significant at the lower permeabilities. 
The opposing trends in the pore pressure and effective stress response is to be 
expected, considering that the applied total stress in the saturated medium is 
unchanged in all the different soil stiffness cases.  This is analogical to Terzaghi’s 
effective stress principle in which total stress is the sum of the pore pressure and 
effective stress, the increase in one component is accompanied by the reduction in the 
other.  However, the sum of the induced amplitude for pore pressure and effective 
stress in this study show a decrease from 1.77 to 1.55 times the amplitude of the 
incident wave.     
However, such an effect for wave II turns out to be more indirect.  As shown in 
Figures 6.30a and b, both figures show scattered points at different interested time 
(The time instants are different from previous study simply because a different model 
length is used and the traveling period in dry sand depends on material stiffness).  
This is because the characteristic curve for each stiffness is not unique for different 
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instants owing to the large attenuation rate.  The wave II is highly attenuated and the 
amplitude significantly depends on the time of interest.  Therefore, the magnitude 
drops considerably at an interval of 0.1T.  To avoid this, a feasible representative 
characteristic curve for wave II can be used is to record the amplitude of wave II at 
the right moment when wave II is transmitted, which is essentially the upper bound of 
the characteristic curves for low permeabilities.  However, this is practically 
impossible for the following reasons: 1) the dry-wet interface is always in 
complicated conditions where wave I and II are superposed.. The genuine amplitude, 
especially for pore pressure, can be hardly determined in this scenario.  2) The “right” 
time when the wave II is just transmitted through the interface remains uncertain.  
This superposition of two waves can be observed for wave profiles at 
t=180ms~200ms in Figure 6.10a, as previous discussed.    
Although the representative characteristic curve is not available, an averaged 
characteristic curve is obtained in Figures 6.30a and b by averaging down the 
amplitude of all three instants.  This averaged characteristic curves do reveal a trend 
that the predicted amplitude of wave II decreases with the increase of the stiffness, for 
both pore pressure and effective stress.  The amplitudes are more sensitive to the 
modulus when the permeability is low and less sensitive when the permeability is 
high.                   
b) Wave Reflection  
The effect of the soil skeleton modulus on the reflected wave was also investigated.  
In Figure 6.31, the characteristic curves showing how the reflected wave amplitude 
varies with permeability are plotted for different Young’s modulus of the soil skeleton.   
For a given permeability, as the soil modulus in the saturated medium increases, the 
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amplitude of the reflected stress wave decreases.  In other words, when a wave 
impinges on a water-table interface, stiffer soils may absorb more energy than looser 
soils, provided the permeability of the two is consistent.  This explains in the 
validating Example 4 where the induced wave I for effective stress is even higher than 
pore pressure in saturated rock.      
c) Wave Speed 
Figures 6.32 and 6.33 show how the soil skeleton modulus affects the propagation 
velocity for wave I and wave II, respectively.  For both types of compressive waves, a 
higher skeleton stiffness generally results in a higher wave propagation speed.  Figure 
6.32 shows that, for wave I, both the upper and lower bound velocity at the extreme 
permeabilities increase with increasing soil skeleton modulus.  For wave II, Figure 
6.33 shows that only the upper bound velocity increases with increasing soil skeleton 
stiffness at high permeabilities.  At very low permeabilities, the lower bound velocity 
of wave II remains zero, independent on the soil skeleton modulus.   It is also found 
that the increase in wave velocity is proportional to the increase in skeleton stiffness 
and therefore a linear relation can be possibly derived between wave velocity and 
skeleton stiffness.      
d) Wave Attenuation 
The wave attenuation also depends on the material stiffness for wave I and wave II. 
Figures 6.34a and b show the attenuation coefficient decreases as the skeleton 
stiffness increases for pore pressure whereas the dependency is in opposite direction 
for effective stress. Such dependencies for wave I are not critical because the overall 
magnitude of the attenuation coefficient is fairly low than that of wave II.  As a 
comparison, the dependency for wave II is more critical because at low permeability, 
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the attenuation coefficient is much higher than wave I.  This can be read from Figures 
6.35a and b where the positive signs of the attenuation coefficient simply mean the 
tensile nature of the pore pressure wave.  With the skeleton stiffness increasing, the 
attenuation coefficient for both pore pressure and effective stress decreases, if given 
the same permeability.  This effect is more significant at low permeabilities than at 
high ones.  It is therefore postulated that the wave II traveling in a stiffer saturated soil 
may be less dispersive than looser saturated soils.   
6.4 Summary 
This chapter examines the issues arising in common situations where a stress wave is 
initiated in an overlying dry area and propagates into an underlying saturated layer.  
As a start, an ideal one-dimensional model with a linear-elastic material behavior was 
considered.  With this model, it can be shown that two dilatational waves propagate in 
the saturated layer, which is consistent with the observation on the two dilatational 
waves for both phases by Biot (1956a).  However, more information apart from Biot’s 
general findings were obtained and presented in this numerical study, including the 
dry-saturated interface responses and the amplitude, speed and attentuation of the 
transmitted and reflected waves.  Parametric studies were carried out to investigate 
the effect of soil permeability, characteristic frequency and soil stiffness on the 
characteristic curves for the peak stress amplitude, wave speed and wave attenuation, 
respectively.  A number of useful findings have been obtained from the 1-D model 
which revealed the salient characteristics for both waves I and II.  The results from 1-
D parametric studies may provide a fundamental basis for the more general problems 
considered in Chapter 7 involving a localized surface impulsive loading in a mixed-
phase ground and a buried explosion in a fully saturated ground.   
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Table 6.1  Material properties for the dry to saturated problem 
Parameter Symbol Sand Unit 
n  Porosity 0.35 - 
sK  GPa34.47   Bulk modulus of solid grain 
fK  GPa2.0   Bulk modulus of water 
MPa50E′   Young’s modulus of skeleton  Saturated 
Sand 
Layer 
υ  Poisson’s ratio 0.3 - 
sρ  3kg m2670  Density of solid  
fρ  3kg m1000  Density of fluid  
m s  k  Permeability 51 10 ~ 10−× 0 
0P  MPa  Magnitude of incident wave 1 
dryE′  MPa  50 Young’s modulus of skeleton 
Dry Sand 
Layer dry
υ  0.3 - Poisson’s ratio 





















(a) c) 0) dry) 
1 0.01 s 20 m 2 m 0.01 m 100 2000 
2 0.1 s 10 200 m 20 m 0.1 m 2000 





Table 6.3  Parametric study on the effect of material stiffness 
Case Young’s 
Modulus 








1 50 MPa 0.0001~100 m/s 1.0 s 2000 m 500 m 1 m 
2 150 MPa 0.0001~100 m/s 1.0 s 2000 m 500 m 1 m 
3 250 MPa 0.0001~100 m/s 1.0 s 2000 m 500 m 1 m 
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Figure 6.1  Schematic of the 1-D model used to study wave propagation from dry to 
saturated medium using the ADPC method: a) problem description and b) 



































































































































































































Figure 6.3  The wave profiles for pore pressure and effective stress at (a) t=120ms; (b) 
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Figure 6.4  Highlight of the two compression waves at t=220ms for T=0.1s, k=0.01m/s  

































































Figure 6.5  The vertical displacement of particles at the interface for varied 
permeabilities for T=0.1s: (a) fluid; (b) solid 
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Figure 6.6  Predicted normalized transmitted wave magnitude (wave I) varied with the 
permeability for T=0.1s: (a) pore pressure; (b) effective stress 
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Figure 6.7  Predicted normalized transmitted wave magnitude (wave II) varied with 





















































Figure 6.8   Variation of computed normalized reflected wave amplitude with 
permeability for T=0.1s 
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Figure 6.9  Predicted wave velocities varied with the permeability for T=0.1s: (a) 
transmitted wave I; (b) transmitted wave II  
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Figure 6.10  Predicted wave profiles at different instance for T=0.1s, k=0.1m/s: (a) 
pore pressure; (b) effective stress 
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Figure 6.11   Predicted wave magnitudes attenuated with the distance for T=0.1s 
(wave I): (a) pore pressure; (b) effective stress 
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Figure 6.12   Predicted wave magnitudes attenuated with the distance for T=0.1s 


















































































Figure 6.13   Attenuation coefficient varied with the permeability for T=0.1s (wave I): 












































































Figure 6.14   Attenuation coefficient varied with the permeability for T=0.1s (wave II): 
(a) pore pressure; (b) effective stress 
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Figure 6.15   Effect of the loading frequency on the characteristic curve for wave I: (a) 
pore pressure; (b) effective stress 
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Figure 6.16   Effect of the loading frequency on the characteristic curve for wave II: 
(a) pore pressure; (b) effective stress 
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Figure 6.17   The magnitude of wave I varied with permeability frequency product: (a) 
pore pressure; (b) effective stress 
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Figure 6.18   The magnitude of wave II varied with permeability frequency product: 
(a) pore pressure; (b) effective stress 
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Figure 6.19   Effect of the loading frequency on the characteristic curve for the 
reflected wave 




















































Figure 6.20   The magnitude of the reflected wave varied with permeability frequency 
product  
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Figure 6.21   Effect of the loading frequency on the wave velocity of wave I  












































Figure 6.22   Effect of the loading frequency on the wave velocity of wave II 
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Figure 6.23   Wave velocity of wave I varied with permeability frequency product  











































Figure 6.24   Wave velocity of wave II varied with permeability frequency product  
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Figure 6.25   Effect of the loading frequency on the attenuation coefficient for wave I: 
(a) pore pressure; (b) effective stress 
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Figure 6.26   Effect of the loading frequency on the attenuation coefficient for wave II: 
(a) pore pressure; (b) effective stress 
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Figure 6.27   The attenuation coefficient for wave I varied with permeability 
frequency product: (a) pore pressure; (b) effective stress 
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Figure 6.28   The attenuation coefficient for wave II varied with permeability 
frequency product: (a) pore pressure; (b) effective stress 
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Figure 6.29   Effect of the sand stiffness on the characteristic curve for wave I: (a) 
pore pressure; (b) effective stress 
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Figure 6.30   Effect of the sand stiffness on the characteristic curve for wave II: (a) 
pore pressure; (b) effective stress 
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Figure 6.31   Effect of the sand stiffness on the characteristic curve for reflected wave 

















































































































Figure 6.33   Effect of the sand stiffness on the velocity profile for wave II 
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Figure 6.34   Effect of the sand stiffness on the attenuation profile for wave I: (a) pore 
pressure; (b) effective stress 
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Figure 6.35   Effect of the sand stiffness on the attenuation profile for wave II: (a) 
pore pressure; (b) effective stress 
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