Abstract. Let G be a finite group and let k be a sufficiently large finite field. Let R(G) denote the character ring of G (i.e. the Grothendieck ring of the category of CGmodules). We study the structure and the representations of the commutative algebra k ⊗ Z R(G).
whenever H is a subgroup of p ′ -index which controls the fusion of p-elements or whenever H is the quotient of G by a normal p ′ -subgroup.
We also introduce several numerical invariants (Loewy length, dimension of Ext-groups) that are partly related to the structure of G. These numerical invariants are computed completely whenever G is the symmetric group S n (this relies on previous work of the author: the descending Loewy series of kR(S n ) was entirely computed in [B] ) or G is a dihedral group and p = 2. We also provide tables for these invariants for small groups (alternating groups A n with n 12, some small simple groups, groups P SL(2, q) with q a prime power 27, exceptional finite Coxeter groups).
Notation -Let O be a Dedekind domain of characteristic zero, let p be a maximal ideal of O, let K be the fraction field of O and let k = O/p. Let O p be the localization of O at p: then k = O p /pO p . If x ∈ O p , we denote byx its image in O p /pO p = k. Throughout this paper, we assume that k has characteristic p > 0 and that K and k are splitting fields for all the finite groups involved in this paper. If n is a non-zero natural number, n p ′ denotes the largest divisor of n prime to p and we set n p = n/n p ′ .
If F is a field and if A is a finite dimensional F -algebra, we denote by R(A) its Grothendieck group. If M is an A-module, the radical of M is denoted by Rad M and the class of M in R(A) is denoted by [M ] . If S is a simple A-module, we denote by [M : S] the multiplicity of S as a chief factor of a Jordan-Hölder series of M . The set of irreducible characters of A is denoted by Irr A.
We fix all along this paper a finite group G. For simplification, we set R(G) = R(KG) and Irr G = Irr KG (recall that K is a splitting field for G). The abelian group R(G) is endowed with a structure of ring induced by the tensor product. If χ ∈ R(G), we denote by χ * its dual (as a class function on G, we have χ * (g) = χ(g −1 ) for any g ∈ G). If R is any commutative ring, we denote by Class R (G) the space of class functions G → R and we set RR(G) = R ⊗ Z R(G). If X is a subset of G, we denote by 1 R X : G → R the characteristic function of X. If R is a subring of K, then we simply write 1 X = 1 R X . Note that 1 G is the trivial character of G. If f , f ′ ∈ Class K (G), we set f, f
Then Irr G is an orthonormal basis of Class K (G). We shall identify R(G) with the sub-Zmodule (or sub-Z-algebra) of Class K (G) generated by Irr G, and KR(G) with Class K (G). If f ∈ O p R(G), we denote byf its image in kR(G).
If g and h are two elements of G, we write g ∼ h (or g ∼ G h if we need to emphasize the group) if they are conjugate in G. We denote by g p (resp. g p ′ ) the p-part (resp. the p ′ -part) of g. If X is a subset of G, we set
If moreover X is closed under conjugacy, the set of conjugacy classes contained in X is denoted by X/∼. In this case, 1 R X ∈ Class R (G). The centre of G is denoted by Z(G).
Preliminaries

1.A. Symmetrizing form. Let
denote the canonical symmetrizing form on R(G). The dual basis of Irr G is (χ * ) χ∈Irr G . It is then readily seen that (R(G), Irr G) is a based ring (in the sense of Lusztig [L, Page 236] ). If R is any ring, we denote by τ R G : RR(G) → R the symmetrizing form Id R ⊗ Z τ G .
1.B.
Translation by the centre. If χ ∈ Irr G, we denote by
It is clear that t zz ′ = t z •t z ′ for all z, z ′ ∈ Z(G) and that t z is an automorphism of algebra. Moreover,
. This is again an automorphism of k-algebra. If z is a p-element, thent z = Id kR(G) . 
The Loewy length of the algebra kR(G) is defined as the smallest natural number n such that Rad kR(G) n = 0. We denote it by ℓ p (G). By 1.1 and 1.3, we have:
Modules for KR(G) and kR(G)
2.A. Semisimplicity. Recall that KR(G) is identified with the algebra of class functions on G. If C ∈ G/∼ and f ∈ KR(G), we denote by f (C) the constant value of f on C.
We now define ev C :
It is a morphism of K-algebras. In other words, it is an irreducible representation (or character) of KR(G). We denote by
and it is easily checked that
Recall that
Proposition 2.4. We have:
We conclude this section by the computation of the Schur elements (see [GP, 7.2] for the definition) associated to each irreducible character of KR(G). Since
we have by [GP, Theorem 7.2.6 ]:
Corollary 2.6. Let C ∈ G/∼. Then the Schur element associated with the irreducible
Example 2.9 -The map ev 1 will sometimes be denoted by deg, since it sends a character to its degree.
2.B. Decomposition map. Let d p : R(G) → R(kG) denote the decomposition map. If R is any commutative ring, we denote by d R p : RR(G) → RR(kG) the induced map. Note that R(kG) is also a ring (for the multiplication given by tensor product) and that d p is a morphism of ring. Also, by [CR, Corollary 18 .14],
Since Irr(kG) is a linearly independent family of class functions G → k (see [CR, Theorem 17.4] ), the map χ : kR(kG) → Class k (G) that sends the class of a kG-module to its character is (well-defined and) injective. This is a morphism of k-algebras. Now, if C is a conjugacy class of p-regular elements (i.e. C ∈ G p ′ /∼), we define
this is a union of conjugacy classes of G. Let Class p ′ k (G) be the space of class functions G → k which are constant on p ′ -sections. Then, by [CR, Lemma 17.8 [CR, Corollary 17.11] ) and dim k Class
Therefore, we can identify, through χ, the k-algebras kR(kG) and Class
2.C. Simple kR(G)-modules. If C ∈ G/∼, we still denote by ev C : OR(G) → O the restriction of ev C and we denote by ev C : kR(G) → k the reduction modulo p of ev C . It is easily checked that ev C factorizes through the decomposition map d p . Indeed, if ev k C : kR(kG) → k denote the evaluation at C (recall that kR(kG) is identified, via the map χ of the previous subsection, to Class
denote the decomposition map (see [GP, 7.4] for the definition). Then
The following facts are well-known:
Proof. The "if" part follows from the following classical fact [CR, Proposition 17.5 (ii) and (iv) and Lemma 17.8]: if χ ∈ R(G) and if g ∈ G, then
The "only if" part follows from 2.12 and from the surjectivity of the decomposition map d p .
Corollary 2.15. We have:
Proof. (a) follows from 2.13 and from the fact that the isomorphy class of any simple kR(G)-modules must occur in some δ p [S] , where S is a simple KR(G)-module. (b) follows from (a). (c) and (d) follow from (a), (b), 2.12 and 2.11.
Corollary 2.17. kR(G) is semisimple if and only if p does not divide |G|.
Example 2.18 -Since ev 1 is also denoted by deg, we shall sometimes denote by deg the morphism ev 1 . If G is a p-group, then Corollary 2.15 shows that Rad kR(G) = Ker(deg). In this case, if 1, λ 1 ,. . . , λ r denote the linear characters of G and χ 1 ,. . . , χ s denote the non-linear irreducible characters of G, then (λ 1 − 1, . . . , λ r − 1,χ 1 ,χ s ) is a k-basis of Rad kR(G).
2.D. Projective modules.
We now fix a conjugacy class C of p-regular elements (i.e.
If necessary, e C will be denoted by e G C . If H is a subgroup of G, then
Proposition 2.20.
Proof. Using Brauer's Theorem, we only need to prove that Res G N e G C ∈ O p R(N ) for every nilpotent subgroup N of G. By 2.19, this amounts to prove the lemma whenever G is nilpotent. So we assume that G is nilpotent.
On the other hand, e Gp 1 = 1 Gp ∈ R(G p ). The proof of the lemma is complete.
Proof. By Proposition 2.15 (a), the number of primitive idempotents of
The proof of the lemma is complete.
Letē C ∈ kR(G) denote the reduction modulo pO p of e C . Then it follows from 2.12 that
Note also that
Proposition 2.24. Let C and C ′ be two conjugacy classes of p ′ -regular elements of G. Then:
Proof. Let us first prove (a). By definition of e C , we have
Also, by definition of the decomposition map δ p : R(KR(G)) → R(kR(G)), we have
So the result follows from these observations and from 2.13. Now, (b) follows easily from (a).
2.E. More on the radical. Let Rad
Proposition 2.25. We have: 
Proof. Let e = e p (G). If f ∈ KR(G) and if n 1, we denote by
Moreover (see for instance [CR, Corollary 12 .10]), we have
Therefore, it induces a morphism of k-algebras θ n :
Then F is an injective endomorphism of the ring kR(G). Moreover (see for instance [I, Problem 4 .7]), we have
for every f ∈ kR(G). Since F and θ p commute, we have F e • θ p e (f ) = f p e for every f ∈ kR(G). Therefore, if χ ∈ Rad p (G), we havē
But, by hypothesis,
Therefore,f p e = 0. The corollary follows from this observation and from Proposition 2.25.
Principal block
As an O p R(G)-module, this is just P C , but we want to study here its structure as a ring, so that is why we use a different notation. If R is a commutative O p -algebra, we set RR p (G, C) = R ⊗ Op R p (G, C). For instance, kR p (G, C) = kR(G)ē C , and KR p (G, C) can be identified with the algebra of class functions on S p ′ (C).
The algebra R p (G, 1) (resp. kR p (G, 1)) will be called the principal block of O p R(G) (resp. kR(G)). The aim of this section is to construct an isomorphism R p (G, C) ≃ R p (C G (g), 1), where g is any element of C. We also emphasize the functorial properties of the principal block. (G, C) , the restriction of proj G C and we denote by proj
Let us now fix g ∈ C. It is well-known (and easy) that the map
) be the map defined by:
). It must be noticed that
). Thus we have defined two maps
We have: Proof. We first want to prove that res g • ind g is the identity. Let f ∈ KR p (C G (g), 1). Let f ′ = t g −1 f and let x ∈ C G (g) p . We just need to prove that
But, by definition,
we have f (h(gx)h −1 ) = 0 only if the p ′ -part of h(gx)h −1 is equal to g, which happens if and only if h ∈ C G (g). This shows (?). The fact that ind g • res g is the identity can be proved similarly, or can be proved by using a trivial dimension argument. Since res g is a morphism of algebras, we get that ind g is also a morphism of algebras. If H is a subgroup of G, then (G, 1) ) is torsion-free. Let π be a generator of the ideal pO p . Let γ ∈ R p (G, 1) and η ∈ R p (H, 1) be such that πη = Res G H γ. We only need to prove that γ/π ∈ R p (G, 1). By Brauer's Theorem, it is sufficient to show that, for any nilpotent subgroup N of G, we have Res G N γ ∈ πO p R(N ). So let N be a nilpotent subgroup. We have N = N p ×N p ′ and, since the index of H in G is prime to p, we may assume that N p ⊂ H. Since Res
3.B. Subgroups of index prime to p.
as expected. 1) is an injective morphism of k-algebras.
Corollary 3.6. If H is a subgroup of G of index prime to p, then the map Res
G H : kR p (G, 1) → kR p (H,
Corollary 3.7. If H is a subgroup of G of index prime to p which controls the fusion of p-elements, then Res
Proof. In this case, dim K KR p (G, 1) = dim K KR p (H, 1), so the result follows from Corollary 3.6.
Example 3.8 -Let P be a Sylow p-subgroup of G and assume in this example that P is abelian. Then N G (P ) controls the fusion of p-elements. It then follows from Corollary 3.7 that the restriction from G to N G (P ) induces isomorphisms of algebras R p (G, 1) ≃ R p (N G (P ), 1) and kR p (G, 1) ≃ kR p (N G (P ), 1). In particular, ℓ p (G, 1) = ℓ p (N G (P ), 1).
Example 3.9 -Let N be a p ′ -group, let H be a group acting on N and let G = H ⋉ N . Then H is of index prime to p and controls the fusion of p-elements of G. So Res G H induces isomorphisms of algebras R p (G, 1) ≃ R p (H, 1) and kR p (G, 1) ≃ kR p (H, 1) . In particular, ℓ p (G, 1) = ℓ p (H, 1) .
3.C. Quotient by a normal p ′ -subgroup. Let N be a normal subgroup of G. Let π : G → G/N denote the canonical morphism. Then the morphism of algebras Res π :
We denote by Res 
π is an isomorphism. (1) π follows from the fact that (G/N ) p = G p N/N . Now, let I denote the image of Res
Proof. (a) The injectivity of Res
(b) now follows from (a) and from the fact that the map π induces a bijection between G p /∼ G and (G/N ) g /∼ G/N whenever N is a normal p ′ -subgroup.
Some invariants
We introduce in this section some numerical invariants of the k-algebra kR(G) (more precisely, of the algebras kR p (G, C)): Loewy length, dimension of the Ext-groups. 4.A. Loewy length. If C ∈ G p ′ / ∼, we denote by ℓ p (G, C) the Loewy length of the k-algebra kR p (G, C). Then, by definition, we have
On the other hand, by Theorem 3.4, we have
The following bound on the Loewy length of kR(G) is obtained immediately from 2.23 and 3.2:
We set S p (G) = max
Example 4.4 -The inequality 4.3 might be strict. Indeed, if G = Z/2Z × Z/2Z, then ℓ 2 (G) = 3 < 4 = S 2 (G).
Example 4.5 -If S p (G) = 2, then ℓ p (G) = 2. Indeed, in this case, we have that p divides |G|, so kR(G) is not semisimple by Corollary 2.17, so ℓ p (G) 2. The result then follows from 4.3.
4.B. Ext-groups. If i 0 and if
4.C. Subgroups, quotients. The next results follows respectively from Corollaries 3.6, 3.7 and from Theorem 3.10:
Proposition 4.7. Let H be a subgroup of G of index prime to p and let N be a normal subgroup of G. Then:
4.D. Direct products. We study here the behaviour of the invariants ℓ p (G, C) and ext 1 p (G, C) with respect to taking direct products. We first recall the following result on finite dimensional algebras: Proposition 4.8. Let A and B be two finite dimensional k-algebras. Then:
Proof. (a) is proved for instance in [CR, Proof of 10.39] . Let us now prove (b). Let
θ is surjective and (Rad A) 2 ⊕ (Rad B) 2 is contained in the kernel of θ. Now the result follows from dimension reasons (using (a)).
Proposition 4.9. Let G and H be two finite groups and let 4.E. Abelian groups. We compute here the invariants ℓ p (G, 1) and ext 1 p (G, 1) whenever G is abelian. If G is abelian, then there is a (non-canonical) isomorphism of algebras kR(G) ≃ kG.
Let us first start with the cyclic case:
Therefore, by Proposition 4.9, we have: if G 1 , . . . , G n are cyclic, then
The symmetric group
In this section, and only in this section, we fix a non-zero natural number n and a prime number p and we assume that G = S n , that O = Z and that p = pZ. Let F p = k. It is wellknown that Q and F p are splitting fields for S n . For simplification, we set R n = R(S n ) and R n = F p R(S n ). We investigate further the structure of R n . This is a continuation of the work started in [B] in which the description of the descending Loewy series of R n was obtained.
We first introduce some notation. Let Part(n) denote the set of partitions of n. If λ = (λ 1 , . . . , λ r ) ∈ Part(n) and if 1 i n, we denote by r i (λ) the number of occurences of i as a part of λ. We set
where, for x ∈ R, x 0, we denote by [x] the unique natural number m 0 such that m x < m + 1. Note that π p (λ) ∈ {0, 1, 2, . . . , [n/p]} and recall that λ is p-regular (resp. p-singular) if and only if π p (λ) = 0 (resp. π p (λ) 1). We denote by S λ the Young subgroup canonically isomorphic to S λ 1 × · · · × S λr , by 1 λ the trivial character of S λ , and by c λ an element of S λ with only r orbit in {1, 2, . . . , n}. Let C λ denote the conjugacy class of c λ in S n . Then the map Part(n) → S n /∼, λ → C λ is a bijection. Let
In particular, π p (λ) is the p-rank of W (λ), where the p-rank of a finite group is the maximal rank of an elementary abelian subgroup. Now, we set ϕ λ = Ind
(see for instance [GP, Theorem 5.4.5 (b) 
Then, by [B, Theorem A], we have
Let Part p ′ (n) denote the set of partitions of n whose parts are prime to p. Then the map Part p ′ (n) → G p ′ /∼, λ → C λ is bijective. We denote by τ p ′ (λ) the unique partition of n such that (c λ ) p ′ ∈ C τ p ′ (λ) . If λ = (λ 1 , λ 2 , . . . , λ r ), the partition τ p ′ (λ) is obtained as follows. Let
Then τ p ′ (λ) is obtained from λ ′ by reordering the parts. The map τ p ′ : Part(n) → Part p ′ (n) is obviously surjective. If λ ∈ Part p ′ (n), we set for simplification R n,p (λ) = R pZ (S n , C λ ) and R n (λ) = F p R pZ (S n , C λ ). In other words,
are the decomposition of Z pZ R n and R n as a sum of blocks. We now make the result 5.3 more precise:
Proof. If λ and µ are two partitions of n, we write λ ⊂ µ if S λ is conjugate to a subgroup of S µ . This defines an order on Part(n). On the other hand, if d ∈ S n , we denote by λ ∩ d µ the unique partition ν of n such that S λ ∩ d S µ is conjugate to S ν . Then, by the Mackey formula for tensor product (see for instance [CR, Theorem 10 .18]), we have
Here, [S λ \S n /S µ ] denotes a set of representatives of the (S λ , S µ )-double cosets in S n . This shows that, if we fixe λ 0 ∈ Part(n), then ⊕ λ⊂λ 0 Zϕ λ and ⊕ λ λ 0 Zϕ λ are sub-R(G)-module of R(G). We denote by D Z λ the quotient of these two modules. Then
This follows for instance from [GP, Proposition 2.4.4] . Consequently,
It then follows from Proposition 2.14 that
Now the Theorem follows from easily from (3), (4) and 5.3.
We denote by 1 n the partition (1, 1, . . . , 1) of n. It follows from Theorem 3.4 and Theorem 3.10 that
We denote by Log p n the real number x such that p x = n. Then:
Proof. By 5.6 and by Proposition 4.9, both equalities need only to be proved whenever λ = (1 n ). So we assume that λ = (1 n ).
Let us show the first equality. By Proposition 5.4, we are reduced to show that |τ
In other words, we have p r n < p r+1 . If 1 i r, write n − p i = r j=0 a ij p j with 0 a ij < p − 1 (the a ij 's are uniquely determined). Let ).
The result will follow from the following equality
So let us now prove ( * ). Let I = {λ(1), λ(2), . . . , λ(r)}. It is clear that
. Then there exists a unique i ∈ {1, 2, . . . , r} such that r p i−1 (λ) p. Moreover, r p i−1 (λ) < 2p. So, if we set r ′ p j = r r j (λ) if j = i − 1 and
Let us now show the second equality fo the Corollary. By Proposition 5.4, we only need to show that |τ
Corollary 5.8. We have
In particular,
Proof. This is just a particular case of the previous corollary. The first equality has been obtained in the course of the proof of the previous corollary.
Dihedral groups
Let n 1 and m 0 be two natural numbers. We assume in this section, and only in this subsection, that G = D 2 n (2m+1) is the dihedral group of order 2 n (2m + 1) and that p = 2. Proof. Let N be the normal subgroup of G of order 2m + 1. Then G ≃ D 2 n ⋉ N . So, by Proposition 4.7 (d), we may, and we will, assume that m = 0. If n = 1 or 2 the the result is easily checked. Therefore, we may, and we will, assume that n 3.
Write h = 2 n−1 . We have
Let H =< st > and S =< s >. Then |H| = 2 n−1 = h and G = S ⋉ H. We fix a primitive h-th root of unity ζ ∈ O × . If i ∈ Z, we denote by ξ i the unique linear character of H such that ξ i (st) = ζ i . Then Irr H = {ξ 0 , ξ 1 , . . . , ξ h−1 }, and ξ 0 = 1 H . Since n 3, h is even and, if we write h = 2h ′ , then h ′ = 2 n−2 is also even. For i ∈ Z, we set
It is readily seen that χ i = χ −i , that χ i+h = χ i and that (6.2) χ i χ j = χ i+j + χ i−j .
Let ε (resp. ε s , resp. ε t ) be the unique linear character of order 2 such that ε(st) = 1 (resp. ε s (s) = 1, resp. ε t (t) = 1). Then
and, if h ′ does not divide i,
Moreover, | Irr G| = h ′ + 3 and Irr G = {1 G , ε, ε s , ε t , χ 1 , χ 2 , . . . , χ h ′ −1 }.
Finally, note that (6.3) ε s χ i = ε t χ i = χ i+h ′ .
Let us start by finding a lower bound for ℓ 2 (G). First, notice that the following equality holds: for all i, j ∈ Z and every r 0, we have (6.4) (χ i +χ j ) 2 r =χ 2 r i +χ 2 r j .
Proof of 6.4. Recall thatχ i denotes the image of χ i in kR(G). We proceed by induction on r. The case r = 0 is trivial. The induction step is an immediate consequence of 6.2.
Note also the following fact (which follows from Example 2.18):
(6.5) If i ∈ Z, thenχ i ∈ Rad kR(G).
Therefore, (6.6) ℓ 2 (G) 2 n−2 + 1.
Proof of 6.6. By 6.4, we have immediately that (χ 0 +χ 1 ) 2 n−2 =χ 0 +χ h ′ = 0 and, by 6.5,χ 0 +χ 1 ∈ Rad kR(G).
By Example 2.18, we have (6.7) (1 G +ε s ,χ 0 ,χ 1 , . . . ,χ h ′ ) is a k-basis of Rad kR(G).
By 6.3 and 6.2, we get that (6.8) (χ i +χ i+2 ) 0 i h ′ −2 is a k-basis of (Rad kR(G)) 2 .
This shows that ext 1 p (G) = 3, as expected. It follows that, if n 3 and 2 i 2 n−2 + 1, then (6.9) dim k Rad kR(D 2 n ) i = 2 n−2 + 1 − i
Proof of 6.9. Let d i = dim k Rad kR(D 2 n ) i . By 6.8, we have d 2 = 2 n−2 −1.
By 6.6, we have d 2 n−2 1. Moreover, d 1 > d 2 > d 3 > . . . So the proof of 6.9 is complete.
In particular, we get:
(6.10) If n 3, then Rad kR(D 2 n ) 2 n−2 = k(1 D 2 n +ε +ε s +ε t ).
and ℓ 2 (D 2 n ) = 2 n−2 + 1, as expected.
