This paper analyses market valuations of UK companies using a new data set of their R&D and IP activities (1989-1999). In contrast to previous studies, the analysis is conducted at the sectoral level, where the sectors are based on the technological classification in Pavitt (1984) . The first main result is that the valuation of R&D and IP varies substantially across these sectors. To explore these variations the paper links competitive conditions with the market valuation of innovation. Using profit persistence as a measure of competitive pressure, we find that the sectors that are the most competitive have the lowest market valuation of R&D. Furthermore, within the most competitive sector ('science based'), firms with larger market shares (an inverse indicator of competitive pressure) also have higher R&D valuations. Another important result is that, on average, firms that receive only UK patents tend to have no market premium. In direct contrast, patenting through the European Patent Office does raise market value, as does the registration of trade marks in the UK.
Introduction
This paper contains an empirical analysis of the market valuation of innovative activities by UK production firms. Investment in innovation is proxied by R&D expenditures, patent publications and trade mark applications. The main issue investigated is whether the market valuation of innovative activities varies across firms and industries and, if so, why this occurs. To motivate what follows consider a perfectly competitive economy where firms and financial markets have perfect information. In such an economy the valuation of innovative activities should be equalised at the margin across firms and industries, otherwise it would be profitable to reallocate investment. In reality we might expect to find differences in valuations for two basic reasons.
The first reason concerns the extent to which competitive pressures vary within the economy.
If competition is lower for some firms or in some industries, higher levels of profits may be sustained and, therefore, higher market valuations. The nature of competitive pressure is directly related to the issue of 'appropriability', which refers to the ability of a firm to capture the benefits of an innovation. The issue of appropriability is often discussed in terms of knowledge spillovers, but clearly an important component is whether rival firms are actually present to convert such spillovers into competitive pressure.
Any assessment of competitive conditions must include many different aspects. One is whether firms can use intellectual property rights to increase appropriability and lessen competition. More generally, however, competitive pressure will also depend on whether rival firms can gain access to critical inputs, such as skilled labour or entrepreneurship. For example, it may be that only entrepreneurs with knowledge of the industry's existing technology and product designs are able to exploit a certain technological opportunity. Since the supply of such entrepreneurs is inelastic, this suggests a critical resource constraint and the possibility of supernormal profits. In a static economy, economists might expect to approach equilibrium where these supernormal profits are removed; however, in a dynamic economy there may be permanent disequilibrium profitability differences. Given these issues, the likelihood of an economy being 'perfectly competitive' with respect to innovation and technological change seems very improbable. Despite this, the existing market value literature tends to assume the returns to innovative activities, and associated valuations, are equalised across firms. Clearly the policy interest in such issues is in a better understanding of the resource constraints involved, the effect of the intellectual property system and appropriability issues in general.
The second reason for variations in valuation to occur is that stock markets may have imperfect knowledge of the likely returns to innovative activities for certain firms or industries. There is an on-going debate concerning the problems of financing innovative and start-up firms, including the role of venture capital and the market funding of equities. A central issue is whether financial markets are biased against funding innovative, and especially high technology, firms due to a lack of specialist knowledge in evaluating such investments.
The analysis in this paper uses a new panel data set (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) on the R&D and intellectual property (IP) activity of UK production firms. An important contribution of this paper is to extend the standard approaches to analysing the market value of innovative firms in a number of ways. Most importantly, as discussed above, we analyse whether the market's valuation of firm-level innovation varies across firms and industries. In order to do this we use the classification system in Pavitt (1984) , which analyses patterns of technical change. Pavitt put forward a taxonomy based on differences in the process of innovation, rather than a productbased industrial classification, and it seems entirely appropriate to analyse the market value of innovation using this taxonomy. A second distinction in comparison with many previous studies is breadth of IP data available, which allows an investigation of the role of trade mark activity and UK and European Patent Office patent activity.
1 A third novel contribution is to incorporate an analysis of the competitive conditions that firms face and, specifically, introducing profit persistence analysis into the market value literature.
The structure of the paper follows these objectives. The next section outlines the nature of the data and Pavitt's typology. In particular, and in agreement with Pavitt's observations, we find substantial differences across sectors in the extent and composition of innovative activity.
The third section presents some initial results using the market value approach. The main result is that the market valuation of R&D, patents and trade marks do vary substantially across Pavitt sectors. A further finding is that the stock market appears to place no significant valuation on firms obtaining UK patents, although there is a positive premium for patents from the European Patent Office. This section also considers whether lags in stock market valuation can explain these results, finding little evidence for such a view. The fourth section deals with the role of competition using three different approaches. We begin with analysis linking industry rents to the returns to innovative activity. Next, we introduce the use of profit persistence analysis, arguing that this is a superior means of gauging competitive conditions, which has not been tried in this literature. Thirdly, we analyse the role of product market share as a proxy for market power; this approach has been used in the literature, yielding contradictory results at times, and our analysis provides some insight into this debate. The final section concludes.
Data overview

The OIPRC database
The database was constructed using firms' financial information obtained from Company Analysis (Extel Financial, 1996, and Thomson, 2001 ). We extracted firms deemed to be in the production, construction, utilities and commerce sectors, and which had reported their financial accounts in the UK. The financial data included the usual items, such as sales, profits and also R&D expenditure, where separately reported, and the end of accounting period share price if the company was publicly quoted, together with information on the industrial classification (SIC) for the principal product. We then constructed and matched to these data the counts of three forms of IP: patents published via the UK, patents published via the European Patent Offices (which designated the UK inter alia), and trade mark applications via the UK office. These IP data were obtained from a range of sources (European Patent Office, 1996 Patent Office, 1986 -95, 1997 Search Systems Ltd, 1996; and Marquesa Search System, 2002) .
In order to accurately assess the IP assets acquired by these companies we needed to know which firm names formed part of the group reporting the (consolidated) accounts, in order to include all the IP that might have contributed to the overall performance of the financial group. We obtained "Who Owns Whom" information at two points in time Bradstreet International, 1994, 2001) manufacturing and other supplier-dominated firms to create five sectors. Table 1 provides some more explanation of these five technological sectors and shows some simple summary statistics for our database on firm size, profitability and innovation. Needless to say, firms within each sector do exhibit considerable heterogeneity in characteristics and in terms of innovative activity. However, it seems entirely justifiable to use this typology in a study of the market value of innovative activities, rather than pooling all firms or conducting analysis on the basis of (standard) industrial classifications.
Before discussing the evidence from Table 1 , it is important to discuss the nature of the measures of R&D and IP. During the period of study there was no legal requirement, and no strong financial incentive arising from UK company tax rules, for firms to report R&D separately in company accounts. Thus our measure of R&D activity is subject to an unknown degree of non-reporting of R&D activities. Nevertheless publicly quoted firms would have had an incentive to inform investors of such investment in intangible assets and this will 2 Further information on the construction of the original dataset to 1995 is given in Greenhalgh and Longland, (2001, Appendix Notes) ; and for the dataset extension from 1996 in Greenhalgh et al. (2003, Technical Appendix Table 1 shows that sectors (3) and (4) have the highest proportion of firms reporting R&D expenditure, nearly twice that of sectors (2) and (5) and more than three times the level of sector (1). The difference between manufacturing sectors (1) to (4) is less marked in terms of IP activity, reflecting the presence of trade marks in this overall IP incidence indicator, but the non-manufacturing sector (5) is more R&D active and slightly more IP active than (1), thus justifying their separation. Table 2 and Table 3 show some additional summary statistics for the data. Table 2 separates out the IP activity into UK patents, EPO patents and trade marks. Trade mark activity is more common than patenting; it is present in one third to one half of firms in every sector and shows less variation across sectors than patenting. Note also that UK patenting is more prevalent than EPO patents, by a factor of around two in sectors
(1) and (5), but by a smaller factor between 1.5 and 1.3 for the production intensive and science based sectors. [1989] [1990] [1991] [1992] [1993] [1994] [1995] [1996] [1997] [1998] [1999] . The concordance between the two-digit SIC (US) available in the data and Pavitt's categories is based on Vossen (1998) and Dewick et al (2002) . * R&D active means the proportion of firm-year observations where the reported accounts contain R&D. ** IP active means the firm-year observation has at least one trade mark application or UK patent publication or EPO publication. ** This includes some firms in distribution, utilities, business services, etc which are in OIPRC database; in Pavitt's original 1984 taxonomy these were included with manufacturing firms in category (1). share (around 30-40% of total patents), but it is the 'productive intensive (specialist)' sector that has grown most over time (to around 33% in 1999) . For EPO patents, again the science based sector has the largest share, and for this activity the science based sector has rapidly increased its share (from 38% to 56%). For trade mark activity it is the 'non-manufacturing' sector that has shown a growth in total share (from around 14% to 30%).
3 The market value of innovation 3.1.
The model
This section summarises the standard model of market value and its relationship with R&D and intellectual property activity. Most previous empirical studies use an empirical specification based on Griliches (1981) who assumed that the market value (V) of the firm is given by
where A is the book value of total assets of the firm, K is the stock of intangible assets not included in the balance sheet, q is the 'current market valuation coefficient' of the firm's assets, σ allows for the possibility of non constant returns to scale, and γ is the ratio of shadow values of intangible assets and tangible assets
Most authors take natural logarithms of [1] and, using the approximation ln(1+ε)≈ε, rearrange [1] to yield:
A major issue facing empirical studies is how to proxy K. This paper follows previous studies in using flow data on R&D expenditure (R), UK patent publications (UKP), EPO patent publications (EPOP) and trade mark applications (TM) as proxies for such capital. Note that since we are using flow variables to proxy stock variables, our coefficient estimates cannot be related directly to [2] .
To understand this issue, consider a simple case where the stock of R&D equals n times current R&D, where n>1. 4 This would, in turn, imply that our coefficient estimate equals σγn. Given that we do not know n, we cannot directly calculate γ. However, this is not of central interest since it is the combination of both n and γ that determine the attractiveness of investing in R&D. For these reasons we do calculate the implied γn value from the R&D coefficients. For the IP based variables interpreting the coefficients in this way is not possible. The coefficient estimates on these flow variables are best thought of as an estimate of the (average) market valuation of such activity and, as will become clear, our main interest is in comparing these valuations across sectors. These issues mean that our estimation equation is:
[3]
Where i indexes a firm and t a year; and α j and α t are sets of industry and year dummies. Note that
[3] allows lnq from [2] to vary across industries and over time (i.e. lnq=α j +α t ), to allow for variations in the 'current market valuation coefficient'. Since the data set is a panel we can also estimate a fixed effect model (which means replacing α j with firm specific fixed effects [3]). As in other studies we include also use a number of other control variables, represented by the matrix X in
[3], including sales growth, the debt to equity ratio and the book value of intangible assets. 5 This basic specification is later augmented with the various measures of market structure to investigate the role of competition in the determination of market value in the presence of intangible assets. Table 4 shows some OLS regressions on all available data for the period 1989-1999. In particular, regressions are run separately on the full sample and on each technology sector. Looking only at the full sample regression in the first column, the major results are as follows. R&D has a significant and positive coefficient. Firms with higher relative rates of UK patenting appear to command no market value premium; a result that is found even if the other innovation-based variables (R&D, 4 For example, if R&D depreciated at a straight line rate of 20% per year, n would equal 3. Greenhalgh and Longland (2002) found rather short durations of real returns to R&D and intellectual property assets for all firms, measuring returns through the increase in value added. Other papers assume that the depreciation rate of R&D is 15%.
Basic market value regressions
EPO patents and trade marks) are excluded from the regression. 6 In contrast, the rate of EPO patenting has a positive partial correlation with market value, as does trade mark activity.
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The main interest in Table 4 concerns the sub-sample regressions on the different technology sectors. The coefficient on log of total assets represents σ, which is equal to one if there are constant returns to scale in the market valuation of tangible and intangible assets. Testing for whether the coefficient on the ln of total assets equals one, the null hypothesis of constant returns to scale is rejected (in both the OLS and the robust regression results, see Appendix 3) for sectors 2 and 3, the two production-intensive sectors, in favour of increasing returns to scale. However, the absolute size of the coefficients is close to one, hence the variations in the value of σ can be neglected for the moment when considering differences in the coefficients of intangible assets (recall that the coefficients equal σγn). Notes: The dependent variable is ln of market value (mv), where 'mv' is defined as shares outstanding (average in year) x price (end accounting period) plus creditors and debt less current assets (see Chung and Pruitt, 1994) . Estimator is ordinary least squares (OLS) with robust t statistics in parentheses. * significant at 10%; ** significant at 5%; *** significant at 1%. The industry and year dummies rows show the probability of a type 2 error in rejecting the hypotheses that all industry (year) dummies are equal. A Chow test on whether the sub-samples can be pooled yields a F-statistic of 7.5 (rejecting the null hypothesis that the samples can be pooled at the 1% level).
Focusing on the coefficient on the R&D variable, it can be seen that, although it is always significant, the magnitude varies substantially across Pavitt's technology sectors. Perhaps unexpectedly, the lowest coefficient on R&D is for sector 4, which is seen as benefiting from university science, while the highest magnitude is for sectors 1 and 5, both of which are supplier- As a further check on the results, all the regressions in Table 4 were re-estimated using a robust regression procedure, which uses an algorithm to eliminate influential observations. 9 As shown in a table in Appendix 3, the broad results from using the robust estimator are similar to the results discussed above; they are particularly close for the pooled total sample, but there are some variations for particular sectors. Specifically, for sector 1, the robust estimator finds the coefficient on R&D to be still significant, but with a reduced magnitude; however, sector 4 continues to have the lowest coefficient and once again sector 5 has the highest coefficient on R&D.
8 Leverage plots were used to identify possible influential observations and then these firms were omitted from the regression. The results from this procedure suggest that the negative and significant coefficients on the UK patent variable tend to be driven by one or two firms, although omitting these from the sample makes the coefficients insignificantly different from zero. For trade marks, the insignificant coefficients in Pavitt sectors 2 and 3 tend to be caused by one or two firms. Omitting these firms tends to raise the coefficient and make it significantly different from zero. The significance of the EPO patent variables do not appear to be affected by influential observations. 9 More specifically, the procedure is: (1) calculate Cook's D for each observation from OLS, (2) observations with values greater than one are given zero weight, (3) re-run regression, (4) calculate M=med(|e i -med(e i )|), where e i is the residual, (5) any observation with an absolute residual greater than 2M receives a downweight of 2M/|e i | (called Huber weights), (6) repeat procedure until maximum change in weights drops below 0.01 (called 'convergence'), (7) based on final regression in step 6, repeat procedure using 'biweights', which are downweights given by [1-(7e 
convergence. The procedure is described in more detail, with appropriate references, in STATA 7.0 reference manual under 'rreg' (www.stata.com).
The results for EPO patents show consistency of the positive effect for the full sample between the OLS and robust regression results, but with some variation in the significance of sector-level parameters, with the robust regressions downgrading their significance in sectors 2 and 4, but improving their impact and significance in sectors 1 and 5. Even so the relative size of the sector coefficients for EPO patents and their rank order across the five sectors is consistent across the two sets of estimates. The highest returns to EPO patents are observed in the two supplier-dominated sectors, with patent returns in 5 (non-manufacturing) exceeding those in sector 1 (manufacturing), and the lowest returns in the science-based sector 4.
For UK patents, the robust estimator again finds that the coefficient is either negative or insignificant. The positive effect of UK trade marks for the full sample is also confirmed in the robust regressions, and across sectors the coefficients on trade mark activity are larger and more significant in sectors 2 (production intensive -scale) and 3 (production intensive -specialist), but they remain insignificantly different from zero in sectors 1 and 4, and the coefficient in sector 5 is now insignificant.
Other coefficients estimated in Table 4 and Appendix 3 are also of interest. The coefficients on sales growth suggest firms with faster growth have higher market valuations. The results for the book value of intangible to total assets ratio are generally positive, but the debt to equity ratio is generally rather insignificant. The book value of intangible assets reflects the accounting values of goodwill, and possibly patents and brands, obtained via takeovers.
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The major result from Table 4 is that the market's valuation of different measures of innovation varies substantially across sectors. Why does the valuation of R&D and IP vary so much? There are two broad classes of answers to this question. The first is that the issue is essentially econometric, with various estimation issues 'causing' the instability of coefficients across sub-samples. We have already reported on an investigation of the role of influential observations and multicollinearity, finding that these issues do not alter the basic pattern of results. A further econometric issue concerns the use of firm specific effects to control for unobserved heterogeneity (e.g. management ability). Although panel estimators can offer advantages, there are also drawbacks. First, removing firm specific effects may obscure the impact of innovative activities to the extent that these are time invariant. Second, when the data contain measurement error, the use of panel data estimators can increase attenuation bias, especially when variables are persistent through time.
To investigate these issues, all the regressions shown in Table 4 were re-estimated using a fixed effect (FE) estimator (see Appendix 4), which estimates a time invariant effect for each firm (i.e.
enters a dummy variable for each firm). The results for the full sample (column 1) show that, in comparison with either the OLS or the robust regressions, the coefficient sign for each regression variable still holds although, as expected, the coefficient estimates tend to be smaller and more frequently insignificant for the IP variables. Nevertheless for R&D, if we adjust for the value of σ in the coefficients (i.e. calculate γn), we find that Pavitt 4 still has the lowest magnitude and Pavitt 5 the highest, confirming our earlier results.
Assuming that the econometric estimation is qualitatively correct, and captures the differences in the market valuation of innovative activities across sectors, some economic explanation is required.
As mentioned in the introduction, the resources for innovation -including knowledge -may be highly specialised and hence not easily transferable across sectors. Pavitt's typology highlighted that the science-based sector (4) based its R&D on 'basic science', perhaps generated by universities. This might suggest that firms in this sector can (relatively) easily access the basic knowledge required and hence compete (relatively) intensively, which in turn reduces the relative return to R&D. Higher rates of return to R&D, however, may be possible in sectors in which knowledge flows are more limited. An equivalent way of viewing this issue is to consider knowledge or R&D spillovers: the science-based sector may have higher spillovers, which tend to reduce returns. However, it is also clear that competitive conditions can vary due to differences in industry characteristics (e.g. entry barriers, sunk costs) and firm-level characteristics (e.g. market share). These issues are explored in the next section.
The other important result from Table 4 is that the market valuation of patenting via the UK Patent
Office seems to generate no market premium. Again, our analysis suggests that this result is robust to influential observations and some alternative specifications. There are a number of possible explanations for this result including:
a) The market value of EPO patents may be higher than that of UK patents since the number of jurisdictions applied for is typically higher, reflecting the firm's desire to export its product and/or licence its technology widely.
b) The impact on market value of a patent occurs after the publication date; the interesting issue here is whether the stock market is myopic in respect of UK patents, but more instantly reactive to EPO patents. We can explore this hypothesis using lags in the IP variables.
Evidence in favour of a) is contained in a related paper by Greenhalgh and Longland (2002) , who investigated the impact on firm level net output of both UK and EPO patents using an earlier version of this database reflecting a shorter time period. They found a consistently stronger impact of EPO than of UK patents in terms of both the size and duration of their impact on productivity, confirming the idea of qualitative differences in the two patents that are recognised by the market.
To investigate b) we estimate regressions using the lagged values of UK and EPO patent activity as explanatory variables (to test the idea that any share market valuation comes after publication).
Including variables for UK patent activity in t-1 and t-2 years, alongside the current patent activity variable, we find only in sector 3 is there a (net) positive coefficient (the t-2 coefficient is 1.9 and is significant at the 10% level). The lack of significance of the coefficient on UK patent activity is similar across other specifications, such as dropping other innovation proxies and current patent activity. In contrast, a parallel analysis of EPO patenting shows that the coefficients on current and t-1 patent activity are often significant. Moreover, if we omit the other innovation proxies, the results for EPO patent activity become stronger. In conclusion, there is little evidence that firms that patent in the UK receive any current or future share market premium. The implication is that there may be a quality effect whereby better patents are filed through the EPO. However, it could also be that larger companies are more likely to patent via the EPO and that only these companies command an increase market value, an issue we investigate below.
Competitive conditions
One of the most fundamental concepts in economics is competition and, in particular, how rivalry between firms may create socially optimal outcomes. Looked at from a dynamic perspective, the critical issue is how the intensity of competition affects innovation and growth. Although contributions to this question have a long history, it is normal to set the scene by comparing the (stylised) Schumpeterian view with the Arrow view. Schumpeter is often associated with the idea that large firms, with substantial monopoly power, have both the financial resources and the incentives to undertake investment in innovation. The corollary is that society must accept static monopoly welfare losses in order to gain increased investment in innovation and, ultimately, dynamic welfare gains. In contrast, Arrow (1962) put forward a model where, under certain assumptions, there is a higher incentive to innovate for a perfectly competitive market than a monopoly. A key assumption for Arrow's result is that there are 'perfect' intellectual property rights in the sense that the innovator can license the innovation at full market value.
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In this section we want to link this debate to the value of innovation. The null hypothesis tested here is the Schumpeterian premise, that the stock market's valuation of innovative activities should be inversely related to competitive conditions. The alternative hypothesis is the Arrow view that, as firms are able to use IP as effective protection for returns, then the link between competitive conditions and market valuation would be broken. To test the null hypothesis requires a method of measuring the degree of competition faced by industries. The existing literature contains a range of potential methods, including measures of concentration, market share, barriers to entry and profitability. All of these have various drawbacks, although all can contribute something to the difficult process of measuring competitive conditions.
In this paper we explore both industry-and firm-level proxies for competitive pressure. The initial proxy considered is a measure of rents at the industry-level (Section 4.1). This type of measure has been used historically but is also common in recent analyses (e.g. Aghion et al, 2002) . A potential drawback of this method is that industry-level rents reflect risk and accounting conventions as well as competitive conditions. Given this, we introduce a new methodology into market value studies by using an analysis of the persistence of profit shocks as an indicator of the intensity of competition. Although this method has a well established literature in its own right, there are no previous studies that attempt to integrate it into an analysis of the market value of innovative activities. The strength of the approach is that it permits a dynamic assessment of the actual competitive process in the spirit of the contestable markets theory, which has argued that actual 11 A raft of subsequent theoretical work has augmented these ideas, much of it theoretical or focusing on the incidence of innovation rather than on the returns, which are the incentives. Kamien and Schwartz (1976) find that as rivalry increases, R&D per firm may initially rise but will, ultimately, fall as rivalry becomes intense. Loury (1979) considers the firm's decision to invest in R&D when a patent race is underway, finding that in these conditions more competitors reduce R&D per firm. More recently, Boone (2001) models firms as bidding for process innovations and finds that changing the level of competition has ambiguous effects on technical progress. Scherer and Ross (1990) are associated with the idea that the relationship between competition and innovation may be non-monotonic (specifically, 'hill shaped'), something which has received recent empirical interest (Aghion et al, 2002) . market share is a poor guide to competitive conditions, as what matters is whether there are potential market entrants able to enter and exit easily (Baumol et al, 1982) . Lastly, in Section 4.2, we use market share as a firm-level proxy for competitive conditions. This is an established approach in the literature and allows us to investigate intra-industry differences in competitive conditions.
Sector-based measures of competition
Within the empirical innovation literature the standard proxy for competition is profitability (rents).
We use two different measures of profitability, the first is the ratio of net profit before tax to total sales, the second is the ratio of economic rents to value added. 12 Table 1 shows the average profitability by sector and reveals that the least competitive sector -according to this measure -is sector 5 (non-manufacturing), with a profitability ratio of 14.8%. The results for the economic rent ratio are similar (see last row of Table 5 ). Although the economic rent ratio is always larger, reflecting the different numerator and denominator, the sectors still have the same rank order.
Interestingly, both profitability measures show sector 5 as the most profitable and this is also the sector with the highest estimated value of R&D. However, across the four manufacturing sectors there is no strong correlation between returns to R&D and profitability, as the most competitive sectors by this measure are sectors 1 and 3 with low profitability ratios but middle levels of returns to R&D; while sectors 2 and 4 have intermediate levels of profitability, but typically lower estimated returns to R&D.
One possible reason for the (apparent) lack of association between competitive conditions and returns to R&D may be that the standard measures of rents are poor proxies for competitive conditions. In fact, there is a strand within the industrial organisation literature that argues that profit persistence studies are a better method of assessing competitive conditions. The profit persistence literature is based on the assumption that all firms will experience profit shocks and that the degree of competition from other firms determines how long this shock will persist (e.g. Mueller and Cubbin, 1990; Waring, 1996; Glen et al, 2001) . For example, a positive profit shock due to the 12 The first measure follows Aghion et al (2002) , who use operating profit to sales. The second method is based on Nickell (1996) . Economic rent is defined as profit before tax, plus (imputed) interest payments, less r x fixed assets (where r is the real rate of interest, averaged over 1989-99). Value added is defined as total staff costs, plus profit before tax, plus depreciation, plus (imputed) interest payments.
launch of a successful new product may be short lived if other firms compete effectively. The average degree of profit persistence for a group of firms can be estimated using
where π it is firm i's profit margin in year t, φ i is a firm fixed effect, β-represents the persistence to a profit shock and ε it is the standard error term. In these studies a β-coefficient close to zero implies little persistence and, therefore, suggests a competitive environment (i.e. any positive profit shock due, say, to an innovation, is rapidly competed away by rivals). In contrast, when β>0, profit shocks persist and the implication is that the competitive process is less strong. The advantage of profit persistence studies is that the β-coefficient should encapsulate all aspects of competition, whether from rivals within the same domestic industry, overseas firms, or from the threat of new firm entry.
Equation [3] can be used to analyse profit persistence at the industry, sector or economy level.
Using the ratio of net profit before tax to total sales as the measure for π, we compute the value of β for each Pavitt sector (over the period 1989-99).
13 Table 5 shows these β-coefficients, with the sectors arranged from high to low β-coefficients, which means from low to high competitive conditions. 14 In comparison with the traditional profitability measures (shown in the last two rows 13 The regressions were conducted on a balanced panel of firms present in the full Company Analysis data (Extel Financial, 1996 , Thomson, 2001 over the ten year period 1989-1998. To allow sufficient sample size, only those industries with an average of more than five firms in each year for the period were included in the analysis. Moreover, to avoid problems of influential observations firms with profitability margins below -0.2 and above 0.5 were excluded (a similar condition is imposed by Waring, 1996) . Analysis at the level of Pavitt sectors may hide differences in competitive conditions at the industry level, hence we have also investigated competition at the 2-digit SIC level. Full results are available from authors. For many of these industries there are sufficient observations to estimate the market value regressions by industry. The main result is that the coefficients on R&D and the IP variables are rarely significantly different from zero. Where they are significant, the coefficients appear highly unstable across industries suggesting that the small samples in many industries raise standard errors and influential observations drive the results.
For these reasons we are more confident of the results at the Pavitt sector level and focus on these in the main text.
14 Previous UK studies on profit persistence are limited. Geroski and Jacquemin (1988) Econometrically, there is a difficulty in estimating dynamic panel models (i.e.
[3]) in that there is an asymptotic (downwards) bias in β. Nickell (1981) provides a formula to correct this bias (see his equation 18). However, if we use this formula all the coefficients rise in a similar proportion and the rank order is unaffected. Since are interest is in the of the Table) , we see that the ranking of the four manufacturing sectors is considerably altered, although sector 5 remains the least competitive on this new measure. So does this new measure correlate more closely with the return to R&D? Table 5 also shows the coefficients on the R&D variables from Table 4 (OLS regressions) and Appendix 3 (robust regressions) respectively and computes estimates of the relative returns to R&D (γn) (see section 3.1 above). We can now see a strong degree of rank correlation between the β-coefficients and the returns to R&D, with the only significant exception being for Pavitt 1 in the OLS regressions, which we have seen above was driven by one outlying firm and is resolved in the robust regressions. So, if a low β-coefficient is accepted as indicating relatively high competitive pressure, these results are consistent with the idea that rents are rapidly competed away; in the context of R&D investments, this means that appropriability is relatively low. What is also striking is that the lowest profit persistence and the lowest return to R&D, is seen in Pavitt 4, the science-based manufacturing sector, which draws on university and other science for rank order across Pavitt sectors, we do not focus on this issue in the main text, or attempt a full comparison with other studies.
its innovation and exhibits the highest incidence of IP active firms (Tables 1 and 2 ). As seen above in Table 4 , this sector also does not command high returns to patents; the highest gains from EPO patents were by the two supplier-dominated sectors 1 and 5. Another way of interpreting these results is to consider the lack of profit persistence and low returns to patents in sector 4 as reflecting R&D spillovers. Thus firms in the science-based sector may undertake extensive R&D, but much of its value spills over to other firms (indeed undertaking R&D increases a firm's ability to absorb others knowledge, Cohen and Levinthal, 1989) .
Market share and the value of innovative activities
While the strong link between competitive conditions and returns to R&D at the Pavitt sector level is of interest, it is unrealistic to assume that firm-level differences in market power do not exist. In fact, the existing literature on the valuation of innovation focuses on whether a firm's market share is important. The standard assumption is that a larger market share implies less competitive pressure. Blundell et al (1999) , using a sub-set of the SPRU dataset of major innovations (innovations matched to 340 listed manufacturing firms 1972-82), found that higher market share raises the market valuation of an innovation. 15 In contrast, Toivanen et al (2002) find that there is no significant interaction between market share and R&D activity (they use a previous version of the data used here that ended in 1995). 16 In this section we provide additional insight into this debate in three ways. First, the data used here runs to 1999, making it much more up-to-date than Blundell et al (1999) and adding four years to Toivanen et al (2002) . Second, the analysis uses the Pavitt sectors, which have been shown above to be important. Third, unlike Toivanen et al (2002) we also test for any interaction effects between market share and IP activity in addition to R&D activity (i.e we do not solely focus on the interaction between R&D and market share). This issue is central to the question of whether firms with low market shares can use the IP system to appropriate the benefits of innovation. Theoretically, it represents a direct link to the Arrow (1962) model. In that model the implicit assumption is that any firm can innovate and (perfectly) license its innovation to 15 They also note that the impact of market share does appear to vary across industries; however they generally do not allow all coefficients to vary across industries, except for looking solely at the pharmaceuticals industry. 16 To be more accurate, Toivanen et al (2002) all other firms, hence firm size is not an issue. From a more applied perspective, the issue of whether market share is important is also related to the debate over whether small firms can benefit from the IP system. Table 6 shows that market share itself is not rewarded by higher market valuation for the whole sample. 17 However, the sectoral differences are substantial, ranging from negative in sector (5) 'non-manufacturing' to a positive effect for the sectors (1) 'supplier dominated' and (2) 'production, scale', with insignificant effects in other sectors. At the same time, the interaction between market share and R&D expenditure shows insignificant positive gains in market value in the full sample of firms, but here too there are very diverse experiences within sectors. Market share and R&D intensity are significant strong complements in the 'science based' sector (4). Thus it seems that market share is deemed most valuable, ceteris paribus, within the sector with the lowest average levels of returns to R&D and patenting activity. In contrast sectors (1), (2) and (5) show negative interactions between market share and R&D. Investigating whether these results are driven by a few influential observations we find that the negative coefficients on the interaction term in sectors (1) and (2) are affected: omitting one firm makes these coefficients insignificant. However, the significant coefficient on the interaction term in sector (4) appears robust: omitting influential observations tends to raise the magnitude and significance of the coefficient on R&D interacted with market share.
17 Market share is defined as firm sales / industry sales (4 digit level) in a given year, where 'industry sales' are based on all firms in the OIPRC database. The mean market share for the full sample is 0.47, the median 0.39 and the s.d.
0.38. We also estimated an alternative value of market share based on 3 digit level industry and estimates using this variable confirmed the main findings reported here for the 4 digit level definition of the market. Notes: The dependent variable is ln of market value Robust t statistics in parentheses. * significant at 10%; ** significant at 5%; *** significant at 1%. Additional notes as per Table 4 . Table 7 documents the coefficients from three sets of market value regressions that explore the interaction between market value and intellectual property for each IP asset in turn. The table only shows the coefficients on market share, the interaction term and the relevant IP variable in order to save space (full results available from authors). The interaction term between UK patent activity and market share is always positive and significantly different from zero in the full sample and in two of the five sectors. A positive coefficient indicates that higher market share tends to increase the association between UK patent activity and market value. 18 Consider, for example, the results for Pavitt sector 2, these show a negative coefficient on patent activity but a positive coefficient on the interaction term (the coefficient on market share itself is not significant). For a firm in this sector with average market share (0.54), these coefficients imply a net coefficient on 'UK patent/total assets' of 2.02. Another way of viewing the result is to consider the threshold level of market share where UK patenting just starts to have a positive effect. For sector 2 (production intensive -scale) the threshold level of market share is 0.19 (around 33% of firms in this sector have market shares less than 0.19). For sector 4 (science based) the equivalent market share threshold level is 0.28 (around 48% of firms in this sector have market shares below this level).
19
The UK patent results show more evidence of interaction effects than the EPO patent or trade mark measures, although the regression results for these again suggest that larger market share can raise the market valuation of IP in some sectors. We can relate these results back to Arrow's theoretical model of the incentive to innovate. If perfect IP rights existed we would not expect to find any significant coefficients when interacting market share and IP. Instead, the results indicate that for UK patent activity market value is only generated if UK patents and traditional market power are combined.
18 Once again leverage plots were used to investigate the presence of influential observations on the interaction term.
Pavitt sectors 1 and 2 show no substantial change if potential influential observations are omitted; the result in Pavitt sector 3 depends on a single firm in the sample; and omitting possible influential firms from Pavitt 4 tends to increase the positive coefficient on the interaction term and its significance. Table 6 ), but results not shown. Robust t statistics in parentheses. * significant at 10%; ** significant at 5%; *** significant at 1%.
Conclusions
This paper has analysed the market valuation of the R&D and IP activities of quoted UK firms using a new data set for the 1989-1999 period. The ultimate interest in such analysis is a greater understanding of firm performance and financial market performance, which in turn provides background for policy discussions. A major theme of the paper is that existing market value studies tend to assume that the returns to innovative activities are equal across diverse firms and industries.
This paper follows Pavitt (1984) in arguing that the nature of technological change and innovative activity varies substantially across firms. If this is the case then one might expect that the market valuation of innovative activity would also vary. We find that differentiating our sample firms using Pavitt's technology typology is extremely worthwhile. Using Pavitt's sectoral typology, which is based on differences in the process of technological change, we analyse whether the market valuation varies across these sectors, finding large differences in the market valuation of R&D and IP activity across sectors. This result is robust to further analysis containing lagged values of R&D and IP, which suggests that the stock market evaluates new R&D and IP within the year of its occurrence. Overall, we find that the lowest market valuation of R&D to tangible assets is in the Pavitt 4 'science based' sector, which is also a sector where R&D activity is common and R&D intensity relatively high (around 62% of firms report R&D expenditures). This sector also has the highest proportion of firms applying for UK patents, trademarks and EPO patents.
The paper also finds an important result with respect to UK patenting. The analysis shows that while, on average, higher R&D, EPO patenting and UK trade marking (relative to firm size) all tend to increase market value, UK patenting does not have a straightforward impact. These findings are consistent with the observed behaviour of these firms; analysis of trends in IP per firm show a significant fall in patenting via the UK Patent Office, a small increase in EPO patenting, and a rapid increase in trade marks, particularly since the early 1990s (Greenhalgh et al, 2003) . For firms wishing to enhance their stock market value, patenting via the UK Patent Office appears to have no impact, but UK financial markets do recognise applications via the European Patent Office and also UK trade marks.
To attempt to explain variations across sectors in market valuations, the main contribution of this paper is to study the effects of competition on both market value and the returns to innovative activity under varying market structure. At a basic level we might expect higher levels of competition within a sector to lower market valuations, ceteris paribus. To investigate this issue we utilise two simple industry profitability measures, and a more sophisticated profit persistence approach, as industry-based proxies for competitive conditions. The second measure uses time series analysis of the response to profitability shocks to assess the competitive conditions within an industry or sector. To our knowledge this is the first paper to integrate the profit persistence approach with market value analysis. The correlation between sector profitability and profit persistence is low; hence there is value in comparing the two approaches to measuring competitive conditions.
While simple profitability ratios yield no consistent explanation of the sector differences in coefficients on R&D, the profit persistence measure is highly (rank order) correlated with the coefficients. For example, our results show that the 'science based' sector has the most competitive structure according to the profit persistence proxy, something that is consistent with finding the lowest market valuation on R&D in that sector; however, this is not the sector with the lowest average industry profitability. At the other extreme, the 'supplier-dominated (non-manufacturing)'
sector reaped the highest market valuation of R&D within a market structure exhibiting high profit persistence (i.e. low competitive pressure).
We also examine the role of firm-level factors in explaining sectoral differences in market valuations to R&D and IP assets by using market share as a third (inverse) proxy for competitive pressure. For the full sample of firms, the results suggest no significant role for market share;
however, when we analyse by Pavitt sectors we find a diverse pattern of results. These range from a positive benefit of greater market share in 'supplier dominated -manufacturing' and 'production intensive -scale', to a negative effect in 'supplier dominated -non-manufacturing'. We extend the analysis to allow for the interaction of market share and R&D. This analysis suggests that only in the 'science based' sector does higher market share raise the valuation of R&D. The magnitude of the effect appears economically important: the coefficient estimates imply a 10% increase in market share is associated with a 20% increase in the market valuation of R&D activity.
This paper also conducts analysis on the link between market share and IP activity. If the IP system was working effectively for all firms -regardless of market power -we would expect to find no evidence of any link. For UK patent activity we find a positive effect of market share: higher market caveat on this concerns the underlying rate of innovation and productivity achieved by the sciencebased sector. It is possible that high competition and low valuation of R&D generate high rates of productivity growth due to spillovers. While there is an on-going concern about the poor productivity and innovation performance in the UK, this question can only be directly addressed by further microeconomic analysis of firm-level data, something we intend to pursue in future research.
20 In contrast, current UK government policy appears to assume that the link between competition and performance is straightforward and monotonic. For example, HM Treasury (2001, p.19) states "Competition is at the heart of the Government's strategy to close the productivity gap. Vigorous competition between firms leads to increased innovation and greater efficiency -and in turn to increased productivity growth." The evidence presented above suggests that the competition and performance relationship is much more complex than this. 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 Non-manufacturing firms 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 Non-manufacturing firms 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 Non 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 Non-manufacturing firms Notes: rda = R&D/total assets, pata = UK patents/Total assets, epoa = EPO patents/total assets, tma = UK trade marks/total assets Notes: The dependent variable is ln of market value. The estimator is a 'robust' estimator that down weights data points that are judged influential (according to an algorithm). See footnote 9, and STATA 7.0 command 'rreg' (www.stata.com). t statistics in parentheses. * significant at 10%; ** significant at 5%; *** significant at 1%. Additional notes as per Table 4 . Notes: The dependent variable is ln of market value. The estimator is a fixed effect estimator (also called least squares dummy variable model), which effectively controls for unobserved, time invariant firm-level effects. t statistics in parentheses. The fixed effects (prob.) row shows the probability from an F-test with null hypothesis that all firm effects equal zero. * significant at 10%; ** significant at 5%; *** significant at 1%. The R-squared reported in the table is from the regression of the 'within transformations' (or 'mean deviated') model (see http://www.stata.com/support/faqs/stat/xtr2.html). Additional notes as per Table 4 .
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