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Abstract 
 
     This dissertation explores how the mismatches between forms and interpretations 
mentioned above are explained in the minimalist framework. 
     Chapter 2 defends the view that Neg-Raising is derived by syntactic movement of 
not to the matrix clause (Collins and Postal (2014)), and discuss how the chain created 
by movement of not is interpreted.  I will propose that Neg-Raising is driven by 
licensing of not from the head of MoodPspeech act in the sense of Chinque (1999), and that 
the head of the chain created by Neg-Raising encodes the speaker’s uncertainty or 
subjective judgment via licensing from the head of MoodPspeech act, whereas the tail 
encodes negation by virtue of semantic reconstruction into the base position.  This 
proposal provides a principled explanation for some descriptive generalizations about 
Neg-Raising that are observed by Collins and Postal (2014). 
     Chapter 3 defends the view that rhetorical questions are derived syntactically.  
 v 
After pointing out some problems with Caponigro and Sprouse (2007), who claims that 
rhetorical questions are derived pragmatically, I will propose a new syntactic analysis 
based on Coniglio and Zegrean’s (2012) cartographic approach to illocutionary force.  
The proposed analysis not only accounts for the data problematic to the pragmatic 
approach, but also explains some properties of rhetorical questions, such as scopal 
property of negative interpretation, distribution in peripheral adverbial clauses, prosodic 
characters, and relative ordering in the left-peripheral positions. 
     Chapter 4 argues that the A/A' asymmetry with respect to reconstruction effects is 
attributed to neither the asymmetry of Case assignment (Takahashi and Hulsey (2009)) 
nor that of Transfer domain (Sportiche (2015)).  Then, I will account for the 
asymmetry in terms of A/A' movement in terms of Labeling Algorithm proposed by 
Chomsky (2013, 2015).  The proposed analysis provides argument for the view that 
structure building in natural language is cyclic. 
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Chapter 1 
 
Introduction 
 
 
1.1.  Mismatches between Forms and Interpretations 
     Since the earliest period of the history of generative grammar, it has been 
assumed that a grammar (the knowledge of a language stemmed in the mind of an 
individual) is a rule system that generates structures interpreted in phonological and 
semantic components.  Chomsky (1965) states this assumption in terms of 
organization of grammar as follows: 
 
(1) “[A] generative grammar must be a system of rules that can iterate to 
generate an indefinitely large number of sentences.  This system of rules can 
be analyzed into the three major components of a generative grammar: the 
syntactic, phonological, and semantic components.  …  The phonological 
component of a grammar determines the phonetic form of a sentence 
generated by the syntactic rules.  …  The semantic component determines 
the semantic interpretation of a sentence.”        (Chomsky (1965:15-16)) 
 
     This view on a language is still retained in latest model of generative grammar, 
minimalist frameworks (Chomsky (1995) et seq.): a language is taken to be a system to 
generate hierarchically structured expressions that are mapped onto the 
conceptual-intentional system for thought and articulatory-perceptual system for 
externalization, as follows: 
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(2) “We take [a particular language] L to be a generative procedure that 
constructs pairs (π, λ) that are interpreted at the articulatory-perceptual (A-P) 
and conceptual-intentional (C-I) interfaces, respectively, as “instructions” to 
the performance systems. π is a PF representation and λ an LF representation, 
…”                                         (Chomsky (1995:219)) 
 
     With this background, linguistic theories have tried to account for mismatches 
between interpretations and (phonological) forms found in the natural languages.  A 
well-studied issue is what is known as displacement phenomenon, as illustrated in the 
following wh-interrogative sentence. 
 
     (3) Who did John see? 
 
In (3), who is interpreted as the object of see (the person that was seen by John), 
although who is displaced from the object position.  Additionally, who in the 
sentence-initial positon (i.e., the Spec of CP) functions an interrogative operator that 
binds a variable in the object position, yielding the operator-variable construal, ‘(I ask) 
for which person x, John see x.’  Studies in generative grammar have tried to capture 
this kind of mismatch, namely the fact that a wh-phrase behaves as an operator at the 
place where it is pronounced, while they are also interpreted as an argument of the verb.  
In the recent minimalist frameworks (Chomsky (2000) et seq.), the duality of 
interpretation is captured by the copy theory of movement and the phase theory, which 
gives (3) the following derivation: 
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     (4) a.   [VP see who] 
        b.   [vP v [VP see who]] 
        c.   [vP who v [VP see who]] 
        d.   [vP John [vP who v [VP see who]] 
        e.   [TP T [v* John [vP who v [VP see who]]] 
        f.   [TP John [TP T [vP John [vP who v [VP see who]]] 
        g.   [CP C [TP John [TP T [vP John [vP who v [VP see who]]]] 
        h.   [CP who C [TP John [TP T [v*P John [vP who v [VP see who]]]] 
 
Who is introduced by external Merge with see in (4a).  It undergoes movement 
(internal Merge) to the Spec of vP in (4c), leaving its copy in the base position.  The 
derivation reaches the vP phase in (4d).  Since the vP phase brings about configuration 
that represent argument structure, the base copy of who is interpreted as the object of 
see.  The derivation finally reaches the CP phase in (4h), with extracting who to the 
Spec of CP.  Since the CP phase encodes scope/discourse-related interpretation, who 
internally merged within the CP domain behaves as an interrogative operator that binds 
its base copy, yielding the operator-variable interpretation, ‘(I ask) for which person x, 
John see x.’  The A-P interface deletes copies of who but the one in the landing site; 
thus who is pronounced in the Spec of CP.  In short, the duality of interpretation in (3) 
is attributed to the fact that (i) who is merged within the vP domain, and that (ii) it is 
then merged within the CP domain.  The mismatch between the phonological form and 
the interpretation is thus accounted for by copy theory of movement where the top copy 
of who is pronounced, and all other copies are deleted in the phonological component. 
     Besides wh-movement like (3), other kinds of mismatches between forms and 
interpretations are found in natural languages.  In (5), for instance, the negative marker 
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not in the matrix clause takes scope in the embedded clause, yielding the interpretation 
‘Karen expected that the moon would not turn purple.’ 
 
     (5) Karen did not expect that the moon would turn purple. 
(Collins and Postal (2014: 3)) 
 
This phenomenon is called Neg-Raising.  As we will see in chapter 2, previous 
approaches have tried to account for the fact that the negative marker pronounced in the 
matrix clause takes scope in the embedded clause. 
     Another example of the mismatch can be seen in what is known as rhetorical 
questions, which are interrogative sentences that are interpreted as assertion.  For 
example, let us consider the following sentence: 
 
     (6) Is syntax easy? 
 
(6) has the form of a yes-no interrogative sentence, but may bring about the 
interpretation of negative assertion, ‘Syntax is not easy.’.  It has been a long-stranding 
puzzle in the literature since Sadock (1971). 
     Furthermore, Mismatches between forms and interpretations can be seen what is 
called as reconstruction effects.  In the wh-question (7a), Binding Condition C is 
violated in the base position t (italics stands for co-referentiality).  In other words, the 
R-expression John, which is pronounced within the Spec of CP, induces Binding 
Condition C effects in the base (object) position t. 
 
     (7) a.??/*Which argument that John is a genius did he believe t? 
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(Fox (1999: 164)) 
        b.   Every argument that John is a genius seems to him t to be flawless.  
(Fox (1999: 192)) 
 
In contrast, the raising to subject construction in (7b) does not show the mismatch found 
in (7a) is, however, not seen in: the raised subject involving John does not violate 
Binding Condition C in the base positon t.  In other words, John contained in the 
raised subject is interpreted at the position where it is pronounced.  As we will see in 
chapter 4, previous approaches has tried to solve the puzzle of why the mismatch 
between form and interpretation with respect to Binding Condition C is found in (7a), 
but not in (7b). 
 
1.2.  Overview of This Thesis 
     In this dissertation, I will explore how the mismatches between forms and 
interpretations mentioned above are explained in the minimalist framework. 
     In Chapter 2, I will defend the view that Neg-Raising is derived by syntactic 
movement of not to the matrix clause (Collins and Postal (2014)), and discuss how the 
chain created by movement of not is interpreted.  I will propose that Neg-Raising is 
driven by licensing of not from the head of MoodPspeech act in the sense of Chinque 
(1999), and that the head of the chain created by Neg-Raising encodes the speaker’s 
uncertainty or subjective judgment via licensing from the head of MoodPspeech act, 
whereas the tail encodes negation by virtue of semantic reconstruction into the base 
position.  This proposal provides a principled explanation for some descriptive 
generalizations about Neg-Raising that are observed by Collins and Postal (2014). 
     In Chapter 3, I will defend the view that rhetorical questions are derived 
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syntactically.  After pointing out some problems with Caponigro and Sprouse (2007), 
who claims that rhetorical questions are derived pragmatically, I will propose a new 
syntactic analysis based on Coniglio and Zegrean’s (2012) cartographic approach to 
illocutionary force.  The proposed analysis not only accounts for the data problematic 
to the pragmatic approach, but also explains some properties of rhetorical questions, 
such as scopal property of negative interpretation, distribution in peripheral adverbial 
clauses, prosodic characters, and relative ordering in the left-peripheral positions. 
     In Chapter 4, I will argue that the A/A' asymmetry with respect to reconstruction 
effects is attributed to neither the asymmetry of Case assignment (Takahashi and Hulsey 
(2009)) nor that of Transfer domain (Sportiche (2015)).  Then, I will account for the 
asymmetry in terms of A/A' movement shown in (7) in terms of Labeling Algorithm 
proposed by Chomsky (2013, 2015).  The proposed analysis provides argument for the 
view that structure building in natural language is cyclic. 
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Chapter 2 
 
A Syntactic Analysis of Neg-Raising 
 
 
2.1.  Introduction 
     This chapter aims to provide a principled explanation for some descriptive 
generalizations of Neg-Raising (henceforth, NR), where the negative marker not in a 
matrix clause takes scope in an embedded clause, as in (1). 
 
     (1) Karen did not expect that the moon would turn purple. 
        a.   ‘Karen had no expectation at all.’  
        b.   ‘Karen expected that the moon would not turn purple.’ 
(Collins and Postal (2014: 3)) 
 
(1) is paraphrased as in (1b) as well as (1a), and the interpretation (1b) shows NR. It is 
known that NR is allowed only by a certain subclass of predicates (NR-predicates), such 
as think, believe, want, expect, and so on.1 
     So far, two types of approach to NR have been proposed: syntactic and semantic.  
Although the latter has been the mainstream of treatment of NR, Collins and Postal 
(2014) provide new empirical arguments for syntactic rather than semantic approaches.  
They argue that the embedded reading of (1b) is obtained by virtue of extraction of not 
from the embedded clause to the root clause: 
 
     (2) Karen did noti expect that the moon would ti turn purple. 
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     Although their analysis seems to be empirically adequate, it also raises theoretical 
questions about syntactic properties of NR.  The first question is why not moves from 
an embedded clause to a root clause.  The second one is how the chain created by 
movement of not is interpreted.  They do not give a satisfactory answer to these 
questions; hence I try to answer them.  Specifically, as an answer to the first question, I 
claim that the negative marker raises to the matrix clause so as to be licensed by the 
head of MoodPspeech act, in the sense of Chinque (1999).  As an answer to the second 
question, I propose that the head of the chain created by NR encodes the speaker’s 
commitment or judgment to the proposition through agreement of not with MoodPspeech 
act, whereas the tail expresses interpretation of negation by virtue of scope 
reconstruction. 
     This chapter is organized as follows.  Section 2 reviews Collins and Postal’s 
argument for a syntactic analysis of NR. Section 3 makes a novel proposal about the 
trigger of NR and interpretation of the chain created by NR.  In section 4, I will verify 
empirical predictions of the proposed analysis.  Section 5 is the conclusion. 
 
2.2.  Syntactic Approach to Neg-Raising 
     From a historical perspective of generative grammar, NR was first treated as a 
syntactic transformation (Fillmore 1963, Lakoff 1969, Prince 1976).  Under that view, 
the reading in (1b) is a consequence of extracting the negative marker not toward the 
root clause. 
 
     (3) Karen did noti expect that the moon would ti turn purple. 
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     Since Jackendoff (1971) the interpretation of NR has been considered to be a 
semantico-pragmatic phenomenon (Bartsch 1973, Horn 1978, Gajewsky 2007 Romoli 
2013, among others).  For example, Bartsch argues that the embedded negative reading 
is obtained via the semantic calculus with an Excluded Middle presupposition.  This 
approach proposes that a belief sentence with a NR predicate such as Karen believe that 
p has the Excluded Middle presupposition as in (4b) as well as its truth-conditional 
meaning as in (4a).  In other words, when someone states that Karen believes that p, he 
or she presupposes that Karen believes either p or not-p (i.e. for him or her there is no 
possibility that Karen has neutral belief as to whether p is true or not). 
 
     (4) Karen believes that p. 
        a.   Truth conditional reading: Karen does believe that p 
        b.   Presupposition: Karen believes that p or not-p 
 
Then, when an NR sentence is given as in (5), its embedded negative reading is inferred 
from the combination of its truth conditional meaning (5a) and the Excluded Middle 
presupposition (5b): (5a) denies the former option of (5b) (Karen believes p), and only 
the latter option (Karen believes not-p) holds: 
 
     (5) Karen does not believe that p. 
        a.   Truth conditional reading: Karen does not believe that p 
        b.   Presupposition: Karen believes that p or not-p 
        c.   Inference: Thus, Karen believes that not-p 
 
Recent semantic approaches to NR, such as Gajewsky (2007), also use the Excluded 
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Middle presupposition to analyze NR. 
     On the other hand, a syntactic analysis has been recently revived by Collins and 
Postal (2014) with a large amount of evidence for syntactic approaches.  Major 
evidence comes from the sensitivity of NR to island constraints.  Before looking at 
their argument, let us view the diagnostic used by Collins and Postal. 
     We can check the availability of NR with strong negative polarity items (strong 
NPIs), which are only licensed by clause-mate licensers. 2   Let us consider the 
following sentence. 
 
     (6) a.   I claimed that John wouldn’t leave until tomorrow.  
        b. * I didn’t claim that John would leave until tomorrow. 
        c.   I didn’t believe that John would leave until tomorrow. 
(Lakoff (1970:148)) 
 
(6a) is well-formed since n’t and until are located in the same clause, while (6b) is 
ill-formed since they are separated by the clause boundary.  In contrast, the 
NR-predicate believe in (6c) makes the sentence grammatical although n’t and until are 
separated by the clause boundary.  These sentences show that the availability of NR is 
diagnosed by examining the distribution of strict NPIs. 
     Based on this diagnostic, Collins and Postal shows that NR is sensitive to 
constraints on syntactic movement, such as the Complex NP Constraint (CNPC) and the 
topic island constraint.  Let us first consider the Complex NP Constraint (CNPC), 
which prohibits extraction out of the sentence dominated by a noun phrase, as shown in 
(7): 
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     (7) a.   When do you believe that the moon will vanish? 
        b. * When do you hold the belief that the moon will vanish? 
(Collins and Postal (2014:112)) 
 
The syntactic approach to NR predicts that extraction of the negative marker is sensitive 
to the CNPC.  (8) illustrates that this prediction is borne out: 
 
     (8) a.   I don’t believe that the moon will vanish until Thursday. 
        b. * I don’t hold the belief that the moon will vanish until Tuesday. 
        c.   I hold the belief that the moon will not vanish until Tuesday. 
(Collins and Postal (2014:112)) 
 
(8a) is well-formed since the NR-predicate allows the matrix negative marker n’t to be 
separated from the strict NPI until by the clause boundary, whereas (8b) is ill-formed 
because n’t cannot be detached from the embedded clause over the noun phrase 
boundary.  Compare (8b) with a grammatical counterpart (8c), in which not does not 
cross the island boundary.  This indicates that ungrammaticality of (8b) is entirely due 
to the CNPC.  Let us next consider the topic island condition, which prohibits 
extraction of a wh-phrase out of the clause that contains a topicalized element, as in (9): 
 
     (9) a.   When does Leslie believe that Jim should call Irene? 
        b. * When does Leslie believe that Irene, Jim should call? 
(Collins and Postal (2014:111))  
 
(10) illustrates that NR is also sensitive to the topic island constraint:  
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     (10) a.   Leslie doesn’t believe that Jim should call Irene until tomorrow.  
         b. * Leslie doesn’t believe that Irene, Jim should ever call until tomorrow.  
(Collins and Postal (2014: 112)) 
 
(10a) shows that n’t can be separated from the strict NPI until by the clause boundary.  
In (10b), in contrast, n’t cannot be intervened by the topicalized item Irene.  Thus, 
ungrammaticality in (10b) is attributed to violation of the topic island condition. 
     These facts support the claim that NR is derived by syntactic movement.  They 
further argue that (8) and (10) poses a problem to semantic approaches because it is 
difficult to find the reason why (8a) and (10a) allow NR while (8b) and (10b) do not: 
Semantic approaches should assume that the inference in (5) is available in (8a) and 
(10a) but not available in (8b) and (10b).  However, there does not seem to be any 
reason why the Excluded Middle presupposition is conditioned by the CNPC and the 
topic island constraint, so that the inference in (5) is applicable only to (8a) and (10a).3 
     I assumes with Collins and Postal that NR is driven by syntactic extraction of not. 
However, there remain at least two theoretical questions about their syntactic approach 
to NR, namely (i) the trigger of NR and (ii) the interpretive mechanism of the chain 
created by NR.  As widely recognized, wh-movement is triggered by checking of the 
interrogative feature in a wh-phrase with C at the landing site. Accordingly, the head of 
the chain of wh-movement specifies the clause of the landing site as interrogative.  In 
contrast, the trigger of NR is unclear.  Given that movement operation is triggered by 
licensing from a functional head, we have to clarify what the trigger is.  Furthermore, 
although Collins and Postal assume that NR creates the chain whose tail encodes 
embedded negative interpretation, they do not derive this assumption from any 
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independently motivated factors.  I will try to provide possible answers to these two 
questions in the next section. 
 
2.3.  The Proposed Analysis 
     Let us start my analysis of NR by considering its trigger.  Firstly, for the locus of 
not, I adopt Ernst’s (1992) NegP-free approach.  Ernst proposes that not is an adverb 
located in the Spec of VP, and argues that a tensed clause has the following phrase 
structure: 
 
     (11) [TP T[+Tense] [VP1 [AdvP not] [V[+Aux] VP2 ]]] 
 
NegP-free approach eliminates the dedicated projection for negation, such as NegP 
(Pollock 1989, Haegeman 1995).  On the basis of the NegP-free approach, I supposes 
that not is internally or externally merged in the edge of vP:4 
 
     (12) [TP T [vP not [vP v VP]]] 
 
Since we do away with NegP as a dedicated projection of negation, we also abolish 
Neg-criterion (Haegeman 1995), or its variants.  Then, not is free from the Criterial 
Freezing (Rizzi 2006, 2014), and can undergo movement freely. 
     Secondary, I assume with Mizuno (2010) that adverbs must be licensed by 
c-command from Chinque’s (1999) functional heads.  Chinque (1999) proposes 
layered functional hierarchy as in (13), and claims that adverbs are licensed by these 
functional heads through the Spec-Head relation.  For example, Moodspeech act, 
Moodevaluative, Moodevidential, and Modepistemic license speech act adverbs, evaluative 
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adverbs, evidential adverbs, and epistemic adverbs in their specifiers, respectively. 
 
     (13) Chinque’s (1999) Hierarchy 
[MoodPspeech act frankly Moodspeech act [MoodPevaluative fortunately Moodevaluative 
[MoodPevidential allegedly Moodevidential [ModPepistemic probably Modepistemic 
[TP(Past) ... ]]]]] 
 
Mizuno assumes with Chinque that adverbs are licensed by these functional heads, but, 
unlike Chinque, she claims that adverbs are licensed by c-command from the 
corresponding functional heads.  That is, frankly and probably must be c-commanded 
from Moodspeech act and Modepistemic, respectively.  Mizuno further states that licensing 
from the functional heads is subject to the Phase-Impenetrability Condition (PIC) 
proposed by Chomsky (2000). 
 
  (14) The Phase-Impenetrability Condition (Chomsky (2000: 108)) 
      In a phase α with head H, the [complement] of H is not accessible to operations 
      outside α, only H and its edge are accessible to such operations. 
 
Given that, George will frankly have read the book is structured as in (15). 
 
     (15) [MoodP Moodspeech act [CP C [TP George will [vP frankly [vP have read the         
         book]]]]]                            (adapted from Mizuno (2010: 7)) 
 
(15) shows that the speech act adverb frankly is adjoined to vP, and is licensed by 
Moodspeech act.  Similarly, Frankly, Gorge will have read the book is structured as in 
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(16), and frankly adjoined to TP is licensed by Moodspeech act. 
 
     (16) [MoodP Moodspeech act [CP C [TP frankly [TP George will [vP have read the         
         book]]]]]                            (adapted from Mizuno (2010: 7)) 
 
(15) and (16) do not violate the PIC: the complement of vP becomes inaccessible when 
CP is completed, but the adverbs adjoined to vP and TP remain accessible to Moodspeech 
act.  This approach also correctly explains the fact that speech act adverbs cannot be 
generated below vP, since licensing from the Mood0speech act violates the PIC. 
 
     (17) a. * [MoodP Moodspeech act [CP C [TP George will [vP have frankly read the       
             book]]]] 
         b. * [MoodP Moodspeech act [CP C [TP George will [vP have read the book         
             frankly]]]]                       (adapted from Mizuno (2010: 8)) 
 
     Based on these assumptions, I propose that NR is triggered by licensing from 
Moodspeech act.  To be specific, I suggest that a negative marker optionally involves 
[Mood] feature, and the negative marker with [Mood] behaves as a speech act adverb, 
which must be licensed by the head of Moodspeech act.  Thus, a negative marker 
involving [Mood] generated in the embedded clause has to undergo movement to the 
root clause so as to be licensed by Moodspeech act: 
 
     (18) [MoodP Moodspeech act [CP C0 [Karen did [vP noti [vP v expect [CP that the moon  
           |______________________↑ c-command 
         would [vP ti [vP turn purple]]]]] 
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Given that v is a phase head, not must raise to the edge of vP, where not is licensed from 
Moodspeech act under the PIC.  Consequently, not lands onto the edge of vP.  Note that 
movement to the Spec of MoodPspeech act is ruled out since not is not c-commanded by 
Moodspeech act in this configuration.  Movement to TP or CP is also ruled out by 
derivational economy: extracting not to TP or CP involves extra steps of movement 
compared with extraction to vP. 
     Next, let us turn to the problem of how the chain created by NR is interpreted.  I 
propose that licensing from MoodPspeech act in (18) induces “rejection of strong 
assertion”: the speaker’s uncertainty or subjective judgment about the proposition.5  
Hence, (18) yields the following chain: 
 
     (19) NR-chain: CH = (not1, ……, notn) 
         a.   not1: encoding the speaker’s uncertainty or subjective judgment 
         b.   notn: encoding negation 
 
     The speaker’s commitment for the embedded clause in the NR sentence is weaker 
than in the non-NR sentence, as pointed out by D. Bolinger to G. Lakoff . 
 
(20) “... there is a slight difference between the meaning of [(21a)] and [(21b)] ... 
With the [(21b)] type, ... there is greater uncertainty in the speaker’s mind 
about the negation in the lower sentence.            (Lakoff (1969:141)) 
     (21) a.   John thinks that Bill doesn’t like Harriet. 
         b.   John doesn’t think that Bill likes Harriet.       (Lakoff (1969:140)) 
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Additionally, Sheintuch and Wise (1976) observe that the application of NR carries a 
subjective nuance.  Hence in the context where an objective expression is preferable, 
such as in newspaper, an NR sentence leads to degradation in acceptability: 
 
     (22) [In a newspaper] 
         a.  It appears that the tornado didn’t damage anything in the area… . 
         b. ? It doesn’t appear that the tornado damaged anything in the area… . 
(Sheintuch and Wise (1976:551)) 
 
Sheintuch and Wise’s observation can be taken as a consequence of the semantic effect 
of licensing of not from Moodspeech act: rejection of strong assertion.  Licensing 
weakens speaker’s assertion in (22b) and causes deterioration in the objectivity of the 
statement made by the speaker.6 
     Next, let us consider how the tail of the chain encodes negation, as in (19b).  I 
adopt the type theoretic approach to scope reconstruction (Cresti 1995).  Under this 
approach, a reconstruction effect is obtained when the trace functions as a higher-order 
variable.  For example, let us consider the case of Subject-Raising.  In (23), the raised 
subject someone can be typed as a Generalized Quantifier type <et, t> as well as <e> 
type. 
 
     (23) Someone is likely to arrive. 
         a.   Someone<et,t> is likely [someone<et,t> to arrive] 
         b.   Someone<et,t> is likely [someone<e> to arrive] 
(adapted from Ruys (2015:453-454)) 
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When (17a) is selected, someone takes lower scope than likely and the reading of 
reconstruction is obtained.  This is because the trace becomes the higher-order variable 
X typed as <et, t>, and (23) undergoes the following LF-derivation: 
 
     (24) someone λX<et,t> [likely (X arrive)] 
         = likely (someone (arrive)) 
 
In contrast, if the base copy of someone functions as a first order variable, (23) leads to 
the following LF-representation, in which someone takes higher scope than likely: 
 
     (25) someone (λx<e> [likely (arrive (x))]) 
 
     This system explains the embedded negative interpretation of NR.  Since the 
trace of not never be first order variable as in (26a), it must function as a higher-order 
variable as in (26b). 
 
     (26) a. * Calvin did noti believe [that Mona would ti <e> move in ] 
         b.   Calvin did noti believe [that Mona would ti <t,t> move in]. 
 
Therefore, the LF-derivation in (27) is obtained from (26b) and it yields the embedded 
interpretation of negation, in which not takes lower scope than believe. 
 
     (27) not λX<t,t> [believe (Calvin, X (move in (Mona)))] 
         = believe (Calvin, not (move in (Mona))) 
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     Summarizing this section, I have proposed that NR is driven by licensing from 
Moodspeech act, and that the head of the chain created by NR encodes the speaker’s 
uncertainty or subjective judgment while the tail encodes negation.  In the next section, 
I will discuss further consequences of the proposed analysis. 
 
2.4.  Further Consequences 
     This section verifies empirical predictions that my system yields.  Specifically, I 
demonstrate that NR cannot target embedded clauses, that NR observes Relativized 
Minimality effects, and that NR is not allowed in the configuration where remnant 
movement takes places.  These facts are derived by the proposed analysis. 
 
2.4.1. Clauses that do not project MoodPspeech act 
     Let us look at empirical consequences brought about by my proposal. The first 
prediction is (28): 
 
     (28) Prediction I 
         NR cannot target the clause that does not project MoodPspeech act. 
 
This is because the extracted not targets MoodPspeech act.  NR cannot be obtained when 
the projection is not available.  This prediction is verified by unavailability of NR 
toward embedded (nonfinite and finite) clause. 
     (29) shows that a speech act adverb frankly cannot occur in an embedded 
infinitival clause.  This fact suggests that the clauses cannot project MoodPspeech act. 
 
     (29) a. * For frankly Bob to be sick would worry Harriet. 
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         b. * For Bob frankly to be sick would worry Harriet. 
 
Therefore, it is predicted that NR cannot target embedded infinitival clause, as 
schematized in (30): 
 
     (30) a. * [For ×Moodspeech act Subj noti to think [that … ti visited … ]] 
 
This prediction is verified by (31c), which shows that NR cannot aim for an embedded 
infinitival clause for Curtis to think: 
 
     (31) a.   Curtis does not think that they have visited her in ages. 
         b.   For Curtis to think that they have not visited her in ages is strange. 
         c. * For Curtis not to think that they have visited her in ages is strange. 
(Collins and Postal (2014: 212)) 
 
Compare (31c) with the grammatical counterpart (31a), in which the landing site of NR 
is matrix finite clause.  (31b) shows that when movement of not toward the infinitival 
clause does not take place, the output is grammatical.  Then, (31c) is ill-formed 
because the landing site of NR is an infinitival clause that does not contain MoodPspeech 
act. 
     Furthermore, my proposal correctly predicts the unavailability of NR to an 
embedded finite clause.  (32a) shows that the speech act adverb honestly does not 
occur in the embedded finite clause.  This contrasts with availability of other kinds of 
speaker-oriented adverbs, for example an evidential adverb like allegedly in (32b) and 
an epistemic adverb like definitely in (32c). 
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     (32) a. * George told Nikki that honestly Norman had won the race.7 
         b.   George told Nikki that Norman had allegedly won the race. 
         c.   George told Nikki that Norman had definitely won the race. 
(Woods (2014: 220)) 
 
This data suggests that a finite embedded clause does not project MoodPspeech act while it 
projects MoodPevidential and ModPepistemic.  Therefore, it is predicted that NR does not 
target the finite embedded clauses, as schematized in (33): 
 
     (33) * … think [that ×Mood0speech act Subj doesn’ti suggest [that … ti … ]] 
 
This is borne out by (34).  Embedding (34a) into the complement of Bill thinks yields 
unacceptable sentence (34b). 
 
     (34)  a.   Mary doesn’t suggest that John get here until 6:00. 
          b. *? Bill thinks that Mary doesn’t suggest that John get here until 6:00.  
 
     An anonymous reviewer of English Linguistics points out that (34b) becomes 
acceptable if ‘Bill thinks’ is replaced with ‘I think’ as in (35). 
 
     (35) I think that Mary doesn’t suggest that John get here until 6:00. 
 
At first sight, this data seems to be counterexample to the proposed analysis: NR in (35) 
targets the embedded clause.  However, this is not a counterexample but supporting 
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evidence.  Lakoff (1969) observes that tag-questions target embedded clauses when the 
matrix clauses of NR sentences are performative expressions such as I suppose. 
     (36) I don’t suppose the Yankees will win, will they?      (Lakoff (1969: 143)) 
 
In effect, Ota (1980: 510) observes that the tag-question targeting the embedded clause 
is allowed only when the matrix subject is the first person and the tense is present; thus 
(ii) becomes ungrammatical if I don’t suppose is replaced with He doesn’t suppose or I 
didn’t suppose.  Therefore, it is plausible to assume that I think in (35) is a 
performative expression, since the matrix subject is first person and the tense is present.  
Given that, grammaticality of (35) is accounted for the proposed analysis: the clause 
that projects MoodPspeech act (i.e., the matrix clause) is not I think but Mary suggests, and 
NR targets there.  
     Acknowledging that NR cannot target a nonfinite clause as in (31), Collins and 
Postal (2014) make the generalization in (37). 
 
     (37) Nonfiniteness Condition 
         If [not] originates in a finite clause C1 immediately contained in a nonfinite 
         clause C2, [not] cannot raise into C2.      (Collins and Posal(2014 :214)) 
 
However, they do not provide any principled explanation for (37).  Furthermore, this 
generalization is too narrow: it does not explain the fact that NR is prohibited from 
targeting a finite embedded clause as well as nonfinite embedded clause.  My proposal, 
on the other hand, attributes the unavailability of NR in infinitival clauses and 
embedded finite clauses to the independent fact that they do not project MoodPspeech act.8 
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2.4.2. Relativized Minimality Effects 
     The second prediction of my proposal is related to Feature-based Relativized 
Minimality (RM) (Rizzi 2006). 
 
     (38) Prediction II 
When the embedded clause contains a speaker-oriented adverb, NR is 
prohibited due to RM. 
 
Feature-based RM prohibits extraction of X in the following configuration where X and 
Y are specified with the same kind of feature, and Y is closer to X than the trace 
position of X. 
 
     (39) Feature-based Relativized Minimality (Rizzi 2006) 
         *... Xi [F] ... Y [F'] ... ti [F] ... 
 
In the case of NR, X is a speech act adverb not and Y is an adverb that is licensed by 
MoodP: an evaluative or evidential adverb.  Suppose that evaluative and evidential 
adverbs also involve [Mood] feature.  Then, they block movement of not on account of 
the Feature-Based RM, as schematized in (40): 
 
     (40) * [vP noti [Mood] v [MoodP Adv [Mood] [... ti [Mood] ... ]]] 
 
     Let us verify the prediction II in (32) by embedding certain classes of adverbs 
into NR sentences.  The relevant adverbs are ones that are licensed by Mood, namely, 
evaluative and evidential adverbs.  However, only evaluative adverbs are appropriate 
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for the test of the prediction, since evaluative adverbs are Positive Polarity Items (PPIs) 
and they cannot be in the scope of negation.  Ernst (2009) shows that epistemic 
adverbs like luckily cannot stay within the scope of not and if-clause: 
 
     (41) a. * Karen has not luckily left.                      (Ernst (2009:501)) 
         b. * If she has luckily been offered the job, I will be very happy. 
(Ernst (2009:504)) 
 
In contrast, as noted by Ernst (2009), evidential adverbs such as obviously and clearly 
are not PPIs.  They can stay within the anti-PPI context, such as scope of negation and 
if-clause: 
 
     (42) a.   The officials had not obviously missed any crucial evidence. 
(Ernst (2009: 502)) 
         b.   If Allison has obviously/clearly completed her analysis, there’s no need  
             for you to wait around.                        (Ernst (2009: 512)) 
 
     Therefore, the RM effects should be tested with evidential adverbs.  The 
prediction II is verified by the following paradigm: 
 
     (43) a.   Mary doesn’t think that Tom will lift a finger to help John.  
         b.   Mary thinks that clearly Tom won’t lift a finger to help John. 
         c. * Mary doesn’t think that clearly Tom will lift a finger to help John. 
 
(43a) is an NR sentence that does not involve evidential adverbs.  (43b) shows that the 
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evidential adverb clearly can be adjoined to the embedded TP when not remains in the 
base position.  In (43c), on the other hand, clearly adjoined to TP blocks NR from the 
embedded vP to the root vP owing to the RM, as predicted.  The prediction II is also 
attested by the evidential adverb obviously: 
 
     (44) a. ? Mary thinks that obviously Tom won’t lift a finger to help John. 
         b. * Mary doesn’t think that obviously Tom will lift a finger to help John. 
 
The contrast in (44) shows that extraction of not crossing obviously results in 
degradation in acceptability owing to the RM effect. 
 
2.4.3 Remnant Movement 
     The third prediction of my analysis of NR is related to remnant movement.  It is 
well-known that remnant movement blocks scope reconstruction.  The following 
Subject-Raising sentence is three-way ambiguous; the reading in (45b) and (45c) is 
obtained when reconstruction of some politician takes place. 
 
     (45) Somei politician is likely [ti to address every rally]. 
         a.   ‘for some politician x: it is likely that x addresses every rally’ 
(some > likely >every) 
         b.   ‘it is likely that for some politician x: x addresses every rally’ 
(likely > some >every) 
         c.   ‘it is likely that for every rally y: for some politician x: x addresses y’ 
(likely > every > some) 
(Ruys (2015: 455)) 
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However, the lower interpretation of some politician is not obtained when remnant 
movement occurs and the raised subject does not c-command its trace (in (46) d refers 
to degree): 
 
     (46) [How likely [ti to address every rally]]j is some politiciani tj? 
         a.   ‘for which d, for some politician x: it is d-likely that x addresses every  
             rally’                                  (some > likely >every) 
         b. * ‘for which d, it is d-likely that for some politician x: x addresses every  
             rally’                                 (*likely > some >every) 
         c. * ‘for which d, it is d-likely that for every rally y: for some politician x: x  
             addresses y’                            (*likely > every > some) 
(Ruys (2015: 455)) 
 
     As mentioned in section 3, the type theoretic approach to reconstruction claims 
that scope reconstruction effect is obtained when the trace functions as a higher order 
variable.  Thus, the question is why the traces in the remnants cannot function as a 
higher order variable.  To deal with this problem, Ruys (2015) proposes the Condition 
on Trace Typing (CTT): 
 
     (47) Condition on Trace Typing (CTT) 
If D is a trace, then D is translated as a variable of some τ. If D is attached to 
a phase-accessible target B, and D is identical to the sister of B, then τ can 
be the [the same type with D]. Alternatively, τ can default to type e. (Ruys 
(2015: 461)) 
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CTT says that a trace has the same type as its antecedent only when it is c-commanded 
by its antecedent in a phase domain, otherwise the trace functions as a first order 
variable, e-type trace.  Suppose that a Generalized Quantifier phrase QP with the type 
<et, t> c-commands its trace in a phase domain, as in (48). 
 
     (48) [Phase QP<et, t> … tQP <et, t> / <e>] 
 
Then the trace has either the original type of the antecedent, <et, t>, or the first order 
type, e-type.  On the other hand, when the trace is not c-commanded by XP in the 
configuration of remnant movement as in (49), the trace is obligatorily typed as <e>. 
 
     (49) […tQP <e> …]j … QP<et,t> … tj 
 
Since scope reconstruction is obtained when the trace has same type as the antecedent 
(i.e. when it is a higher order variable), the configuration in (49) resists interpretation 
obtained by reconstruction.  Therefore, Ruys rules out the interpretation in (46b, c) on 
the ground that the trace of some politician is not c-commanded by its antecedent and 
the trace functions as an e-type variable, as illustrated in (50). 
 
     (50) a.   [How likely [ti to address every rally]]j is some politiciani tj? 
         b.   [λx<e> [how likely [x<e> to address every rally]]] λX [is some politiciani 
             X]                                        (Ruys (2015:105)) 
 
     Coupled with CTT, the proposed analysis makes a prediction significant to NR 
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cases involving remnant movement.  In section 3, I have claimed that an embedded 
negative interpretation of NR is a consequence of scope reconstruction of not. Namely, 
the trace of not functions as a higher order variable (<t, t> variable), so that the negative 
interpretation is obtained in the trace position.  According to CTT, this option is 
allowed only when the trace is c-commanded by its antecedent.  Therefore, my 
analysis makes the following prediction. 
 
     (51) Prediction III 
An embedded negative interpretation of NR is not allowed in the context 
where an embedded clause undergoes remnant movement. 
 
That is, a trace of not cannot license the strong NPI in the following configuration: 
 
     (52) * [That …ti <t, t>… strong NPI …]j, … noti <t,t>…… tj. 
 
     This prediction is verified in (53), where Topicalization of the embedded clause 
creates configuration of remnant movement.  Reconstruction of not cannot take place 
in this configuration, and (53b) results in ill-formedness since there is no way to license 
the strong NPI breath a word. 
 
     (53) a.   Wanda does not believe that Kevin would breathe a word about it. 
         b. * [That Kevin would ti breath a word about it]j, Wanda does noti believe 
             tj.                              (Collins and Postal (2014: 104)) 
 
Reconstruction of not is also inhibited in the remnant movement configuration formed 
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by Passivization of the embedded clause, as shown in (54). 
 
     (54) a.   It was not believed by Wanda that Kevin would breathe a word about  
             it. 
         b. * [That Kevin would ti breathe a word about it] was noti believed tj by  
             Wanda.                         (Collins and Postal (2014: 105) 
 
     Collins and Postal explain the unavailability of NR in (53) and (54) by resorting 
to the following condition. 
 
     (55) The C-Command Condition on Movement 
If X moves from [a position] P1 to P2, then X’s [copy] in P2 c-commands X’s 
[copy] in P1.                           (Collins and Postal 2014: 109) 
 
This condition requires the traces to be c-commanded by their antecedents; it is 
essentially identical to the Proper Binding Condition.  However, this condition is too 
strict to allow remnant movement itself, and incorrectly excludes grammatical patterns 
such as (46).  In contrast, the present analysis based on CTT explains the availability 
of remnant movement and the pattern of scope reconstruction.9 
 
2.5.  Conclusion 
     In this chapter, I have provided answers to the remaining problems with Collins 
and Postal’s syntactic analysis of NR.  I have clarified the trigger of NR by proposing 
that NR is driven by licensing of the negative marker from the head of MoodPspeech act.  
Secondly, I have also argued that the head of the chain encodes the speaker’s 
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uncertainty or subjective judgment via licensing MoodPspeech act, whereas its tail encodes 
negation by virtue of scope reconstruction into the base position.  Furthermore, my 
analysis eliminates Collins and Postal’s (2014) stipulations about NR, such as 
Nonfiniteness Condition (37) and the C-Command Condition of Movement (55). 
     If the proposed analysis is on the right track, it provides further support for the 
syntactic analyses of NR and against semantic ones.  In section 4, I showed that (i) NR 
cannot target embedded clauses, (ii) NR observes RM effects, and (iii) NR is not 
allowed in remnant movement configurations on account of a condition on 
reconstruction, CTT.  A syntactic analysis of NR can explain (ii) and (iii) but a 
semantic one cannot.  Since RM is a constraint on syntactic movement, the syntactic 
approach correctly captures NR’s sensitivity to the intervention effect of RM under the 
assumption that not moves syntactically.  In contrast, semantic approaches do not 
involve movement of not, and hence they do not explain the RM effect in NR sentences.  
Similarly, since reconstruction is available only when movement takes place, the 
syntactic approaches explain reconstruction effects of not and the unavailability of NR 
in remnant movement configurations.   In contrast, the semantic approaches cannot 
explain reconstruction effects in NR since it assumes that not does not undergo 
extraction. 
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Notes to Chapter 2 
 
1   Horn (1978) gives a list of NR predicates as follows. 
     (i) a.   [OPINION] think, believe, suppose, image, expect, reckon (anticipate,  
            guess) 
        b.   [PERCEPTION] seem appear, look like, sound like, feel like … 
        c.   [PROBABILITY] seem, appear, look like, sound like, feel like … 
        d.   [INTENTION/VOLITION] want, intend, choose, plan 
        e.   [JUDGEMENT/(WEAK) OBLIGATION] be supposed to, ought, 
            should, be desirable, advise, suggest          (Horn (1978: 187)) 
 
2   Collins and Postal (2014) give a list of strong NPIs as follows: 
 
     (i) until, stop at anything, breath a word, living soul, help Xself, lift a finger,  
        minimisers (dick, didly (squat), jack (shit), shit), in days/weeks/months/years 
(Collins and Postal 2014:7-8) 
 
3   Of course, Collins and Postal (2014) do not deny the possibility that interaction of 
the inference and islandhood is explained in some way.  As they claim, unless a new 
explanation is provided which explains the unavailability of the excluded middle 
property under the island contexts, the data like (8) supports syntactic approaches rather 
than semantic approaches. 
 
4   An anonymous reviewer of English Linguistics asks how the proposed analysis 
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captures the distinction between sentential and constituent negation, and the difference 
between not and negative adverbs like never.  As for the former question, Ernst claims 
that sentential negation has the structure where not is substituted in the Spec of VP as in 
(i-a), whereas constituent negation has the structure where not is adjoined to VP as in 
(i-b). 
 
     (i) a.   [VP [AdvP not] [V’ V …]] 
        b.   [VP [AdvP not] [VP V …]] 
 
Based on this idea, I assume that the negative marker set-merged with vP behaves as 
sentential negation, whereas the one pair-merged with vP acts as constituent negation.  
The latter question is not discussed by Ernst (1992), and calls for further researches. 
 
5   An anonymous reviewer of English Linguistics asks how [Mood] feature in not 
contributes to the meaning of “rejection of strong assertion.”  I have to admit that it 
remains open why the negative markers may involve [Mood] feature at all, and solution 
to this problem is left for my further research.  As for the question why not with 
[Mood] induces “rejection of strong assertion,” I would like to give speculation that the 
function of not with [Mood] is denial of speech act: in addition to negating propositions, 
not may affect the discourse-level interpretation through licensing from MoodPspeech act, 
and denies that the speaker has confidence in the proposition. 
 
6   An anonymous reviewer of English Linguistics points out that nothing blocks the 
derivation in which not base-generated in the matrix clause induces rejection of strong 
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assertion by virtue of licensing from Moodspeech act.  That is, the proposed system 
wrongly predicts that not in Karen did not read a book is licensed by Moodspeech act as in 
(i), and causes rejection of strong assertion. 
 
     (i) [MoodP Moodspeech act [CP C [Karen did [vP noti [vP v read a book]]]]]  
                   |______________________↑ c-command 
 
     To solve this problem, I would like to offer speculation that mere licensing from 
Moodspeech act is not enough to yield the interpretation of weak assertion, but it is 
necessary for the negative marker to be separated from the target of negation (i.e., the 
embedded clause).  Sheintuch and Wise (1976) observe that weakening of assertion 
found in (ii) (i.e., the speaker’s certainty about the embedded proposition is weaker in 
(ii-a) than in (ii-b)) is also found between (iii) and (iv): 
 
     (ii) a.   Mary doesn’t think that Jane likes Bill. 
        b.   Mary thinks that Jane doesn’t like Bill. 
     (iii) I missed no one. 
         a. ??But I suppose I could be wrong. 
         b.   I’m absolutely sure of it. 
     (iv) I didn’t miss anyone. 
         a.   But I suppose I could be wrong. 
         b.   I’m absolutely sure of it. 
 
(iii) and (iv) illustrate that the degree of certainty is greater in (iii) than in (iv).  In 
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effect, the former is incompatible with the expression but I suppose I could be wrong, 
but the latter is not.  In (iii), negative marker no is adjacent to the target of negation, 
one, whereas in (iv), not is separated from its target, anyone.  Accordingly, in (ii)-(iv), 
the degree of uncertainty becomes greater in accordance with length between the 
negative marker and its target.  Although I have no idea to implement this observation 
formally, but it may explain why not base-generated in the matrix clause as in (i) does 
not induce rejection of strong assertion: the distance between the negative marker and 
the target of negation is zero. 
 
7   It is grammatical if honestly is used as a VP adverb. 
 
8   At first sight, (i) seems to be a counterexample to my analysis.  Namely, not in the 
intermediate finite clause appears to be extracted from the most deeply embedded 
clause, although in the intermediate finite clause MoodPspeech act is not projected. 
 
     (i) I think [that he doesn’t want [to get here until 6:00]]. 
(Collins and Postal (2014: 8)) 
 
This apparent counterexample to my proposal is, however, accounted for by locality of 
strong NPI licensing.  A strong NPI until can be licensed even when it is separated 
from n’t by an infinitival clause boundary (note that is certain is not an NR-predicate). 
 
     (ii)  a. * It isn’t certain that he will arrive until midnight. 
         b.   It isn’t certain to arrive until midnight.            (Horn (1978: 144)) 
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Thus, the grammaticality of (i) is attributed to the locality of strong NPI licensing: not is 
base-generated in positions where until is licensed appropriately.  Therefore, (i) is not a 
counterexample to my proposal. 
 
9   An anonymous reviewer of English Linguistics points out that the data in (53b) and 
(54b) may be accounted for by Müller’s generalization, which prohibits a remnant 
movement from being the same type with the remnant-creating movement. 
 
     (i) In a structure …[A…[B…]…]…, A may not undergo α-movement if B has           
        undergone α-movement.                     (Müller (1996: 376 fn. 13)) 
 
Assuming that NR is A’-movement, (53b) can be ruled out by (i) on the ground that NR 
is followed by Topicalization, which is A’-movement.  The reviewer further suggests 
that (54b) might also be ruled out by (i), since sentential subjects behave similarly to 
topicalized phrases, and the subject in (54b) undergoes Topicalizaition after 
Passivization. 
     I agree that (53b) may be accounted for by (i), but it cannot be applied to (54b).  
This is because if the subject in (54b) underwent Topicalization, it would be so-called 
Local Topicalizaion (Topicalization out of the sentential subject position).  Lasnik and 
Saito (1993) observe that sentential subjects cannot undergo Topicalization, as shown in 
(ii). 
 
     (ii)  a.  John thinks that himself, Mary likes t. 
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         b.  *John thinks that himself, t likes Mary.   (Lasnik and Saito (1993: 111)) 
 
Thus, it is implausible to assume that the subject in (54b) undergoes Topicalizaition, and 
therefore ungrammaticality in (54b) cannot be attributed to Müller’s generalization. 
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Chapter 3 
 
A Cartographic Approach to Rhetorical Questions* 
 
 
3.1.  Introduction 
     Rhetorical questions (henceforth, RQ) are interrogative sentences that are 
interpreted as assertion.  For example, the yes-no interrogative sentence in (1a) can be 
construed as the negative assertion, ‘Syntax is not easy,’ as well as the question that 
seeks information (ordinary question (henceforth, OQ)).  Similarly, the wh-question 
(1b) has the RQ interpretation ‘No one understands English,’ in addition to the reading 
of OQ.   
 
     (1) a.   Is syntax easy? 
            OK‘Syntax isn’t easy’                        (Sadock (1971: 223)) 
        b.   Who understands English? 
            OK‘No one understands English’                (Sadock (1971: 224)) 
 
     A number of analyses have been proposed in order to explain the mismatch 
between the form and meaning in RQ, namely the fact that RQ has the form of 
interrogative sentences while it is construed as an assertion.  The previous approaches 
to RQ are divided into two camps: syntactic approaches (Sadock (1971, 1974), 
Progovac (1993), Han (2002)) and pragmatic ones (Ladusaw (1979), Gutiérrez-Rexach 
(1997), Guerzoni (2004), Rohde (2006), Caponigro and Sprouse (2007)).  Syntactic 
approaches regard the mismatch of the form and meaning in RQ as a matter of 
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grammar: they propose that RQ’s syntactic structures are different from OQ’s, or RQ is 
transformed from OQ at some point of derivation.  In contrast, pragmatic approaches 
attribute the mismatch to principles of language use: they assume that there is no 
syntactic difference between OQ and RQ, and the assertive flavor is brought about by 
pragmatics.  The aim of this chapter is to provide support to the former view by 
pointing out syntactic characters of RQ that cannot be accounted for by the pragmatic 
approaches, and propose a new syntactic analysis. 
     This chapter is organized as follows.  In section 3.2, I briefly review Caponigro 
and Sprouse (2007), which claim that rhetorical interpretation is pragmatic in nature.  
Section 3.3 points out empirical problems with the pragmatic camp.  In section 3.4, I 
will propose a new analysis of RQ based on Coniglio and Zegrean’s (2012) cartographic 
approach to illocutionary force.  In section 3.5, I will demonstrate that the proposed 
analysis not only accounts for the data that is problematic to the pragmatic camp, but 
also explains RQ in peripheral adverbial clause, scopal property of negative 
interpretation, and sensitivity to constraints on rhetorical wh-movement.  Section 3.6 is 
a conclusion. 
 
3.2.  Pragmatic Approach to Rhetorical Questions 
     This section reviews Caponigro and Sprouse (2007) as an illustration of the 
pragmatic approaches to RQ.  Section 3.2.1 summarize Caponigro and Sprouse (2007) 
analysis in which RQ is identical with OQ in syntax and semantics, and the 
interpretation of RQ is brought about by pragmatics (knowledge shared by the speaker 
and the hearer).  This pragmatic view predicts that there is no syntactic difference 
between OQ and RQ.  Section 3.2.2 reviews Fujii’s (2015) argument for pragmatic 
approaches in terms of wh-interrogatives in Japanese 
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3.2.1. Caponigro and Sprouse (2007) 
     As for the semantics of RQ, Caponigro and Sprouse (2007) assume with 
Groenendijk and Stokhof (1989) that the denotation of an interrogative sentence is the 
function that maps possible worlds into a partition.  Each of the partition represents the 
set of possible worlds where an answer to the interrogative sentence is true.  Suppose, 
for example, Andrea and Luca are in the domain of universe. Then, the denotation 
(intension) of Who walks will be the partition as in (2): 
 
     (2) [[Who walks?]] = 
 
 
 
 
The top cell represents the set of possible worlds in which Andrea and Luca walks, the 
second is the set of possible worlds in which Andrea, but not Luca walks, and so on.  
Similarly, the denotation of Does Luca walk? is the partition that contains the sets of 
possible worlds in which Luca walks and the set of possible worlds in which Luca 
doesn’t walk. 
 
     (3) [[Does Luca walk?]] = 
 
 
Given the semantics of interrogatives above, Caponigro and Sprouse propose that the 
denotation (extension) of RQ in a possible world w is identical to that of OQ in w, the 
{w: Andrea and Luca walk in w} 
{w: Andrea walks in w} 
{w: Luca walks in w} 
{w: Nobody walks in w} 
{w: Luca walks in w} 
{w: Luca doesn’t walk in w} 
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true answer to the question in w, as illustrated in (4). 
 
     (4) [[RQ]]w = [[OQ]]w 
 
     On the other hand, they try to derive differences between OQ and RQ from the 
knowledge of the speaker and addressee.  Adopting Stalnker’s (1978) Common 
Ground, they propose the condition that determines whether an interrogative sentence is 
used as OQ or RQ.  Suppose that we have the set of the beliefs of the speaker (SB) and 
the set of the beliefs of the addressee (AB). 
 
     (5) a.   SB = {p : p is a belief of the speaker} 
        b.   AB = {p : p is a belief of the addressee} 
 
Common Ground of the speaker and the addressee (CGS-A) is defined as the intersection 
of SB and AB: the belief mutually held by the speaker and the addressee. 
 
     (6) CGS-A = {p : p is mutually believed by the speaker and addressee} 
 
Caponigro and Sprouse (2007) define OQ and RQ in terms of SB, AB, CGS-A. A 
question Q is OQ if and only if the speaker does not have beliefs about the complete 
true answer to Q.  In contrast, a question Q is RQ if and only if the speaker and the 
addressee mutually believe the true answer to Q.   More formally, OQ and RQ are 
defined as follows: 
 
     (7) a.   Q is an OQ iff [[Q]]w ? SB 
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        b.   Q is an RQ iff [[Q]]w ? CGS-A 
 
     Suppose, for example, (1a) is uttered under the circumstance in which the speaker 
and addressee mutually believe that syntax is not easy.  Then, (1a) satisfies the 
condition in (7b) and is interpreted as RQ since the answer to the question in (1a), 
syntax is not easy, is included in CGS-A.  On the other hand, when the speaker does not 
know whether syntax is easy or not, the answer to (1a) is not included in SB, and the 
interrogative sentence is construed as OQ. 
     Notice that their analysis above entails that the distinction between RQ and OQ is 
pragmatic in nature (i.e., they are distinguished by the knowledge shared by the 
discourse participants), and that RQ is identical to OQ in syntax and semantics.  This 
view is to some extent shared by other pragmatic approaches.  For example, Rohde 
(2006) explains properties of RQ with Common Ground: Rohde characterizes RQs as 
interrogative sentences that are used when the participants in a discourse share 
sufficiently obvious answers. 
     A piece evidence for the pragmatic view given by Caponigro and Sprouse (2007) 
is that rhetorical wh-phrases can be embedded, as much as ordinary ones can.  
However, before looking at their argument, let me mention diagnostics of RQ that they 
use.  According to them, OQ reading is ensured by I’m really curious or I really don’t 
know, so that sentences in (8) are interpreted as questions that seek information. 
 
     (8) a.   I’m really curious: who helped Luca when he was in trouble? 
         b.   I really don’t know: Who helped Luca when he was in trouble? 
(Caponigro and Sprouse (2007: 123)) 
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In contrast, sentences modified by after all or followed by yet enforce RQ reading, 
which is pointed out by Sadock (1971).  Thus, who helped Luca when he was in 
trouble? in (9) is construed as Nobody helped Luca when he was in trouble. 
 
     (9) a.   After all, who helped Luca when he was in trouble? 
         b.   Who helped Luca when he was in trouble? Yet he managed to become  
            what  he is now.              (Caponigro and Sprouse (2007: 123)) 
 
There are Negative polarity items (NPIs) that are licensed only by clausemate negation, 
such as lift a finger and a damn.  These types of NPIs are called strong NPIs, which 
assure RQ reading if they are generated in interrogative sentences.  In effect, strong 
NPIs are compatible with after all or yet while they cannot co-occur with I’m really 
curious or I really don’t know. 
 
     (10) a.   After all, who lifted a finger to help Luca? 
         b.   Who gave a damn when Paolo was in trouble? Yet he made it.  
(Caponigro and Sprouse (2007: 123)) 
 
     (11) a. # I’m really curious: Who lifted a finger to help Luca? 
         b. # I really don’t know: Who gave a damn when Paolo was in trouble? 
(Caponigro and Sprouse (2007: 123)) 
 
     Keeping this in mind, let us return to the discussion as to whether RQ can be 
embedded.  Caponigro and Sprouse argue that (12) is evidence for embedded RQ. 
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     (12) a.   SITUATION: No one at the office likes the boss, and the boss knows    
             this. One day she gets fed up with the situation, and says: 
         b.   Should I even ask who would give a damn if I stopped coming to work? 
(Caponigro and Sprouse (2007: 126)) 
 
In (12), the answer to the embedded question who would give a damn is already known 
by the speaker (i.e., the speaker knows that nobody would give a damn if she stopped 
coming to work), and the strong NPI a damn is licensed in the embedded clause.  
Caponigro and Sprouse claim that this fact supports the pragmatic view, since it predicts 
that a rhetorical wh-question can be embedded, as much as an ordinary wh-question can. 
 
3.2.2 Fujii (2015) 
     Fujii (2015) claims that pragmatic analyses of RQ such as Caponigro and Sprouse 
(2007) and Rohde (2006) are supported by Japanese wh-interrogative constructions.  It 
is known that Japanese ordinary wh-questions display the argument/adjunct asymmetry 
with respect to the adjunct island condition, as shown in (13).   
 
     (13) a.   John-wa   [kare-no  okusan-ga nani-o    katta  kara] 
            John-Top  her-Gen  wife-Nom what-Acc  bought because  
            okot-ta        no? 
            get.angry-Past  Q 
            lit. ‘What did John get angry because his wife bought?’ 
        b. * John-wa  [kare-no  okusan-ga naze  atarasii  doresu-o  katta  kara] 
            John-Top her-Gen  wife-Nom why  new    dress-Acc bought because 
            okot-ta        no? 
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            get.angry-Past  Q 
            lit. ‘Why would John get angry because his wife bought a new dress?’ 
 
In (13a), nani-o ‘what’ takes scope at the matrix clause although it is embedded in the 
adjunct clause headed by kara ‘because.’  In contrast, (13a) shows that naze ‘why’ 
cannot take matrix scope when it is embedded in the adjunct clause.  These data 
illustrate that Japanese adjunct wh-phrases, but not argument wh-phrases, are sensitive 
to the adjunct island condition.  Fujii demonstrates that Japanese’s rhetorical argument 
wh-phrases are insensitive to the adjunct island condition, as much as ordinary ones are. 
 
     (14)  a.   [Donna e-o        kake-ba] Yamada sensei-ga    watasi-o 
              what   picture-Acc paint-if  Yamada teacher-Nom me-Acc 
              homete-kureru  tte-iu-no? 
              praise-give    Comp-say-Q 
              lit. ‘What kind of picture does Mr. Yamada praises me if I paint?’ 
              ‘There is no such picture that Mr. Yamada praises me if I paint the    
              picture.’ 
          b. * [E-o       naze  kake-ba] Yamada sensei-ga    watasi-o 
              picture-Acc why  paint-if  Yamada teacher-Nom me-Acc 
              homete-kureru  tte-iu-no? 
              praise-give    Comp-say-Q 
              lit. ‘What is the reason such that does Mr. Yamada praise me if I paint 
              on the reason?’                             (Fujii (2015: 266)) 
 
(14a) shows that the rhetorical argument wh-phrase donna e-o ‘what kind of picture’ 
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embedded in the adjunct clause headed by ba ‘if’ is not sensitive to the adjunct island 
condition.  In contrast, (14b) shows that the rhetorical adjunct wh-phrase naze ‘why’ is 
constrained by the adjunct condition.1   
     Fujii further demonstrates that Japanese rhetorical wh-quesitons are insensitive to 
the Complex NP constraint as in (15a), as much as Japanese ordinary ones are, as in 
(15b). 
 
     (15) a.   Yoko-ga  [[dare-ga  tsukut-ta]  ryori]-o    homeru tte-iu-no? 
             Yoko-Top who-Nom make-Past dishes-Acc praise Comp-say-Q 
             lit. ‘Who does Yoko praise dishes that made?’ 
             ‘There is no such person that Yoko praises dishes that the person        
             makes.’                                    (Fujii (2015: 266)) 
         b.   Yoko-ga  [[dare-ga   tsukut-ta]  ryori]-o    homeru no? 
             Yoko-Top who-Nom make-Past dishes-Acc praise   Q 
             ‘Who is the person such that Yoko praise dishes that the person       
             makes?’ 
 
Fujii points out that this is contrasted with English, where both RQ and OQ are sensitive 
to the Complex NP Constraint.  (16) shows that the English rhetorical wh-phrase 
cannot be extracted out of the relative clause. 
 
  (16)  a.   After all, what did he buy t? 
       b. * After all, what did he meet the man who bought t? (Sprouse (2007: 573)) 
 
Table 1 is the summary of the data with respect to extractability out of islands. 
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Table 1 
 Argument 
wh-mvmt out of an 
adjunct island in 
Japanese 
Adjunct wh-mvmt 
out of an adjunct 
island in Japanese 
Argument 
wh-mvmt out of 
Complex NP in 
Japanese 
Argument 
wh-mvmt out of 
Complex NP in 
English 
OQ OK (13a) * (13b) OK (15a) *  
RQ OK (14a) * (14b) OK (15b) *(16b) 
 
Based on this paradigm, Fujii makes the following descriptive generalization. 
 
     (17) A rhetorical wh-question in a language L and an ordinary wh-question in L  
         do not display different behavior with respect to island sensitivity. 
(Fujii (2015: 271)) 
 
Fujii concludes that this generalization is well suited with the pragmatic approaches 
such as Guerzoni (2004), Rhode (2006), and Caponigro and Sprpuse (2007), which 
assume that RQ and OQ do not differ in syntax. 
     In the next section, I will show that there are syntactic differences between OQ 
and RQ, and demonstrate that these facts cannot be explained by the pragmatic view. 
 
3.3.  Are Rhetorical Questions Pragmatic? 
     In this section, I will argue that availability of RQ in embedded clause discussed 
in section 3.2.1 does not support the pragmatic approach.  Furthermore, I will show 
that the pragmatic analysis by Caponigro and Sprouse (2007) cannot explain 
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Neg-Raising in rhetorical yes-no questions.  These observations suggest that that the 
pragmatic approach to RQ is inadequate, and RQ should be analyzed syntactically. 
 
3.3.1. Embedded Rhetorical Questions 
     Recall that a piece of evidence for the pragmatic view given by Caponigro and 
Sprouse (2007) is that rhetorical wh-phrases can be embedded, as much as ordinary 
ones can, as shown in (12), repeated here as (18). 
 
     (18) a.   SITUATION: No one at the office likes the boss, and the boss knows    
             this. One day she gets fed up with the situation, and says: 
         b.   Should I even ask who would give a damn if I stopped coming to work? 
(Caponigro and Sprouse (2007: 126)) 
 
     However, it is doubtful that (18) should be taken as evidence for embedded RQ.  
In (19), the strong NPIs lift a finger and a damn is not licensed in the embedded clause 
when the matrix sentences are declarative.   
 
     (19) a. ?? I know whether he lifted a finger to help me. 
         b. ?? I found out who gives a damn about you.  
(Gutiérrez Rexach (1996: 370)) 
 
(19), in turn, supports the view that OQs and RQs do differ in syntax: ordinary 
wh-phrases can be embedded but rhetorical wh-phrases cannot.  Now the question is 
why (18) tolerates embedded RQ, while (19) doesn’t.  I suspect that should I even ask 
in (18) is a performative expression that express speaker’s attitude toward the utterance, 
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and the main clause is who would give a damn, not Should I even ask.  Accordingly, 
we may conclude that RQs cannot be embedded, as OQs can. 
 
3.3.2. Neg-Raising 
     As seen in chapter 2, matrix negative marker can be interpreted in the embedded 
clause under certain circumstances (Neg-Raising, NR).  For example, the matrix 
negative marker not in (20) can take scope in the embedded infinitival clause that is a 
complement to want, yielding the NR interpretation as in (20b) in addition to the matrix 
negative reading as in (20a). 
 
     (20) Jack doesn’t want to be arrested.  
         a.   ‘It’s not the case that Jack wants to be arrested.’ (not > want) 
         b.   ‘Jack wants not to be arrested.’ (want > not)      (Sadock (1974: 80)) 
 
NR is restricted to a certain class of predicates (NR-predicates).  Want allows NR as in 
(20), whereas hope does not; hence (21) cannot be paraphrased as in (21b).  Predicates 
like hope that do not allow NR are called non-NR predicates.   
 
     (21) Jack doesn’t hope to be arrested.  
         a.   ‘It’s not the case that Jack hopes to be arrested.’ (not > hope) 
         b. * ‘Jack hopes not to be arrested.’ (*hope > not)     (Sadock (1974: 80)) 
 
Sadock (1974) points out that rhetorical yes-no sentences have embedded negative 
readings only when the embedded clauses are complements to the matrix NR predicates.  
For instance, when the complement clause is embedded by the NR-predicate want in the 
 
 
49 
interrogative sentence as in (22), it has the embedded rhetorical reading as in (22b).   
 
     (22) Does Jack want to be arrested? 
         a.   ‘It’s not the case that Jack wants to be arrested.’ (not > want) 
         b.   ‘Jack wants not to be arrested.’ (want > not)       (Sadock (1974:80)) 
 
On the other hand, (23), in which the matrix verb hope is a non-NR predicate, does not 
have the embedded negative interpretation.   
 
     (23)  Does Jack hope to be arrested? 
          a.  ‘It’s not the case that Jack hopes to be arrested.’ (not > hope) 
          b. * ‘Jack hopes not to be arrested.’ (*hope > not)     (Sadock (1974:80)) 
 
The contrast between (22) and (23) suggests that NR takes place in (22) but not in (23).   
     The RQ reading in (22b) is problematic to approaches that assume that the 
denotation of RQ is identical to that of OQ, the set of possible answers.  These 
approaches predict that the embedded rhetorical reading in (22b) is one of the possible 
answers to the question in (22).  However, this prediction is incorrect, as demonstrated 
in (24). 
 
     (24) a.   Does Jack want to be arrested? 
         b.   i.   Yes, Jack wants to be arrested. 
             ii.   No, Jack doesn’t want to be arrested. 
             iii.??No, Jack wants not to be arrested. 
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(24) shows that (24b-i) and (24b-ii) are candidates for the answer to (24a), but the 
embedded negative sentence in (24b-iii) is not.  Accordingly, the denotation of (24a) 
includes a partition of the set of possible worlds {w: Jack wants to be arrested in w} and 
{w: Jack doesn’t want to be arrested in w}, but not {w: Jack wants not to be arrested in 
w}.  Thus, the pragmatic analyses cannot account for the embedded negative 
interpretation in (22). 
 
3.4.  The Proposed Analysis 
     This section proposes a syntactic analysis of RQ, based on Coniglio and 
Zegrean’s (2012) cartographic approach to illocutionary force, which is outlined in 
section 3.4.1.  Section 3.4.2 and 3.4.3 presents the structure of rhetorical yes-no 
questions and wh-questions, respectively.  Furthermore, I will show that the proposed 
analysis accounts for NR in yes-no rhetorical questions in section 3.4.4.  The proposed 
analysis eliminates pragmatic process in which OQ is interpreted as RQ, so that RQ is 
syntactically generated in the form of RQ. 
 
3.4.1. Syntax of Illocutionary Force: Coniglio and Zegrean (2012) 
     Rizzi (1997) claims that the CP domain is split into four functional projections, 
ForceP, TopP, FocP, and FinP.  
 
     (25) [ForceP Force0 [TopP Top0 [FocP Foc0 [FinP Fin0 [TP … ]]]] 
 
ForceP is the projection that conveys information about clause type (declarative, 
interrogative, imperative, and etc.).  Given (25), Coniglio and Zegrean (2012) propose 
to divide ForceP into two projections, ILL (Illocutionary Force) and CT (Clause Type).  
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     (26) [ILL ILL0 [CT CT0 [TopP Top0 [FocP Foc0 [FinP Fin0 [TP … ]]]] 
 
CT is the projection that specifies the clausal type, whereas ILL encodes speaker’s 
intension in producing an utterance (i.e., whether the sentence is uttered as assertion, 
question, direction, or others).  A direct consequence of splitting up Force into CT and 
ILL is to open a way to analyze indirect speech act syntactically. Let us see (27) for 
illustration of division of labor of ILL and CT.  
 
     (27) a.   Call the police! (ILL= directive / CT= imperative) 
         b.   Could you call the police? (ILL= directive / CT=interrogative) 
(Coniglio and Zegrean (2012: 234)) 
 
Although the former is imperative but the latter is interrogative, both (27a) and (27b) 
are uttered as direction (ordering toward the hearer that he or she should call the police).  
The mismatch between the form and meaning found in (27b) is accounted for by 
postulating that ILL involves an interpretable feature [iDir(ective)] and CT has 
[iInterr(ogative)]. 
     Coniglio and Zegrean’s correctly explains distribution of discourse particles in 
Italian and German.  As shown by Italian examples in (28), although both (28a) and 
(28b) are imperative sentences, only the former has the effect of weakening the order by 
virtue of the discourse particle pure.  
 
     (28) a.   Chiama pure  la  poliza! 
             call.Imp Prt   the police 
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             ‘Call the police! (if you feel like it)’ (Coniglio and Zegrean (2012: 235)) 
          b.   Chiama la  poliza! 
              call.Imp the police 
              ‘Call the police!’               (Coniglio and Zegrean (2012: 238)) 
 
According to Coniglio and Zegrean, pure in (28a) serves as a modifier that weakens 
directional force encoded in ILL.  However, the distribution of pure is regulated not by 
ILL but by CT: pure cannot be used in an interrogative sentence even when it has 
illocutionary force of direction, as shown by (29).  
 
     (29) Puoi   (*pure) chiudere la  finesta? 
         can.2sg Prt    close    the  window 
         ‘Can you close the window?’          (Coniglio and Zegrean (2012: 238)) 
 
Coniglio and Zegrean explain these facts by proposing that discourse particles have 
uninterpretable features that agree with interpretable features in ILL and CT.  Suppose, 
for example, that pure has uninterruptable features [uDir] and [uImp(erative)].  These 
features must be deleted by [iDir] in ILL and [iImp] in CT as in (30a).  However, when 
ILL and CT involve [iDir] and [iInterr] respectively, the [uImp] feature in pure cannot 
be deleted and causes crash at the interfaces.  
 
     (30) a.   [ILL ILL0 [iDir] [CT CT0 [iImp] [… pure [uDir][uImp]… ]]] 
         b. * [ILL ILL0 [iDir] [CT CT0 [iInterr] [… pure [uDir][uImp]… ]]] 
 
Thus, incompatibility of pure with the interrogative sentence in (29) is attributed to the 
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representation in (30b) in which [uImp] in pure cannot be licensed. 
 
3.4.2. Rhetorical Yes-No Questions 
     Based on the Coniglio and Zegrean’s analysis, I propose that a rhetorical yes-no 
question has structure like (31), where ILL and CT have [iAsser(tive)] feature and 
[iInterr] feature, respectively. 
 
     (31) [ILL ILL0[iAsser] [CT OpNeg CT0 [iInterr] [TopP Top0 [FocP Foc0 [FinP Fin0 [TP … ]]] 
 
The negative interpretation of RQ is obtained by virtue of a phonologically negative 
operator OpNeg located in the Spec of CT, an element that is roughly paraphrased as not.  
I assume that OpNeg involves [uAsser] and [uInterr], so that these features are deleted by 
the corresponding interpretable features in ILL and CT.2 
     Let us consider how Is syntax easy? and Isn’t syntax easy? yield RQ interpretation.  
The structure of the former is given in (32). 
 
     (32) a.   Is syntax easy? ‘Syntax is not easy.’ 
         b.   [ILL ILL0 [iAsser] [CT OpNeg CT0 [iInterr] [FinP [Fin0 is] [TP syntax easy]]] 
 
Negative interpretation is brought about by virtue of OpNeg.  Although the sentence has 
the form of interrogative sentence (such as aux-inversion) because of CT[iInterr], it is 
interpreted as assertion by virtue of ILL[iAsser].  Accordingly, the sentence is construed 
as I assert that it is not the case that syntax is easy.  
     The latter (Isn’t syntax easy?) has the structure illustrated in (33), where OpNeg is 
generated in the Spec of CT. 
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     (33) a.   Isn’t syntax easy? ‘Syntax is easy.’ 
         b.   [ILL ILL0 [iAsser] [CT OpNeg CT0 [iInterr] [FinP [Fin0 isn’t] [TP syntax easy]]] 
 
The structure involves two negative markers, OpNeg and not, so that it is interpreted 
affirmatively.  Thus, it is roughly paraphrased as I assert that syntax is easy. 
 
3.4.3. Rhetorical Wh-Questions 
     Let us next consider the structure of rhetorical wh-questions.  I assume with 
Progovac (1993) that a wh-word is ambiguous between an interrogative operator and an 
NPI.  This claim is supported by the observation that wh-words serve as NPIs in 
Chinese as in (34) and in Serbo-Croatian as in (35). 
 
     (34) Ni xiang chi  sheme ma? 
         you like eat  what  Q 
         ‘Would you like to eat anything?’                (Progovac (1993: 174)) 
     (35) Da  li je  Milan  i-sta     doneo? 
         that Q has Milan  any-what brought 
         ‘Has Milan brought anything?’                   (Progovac (1993: 174)) 
 
     Based on this observation, I propose that rhetorical wh-questions like Who 
understands English? has the following structure, where OpNeg licenses the wh-word 
that serves as an NPI located in the Spec of FocP. 
 
     (36) a.   Who understands English? ‘Nobody understands English.’ 
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         b.   [ILL ILL0 [iAsser] [CT OpNeg CT0 [iInterr] [FocP who [NPI] Foc0 [TP t understands    
             English]]] 
 
According to Rizzi (1997), the landing site of a wh-movement is the Spec of FocP.  I 
postulate that this is true of rhetorical wh-movement.  Thus, the sentence is construed 
as I assert that it is not the case that anybody understands English. 
     Note that although a wh-word is ambiguous between an interrogative operator and 
an NPI, only the latter option is compatible with the structure of RQ.  Suppose that the 
Spec of FocP in (36) is occupied by a wh-phrase that serves as an interrogative operator, 
instead of an NPI.  Then the structure yields anomalous interpretation since its 
illocutionary force is assertion but the wh-operator requires an answer.  For example, 
Who understand English? with RQ interpretation has the following structure when who 
is not an NPI but a wh-operator: 
 
     (37) [ILL ILL0 [iAsser] [CT OpNeg CT0 [iInterr] [FocP who [Wh] Foc0 [TP t understands        
         English]]] 
 
This structure is paraphrased as I assert which person x is such that x doesn’t 
understand English, which makes no sense.  Accordingly, the option of (37) is ruled 
out. 
 
3.4.4. Neg-Raising in Rhetorical Questions 
     We have seen that an RQ sentence allows embedded negative interpretation when 
the matrix verb is an NR predicate as in (22), repeated here as (38). 
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     (38) Does Jack want to be arrested? (OKwant > not) 
 
     As discussed in chapter 2, an NR sentence is derived by extracting the negative 
marker from the embedded clause to the root clause.  Then, the structure of (22), 
repeated here as (39), has the following structure in (40). 
 
     (39) Jack doesn’t want to be arrested.  
         OK‘Jack wants not to be arrested.’ (want > not) 
     (40) Jack does noti want [ti to be arrested] 
 
Based on this analysis, I claim that OpNeg involving the [uAsser] feature can be 
extracted from the embedded clause to the root clause in a rhetorical yes-no sentence. 
The structure of (38) is given as in (41). 
 
     (41) [ILL ILL0 [iAssert] [CT OpNegi [uAsser][uInterr] CT0 [iInterr] [TopP Top0 [FocP Foc0 [FinP    
         [Fin0 does] [TP Jack want [TP ti to be arrested]?  
 
In other words, availability of embedded interpretation in (38) is attributed to extraction 
of OpNeg from the embedded clause. 
     It will be further predicted that when the matrix verb is a non-NR predicate, OpNeg 
cannot be extracted from the embedded clause, so that the embedded rhetorical 
interpretation is not allowed. 
 
     (42)*[ILL ILL0 [iAssert] [CT CT0 [iInterr] [TopP Top0 [FocP OpNegi [uAsser][uInterr] Foc0 [FinP   
         [Fin0 does] [TP Jack hope [TP ti to be arrested]?  
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This prediction is borne out.  We have seen that the embedded negative reading in RQ 
is not allowed when the matrix predicate is a non-NR predicate hope. 
 
     (43) Does Jack hope to be arrested? (*hope > not) 
 
3.5.  Further Consequences 
     This section sees further consequences of the proposed analysis.  I will show 
that it accounts for scope of negation (section 3.5.1), distribution of RQ in adverbial 
clauses (section 3.5.2), prosodic differences between OQ and RQ (section 3.5.3), and 
relative ordering in the left-peripheral position (section 3.5.4). 
 
3.5.1. Scope of Negation 
     In section 3.2, I have claimed that OpNeg is located in the Spec of FocP.  This 
proposal predicts that negation in RQ takes higher scope than an item in TP.  (44) 
shows that must and should take higher scope than not in decretive sentences. 
 
     (44) a.   John must not eat the cake  
             ‘It is obligatory for John not to eat cake.’ (must > not) 
         b.   John should not leave.  
             ‘It is obligatory for John not to leave.’ (should > not) (Han (2002: 224)) 
 
In contrast, must and should generated in RQ sentences takes lower scope than negation. 
 
     (45) a.   Must John say anything? 
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             ‘It is not obligatory for John to say anything.’ (not > must) 
         b.   Should John do the homework?  
             ‘It is not obligatory for John to leave.’ (not > should) (Han (2002: 224)) 
 
These contrasts are explained by the proposed analysis: In RQ, OpNeg is generated in 
FocP and it c-commands must or should located in Fin.  Accordingly, negation in RQ 
scopes over these modal auxiliaries. 
 
     (46) [ILL ILL0 [iAssert] [CT OpNeg CT0 [iInterr] [FinP [Fin0 must][TP John say anything]]] 
 
3.5.2. Rhetorical Questions in Peripheral Adverbial Clauses 
     Haegeman (2003 et seq.) observes that there are two types of adverbial clauses: 
central adverbial clauses and peripheral ones.  Central adverbial clauses bring about 
event-related interpretation, while peripheral ones provide discourse-related 
interpretation.  For example, the central conditional clause in (47a) gives the condition 
for the event expressed in the consequent, whereas the peripheral conditional clause in 
(47b) introduces a contextual background against the associated clause is processed. 
 
     (47) a.   If your back-pupporting muscles tire, you will be at increased risk of      
             lower-back pain. 
(Independent on Sunday Sports, October 14, 2001: 29, col. 3) 
         b.   We are seeing a fall in the incidence of crime, particularly serious crime,   
            and I think we’re right to say “What’s going on? If crime is falling, why 
            are we seeing a continuing rise in the prison population?”  
(Guardian, November 1, 2001: 2, col. 6) 
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(cited in Haegeman (2012: 161)) 
 
     Coniglio and Zegrean (2012) observe the central/peripheral distinction of 
adverbial clauses is relevant to distribution of Italian discourse particles.  (48) 
illustrates that the discourse particle pur cannot be generated in a central adverbial 
clause. 
 
     (48) Se Gianni ha     (*pur) detto che  non verrà,        allora  NON 
         If  Gianni have.3sg Prt   said  that Neg come.F ut.3sg then   Neg  
         verrà. 
         come.Fut.3sg 
         ‘If Gianni said that he won’t come, then he won’t come.’ 
(Coniglio and Zegrean (2012: 244)) 
 
In contrast, discourse particle pur can be contained in a peripheral adverbial clause: 
 
     (49) Se Gianni – come dici –   ha      pur  detto che  non verrà, 
         If  Gianni   as    say.2sg  have.3sg Prt  said  that Neg come.F ut.3sg 
         non verrà, perché  allora ha  prenotato        l’hotel? 
         Neg come Fut.3sg why  then have.3sg.booked  Art-hotel? 
         ‘If Gianni – as you say – said that he won’t come, then why did he book the    
         hotel?’                            (Coniglio and Zegrean (2012: 244)) 
 
Coniglio and Zegrean accounts for this contrast by proposing that ILL in the central 
adverbial clauses is impoverished and cannot license discourse particle (strictly 
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speaking, ILL in a central adverbial clause has a default value [i0] that cannot enter into 
matching relation with an uninterruptable feature of the discourse particle), while ILL in 
the peripheral adverbial clause is not impoverished and can delete the uninterpretable 
feature in a discourse particle.   
     It will then be predicted that central adverbial clauses cannot contain RQ, while 
peripheral ones can.  
 
     (50) a. * [Central [ILL ILL0[i0] [CT OpNeg [uAsser][uInterr] CT0 [iInterr] …]]] 
         b.   [Peripheral [ILL ILL0[uAsser] [CT OpNeg [uAsser][uInterr] CT0 [iInterr] …]]] 
 
This prediction is borne out.  According to Haegeman (2012), peripheral adverbial 
clauses can contain rhetorical wh-questions as in (51a-d) and rhetorical yes-no questions 
as in (51e-f). 
 
     (51) a.   She was thinking of how Philip had buttoned up her fur coat on the       
             platform at Paddington, saying that she mustn’t catch cold because     
             what would they do then?  
(Ellis, Alice Thomas. The Other Side of the Fire, Penguin 1985, 1986: 93) 
         b.   It surely says something –– although who knows what –– about our              
             media-saturated culture that the topless shots in question are not of    
             Jordan but the prime minister’s wife?  
(Observer, February 6, 2005; col. 3) 
         c.   Oil and electricity is useful, while gold –– what’s the point of that? 
(Observer, November 23, 2008; 12, col.4) 
         d.   These assumptions can be irritating, since who is this naive,              
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             unquestioning, plural intelligence identified as “we”? 
(Observer Magazine, April 10, 2005: 5, col. 1) 
         e.   Actually, I just made that last one up though, honestly, isn’t all this    
             talk of “wibbling” and “frubbling” just a teensy-weensy bit infantile? 
(Observer Magazine, April 10, 2000: 27, col. 8) 
         f.   No one would have been too upset about her bad behavior, because    
             wasn’t that  what writers were put on earth to do?  
(Observer, August 20, 2000: 27, col. 8) 
(cited in Haegeman (2012: 173)) 
 
In contrast, neither rhetorical wh-questions nor rhetorical yes-no questions may be 
generated in central adverbial clauses, as predicted. 
 
     (52) a. * If did Mary say that he won’t come, then he will come. 
             (Intended: ‘If Mary did not say that he won’t come, then he will          
             come.’) 
         b. * If who said that he won’t come, then he will come. 
             (Intended: ‘If nobody said that he won’t come, then he will come.’) 
 
3.5.3. Prosodic Differences 
     Miura and Hara (2015) find prosodic difference between OQ and RQ in Japanese 
Osaka dialect.  They investigate fundamental frequency of voice (F0) and duration of 
segments in OQ and RQ.  Figure 1 shows the original waves and F0 counters of the 
sentence in (53) that is used as an ordinary (literal) yes-no question, and the one that is 
used as a rhetorical yes-no question. 
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     (53) Uri-o         tabe-masu? 
         cucumber-Acc  eat-Polite 
         ‘Do you eat cucumber?’ / ‘You don’t eat cucumber.’ 
 
Figure.1 
 
(Miura and Hara (2015: 294)) 
 
Miura and Hara report that all the segments of RQ are longer than that of OQ, and this 
tendency is remarkably found in the third segment su.  They also note that F0 of the 
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first segment in RQ is lower than the one in OQ, and the final segment in RQ is higher 
than the one in OQ; that is, RQ shows the initial F0 lowering and final F0 raising, 
compared with OQ.   
     This fact seems to be incompatible with the pragmatic approaches.  Given that 
the role of syntax is to map a hierarchical structure onto the phonological and semantic 
interfaces, there cannot be direct relations between prosody and interpretation without 
mediation of syntactic structures.  In other words, correlation between phonology and 
semantics of RQ should be predetermined at the level of syntax.  Therefore, the 
prosodic difference between OQ and RQ cannot be attributed to pragmatic distinction, 
such as shared knowledge in Common Ground. 
     In contrast, the prosodic difference is accounted for by the proposed syntactic 
analysis, which assume that OQ and RQ differ in the feature composition of ILL: the 
former involves [iAsser] but the latter involves [iQues].  I will suggest that difference 
of the feature composition in ILL is responsible for the prosodic distinction between OQ 
and RQ. 
     Some previous researches attribute sentence-final rising/falling intonations to 
functional projections in the left/right periphery.  For example, Heim et al. (2014) 
claim that the syntactic layers above CP are responsible for rising/falling intonation in 
declarative sentences.  They observe that falling intonation (marked with the 
backslash) in a declarative sentence like (54b) is used for expressing that the speaker 
calls on the addressee to believe that the proposition is true.  Thus, (54b) is uttered in 
the situation (54a). 
 
     (54) a.   SITUATION: Mary, who just got a new dog, runs into Anne, who does 
             not yet know about Mary’s dog.  Since Mary is so excited about the     
 
 
64 
             fact that she has a new dog, she wants to tell Anne right away and          
             utters:  
         b.   I have a new dog\ 
 
In contrast, rising intonation (marked with the slash) like (55b) is used for expressing 
that the speaker wants to confirm whether the addressee indeed know the proposition.  
Thus, (55b) is compatible with the context in (55a). 
 
     (55) a.   SITUATION: John mistakenly believes that Anne has a new dog.         
             When he runs into Anne, he asks her how her new dog is doing.      
             Naturally Anne is confused and responds:  
         b.   I have a new dog/  
 
Heim et al. propose that there is a syntactic layer above CP that encodes the call on 
addressee (dubbed as the grounding layer).  The layer is also associated with 
Rising/Falling intonations, which establishes the correlation between the intonation and 
interpretation found in (54) and (55). 
 
     (56)  à ‘I want you to believe CP’ / Falling intonation 
                CP 
              6                  (adapted from Heim et al. (2014: 6)) 
 
     (57) 6 à ‘Tell me if CP true’ / Rising intonation 
                CP 
              6                  (adapted from Heim et al. (2014: 6)) 
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Heim et al. (2014) further shows that the grounding layer is represented by 
sentence-final particles in tonal languages.  In Cantonese, for example, falling 
declarative as in (54b) is expressed as in (58), which is an unmarked sentence. 
 
     (58) ngo5  san1  joeng5  zo2  zek3  gau2 
         1sg    new  keep    Asp  CL   dog 
         ‘I have a new dog.’                           (Heim et al. (2014: 11)) 
 
In contrast, rising declarative like (55b) is expressed as in (59), which is accompanied 
with a sentence-final particle me1. 
 
     (59) ngo5  san1  joeng5  zo2  zek3  gau2 me1 
         1sg    new  keep    Asp  CL   dog  PRT 
         ‘What, I have a new dog?!’                    (Heim et al. (2014: 11)) 
 
According to Heim et al., me1 is an overt realization of the grounding layer.  It encodes 
the speaker’s disbelief in the proposition and call on the addressee for telling if it is true. 
     These observations can be restated in Coniglio and Zegrean’s (2012) framework.  
Recall that, in a declarative sentence (i.e., sentences that have CT specified with 
[iDecl]), the falling intonation is found when the speaker asserts that the proposition is 
true, while the rising intonation is used when the speaker asks if the proposition is really 
true.  Given that, in the former case, ILL has the [iAsser] feature as in (60), while in 
the latter case, it involves the [iQues] feature as in (61). 
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     (60) [ILL ILL0[iAsser] [CT CT0[iDecl] [TopP Top0 [FocP Foc0 [FinP Fin0 [TP … ]]]] 
 
              Falling intonation 
 
     (61) [ILL ILL0[iQues] [CT CT0[iDecl] [TopP Top0 [FocP Foc0 [FinP Fin0 [TP … ]]]] 
 
             Rising intonation 
 
     If this is on the right track, it is natural to assume that ILL is also responsible for 
the prosodic distinction between OQ and RQ.  Recall that remarkable differences 
between them are found in the right periphery of the sentences in Japanese Osaka 
dialect: final F0 rising and duration of the final segment.  I suggest that combination of 
[iAsser] in ILL and [iInterr] in CT is responsible for F0 rising and long duration of the 
final segment, whereas ILL involving [iQues] in ILL and [iInterr] in CT induce F0 
falling and short duration of the final segment. 
 
     (62) [[[[[[ … TP] Fin0 FinP] Foc0 FocP] Top0 TopP] CT0 [iInterr] OpNeg CT] ILL0[iAsser] ILL] 
 
                                  F0 rising & long duration of the final segment 
 
     (63) [[[[[[ … TP] Fin0 FinP] Foc0 FocP] Top0 TopP] CT0 [iInterr] CT] ILL0[iQues] ILL] 
 
                               F0 falling & short duration of the final segment 
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3.5.4. Movement toward FocP 
     Fujii (2015) claims that the pragmatic view is supported by the fact that extraction 
of a rhetorical wh-phrase is sensitive to the Complex NP constraint (CNPC), as shown 
in (64), since the pragmatic view assumes that OQ and RQ do not differ in syntax. 
 
     (64) a.   After all, what did he buy t? 
         b. * After all, what did he meet the man who bought t? (Sprouse 2007: 573) 
 
     However, the sensitivity to constraints on movement is also accounted for by my 
proposal.  The proposed analysis entails that RQ and OQ do differ in syntax, but the 
only syntactic difference is the functions of the wh-words: whether they are 
interrogative operators or NPIs.  In other words, apart from these characters, rhetorical 
wh-phrases and ordinary ones are identical in that they have to undergo wh-movement 
to the Spec of FocP.  It follows that rhetorical wh-movement is constrained by the 
CNPC just like ordinary one. 
     This claim is also attested by the that-trace effect, which prohibits extraction of a 
wh-phrase from an embedded subject position following the complementizer that. 
 
     (65) a.   SITUATION: You know that John said that someone finished the book, 
             but you don’t know who is it. You say: 
         b.   I am really curious: Who did John say t finished the book? 
         c. ?  I am really curious: Who did John say that t finished the book? 
 
My informants point out that the that-trace effect is seen in RQ as well as OQ. The 
sentences in (66b, c) are RQs, and the that-trace sequence in (66c) is worse than (66b). 
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     (66) a.   SITUATION: Everybody knows that John said that nobody finished the    
             book, and you want to emphasize to the hearer again that, according to 
             John, there is no such person that finished the book. You say: 
         b.   After all, who did John say t finished the book? 
         c. ? After all, who did John say that t finished the book? 
 
The data in  (65) and (66) show that the that-trace effect is seen in RQ as well as in OQ.  
     Furthermore, if the landing site of an ordinary and rhetorical wh-phrase is the 
Spec of FocP, it will be predicted that they shows the same pattern with respect to 
relative ordering in the left periphery.  Consider the contrast between (67b) and (67c): 
 
     (67) a.   SITUATION: You know that we should give the book of mathematics  
            to John, but you do not know who have to receive the book of physics  
            from us. You say: 
         b. ? I am really curious: The book of physics, to whom should we give? 
         c. ?* I am really curious: To whom the book of physics, should we give? 
 
This contrast shows that the topicalized phrase precedes the ordinary wh-phrase, but not 
vise versa.  Rizzi (1998) claims that contrasts like this are explained by the relative 
height of left-peripheral functional projections: TopP, the landing site of topicalized 
phrases, is higher than FocP, the landing site of interrogative wh-operators.  
Accordingly, the proposed analysis predicts that rhetorical wh-phrases shows the same 
pattern.  This is borne out, as illustrated by (68b) and (68c). 
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     (68) a.   SITUATION: everyone including you knows that we should give the  
             book of mathematics to John, and that we don’t have to give the book  
             of physics to anybody. You say: 
         b. ? After all, the book of physics, to whom should we give? 
         c. ?* After all, to whom the book of physics, should we give? 
 
The contrast shows that the rhetorical wh-phrase cannot precede the topicalized phrase.  
This is because TopP is higher that FocP, which is the landing site of rhetorical 
wh-movement. 
 
3.6.  An Implication for the Theory of Labeling 
     Before concluding this chapter, let me discuss theoretical consequences brought 
about by the proposed analysis.  In section 3.4.3, I have claimed that both ordinary and 
rhetorical wh-phrases move toward the Spec of Foc.  This claim is supported by 
relative ordering in the left periphery and sensitivity to constraints on movement, as 
discussed in section 3.5.4.  However, a question arises why they behave alike with 
respect to the landing site of movement, regardless of the fact that they are distinct 
items: the ordinary wh-phrase is an interrogative operator, whereas a rhetorical one is an 
NPI.  In other words, it remains unclear why they form a natural class.   
     Furthermore, given the theory of labeling proposed by Chomsky (2013, 2015), we 
are faced with the question how the landing site of rhetorical wh-movement is labeled.  
Chomsky (2013, 2015) proposes that syntactic objects (henceforth, SOs) are labeled 
through a fixed algorithm (Labeling Algorithm, henceforth LA).  LA is minimal search 
that looks into and selects a lexical item or features as the label of the SO.  In the case 
of SO = {XP[F], YP[F]}, where both XP and YP are complex phrases and F is the features 
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shared between them, LA seeks the shared features, providing the SO with the label <F, 
F>.  With this assumption, let us consider how ordinary wh-questions and rhetorical 
ones are labeled.  In OQ, {who[Wh], {C, TP}} (in the cartographic system, {who[Wh], 
{Foc, FinP}}) is labeled <Q, Q> via agreement of interrogative [Q] features.  In RQ, 
however, there seems to be no features to label {who[NPI], {C, TP}} since rhetorical 
wh-phrases does not involve an interrogative [Q] feature.  
     These problems are solved by doing away with the assumption that the landing 
site of ordinary wh-movement is labeled by the interrogative [Q] feature, and instead 
assuming that the labeling feature is something that is common to both ordinary and 
rhetorical wh-phrases.  Let us suppose that the relevant feature is F, which both 
ordinary and rhetorical wh-phrases involve.  Then, ordinary and rhetorical questions 
are labeled <F, F> via agreement with C.  This system accounts for the fact that the 
landing site of ordinary wh-movement is identical with that of rhetorical one: under the 
theory of labeling, landing sites of movement are agreement positions, and both 
ordinary and rhetorical wh-phrases land onto the position where agreement by F takes 
place (i.e., the Spec of CP/FocP, in the traditional sense). 
     The question is to identify what the feature F is.  I suggest that the relevant 
feature is the operator feature [Op].  To see this, consider the structure and 
interpretation of an ordinary wh-question like Who understand English?, as in (69).  
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     (69)       <Op, Op> 
               3 
            DP          CP 
         3   3 
         D[Op]   NP   C[Op]    TP 
        whoWh              6 
                           t understands English? 
 
Who in OQ is lexically specified as an interrogative operator; thus it is natural to assume 
that it has [Op] feature.  Then, the structure in (69) is labeled <Op, Op> via agreement 
of the [Op] features in D and C.  [Op] makes who act as an operator that binds its trace, 
yielding interpretation like ‘(I ask) for which x, x understands English.’ 
     Similarly, the rhetorical wh-question Who understand English? has the following 
structure. 
 
     (70)       <Op, Op> 
               3 
            DP          CP 
         3   3 
         D[Op]   NP   C[Op]     TP 
        whoWh              6 
                           t understands English? 
 
Remember that who in RQ is an NPI that is paraphrased anyone; thus it acts as an 
existential quantificational operator.  Assuming that it also involves [Op] feature, the 
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structure in (70) is labeled <Op, Op> via agreement of the [Op] feature in D and that in 
C.  Thanks to [Op] feature in who, it yields operator-variable interpretation, namely ‘(I 
assert that it is not the case that) for anybody x, x understands English.’ 
     This proposal solves the puzzles of why wh-phrases in OQ and RQ behave alike 
with respect to the landing site of movement, and how the resulting structure of 
wh-movement is labeled.  Wh-phrases in OQ and RQ has [Op] feature in common, and 
thus it moves toward the Spec of FocP, where [Op] is checked by the head of FocP. 
Then, the resulting structure is labeled <Op, Op> thanks to sharing of [Op] feature. 
 
3.7.  Conclusion 
     The pragmatic approach proposed by Caponigro and Sprouse (2007) assumes that 
RQ has the same structure as OQ in syntax and semantics, and attributes their difference 
in interpretation to pragmatic factors, such as Common Ground.  This approach, 
however, cannot explain NR in rhetorical yes-no question.  As an alternative analysis, I 
have proposed a syntactic analysis of RQ based on Coniglio and Zegrean’s (2012) 
cartographic framework, which assumes that information on clause type and 
illocutionary force is encoded in the syntactic structure through the dedicated 
projections CT and ILL.  This alternative not only explain NR in RQ but also accounts 
for scopal property of negative interpretation, availability of RQ in peripheral adverbial 
clauses, prosodic differences between OQ and RQ, sensitivity to constraints on 
rhetorical wh-movement, and relative order of wh-phrases in the left periphery.  
Furthermore, the proposed analysis entails that the landing site of wh-movement is not 
labeled <Q, Q> by interrogative features, as standardly assumed.  Instead, I have 
suggested that they are labeled <Op, Op> via operator features. 
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Notes to Chapter 3 
 
1   Sprouse (2007) points out that OQ and RQ in Japanese differ in island sensitivity, 
which supports the view that RQ is different from OQ in syntax.  Sprouse observes 
that Japanese rhetorical wh-questions do not show the argument/adjunct asymmetry 
with respect to the adjunct island condition: Neither the argument wh-phrase like (i-a) 
nor the adjunct one like (i-b) takes scope at the matrix clauses when they are contained 
in adverbial clauses:1 
 
     (i) a. * John-wa  [kare-no okusan-ga nani-o   katta   kara] 
             John-Top her-Gen wife-Nom what-Acc  bought because  
             okoru-to       iu-no? 
             get.angry-Comp saying-Q 
             lit. ‘What would John get angry because his wife bought?’ 
             ‘There is nothing such that John would get angry because his wife        
             bought the thing.’ 
         b. * John-wa  [kare-no okusan-ga naze  atarasii  doresu-o  katta  kara] 
             John-Top her-Gen wife-Nom why  new    dress-Acc bought because 
             okoru-to       iu-no? 
             get.angry-Comp saying-Q 
             lit. ‘Why would John get angry because his wife bought a new dress?’ 
             ‘There is no reason such that John would get angry because his wife   
             bought a new dress for that reason.’           (Sprouse (2007: 574)) 
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Sprouse (2007) suggests that one way to explain these data is to assume that rhetorical 
argument wh-phrases overtly move, while ordinary ones do not move (and they are 
interpreted via choice function application or unselective binding).  If this is on the 
right track, ordinary wh-phrases and rhetorical ones have different syntactic properties 
with respect to extractability out of islands. 
     According to Fujii, however, Sprouse’s conclusion is overgeneralization: (14) 
show that rhetorical argument wh-movement is insensitive to the adjunct island 
condition, as well as ordinary argument wh-movement is. 
 
2   Although RQs are typically interpreted as a negative assertion, it is not the case 
that they are always interpreted negatively: The italicized sentence in (ib) is paraphrased 
as ‘Mina helped him when he was in trouble.’ 
 
     (i) a.   SITUATION: Mina helped Luca when he was in trouble and both the    
            Speaker and the Addressee are aware of that. Now Luca adores Mina   
            for helping him. 
        b.   SPEAKER: It’s understandable that Luca adores Mina. After all, who    
            helped him  when he was in trouble? 
        c.   ADDRESSEE or SPEAKER: Mina / #Nobody 
(Caponigro and Sprouse (2007: 124)) 
 
One might wonder how the non-negative interpretation of RQ is accounted for by the 
proposed analysis.  Etsuro Shima (p.c.) suggests that the italicized sentence in (ib) is 
interpreted as ‘I assert that it is not the case that anybody but Mina when he was in 
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trouble.’  In other words, the non-negative interpretation of the wh-phrase is brought 
about by the exceptional phrase but Mina.  How to implement this idea formally is left 
for my future research.   
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Chapter 4 
 
Reconstruction Asymmetries and Labeling* 
 
 
4.1.  Introduction 
     This chapter addresses the question whether structure building is cyclic or not, 
considering reconstruction effects.  As discussed by Epstein et al. (2012) and Chomsky 
et al. (2017), counter-cyclic derivation like (1) is not permitted. 
 
     (1) {α, β} à {{γ, α}, β} 
 
This is because Merge is the operation to combine two syntactic objects (henceforth, 
SOs) into one, but (1) involves a replacement of α with {γ, α}, which cannot be 
achieved by Merge.  Given that Merge is the only structure-building operation 
permitted by UG, derivation like (1) is not allowed. 
     In the literature, however, some counter-cyclic operations are proposed.  One 
well-known instance of counter-cyclic operation is Late Merge, which is first proposed 
by Lebeaux (1988) to explain the argument/adjunct asymmetry with respect to 
reconstruction effects like (2) (the italics in the examples stand for co-referentiality). 
 
     (2) a. * Which report that John was incompetent did he submit t? 
        b.   Which report that John revised did he submit t?    (Freidin (1986:179)) 
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(2) shows that wh-movement accompanied with a complement clause does not bleed 
Binding Condition C, while the one involving an adjunct clause does.  To explain the 
argument/adjunct asymmetry, Lebeaux (1988) proposes that adjunct clauses, but not 
argument clauses, can be introduced to the structure after wh-movement. 
 
     (3) [DP which report [CP that John revised]] did he submit [DP which report]? 
 
This operation, called Late Merge, is counter-cyclic in that merger operation is applied 
to a subpart of the entire phrase marker.   
     It is known that reconstruction asymmetries are not limited to the 
argument/adjunct asymmetry.  A well-known case is the A/A' asymmetry shown in (4). 
 
     (4) a.??/*Which argument that John is a genius did he believe t? 
(Fox (1999: 164)) 
        b.   Every argument that John is a genius seems to him t to be flawless.  
(Fox (1999: 192)) 
 
(4) illustrates that A'-movement (wh-movement) does not bleed Binding Condition C 
violation, whereas A-movement (subject-raising) does.  To account for the contrast like 
(4), Takahashi and Hulsey (2009) propose that in A-movement, but not in A'-movement, 
NP argument that John is a genius may be introduced in the landing site 
counter-cyclically. 
 
     (5) [DP every [NP argument that John is a genius]] seems to him [D every] to be       
        flawless 
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This counter-cyclic introduction of NP is called Wholesale Late Merger. 
     Now we are faced with the question whether structure building is cyclic or not.  
Although Late Merge and Wholesale Late Merger account for reconstruction 
asymmetries, these counter-cyclic operations complicate UG since it requires another 
structure-building operation such as replacement.  The goal of this article is to provide 
a solution to this problem, in favor of the view that structure building is cyclic.   
     This chapter is organized as follows.  In section 4.2, I briefly summarize 
previous approaches to reconstruction asymmetries.  I will argue that the 
argument/adjunct asymmetry is explain not by the counter-cyclic merger but by a 
different type of cyclic merger proposed by Chomsky (2004).  Section 4.3 proposes a 
new analysis of the A/A' asymmetry, based on Labeling Algorithm.  Section 4.4 shows 
that the proposed analysis accounts for the A/A' asymmetry and data problematic to the 
previous approaches.  Section 4.5 is a conclusion. 
 
4.2.  Previous Approaches to Asymmetries of Reconstruction Effects 
     This chapter reviews previous approaches to reconstruction asymmetries.  
Section 4.2.1 and 4.2.2 introduce two analyses proposed by Fox (2002) and Chomsky 
(2004).  As for the A/A' asymmetry, we will see in section 4.2.3 and 4.2.4 Takahashi 
and Hulsey (2009) and Sportische (2015).  Takahashi and Hulsey (2009) try to account 
for the A/A' asymmetry from the viewpoint of Case assignment, whereas Sportische 
(2015) attempt to explain it from the viewpoint of Transfer domain.  I will point out 
that some empirical facts pose problems to both analyses. 
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4.2.1 Lebeaux (1988) / Fox (2002) 
     As introduced in section 4.1, wh-movement displays argument/adjunct 
asymmetry in terms of reconstruction effects.  As illustrated in (6), wh-movement 
involving an argument CP does not bleed Binding Condition C, whereas one with 
adjunct CP does. 
 
     (6) a. * Which report that John was incompetent did he submit t? 
        b.   Which report that John revised did he submit t?    (Freidin (1986:179)) 
 
Lebeaux (1988) tries to explain this contrast by assuming that adjunct CP, but not 
argument CP, can be introduced to the landing site of movement (Late Merge).  Thanks 
to Late Merge, (6b) avoids Binding Condition C violation in the base position, since the 
base copy does not contain the adjunct CP. 
     A question arises why adjuncts, but not arguments, undergo Late Merge.  Fox 
(2002) claims that the argument/adjunct asymmetry like (6) follows from Trace 
Conversion.  Trace Conversion is composed of two operations, Variable Insertion (7a) 
and Determiner Replacement (7b).  
 
     (7) Trace Conversion 
        a.   (Det) Pred → (Det) [Pred λy(y=x)] 
        b.   (Det) [Pred λy(y=x)] → the [Pred λy(y=x)]           (Fox (2002: 67)) 
 
Suppose that we get the LF-representation [which report] λx did [he submit [which 
report]] from [he submit [which report]] by wh-movement.  Variable Insertion creates 
variable bound by the wh-operator, and derives the structure [which report] λx did [he 
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submit which [report λy(y=x)]].  Determiner replacement changes the wh-word in the 
base position into the definite determiner, so that we get the representation [which 
report] λx did [he submit the [report λy(y=x)]], which is interpreted as ‘(I wonder) 
which report x is such that he submitted x.’  
     Trace Conversion gives the following LF-representations: 
 
     (8) a.   [which report [that John was incompetent]] λx [did he submit [the        
            [report λy(y=x)]]]? 
        b.   [which report [that John revised did]] λx [he submit [the [report           
            λy(y=x)]]]? 
 
Argument and adjunct CPs are introduced to the wh-phrases in the landing site by Late 
Merge.  Report in (8a) is of the type <t, et> since it takes CP complement.  However, 
it is incompatible with the inserted variable λy(y=x), which is of <e, t> type.  In 
contrast, report in (8b) is of the type <e, t> since it doesn’t take a CP complement.  
Thus it is well suited with the <e, t> type predicate λy(y=x) thanks to Predicate 
Modification in the sense of Heim and Kratzer (1998: 65), which combines two <e,t> 
type predicates into one <e, t> type predicate. 
     A crucial idea here is that applicability of Late Merge is not regulated by a 
condition of cycle in syntax; rather, unwanted result of Late Merge as in (8a) is ruled 
out by ill-formedness of the semantic representation.  This idea is dubbed the 
LF-interpretability approach by Takahashi and Hulsey (2009). 
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     (9) The LF-Interpretability Approach 
        Late merger is permitted whenever an output representation can be             
        interpreted in the semantic component.  (Takahashi and Hulsey (2009: 338)) 
 
     However, this approach would complicate UG:  as discussed by Epstein et al. 
(2012) and Chomsky et al. (2017), we have to stipulate “replacement operation” besides 
Merge to derive counter-cyclic merger.  To see this, consider the derivation in (10):  
 
     (10) a.   [DP which [NP report]] did he submit [DP which [NP report]]? 
         b.   [DP which [NP report [CP that John revised]]] did he submit [DP which [NP 
             report]]? 
 
To derive (10b) from (10a), Late Merge transforms {which, report} into {which, {report, 
CP}}.  However, Merge cannot yield this structure.  This is because Merge is the 
operation to take X and Y and yield {X, Y}, but Late Merge in (10) involves (i) 
combining report and CP to generate {report, CP}, and (ii) replacing report by {report, 
CP}.  The former can be done by Merge, but the latter cannot.  Accordingly, we have 
to postulate an operation beyond Merge; hence it complicates options of UG.  
Therefore, if we find an alternative analysis of the argument/adjunct asymmetry without 
counter-cyclic merger, Late Merge should be dispensed with. 
 
4.2.2 Chomsky (2004) 
     Minimizing UG is achieved when we explain argument/adjunct asymmetry 
without recourse to counter-cyclic merger operations.  One way is suggested by 
Chomsky (2004), which proposes a theory of adjunction, and demonstrates that it 
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explains the argument/adjunct asymmetry with respect to reconstruction effects.  
Chomsky proposes two types of merger operations to capture argument/adjunct 
distinction: Set-Merge and Pair-Merge.  Set-Merge generates an unordered set {α, β}, 
whereas Pair-Merge yields an ordered set <α, β>, where α is an adjunct.   
 
     (11) a.   Set-Merge (α, β) = {α, β} 
         b.   Pair-Merge (α, β) = <α, β> 
 
Set-Merge and Pair-Merge are descendants of substitution and adjunction, respectively.  
Chomsky further claims that the structure generated by Set-Merge, which is called 
simple, is located in a primary plane, while α attached to β by Pair-Merge is in a 
secondary plane.  The distinction of the primary and secondary plane is a way to 
capture invisibility of adjuncts from the simple structure.  Being on the secondary 
plane, adjuncts generated by pair-Merge do not have any relationship, including 
c-command, with other elements in the primary plane during the computational process.  
In order for adjuncts to be interpreted in the interfaces, it must undergo the operation 
SIMPL, which converts a pair-Merged structure <α, β> into a set-Merged structure {α, 
β} when <α, β> is transferred to the interfaces. 
     The argument/adjunct asymmetry like (6) is then explained without 
counter-cyclic merger.  See the following structure, where the base copies contain 
argument and adjunct CPs: 
 
     (12) a. * [DP which [NP report [CP that John was incompetent]]] did he submit [DP 
             which [NP report [CP that John was incompetent]]]? 
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         b.   [DP which [NP report [CP that John revised]] did he submit [DP which    
             [NP report [CP that John revised]]? 
 
In (12a), NP is of the form {report, CP}, which is generated by set-Merge.  Then John 
in the base copy enters into c-command relation with he, violates Binding Condition C.  
In (12b), on the other hand, the NP is of the form <CP, report>, generated by pair-Merge.  
Since SIMPL is optional, CP in the base copy may not undergo SIMPL.  Then, John in 
the base copy does not enter into c-command relation with he since the adjunct CP is in 
the secondary plane, so that Binding Condition C is not violated.  After wh-movement, 
<report, CP> in the landing site undergoes SIMPL so as to be interpreted in the 
interfaces. 
 
4.2.3. Takahashi and Halsey (2009) 
     If Chomsky’s (2004) analysis is on the right track, we do not have to rely on Late 
Merge in order to explain the argument/adjunct asymmetry with respect to 
reconstruction effects.  However, reconstruction asymmetries are not limited to the 
argument/adjunct distinction.  As illustrated in (13), (14), and (15), A'-movement 
(wh-movement) does not bleed Binding Condition C, while A-movement (subject 
raising) does.   
 
     (13) a.??/*Which argument that John is a genius did he believe t? 
(Fox (1999: 164)) 
         b.   Every argument that John is a genius seems to him t to be flawless.  
(Fox (1999: 192)) 
     (14) a. * Which claim that John was asleep was he willing to discuss t? 
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         b.   The claim that John was asleep seems to him t to be correct. 
(Chomsky (1995: 204)) 
     (15) a. * Which pictures of John does he like t? 
         b.   Pictures of John seem to him to be great.     (Lebeaux (2009: 32-33))) 
 
     To account for the A/A' asymmetry, Takahashi and Hulsey (2009) rely on 
counter-cyclic merger operation, based on the LF-interpretability approach.  To be 
more specific, Takahashi and Hulsey claim that NP undergoes Late Merge only if the D 
and NP appropriately receive Case (Wholesale Late Merger, henceforth WLM).  
According to them, the A-movement cases are derived by extracting the D head as in 
(16a), and then introducing NP in the landing site as in (16b).  As a result, John 
contained in the Late Merged NP is not bound by him. 
 
     (16) a.  [D every] seems to him [D every] to be flawless 
         b.  [DP every [NP argument that John is a genius]] seems to him [D every] to 
            be flawless 
 
This derivation is licit since Case is appropriately assigned: the NP in (16b) receives 
Nominative Case from T after the NP is introduced in the Spec, TP.  In contrast, the NP 
must be base-generated in A'-movement to receive Case appropriately, as schematized 
in (17). 
 
     (17) [which [argument that John is a genius]] did he believe [which [argument    
         that John is a genius]] 
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Accordingly, the base copy of A'-movement inevitably violates Binding Condition C. 
     However, there are theoretical and empirical problems with Takahashi and 
Hulsey’s (2009) analysis.  Firstly, it complicates UG since it has recourse to 
counter-cyclic merger, as discussed in section 4.2.1.  Secondly, Takahashi and Hulsey 
cannot explain reconstruction effects found in intermediate position of movement, as in 
(18). 
 
     (18) a. ? [how many [pictures of John]] do you think [t' that he will like t]? 
         b.?*[how many [pictures of John]] does he think [t' that I like t]? 
(Huang (1993: 110)) 
 
In (18a), the intermediate trace t' is not c-commanded by he, and does not show Binding 
Condition C violation.  In (18b), where t' is c-commanded by he, Binding Condition C 
is violated.  This contrast suggests that WLM should be applied to the intermediate site 
of A'-movement, as schematized in (19) (the box indicates the position where WLM is 
applied). 
 
     (19) a. ? [CP [DP how many [NP pictures of John]] do you think [CP [DP how        
             many [NP pictures of John]] that he will like [DP how many]]? 
         b. ?*[CP [DP how many [NP pictures of John]] does he think [CP [DP how       
             many [NP pictures of John]] that I like [DP how many]]? 
 
However, under Takahashi and Hulsey’s analysis, WLM cannot be applied to the 
intermediate site of A'-movement since the NP must receive Case in the base position.  
Therefore, Takahashi and Hulsey incorrectly predict that (18a) violates Binding 
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Condition C since the NP must be introduced at the base position so that theNP receives 
Case.   
     Thirdly, as Takahashi and Hulsey admit, pied-piping cases of A'-movement like 
(20) can be problematic to their analysis.   
 
     (20)*[PP In [DP which [NP corner of John’s room]]] was he sitting in t? 
(Takahashi and Hulsey (2009: 401, fn. 12)) 
 
Given that the preposition in is responsible for Case-assignment, the NP should be able 
to undergo WLM in the landing site.  Then it is incorrectly predicted that wh-movemet 
in (20) bleeds Binding Condition C.  According to Takahashi and Hulsey (2009: 401, 
fn. 15), one way to avoid this problem is “to assume that any Case assignment is done 
immediately upon merger of Case-assigning head and an element needing Case.”  That 
is, Case assignment in (20) takes place when in and DP is merged at the base position 
just after the NP is introduced.  However, this assumption lacks independent 
motivation, and it should be eliminated if we can propose an alternative analysis to (20) 
that does not rely on this unmotivated assumption. 
     To sum up, in order to eliminate counter-cyclic merger operation, we have to find 
a way to explain the A/A' asymmetry as well as the argument adjunct asymmetry.  
Note that Chomsky’s (2004) analysis is not sufficient to account for the former: 
sentences in (13), (14), and (15) does not involve Pair-Merged structures. 
 
4.2.4 Sportiche (2015) 
     One way to explain the A/A’ asymmetry is suggested by Sportiche (2015).  
Sportiche proposes a theory of interpretation of chains to explain reconstruction effects, 
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assuming that structure building is cyclic.  Sportiche proposes an operation at the 
interfaces, Neglect, which deletes any SOs or features at the interface. 
 
     (21) Neglect 
         Freely ignore any material at any interface.          (Sportiche (2015: 4)) 
 
Let us see how the system works.  Neglect is freely applied to any SOs.  Given a 
single occurrence of an SO XP1, Neglect can make XP1 to be ignored at the interface.  
However, neglecting XP1 violates Full Interpretation: every element in the structure 
must have an interpretation (Chomksy and Lasnik (1993)).  In contrast, given that a 
SO has multiple occurrences (XP1, … XPn) (i.e., the SO is a chain), it is possible to 
neglect at most n-1 members of the chain. This is because a whole chain, not each 
individual copy, is a discontinuous SO, and neglecting every copy but one does not 
violate Full Interpretation.  In a nutshell, neglecting every member of a chain as in 
(22b) violates Full Interpretation, while neglecting one out of two copies as in (22c) and 
(22d) does not (the masked items stand for the neglected categories). 
 
     (22) a.   (XP1, XP2) 
         b. * (XP1, XP2) 
         c.   (XP1, XP2) 
         d.   (XP1, XP2) 
 
Consequently, this approach opens a way to analyze total reconstruction effects in 
A-movement illustrated in (23). 
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     (23) A solution seems to be needed t. (OKseem > a) 
 
(23) has a chain CH = ([a solution]1, [a solution]2).  Sportiche claims the total 
reconstruction (i.e., the reading in which the predicate seem scopes over the indefinite 
a) is obtained by neglecting [a solution]1 at the semantic interface. 
    Let us see how Sportiche explains the A/A' asymmetry in (24).   
 
     (24) a.   These pictures of Picasso seemed to him t to be unattractive. 
         b. * Which pictures of Picasso did he display t prominently. 
(Sportiche (2015: 16)) 
 
(24a) and (24b) yield the chains as in (25a) and (25b), respectively. 
 
     (25) a.   CH = ([these pictures of Picasso]1, [these pictures of Picasso]2) 
         b.   CH = ([which pictures of Picasso]1, [which pictures of Picasso]2) 
 
Sportiche assumes that R-expressions have an extra feature R(efenential)-feature, which 
the corresponding pronouns lack.  For example, the name Picasso and the pronoun him 
have an identical bundle of features except for the R-feature.  Sportiche claims that 
Neglect may delete a subset of features (dubbed Subcategorial Partial Neglect) as well 
as a whole category.  Given that, Subcategorial Partial Neglect deletes the R-feature of 
Picasso in [These pictures of Picasso]2 of (25a), so that (24a) avoids Binding Condition 
C violation.  How about (24b)?  Spotiche postulates that Subcategorial Partial 
Neglect takes place within a single Spell-Out domain (TP).  Given that, Subcategorial 
Partial Neglect is applicable to (25a) since the A-movement takes place within TP, 
 
 
89 
whereas it cannot be applied to (25b) since the A'-movement crosses TP (the boxes 
stand for the Spell-Out domains): 
 
     (26) a.   [CP [TP these pictures of Picasso [VP seemed to him [TP t to be         
             unattractive]]]]] 
         b. * [CP which pictures of Picasso did [TP he [VP display t prominently]]]] 
 
Thus, (26a) avoids Binding Condition C violation owing to Subcategorial Partial 
Neglect, whereas (26b) does not. 
     However, there are problems with Sportiche’s analysis.  A theoretical problem is 
that it is stipulative to assume that Subcategorial Partial Neglect is applied in Transfer 
domains.  Recall that Sportiche does not assume that Neglect is in general applied in 
Transfer domains.  Thus, it remains unclear why only Subcategorial Partial Neglect is 
applied in Transfer domains.  This assumption is made only to account for the A/A' 
asymmetry, which it is an ad-hoc solution. 
     An empirical problem with Sportiche (2015) is that it cannot explain the contrast 
in (18), repeated here as (27). 
 
     (27) a. ? [how many [pictures of John]] do you think [t' that he will like t]? 
         b.?*[how many [pictures of John]] does he think [t' that I like t]? 
 (Huang (1993: 110)) 
 
In order to explain grammaticality of (27a), Sportiche has to claim that Neglect takes 
place at the intermediate position t'.  However, wh-movement from t’ to the Spec, CP 
crosses the Spell-Out domain TP. 
 
 
90 
 
     (28) a. ? [CP [DP how many [NP pictures of John]] do [TP you think [CP t’ that [TP   
            he will like t]]? 
         b.?*[CP [DP how many [NP pictures of John]] does [TP he think [CP t’ that [TP I 
            like t]]? 
 
Therefore, Sportiche’s analysis incorrectly predicts that both (27a) and (27b) violate 
Binding Condition C. 
 
4.2.5 Interim Summary 
     Late Merge is originally proposed by Lebeaux (1988) and advanced by Fox 
(2002) to explain the argument/adjunct asymmetry with respect to reconstruction effects.  
However, since recourse to Late Merge complicates options of UG, it is theoretically 
desirable to eliminate Late Merge in favor of cyclic application of Merge.  One way to 
achieve this goal is suggested by Chomsky (2004), which accounts for the 
argument/adjunct asymmetry without Late Merge.  However, the asymmetry with 
respect to reconstruction effects is not limited to the argument/adjunct distinction: A/A´ 
distinction also displays the asymmetry.  Thus, we cannot rely on Chomsky’s (2004) 
analysis to account for the A/A' asymmetry.  Then, our question is whether we can 
explain the A/A´ asymmetry of reconstruction effects without counter-cyclic operations.  
In the next section, I will propose a new analysis to explain the A/A' asymmetry without 
recourse to counter-cyclic structure building operation. 
     I have also pointed out that data (29) and (30) cannot be accounted for by 
previous approaches. 
 
 
 
91 
     (29) a. ? [how many [pictures of John]] do you think [t' that he will like t]? 
         b.?*[how many [pictures of John]] does he think [t' that I like t]? 
     (30)*In which corner of John’s room was he sitting in t? 
 
To be more specific, Takahashi and Hulsey’s (2009) analysis, where the A/A’ 
asymmetry is accounted for in terms of difference in Case assignment, cannot account 
for (29) and (30).  Sportiche (2015), which account for the A/A' asymmetry by the 
difference in Transfer domain, also cannot explain the contrast in (29).  I will claim in 
section 2.4 that these problems are solved if the A/A' asymmetry is best captured by 
difference in labeling: the landing site of A-movement is labeled by φ-features, whereas 
the landing site of A'-movement is labeled by interrogative Q features. 
 
4.3.  The Proposed Analysis 
     This section proposes a way to derive reconstruction asymmetries, based on 
Labeling Algorithm.  The intuitive idea of the proposed analysis is that a category Y 
becomes a category that is “invisible” the semantic interface when it is introduced to the 
derivation as in (31a), and the invisible category is made to be “visible” after movement 
of {X, Y}, as in (31b). 
 
     (31) a.   {X, Y} 
         b.   {{X, Y}, …{…, {X, Y}}} 
 
Consequently, the base copy of Y in (31b) does not bear an interpretive relation with 
any items in the structure, and an R-expression generated in the base copy of Y does not 
violate Binding Condition C.  Note that in the derivation in (31), Y is present in the 
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structure throughout the derivation after Merge (X, Y); thus, it does not involve 
counter-cyclic structure building operation.  So, our task is to specify what makes Y 
“invisible” in (31a), and what makes Y “visible” in (31b). 
 
4.3.1 How to Make a Category Inaccessible to LF 
     Let me first consider how Y in (31a) becomes inaccessible to LF.  I adopt the 
Derivational Approach to Syntactic Relations (henceforth, DASR) proposed by Epstein 
et al. (1999) and Epstein and Seely (2006).  Under the DASR, SOs are accessed by LF 
and PF at each step of derivation. 
 
     (32) LF necessarily access each syntactic object at each point in a derivation; LF 
         does not wait until the ‘end of the line’ to interpret these objects. 
(Epstein and Seely (2006: 178)) 
 
(33) schematically illustrates derivation under the DASR, where the two interfaces 
access each output of Merge: 
 
     (33)   PF      PF           PF                PF 
           ↓        ↓            ↓                 ↓ 
         {α, β} à {γ, {α, β}} à {δ, {γ, {α, β}}} à {ε, {δ, {γ, {α, β}}}} à  
           ↑        ↑            ↑                 ↑ 
          LF        LF          LF                LF 
 
This framework is sharply contrasted with Phase Theory (Chomsky (2000) et seq.), in 
which only when phases (vP and CP) are constructed, the phase-head complements, {α, 
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β} and {γ, {v {α, β}}} in (34), are accessed by the interfaces (in other words, they 
undergo Transfer to PF and LF). 
 
     (34)           PF                            PF 
                    ↓                             ↓ 
         {α, β} à {v, {α, β}} à {γ, {v*, {α, β}}} à {C, {γ, {v {α, β}}}} à 
                    ↑                             ↑ 
                    PF                           LF 
 
     I modify the DASR so as to accommodate Condition C bleeding effects without 
affecting other cases.  To be specific, I propose that access from LF is optional, and the 
structure created by Merge may remain to be transferred to LF.   
 
     (35) LF optionally accesses each syntactic object at each point in a derivation. 
 
That is, when Merge (α, β) is applied, LF does not have to accesses {α, β}; if it is not 
accessed, it becomes a category that is “invisible” from LF (i.e., it is ignored at the 
semantic interface).  (36) illustrates the syntactic derivation in which {α, β} is 
inaccessible to LF (the masked item stands for the invisible category).   
 
     (36) a.  {α, β}                     LF:  
         b.  {γ, {α, β}}                  LF: {γ,  } 
         c.  {{γ, {α, β}}, {ε, {γ, {α, β}}}}  LF: {{γ,  }, {ε, {γ,  }}} 
 
(36a) shows that {α, β} becomes invisible just when Merge (α, β) is applied, and 
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nothing is transferred to LF.  At the next stage of the derivation in (36b), {α, β} 
remains to be accessed by LF, so that the LF representation {γ,  } is yielded.  (36c) 
shows that when a category containing {α, β}, namely {γ, {α, β}}, undergoes Internal 
Merge, both copies of {α, β} remain inaccessible to LF. 
     Note that (35) overgenerates unwanted LF-outputs.  To solve this problem, I 
assume with Sportiche (2015) that a structure violates Full Interpretation when the 
inaccessible categories are not a subpart of a discontinuous SO (i.e., a chain) as in (37a), 
or a subpart of every copies remains inaccessible as in (37b). 
 
     (37) a. * {ε, {γ, {α, β}}} 
         b. * {{γ, {α, β}}, {ε, {γ, {α, β}}}} 
 
I further suggest that, unlike Sportiche, the structure like (38) is ruled out, where LF 
does not access the whole of the base copy of the moved category {γ, {α, β}}, but at 
least one member of the chain is accessible to LF. 
 
     (38)*{{γ, {α, β}}, {ε, {γ, {α, β}}}} 
 
This is because (38) violates the principle of compositionality: the interpretation of {X, 
Y} is a function of the interpretation of its parts, X and Y.  In (38), {ε, {γ, {α, β}}} 
cannot be interpreted compositionally since its subpart {γ, {α, β}} is inaccessible to LF 
(for example, if ε is V and {γ, {α, β}} is an argument, no theta-role is assigned to the 
argument).  Accordingly, the only licit structure is something like (39), where a proper 
subpart of a moved category becomes invisible at the base position, and it is made to be 
visible at the landing site:  
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     (39) {{γ, {α, β}}, {ε, {γ, {α, β}}}} 
 
(39) does not violate Full Interpretation.  {γ, {α, β}} in the base position violates the 
principle of compositionality, but the compositional interpretation of {γ, {α, β}} can be 
obtained at the landing site (for example, if γ is a D and {α, β} is NP, functional 
application between them is established in the landing site, not in the base position). 
 
4.3.2 How to Make a Category Accessible to LF 
     Let us next consider what makes {α, β} in the landing site visible in (39) visible, 
adopting Labeling Algorithm by Chomsky (2013, 2015).  Chomsky (2013, 2015) 
proposes that SOs are labeled through a fixed algorithm (Labeling Algorithm, 
henceforth LA).  LA is minimal search that looks into a SO and selects a lexical item 
or features as the label of the SO.  Let us suppose that we have the structure SO = {H, 
XP}, where H is a head and XP is a complex phrase.  Since H is the prominent head in 
the structure, LA selects H as the label of the SO.  In the case of SO = {XP, YP}, 
where both XP and YP are complex phrases, the minimal search is ambiguous (i.e., LA 
cannot identify which of X and Y are the prominent head that serves as the label of the 
structure).  In that case, there are two ways to determine the label.  The first is that 
LA finds features that are shared between XP and YP.  When both XP and YP share a 
feature F, the pair of the features <F, F> serves as the label of {XP, YP}.  The second 
way is to create a copy of one of the two phrases by internal Merge: Internal Merge of 
XP makes it invisible from LA since not every occurrence of XP is contained in {XP, 
YP}.  On the other hand, every occurrence of YP is contained in the SO, so that LA 
picks up YP as the label of the SO. 
 
 
96 
     Given LA, I suggest the following condition: 
 
     (40) The minimal search of agreement features in labeling makes the target          
         visible from LF. 
 
Suppose that YP becomes invisible when it is generated by Merge, and the derivation 
reaches the point in (41), where {XP, ZP} = {{X, YP}, {Z, {… ,{X, YP}}}} is created 
by Internal Merge of XP with ZP.   
 
     (41)       3 
             XP        ZP[F] 
          3  3 
         X     YP[F] Z      WP 
 
In order to label the structure, the minimal search looks inside XP and ZP, and picks out 
the agreement features [F] that are included in XP and ZP.  Assume that one of the loci 
of the features is YP, the neglected category dominated by XP.  Then, YP is made to be 
accessible to LF by the minimal search since it is the target of the operation.  
Accordingly, the LF representation {{X, YP}, {Z, {…, {X, YP}}}} is generated, where 
YP in the bottom copy is invisible but that in the top copy visible.  I will argue in 
section 4.4.1 that this is what happens in A-movement. 
     Suppose next that we have the structure {XP, ZP} = {{X, YP}, {Z, {…, {X, 
YP}}}}, but the locus of [F] is not YP but XP:  
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     (42)*     3 
            XP[F]      ZP[F] 
         3  3 
         X      YP  Z      WP 
 
Then, the target of minimal search is XP, and YP is not accessed by the search operation 
since it is deeply embedded inside XP.  In other words, Minimal search terminates 
when it finds XP, the locus of [F].  Accordingly, YP remains inaccessible to LF, 
resulting in violation of Full Interpretation.  I will argue in section 4.4.1 that 
A'-movement fall within the case of (42). 
     Note that, under the DASR, the minimal search for labeling is applied when the 
relevant structure is constructed, rather than at a phase level as assumed in Chomsky 
(2013, 2015).  For example, Chomsky (2015) claims that {Subj, TP} is labeled <φ, φ> 
just after {C, {Subj, TP}} is constructed.  Instead, under the DASR, {Subj, TP} is 
labeled just when it is created. 
 
4.4.  Eliminating Late Merge 
     This section demonstrates that the proposed analysis explains asymmetries with 
respect to Condition C bleeding effects.  In section 4.4.1, I will show that the proposed 
analysis accounts for the basic paradigm of the A/A’ asymmetry, and section 4.4.2 and 
4.4.3 show that it explains the data problematic to the previous approaches. 
 
4.4.1 The A/A' Asymmetry 
     Let us consider the A/A' asymmetry of reconstruction effects like (43). 
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     (43) a.   The claim that John was asleep seems to him t to be correct. 
         b. * Which claim that John was asleep was he willing to discuss t? 
(Chomsky (1995: 204)) 
 
Before looking into the derivation of (43), let me clarify the locus of agreement features.  
I postulate that the locus of interpretable φ-features is NP, rather than DP.  This claim 
is supported by considering, for example, the German noun phrase der Spiegel ‘the 
mirror’: being masculine is one of the inherent of property of the noun Spiegel, not the 
determiner der.  In contrast, the locus of the interrogative feature [Q] is DP: given the 
structure of [DP which [NP claim]], being an interrogative operator is an inherent 
property of which, not claim. 
     Given these two assumptions, let us first see the derivation of A-movement in 
(43a).  (44) shows the structure before A-movement, where the NP becomes 
inaccessible to LF when it is introduced to derivation so as to avoid Binding Condition 
C violation in the base position.   
 
     (44) [TP T[φ] [vP seems to him [DP the [NP claim[φ] that John was asleep]] to be            
         correct]] 
 
Next, the DP undergoes Raising to the sister of TP (Spec of TP, in the traditional sense), 
as schematized in (45). 
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     (45)       3 
             DP        TP[φ] 
          3  3 
         D     NP[φ]  T[φ]     vP 
 
To label the structure, the minimal search looks inside the DP and TP, and picks out 
φ-features in NP and TP.  Since the NP is a target of the search operation, it becomes 
accessible to LF.  Then, the following structure is yielded.1 
 
     (46) [<φ, φ> [DP the [NP claim[φ] that John was asleep]] [TP T[φ] [vP seems to him [DP 
         the [NP claim[φ] that John was asleep]] to be correct]]] 
 
     Let us next consider the derivation of A'-movement in (43b).  Suppose, again, 
that NP becomes inaccessible to LF when it undergoes Merge, so that it does not violate 
Binding Condition C. 
 
     (47) [CP C[Q] [TP he willing to discuss [DP which[Q] [NP claim that John was           
         asleep]]]] 
 
Next, wh-movement generates the following structure: 
 
     (48)       3 
             DP[Q]       CP[Q] 
          3  3 
         D[Q]    NP  C[Q]      vP 
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To label this structure, the minimal search picks out [Q] features in the DP and CP.  
Note that the search operation does not reach nodes below DP, since DP is closer from 
the top-node than any other locus of [Q].  Accordingly, the NP cannot be visible by the 
minimal search, and the resulting structure in (49) violates Full Interpretation. 
 
     (49)*[<Q, Q> [DP which[Q] [NP claim that John was asleep]] [CP C[Q] [TP he willing to 
         discuss [DP which[Q] [NP claim that John was asleep]]]]] 
 
4.4.2 The Pied-Piping Case 
     As we have seen in section 4.2.3, Takahashi and Hulsey (2009) cannot account 
for the reconstruction effect found in the pied-piping case in (20), repeated here as (50), 
without unmotivated assumption about the timing of Case-assignment. 
 
     (50)*[PP In [DP which [NP corner of John’s room]]] was he sitting in t? 
 
Ungrammaticality of (50) is straightforwardly explained by the proposed analysis.  
(50) is derived as follows: 
 
     (51) a.   [CP C was he sitting [PP in [DP which [NP corner of John’s room]]]]? 
         b. * [<Q, Q> [PP in [DP which [NP corner of John’s room]]] [CP C was he sitting 
             [PP in [DP which [NP corner of John’s room]]]]] 
 
In (51a), the NP involving John becomes inaccessible to LF so as to avoid Binding 
Condition C violation.  Next, the wh-phrase moves to the sister of CP as in (51b), and 
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the structure is labeled <Q, Q>.  However, the minimal search does not find the NP 
since the locus of the Q-feature is DP.  Consequently, the NP cannot become accessible 
to LF.  Accordingly, (51b) violates Full Interpretation.  A crucial point here is that 
presence of P-head is irreverent to making a category accessible by minimal search, and 
(50) is ruled out on the same ground with (43b).  This is sharply contrasted with the 
analysis of Takahashi and Hulsey (2009), which explains (un)availability of Late Merge 
with Case assignment, and thus they cannot capture the parallelism between (50) and 
(43b). 
 
4.4.3 Reconstruction to the Intermediate Position of A’-Movement 
     Let us next consider the sentences in (18), repeated here as (52), which are 
problematic to Takahashi and Hulsey (2009) and Sportiche (2015). 
 
     (52) a. ? [how many [pictures of John]] do you think [t’ that he will like t]? 
         b.?*[how many [pictures of John]] does he think [t’ that I like t]? 
 
Let us first see the derivation of (52a).  (53) shows the structure before wh-movement, 
in which NP pictures of John is inaccessible to LF, so that it does not violate Binding 
Condition C. 
 
     (53) [CP that he will like [DP how many [NP pictures of John]]] 
 
Next, wh-movement of the DP to the intermediate position (the Spec of embedded CP) 
creates structure in (54). 
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     (54)       3 
             DP[Q]       CP 
          3  3 
         D[Q]    NP  C       TP 
 
Note that this structure cannot be labeled since there are no agreement features between 
DP and CP.  A crucial point here is that, in this configuration, the minimal search must 
look for every term of this structure (i.e., DP, D, NP, CP, and C).2  Given that, the NP 
in (54) becomes accessible to LF thanks to inspection by the minimal search, and the 
configuration as in (55) is obtained. 
 
     (55) [? [DP how many [NP pictures of John] [CP that he will like [DP how many [NP 
         pictures of John]]] 
 
Finally, the following structure is derived after wh-movement to the matric Spec of CP. 
 
     (56) [<Q, Q> [how many [pictures of John]] do you think [CP [DP how many [NP        
         pictures of John] [CP that he will like [DP how many [NP pictures of John]]] 
 
In this configuration, Binding Condition C is not violated, because no LF-visible 
R-expressions are c-commanded by the co-referential pronoun he. 
     In contrast, (52b) is derived as follows: 
 
     (57) a.   [CP that I like [DP how many [NP pictures of John]]]? 
         b.   [? [DP how many [NP pictures of John]] [CP that I like [DP how many [NP 
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             pictures of John]]]]? 
         c. * he think [? [DP how many [NP pictures of John]] that I like [DP how                   
             many [NP pictures of John]]]?? 
 
In (57a), the NP becomes inaccessible to LF, so that the base copy does not cause 
Binding Condition C violation.  In (57b), the NP pictures of John in the landing site 
becomes accessible to LF since the minimal search seeks every constituent.  In (57c), 
however, it cannot avoid Binding Condition C violation since the copy in the 
intermediate position is c-commanded by he in the matrix clause. 
 
4.5.  Conclusion 
     In this capterp, I have addressed the question whether syntactic derications are 
cyclic or not, considering the argument/adjunct asymmetry and the A/A' asymmetry 
with respect to reconstruction effects.  In section 4.2, I have critically reviewed the two 
previous approaches to reconstruction effects: Takahashi and Hulsey (2009), which try 
to derive A/A' asymmetry from Case assignment, cannot explain reconstruction into 
intermediate positions and pied-pipping cases.  Sportische (2015), which attempts to 
ascribe the A/A’ asymmetry to Transfer domain, cannot account for reconstruction into 
intermediate positions. 
     In section 4.3, I have proposed an alternative analysis to the A/A' asymmetry, 
based on Labeling Algorithm.  The proposed analysis attributes the A/A' asymmetry to 
the depth of minimal search for labeling, under the assumption that in A-movement the 
minimal search reaches NP to seek φ-features, whereas in A'-movement it does not.  
This analysis also explains data that are problematic to Takahashi and Hulsey (2009) 
and Sportische (2015). 
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     The proposed analysis accounts for the A/A’ asymmetry with respect to 
reconstruction effects without counter-cyclic merger.  Therefore, if it is on the right 
track, we may dispense with counter-cyclic operations such as Wholesale Late Merger.  
Accordingly, the discussion in this chapter supports the view that structure building in 
the natural language is cyclic. 
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Notes to Chapter 4 
 
* This is a revised and extended version of Nakashima (2017a). 
 
1   Note that what becomes inaccessible to LF in (44) must be NP.  If the inaccessible 
category is a constituent lower than NP (e.g., the complement clause or John), it cannot 
be sought by the minimal search, and then the structure violates Full Interpretation. 
 
2   One might think that the minimal search to seek every node makes NP in the base 
copy in (53) accessible to LF, and causes Binding Condition C violation.  According to 
Chomsky (2015), however, the minimal search seeks lexical items or features within its 
search domain, observing the Phase Impenetrability Condition.  Thus, it does not look 
into nodes lower than TP in (53), and does not cause Binding Condition C violation in 
the base position. 
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