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.
2. .
































































$w\in L(p_{1}\Lambda p_{2})$ , $w=p_{1}\theta_{1}=p_{2}\theta_{2}$





$x_{i}$ $w[i]$ $\theta_{j}$ $p_{j}$








$\overline{q}_{w,’\text{ }},\theta_{2}$ . $w\preceq$
$\overline{q}_{w,\theta_{1},\theta_{2}}$ , $|c(\overline{q}_{w,\theta_{1},\theta_{2}})|\leq|c(p_{1})|+|c(p_{2})|$ ,
$\overline{q}w,\theta_{1},\theta_{2}\leq 2|\mathrm{c}(\overline{q}_{w,\theta_{1},\theta_{2}})|+1$ .
, $\overline{q}_{uJ},\theta_{\text{ }},\theta_{2}$ $p_{1},p_{2}$
,
$Q$ $L(Q)$
$L(p_{1}\Lambda p_{2})$ , Qw , $\theta_{\mathit{2}}$
, $L(Q)\subseteq L(p_{1}\Lambda p_{2})$ .
22
$\blacksquare$













$S\subseteq L’\in \mathcal{L}\Rightarrow L\subseteq L’$
.





$I_{i}=J_{m,1}\vee\cdots\vee J_{m,n_{m}}(1\leq i\leq m)$
. $E(I_{i})\subseteq E(Q)$
.
34. $\#\Sigma\geq k+2$ , $P,$ $Q\in CRP^{k}$ ,
$P’\in D(P)$ .
$P\subseteq Q\Leftrightarrow\forall p\in E(P),\exists q\in E(Q)s.t$. $p\preceq q$
$p$ , $var(p)=\{x_{1}, \cdots,x_{n}\}$
. $S(p)$ .




$\Leftrightarrow$ $(ii)\forall i,P’\subseteq I_{i}(Q)(1\leq i\leq m)$
$\Leftrightarrow$ $(iii)L(P)\subseteq L(Q)$
Proof $(ii)\Rightarrow(iii),$ $(iii)\Rightarrow(i)$ .
$(i)\Rightarrow(ii)$ , $S(P’)\subseteq L(Q)$ ,
$i(1\leq i\leq m)$ , $S(P’)\subseteq L(I_{i})$ .
, $P’\subseteq I_{i}$ . $\blacksquare$
$S(P)=$ $\cup$ $S(p)$




32( [22]). $\oint\Sigma\geq k+2$
, $P,$ $Q$ kk
.
$S(P)\subseteq L(Q)\Leftrightarrow P\subseteq Q\subset L(P)\subseteq L(Q)$






Proof. $(ii)\Rightarrow\langle iii$), $(iii)\Rightarrow(i)$ .
$(i)\Rightarrow(ii)$ . $p\in P$ $p$
, $S(p)\subseteq L(Q)$ ,
, $\{p\}\subseteq Q$ . $p$







1, if $w\in L_{i}$
0, if $w\not\in L_{i}$
$w_{1},w_{2},$ $\cdots$ $L$
, $\{w_{n}|n\geq 1\}=L$
. $w_{1},$ $w_{2},$ $\cdots$








$\sigma$ , $g\in N$ ,
49
$m\in N$ , $n\geq m$
, $M(\sigma^{r}\lfloor n])=g$ .
$M$ $L$

















3.1 , $D(P)$ 1
. $P’\in D(P)$ , $P’$
$S(P’)$ 1 ,
.
34 , $S(P’)(P’\in D(P))$ $L(P)$
.




$\{\Lambda,\vee, \neg, (, )\}$
.
1. 0 ($\lambda$ )
.
2. .
3. $P,$ $Q$ $(P\Lambda Q)$
.




























3. $\forall n\in N,$ $\exists L_{n}\in \mathcal{L}s.t$. $T_{n}\subseteq L_{n}\subset L$
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