group would be as shown in the left panel of Figure 2 . For the explanatory variables, the reference category for gender is female and for age is ≥30 years. For the response variable, the reference value is specified as 'no contraception', and association is estimated for each of its other values against this reference value. Therefore in this example, two sets of parameters are estimated, and in each 'sub-analysis' only a subset of the dataset is involved. It can be seen that all associations estimated for the response comparison 'moderate vs none' were found to be non-significant, whereas there were statistically significant associations for the more extreme comparison of 'high vs none'. Note that it is unknown to the analysis that 'moderate' is intermediate between none and high.
In contrast, ordinal regression, using the entire dataset and taking into account the ordinal nature of contraception effectiveness, finds that there is a statistically significant trend for men to use more effective contraception than women across the range of effectiveness levels (high/moderate rather than none, and high rather than moderate/none). Similarly, for age group there are trends across the levels of the response variable, albeit in different directions for the two younger age groups (relative to the oldest). The ordinal logistic regression estimates can be seen to have narrower confidence intervals than those by multinomial logistic regression, confirming the greater power of this method for the same overall dataset. As would be expected, the ordinal OR estimates lie between the corresponding separate estimates by multinomial regression. In this example only categorical explanatory variables have been used. However, where the effect of an explanatory variable is linear it can be entered as a linear variable, as is the case in binary logistic regression, with a resultant saving in the number of parameters to be fitted (as done by O'Rourke et al. 1 for age and pregnancy intention).
Interpretation of findings
In general, it is best to interpret the ORs as indicating the relative odds of a higher level response, for the value of the explanatory variable under consideration, relative to its reference category. For men the odds of using more effective contraception is greater by 40% than women (with the 95% confidence interval for increase in odds being 23% to 61%). As regards age group, the increase in odds of using more effective contraception is about 60% for those aged 20-29 years, relative to those aged 30 years and over. This can be confirmed by examining Figure 1 , where it can be seen that this age group reported greatest use of contraception at all (some vs none) and relatively more use of effective contraception (high vs moderate/none). Conversely, the youngest age group had decreased odds of effective use of contraception, relative to the oldest age group, by about 20%.
What precautions are needed?
The benefits of a special statistical method will accrue only if it is suited to the research question of interest, and the data comply with the assumptions required for that method. Furthermore, the usual caveats apply, as for general application of statistical methods, and for logistic regression modelling in particular. If there is an ordinal association then it can be envisaged that there should be an overall shift in the entire distribution of responses for a specific value of an explanatory variable compared to its reference category. The ordinal response values can be thought of as representing a set of thresholds along the range of possible values at which comparisons can be made of the cumulative frequencies above and below the threshold. Therefore, the key assumption needed for ordinal regression is of proportional odds, which can be thought of as parallel cumulative frequency distributions for any two subgroups for which association is being estimated (e.g. males and females). When this applies for a particular explanatory feature then the 'threshold' ORs can be assumed to be constant along the range, so that only one OR (parameter) needs to be estimated, which is the approach taken by ordinal logistic regression.
Overview
The fact that ordinal logistic regression fits just one parameter per association, regardless of the number of levels of the response variable, reduces the number of parameters that have to be fitted, thus increasing power and simplifying reporting and interpretation. If the research interest is in effects (association with the explanatory variables) across the range of possible response values, then provided the data and underlying true association are suited to the method, ordinal logistic regression 2 is the analytic method of choice, because it provides a more succinct representation and more powerful testing of the associations at work. 
Response variable
This is a categorical variable with only two possible values (e.g. case or non-case). Also termed dichotomous or binomial.
Such a variable has a limited number of distinct values, which might be non-quantitatively descriptive (e.g. hair colour).
For each value of an ordinal or continuous variable, the cumulative frequency presents the accumulated number of occurrences for that or any 'lower' value (rather than indicating simply the frequency of occurrence of that value alone, as in an ordinary frequency distribution). The cumulative frequency for the last (highest) value must therefore encompass the entire sample. Cumulative frequency is often reported not as counts but as a percentage of the total sample, in which case the last value must have a cumulative frequency of 100%.
This can be thought of as the modelling capacity (or independent elements of information) in the dataset. This is a method for analysis of the occurrence or not of a particular response value, in relation to potential explanatory variables. What is modelled for each combination of explanatory variables is the logarithm of the odds of that response value (which is termed a logistic transformation). Each association in the model is summarised/estimated in terms of an odds ratio (OR). This is a categorical variable with more than two possible values. Also termed polychotomous. This is the number of occurrences of that response value divided by the number without that value (e.g. cases divided by non-cases).
For a binary explanatory variable, the OR is calculated as the odds of the specified response in those with the explanatory feature, divided by the odds of that response in those without the explanatory feature. If there is truly no association then the two odds should be approximately equal and the OR approximately 1, which is therefore the value for a 'null association'. This is special semi-quantitative type of categorical variable where the values are conceptually ordered, such as degree of pain (e.g. none, mild, moderate, severe) or effectiveness of contraceptive method used (e.g. none, moderate, high). This is a component in the model, which needs to be estimated from the data, and doing so uses up available degrees of freedom. [The number of parameters needed for a multinomial regression model is a multiple of the number needed for a binary logistic regression model.]
This term is used here, loosely, as the probability of detecting from the study data what is in fact the real situation.
The category within a categorical explanatory variable that is chosen as the comparator for calculation of ORs (i.e. denominator odds).
