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PARTICLE-LIKE STRUCTURE OF LIE
ALGEBRAS
A.M. Vinogradov1
Abstract. If a Lie algebra structure g on a vector space is the sum of a family of
mutually compatible Lie algebra structures gi’s, we say that g is simply assembled
from the gi’s. Repeating this procedure with a number of Lie algebras, themselves
simply assembled from the gi’s, one obtains a Lie algebra assembled in two steps
from the gi’s, and so on. We describe the process of modular disassembling of a Lie
algebra into a unimodular and a non-unimodular part. We then study two inverse
questions: which Lie algebras can be assembled from a given family of Lie algebras,
and from which Lie algebras can a given Lie algebra be assembled? We develop some
basic assembling and disassembling techniques that constitute the elements of a new
approach to the general theory of Lie algebras. The main result of our theory is that
any finite-dimensional Lie algebra over an algebraically closed field of characteristic
zero or over R can be assembled in a finite number of steps from two elementary
constituents, which we call dyons and triadons. Up to an abelian summand, a dyon
is a Lie algebra structure isomorphic to the non-abelian 2-dimensional Lie algebra,
while a triadon is isomorphic to the 3-dimensional Heisenberg Lie algebra. As an
example, we describe constructions of classical Lie algebras from triadons.
1Address: via Roma 27, 40042 Lizzano in Belvedere, Italia; e-mail :
vinogradov.unisa@gmail.com.
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1. Introduction
According to the modern view, matter is of a compound structure. The con-
stituents, elementary particles, are characterised by their symmetry properties.
These properties are formalised in terms of Lie algebras, and one may hypothesise
that this compound nature of matter should be somehow mirrored in the structure
3of the symmetry algebras. This, and other similar considerations, suggests that Lie
algebras have, in some sense, a compound structure. Our study, some results of
which are presented in this paper, was motivated by this question. Our main result
is that the finite-dimensional Lie algebras over R or over an algebraically closed
field of characteristic zero are made from two elementary constituents/“particles”,
which we call dyons and triadons. We also use the unifying term lieons (from
Lie-on) for both types.
The exact meaning of “made from” in the context of an “elementary particle
theory” for the “Lie matter” should be duly formalised, a first, nontrivial question
one has to answer. Surprisingly, a suggestion comes from Poisson geometry. In fact,
on the one hand, a Lie algebra structure on a vector space is naturally interpreted
as a linear Poisson structure on its dual. On the other hand, it is natural to think
of a Poisson structure defined by a Poisson bi-vector P as “made from” Poisson
structures defined by bi-vectors P1 and P2 if P = P1 + P2. In such a case, P1 and
P2 are called compatible. Translating this idea into the language of Lie algebras, we
obtain the following definition: Lie algebra structures [·, ·]1 and [·, ·]2 on a vector
space V are compatible if [·, ·]1 + [·, ·]2 is a Lie algebra structure as well. If a Lie
algebra structure [·, ·] is presented in the form
[·, ·] = [·, ·]1 + · · ·+ [·, ·]m
with mutually compatible structures [·, ·]i’s, we speak of a disassembling of [·, ·],
i.e., we consider that [·, ·] is “made from” the [·, ·]i’s. Since compatibility is not a
transitive notion, it makes sense to go ahead and try to disassemble all compounds
[·, ·]i, and so on. This disassembling process can be repeated so as to finally come
to a number of dyons and triadons, assuming that the ground field is R or an
algebraically closed field of characteristic zero.
We denote by ≬ (resp., ⋔) the non-abelian 2-dimensional Lie algebra (resp., the
3-dimensional Heisenberg Lie algebra), and by γm the m-dimensional abelian Lie
algebra. An n-dimensional dyon (n-dyon), denoted by ≬n, is a Lie algebra structure
isomorphic to ≬ ⊕γn−2. An n-dimensional triadon (n-triadon), denoted by ⋔n, is a
Lie algebra structure isomorphic to ⋔ ⊕γn−3. Lieons, i.e., dyons and triadons, are
the simplest non-abelian Lie algebra structures.
It is remarkable that the symmetry algebra u(2) = so(3) of a nucleon can be
assembled in one step from three triadons. Speculatively, one might think that
this structure of the symmetry reflects the fact that a nucleon is made from three
“quarks”. Of course, the physical validity of this and similar speculations requires
a deeper analysis, which will be the subject of a separate work. In this paper we
concentrate on the mathematical aspects of the theory.
The concept of compatible Poisson structures originates in F.Magri’s work [9]
on bi-Hamiltonian systems. It was subsequently developed and exploited by many
authors in the context of integrable systems and Poisson geometry. Informally, the
compatibility may be viewed as the coexistence of two or more dynamical structures.
Similarly, if the symmetry algebra of a physical system is a Lie algebra made up of
several pieces of the same nature, it is natural to think that, in turn, this algebra is
made up from the symmetry algebras of its compounds. Roughly, this is the reason
for formalising the vague idea of “made from” as the notion of “compatibility”.
This point is delicate and, in our opinion, it merits to be stressed. As far as we
know, Lie algebras were not viewed and studied from this point of view until now.
4The translation of the techniques and constructions of Poisson geometry, in par-
ticular, the Schouten-Nijenhuis machinery, into the context of Lie algebras is very
useful, and we exploit it fully. Consequently, a few pages in this paper are dedicated
to the necessary elements of Poisson geometry.
The paper is structured as follows. The necessary “initial data” concerning differ-
ential forms, multi-vector fields and the Schouten bracket are collected in Section 2.
The notion of compatibility of Poisson structures and the notion of compatibility
of Lie algebra structures, which are central for this paper, are discussed there.
The modularity properties of Poisson and Lie algebra structures are discussed in
Section 3, in which general compatibility conditions are specialised to unimodular
Poisson structures. The central point here is an almost canonical disassembling of a
Poisson structure P into a unimodular part and a completely non-unimodular part
which we call the modular disassembling. The Poisson bi-vector corresponding to
the completely non-unimodular part of P is of the form Pν ∧ Ξ = [[P, νΞ]] where Ξ
is the modular vector field of P and ν is a smooth function on the manifold such
that Ξ(ν) = 1. It is completely characterised by the property that its unimodular
part is trivial. The second part of Section 3 is dedicated to the matching problem:
what are the different compatible configurations of two given Poisson structures? In
full generality, this problem seems to be very difficult. For this reason, we restrict
our study to the particular case of two completely non-unimodular structures. It
turns out that, even in this case, the equivalence classes of matchings are labeled
by functional parameters (Proposition3.13).
These results on the modular disassembling of general Poisson structures are
then adapted to Lie algebras in Section 4. In particular, we call modular those Lie
algebras whose Poisson bi-vector is completely non-unimodular and we show how to
subtract from a Lie algebra a suitable modular algebra in order to get a unimodular
algebra. The structure of modular Lie algebras is very simple. So, in this sense,
the study of general Lie algebras is reduced to the unimodular case. To make this
point more precise, we discuss compatibility conditions of modular and unimodular
Lie algebras. One result in this direction is that semi-simplicity and modularity
of Lie algebras are incompatible. In the second part of this section the matching
problem for modular Lie algebras is solved. The result is basically that matchings
of modular Lie algebras are labeled by the representations of the 2-dimensional Lie
algebras (Theorem4.1).
The main result of this paper is proven in Section 5: finite-dimensional Lie al-
gebras over an algebraically closed field of characteristic zero or over R, can be
assembled from lieons (Theorems 5.1 and 5.2). The proof splits naturally into a
“solvable” part and a “semi-simple” part. Accordingly, we first show that any
solvable Lie algebra over an arbitrary ground field of characteristic zero can be
assembled from lieons (Proposition5.2). This part of the proof is very simple. The
“semi-simple” part is more delicate and as a preliminary step we reduce it to the
disassembling problem for abelian extensions of simple algebras. This last problem
is essentially a question about representations of simple Lie algebras. The idea
of using results from this rich and well elaborated theory seems most attractive.
However, a deeper analysis shows that such an approach, even if possible, would
be too cumbersome and hardly instructive (if not “amoral”). Also, the fact that
Lie algebras are compounds is, in our opinion, fundamental and as such should
be established independently of the classification of simple Lie algebras and their
5representations. These are reasons for following an independent approach, which is
based on the stripping procedure (see Subsection 5.3) and reduces the problem to
the representations of hyper-simple Lie algebras, which are simple algebras without
proper non-abelian subalgebras. Hyper-simple algebras do not exist over alge-
braically closed fields of characteristic zero, while the only hyper-simple Lie algebra
over R is so(3). This is the reason why the assembling theorem is proven in these
two cases.
Besides the proof of the main theorem, various assembling-disassembling tech-
niques for Lie algebras over arbitrary ground fields are developed throughout Sec-
tion 5. They not only indicate possible approaches to the assembling problem over
arbitrary fields, but also they are useful in the analysis of the compound structure
of real and complex Lie algebras.
Section 6 is dedicated to constructions in first-level Lie algebras. These are Lie
algebras that can be assembled from lieons in one step. To this end, we analyse the
compatibility conditions for two lieons and we show that they depend only on the
relative positions of the subspaces carrying the centers and derived algebras of the
lieons under consideration. One of the consequences of this fact is that the design
of first-level Lie algebras does not depend on the ground field. We give various
examples of first-level Lie algebras.
In Section 7 we describe constructions of classical Lie algebras from triadons
which are, in a sense, canonical. An interesting fact is that this can be done in
no more than four steps. For instance, two steps are sufficient for the orthogonal
Lie algebras so(g). This section may also be viewed as a demonstration of the
general assembling-disassembling techniques at work. More precisely, all simple
3-dimensional Lie algebras can be simply assembled from three triadons. Simple
Lie algebras in higher dimensions require more than one step.
Many natural questions arise in connection with the topics of this paper, and a
selection of related problems is briefly discussed in the concluding Section 8.
2. Preliminaries
In this section we collect the necessary data and facts on the calculus of multi-
vectors and differential forms, Poisson geometry, and compatibility of Poisson and
Lie algebra structures, that will be used throughout the paper, and we fix the
notation. The reader will find more details about the material in this section in
[1, 13]. In this paper, all manifolds and maps are assumed to be smooth.
2.1. Multi-vectors and differential forms. We use M for an n–dimensional
manifold and
(1) D∗(M) =
⊕
k≥0Dk(M) for the exterior algebra of multi-vectors on M ,
D(M) = D1(M) for the C
∞(M)–module of vector fields on M , and “ ∧ ”
for the wedge product of multi-vectors;
(2) [[·, ·]] for the Schouten bracket in D∗(M);
(3) Λ∗(M) =
⊕
k≥0 Λ
k(M) for the exterior algebra of differential forms on M
and “ ∧ ” for the wedge product of differential forms.
If S is a Z-graded object, say, a multi-vector, then we use (−1)...S... and (−1)...S¯...
for (−1)...degS... and (−1)...(degS−1)..., respectively. For instance, if P ∈ Dk(M), Q ∈
Dl(M), then in this notation (−1)PQ¯ = (−1)k(l−1), (−1)P+Q¯ = (−1)k+l−1, and the
6graded anti-commutativity and the Jacobi identity for the Schouten bracket are as
follows:
[[P,Q]] = −(−1)P¯ Q¯[[Q,P ]] (1)
(−1)P¯ R¯[[P, [[Q,R]]]] + (−1)R¯Q¯[[R, [[P,Q]]]] + (−1)Q¯P¯ [[Q, [[R,P ]]]] = 0 (2)
We denote by Hgr Λ∗(M) the totality of graded R–linear operators acting on
the graded space Λ∗(M), and by [·, ·]gr, the graded commutator of such operators.
An operator ∆ ∈ Hgr Λ∗(M) is a (graded) differential operator of degree k over
Λ∗(M) if
[ω0, [ω1, . . . , [ωk,∆]
gr, . . . , ]gr]gr = 0, ∀ ωo, ω1, . . . , ωk ∈ Λ∗(M),
where the ωi’s are understood to be left multiplication operators.
Insertion of a multi-vector Q ∈ Dk(M) into a differential form ω ∈ Λl is denoted
by Q⌋ω ∈ Λl−k, and iQ : Λ∗(M) → Λ∗(M) refers to the operator ω 7→ Q⌋ω.
Obviously,
iP ◦ iQ = iP∧Q and [iP , iQ]gr = 0, P,Q ∈ D∗(M).
The correspondence Q ↔ iQ identifies the algebra D∗(M) with the algebra of
C∞(M)–linear differential operators acting on Λ∗(M), in such a way that k–vectors
correspond to operators of order k. Using this identification the Schouten bracket
may be defined by the formula
i[[P,Q]] = [[iP , d]
gr , iQ]
gr = −(−1)Q[iP , [iQ, d]gr ]gr, P,Q ∈ D∗(M). (3)
The Lie derivative operator along a multivector Q is defined as
LQ = [iQ, d]
gr : Λ∗(M)→ Λ∗(M), (4)
and Definition (3) may be rewritten in the form
i[[P,Q]] = [LP , iQ]
gr = −(−1)Q[iP , LQ]gr. (5)
The following very useful formula relates the insertion and the Lie derivative
operators:
[iQ, LX ]
gr = iLX(Q), X ∈ D(M), Q ∈ D∗(M), (6)
where LX(Q) = [[Q,X ]].
The liesation operator L : Q 7→ LQ is a (right graded) derivation of the algebra
D∗(M):
LP∧Q = iP ◦ LQ + (−1)QLP ◦ iQ. (7)
Another useful interpretation of the Schouten bracket is easily derived from (5) and
(7):
i[[P,Q]] = (−1)QLP∧Q − (−1)QiP ◦ LQ − (−1)P¯QiQ ◦ LP . (8)
A convenient coordinate-wise description of the above operations is as follows.
Let x = (x1, . . . , xn) be a local chart onM . Instead of the standard local expression
Q =
∑
1≤i1<···<ik≤n
ai1,...,ik(x)
∂
∂xi1
∧ · · · ∧ ∂
∂xin
, Q ∈ Dk(M),
we shall use
Q =
∑
1≤i1<···<ik≤n
ai1,...,ik(x)ξi1 . . . ξin (9)
assuming that the variables ξi’s anti-commute, i.e., ξiξj = −ξjξi. This allows one
to introduce “partial derivatives” ∂∂xi and
∂
∂ξi
acting on the skew-commutative
7polynomials in the ξi’s (9). In fact, the first acts on the coefficients ai1,...,ik(x),
while the second is C∞(M)-linear and obeys the “graded” commutation relation
∂
∂ξi
◦ ξj + ξj ◦ ∂∂ξi = δij in which ξj refers to the operator of multiplication by ξj .
In these terms the Schouten bracket may be written
[[P,Q]] = −
∑
i
(
∂P
∂xi
∂Q
∂ξi
+ (−1)P ∂P
∂ξi
∂Q
∂xi
)
. (10)
In particular, introducing the operator XP : D∗(M) → D∗(M), XP (Q) = [[P,Q]],
we obtain
XP = −
∑
i
(
∂P
∂xi
∂
∂ξi
+ (−1)P ∂P
∂ξi
∂
∂xi
)
. (11)
2.2. Poisson manifolds. Recall that a Poisson structure on a manifold M is a
Lie algebra structure on the R– vector space C∞(M)
(f, g) 7→ {f, g} ∈ C∞(M), f, g ∈ C∞(M),
which is additionally a bi-derivation, i.e.,
{fg, h} = f{g, h}+ g{f, h} and {f, gh} = g{f, h}+ h{f, g}.
P ∈ D2(M) is a Poisson bi-vector if [[P, P ]] = 0. The formula
{f, g} = P (df, dg), f, g ∈ C∞(M).
establishes a one-to-one correspondence between Poisson bi-vectors and Poisson
structures on M . The Poisson bracket associated in this way with the Poisson
bi-vector P will be denoted by {·, ·}P .
A Poisson manifold is non-degenerate if the corresponding Poisson bi-vector is
non-degenerate, i.e., if the correspondence
γP : Λ
1(M)→ D(M), ω 7→ P (ω, ·),
is an isomorphism of C∞(M)–modules. The homomorphism γP naturally extends
to a homomorphism of exterior algebras, which will also be denoted by
γP : Λ
∗(M)→ D∗(M).
This extension is an isomorphism if and only if P is non-degenerate. In this case
γ−1P (P ) ∈ Λ2(M) is a symplectic form on M . In this way non-degenerate Poisson
manifolds are identified with symplectic manifolds.
The Poisson differential
∂P : D∗(M)→ D∗+1(M), ∂P (Q) = [[P,Q]],
associated with a Poisson bi-vector P supplies D∗(M) with a co-chain complex
structure. With any function f ∈ C∞(M) on a Poisson manifold M is associated
the vector field
Pf
def
= ∂P (f) = [[P, f ]] = −γP (df) = −df⌋P, (12)
called the Hamiltonian vector field2 corresponding to the Hamiltonian function f .
The following definition is central for this paper.
Definition 2.1. Poisson structures P1 and P2 on a manifold M are called com-
patible if P1 + P2 is a Poisson structure as well.
2
Pf is, in fact, the opposite of the usual Hamiltonian vector field but more convenient in the
context of this paper.
8Proposition 2.1. Poisson structures P1 and P2 are compatible if one of the fol-
lowing equivalent conditions holds:
(1) [[P1, P2]] = 0;
(2) sP1 + tP2 is a Poisson structure, ∀s, t ∈ R;
(3) the bracket {·, ·} = s{·, ·}P1+t{·, ·}P2,, is a Lie algebra structure on C∞(M),
∀s, t ∈ R;
(4) ∂P1 +∂P2 is a differential in D∗(M), or, equivalently, ∂P1∂P2 +∂P2∂P1 = 0.
Proof. The first assertion follows directly from the equality, [[P1 + P2, P1 + P2]] =
2[[P1, P2]], while (2) - (4) are obvious consequences of it. 
2.3. Lie algebras. The term “Lie algebra” in the current literature is used with
two different meanings: as a concrete Lie algebra structure on a concrete vector
space and also as an isomorphism class of such structures. Since this distinction is
essential in the context of this paper, we shall use “Lie algebra structure” instead
of the usual “Lie algebra” to avoid a possible ambiguity.
Below Lie algebra structures will be denoted by bold Fraktur characters g,h, etc.
The symbol |g| refers to the vector space supporting g. We use square brackets, if
necessary with additional indexes, for Lie product operations.
Let g be a Lie algebra structure over a ground field k and V = |g|. This structure
naturally extends to a Lie algebra structure on the algebra k[V ∗] of polynomials on
V ∗ = Homk(V,k). In fact, denoting by fv the linear function on V
∗ corresponding
to v ∈ V , we define a “Poisson bracket” {·, ·} on linear functions by putting
{fv, fw} def= f[v,w], v, w,∈ V,
and then extend it as a bi-derivation to the whole polynomial algebra. This con-
struction remains valid for any larger algebra A ⊃ k[V ∗] assuming that any deriva-
tion of k[V ∗] uniquely extends to A. For instance, C∞(V ∗) is such an algebra for
k = R. We shall refer to the so-defined Lie algebra as the Poisson structure on
the dual to the Lie algebra g. The corresponding Poisson bi-vector on V ∗ will be
denoted Pg.
In coordinates this Poisson structure is described as follows. Let {ei} be a basis
in V and xi = fei . Then
{f, g} =
∑
i,j,k
ckijxk
∂f
∂xi
∂g
∂xj
(13)
where ckij are the structure constants of g, and
Pg =
∑
i,j,k
ckijxkξiξj . (14)
Poisson bi-vectors Pg’s are characterised by the linearity of their components in any
cartesian chart on V ∗. For this reason they are also called linear. More generally
a multi-vector field Q ∈ D∗(W ) on an R-vector space W is said to be linear if its
coefficients in a cartesian chart on W are linear. In such a case
Qθ = [[Xθ, Q]], θ ∈W,
where Qθ is the constant vector field that has the same value as Q at θ and Xθ
is the constant vector field corresponding to θ. This observation is useful when
dealing with linear Poisson structures.
9Let g1 and g2 be Lie algebra structures on a k-vector space V and [·, ·]1, [·, ·]2
the corresponding Lie products. The following is the analogue of Definition 2.1 for
Lie algebras.
Definition 2.2. Lie algebra structures g1 and g2 on a k-vector space V are called
compatible if [·, ·] def= [·, ·]1,+[·, ·]2 is a Lie product in V .
The Lie algebra structure on V defined by the Lie product [·, ·]1,+[·, ·]2 will be
denoted by g1 + g2 . Obviously, we have
Proposition 2.2. Lie algebra structures g1 and g2 on V are compatible if and only
if the corresponding Poisson structures on V ∗ are compatible. 
Remark 2.1. If Poisson structures P1, . . . , Pm are mutually compatible, then struc-
tures λ1P1, . . . , λmPm with λ1, . . . λm ∈ k are mutually compatible as well. So,
P = λ1P1+ · · ·+λmPm is a Poisson structure called a linear combination of struc-
tures Pi’s. The expression “Linear combination of some mutually compatible Lie
algebra structures” has the same meaning.
2.4. The Lie rank of Poisson manifolds and Lie algebras. Recall that a bi-
vector field Q ∈ D2(M) generates a distribution (with singularities) on M . This
distribution is defined as the C∞(M)–submodule DQ(M) of D(M) generated by
vector fields Qf = df⌋Q, f ∈ C∞(M).
Geometrically, DQ(M) may be viewed as a family of vector spaces M ∋ x 7→
△Q(x) ⊂ TxM on M where the subspace △Q(x) ⊂ TxM is generated by vectors of
the form Qf,x ∈ TxM, ∀f ∈ C∞(M). The function
M ∋ x 7→ rankQ(x) def= dim△Q(x)
is lower semi-continous with values in even integers. In particular, rankQ(x) is
locally constant except on a closed subset inM without internal points and reaches
its maximum value, say 2k, in an open domain of M . The number k is uniquely
characterised by the property that Qk 6= 0, while Qk+1 = 0 (here Qi stands for
the i-th wedge power of Q). Alternatively, 2k is equal to the maximal number
of independent vector fields of the form Qf . The above-said remains valid for
bi-vectors with polynomial coefficients on a vector space over a ground field of
characteristic zero. Such bi-vectors have the same rank everywhere except on an
algebraic subvariety of V.
Definition 2.3. 1) A bi-vector field Q is said to be of rank 2k if
Qk 6= 0, Qk+1 = 0
2) A Lie algebra is said to be of Lie rank 2k if the associated linear Poisson bi-vector
on its dual is of rank 2k.
Example 2.1. If 2k ≤ n, then the Lie rank of the Lie algebra
gn,k = g2 ⊕ · · · ⊕ g2︸ ︷︷ ︸
k times
⊕γn−2k
where g2 is the non-abelian 2-dimensional Lie algebra and γn−2k the (n − 2k)-
dimensional abelian Lie algebra is 2k. If n = 2k + ǫ, ǫ = 0, 1, then gn,k is an
n-dimensional Lie algebra of maximal Lie rank.
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If Q is a Poisson bi-vector, then [Qf , Qg] = Q{f,g}, i.e., the distributionDQ(M) is
a Frobenius distribution. The maximal integral submanifolds of DQ(M) constitute
the canonical symplectic (generalised) foliation of M associated with Q (see [15,
18]). If Q = Pg, then the leaves of this (generalised) foliation are the orbits of the
coadjoint representation of g.
3. Modularity of Poisson and Lie algebra structures
In this section, we introduce and study the splitting of Poisson and Lie algebra
structures into unimodular and non-unimodular parts. This splitting is canonical
up to a gauge transformation and, in a sense, it reduces the study of general Poisson
or Lie algebras structures to that of the unimodular ones. The central notions in
this construction are the modular vector field and the modular class introduced by
J.-L. Koszul [7]. In the survey [6], the reader will find an extensive bibliography on
this topic.
3.1. Unimodular Poisson structures. If ω ∈ Λn(M) is a volume form, then the
map
Q 7→ Q ⌋ω, Q ∈ D∗(M),
which we shall call ω-duality, is an isomorphism of C∞(M)–modules from D∗(M)
onto Λ∗(M). In particular, the (n−2)–form α = αP,ω = P ⌋ω, ω-dual to the Poisson
bi-vector P , completely characterises this bi-vector.
Proposition 3.1. P ∈ D2(M) is a Poisson bi-vector on M if and only if
d(P ⌋α) = 2P ⌋dα with α = P ⌋ω. (15)
Proof. For P = Q it easily follows from (5) and (7) that
LP∧P − 2iP ◦ LP = i[[P,P ]]
and, as a consequence, that
LP∧P (ω)− 2P ⌋LP (ω) = [[P, P ]] ⌋(ω) (16)
On the other hand, by Definition (4) for Q = P and P ∧ P , we have
LP (ω) = −d(P ⌋ω) = −dα (17)
and
LP∧P (ω) = −d(iP∧P (ω)) = −d(P ⌋(P ⌋ω)) = −d(P ⌋α)
With these substitutions (16) becomes
d(P ⌋α)− 2P ⌋ dα = −[[P, P ]] ⌋ω
and the desired result follows from the fact that a multi-vector Q ∈ D∗(M) vanishes
iff Q ⌋ω = 0. 
Definition 3.1. A Poisson structure on M is called unimodular with respect to ω,
or ω–unimodular, if LP (ω) = 0.
Proposition 3.2. A Poisson structure P is unimodular if and only if one of the
following relations holds
(1) dα = 0 with α = P ⌋ω;
(2) LPf (ω) = 0, ∀ f ∈ C∞(M), i.e., the Lie derivatives of ω along all P–
Hamiltonian vector fields vanish.
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Proof. In view of (17) the first assertion is obvious. Then, by Definition (4), we
have
LPf (ω) = d(Pf ⌋ω) = −d((df ⌋P ) ⌋ω) = −d(df ∧ (P ⌋ω)) =
df ∧ d(P ⌋ω) = −df ∧ LP (ω),
i.e.,
LPf (ω) = −df ∧ LP (ω) (18)
If ρ ∈ Λk(M), k < n, and df ∧ ρ = 0 holds for all f ∈ C∞(M), then, obviously,
ρ = 0. Now this observation applied to (18) proves the second assertion. 
Remark 3.1. A direct consequence of (18) is that P is unimodular if and only if
LPxi (ω) = 0, i = 1, . . . , n, for any local chart (x1, . . . , xn) on M.
Compatibility conditions for unimodular Poisson structures simplify as follows.
Proposition 3.3. Let P1, P2, be ω-unimodular Poisson structures. They are com-
patible if and only if LP1∧P2(ω) = 0.
Proof. Formula (8) for P = P1, Q = P2 applied to ω gives:
LP1∧P2(ω) = P1⌋LP2(ω) + P2⌋LP1(ω) + [[P1, P2]] ⌋ω.
Due to the unimodularity of P1 and P2, it reduces to
LP1∧P2(ω) = [[P1, P2]] ⌋ω.
and it remains to note that [[P1, P2]] = 0 is equivalent to [[P1, P2]] ⌋ω = 0. 
Corollary 3.1. Two ω–unimodular Poisson structures P1 and P2 are compatible
if P1 ∧ P2 = 0. 
Corollary 3.2. Any two ω–unimodular Poisson structures on a 3-dimensional
manifold are compatible.
Remark 3.2. The condition LP1∧P2 = 0, which, obviously, guarantees the com-
patibility of P1 and P2 is not, in fact, weaker than P1 ∧ P2 = 0, since LQ = 0 is
equivalent to Q = 0 for any Q ∈ D∗(M).
3.2. The Lie rank of unimodular Lie algebras. The following example shows
the existence of unimodular odd-dimensional Lie algebras of maximal Lie rank, i.e.,
of rank 2k if n = 2k + 1.
Example 3.1. Let V be a vector space of dimension 2k+1 and (x1, x2, . . . , x2k+1)
a cartesian chart on V ∗, and (ξ1, ξ2, . . . , ξ2k+1) the dual basis. Then
P = x2k+1(ξ1 ∧ ξ2 + · · ·+ ξ2k−1 ∧ ξ2k)
is a Poisson bi-vector, as well as bi-vectors Ps = x2k+1ξ2s−1 ∧ ξ2s, s = 1, . . . , k,
of rank two. Obviously, the rank of P is 2k, the Ps’s are mutually compatible and
P = P1 + · · ·+ Pk. So, the Lie algebra structures g,g1, . . . ,gk on V corresponding
P, P1, . . . , Pk, respectively, are mutually compatible, g = g1 + · · ·+ gk and the Lie
rank of g is 2k.
Now we shall show that the Lie rank of an unimodular Lie algebra is less than
its dimension.
Proposition 3.4. If Q is an ω-unimodular Poisson structure of rank 2k = n on
a manifold M , of dimension 2k then Qk⌋ω is a constant function, different from
zero.
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Proof. Since Q is a Poisson structure, then, according to (8), LQ2 = 2iQ ◦ LQ.
Inductively, one easily finds that
LQs = siQs−1 ◦ LQ, s ≥ 2.
If Qk 6= 0, then the function f = Qk⌋ω is different from zero.
But LQ(ω) = 0, since Q is ω-unimodular , and hence
df = d(Qk⌋ω) = LQk(ω) = kQk−1⌋LQ(ω) = 0.

Corollary 3.3. The Lie rank of an unimodular Lie algebra g is less than dimg.
Proof. Assume that the rank of the associated Poisson bi-vector Pg on |g|∗ is equal
to dimg = 2k. If ω is a cartesian (“constant”) volume form on |g|∗, then f = P k⌋ω
is a homogeneous polynomial of order k on |g|∗. This contradicts the fact that,
according to Proposition 3.4, f is a non-zero constant. 
3.3. Modular vector fields. Let ω be a volume form and P a Poisson bi-vector
on a manifold M .
Definition 3.2. The vector field Ξ = ΞP,ω defined by the relation
Ξ ⌋ω = d(P ⌋ω) (19)
is called the modular vector field of P with respect to ω, or the ω–modular vector
field.
It follows from (17) and (18) that
LPf (ω) = df ∧ (Ξ ⌋ω)
On the other hand, 0 = Ξ ⌋(df ∧ ω) = Ξ(f)ω − df ∧ (Ξ ⌋ω). So,
LPf (ω) = Ξ(f)ω. (20)
This shows that Ξ(f) = divω(Pf ) so that Ξ = ΞP,ω measures the divergence of
P -Hamiltonian vector fields with respect to the volume form ω. This property was
the original definition of modular vector fields.
Proposition 3.5. Let Ξ = ΞP,ω be the modular field of a Poisson structure P and
α = αP,ω = P ⌋ω. Then the following relations hold:
(i) LΞ(α) = 0;
(ii) LP (dα) = 0;
(iii) LP (α) = −Ξ ⌋α;
(iv) LΞ(ω) = 0;
(v) LΞ(P ) = [[P,Ξ]] = ∂P (Ξ) = 0;
(vi) Pf ⌋ω = −df ∧ α, ∀f ∈ C∞(M);
(vii) [Ξ, Pf ] = PΞ(f), ∀f ∈ C∞(M).
Proof. First, by definition, LΞ(α) = d(Ξ ⌋α) + Ξ ⌋ dα. Also
Ξ ⌋α = Ξ ⌋(P ⌋ω) = P ⌋(Ξ ⌋ω) = P ⌋ dα (21)
and hence, in view of (15), we have
d(Ξ ⌋α) = d(P ⌋ dα) = 1
2
d2(P ⌋α) = 0
On the other hand, Ξ ⌋ dα = Ξ ⌋(Ξ ⌋ω) = 0. This proves (i).
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Similarly,
LP (dα) = [iP , d]
gr(dα) = −d(P ⌋ dα) = 0
This proves (ii).
In turn, (iii) directly follows from (15) and (21):
LP (α) = [iP , d](α) = P ⌋ dα− d(P ⌋α) = −P ⌋ dα = −Ξ ⌋α.
The simple computation
LΞ(ω) = d(Ξ ⌋ω) = d2(P ⌋ω) = 0
proves (iv). To prove (v) it suffices to show that LΞ(P ) ⌋ω = 0. But according to
(i) and (6) we have
0 = LΞ(α) = LΞ(P ⌋ω) = −LΞ(P ) ⌋ω + P ⌋LΞ(ω) = −LΞ(P ) ⌋ω.
Now, a particular case of (3) is i[[f,P ]] = [[f, d]
gr, iP ]
gr = −[df, iP ], and one gets
(vi) by applying this relation to ω.
Finally, recall the general formula
LX(ρ ⌋Q) = −LX(ρ) ⌋Q+ ρ ⌋LX(Q)
with X ∈ D(M), Q ∈ Di(M), ρ ∈ Λj(M). By applying this formula to X =
Ξ, Q = P and ρ = df one finds that
[Ξ, Pf ] = −LΞ(Pf ) = LΞ(df⌋P ) = −LΞ(df)⌋P + df⌋LΞ(P ).
Now (vii) directly follows from (v) by observing that LΞ(df) = dΞ(f). 
Additivity is an important property of ω–modular fields.
Proposition 3.6. If Poisson structures P1 and P2 are compatible and Ξ1,Ξ2 are
ω–modular fields for P1 and P2, respectively, then Ξ1 + Ξ2 is the ω–modular field
of P1 + P2.
Proof. The proof is straightforward from (20). 
Corollary 3.4. If Pi, Ξi, i = 1, 2, are as above, then
LΞ1(P2) + LΞ2(P1) = 0 (22)
Proof. The proof follows from LΞ1(P1) = LΞ2(P2) = LΞ1+Ξ2(P1 + P2) = 0
(Proposition 3.5 (v)). 
3.4. The ω–modular class. The following known fact describes the dependence
of the ω–modular field on ω. For completeness we give a short proof of it.
Proposition 3.7. If ω′ = fω is another volume form on M , then
ΞP,fω = ΞP,ω − Pln |f | (23)
Proof. By definition the vector field ΞP,fω is the unique solution of
ΞP,fω ⌋(fω) = dαP,fω (24)
and αP,fω = P ⌋(fω) = fα where α = αP,ω. If ΞP,fω = ΞP,ω + Y , then (24) may
be rewritten as
fY ⌋ω = df ∧ α⇐⇒ Y ⌋ω = d(ln |f |) ∧ α
(f is nowhere zero, since fω is a volume form). Now Proposition 3.5, (vi), shows
that Y = −Pln |f |. 
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This result has the following cohomological interpretation. By Proposition 3.5
(v), ∂P (Ξ) = 0, i.e., Ξ is a 1-cocycle of the complex {D∗(M), ∂P }. On the other
hand, P–Hamiltonian fields are co-boundaries of this complex: Pg = ∂P (g), for
g ∈ C∞(M). Hence Proposition 3.7 yields:
Corollary 3.5. The cohomology class of the ω–modular field ΞP,ω in {D∗(M), ∂P }
does not depend on ω and, therefore, is well-defined by P . 
Definition 3.3. The ∂P -cohomology class of the ω-modular field of P is called the
modular class of P .
Corollary 3.6. A Poisson structure P is ω–unimodular with respect to a volume
form ω if and only if its modular class vanishes. 
If P is non-degenerate, then (M,γP (P )) is a symplectic manifold. In this case
the isomorphism γP : Λ
∗(M) → D∗(M) is also an isomorphism of complexes
{Λ∗(M), d} and {D∗(M), dP }. Therefore, if H1(M) = 0, then any non-degenerate
Poisson structure on M is ω–unimodular with respect to a suitable volume form ω.
3.5. The modular disassembling of a Poisson structure. Now we shall show
that the ω–modular vector field of a Poisson structure P allows one to disassemble
this structure, at least locally, into two parts, one of which is ω–unimodular, while
all “ω–non–unimodularity” of P is concentrated in the second part.
Proposition 3.8. Let Ξ be the ω–modular vector field of a Poisson structure P
and ν ∈ C∞(M) be such that Ξ(ν) = 1. Then
(1) Ξ ∧ Pν is a Poisson structure compatible with P ;
(2) LΞ∧Pν (ω) = −LP (ω);
(3) P + Ξ ∧ Pν is an ω-unimodular Poisson structure compatible with P , and
ν is a Casimir function of P + Ξ ∧ Pν ;
(4) Pν ∧ Ξ = [[P, νΞ]] = ∂P (νΞ).
Proof. First, from Proposition 3.5 (vii), we see that
[[Ξ, Pν ]] = [Ξ, Pν ] = PΞ(ν) = P1 = 0.
Since the Schouten bracket is a graded bi-derivation of the exterior algebra D∗(M),
this implies
[[Ξ ∧ Pν ,Ξ ∧ Pν ]] = 0.
Hence Ξ ∧ Pν is a Poisson structure. By the same reason,
[[P,Ξ ∧ Pν ]] = [[P,Ξ]] ∧ Pν − Ξ ∧ [[P, Pν ]]
But [[P, Pν ]] = 0 since Pν is a P–Hamiltonian field. So, the right-hand side of the
above equality vanishes by Proposition 3.5 (v). Therefore, Ξ ∧ Pν is compatible
with P.
To prove the second assertion, we let P = Ξ, Q = Pν in (7) and then apply the
result to ω:
LΞ∧Pν (ω) = Ξ ⌋LPν (ω)− LΞ(Pν ⌋ω)
Similarly, when Formula (6), with X = Ξ, Q = Pν , is applied to ω, we obtain
LΞ(Pν ⌋ω) = −LΞ(Pν) ⌋ω + Pν ⌋LΞ(ω)
Since, by Proposition 3.5 (v), (vii), LΞ(ω) = 0 and LΞ(Pν) = 0, this shows that
LΞ∧Pν (ω) = Ξ ⌋LPν (ω)
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On the other hand, according to (20), LPν (ω) = Ξ(ν)ω = ω and hence
LΞ∧Pν (ω) = Ξ⌋ω = dα = −LP (ω).
In turn, the ω–unimodularity of P + Ξ ∧ Pν directly follows from Assertion (2),
and
dν ⌋(P + Ξ ∧ Pν) = dν ⌋P + Ξ(ν)Pν = 0
proves that ν is a Casimir function of this structure.
Finally, the fact that ∂P is a graded derivation of the exterior algebra D∗(M)
together with Pν = [[P, ν]], [[P,Ξ]] = 0 (Proposition 3.5 (v)) proves the last assertion.

Remark 3.3. The equation Ξ(ν) = 1 admits solutions only in the open domain U
of M in which the vector field Ξ does not vanish and these solutions are, generally,
local. Accordingly, the function ν in Proposition 3.8 is defined only locally, in U .
Thus, P is the sum
P = (P − Pν ∧ Ξ) + Pν ∧ Ξ (25)
of two compatible Poisson structures, the first of which is ω-unimodular, while the
second one is ω-non-unimodular (if different from zero). Accordingly, P − Pν ∧ Ξ
is the ω-unimodular part of P and Pν ∧ Ξ is its ω-non-unimodular part. Note that
Pν ∧ Ξ is of rank 2 (if different from zero), and as such it is a ω–non–unimodular
Poisson structure of the smallest possible dimension, which is compatible with P .
Formula (25) is called an ω-modular disassembling of P . It is, obviously, unique
only up to Poisson bi-vectors of the form Pf ∧ Ξ with Ξ(f) = 0. Nevertheless, the
following interpretation of (25) in terms of Poisson brackets reveals a part of it that
is invariant, i.e., independent on the choice of the normalising function ν.
Denote by {·, ·}non (resp., by {·, ·}uni) the Poisson bracket corresponding to the
ω-non-uni-modular (resp., ω-unimodular) part of P . Then
{f, g}non = {f, ν}Ξ(g)− {g, ν}Ξ(f).
If P–Hamiltonian fields Pf and Pg are ω–divergenceless i.e., Ξ(f) = Ξ(g) = 0 (see
(20)), then
{f, g}non = 0 is equivalent to {f, g}uni = {f, g}.
This shows that the restriction of the bracket {·, ·}uni to the ω–divergenceless part
of the original Poisson structure does not depend on the choice of the normalising
function ν (see (25)).
The Poisson bi-vector Pν ∧ Ξ is a ω-modular bi-vector associated with P in
the sense of Definition 3.4 below. All ω-modular bi-vectors associated with P are
compatible each other. Indeed, by Proposition 3.5 (vii), [Pf ,Ξ] = 0 if Ξ(f) = const.
Since the Schouten bracket is a graded bi-derivation of D∗(M), this shows
[[Pν ∧ Ξ, Pµ ∧ Ξ]] = 0 if Ξ(ν) = Ξ(µ) = 1.
The following proposition shows that an ω-modular bi-vector coincides with its
ω-non-unimodular part.
Proposition 3.9. If P, ω,Ξ and ν are as above, then
(1) the ω–modular field of the Poisson structure Pν ∧ Ξ coincides with Ξ;
(2) if Ξ(µ) = 1, then (Pν ∧ Ξ)µ ∧ Ξ = Pν ∧ Ξ.
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Proof. Since LQ = d(Q⌋ω) ifQ ∈ D2(M), the first assertion is just an interpretation
of Proposition 3.8(2). The second one follows from:
(Pν ∧ Ξ)µ = −dµ ⌋(Pν ∧ Ξ) = Ξ(µ)Pν − {µ, ν}Ξ.

Now we are ready to define general ω–modular bi-vectors. To this end we need
the following generalisation of Proposition3.9.
Proposition 3.10. Let X,Ξ ∈ D(M) and the volume form ω ∈ Λn(M) be such
that
[X,Ξ] = 0, LΞ(ω) = 0, LX(ω) = ω. (26)
Then P = X∧Ξ is a Poisson structure, which coincides with its ω–non–unimodular
part, and Ξ is the ω–modular field of P .
Proof. First, observe that conditions (26) assures independence of vector fields X
and Ξ. Since [[X ∧ Ξ, X ∧ Ξ]] = 2[X,Ξ] ∧ X ∧ Ξ, the condition [X,Ξ] = 0 implies
that P is a Poisson structure. On the other hand, in view of (6), (7) and (26) we
have
LP (ω) = X ⌋LΞ(ω)− LX(Ξ ⌋ω) = LX(Ξ) ⌋ω − Ξ ⌋LX(ω) = −Ξ ⌋ω.
This shows (see (17) and (19)) that Ξ is the ω–modular vector field of P .
Since X and Ξ commute, there exists, at least locally, a function ν such that
Ξ(ν) = 1, X(ν) = 0. For such a function ν, Pν = −dν⌋(X ∧ Ξ) = X, i.e.,
locally, P = Pν ∧Ξ and, therefore, by Proposition3.9 (2), P coincides with its own
ω–non–unimodular part. 
Definition 3.4. A Poisson bi-vector described in Proposition 3.10 is called an
ω–modular bi-vector.
As a direct consequence of the ω–modular disassembling (25) and of Proposition
3.10, we obtain
Corollary 3.7. A Poisson structure, which coincides with its ω-non-unimodular
part is locally an ω–modular bi-vector.
In what follows, we shall assume, when referring to an ω–modular bi-vector of
the form X ∧ Ξ, that the conditions of Proposition3.10 are satisfied.
Remark 3.4. If X,Y ∈ D(M), then, as it is easy to see, [[X ∧ Y,X ∧ Y ]] =
2[X,Y ]∧X∧Y . Hence the bi-vector X∧Y is Poisson if and only if the distribution
generated by X and Y is integrable. In particular, the distribution associated with
an ω–modular bi-vector is integrable.
3.6. Compatibility of ω–modular bivectors. Now we shall discuss compatibil-
ity conditions involving ω–modular bivectors. First, we consider the inverse of the
ω–modular splitting procedure.
Proposition 3.11. An ω–modular bi-vector X ∧Ξ and an ω-unimodular structure
Q are compatible if and only if
LΞ(Q) = 0, Ξ ∧ LX(Q) = 0.
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Proof. First, observe that Ξ is the ω–modular field of the Poisson structureX∧Ξ+Q
(Proposition3.6). Therefore, in view of Proposition3.5, (v),
0 = LΞ(X ∧ Ξ+Q) = LΞ(Q).
On the other hand, the compatibility condition of X ∧ Ξ and Q is
0 = [[X ∧ Ξ, Q]] = X ∧ [[Ξ, Q]]− [[X,Q]] ∧ Ξ = LΞ(Q) ∧X + LX(Q) ∧ Ξ.
Since LΞ(Q) = 0, this gives the desired result. 
Remark 3.5. Generally, X ∧ Ξ is not an ω–modular bi-vector associated with
P = X ∧ Ξ + Q. For example, if M = R2, ω = dx1 ∧ dx2, X = x1ξ1, Ξ = ξ2 and
Q = ξ1ξ2, then X ∧ Ξ is an ω–modular bi-vector compatible with the unimodular
Poisson bi-vector Q. But P itself is an ω–modular bi-vector and as such coincides
with its ω-non-unimodular part.
Now we shall discuss the compatibility of two ω-modular bi-vectors. Assume
Xi,Ξi ∈ D(M), i = 1, 2, to be as in Proposition 3.10. By developing the compati-
bility condition [[P1, P2]] = 0 of ω-modular bi-vectors P1 = X1∧Ξ1 and P2 = X2∧Ξ2,
we obtain
[[X1, X2]] ∧ Ξ1 ∧ Ξ2 + [[Ξ1,Ξ2]] ∧X1 ∧X2 =
[[X1,Ξ2]] ∧ Ξ1 ∧X2 + [[Ξ1, X2]] ∧X1 ∧ Ξ2. (27)
Note that (27) only takes into account the product structure of P1 and P2. So,
their modularity properties are to be additionally taken into consideration. Since
(27) guarantees that P = P1 + P2 is a Poisson bivector, its modular vector field is
Ξ = Ξ1 +Ξ2 and Proposition3.5 and its consequences are valid for these P and Ξ.
In this case, Formula (22) becomes
[[X2,Ξ1]] ∧ Ξ2 + [[X1,Ξ2]] ∧ Ξ1 + (X1 −X2) ∧ [[Ξ1,Ξ2]] = 0 (28)
Note that (28) is a formal consequence of (27) and the modularity property of the
Pi’s. Moreover, taking into account relation (28) multiplied by X2, one can bring
Formula (27) to the form
[[X1, X2]] ∧ Ξ1 ∧ Ξ2 = [[Ξ1, X2]] ∧ (X1 −X2) ∧ Ξ2. (29)
Similarly, multiplication of (28) by X1 leads to
[[X1, X2]] ∧ Ξ1 ∧ Ξ2 = [[X1,Ξ2]] ∧ (X1 −X2) ∧ Ξ1. (30)
This proves
Proposition 3.12. ω-modular bi-vectors X1 ∧ Ξ1 and X2 ∧ Ξ2 are compatible if
and only if (28) and one of Formulae (29) or (30) holds. 
Remark 3.6. Condition (22) is manifestly satisfied if Ξ1 = λΞ2, 0 6= λ ∈
C∞(M), and hence two ω-modular bi-vectors are compatible if their ω-modular
fields are proportional.
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3.7. On the complexity of the matching problem. Let Pi (resp., Gi), i =
1, . . . ,m, be diffeomorphism (resp., isomorphism) classes of Poisson (resp., Lie al-
gebras) structures on a manifold (resp., vector space). The matching problem con-
sists of classifying various realisations Pi’s (resp., gi’s) of these structures in such
a way that all Pi’s (resp., all gi’s) are mutually compatible. Such a realisation will
be called a matching. The equivalence of two matchings is defined in an obvious
manner, and the matching problem consists of describing the equivalence classes of
matchings of given Poisson (resp., Lie algebra) structures. In full generality, this
problem seems to be very difficult. Below, we shall discuss it for two ω–modular
bi-vectors. One of our goals here is to give an idea of complexity of the match-
ing problem and to test the available techniques. Our approach to the problem is
to solve the compatibility conditions for ω–modular bi-vectors P1 = X1 ∧ Ξ1 and
P2 = X2 ∧ Ξ2 on the simplifying assumption that Ξ1 and Ξ2 are independent and
that [Ξ1,Ξ2] = 0. The second condition is not restrictive for Lie algebras, while the
first one is not essential in view of Remark 3.6.
With these assumptions, Formula (28) becomes
[[X2,Ξ1]] ∧ Ξ2 + [[X1,Ξ2]] ∧ Ξ1 = 0,
or, equivalently,
[[X1,Ξ2]] = f1Ξ1 + λΞ2, [[X2,Ξ1]] = λΞ1 + f2Ξ2 (31)
for some functions f1, f2, λ ∈ C∞(M). Now each of Formulae (29) and (30) can be
brought to the form
([[X1, X2]]− λ(X1 −X2)) ∧ Ξ1 ∧ Ξ2 = 0.
The last relation is equivalent to
[[X1, X2]] = λ(X1 −X2) + µ1Ξ1 − µ2Ξ2 (32)
for some functions µ1, µ2 ∈ C∞(M).
Lemma 3.1. If X1, X2,Ξ1,Ξ2 are as above, then functions f1, f2, λ, µ1, µ2 in (31)
and (32) are subject to the following restrictions:
Ξ1(λ) = Ξ2(λ) = Ξ1(f1) = Ξ2(f2) = 0
Ξ1(µ2) = 2f2λ+X1(f2)
Ξ2(µ1) = 2f1λ+X2(f1)
λ2 + f1f2 = −Ξ1(µ1)−X1(λ) = −Ξ2(µ2)−X2(λ). (33)
Proof. These relations are consequences of Relations (31), (32) and of the Jacobi
identities involving the vector fields X1, X2,Ξ1,Ξ2. For instance, relations Ξ1(f1) =
Ξ1(λ) = 0 come from the Jacobi identity for X1,Ξ1,Ξ2. 
If functions g1 and g2 are such that Ξ1(g2) = −f2, Ξ2(g1) = −f1 and Ξi(gi) =
0, i = 1, 2, then the gauge substitution Xi+giΞi 7→ Xi annihilates f1 and f2. Since
the vector fields Ξi’s commute, functions gi’s with these properties exist, at least
locally, due to the relations Ξi(fi) = 0 from the above lemma. In turn, Relations
(33) simplify:
Ξ1(λ) = Ξ2(λ) = Ξ1(µ2) = Ξ2(µ1) = 0,
Ξ1(µ1) +X1(λ) = Ξ2(µ2) +X2(λ) = −λ2. (34)
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In the subsequent analysis of the relations thus obtained, it is convenient to pass
to vector fields Z = X1 − X2 and W = X1 + X2, assuming that X1 and X2 are
normalised as above. In these terms, Relations (31) and (32) read as follows:
[[Z,Ξi]] = −λΞi, [[W,Ξi]] = λΞi, i = 1, 2,
[[Z,W ]] = 2λZ + 2µ1Ξ1 − 2µ2Ξ2 (35)
and (see (33))
Z(λ) = Ξ2(µ2)− Ξ1(µ1), W (λ) = −(2λ2 + Ξ1(µ1) + Ξ2(µ2)). (36)
Looking for local solutions of Relations (35) and (36), we may suppose that the
bi-dimensional foliation generated by Ξ1 and Ξ2 is a fibration π : M → N . More-
over, it follows from these formulas that vector fields Z and W are π-projectable
and that Ξ2i (µi) = 0, i = 1, 2. Therefore,
λ = π∗(z), Ξi(µi) = π
∗(νi), i = 1, 2, for some z, ν1, ν2 ∈ C∞(N).
Let Z¯ = π(Z), W¯ = π(W ), u = ν2 − ν1 and v = ν1 + ν2. Then
Z¯(z) = u, W¯ (z) = −(2z2 + v), [Z¯, W¯ ] = 2zZ¯. (37)
Proposition 3.13. Vector fields Z¯ and W¯ and functions z, u, v ∈ C∞(N) are
differential invariants of matchings of ω-modular bi-vectors with respect to the group
of diffeomorphisms of M preserving the volume form ω.
Proof. Note that the normalised vector fields Xi’s are uniquely defined up to gauge
transformations of the form Xi 7→ Xi+φiΞi with Ξj(φi) = 0, i, j,= 1, 2. It follows
that their projections on N and, consequently, that the projections of Z and W do
not change. This proves the invariance of Z¯ and W¯ .
In addition, the transformations under consideration do not change defining λ
Relations (31). This shows that λ and hence z are invariant. In turn, the invariance
of Z¯, W¯ and of λ and Relations (37) yield the invariance of u and v. 
Now we shall give a geometric interpretation of the data we obtained in order
to evaluate the complexity of the matching problem. Let A be the subalgebra
of C∞(N) composed of all smooth functions of u, v and z. This subalgebra is,
obviously, an invariant of matchings, and so is its real spectrum SpecRA. Locally,
this spectrum is a manifold with singularities (see [12]) whose dimension is the
number of functionally independent functions u, v and z, which is 3 in general. The
inclusion map A → C∞(N) induces a map of spectra
Υ: N = SpecRC
∞(N)→ SpecRA.
Since [Z¯, W¯ ] = 2zZ¯, the C∞(N)-submodule of D(N) generated by Z¯ and W¯
represents an integrable 2-dimensional distribution on N . Denote by Φ the as-
sociated 2-dimensional foliation. By construction, the equivalence class of the
foliated manifold (N,Φ) is an invariant of matchings. We shall call two maps,
Υ1,Υ2 : N → SpecRA, Φ-equivalent if Υ1 = Υ2 ◦ F where F : N → N is a diffeo-
morphism preserving Φ. We see that the Φ-equivalence class of Υ is an invariant
of matchings as well. This shows that the matching problem for two ω-modular bi-
vectors includes the classification of maps of 2-dimensional foliations to manifolds
of dimensions not greater than 3. Other hardly controllable complications come
from Relations (37). All these observations show that the matching problem we
considered does not allow an exact solution in reasonable terms. In contrast, the
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similar problem for Lie algebras is reasonable and its solution is given in Subsection
4.3.
4. Modular structure of Lie algebras
Now we shall apply the results of the preceding section to the case of linear
Poisson structures and hence to Lie algebras. In this case, M is replaced by the
dual V ∗ of an n-dimensional vector space V over a ground field k. Since the results
of the preceding section are algebraically formal, they remain valid in the differential
calculus over the algebra k[V ∗] of polynomials on V ∗.
4.1. The modular disassembling of Lie algebras. The cartesian volume form
ω = dx1 ∧ · · · ∧ dxn associated with a standard cartesian chart (x1, . . . , xn) on V ∗
is well-defined up to a scalar factor. Obviously, the concept of ω–modularity does
not change when passing from ω to λω, 0 6= λ ∈ k. So, the cartesian modularity,
i.e., ω–modularity with respect to a cartesian volume form ω, is well–defined on
V ∗ and will be referred to simply as modularity. In this section we shall only deal
with polynomial tensor fields on V ∗ and, accordingly, adjectives constant, linear,
etc, will refer to the fields with constant, linear, etc, coefficients, respectively.
In what follow, P denotes a linear Poisson structure on V ∗ and it is identified with
a Lie algebra structure on V (see Subsection 2.3). The differential form α = αP =
P ⌋ω is linear, while dα, as well as the modular vector field Ξ = ΞP , are constant.
It is easy to see that Ξ does not depend on the choice of a cartesian volume form.
Since it is constant, the field Ξ is identified with a vector θ = θP ∈ V ∗ called the
modular vector of P or of the corresponding Lie algebra.
Since Ξ is constant, a function ν such that Ξ(ν) = 1 can be chosen to be
linear and, therefore, identified with a vector v ∈ V such that θ(v) = 1. The
Poisson bi-vector Pν ∧Ξ is linear and hence corresponds to a Lie algebra structure
on V . Obviously, it is well–defined by P . Therefore, the disassembling (25) defines
a disassembling of the Lie algebra associated with P into unimodular and non-
unimodular parts. In fact,
g = guni + gnon with P = Pg, Pguni = P − Pν ∧ Ξ, Pgnon = Pν ∧ Ξ. (38)
A direct description of this disassembling in terms of the Lie algebra g is as
follows. First, recall that a linear operator A : V → V is naturally associated with
a linear vector field X on V ∗. In fact, identifying vectors of V with linear functions
on V ∗, this becomes a tautology: A(u) = X(u). In particular, if X = Pν , then
A(u)
def
= [[u, ν]] = P (du, dν), u ∈ V∗.
Hence A = −adgν and the characteristic property (20) of Ξ is translated as
θ(u) = −tr(adgu). (39)
This formula may be considered to be a direct definition of θ. It also tells us that
the unimodular Lie algebras are those where the the adjoint representation acts by
operators of trace zero. In these terms, the Lie algebra structure gnon corresponding
to Pν ∧ Ξ reads as follows:
[u, v]non = θ(u)A(v) − θ(v)A(u), u, v ∈ V, A = adgν, (40)
or, alternatively, [u, v]non = θ(u)[ν, v]− θ(v)[ν, u].
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Proposition 4.1. The operator A = adgν and θ ∈ V ∗ satisfy the relations:
A∗(θ) = 0, trA = −1, A(ν) = 0, θ(ν) = 1 (41)
Conversely, if θ ∈ V ∗, ν ∈ V and A : V → V satisfy the above relations, then
Formula (40) defines a Lie algebra, which coincides with its non–unimodular part.
Proof. This proposition is nothing but Proposition 3.10 in the particular case of
Lie algebras. The relation LΞ(ω) = 0 from (26) is identically satisfied in this case,
and so is the new relation, A(ν) = 0, which is equivalent to the obvious equality,
Pν(ν) = 0. 
Since θ(ν) = 1, the vector space V splits into the direct sum of subspaces
W0 = ker θ and W1 = {λν |λ ∈ k} of dimensions n − 1 and 1, respectively. They
are invariant with respect to A since A∗(θ) = 0 and A(ν) = 0 and also W1 ⊂ kerA.
This shows that Lie algebra (40) with A and θ satisfying (41) is, up to an isomor-
phism, defined by the operator A0 = A|W0 : W0 → W0. Indeed, let W0 and W1 be
vector spaces such that dimW0 = n − 1, dimW1 = 1, and 0 6= e ∈ W1. Then the
following Lie algebra structure on W = W0 ⊕W1 is defined by a linear operator
A0 :W0 →W0 :
[u, v] = 0 for u, v ∈W0 and [u, e] = A0(u). (42)
This structure is isomorphic to that given by (40) and (41), assuming that tr A0 6= 0.
Definition 4.1. Lie algebra (42) with tr A0 6= 0 is called modular.
Note that the product in a modular Lie algebra is of the form (40) with θ and
A satisfying relations (41) for some ν ∈ V . This algebra will be denoted by lA,θ,ν.
A summary of the above is:
Proposition 4.2. Any finite-dimensional Lie algebra is the sum of a modular Lie
algebra and a unimodular one compatible with it. 
4.2. Compatibility of modular and unimodular Lie algebras. Now we shall
discuss compatibility conditions of a modular Lie algebra and an unimodular one.
A modular Lie algebra is of the form gX∧Ξ where X and Ξ are commuting lin-
ear and constant vector fields on V ∗, respectively, which satisfy conditions (26).
The product in this algebra is given by (40), where A : V → V is the operator
corresponding to X .
Proposition 4.3. An unimodular Lie algebra algebra g is compatible with the
modular algebra lA,θ,ν if and only if
θ([g,g]) = 0 and θ(u)([Av,w] + [v,Aw] −A[v, w]) + cycle = 0, ∀u, v, w ∈ V, (43)
where [·, ·] is the product in g.
Proof. We have to express the two conditions of Proposition 3.11 in terms of Lie
algebras. To this end we need the following general formula
LY (Q)(ω, ρ) = Q(LY (ω), ρ) +Q(ω,LY (ρ)) − Y (Q(ω, ρ))
with Y ∈ D(M), Q ∈ D2(M), ω, ρ ∈ Λ1(M). When M = V ∗, Y = Ξ, Q = Pg, ω =
du, ρ = dv this formula becomes
LΞ(Pg)(du, dv) = Pg(d(θ(u)), dv) + Pg(du, d(θ(v))) − θ([u, v]) = −θ([u, v]),
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since θ(u) and θ(v) are constant. Condition LΞ(P ) = 0 of Proposition 3.11 becomes
θ([g,g]) = 0.
Similarly, for Y = X we obtain
LX(Pg)(du, dv) = [Au, v] + [u,Av]−A([u, v]).
Now it is easy to see that the second relation we have to prove is identical to the
relation Ξ ∧ LX(P ) = 0 of Proposition3.11. 
Corollary 4.1. Modular Lie algebras and unimodular Lie algebra g such that
g = [g,g] are incompatible. In particular, a semi-simple Lie algebra cannot be
the unimodular part of a non-unimodular Lie algebra.
4.3. The matching problem for modular Lie algebras. Let X1 ∧Ξ1, X2 ∧Ξ2
be linear Poisson bi-vectors on V ∗, with Xi and Ξi as in Section 3.7. The modular
field Ξ of Xi ∧ Ξi is a constant vector field on V ∗ and, therefore, [Ξ1,Ξ2] = 0. For
this reason, X1, X2,Ξ1,Ξ2 satisfy Relations (31) and (32) and, as a consequence,
they satisfy the relations of Lemma3.1. Since X1, X2 are linear vector fields on V
∗,
functions f1, f2 and λ in (31) are constant, while µ1, µ2 in (32) are linear. As in
Subsection 3.7, after a suitable substitution Xi + giΞi 7→ Xi, i = 1, 2, with linear
gi’s, functions f1 and f2 are eliminated. In this case relations in Lemma 3.1 reduce
to
Ξ1(µ2) = Ξ2(µ1) = 0, Ξ1(µ1) = Ξ2(µ2) = −λ2. (44)
Let V¯ ∗ be the quotient of V ∗ by the 2-dimensional subspace span(Ξ1,Ξ2). Then
Relations (31) and (32) show that vector fields X1 and X2 project to some vector
fields X¯1, X¯2 on V¯
∗, respectively, and that [X¯1, X¯2] = λ(X¯1 − X¯2). So, X¯1 and X¯2
generate a 2-dimensional Lie algebra on V¯ ∗.
Let V ∗1 be a complement of V
∗
0 = span(θ1, θ2) in V
∗ and let πi : V
∗ → V ∗i , i =
0, 1, be the corresponding projections. A vector field X ∈ D(V ∗) which is pro-
jectable on V¯ ∗ can be written as
X = X0 + a1Ξ1 + a2Ξ2, a1, a2 ∈ C∞(V ∗)
where X0 is parallel to V
∗
1 . If X is linear, then X0, a1 and a2 are linear too. In
particular, vector fields Z = X1 −X2 and W = X1 +X2 can be written as
Z = Z0 + α1Ξ1 + α2Ξ2, W = W0 + β1Ξ1 + β2Ξ2. (45)
In these terms, relations (35) are equivalent to
−Ξ1(α1) = Ξ1(β1) = −Ξ2(α2) = Ξ2(β2) = −λ,
Ξ1(α2) = Ξ1(β2) = Ξ2(α1) = Ξ2(β1) = 0. (46)
Z0(β1)−W0(α1)− λ(3α1 + β1) = 2µ1,
Z0(β2)−W0(α2) + λ(β2 − 3α2) = −2µ2. (47)
Note that the linear functions αi’s and βi’s depend on the choice of the comple-
mentary subspace V ∗1 .
We also need the following lemma.
Lemma 4.1. Let ω be a cartesian volume form on V ∗ and ω = π∗0(ω0) ∧ π∗1(ω1)
where ωi is a cartesian volume form on V
∗
i . Then
LX(ω) = (divω0 X¯0 + Ξ1(α1) + Ξ2(α2))ω
where X¯0 is the restriction of X0 to V
∗
1 .
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Proof. Obviously, X0⌋π∗0(ω0) = Ξ0⌋ω = Ξ1⌋ω = 0 so that
LX0(π
∗
0(ω0)) = 0 and LαiΞi(ω) = dαi ∧ (Ξi⌋ω) = Ξi(αi)ω
and
LX0(ω) = π
∗
0(ω0) ∧ LX0(π∗1(ω1)) = π∗0(ω0) ∧ π∗1(LX¯0ω1) = divω0 X¯0 · ω.

A linear function ϕ on V ∗ can be decomposed into the sum ϕ = ϕ0 + ϕ1 where
ϕi is linear and vanishes on V ∗i , i = 0, 1. Accordingly, Relations (46) and (47) split
into two parts. The first explicitly describes functions α1i , β
1
i , i = 1, 2, while the
second one, in view of (44), set no additional restrictions on these functions. This
gives us the freedom to annihilate α0i ’s by means of the substitution
(X1 + α
0
1Ξ1) 7→ X1, (X2 − α02Ξ2) 7→ X2,
which is still at our disposal. In this normalisation, Relations (47) become
Z0(β
0
1)− λβ01 = 2µ01, Z0(β02) + λβ02 = −2µ02. (48)
Now the obtained data allow us to describe matchings of two modular Lie alge-
bras. In fact, the matchings with non-zero invariant λ are characterised by ordered
quadruples (V , A,B, λ) where V is a vector space, A,B : V → V are linear oper-
ators such that [A,B] = 2λA and trB = 2(1 − λ). The matchings with λ = 0
are characterised by quintuples (V , A,B, ν1, ν2) with commuting A,B : V → V
such that trA = 0, trB = 2, and ν1, ν2 ∈ Ker A. Quadruples (V , A,B, λ) and
(V ′, A′, B′, λ′) are equivalent if λ = λ′ and there exists an isomorphism Φ : V → V ′
such that A′ = ΦAΦ−1, B′ = ΦBΦ−1. Similarly, quintuples (V , A,B, ν1, ν2) and
(V ′, A′, B′, ν′1, ν′2) are equivalent if, additionally, ν′i = Φ(νi). In other words, the
group gl(V) acts naturally on quadruples and quintuples defined on V and their
equivalence classes are labeled by the orbits of this action.
The quadruple (resp., quintuple) associated with a compatible pairX1∧Ξ1, X2∧
Ξ2 is constructed on the subspace
V = Ann(θ1, θ2) ⊂ V, Ann(θ1, θ2) = {v ∈ V | θ1(v) = θ2(v) = 0}.
We identify Ann(θ1, θ2) and, therefore, V with the dual to the quotient space V¯ =
V ∗/span(θ1, θ2). In other words, we identify vectors v ∈ V with linear functions
ϕ on V ∗ such that Ξi(ϕ) = 0, i = 1, 2. It follows from (35) that the subspace
containing these functions is invariant with respect to the action of vector fields Z
and W , and we define the operators A and B to be the restrictions of Z and W to
this subspace, respectively. If λ = 0, then we set νi = β
0
i for a suitable choice of
V ∗1 (see below).
Theorem 4.1. Assume that dimV = n − 2 and A,B, ν1, ν2 are as above. Then
the matchings of n-dimensional modular Lie algebras are classified by equivalence
classes of quadruples (V , A,B, λ) if λ 6= 0 and by quintuples (V , A,B, ν1, ν2) if
λ = 0.
Proof. Choose the complement V ∗1 so that µ
0
1 = µ
0
2 = 0. It is not difficult to see
that such V ∗1 exists and is unique. With this choice of V
∗
1 , functions µi = µ
1
i are
completely determined by Relations (44), and Relations (48) simplify as follows:
A(β01)− λβ01 = 0, A(β02) + λβ02 = 0. (49)
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The last of the commutation Relations (35) implies that [A,B] = 2λA. From this
it follows that A is nilpotent if λ 6= 0 and, as a consequence, that A ± λ id is
non-degenerate. This shows that the only solution of (49) is β01 = β
0
2 = 0.
Since LW (ω) = LX1(ω) + LX2(ω) = 2ω (see (26)) and Ξ1(α1) = Ξ2(α2) = λ
(see (46)), it follows from Lemma 4.1 that divω0 W0 + 2λ = 2 and hence trB =
divω0 W0 = 2(1 − λ). If λ = 0, then (49) just tells us that β01 , β02 ∈ KerA and
there are no other restrictions on these functions. This proves that the quadru-
ples/quintuples associated with matchings of two modular Lie algebras possess the
required properties.
Now we have to show that a given abstract quadruple/quintuple is associated
with a pair of compatible modular Lie algebras. To this end, set V1 = V , V =
V1 ⊕ V0 where V0 is a 2-dimensional vector space, so that V ∗ = V ∗1 ⊕ V ∗0 . Then
fix two independent vectors θ1, θ2 in V
∗
0 , which will be understood as vectors in
V ∗, and define Ξi as the constant vector field on V
∗ corresponding to θi, i = 1, 2.
Observe that, by construction, V1 as a subset of V is Ann(θ1, θ2). Vector fields Z0
and W0 on V
∗ are defined as corresponding to operators A⊕ 0V0 , B⊕ 0V0 : V → V .
Finally, define functions αi, βi and µi by setting
α0i = µ
0
i = 0, α
1
1 = λϕ1, α
1
2 = −λϕ2, β1i = −λϕi, µ1i = −λ2ϕi
where the ϕ′is are the linear function on V
∗ vanishing on V ∗1 and such that ϕi(θj) =
δij , which are naturally identified with some vectors in V0. Also, we set β
0
i = 0 if
λ 6= 0, and β0i = νi if λ = 0. In the last case, the vectors νi’s are interpreted as
linear functions on V ∗.
Now, vector fields Z and W and, therefore, vector fields X1 =
1
2 (Z +W ), X2 =
1
2 (W −Z)) are defined by Formula (45) with the αi’s and βi’s as above, and a direct
computation shows that the linear bi-vectors Xi∧Ξi thus constructed are modular
and compatible. 
Remark 4.1. Since the representations of bi-dimensional Lie algebras are well-
known, Theorem 4.1 gives an exhaustive description of the matchings of modular
Lie algebras. In particular, given such a representation, the value of the invariant
λ can be found from the trace formula, trB = 2(1− λ).
Remark 4.2. It is easy to see that matchings with proportional Ξ1 and Ξ2 are com-
pletely characterised by quadruples (V , A1, A2, ν) such that dim V = n− 1, trA1 =
trA2 = 1 and ν 6= 0 ∈ k. Namely, V = Ann(θ1), Ξ2 = νΞ1 and Ai : V → V is the
linear operator corresponding to the vector field Xi projected on the quotient space
V ∗/span(θ1), which is identified with V∗.
5. The disassembling problem
This section contains the main results of our paper. Here, we discuss how a
Lie algebra can be disassembled into pieces which are themselves Lie algebras. We
introduce some basic disassembling techniques which yield various results on the
assembling and disassembling of Lie algebras. As our main result, we prove that
any finite-dimensional Lie algebra over an algebraically closed field of characteristic
zero or over R can be assembled in a few steps from elementary constituents, called
lieons, which are of two types, called dyons and triadons (Theorems 5.1 and 5.2).
In this section, “Lie algebra” refers to a finite-dimensional Lie algebra over a
ground field k of characteristic zero.
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5.1. Statement of the problem. Simple disassemblings and lieons.
We introduce the necessary terminology in order to formulate the disassembling
problem.
Definition 5.1. A simple disassembling of a Lie algebra structure g on a vector
space V is a representation of g as a sum
g = g1 + · · ·+ gk (50)
of mutually compatible Lie algebra structures gi’s on V . The Lie algebras gi’s in
(50) are called primary constituents of g.
In this case, slightly abusing the language, we speak of a (simple) disassembling
of the Lie algebra g into Lie algebras g1, ...,gk or, alternatively, that g is assembled
from g1, ...,gk. Accordingly, we write
g1 + · · ·+ gk = h1 + · · ·+ hl, (51)
in order to express one of the two following facts:
• a Lie algebra structure on a vector space V admits two (different) disas-
semblings into Lie algebras structures gi’s and hi’s, respectively;
• the Lie algebras assembled from Lie algebras gi’s and hi’s, respectively, are
isomorphic.
Having disassembled a Lie algebra g into constituents g1, . . . ,gk it is natural to
look for a further disassembling of the gi’s and so on. This way one gets secondary,
ternary, etc, constituents. The inverse to such a multi-step disassembling procedure
will be called an assembling procedure. A natural question, which we call the
disassembling problemis:
What are the “finest” (“simplest”) constituents of which any Lie
algebra over a given ground field can be assembled?
It is not difficult to imagine that the following Lie algebras must be in the list
of the “finest” algebras:
• the 1-dimensional Lie algebra, γ,
• the unique non-abelian 2-dimensional Lie algebra, ≬,
• the 3-dimensional Heisenberg Lie algebra (over k), ⋔.
In terms of generators, the Lie algebras ≬ and ⋔ are described as follows:
≬ = {e1, e2 | [e1, e2] = e2}
⋔ = {ε1, ε2, ε3 | [ε1, ε2] = ε3, [ε1, ε3] = [ε2, ε3] = 0}.
They are “simplest” in any reasonable sense of the word. In particular, ≬ is the
“simplest” non-unimodular algebra, while ⋔ is the “simplest” non-abelian unimod-
ular one.
Denote by ≬n, n > 2, (resp., ⋔n, n > 3) the direct sum of ≬ (resp., ⋔) and the
(n− 2)-dimensional (resp., (n− 3)-dimensional) abelian Lie algebra. We shall also
use the symbol γn for the n-dimensional abelian Lie algebra.
Definition 5.2. A Lie algebra structure isomorphic to ≬n (resp., to ⋔n) is called
an n-dyon (resp., an n-triadon). The collective name for both is n-lieon.
When the dimension n is clear from the context we shall omit the prefix “n−”.
Solving the disassembling problem for 3-dimensional Lie algebras is rather simple
(see [10]):
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Example 5.1. Any unimodular 3-dimensional Lie algebra can be simply assembled
from l triadons, l ≤ 3. Any non-unimodular 3-dimensional Lie algebra can be
simply assembled from l triadons, l ≤ 2, and one dyon. In this sense, one can say
that all 3-dimensional Lie algebras are simply assembled from ≬’s, ⋔’s and γ, since
≬3=≬ ⊕γ.
See also [11] for an explicit description of the algebraic variety Lie(3) of all Lie
algebra structures on a 3-dimensional vector space.
It is sometimes more efficient to use “chemical” formulas such as
2 ⋔= 2 ≬ +2γ. (52)
This formula, which will be proven below, is synonymous to ⋔ + ⋔=≬3 + ≬3 .
We stress that formulas such as (52) only tell us that a given Lie algebra can be
assembled either from the Lie algebras indicated in the left-hand side or from those
in the right-hand side of the equality.
Assemblage schemes.
Now we pass to a necessary bureaucracy. An assembling scheme (or an a-scheme
for short) S is a finite graph, whose set of vertices vertS is a disjoint union of
nonempty subsets vertsS, s = 0, . . . ,m, called levels, such that
(1) vert0S consists of only one vertex oS, called the origin of S;
(2) edges of S only connect vertices of consecutive levels. If v0 ∈ vertsS and
v1 ∈ verts+1S are ends of an edge, then they are called
the origin and the end of this edge, respectively;
(3) any vertex v ∈ vertsS, s > 0, is the end of only one edge;
(4) none of the vertices v ∈ vertsS, s < m, is the origin of exactly one edge.
A vertex which is not the origin of an edge is called an end of S.
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Fig. 1. An a-scheme of
length 3.
The number m, denoted also by |S|, is called the
length of S. Obviously, S is a connected graph and
there exists at most one edge connecting two given ver-
tices of it. All vertices in vertmS are ends. The a-
schemesS andS′ are equivalent if they are equivalent
as graphs.
Fig. 1 illustrates these formal definitions. The
dashed lines in this figure indicate the levels of the
a-scheme considered.
Multi-step disassemblings.
Definition 5.3. Let g be a Lie algebra structure on
a vector space V and S be an a-scheme. A system
{gv}, v ∈ vertS, of Lie algebra structures on V is
called an m-step (m = |S|) disassembling of g if
(1) g = goS;
(2) If v1, . . . , vp ∈ vertS are ends of edges having the common origin v, then
structures gv1 , . . . ,gvp are mutually compatible and gv = gv1 + · · ·+ gvp .
A disassembling according an a-scheme S will be called S-disassembling. The
structure gv, v ∈ vertsS, is an (s-level) term of the S-disassembling and an end
term if v is an end point of S. If (g1, . . . ,gr) is the set of all end terms of a
disassembling of g, then we say that g is assembled from these Lie algebras.
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We stress that if v and w are not the ends of two edges with a common origin,
then gv and gw are not, in general, compatible.
Definition 5.4. (1) A disassembling of g is called complete if all its end terms
are isomorphic either to ≬n or to ⋔n.
(2) Disassemblings of isomorphic Lie algebras g and h are called equivalent
if there exist an equivalence σ : vertS → vertH of the corresponding a-
schemes and an isomorphism ϕ : g→ h such that ϕ is also an isomorphism
of gv and hσ(v), for all v in vertS.
Obviously, nonequivalent disassemblings can have equivalent a-schemes. The
above-mentioned formula ⋔ + ⋔=≬3 + ≬3 is a simple example.
The disassembling problem.
The disassembling problem is the question:
Can a given Lie algebra be completely disassembled?
Below we shall develop some disassembling techniques and prove that any Lie al-
gebra over an algebraically closed field or over R can be completely disassembled.
This result confirms that lieons are elementary constituents of which all Lie algebras
are made. Borrowing from terminology of theoretical physics, one may say that γ
creates the “vacuum” which makes interactions possible between the constituents,
≬ and ⋔, of the “Lie matter”.
We remark that the number of elementary constituents for Lie algebras cannot be
reduced to one. Indeed, according to Proposition3.6, by assembling unimodular Lie
algebras, one only obtains unimodular algebras. So, only unimodular Lie algebras
can be assembled from triadons. On the other hand, it is not difficult to show (see
[10]) that ⋔ cannot be assembled from 3-dyons only (compare with (52) !). Hence,
neither ⋔ nor ≬ can be excluded from the list of the “finest” Lie algebras.
We shall now explain some basic techniques and constructions that will be used
in our analysis of the disassembling problem.
5.2. Reduction to solvable and semi-simple algebras. First, we shall show
that the problem of disassembling splits naturally into a “solvable” and a “semi-
simple” part. Given a Lie algebra a and a vector space V considered as an abelian
Lie algebra, the semi-direct product defined by a representation ρ : a→ EndV will
be denoted by a⊕ρ V .
Proposition 5.1. Let the Lie algebra g be the semi-direct product of a subalgebra g0
and of an ideal h. Identifying |g| with |g0|⊕ |h| we obtain the simple disassembling
g = (g0 ⊕ρ |h|) + (γm ⊕ h), (53)
where ρ is the canonical representation of g0 in |h| and γm, m = dim g0, is the
abelian structure on |g0|.
Proof. The proof is clear from the definitions. 
Applying Proposition 5.1 to the Levi-Malcev decomposition g = h ⊕ρ r of a
Lie algebra g, where r is the radical of g and h ⊂ g is a semi-simple subalgebra
complementary to r, we obtain:
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Corollary 5.1. The disassembling problem for Lie algebras over a field k of char-
acteristic zero reduces to the case of solvable algebras (over k) and to the case of
abelian extensions of semi-simple algebras (over k), i.e., to algebras of the form
h ⊕ρ W where ρ : h → EndW is a finite-dimensional representation of the semi-
simple algebra h.
Solvable Lie algebras.
The first of these two problems admits a simple solution.
Proposition 5.2. Any solvable Lie algebra over a field k can be completely disas-
sembled.
Proof. Let g be a solvable algebra. Then any subspace of |g| containing the derived
algebra [g,g] is, obviously, an ideal of g. Let s be such an ideal of codimension one
and γ one-dimensional subalgebra complementary to s. Thus g is a semi-direct
product, g = γ ⊕ρ s.Applying Proposition 5.1, we see that g can be disassembled
into two structures, one of which is γ ⊕ s where s is a solvable algebra, while the
other is of the form γ ⊕ρ V where ρ is a representation of γ in the vector space
V = |s|. Now easy induction arguments reduce the problem to the disassembling
of algebras of the second type. This can be done as follows.
Fix a base element ν ∈ γ and put A = ρ(ν) : V → V, 0 6= ν ∈ γ. Then the Lie
product in the algebra γ ⊕ρ V is described by the relations
[ν, v] = Av, [v1, v2] = 0, ν ∈ γ, v1, v2 ∈ V,
which show that it is completely determined by the operator A. Denote the Lie
algebra thus defined by ΓA and remark that the Lie algebras ΓA and ΓλA, 0 6=
λ ∈ k, are isomorphic, since the operator A in this construction is defined up to a
scalar factor. Hence it remains to show that the algebras ΓA’s can be completely
disassembled.
To this end, first, note that
1) ≬= ΓA if A is the identity operator on a 1-dimensional vector space V ;
2) ⋔= ΓA if A is a nontrivial nilpotent operator on a 2-dimensional vector space V .
Secondly, if ‖aij‖ is the matrix of A in a basis {ei} of V , then A =
∑
aijEij ,
where the operator Eij : V → V is defined by Eij(ei) = ej and Eij(ek) = 0, k 6= i.
Now observe that the structure ΓEij is isomorphic to ⋔n, if i 6= j, and to ≬n, if
i = j. Finally, since ΓaijEij is isomorphic to ΓEij , if aij 6= 0, we see that the desired
disassembling is
ΓA =
∑
i,j
ΓaijEij =
∑
i,j, aij 6=0
Lij . (54)
where the notation Lij = ΓaijEij is introduced to emphasise that ΓaijEij is a lieon.

The disassembling (54) depends on the choice of a basis in V . This fact can
be used to show that the process of complete disassembling of a given Lie algebra
is not unique. For instance, let dim V = 2 and A : V → V be an operator with
eigenvalues ±1. In the basis of eigenvectors {e1, e2}, the disassembling (54) is
ΓA = ΓE11 − ΓE22 , or, symbolically, ΓA = 2 ≬3. On the other hand, in the basis
{e1 + e2, e1 − e2} we have ΓA = ΓE12 + ΓE21 ⇔ ΓA = 2 ⋔. This proves Formula
(52).
From semi-simple to simple Lie algebras.
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The disassembling problem for algebras g ⊕ρ V , where g is semi-simple, is easily
reduced to the case where g is simple. Indeed, observe that, for a direct sum of Lie
algebras, g = g1 ⊕ · · · ⊕ gk, there is a natural assemblage, g = g¯1 + · · · + g¯k, in
which g¯i is the direct sum of abelian structures on subspaces |gj |, j 6= i, and of gi
on |gi|. If ρ is a representation of g in V , then the representation ρi of g¯i in V is
defined to be trivial on |gj |, j 6= i, and to coincide with ρ on gi.
Proposition 5.3. Let g be the direct sum of Lie algebras, g1 ⊕ · · · ⊕ gk. Then
g⊕ρ V = g¯1 ⊕ρ1 V + · · ·+ g¯k ⊕ρk V, (55)
is a simple disassembling of g⊕ρ V .
Proof. This proposition follows from the definitions. 
If Wi = ⊕j 6=i|gj | and ρ˜i = ρ0i ⊕ ρ|gi where ρ0i is the trivial representation of gi
in Wi, then
g¯i ⊕ρi V = gi ⊕ρ˜i (Wi ⊕ V ).
Now this observation and Proposition5.3 give the desired reduction to simple Lie
algebras:
Corollary 5.2. If g = g1 ⊕ · · · ⊕ gk is a decomposition of the semi-simple Lie
algebra g into a direct sum of simple algebras, then
g⊕ρ V = g1 ⊕ρ˜1 (W1 ⊕ V ) + · · ·+ gk ⊕ρ˜k (Wk ⊕ V ) (56)
is a simple disassembling of g⊕ρ V .
Thus, we have reduced the general disassembling problem to the disassembling
of Lie algebras of the form g ⊕ρ V with simple g. This case presents the main
difficulties and its solution is essentially based on the stripping procedure which we
shall now describe.
5.3. The stripping procedure. First, we shall introduce some special algebras
which are used in this procedure.
Dressing algebras.
A dressing algebra is defined on the direct sum W0 ⊕W of two vector spaces W0
andW supplied with a bilinear skew-symmetricW0-valued form β :W ×W →W0.
The product in this algebra is defined by the formula
[(w0, w), (w
′
0, w
′)] = (β(w,w′), 0), w0, w
′
0 ∈W0, w, w′ ∈W. (57)
Denote the Lie algebra thus defined by aβ. If dim W = 2, dim W0 = 1 and β 6= 0,
then aβ is isomorphic to ⋔.
A Lie algebra a is isomorphic to a dressing algebra if and only if the derived
subalgebra [a,a] is contained in its center. Indeed, if this condition is satisfied,
one can set W0 to be the center and W to be any subspace complementary to the
center.
Proposition 5.4. Let β and β′ be W0-valued skew-symmetric bilinear forms on W .
Then, the Lie algebras aβ and aβ′ are compatible. Moreover, any dressing algebra
can be simply disassembled into a number of triadons.
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Proof. The compatibility of aβ and aβ′ immediately follows from
aβ+β′ = aβ + aβ′ . (58)
If e1, . . . , em is a basis in W0 and ε1 . . . , εn−m is a basis in W , then
β =
∑
i,j,k
βkijεk
for some k-valued skew-symmetric bilinear forms βkij onW such that β
k
ij(ep, eq) = 0
if (p, q) differs from both (i, j) and (j, i). If βkij 6= 0, then the algebra aβij|k with
βij|k = β
k
ijεk is isomorphic to ⋔n. Hence,
aβ =
∑
i,j,k
′
aβij|k , (59)
where the summation
∑′
i,j,k runs over all triples i, j, k for which β
k
ij 6= 0. 
Definition and examples of d-pairs.
Let s be a subalgebra of a Lie algebra g and let W be a complement of |s| in |g|.
If [W,W ] ⊂ s and [s,W ] ⊂ W , the pair (s,W ) is called a d-pair in g. A d-pair
(s,W ) is trivial if W is an abelian subalgebra.
The dressing algebra aβ defined on |g| with W0 = |s| and β(w1, w2) = [w1, w2],
w1, w2 ∈W will be called associated with (s,W ).
Example 5.2. Let V be a vector space and V1, V2 be complementary subspaces.
Consider the subalgebra s = s(V1, V2) of the Lie algebra gl(V ) composed of opera-
tors, leaving V1 and V2 invariant. The linear subspace W = W (V1, V2) formed by
operators sending V1 to V2 and vice-versa is a complement to s(V1, V2) in gl(V ).
Then (s,W ) is a d-pair in gl(V ).
Remark 5.1. A d-pair (s,W ) in g supplies g with the structure of F2-graded
algebra structure (F2 = Z/2Z) and vice-versa. Namely, if g=g0 ⊕ g1, then s =
g0, W = g1.
With a d-pair (s,W ) is naturally associated the involution I : |g| → |g|, I2 =
id|g| for which |s| and W are the eigenspaces corresponding to the eigenvalues 1
and −1, respectively. Obviously, I is an automorphism of g. Conversely, the ±1-
eigenspaces of an involutive automorphism I of g form a d-pair in g. So, there is
a one-to-one correspondence between d-pairs and involutions on g. Which of these
points of view is more convenient depends on the context.
Example 5.3. The transposition of matrices, T : M 7→ M t, M ∈ gl(n,k), is an
anti-automorphism of gl(n,k), i.e., [M,N ]t = [N t,M t]. So, t = −T is an involu-
tion on gl(n,k). The 1-eigenspace of t is the space of skew-symmetric matrices and
is identified with the special orthogonal subalgebra so(n,k) ⊂ gl(n,k), while the
(−1)-eigenspace S(n,k) consists of the symmetric matrices. So, (so(n,k), S(n,k))
is a d-pair in gl(n,k). The subalgebra sl(n,k) ⊂ gl(n,k) of traceless matrices is t-
invariant. Hence t0 = t|sl(n,k) is an involution in sl(n,k) and (so(n,k), S0(n,k)),
where S0(n,k) is the space of traceless symmetric matrices, is the d-pair corre-
sponding to t0.
The stripping procedure.
The following evident fact is one of the most efficient disassembling instruments.
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Lemma 5.1 (The Stripping Lemma). Let (s,W ) be a d-pair in a Lie algebra
g. If aβ is the associated dressing algebra and ρ is the restriction of the adjoint
representation of g to s, then
g = (s ⊕ρ W ) + aβ , (60)
is a simple disassembling of g.
Proof. The proof follows directly from the definitions. 
Remark 5.2. The dressing algebra aβ may be viewed as a “mantle” that covers
the “shoulder” s of s⊕ρW . This motivates the terminology. According to Proposi-
tion 5.4, aβ can be completely disassembled. This reduces the disassembling problem
for g to a simpler algebra, namely, s⊕ρ W .
The stripping procedure is a series of applications of the Stripping Lemma which
gradually simplify the algebras to which it can be applied. In order to make the
term “simplification” precise, we define the complexity l(g) of a Lie algebra g to be
the dimension of its “semi-simple part”, i.e., the dimension of its Levi subalgebra.
Lie algebras of complexity zero are solvable and, according to Proposition 5.2, can
be completely disassembled. Thus, we can conclude:
All Lie algebras over a given ground field k can be completely dis-
assembled if any algebra of the form g⊕ρ V , with g simple, admits
a d-pair (s,W ) such that l(s) < l(g).
In fact, the dressing algebra aβ in (60) can be completely disassembled (Proposition
5.4). On the other hand, l(s⊕ρ′ W ) = l(s) < l(g). So, by applying Poposition 5.1
to the Levi-Malcev decomposition of the algebra s⊕ρ′W , we reduce the problem to
an algebra of the form g¯⊕ρ¯ V¯ where g¯ is the semi-simple part of s, and l(g¯⊕ρ¯ V¯ ) =
l(g¯) = l(s) < l(g). Finally, according to Proposition 5.3, the algebra g¯ ⊕ρ¯ V¯
disassembles into algebras of the form h⊕τ U with l(h) ≤ l(g¯) and h simple.
We shall call a d-pair (s,W ) in a Lie algebra g, as well as the corresponding d-
involution, simplifying if l(s) < l(g). In the rest of this section, we shall concentrate
on the existence of simplifying d-pairs for Lie algebras of the form g ⊕ρ V with g
simple.
Multi-involution disassembling.
Keeping in mind that the disassembling problem is reduced to that for abelian
extensions of simple Lie algebras, we shall adapt the Stripping Lemma to abelian
extensions of arbitrary Lie algebras, because it is convenient to set the problem in
this general context.
Let P1, . . . , Pl be commuting involutions in a Lie algebra g. Denote by F
l
2
the algebra of F2-valued l-vectors with coordinate-wise multiplication. Let ς =
(ς1, . . . , ςl) ∈ Fl2. The common eigenspace of the involutions P1, . . . , Pl that corre-
sponds to eigenvalues λi = (−1)ςi, i = 1, . . . , l, will be denoted by |g|ς . Then
|g| =
⊕
ς∈Fl
2
|g|ς (61)
Obviously, [|g|ς , |g|σ] = |g|ς+σ, for ς and σ ∈ Fl2. For any ς ∈ Fl2, we consider the
skew-symmetric and bilinear product [·, ·]ς defined on homogeneous elements of g
by the formula
[u, v]ς = [u, v], if ξ · τ = ς, u ∈ |g|ξ, v ∈ |g|τ , and zero otherwise. (62)
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Proposition 5.5. The product [·, ·]ς defines a Lie algebra structure, gς , on |g|.
Proof. We have to check the Jacobi identity for the bracket [·, ·]ς . It follows directly
from the definition that the double bracket [u, [v, w]ς ]ς with u ∈ gµ, v ∈ gν , w ∈ gξ,
is different from zero only if ς = 0 and µν = νξ = ξµ = 0. In this case [u, [v, w]ς ]ς =
[u, [v, w]] and [u, [v, w]ς ]ς + cycle = [u, [v, w]] + cycle = 0. On the other hand, if
ς, µ, ν, ξ do not satisfy the above condition, all the double commutators of elements
u, v and w with respect to [·, ·]ς vanish. 
The Lie algebras gς ’s are not in general mutually compatible. Nevertheless,
some combinations appear implicitly in themulti-involution disassembling procedure
which is described below.
Let I0 be the involution of g = h ⊕ρ V whose eigenspaces corresponding to
eigenvalues 1 and −1 are |h| and V , respectively. An involution I in g commuting
with I0, and the corresponding I d-pair, will be called adapted (to the semi-direct
sum structure of g). Obviously, both |h| and V are I-invariant. Let h = h0 ⊕
h1, V = V0⊕V1 be the splittings into eigenspaces corresponding to the eigenvalues
1 and −1 of I, respectively. The d-pair associated with I is (h0⊕ρ0 V0, |h1⊕ρ1 V1|)
where ρi stands for the restriction of ρ to hi and Vi. Removing, according to the
Stripping Lemma, the associated dressing algebra, we get the following Lie algebra
(h0 ⊕ρ0 V0)⊕̺ (|h1| ⊕ V1) (63)
with the representation ̺ defined by formulas
̺(h0)(h1) = [h0, h1], ̺(h0)(v1) = ρ(h0)(v1), ̺(v0)(h1) = −ρ(h1)(v0), ̺(v0)(v1) = 0
where hi ∈ hi, vi ∈ Vi, i = 0, 1. On the other hand, Algebra (63) may be viewed as
a semi-direct product of h0 and the ideal I whose support is V0 ⊕ |h1| ⊕ V1. The
product [·, ·]′ in this ideal is such that [V0, |h1|]′ ⊂ V1, [V0, V1]′ = [|h1|, V1]′ = 0. So,
I is nilpotent and as such can be completely disassembled. Since
(h0 ⊕ρ0 V0)⊕̺ (|h1| ⊕ V1) = h0 ⊕̺0 |I|+ γm ⊕ I, m = dim h0,
where ̺0 is the direct sum of the natural actions of h0 on |h1|, V0 and V1, the
disassembling problem for Algebra (63) and, therefore, for g is reduced to that for
h0⊕̺0 |I|. This passage from h⊕ρV to h0⊕̺0 |I| will be referred to as the stripping
(of h⊕ρ V ) by I.
Proposition 5.6. Let I1, . . . , Il be commuting involutions on a Lie algebra g. Then
g can be assembled from lieons and the algebra g(0,...,0) ⊕ρW where W = ⊕ζ 6=0|gζ |
and ρ is the direct sum of the natural actions of g(0,...,0) on the gζ ’s.
Proof. We shall proceed by induction. First, the Stripping Lemma applied to invo-
lution I1 shows that g can be assembled from lieons and the algebra g0⊕̺0W0, W0 =
|g1|, where |g0| and |g1| are the eigenspaces of I1 corresponding to the eigenvalues
1 and −1, respectively, and ̺0 is the natural action of g0 on |g1|. Since the invo-
lution I2 commutes with I1, it leaves invariant both |g0| and |g1| and, therefore,
induces an adapted involution I on the algebra g0 ⊕̺0 W0. Now, by stripping the
semi-direct product g0 ⊕̺0 W0 by I, we see that g can be assembled from lieons
and g(0,0) ⊕̺1 W1 where W1 = ⊕ζ 6=0|gζ | with ζ ∈ F22. Continuing this process, we
get the desired result. 
Complete disassembling of classical Lie algebras.
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A simple application of Proposition5.6 is the following.
Proposition 5.7. Lie algebras sl(n,k), o(n,k), so(n,k), u and su can be com-
pletely disassembled.
Proof. Let {e1, . . . , en} be a basis in a k-vector space V . We shall identify operators
in EndV and their matrices in this basis. Consider the d-pair (sj ,Wj) in g = gl(V )
associated with the subspaces V1 = span{ej} and V2 = span{e1, . . . , eˆj , . . . , en} by
the construction of Example 5.2 and denote the corresponding involution in gl(V )
by Ij . Note that involutions I1, . . . , In commute.
The common eigenspace |gζ |, ζ ∈ Fn2 , of involutions I1, . . . , In, as it is easy to
see, is different from zero if and only if the number of non-zero components in ζ is
zero or 2. In the first case the subspace |g(0,...,0)| is composed of operators for which
e1, . . . , en are eigenvectors, i.e., it consists of diagonal matrices. In the second case,
let ζ = (ij) ∈ Fn2 , i 6= j, be the F2–vector with two nonzero components at the i-th
and j-th places. Then the subspace |g(ij)| consists of operators λεij+µεji, λ, µ ∈ k,
where εij is the operator sending ej to ei and annihilating the ek’s for k 6= j. So
the algebra g(0,...,0) is abelian. Therefore, the algebra g(0,...,0)⊕ρW is solvable and
can be completely disassembled. Now it directly follows from Proposition5.6 that
the algebra gl(n,k) = gl(V ) can be completely disassembled as well.
Algebras sl(n,k), o(n,k), so(n,k) are invariant with respect to the involutions
Ij ’s. Obviously, for each of them the subspace |gζ | is a subspace of |gl(n, k)ζ |. In
particular, this shows that the algebra g(0,...,0)⊕W is solvable, and Proposition5.6
gives the desired result.
In order to completely disassemble the symplectic algebra sp(n,k), the pre-
ceding procedure must be slightly modified. Let σ(u, v) be a symplectic form on
V, dim V = 2n. We interpret the algebra sp(n,k) as the algebra
sp(σ) = {A ∈ End V | σ(Au, v) + σ(u,Av) = 0, ∀u, v ∈ V }.
Let V = V1 ⊕ · · · ⊕ Vn, dim Vi = 2, ∀i, be a σ-orthogonal decomposition of V and
Pi : V → V the associated projector on Vi. Then Ii = idV −2Pi is an involution of
gl(V ). It is easy to see that involutions Ii’s commute and their common eigenspace,
on which they are the identity maps, is sp(σ1)⊕, . . . ,⊕sp(σn) with σi = σ|Vi
(=g(0....,0) in the notation of Proposition 5.6). Note that sp(σi) is isomorphic to
sp(2,k). So, in contrast with the preceding case, the algebra g(0....,0) ⊕ W of
Proposition5.6 is not solvable. Therefore, it cannot be completely disassembled by
the techniques developed previously. This small difficulty can be resolved by the
introduction of an additional involution.
Let Ji : Vi → Vi be a complex structure on Vi compatible with σi. This means
that J2i = − idVi and σi(Jiu, v) + σi(u, Jiv) = 0. If J = J1 ⊕ · · · ⊕ Jn, then
σ(Ju, v) + σ(u, Jv) = 0 and
I0 : End V → End V, A 7→ −JAJ
is an involution, which leaves invariant the subalgebra sp(σ). Moreover, I0 com-
mutes with the involutions I1, . . . , In, and their common eigenspace, on which they
act as the identity, is the abelian subalgebra h composed of elements λ1J1 ⊕
· · · ⊕ λnJn, λ1, . . . , λn ∈ k. Now, applying Proposition5.6 to the involutions
I0, I1, . . . , In and taking into account that in this case the algebra g(0....,0) ⊕W =
h⊕W is solvable, we see that sp(σ) can be completely disassembled.
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Similar arguments can be applied to the algebras u(n) and su(n). Interpret an
n-dimensional complex vector space as a 2n–dimensional R–vector space V sup-
plied with a complex structure J, J2 = − idV . Then split V into a direct sum
of 2-dimensional J-invariant subspaces and consider, as above, the corresponding
involutions I1, . . . , In. In this case the algebra g(0....,0) is abelian. Exactly as in
the previous case, it consists of operators λ1J1 ⊕ · · · ⊕ λnJn, λ1, . . . , λn ∈ k, with
Ji = J |Vi and Proposition5.6 gives the desired result again. 
This proof of Proposition5.6 is not very constructive in the sense that the cor-
responding a-scheme is rather complicated. It was given here with the aim of
illustrating the Stripping Lemma at work. A short and constructive procedure of
complete disassembling of classical Lie algebras will be described in Section 7.
We remark that any simple Lie algebra g over a ground field k possesses a
nontrivial involution. A more difficult question is whether such an involution can
be extended to the algebra g⊕ρ V .
5.4. Extensions of d-pairs and involutions. Let ρ be a representation of g in
a vector space V and let (s,W ) be a d-pair in g.
Definition 5.5. A decomposition V = V0 ⊕ V1 is called a ρ-extension of (s,W ) if
(1) Vi is invariant with respect to the operators ρ(s), s ∈ s, i = 0, 1;
(2) ρ(w)(V0) ⊂ V1, ρ(w)(V1) ⊂ V0, if w ∈ W .
Lemma 5.2. If V = V0 ⊕ V1 is a ρ–extension of (s,W ), then (s⊕ρ|
s
V0, W ⊕ V1)
is a d-pair in the Lie algebra g⊕ρ V .
Proof. Obviously, (s⊕ρ|
s
V0) is a subalgebra of g⊕ρ V . Denoting the Lie product
in g⊕ρ V by [·, ·]ρ, we have
[(s, v0), (w, v1)]ρ = ([s, w], ρ(s)(v1)− ρ(w)(v0)) ∈W ⊕ V1
[(w, v1), (w
′, v′1)]ρ = ([w,w
′], ρ(w)(v′1)− ρ(w′)(v1)) ∈ s⊕ρ|s V0
where v0 ∈ V0, v1 ∈ V1, w ∈ W, etc. In other words,
[(s⊕ρ|
s
V0, W ⊕ V1]ρ ⊂W ⊕ V1, [W ⊕ V1,W ⊕ V1]ρ ⊂ s⊕ρ|
s
V0.

Let (s,W ) and ρ be as above. A linear operator A : V → V is called splitting
(with respect to (s,W ) and ρ) if
ρ(s) ◦A−A ◦ ρ(s) = 0, ρ(w) ◦A+A ◦ ρ(w) = 0, s ∈ s, w ∈ W. (64)
In particular, A is an endomorphism of the s-module (V, ρ|
s
). A splitting operator
A is called a splitting involution if, in addition, A2 = idV . The splitting involution
idV1 ⊕ (−idV2) is naturally associated with a ρ-extension V = V0 ⊕ V1 and vice-
versa. Note also that the splitting operators with respect to (s,W ) and ρ form a
vector space, which will be denoted by S1 = S1(s,W, ρ), and that the product of
two splitting operators is an endomorphism of the g-module (V, ρ). So, denoting
by S0(ρ) the algebra of these endomorphisms, we see that
S(s,W, ρ) = S0(ρ)⊕ S1(s,W, ρ)
is an associative F2–graded algebra
Denote by V(λ) the root space of A corresponding to an eigenvalue λ ∈ k of A.
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Lemma 5.3. Let A be a splitting operator. Then
ρ(s)(V(λ)) ⊂ V(λ), ρ(w)(V(λ)) ⊂ V(−λ), if s ∈ s, w ∈W.
Proof. Let I = idV . Then, obviously,
(λI −A) ◦ ρ(s) = ρ(s) ◦ (λI −A), (λI +A) ◦ ρ(w) = ρ(w) ◦ (λI −A)
for any s ∈ s, w ∈ W . Since V(λ) = ker(λI − A)k for some k ∈ N, the assertion
directly follows from the above relations. 
Corollary 5.3. Assume that the eigenvalues of a non-degenerate splitting operator
A belong to k and divide them into two parts Λ0 and Λ1, in such a way that opposite
eigenvalues λ and −λ do not belong to the same part. Then the pair
V0 =
∑
λ∈Λ0
V(λ), V1 =
∑
λ∈Λ1
V(λ)
is an extension of (s,W ). In particular, if A is a splitting involution, then the pair
(V(1), V(−1)) is an extension of (s,W ).
Proof. The proof follows from the above lemma. 
A division of eigenvalues of a splitting operator A as in corollary5.3 is possible
only if A is non-degenerate. The following proposition simplifies the search for
non-degenerate operators in S1(s,W, ρ).
Proposition 5.8. Let k¯ be an extension of the ground field k and s¯, W¯ , ρ¯ be the
corresponding extensions of s,W and ρ, respectively. Then
(1) S0(ρ¯) = S0(ρ)⊗k k¯, S1(s¯, W¯ , ρ¯) = S1(s,W, ρ)⊗k k¯;
(2) If S1(s¯, W¯ , ρ¯) contains a non-degenerate operator, then S1(s,W, ρ) does
also.
Proof. The inclusion S1(s,W, ρ)⊗k k¯ ⊂ S1(s¯, W¯ , ρ¯) is obvious. But S1(s¯, W¯ , ρ¯) is
the solution space of the linear system (64) interpreted as a system over k¯. So,
its dimension over k¯ coincides with that of the solution space of (64) over k, i.e.,
with the dimension of S1(s,W, ρ). Hence S1(s,W, ρ) ⊗k k¯ = S1(s¯, W¯ , ρ¯). Similar
arguments prove that S0(ρ¯) = S0(ρ)⊗k k¯.
To prove the second assertion, fix a base in S1(s,W, ρ) and consider the polyno-
mial P (t) = det (t1A1 + · · · + tmAm) in the variables ti’s. The zero set of P (t) in
km is in one-to-one correspondence with the degenerate operators in S1(s,W, ρ).
On the other hand, the extended operators A¯i = Ai ⊗k k¯, i = 1, . . . ,m, form a
basis in S1(s¯, W¯ , ρ¯) and the degenerate operators in S1(s¯, W¯ , ρ¯) are in one-to-one
correspondence with the zeros of the polynomial P¯ (t) = det (t1A¯1 + · · · + tmA¯m)
in k¯
m
. Since S1(s¯, W¯ , ρ¯) contains a non-degenerate operator, the polynomial P¯ (t)
is nontrivial. But, by construction, P (t) = P¯ (t). Since the field k is infinite, any
nontrivial polynomial with coefficients in k is non-zero as a function on km. 
Since the structure of representations of simple Lie algebras over algebraically
closed fields is well-known, this proposition is useful in the search for d-pairs in
abelian extensions of simple Lie algebras over arbitrary ground fields.
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5.5. Some properties of the algebra S(s,W, ρ). In this subsection we keep the
notation of the previous one.
Lemma 5.4. Assume that 0 6= A ∈ S1(s,W, ρ) and that ρ is irreducible. If one of
the eigenvalues λ of A belongs to k, then
(1) V = Ker(A2 − λ2I) and λ 6= 0;
(2) V0 = Ker(A− λI), V1 = Ker(A+ λI) is a ρ–extension of (s,W ).
Proof. If λ = 0, then, obviously, Ker A is ρ–invariant and hence Ker A = V , i.e.,
A = 0 in contradiction with the assumption. So, λ 6= 0.
Then we have 0 6= Ker(A−λI) ⊂ Ker(A2−λ2I). On the other hand, ρ(w) sends
Ker(A−λI) to Ker(A+λI) and vice-versa. Therefore Ker(A2−λ2I) is ρ–invariant,
and V = Ker(A2 − λ2I), since ρ is irreducible.
The second assertion directly follows from Corollary5.3. 
An immediate consequence of this lemma is
Corollary 5.4. Let k be algebraically closed and ρ irreducible. If S1(s,W, ρ) is
nontrivial, then there is a ρ–extension of (s,W ).
Proposition 5.9. Let g be simple and let ρ be irreducible. Then
(1) S0(ρ) is a division algebra (over k).
(2) If S(s,W, ρ) is not a division algebra, then the d-pair (s,W ) admits a ρ–
extension.
Proof. The first assertion is the classical Schur lemma. Let 0 6= A = A0 + A1 ∈
S(s,W, ρ) be a degenerate operator with A0 ∈ S0(ρ) and A1 ∈ S1(s,W, ρ). Such
an operator exists, since S(s,W, ρ) is not a division algebra. The first assertion of
the proposition implies that A1 6= 0 and A−10 ∈ S0(ρ), if A0 6= 0. In this case the
operator B = AA−10 = I + A1A
−1
0 is degenerate too, and, as a consequence, one
of the eigenvalues of B1 = A1A
−1
0 ∈ S1(s,W, ρ) is −1. Now the second assertion
follows from Lemma 5.4. Moreover, this lemma shows that, in fact, A0 6= 0. In-
deed, assuming the contrary we see that A1 is degenerate and, therefore, one of its
eigenvalues is 0 in contradiction with the lemma. 
Now we shall specialise the above results in the case where k = R.
Proposition 5.10. Let g be a simple Lie algebra over R, ρ : g → End V an
irreducible representation of g, and (s,W ) a d-pair in g. If S1(s,W, ρ) is not trivial,
then (s,W ) admits a ρ–extension except, possibly, in the case where S(s,W, ρ) is
isomorphic to C.
Proof. Proposition 5.9 allows us to restrict to the case when S(s,W, ρ) is a division
algebra. Since S1(s,W, ρ) is nontrivial, the dimension of S(s,W, ρ) is greater than
1. Now the classical Frobenius theorem tells us that this algebra is isomorphic
either to C or to Q, and we have to analyse the second alternative only.
In this case the dimension of the division algebra S0(ρ) is less than 4, since
S1(s,W, ρ) is nontrivial. By the Frobenius theorem this implies that S0(ρ) is iso-
morphic either to R or to C. The first case is impossible. Indeed, in this case the
dimension of the subspace S1(s,W, ρ) · S1(s,W, ρ) is greater than 1 in contradiction
with the fact that it should be contained in the 1-dimensional space S0(ρ).
So, S0(ρ) is isomorphic to C, and V acquires the structure of a vector space over
C by means of one of two operators J ∈ S0(ρ) ⊂ End V such that J2 = − idV .
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Denote by VC this complex vector space. The representation ρ naturally extends
to a representation ρC : g
C → EndC VC of the complexification gC = g⊗R C of g in
VC:
ρC(g ⊗
√−1) def= J(ρ(g)), g ∈ g.
By Corollary 5.4, the d-pair (s⊗R C,W ⊗R C) in gC admits a ρC–extension whose
restriction to ρ is, obviously, a ρ–extension of (s,W ). 
5.6. Some d-pairs associated with 3-dimensional simple subalgebras. Here
we shall construct simplifying d-pairs for abelian extensions of Lie algebras possess-
ing a simple 3–dimensional subalgebra.
First, we shall collect some necessary facts about simple 3-dimensional algebras
(see, for instance, [5]). Let h be a simple 3-dimensional algebra and let h ∈ h
be a regular element. Then there exists a basis (e1, e2, e3 = h) in |h| such that
[e1, e2] = h, [h, e1] = αe2, [h, e2] = βe1, , α, β ∈ k (the ground field), αβ 6= 0. Set
κ = αβ. So, the characteristic polynomial of adh is t(t2 − κ). If κ = λ2, λ ∈ k,
then h splits and there exists a basis (h′ = 2λ−1h, x, y) of h, called an sl2-triple,
such that [h′, x] = 2x, [h′, y] = −2y, [x, y] = h′. If κ is not a square in k, i.e., if
the polynomial t2 − κ is irreducible, consider the extension k¯ of k by adding the
square roots of κ to k. We still denote these roots by ±λ ∈ k¯. The extended algebra
h¯ = h⊗k k¯ splits over k¯ and, as before, one can find an sl2-triple (h′ = 2λ−1h, x, y)
in it. Recall also, that if ̺ is a representation of h, or of h¯, then the eigenvalues
of ̺(h′) are integers and the multiplicities of opposite eigenvalues are equal. So,
the eigenvalues of h are of the form ±(m/2)λ with λ2 = κ, m ∈ Z. Since
the element h is semi-simple, the operator ̺(h) is semi-simple as well (see [4]).
Therefore, the representation space U of ̺ splits into a direct sum of 1-dimensional
and 2-dimensional ̺(h)-invariant subspaces in such a way that the 1-dimensional
subspaces belong to ker ̺(h) while each of the 2-dimensional ones is annihilated
by an operator ̺(h)2 − (1/4)m2κ for a suitable integer m 6= 0. We shall call
them eigenlines and m-eigenplanes, respectively. Obviously, if h splits, then any
eigenplane splits into the two eigenlines generated by the eigenvectors of eigenvalues
±(m/2)λ. In the non-split case, the eigenplanes are irreducible with respect to ̺(h).
Now we shall associate a d-pair to a simple 3-dimensional subalgebra h of a Lie
algebra g. First, we recall the following elementary fact. Let a be a Lie algebra,
x ∈ a and aµ the root space of the operator adx corresponding to the eigenvalue
µ. Then
[aµ,aν ] ⊂ aµ+ν . (65)
Let h ∈ h be as above and A = adgh. Set
g0 = ker A, gm = ker(A
2 − (m2/4)κ idg).
Then g =
⊕
m≥0 gm and there are commutation relations
[gk,gl] ⊂ gk+l ⊕ gk−l. (66)
If h splits, this directly follows from (65). Indeed, in this case gm, for m > 0, splits
into a direct sum of root spaces corresponding to the eigenvalues ±(m/2)λ (remark
that gk = g−k). If h does not split, one obtains the result by extending the scalars
from k to k¯. In fact, the extended subalgebra h¯ of the extended algebra g¯ splits
and hence the extended analogues g¯m’s of the subspaces gm’s commute according
to (66), while gm ⊂ g¯m.
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Relations (66) show that
s =
⊕
m≥0
g2m, W =
⊕
m≥0
g2m+1 (67)
is a d-pair in g, which will be called the first d-pair associated with h if W 6= {0}.
Since h ⊂ s, this d-pair is trivial if and only if g = s ⊕ρ W . In particular, it is
nontrivial and simplifying if g is semi-simple.
If W = {0}, i.e., g = ⊕m≥0g2m, then
s =
⊕
m≥0
g4m, W =
⊕
m≥0
g4m+2 (68)
is the second d-pair associated with h. Since h ∈ g0 ⊂ s and x, y ∈ g2 ⊂ W , this
d-pair is nontrivial and, obviously, simplifying if g is simple.
5.7. Solution of the disassembling problem for algebraically closed fields.
With d-pairs (67) and (68) at our disposal we can solve the disassembling problem
for Lie algebras over algebraically closed fields. In this subsection, we keep the
notation of the previous one and we assume the ground field k to be algebraically
closed.
Proposition 5.11. Let g be a Lie algebra over an algebraically closed field which
possesses a simple 3-dimensional subalgebra h, and let ρ be a representation of g
in V . Then one of the two d-pairs associated with h admits a ρ-extension which is
nontrivial if g is simple.
Proof. We identify g (resp., V ) with the subalgebra g ⊕ρ {0} (resp., the subspace
{0} ⊕ρ V ) in the algebra g⊕ρ V . Let h ∈ h ⊂ g be as in Subsection 5.6. Set
B = ρ(h), V0 = ker B, Vm = ker(B
2 − (m2/4)κ idV ).
Then V = ⊕m≥0Vm. If g is simple, then the first d-pair (s,W ) associated with h is
nontrivial ifW 6= {0}, as we have already observed after Formula (67). IfW 6= {0},
then
sρ
def
= s⊕ (⊕m≥0V2m) , Wρ def= W ⊕m≥0 V2m+1 (69)
is the required extension. Indeed, this directly follows from the commutation rela-
tions
[gk, Vl] ⊂ Vk+l ⊕ Vk−l, (70)
which can be proved by the same arguments as for (66). Note that this part of the
proof does not require k to be algebraically closed.
If W = 0, we consider finer decompositions of g and V using the fact that h
splits if k is algebraically closed. Set
g′m = ker (A−
m
2
λ idg), V
′
m = ker (B −
m
2
λ idV ). (71)
Then, obviously, gm = g
′
m ⊕ g′−m, Vm = V ′m ⊕ V ′−m and (see (65))
[Lk, Ll] ⊂ Lk+l. (72)
where Ls stands for one of the subspaces g
′
s, V
′
s . Now it immediately follows from
Relations (72) that the subspaces
V0 =
⊕
k∈Z
(V ′4k ⊕ V ′4k+1), V1 =
⊕
k∈Z
(V ′4k+2 ⊕ V ′4k+3). (73)
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provide a ρ-extension of the second d-pair associated with h. As we have already
observed the second d-pair is nontrivial. 
An important consequence of Proposition5.11 is
Corollary 5.5. Let h be a simple 3-dimensional subalgebra of a Lie algebra g over
a ground field k and let (s,W ) be the nontrivial d-pair associated with h. Then
S1(s,W, ρ) is nontrivial.
Proof. This corollary follows from Proposition5.8 (1). 
Theorem 5.1. Any finite-dimensional Lie algebra over an algebraically closed field
of characteristic zero can be completely disassembled.
Proof. By Morozov’s lemma, any simple Lie algebra g over an algebraically closed
field k of characteristic zero possesses a 3-dimensional subalgebra h isomorphic to
sl(2,k) (see [5], [4]). If the algebra g in Proposition 5.11 is simple, then the ρ-
extension of one of the d-pairs (s,W ) associated with h is simplifying. Indeed, the
Stripping Lemma applied to this extended d-pair leads to an algebra of the form
s⊕ρ′ V ′ (see the proof of Proposition5.11) whose semi-simple part coincides with
that of s. Hence l(s) < l(g) since s is a proper subalgebra of g. 
5.8. Hyper-simple Lie algebras. In this section, we discuss those simple Lie
algebras which cannot be directly disassembled by the preceding methods.
Definition 5.6. A simple Lie algebra is called hyper-simple if all its proper subal-
gebras are abelian.
This definition is justified by the following
Proposition 5.12. A simple Lie algebra g over a field k of characteristic zero
contains either a hyper-simple subalgebra or a subalgebra isomorphic to sl(2,k).
Proof. If g is not hyper-simple, then it contains a proper non-abelian subalgebra
h. If the semi-simple part of h is nontrivial, then h contains a proper simple sub-
algebra, and one gets the desired result by obvious induction arguments. If, on the
contrary, the semi-simple part is trivial, then h is a non-abelian solvable algebra
and, therefore, it contains a nontrivial nilpotent element g. Hence the endomor-
phism adgg of |g| has a nontrivial nilpotent part. In other words, g, considered as
an element of g, has a nontrivial nilpotent part gn which, according to a well-known
property of semi-simple algebras, belongs to g, i.e., g possesses a nontrivial nilpo-
tent element. By Morozov’s lemma, such an element is contained in a 3-dimensional
subalgebra of g isomorphic to sl(2,k). 
Corollary 5.6. All the elements of a hyper-simple Lie algebra are semi-simple.
Proof. Assume that g has a non-semi-simple element. Then the nilpotent part of
such an element is nontrivial and, by a well-known property of semi-simple Lie
algebras, belongs to g. Hence g has a nontrivial nilpotent element. This element
is contained in a 3-dimensional subalgebra of g which is isomorphic to sl(2,k)
(see the proof of the above proposition). But sl(2,k) and, therefore, g contains
a 2-dimensional non-abelian subalgebra in contradiction with the fact that g is a
hyper-simple algebra. 
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The existence and diversity of hyper-simple algebras depend exclusively on the
arithmetic properties of the ground field k. For instance, there are no hyper-simple
Lie algebras over algebraically closed fields. Indeed, any simple Lie algebra over such
a field k contains a 3-dimensional simple subalgebra isomorphic to sl(2,k), which,
in turn, contains a proper 2-dimensional non-abelian subalgebra. On the contrary,
there is only one (up to isomorphism) hyper-simple algebra over R, namely, so(3,R)
(see Proposition5.15 below).
Now we shall collect some elementary properties of hyper-simple algebras. Below
Cx stands for the centralizer of an element x ∈ g. .
Proposition 5.13. Let g be a hyper-simple Lie algebra and 0 6= x ∈ g. Then
(1) Cx is abelian;
(2) if y, z ∈ g, y 6= 0, and [x, y] = [z, y] = 0, then [x, z] = 0;
(3) if 0 6= y ∈ g, then either Cx = Cy or Cx ∩Cy = {0};
(4) Cx is a Cartan subalgebra of g, i.e., y ∈ Cx if [x, y] ∈ Cx;
(5) all nonzero elements of g are regular;
(6) [g, Cx] ∩ Cx = {0}.
Proof. (1) Since 0 6= x ∈ Cx, the center of Cx is nontrivial. But the center of g is
trivial. Hence Cx does not coincide with g, i.e., it is a proper subalgebra of g. As
such it is abelian.
(2) Obviously, x and z belong to Cy, which, by (1), is abelian.
(3) If 0 6= y ∈ Cx, then, according to (2), any z ∈ Cy belongs to Cx.
(4) Cx is an ideal in its normalizer Nx. Since g is simple, Nx is a proper subalgebra
of g and, as such, must be abelian. So, Nx ⊂ Cx and hence Nx = Cx.
(5) Directly from (4).
(6) We have to prove that [y, Cx] ∩ Cx = {0}, ∀y ∈ g. Assume the contrary and
consider an element z ∈ Cx such that 0 6= [y, z] ∈ Cx. It follows, according to
(4), that Cx = Cz implies [y, z] ∈ Cz. Again by (4), this implies that y ∈ Cz and,
therefore, [y, z] = 0 in contradiction with the assumption. 
Now we need some information on the operators of the adjoint representation of
a hyper-simple algebra.
5.9. On the adjoint representation of hyper-simple Lie algebras. First, we
mention without proof the following elementary facts.
Lemma 5.5. Let V be a finite-dimensional vector space and let b(·, ·) be a non-
degenerate symmetric bilinear form on V . If A : V → V is a linear operator, which
is skew-symmetric with respect to b, i.e., b(Au, v) + b(u,Av) = 0, u, v ∈ V , then
the minimal polynomial of A is of the form trϕ(t2), ϕ(0) 6= 0, r ≥ 0. If A is semi-
simple and ϕ = ϕn11 ·, . . . , ·ϕnmm is the canonical factorisation of the polynomial ϕ
into irreducible and relatively prime factors, then r = 0 or 1 and n1 = · · · = nm = 1.
Corollary 5.7. The assertion of the above lemma is valid for operators of the
adjoint representation of a hyper-simple algebra and in this case r = 1.
Proof. Recall that the operators of the adjoint representation of a Lie algebra g are
skew-symmetric with respect to the Killing form, which is non-degenerate when g
is semi-simple. Moreover, according to Corollary 5.6, for a hyper-simple Lie algebra
these operators are semi-simple and hence ni = 1 for all i. Since the kernel of an
adjoint representation operator is nontrivial, r = 1. 
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It is not difficult to see that if g(τ) is an irreducible polynomial, then the polyno-
mial h(t) = g(t2) either is irreducible or of the form ψ(t)ψ(−t) with irreducible and
relatively prime ψ(t) and ψ(−t). Hence, by Lemma 5.5, the minimal polynomial
f(t) of a semi-simple skew-adjoint operator A is of the form
F (t) = tǫf1(t
2) · · · · · fk(t2)ψ1(t)ψ1(−t) · · ·ψl(t)ψl(−t), ǫ = 0, 1, (74)
with relatively prime and irreducible factors. Under the hypothesis of Lemma 5.5
with ǫ = 1 we have the following direct sum decomposition
V = ker A⊕ ker f1(A2)⊕ . . .⊕ ker fk(A2)⊕ ker g1(A2)⊕ . . .⊕ ker gl(A2) (75)
with gi(t
2) = ψi(t)ψi(−t).
Lemma 5.6. The subspaces in decomposition (75) are mutually orthogonal with
respect to the form b.
Proof. This is a direct consequence of the fact that b(ker ϕ(A2), ker φ(A)) = 0, if
polynomials ϕ(t2) and φ(t) are relatively prime. To prove this assertion, consider
the identity
ϕ(t2)α(t) + φ(t)β(t) = 1
where α(t), β(t) are some polynomials . Let u ∈ ker ϕ(A2), v ∈ ker φ(A) and
α(t) = α0(t
2) + tα1(t
2). Then
0 = b([(α0(A
2)−Aα1(A2))ϕ(A2)]u, v) = b(u, [(α0(A2) +Aα1(A2))ϕ(A2)]v) =
b(u, [α(A)ϕ(A2)]v) = b(u, v − φ(A)β(A)v) = b(u, v). 
Finally, we shall prove some properties of the operators of the adjoint represen-
tation of a hyper-simple Lie algebra g (over k). Below (·, ·) stands for the Killing
form on g and kf for the splitting field of a polynomial f ∈ k[t].
Proposition 5.14. Let g be a hyper-simple Lie algebra, 0 6= x ∈ g and A = ad x.
Then
(1) the minimal polynomial F (t) of A has the form (74) with ǫ = 1 and the
decomposition (75) is valid for V = |g| with summands orthogonal with
respect to the Killing form;
(2) Cx = ker A;
(3) the nonzero roots of F (t) do not belong to k;
(4) the lattice (in kF ) generated by the roots of F (t) coincides with that of fi(t)
and with that of ϕj(t), i = 1, . . . , k, j = 1, . . . , l;
(5) kF = kfi = kϕj , i = 1, . . . , k, j = 1, . . . , l;
Proof. (1) Directly from Corollary 5.7 and Lemma5.6.
(2) Directly from Proposition5.13.
(3) Assume the contrary. Then x and an eigenvector y ∈ g corresponding to a
non-zero eigenvalue of A span a 2-dimensional non-abelian subalgebra of g. Since
g is hyper-simple, it must coincide with this subalgebra in contradiction with the
simplicity of g.
(4) Let p(t) be one of the polynomials fi’s, ϕj ’s and let λ1, . . . , λm ∈ kp be its
roots. Consider the subalgebra h = hp of g generated by W = ker p(A) and Cx.
Obviously, h is non-abelian and hence g = h. On the other hand, in view of (65)
applied to the kF -extension of g, the eigenvalues of A ||h| belong to the lattice
Lh in kF generated by λ1, . . . , λm. Lattices Lfi ’s and Lϕj ’s must coincide, since,
otherwise, one of the subalgebras h would be proper in g.
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(5) Directly from (4). 
5.10. Complete disassembling of real Lie algebras. We are now ready to
prove that any Lie algebra over R can be completely disassembled. The stripping
procedure in this case is based on the following fact.
Proposition 5.15. Hyper-simple Lie algebras over R are isomorphic to so(3,R).
Proof. Let g be a hyper-simple real Lie algebra and let A = ad x, 0 6= x ∈ g.
According to Proposition 5.14 (3), none of the nonzero roots of A belongs to R and
hence the minimal polynomial F (t) of A is of the form F (t) = t(t2+λ21) . . . (t
2+λ2k),
λ1, . . . , λk ∈ R, k ≥ 1. If C is a Cartan subalgebra of g, then it follows from
Proposition 5.13, that {ad y}y∈C is a family of commuting semi-simple operators.
Recall that such a family possesses a primitive element, i.e., an element such that
any of its invariant subspaces is also invariant with respect to all the operators of
the family. Let A = ad x, x ∈ C, be primitive for the family {ad y}y∈C and let
f(t) = t2+ λ2 be one of the irreducible factors of its minimal polynomial F (t). We
consider the subspace
P = span < y,Ay >⊂ |g| with 0 6= y ∈ ker f(A),
and we list some of its properties.
1) [C,P ] ⊂ P : P is A-invariant, since A2y = −λ2y. But A is primitive and hence
P is (ad z)-invariant for any z ∈ C.
2) dim P = 2: This follows from ker A ∩ ker f(A) = {0} (see (75)).
3) [P, P ] ⊂ C: A([y,Ay]) = [Ay,Ay] + [y,A2y] = 0, since A2y = −λ2y. But,
according to Proposition5.13, C = Cx = ker A.
4) [P, P ] 6= 0: Since dim P = 2, [P, P ] = span ([y,Ay]). If [y,Ay] = 0, then
span(x, y, Ay = [x, y]) is a 3-dimensional subalgebra of g. It is non-abelian, since
[x, y] = Ay 6= 0, and solvable. On the other hand, g is hyper-simple and this
subalgebra must coincide with g. But this is impossible, since g is simple.
Thus [P, P ] = span ([y,Ay]) is 1-dimensional and P is [P, P ]-invariant, since
[P, P ] ⊂ C. So, P ⊕ [P, P ] is a 3-dimensional subalgebra, which is non-abelian,
since [y,Ay] 6= 0. Being hyper-simple, g coincides with this subalgebra, so that
dim g = 3. But any 3-dimensional simple Lie algebra over R is isomorphic either
to so(3,R) or to sl(2,R) (according to Bianchi’s classification) and the second one
is not hyper-simple. 
Theorem 5.2. Any finite-dimensional Lie algebra over R can be completely disas-
sembled.
Proof. As we have seen earlier, the problem reduces to proving the existence of
simplifying d-pairs for algebras of the form g ⊕ρ V where g is simple and ρ :
g → EndV is irreducible. We shall construct such a pair by means of a simple
3-dimensional subalgebra h of g. By Propositions 5.12 and 5.15, g contains either
a subalgebra isomorphic to sl(2,R) or a subalgebra isomorphic to so(3,R). In
the first case, the ”splitting” arguments in the proof of Proposition5.11 prove the
existence of a simplifying d-pair. Hence we have to analyse the situation when
h is isomorphic to so(3,R). If, in this case, the first d-pair associated with h is
nontrivial, then the d-pair (69) in the proof of Proposition5.11 solves the problem.
So, we shall assume that the d-pair (s,W ) associated with h is of the second
type. In particular, in the notation of Proposition5.11, we have g = ⊕k≥0g2k. Set
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also
Veven =
⊕
k≥0
V2k and Vodd =
⊕
k≥0
V2k+1.
Commutation relations (70) show that the subspaces Veven and Vodd are ρ-invariant.
Since ρ is irreducible, one of these subspaces is trivial.
First, assume that Vodd is trivial. Once again, relations (70) show that
V 0 =
⊕
k≥0
V4k, V 1 =
⊕
k≥0
V4k+2
is a ρ–extension of (s,W ).
Finally, assume that Veven is trivial. First we note that, by Corollary5.5,
S1(s,W, ρ) is nontrivial. Moreover, Proposition5.10 reduces the problem to the case
where the F2-graded algebra S(s,W, ρ) is isomorphic to C. In this case, S1(s,W, ρ)
is 1-dimensional and contains an operator J such that J2 = −1. So, J supplies V
with a C-vector space structure which will be denoted by VC.
Below we shall maintain the notation used in the proof of Proposition 5.11. By
definition, the operators ρ(z), z ∈ s, commute with J , i.e., they are C-linear in VC.
In particular, h ∈ s and hence B = ρ(h) is such an operator. The eigenvalues of B
are m2
√−1, m ∈ Z, and
VC = ⊕m∈ZVm, Vm = ker(B − m
2
√−1 idV ) = ker(B − m
2
J) (76)
We stress that the Vm’s are complex subspaces of VC.
In the case under consideration, Vm may be nontrivial only for odd m and
VC =W 1 ⊕W 2 with
W 1 =
⊕
m∈Z
V4m+1 and W 2 =
⊕
m∈Z
V4m−1.
Moreover, dimW 1 = dimW 2 as a consequence of Vm = Vm ⊕ V−m.
We shall prove that W 1 and W 2 are ρ–invariant. Let v ∈ Vm and let w ∈
g4k+2 ⊂W . Then
Bv =
m
2
√−1 v = m
2
Jv, [h,w] ∈ W, [h, [h,w]] = −(2k + 1)2w,
and, therefore,
ρ(w)J + Jρ(w) = 0 = ρ([h,w])J + Jρ([h,w]).
Now we have
B(ρ(w)v) = ρ(w)(Bv) + [B, ρ(w)]v =
m
2
ρ(w)(Jv) + [ρ(h), ρ(w)]v =
−m
2
J(ρ(w)v) + ρ([h,w])v = −m
2
√−1 ρ(w)v + ρ([h,w])v (77)
and
B(ρ([h,w])v) = ρ([h,w])(Bv) + [B, ρ([h,w])]v =
m
2
ρ([h,w])(Jv) +
+[ρ(h), ρ([h,w])]v = −m
2
J(ρ([h,w])v) + ρ([h, [h,w]])v =
−m
2
√−1 ρ([h,w])v − (2k + 1)2ρ(w)v (78)
It follows from (77) and (78) that vectors ρ(w)v and ρ([h,w])v span a 2-dimensional
subspace Π in VC which is invariant with respect to B. It is easy to see, that the
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eigenvalues of B |Π are −m±(4k+2)2
√−1. This shows that Π is spanned by the
eigenvectors of B |Π corresponding to these eigenvalues and, as a consequence,
that the vectors ρ(w)v and ρ([h,w])v belong to V−m+4k+2 ⊕ V−(m+4k+2). Since
m = 4s±1, the residue ofm mod 4 coincides with that of −m±(4k+2). Therefore,
vectors ρ(w)v and ρ([h,w])v belong to the same subspace W i as v.
If z ∈ g4k ⊂ s, then [h, z] ∈ s, [h, [h, z]] = −4k2z and the operators ρ(z) and
ρ([h, z]) commute with J . The same arguments as above show that the vectors
ρ(z)v and ρ([h, z])v belong to Vm+4k ⊕Vm−4k, i.e., to the same subspaceW i as v.
Thus, the subspaces W i’s are ρ–invariant. On the other hand, ρ is irreducible
and, therefore, one of these subspaces is trivial. But dimW 1 = dimW 2 and hence
the other subspace is trivial too, as well as VC =W 1⊕W 2. But V is nontrivial and
this contradiction shows that the situation when Veven is trivial is impossible. 
On the disassembling problem for Lie algebras over arbitrary fields.
It is plausible that any finite-dimensional Lie algebra over a field of characteristic
zero can be completely disassembled. In view of Proposition5.12, the disassem-
bling problem is reduced to the case of hyper-simple Lie algebras and their finite-
dimensional representations. This approach presumes a description of hyper-simple
Lie algebras over arbitrary ground fields and of their involutions. This problem does
not appear to be insolvable and one can find useful ideas in order to solve it in the
last chapter of [5]. The derived algebras [ALie,ALie] of the Lie algebras ALie as-
sociated with division algebras A over a field k are examples of hyper-simple Lie
algebras. In this connection, we stress that the hyper-simple Lie algebras and their
representations amply merit study in their own right. For instance, they appear
to be natural substitutes for sl2-triples in the search for analogues of root space
decompositions for simple Lie algebras over arbitrary fields.
An alternative approach to the disassembling problem could be a direct descrip-
tion of suitable d-pairs in simple Lie algebras over a given field. The starting point
could be the description of simple Lie algebras given in the last chapter of [5]. How-
ever, the necessary extension of such a description to the representations of these
algebras seems particularly problematic.
The conjecture that all Lie algebras can be assembled from lieons and the fact
that lieons are, in fact, Lie algebras over Z suggest that the Lie algebras over a
field k of characteristic zero are specialisations to k of some universal assemblage
procedures. In the following two sections, the reader will find other indications in
favour of this idea.
6. Compatibility of lieons and first-level Lie algebras
A Lie algebra is of the first level if it can be completely disassembled in one step.
In other words, the first-level Lie algebras are those that can be simply assembled
from a number of mutually compatible lieons. In this section we characterise com-
patible pairs of lieons geometrically and, on this basis, we construct examples of
first-level Lie algebras.
Throughout this section, Pi, P≬ and P⋔ stand for the Poisson bi-vectors associ-
ated with the Lie algebras denoted by gi,g≬ and g⋔, respectively.
6.1. Compatibility of triadons. Let g be an n-triadon and V = |g|. Denote by
C = Cg the center of g and put l = lg = [g,g]. Then dimC = n− 2, dim l = 1 and
l ⊂ C. A basis e1, . . . , en of V such that e3 ∈ l and ei ∈ C, if i > 2, will be called
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normal for g. The only nontrivial product in this basis is [e1, e2] = αe3, α 6= 0.
The associated Poisson bi-vector on V ∗ in the corresponding coordinates is P =
Pg = αx3ξ1ξ2. This shows that, up to a factor of proportionality, g is uniquely
defined by the pair (C, l).
Consider now two n-triadons g1 and g2 on V = |g1| = |g2|, and put Ci =
Cgi , li = lgi , Pi = Pgi i = 1, 2, C12 = C1∩C2. Obviously, n−4 ≤ dimC12 ≤ n−2.
Below we use Formula (10) for computations of the occurring Schouten brackets.
Lemma 6.1. If dimC12 = n − 4, then g1 and g2 are compatible if and only if
li ⊂ C12, i = 1, 2.
Proof. We have to examine the following four cases.
A1 : li does not belong to C12, i = 1, 2. In this case a basis e5, . . . , en in C12 can
be completed by some vectors e1 ∈ l1, e2 ∈ C1, e3 ∈ l2, e4 ∈ C2 up to a basis in V .
The only nonzero product [ei, ej ]1 in g1 is [e3, e4]1 = α1e1, and [e1, e2]2 = α2e3 in
g2 with some α1, α2 ∈ k. Hence P1 = α1x1ξ3ξ4 and P2 = α2x3ξ1ξ2 and a direct
computation using Formula (10) shows that [[P1, P2]] 6= 0, i.e., that g1 and g2 are
not compatible.
A2 : One of the subspaces li’s, say, l1, belongs to C12 and the other, l2, does not.
In this case we complete a basis e5 ∈ l1, e6, . . . , en in C12 by some vectors e1, e2 ∈
C1, e3 ∈ l2, e4 ∈ C2 up to a basis in V . By similar reasons, P1 = α1x5ξ3ξ4, P2 =
α2x3ξ1ξ2 in the corresponding coordinates. Since [[P1, P2]] 6= 0, g1 and g2 are not
compatible.
A3 : li ⊂ C12, i = 1, 2, and l1 6= l2. In this case we consider a basis e5 ∈ l1, e6 ∈
l2, . . . , en in C12 and complete it by vectors e1, e2 ∈ C1, e3, e4 ∈ C2 independent
modC12 up to a basis in V . In such a basis P1 = α1x5ξ3ξ4, P2 = α2x6ξ1ξ2 and
[[P1, P2]] = 0. So, g1 and g2 are compatible and it is easy to see that g1 + g2 is
isomorphic to ⋔ ⊕ ⋔ ⊕γn−6.
A4 : l1 = l2 ⊂ C12. A basis e5 ∈ l1 = l2, e6, . . . , en in C12 can be completed
by vectors e1, e2 ∈ C1, e3, e4 ∈ C2 independent modC12 up to a basis in V . Then
P1 = α1x5ξ3ξ4, P2 = α2x5ξ1ξ2 and [[P1, P2]] = 0, i.e., g1 and g2 are compatible.
The Poisson bi-vector corresponding to g1+g2 is equivalent to x5(ξ1ξ2+ ξ3ξ4). 
Lemma 6.2. If dimC12 ≥ n− 3, then g1 and g2 are compatible.
Proof. Let V = L ⊕ C with C ⊂ C12, dim C = n − 3 and L containing l1 and
l2. Then [L,L]i ⊂ L, i = 1, 2, and, so, L supports a subalgebra g0i of gi, i = 1, 2.
It is easy to see that the g0i ’s are triadons supported by L. By Corollary3.2 they
are compatible. On the other hand, gi = g
0
i ⊕ γn−3 where γn−3 is the abelian
subalgebra supported by C. For this reason, the compatibility of g1 and g2 is
equivalent to the compatibility of g01 and g
0
2. 
Lemmas 6.1 and 6.2 allow us to construct various families of mutually compatible
triadons on a vector space V . Two of them are described below.
Let V be an n-dimensional vector space. A (finite) family {Ci} of (n − 2)-
dimensional subspaces of V will be called tight if dimCi ∩ Cj > n − 4. Tight
families are easily described.
Lemma 6.3. A family {Ci} of (n−2)-dimensional subspaces of V is tight if either
all Ci’s are contained in a common (n− 1)-dimensional subspace (“co-pencil”), or
all Ci’s have a common (n− 3)-dimensional subspace (“pencil”). 
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A finite family {gi} of triadons on V will be called tight if the family {Ci} of
their centers is tight. It follows from Lemma 6.2 that triadons forming a tight
family are mutually compatible. This observation and Lemma 6.3 prove
Proposition 6.1. Let {Ci} be a co-pencil (resp., pencil) of (n−2)-dimensional sub-
spaces of V . Assign to each Ci a 1-dimensional subspace li ⊂ Ci. Then the triadons
characterised by pairs (Ci, li) are mutually compatible and the linear combinations
of these triadons are first-level Lie algebras. 
We also obtain the following result.
Proposition 6.2. Let {g1, . . . ,gm} be a family of triadons characterised by pairs
(C1, l1), . . . , (Cm, lm). If span (l1, . . . , lm) ⊂
⋂m
i=1 Ci, then the gi’s are mutually
compatible and the linear combinations of these triadons are first-level Lie algebras.
Proof. If dimCi ∩ Cj > n − 4, then gi and gj are compatible by Lemma 6.2.
Otherwise, they are compatible by Lemma 6.1. 
These constructions illustrate the diversity of combinations of triadons that pro-
duce first-level Lie algebras.
6.2. Compatibility of dyons and triadons. A dyon g on V is characterised up
to a scalor factor by its center C = Cg and the derived algebra ∆ = ∆g = [g,g].
Since both ∆ and C are abelian, we identify them with subspaces of V . Obviously,
dimC = n− 2, dim∆ = 1, C ∩∆ = {0}. So, up to a scalar factor g is completely
determined by the pair (C,∆) of subspaces of V and vice-versa.
Consider now a triadon g⋔ and a dyon g≬ on V and the pairs (C≬,∆) and (C⋔, l)
that characterise them. Set C12 = C≬ ∩ C⋔. Then n− 4 ≤ dimC12 ≤ n− 2.
Lemma 6.4. If dimC12 = n− 4, then g≬ and g⋔ are incompatible.
Proof. First, note that g≬ and g⋔ are compatible if and only if the factorised lieons
g≬/C12 and g⋔/C12 are compatible. So, we can assume that n = 4 and C12 = 0.
Then V = C≬ ⊕ C⋔ and dimC≬ = dimC⋔ = 2. The projections defined by this
splitting of V send the line ∆ to subspaces ∆≬ ⊂ C≬ and ∆⋔ ⊂ C⋔, respectively.
Since ∆ does not belong to C≬, dim∆
⋔ = 1. There may occur one of the following
three cases.
I1 : dim∆
≬ = 1 and C⋔ = l ⊕ ∆⋔. Let e1 ∈ ∆≬, , e2 ∈ ∆⋔ be such that
e1 + e2 generates ∆. If e3 generates l and {e1, e4} generate C≬, then e1, . . . , e4 is a
basis in V . In the corresponding coordinates, the Poisson bi-vectors P≬ and P⋔ are
proportional to (x1+x2)ξ2ξ3 and to x3ξ1ξ4, respectively, and a direct computation
shows that [[P≬, P⋔]] 6= 0.
I2 : dim∆
≬ = 0 and C⋔ = l ⊕ ∆⋔. Consider a basis e1, . . . , e4 in V with
e1, e2 ∈ C≬, e3 ∈ l, e4 ∈ ∆⋔. In this case, P≬ and P⋔ are proportional to x4ξ3ξ4
and to x3ξ1ξ2, respectively, and [[P≬, P⋔]] 6= 0
I3 : dim∆
≬ = 0 and l = ∆⋔. Similarly, in a basis e1, . . . , e4 in V with e1, e2 ∈
C≬, e3 ∈ l, e4 ∈ C⋔, the Poisson bi-vectors P≬ and P⋔ are proportional to x3ξ3ξ4
and to x3ξ1ξ2, respectively, and [[P≬, P⋔]] 6= 0 
Set C = C≬ + C⋔ and note that dimC = n − 1 if and only if dimC12 = n − 3.
In this case there are two possibilities : ∆ ∩ C = {0} and ∆ ⊂ C.
Lemma 6.5. If dimC12 = n−3 and ∆∩C = {0}, then g≬ and g⋔ are incompatible.
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Proof. In this case, V = ∆ ⊕ C. If l does not belong to C12, then, as in the
preceding lemma, the factorisation by C12 reduces the problem to n = 3. If n = 3,
then dimC≬ = dimC⋔ = 1, l = C⋔ and V = ∆⊕ C≬ ⊕ l. In coordinates associated
with a basis {e1, e2, e3} in V such that e1 ∈ l, e2 ∈ C⋔, e3 ∈ ∆, the Poisson bi-
vectors P≬ and P⋔ are proportional to x3ξ1ξ3 and to x1ξ2ξ3, respectively, and we
see that [[P≬, P⋔]] 6= 0.
If l ⊂ C12, then C12 = l ⊕ C′, dimC′ = n − 4, and the factorisation by C′
reduces the situation to n = 4. In this particular case dimC≬ = dimC⋔ = 2 and
C≬∩C⋔ = l. In a basis e1, . . . , e4 such that e1 ∈ C⋔, e2 ∈ C≬, e3 ∈ ∆, e4 ∈ l Poisson
bi-vectors P≬ and P⋔ are proportional to x3ξ1ξ3 and to x4ξ2ξ3, respectively, and
[[P≬, P⋔]] 6= 0. 
Lemma 6.6. If dimC12 = n− 3 and ∆ ⊂ C, then g≬ and g⋔ are compatible.
Proof. In this case C = ∆⊕C≬ and V = W ⊕C for a 1-dimensional subspaceW of
V . If l does not belong to C12, the factorisation of V by C12 reduces the situation
to a 3-dimensional space in which C = C⋔⊕C≬, dimC≬ = dimC⋔ = 1, l = C⋔ and
V = C⋔ ⊕C≬ ⊕W . Consider a basis e1, e2, e3 in V with e1 ∈ C⋔, e2 ∈ C≬, e3 ∈W .
Since ∆ ⊂ C⋔ ⊕ C≬ and ∆ ∩ C≬ = {0}, ∆ is generated by a vector of the form
e1 + λe2, λ ∈ k. In the associated coordinates, the Poisson bi-vectors P≬ and P⋔
are proportional to x1ξ2ξ3 and to (x1 + λx2)ξ1ξ3, respectively, and [[P≬, P⋔]] = 0.
If l ⊂ C12, then C12 = l ⊕ C′, dimC′ = n − 4, and the factorisation of V by C′
reduces the situation to n = 4. In this case dimC≬ = dimC⋔ = 2 and C≬ ∩C⋔ = l.
Consider a basis e1 . . . , e4 in V such that e1 ∈ C⋔, e2 ∈ C≬, e3 ∈ l, e4 ∈ W . Since
∆∩C≬ = {0} and ∆ ⊂ C = C≬+C⋔, the line ∆ is generated by a vector of the form
e1+λe2+µe3. It follows that in the associated coordinates, the Poisson bi-vectors
P≬ and P⋔ are proportional to x3ξ2ξ4 and to (x1 + λx2 + µx3)ξ1ξ4, respectively,
and [[P≬, P⋔]] = 0. 
Lemma 6.7. If dimC12 = n− 2, then g≬ and g⋔ are compatible.
Proof. In this case, C≬ = C⋔ = C and V = ∆ ⊕W ⊕ C, dimW = 1. In a basis
e1 . . . , en in V such that e1 ∈ ∆, e2 ∈ W, e3 ∈ l ⊂ C, e4, . . . , en ∈ C, the Poisson
bi-vectors P≬ and P⋔ are proportional to x3ξ1ξ2 and to x1ξ1ξ2, respectively, and
[[P≬, P⋔]] = 0. 
A summary of the above lemmas is
Proposition 6.3. A dyon and a triadon on V are compatible if and only if the
intersection of their centers is not generic, i.e., is of dimension greater than n− 4.
The following assertion immediately follows from Propositions 6.1 and 6.3.
Corollary 6.1. Let g1, . . . ,gm be triadons and g a dyon. If the centers of these
lieons are contained in a common hyperplane in V , then
g+ α1g1 + · · ·+ αmgm, α1, . . . , αm ∈ k,
is a non-unimodular first-level Lie algebra.
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6.3. Compatibility of dyons. Consider two dyons gi, i = 1, 2, on a vector space
V and the pairs (∆i, Ci), i = 1, 2. that characterise them. Recall that dim∆i =
1, dimCi = n − 2 and ∆i ∩ Ci = {0}. Set C12 = C1 ∩ C2. Obviously, n − 4 ≤
dimC12 ≤ n− 2 and the compatibility of the gi’s is equivalent to the compatibility
of the factorised dyons gi/C12’s.
Lemma 6.8. If dimC12 = n − 4, then g1 and g2 are compatible if and only if
∆1 ⊂ C2 and ∆2 ⊂ C1.
Proof. Passing to the factorised structures gi/C12’s we can assume that dimV = 4.
In this particular case dimC1 = dimC2 = 2 and V = C1⊕C2. Denote by pi : V →
Ci the projections associated with this splitting of V and set L = span(∆1,∆2).
Now we have to examine the following situations.
K1 : dimL = 2 and L∩Ci = {0}, i = 1, 2. Then pi|L : L→ Ci is an isomorphism,
i = 1, 2, and hence there is a basis e1 . . . , e4 in V such that e1, e2 ∈ C1, e3, e4 ∈ C2
and e1 + e3 ∈ ∆1, e2 + e4 ∈ ∆2. In this case P1 and P2 are proportional to
(x1 + x3)ξ3ξ4 ant to (x2 + x4)ξ1ξ2, respectively, and [[P1, P2]] 6= 0.
K2 : dimL = 2, dimL∩C1 = 1 and L∩C2 = {0}. Then p1|L is an isomorphism.
So, if 0 6= εi ∈ ∆i, i = 1, 2, then e1 = p1(ε1), e2 = p1(ε2) is a basis in C1. Also
e3 = p2(ε1) 6= 0, since ∆1 ∩ C1 = {0}, and p2(ε1) and p2(ε2) are proportional. If
e4 ∈ C2 is not proportional to e3, then e1, . . . , e4 is a basis in V . Then ε1 = e1+ e3
and ε2 = e2+λe3. So, in the corresponding coordinates, P1 and P2 are proportional
to (x1 + x3)ξ3ξ4 and to (x2 + λx3)ξ1ξ2, respectively, and [[P1, P2]] 6= 0.
K3 : dimL = 2, dimL ∩ Ci = 1, i = 1, 2. If ε1, ε2 are as above, then e3 =
p2(ε1) 6= 0, e1 = p1(ε2) 6= 0 and p2(ε2) = λe3, p1(ε1) = µe1 for some λ, µ ∈ k.
Then ε1 = µe1 + e3, ε2 = e1 + λe3. Complete vectors e1, e3 to a basis in V by
vectors e2 ∈ C1, e4 ∈ C2. In the associated coordinates, the Poisson bi-vectors P1
and P2 are proportional to (µx1+x3)ξ3ξ4 and to (x1+λx3)ξ1ξ2, respectively. Now
one can see that [[P1, P2]] is proportional to −λ(µx1+x3)ξ1ξ2ξ4−µ(x1+λx3)ξ2ξ3ξ4.
It follows that [[P1, P2]] = 0 if and only if µ = λ = 0. Geometrically, this means
that ∆1 ⊂ C2, ∆2 ⊂ C1, or, equivalently, that g1 + g2 is isomorphic to ≬ ⊕ ≬ for
n = 4 and to ≬ ⊕ ≬ ⊕γn−4 in the general case.
K4 : dimL = 1⇔ ∆1 = ∆2. In this case one easily constructs a basis e1, . . . , e4
in V with e1, e2 ∈ C1 and e3, e4 ∈ C2 and e1 + e3 ∈ ∆1 = ∆2. As earlier we see
that P1 and P2 are proportional to (x1+x3)ξ3ξ4 and to (x1+x3)ξ1ξ2, respectively,
and that [[P1, P2]] 6= 0. 
Lemma 6.9. If dimC12 = n − 3, then g1 and g2 are compatible either if ∆1 =
∆2modC12, or if ∆i ⊂ C1 + C2, i = 1, 2.
Proof. As above, the factorisation modC12 reduces the problem to n = 3. In this
case dimC1 = dimC2 = 1 and C1 ∩ C2 = {0}. Equivalently, if C = C1 + C2, then
dimC = 2. Here two possibilities occur:
J1 : One of ∆i’s, say, ∆1, does not belong to C. Let {e1, e2, e3} be a basis in
V such that ei ∈ Ci, i = 1, 2, e3 ∈ ∆1. If
∑3
i=1 αiei is a base vector in ∆2, then a
computation shows that P1 and P2 are proportional to x3ξ2ξ3 and to
∑3
i=1 αixiξ1ξ3,
respectively. It follows that [[P1, P2]] is proportional to (α1x1+α2x2)ξ1ξ2ξ3 and we
see that [[P1, P2]] = 0 iff α1 = α2 = 0, or, equivalently, iff ∆1 = ∆2. For arbitrary
n the last condition means that ∆1 = ∆2modC12.
J2 : ∆i ⊂ C, i = 1, 2. Let 0 6= ei ∈ Ci, i = 1, 2. Then e1 + λe2 ∈ ∆2 and
µe1 + e2 ∈ ∆1 for some λ, µ ∈ k. Complete e1, e2 to a basis in V by a vector e3.
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Then, in the associated coordinates, P1 and P2 are proportional to (µx1 + x2)ξ2ξ3
and to (x1 + λx2)ξ1ξ3, respectively, and we see that[[P1, P2]] = 0. 
Remark 6.1. The results of this section show that the compatible configurations
of lieons can be described in a manner which does not refer explicitly to the ground
field. This description is in terms of the relative positions of pairs of subspaces
that characterise the dyons and triadons under consideration. The specificity of the
ground field k is exclusively confined to the coefficients of the linear combinations
of the “abstract” lieons in a “compatible” position from which the first-level Lie
algebras over k are constructed.
It is not difficult to deduce from the proofs of Theorems 5.1 and 5.2 that there
exists a number ν(n) such that any n-dimensional Lie algebra can be assembled
from no more than ν(n) lieons. On the other hand, the results of this section show
that even first-level Lie algebras can be assembled from an unbounded number of
dyons and triadons, intertwined in a chaotic manner. This makes the problem of
recognising isomorphic Lie algebras on the basis of their construction from lieons
nontrivial. For this reason, we need to introduce assembling procedures that are
more regular and we describe such a procedure for the classical simple Lie algebras
in the next section.
7. Canonical disassemblings of classical Lie algebras
In this section we shall describe some complete disassemblings of classical Lie
algebras that are, in a sense, canonical. The classical Lie algebras are symmetry
algebras of either bilinear forms or volume forms, and this interpretation suggests
how to disassemble them completely over arbitrary ground fields of characteristic
zero. In particular, this method does not distinguish between real and complex Lie
algebras.
7.1. Disassemblings of orthogonal Lie algebras. Let g =
∑n
1 aix
2
i , 0 6= ai ∈ k,
be a nondegenerate quadratic form on a k-vector space V . The Lie algebra so(g)
of (infinitesimal) symmetries of g is composed of the linear vector fields X on V
such that X(g) = 0. Obviously, eij = aixi∂j−ajxj∂i ∈ so(g) and [eij , ejk] = ajeik.
Moreover, the fields {eij}i<j form a basis of so(g). For instance, if a1 = · · · ap =
1, ap+1 = · · · = an = −1 and k = R, this is the standard basis of so(p, q), q = n−p.
Let xij be the linear function on |so(g)|∗ corresponding to eij . Clearly, xij =
−xji and {xij}i<j is a cartesian chart on |so(g)|∗. The only nontrivial commutation
relations involving the functions xij ’s are {xij , xjk} = ajxik and
P =
∑
i<j,α
aαxijξiα ∧ ξαj with ξij = ∂
∂xij
is the Poisson structure on |so(g)|∗ associated with the Lie algebra so(g). Observe
that
P =
∑
α
aαPα with Pα =
∑
i<j
xijξiα ∧ ξαj (79)
Since P is a Poisson bi-vector for arbitrary aα’s, this shows that P1, . . . , Pn are
mutually compatible Poisson bi-vectors.
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The same result may be obtained by observing that
2Pα = [[P,Xα]] = [[Pα, Xα]] with Xα =
∑
s
xαsξαs, and [[Pα, Xβ ]] = 0, ∀α 6= β.
Indeed, [[P, Pα]] =
1
2∂
2
P (Xα) = 0 and
[[Pα, Pβ ]] =
1
2
[[Pα, [[P,Xβ ]]]] =
1
2
[[[[Pα, P ]], Xβ ]] +
1
2
[[P, [[Pα, Xβ]]]] = 0.
Let us write
Pα =
∑
i<j
Pα,ij with Pα,ij = xijξiα ∧ ξαj .
For a fixed index α, the Poisson bi-vectors Pα,ij ’s are mutually compatible and
each is associated with an algebra isomorphic to ⋔m, m = n(n− 1)/2. This shows
that the Lie algebra so(g) can be assembled in two steps from n(n − 1)(n − 2)/2
triadons.
Translating the above results in terms of Lie brackets, one easily finds that
[·, ·] = [·, ·]1 + · · ·+ [·, ·]n
where [·, ·] stands for the Lie bracket in so(g) and the structure [·, ·]α is defined by
the relations
[eiα, eαj]α = aαeij and [eij , ekl]α = 0, if α /∈ {i, j} ∩ {k, l}.
In turn, [·, ·]α =
∑
i<j [·, ·]α,ij where the only nontrivial product [·, ·]α,ij involving
the basis vectors ekl’s is [eiα, eαj ]α,ij = aαeij .
Remark 7.1. The Poisson bi-vectors Pα =
∑
i<j xijξiα∧ξαj may be interpreted as
bi-vectors over the ring Z[xij ]1≤i<j≤n. Any formal linear combination of these bi-
vectors with coefficients in a field k is naturally interpreted as a linear bi-vector over
the polynomial algebra k[xij ]1≤i<j≤n, i.e., as a Lie algebra over k. In this sense,
the Pα’s are universal building blocks for g–orthogonal algebras. For instance, if
k = R, then
P1 + · · ·+ Ps − Ps+1 − · · · − Pn, s = n− r.
is the Poisson bi-vector associated with so(r, s).
7.2. Disassembling of symplectic Lie algebras. Let β(v, w) be a nondegener-
ate skew-symmetric form on a k–vector space V . Then the dimension of V is even,
say, 2n, and there exists a (canonical) basis {e1, . . . , en, e′1, . . . , e′n} in V such that
β(ei, e
′
j) = δij , β(ei, ej) = β(e
′
i, e
′
j) = 0, i, j = 1, . . . , n.
The symplectic Lie algebra sp(β) consists of the operators A ∈ EndV such that
β(Av,w) + β(v,Aw) = 0, v, w ∈ V.
The algebra sp(β) can be completely disassembled by essentially the same method
as that we applied to orthogonal algebras. Below we describe a method better
adapted to the symplectic case.
Let (p1, . . . , pn, q1, . . . , qn) be coordinates in V with respect to the above basis
and ω =
∑
i dpi∧dqi. Then the algebra sp(β) may be interpreted as the algebra of
linear vector fields X on V such that LX(ω) = 0. They are the Hamiltonian (with
respect to ω) vector fields Xf with Hamiltonians f = f(p, q) which are quadratic in
the pi’s and qi’s. In this interpretation, the Hamiltonian vector fields corresponding
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to the monomials, pipj, qiqj , piqj , i, j = 1, . . . , n, form a basis of sp(β) and the Lie
product in sp(β) is interpreted as the commutator of vector fields. Alternatively,
the identification f ↔ Xf , {f, g} ↔ [Xf , Xg] = X{f,g} allows us to interpret
sp(β) as the Lie algebra of quadratic polynomials k2[p, q] = k2[p1, . . . pn, q1, . . . , qn]
with respect to the Poisson bracket {·, ·} determined by the Poisson bi-vector Π =∑
i ∂pi ∧ ∂qi . In other words, we interpret the Lie algebra sp(2n,k) as the vector
space k2[p, q] equipped with the bracket [·, ·] = {·, ·}|k2[p,q]. Observe that Π =
Π1 + . . .+Πn with Πi = ∂pi ∧ ∂qi and denote by {·, ·}i the bracket associated with
the Poisson bi-vector Πi. Then [·, ·] = [·, ·]1 + · · · + [·, ·]n with [·, ·]i = {·, ·}i|k2[p,q].
Obviously, the Poisson bi-vectors Πi’s and hence the brackets [·, ·]i’s are mutually
compatible and we obtain the disassembling
(k2[p, q], [·, ·]) = (k2[p, q], [·, ·]1) + . . .+ (k2[p, q], [·, ·]n).
The Lie algebras spi(2n,k) = (k2[p, q], [·, ·]i), i = 1, . . . , n, are isomorphic. So, it
suffices to completely disassemble one of them, say, sp1(2n,k). To this end, observe
that the Levi–Malcev decomposition of sp1(2n,k) is
sp1(2n,k) = 〈p21, p1q1, q21〉 ⊕ 〈p1pi, p1qi, q1pi, q1qi, pipj , piqj , qiqj〉1<i,j≤n
where 〈a, . . . , b〉 denotes the subalgebra of sp1(2n,k) spanned by a, . . . , b.
The semi-simple part s = 〈p21, p1q1, q21〉 of sp1(2n,k) is isomorphic to sl(2,k).
The radical r of sp1(2n,k) is
r = 〈p1pi, p1qi, q1pi, q1qi, pipj , piqj , qiqj〉1<i,j≤n
and
c = 〈pipj , piqj , qiqj〉1<i,j≤n
is the center of r. Note that [r, r] ⊂ c.
According to Proposition 5.1, the algebra sp1(2n,k) is assembled from s ⊕ρ |r|
and a Lie algebra of the form γm ⊕ r, where ρ stands for the action of s on the
ideal r. So, it remains to disassemble each of these two algebras.
The algebra r contains the following Heisenberg subalgebras:
h
pp
ij = 〈p1pi, q1pj , pipj〉, hpqij = 〈p1pi, q1qj , piqj〉 (80)
h
qp
ij = 〈p1qi, q1pj, pjqi〉, hqqij = 〈p1qi, q1qj , qiqj〉 (81)
Any Lie subalgebra habij from this list naturally extends to the unique r–triadon
⋔abij on |r|, r = dim r, whose center contains all quadratic monomials, which do
not appear in the description of habij . It is easy to check (see Subsection 6.1) that
triadons ⋔abij ’s are mutually compatible and, therefore, completely disassemble r.
In order to disassemble the Lie algebra s ⊕ρ |r| consider the following d-pair in
it:
( 〈p1q1, Vp〉, 〈p21, q21 , Vq, c〉 ) with Vp = 〈p1pi, p1qi〉1<i≤n, Vq = 〈q1pi, q1qi〉1<i≤n (82)
Easily verified commutation relations
[Vp, Vp]1 = [Vq, Vq]1 = 0, [Vp, Vq]1 ⊂ c, [〈p21〉, Vp]1 = [〈q21〉, Vq]1 = 0,
[〈p21〉, Vq ]1 ⊂ Vp, [〈q21〉, Vp]1 ⊂ Vq, [〈p21, q21〉, 〈p21, q21〉]1 ⊂ 〈p1q1〉,
[〈p21, q21〉, Vp]1 ⊂ Vq, [〈p21, q21〉, Vq]1 ⊂ Vp,
prove that (82) is, in fact, a d-pair.
Nontrivial relations among quadratic monomials from the dressing algebra of this
d-pair are [p21, q
2
1 ]1 = 4p1q1, [p
2
1, q1pi]1 = 2p1pi, [p
2
1, q1qi]1 = 2p1qi, 1 < i ≤ n,. So,
52
the triples (p21, q
2
1 , p1q1), (p
2
1, q1pi, p1pi), (p
2
1, q1qi, p1qi), 1 < i ≤ n, span subalgebras
of the dressing algebra, which are isomorphic to ⋔. As in the case of subalgebras
habij , these subalgebras naturally extend to some triadons. These extensions are
mutually compatible and, therefore, disassemble the dressing algebra.
Now it remains to disassemble the algebra
〈p1q1, Vp〉 ⊕̺ 〈p21, q21 , Vq, c〉
where ̺ is the action of the subalgebra 〈p1q1, Vp〉 on the abelian ideal 〈p21, q21 , Vq, c〉.
This algebra is, in fact, the semi-direct product
a = 〈p1q1〉 ⊕ς (Vp ⊕ρ 〈p21, q21 , Vq, c〉)
where the action ς of 〈p1q1〉 on Vp and 〈p21, q21 , Vq, c〉 is induced by the bracket [·, ·]1.
It is easy to see that the nontrivial commutation relations of elements in the basis
of the ideal i = Vp ⊕ρ 〈p21, q21 , Vq, c〉 ⊂ a are
[q21 , p1r]1 = 2q1r ∈ Vq, [p1r, q1s]1 = rs ∈ c with r, s = pi, qj , 0 < i, j ≤ n.
Now we see that the triples (q21 , p1r, 2q1r), (p1r, q1s, rs) span Heisenberg subalgebras
in i. By the same arguments as before, their natural extensions disassemble the
algebra i into a number of triadons.
The final step is to disassemble the algebra
〈p1q1〉 ⊕̺ |i| = 〈p1q1〉 ⊕̺ 〈p21, q21 , Vp, Vq, c〉.
Observe that |i| is the direct sum of ̺-invariant subspaces
〈p21, q21〉, 〈p1r, q1r〉 with r = pi, qi, 0 < i ≤ n, and |c|.
The action ̺ on |c| is trivial and each of the subalgebras
〈p1q1〉 ⊕̺ (〈p21, q21〉 ⊕ |c|), 〈p1q1〉 ⊕̺ (〈p1r, q1r〉 ⊕ |c|)
is isomorphic to 2 ≬m= 2 ⋔m, for a suitablem (see Formula (52) and Subsection 5.2).
This disassembles the algebra 〈p1q1〉 ⊕̺ |i| into 2n triadons.
7.3. Disassemblings of gl(n,k), sl(n,k),u(n,k) and su(n,k). First, we shall
construct a 3-step disassembling of gl(n,k). It is convenient to interpret this Lie
algebra as the Lie algebra of linear vector fields on an n–dimensional vector space
V , on which the vector fields eij = xi
∂
∂xj
, 1 ≤ i, j ≤ n, form a natural basis. The
nontrivial Lie products in this algebra are
[eiα, eαj ] = eij , if i 6= j, and [eiα, eαi] = eii − eαα, if i 6= α.
Let zij ’s be the coordinates on |gl(n,k)|∗ corresponding to the eij ’s. The associated
Poisson bi-vector on gl(n,k) is
P =
∑
1≤i,j,α≤n
zijξiαξαj with ξij =
∂
∂zij
. (83)
In the basis
{etij = titjeij}, 0 6= ti ∈ k, i = 1, . . . , n,
we have P =
∑
t2αz
t
ijξ
t
iαξ
t
αj where z
t
ij and ξ
t
ij stand for coordinates and partial
derivatives with respect to this basis. The isomorphism identifying the second
basis with the first transforms P into the Poisson bi-vector
Pt =
∑
1≤α≤n
t2αPα with Pα =
∑
(i,j) 6=(α,α)
zijξiαξαj , t = (t1, . . . , tn). (84)
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This implies that the Pα’s are mutually compatible Poisson bi-vectors, and, in
particular, that P = P1 + · · ·+ Pn. In turn, Pα disassembles as
Pα =
∑
i,i6=α
(ziαξiαξαα + zαiξααξαi) +
∑
i,j,i6=α,j 6=α
zijξiαξαj (85)
The first Poisson bi-vector in the sum in right-hand side of (85) corresponds to an
algebra of the form ΓA, while the second corresponds to a dressing algebra. Each
can be simply disassembled into a number of n2–triadons (see (54)).
However, the Poisson bi-vectors Pα’s in (84) do not restrict to the subalgebra
sl(n,k) of gl(n,k) and hence cannot be used to disassemble it. For this purpose,
we consider another basis in gl(n,k):
e0ij = eij − eji, 1 ≤ i < j ≤ n, e1ij = eij + eji, 1 ≤ i ≤ j ≤ n, (86)
which respects the matrix transposition and for i ≥ j, we set e0ij = −e0ji, e1ij = e1ji.
The upper indices in the symbols eǫij are understood as elements of F2. In this
notation, all nontrivial Lie products of elements of basis (86) are as follows:
[eσij , e
τ
jk] = e
σ+τ
ik , if i 6= k, i 6= j, i 6= k;
[eσij , e
τ
ji] = 2(e
1
ii − e1jj), if i 6= j, σ 6= τ ; [eσij , e1jj ] = 2eσ+1ij , if i 6= j. (87)
The corresponding d-pair in gl(n,k) is (s = 〈e0ij〉,W = 〈e1ij〉). Obviously, s is
isomorphic to so(g) for g =
∑n
i=1 x
2
i , s ⊂ sl(n,k) ⊂ gl(n,k) and
W0
def
= W ∩ sl(n,k) = 〈e1ij , e1ii − e1jj〉1≤i6=j≤n.
In particular, (s,W0) is a d-pair in sl(n,k). Denote by aβ (resp., by aβ0) the
dressing algebra (see Subsection 5.3) corresponding to the d-pair (s,W ) (resp., to
(s,W0)), and by ρ (resp., ρ0) the corresponding representation of s in W (resp., in
W0). So, by construction, we have
gl(n,k) = s⊕ρ W + aβ , sl(n,k) = s⊕ρ0 W0 + aβ0 . (88)
Moreover, we have
Lemma 7.1. For k = R, the algebras
u(n,k) = s⊕ρ W + a−β , su(n,k) = s⊕ρ0 W0 + a−β0 .
are isomorphic to the unitary and special unitary Lie algebras, respectively.
Proof. The result follows from Relations (87). 
Remark 7.2. The isomorphism classes of glλ(n,k)
def
= s ⊕ρ W + aλβ and of
slλ(n,k)
def
= s⊕ρ0W0+aλβ0 , where λ ∈ k, depend on the quadratic part of λ. In fact,
glλ and glλ′ (resp., slλ and slλ′) are isomorphic if and only if λ
′ = λµ2, µ ∈ k.
Since a dressing algebra can be simply disassembled into a number of triadons, we
shall focus on the algebras s⊕ρW and s⊕ρ0 W0. By virtue of (88) and Lemma7.1,
a complete disassembling of such algebras automatically gives a complete disassem-
blings of the algebras gl(n,k), sl(n,k), u(n,k) and su(n,k).
Denote by zij (resp., wpq) the linear functions on |s| (resp., |W |) corresponding
to e0ij (resp., e
1
pq). Together they form a cartesian chart on |s⊕ρW | = |s|⊕ |W |, in
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terms of which the Poisson bi-vector associated with the algebra s⊕ρW is written
as follows:
Q =
∑
α,i<j
zijξiαξαj +
∑
p6=α6=q
wpqξpαηαq + 2
∑
p6=q
wpqξpqηqq (89)
with ξij =
∂
∂zij
, ηpq =
∂
∂wpq
. The same arguments as in Subsection 7.1 show that if
Qα =
∑
i<j
zijξiαξαj +
∑
p,q,q 6=α
wpqξpαηαq + 2
∑
p
wpαξpαηαα,
then Q = Q1 + · · ·+Qn is a simple disassembling of Q.
In order to disassemble Qα note that the single summands in the right-hand side
of (89) are n2–triadons, and that the only incompatible pairs are
wpqξpαηαq and wqαξqαηαα, p 6= q, p 6= α, q 6= α,
so that
Q1α =
∑
i<j
zijξiαξαj , Q
2
α =
∑
p,q,q 6=α
wpqξpαηαq, Q
3
α =
∑
p
wpαξpαηαα (90)
are Poisson bi-vectors and [[Q1α, Q
2
α]] = [[Q
1
α, Q
3
α]] = 0. Moreover, by using Formula
(10) one easily finds that [[Q2α, Q
3
α]] = 0. Hence Qα = Q
1
α + Q
2
α + Q
3
α is a simple
disassembling of Qα. Finally, it follows from (90) that the Poisson bi-vectorsQ
i
α are
assembled from mutually compatible triadons. We thus obtain a complete common
disassembling of gl(n,k) and u(n,k) in 4 steps.
In order to adapt this approach to the algebra s⊕ρ0 W0, a suitable basis in W0
should be chosen. Such a basis is
e1ij , 1 ≤ i < j ≤ n, ei =
1
2
(eii − e11) = xi∂i − x1∂1, 1 < i ≤ n.
Denote by wij and wi the corresponding linear functions onW
∗
0 . Together with the
functions zij ’s they form a cartesian chart on |s⊕ρ0 W0|∗ = |s|∗ ⊕ |W0|∗. Also, set
ηij =
∂
∂wij
, ηi =
∂
∂wi
. It follows from (87) that, in terms of this chart, the Poisson
bi-vector of s⊕ρ0 W0 is written
Q0 =
∑
j,i<k
zikξijξjk +
∑
ι 6=j,j 6=k,k 6=i
wikξijηjk + 2
∑
1<i,1<j,i<j
(wi − wj)ξijηji
−2
∑
1<i
wiξ1iηi1 +
∑
1<j,1<j,ι 6=j
wijξijηj + 2
∑
1<i
w1iξ1iηi +
∑
1<i,1<j,i6=j
w1iξ1iηj . (91)
Now we shall apply to Q0 the change of variables that we applied earlier to P (see
(84)). The expression of Q0 in the basis
titje
0
ij , 1 ≤ i < j ≤ n, titje1ij , 1 ≤ i < j ≤ n, t2i ei, 1 < i ≤ n.
of s⊕ρ0 W0 is of the form Q0 = t21Q01 + · · ·+ t2nQ0n, where the Q0j ’s do not depend
on the ti’s. This shows that the Q
0
j ’s are mutually compatible Poisson bi-vectors.
In particular, Q0 = Q01 + · · ·+Q0n is a simple disassembling of Q0. Expressions of
the bi-vectors Q0j ’s are derived directly from from (91):
Q01 =
∑
i<k
zikξi1ξ1k +
∑
i6=1,k 6=1
wikξi1η1k − 2
∑
1<i
wiξ1iηi1 (92)
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and, for j > 1,
Q0j =
∑
i<k,j /∈{i,k}
zikξijξjk +
∑
i6=k,j /∈{i,k}
wikξijηjk + 2
∑
i,1<i6=j
wiξijηji +
∑
i,1<i6=j
wijξijηj + 2w1jξ1jηj +
∑
i,1<i6=j
w1iξ1iηj . (93)
Each single term in the summations (92) and (93) is an (n2−1)-triadon. It is easily
verified by a direct computation or by using Lemmas 6.1 and 6.2 that
• all triadons in (92) are mutually compatible;
• the incompatible pairs of triadons in (93) are
z1kξ1jξjk and w1kξ1kηj , k > 1; w1kξ1jηjk and wkjξkjηj , k > 1;
w1kξkjηj1 and w1jξ1jηj , k > 1; (94)
This shows that
• Q01 is simply disassembled into a number of triadons;
• Q0j , j > 1, is simply disassembled into a number of triadons and structures
Q′j =
∑
k>1,k 6=j
z1kξ1jξjk +
∑
k>1,k 6=j
w1kξ1jηjk + 2w1jξ1jηj (95)
Q′′j =
∑
k>1,k 6=j
w1kξ1kηj +
∑
k>1,k 6=j
wkjξkjηj +
∑
k>1,k 6=j
w1kξkjηj1 (96)
Indeed, by (94), Q′j and Q
′′
j are composed of mutually compatible triadons and,
therefore, are Poisson bi-vectors. Moreover, a direct computation using Formula
(10) proves that [[Q′j, Q
′′
j ]] = 0.
The final, fourth step is to disassemble Q′j and Q
′′
j into a number of triadons,
which are single terms in the summations (95) and (96). We have thus described a
complete disassembling in 4 steps of the simple Lie algebras we considered.
Remark 7.3. The disassembling procedure described in this subsection is, essen-
tially, a complete disassembling of the canonical representations of the Lie algebras
under consideration in S2V ∗. In fact, the method can be extended to the canonical
representations of these Lie algebras in higher tensor powers, SkV ∗.
In conclusion of this section, we note that the approach we developed can be
applied to the central simple Lie algebras over arbitrary fields of characteristic
zero, using the description given in chapter X of [5].
Remark 7.4. We stress that the first step in the disassembling procedures we de-
scribed for the classical Lie algebras reflects the fact that they are symmetry algebras
of compound objects. For instance, for an algebra so(g), such a compound object
is the form g which is the direct sum of 1-dimensional quadratic forms, while for
an algebra sp(β), it is the form β which is the direct sum of 2-dimensional skew-
symmetric forms.
8. Some problems and perspectives
This paper may be viewed as the first step toward what could be called the
constructive theory of Lie algebras, while considerable systematic work remains to
be done. Below we mention some problems that remain to be solved and research
directions that seem promising.
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Assembling and disassembling of representations. Let g be a Lie algebra
and ρ : g → EndV be a representation of g. Then g ⊕ρ V may be viewed as a
Z-graded Lie algebra gρ = ⊕igρi , with gρ0 = g, gρ1 = V and gρi = 0 otherwise.
Conversely, any Z-graded Lie algebra g¯ = ⊕ig¯i such that g¯i = 0 if i 6= 0, 1 is, obvi-
ously, of the form gρ. Now a disassembling of ρ may be viewed as a disassembling
of gρ respecting this Z-grading. Thus, the methods described in this paper can be
readily generalised in the framework of representation theory in order to develop a
constructive theory of representations, an aim to be achieved.
Assembling and disassembling of graded Lie algebras. All the basic
definitions and techniques of this paper are valid for graded Lie algebras, thus they
form a very natural framework for an extension of the constructive theory to the
graded case. It naturally includes representations, since a graded Lie algebra can be
seen as a specific family of representations of its zero component in all the others.
An interesting question is to determine what may be the analogues of lieons for the
graded algebras currently being studied, for instance, for super-algebras.
Disassembling problem for arbitrary ground fields. It is very plausible
that the complete disassembling theorem holds for finite-dimensional Lie algebras
over arbitrary ground fields of characteristic zero (see the more detailed discussion
above, at the end of Section 5). Is it still true for non-zero characteristics?
Algebraic variety of Lie algebra structures. The algebraic variety Lie(V )
of all Lie algebra structures on a vector space V is an intersection of quadrics in
the vector space A(V ) = Homk(V ⊗ V, V ). The subspace of A(V ) spanned by a
family of mutually compatible Lie algebra structures is contained in Lie(V ). In this
sense, Lie(V ) is “woven”, like a one-sheet hyperboloid, from these subspaces. This
suggests that we use this “web structure” in order to find a description of Lie(V ).
An instructive example of this kind is given in [11]. Also, a deeper understanding
of the structure of Lie(V ) for algebraically closed ground fields could shed some
light on the general disassembling problem.
Deformations. On the basis of a disassembling of a Lie algebra g, one can
construct deformations of its Lie algebra structure by substituting λvgv, λv ∈ k, for
gv in the corresponding a-scheme (see Subsection 5.1). The factors λv are generally
constrained by some relations, but these are trivial in the case of first-level algebras.
In this connection the question whether all (essential) deformations of a given Lie
algebra are of this kind is on the table.
The length of complete disassemblings. The procedure we have used in the
proof of the complete disassembling theorem yields an estimate of n+const for the
minimal number of steps necessary to achieve it. On the other hand, classical Lie
algebras can be completely disassembled in at most four steps, independently of
their dimension (see Section 7). So, it is natural to ask whether there is a universal
constant N such that any Lie algebra can be completely disassembled in no more
than N steps. If the answer is positive, the problem of the description of the variety
Lie(V ) will rest on a more constructive basis.
Lie algebras of first and second levels. The problem of an explicit descrip-
tion of the Lie algebras of the first two levels seems to be attainable. Some useful
suggestions on how to solve it can be found in [14] where a simplified version of this
problem is solved in the case of first-level Lie algebras. A solution of this problem
would significantly enrich the assembling techniques, since it presumes a systematic
analysis of obstructions to compatibility.
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Invariants of Lie algebras. It is natural question to ask how can one deduce
the invariants of a Lie algebra from a given disassembling? In this connection see
[14].
Cohomological aspects. Poisson (resp., Lie algebra) structures, which are
compatible with a given one, are closed 2-cochains in the associated Lichnerowicz–
Poisson (resp., Chevalley–Eilenberg) complex. This fact was not explicitly exploited
in this paper but a deeper understanding of assembing/disassembling procedures is
closely related to this cohomological aspect. As an example, we mention that the
first step in disassembling a classical Lie algebra g, as was done in Section 6 is, in
fact, in the form Pg =
∑
i [[Xi, Pg]] for some vector fields Xi’s on |g|. The terms
[[Xi, Pg]] are nothing but exact 2-cochains in the Lichnerowicz-Poisson complex
associated with Pg.
Also, one may expect that the cohomology of a Lie algebra assembled from some
other Lie algebras is in its turn “assembled” from the cohomologies of these alge-
bras. However, an exact formalisation of this idea requires some new homological
techniques, which will be discussed elsewhere.
Generalisation to multiple Lie algebras. The assemblage techniques and
the results of this paper can be naturally extended to multiple Lie algebras (see [2, 3,
10, 16, 17]). An interesting point is that the hereditary structures associated with
an n-ary Lie algebra are automatically compatible. This observation relates the
disassembling problems for Lie algebras of different multiplicities. More generally,
for any kind of Poisson structures, e.g., Lie algebroids and their n-ary analogues
(see [8]), the compatibility problems of different multiplicities are closely related.
Applications to physics. As far as we know, applications of compatible Pois-
son structures to various problems in physics and mechanics are to be found almost
exclusively in the context of integrable systems. We do not deal here with these
well-known aspects. A quite different line of applications could come from a pos-
sible interpretation of Lie algebras as “ symmetry compounds”. Various questions
would arise, such as: can new chemical compounds that can be synthesised from
given ingredients be described in terms of the compatibility conditions that relate
the symmetry algebras of their ingredients? A similar question concerns elementary
particles. However, we stress that a certain maturity of this new theory is required
before it becomes useful to try to answer these questions.
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