We study the problem of recovering an s-sparse signal x ⋆ ∈ C n from corrupted measurements y = Ax ⋆ +z ⋆ +w, where z ⋆ ∈ C m is a k-sparse corruption vector whose nonzero entries may be arbitrarily large and w ∈ C m is a dense noise with bounded energy. We aim to exactly and stably recover the sparse signal with tractable optimization programs. In the literature, the uniform recovery guarantee of this problem has been obtained when the sensing matrix consists of i.i.d. Gaussian entries. However, whether the uniform recovery guarantee can be satisfied by any structured sensing matrix is still open. Here, we address this question by proving the uniform recovery guarantee for two classes of structured sensing matrices. The first class can be expressed as the product of a unit-norm tight frame (UTF), a random diagonal matrix and a bounded columnwise orthonormal matrix (e.g., partial random circulant matrix). When the UTF is bounded (i.e. µ(U) ∼ 1/ √ m), we prove that with high probability, one can recover an s-sparse signal exactly and stably by l1 minimization programs even if the measurements are corrupted by a sparse vector, provided m = O(s log 2 s log 2 n) and the sparsity level k of the corruption is a constant fraction of the total number of measurements. The second class considers randomly sub-sampled orthogonal matrix (e.g., random Fourier matrix). We prove the uniform recovery guarantee provided that the corruption is sparse on certain sparsifying domain. Numerous simulation results are also presented to verify and complement the theoretical results.
I. INTRODUCTION
The theory of compressed sensing has been widely studied and applied in various promising applications over the recent years [1] - [5] . It provides an efficient way to recover a sparse signal from a relatively small number of measurements. Specifically, an s-sparse signal x ⋆ is measured through
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S. Sun is with the Institute for Infocomm Research, A * STAR, Singapore, 138632, Singapore (e-mail: sunsm@i2r.a-star.edu.sg). small, the recovered signalx obtained by l 1 norm minimization is close to the true x ⋆ , i.e. x − x ⋆ ≤ Cε with C being a small numerical constant. Many types of sensing matrices have been proven to satisfy the RIP condition. For example, random Gaussian/Bernoulli matrices satisfy the RIP with high probability if m ≥ O(s log(n/s)) [1] , [3] , whereas structured sensing matrices consisting of either randomly subsampled orthogonal matrix [6] or modulated unit-norm tight frames [7] have the RIP with high probability when m is about O(s log 4 n).
This standard compressed sensing problem has been generalized to cope with the recovery of sparse signals when some unknown entries of the measurement vector y are severely corrupted. Mathematically, we have
where z ⋆ ∈ C m is an unknown sparse vector. To reconstruct x ⋆ from the measurement vector y, the following penalized l 1 norm minimization has been proposed: min x,z
In [8] , it was shown that random Gaussian matrices can provide uniform recovery guarantees to this problem (3) . In other words, a single random draw of a Gaussian matrix A is able to stably recover all s-sparse signals x ⋆ and all ksparse corruptions z ⋆ simultaneously with high probability.
On the other hand, for structured sensing matrices, the only known results are that nonuniform recovery guarantees 1 can be proved for randomly subsampled orthogonal matrix [9] and its generalized model 2 [8] . However, the question of whether the uniform recovery guarantee can be satisfied by any structured sensing matrix is still open. In this paper, we show that the uniform recovery guarantee can be satisfied by two classes of structured sensing matrices. It is noted that most existing structured sensing matrices belong to either one of them. Our results imply that these structured sensing matrices can be employed in the corrupted sensing model to ensure the exact and stable recovery of both x ⋆ and z ⋆ , even when the sparsity of the corruption is up to a constant fraction of the total number of measurements. Thanks to the uniform recovery guarantee, our results can address the adversarial setting, which means that exact and stable recovery is still guaranteed even when x ⋆ , z ⋆ and w are selected given knowledge of the sensing matrix A. In addition, our analysis results are also applicable to demonstrate the recovery guarantee when the corrupted sensing problem is solved via nonconvex optimization.
A. Potential Applications
The problem of recovering sparse signal x ⋆ and sparse corruption z ⋆ from the measurement vector y arise from some interesting applications. Here, we briefly mention a few.
Sensor network with outlier regions. In a sensor network, each sensor node measures the same signal x ⋆ independently before sending the outcome to the center hub for analysis. In this setting, each sensor makes the measurement a i , x ⋆ , and the resultant measurement vector is Ax ⋆ by arranging each a i as the rows of A [9] , [11] . However, in practice, some sensor readings can be anomalous from the rest. These outliers could be caused by individually malfunctioned sensors, or due to some unusual phenomena or event happening in certain areas of the network [12] [13] . This anomaly effect can be modeled by a sparse vector z ⋆ . Mathematically, we have y = Ax ⋆ + z ⋆ + w, where z ⋆ accounts for the outlier regions and w stands for possible small noise in the data transmission. Our results make it possible to recover both the underlying signal and detect the outlier regions simultaneously, which could be very useful for network monitoring.
Fast MRI with corrupted k-space data. Compressed sensing has been suggested as a promising technique to accelerate the scanning process in magnetic resonance imaging (MRI), with benefits for patient care and cost reduction. Suppose f is the MR image of interest, Ψ is the transform domain in which f is sparse, i.e., f = Ψx ⋆ , Φ is the measurement matrix which models the sampling scheme in the spatialfrequency domain (also called k-space), and A = ΦΨ, then the measurement vector Φf = Ax ⋆ is a collection of k-space data points [14] , [15] . Many previous works have demonstrated the recovery performance of various sampling schemes under the consideration of small additive noise w, e.g., [7] , [14] - [19] . However, in practice, one or multiple k-space data points can occasionally be corrupted by noise that has relative high magnitudes, i.e., sparse corruption z ⋆ . These corrupted data points, referred to as spikes in MRI, may come from various sources [20] , e.g., low humidity near the receiver coil [21] , hardware failures [22] , other external factors that can cause leaks in the radio-frequency shield [22] , or abrupt subject movements [23] . Our results cover this setting, and hence, provide a possible CS-based method to restore MR images from corrupted k-space data points.
Error correction in joint source-channel coding. Compressed sensing has been exploited as a joint source-channel coding strategy for its efficient encoding and robust error correcting performance [9] , [24] , [25] . For a signal f that is sparse in the domain Ψ, i.e., f = Ψx ⋆ , it can be encoded by a linear projection y = Φf = Ax ⋆ with A = ΦΨ. Existing works have investigated the situations where the encoded signal y is sent through either an erasure channel [24] or a gross error channel [9] , [25] . Our results can also be applied in these scenarios, but providing a new design on the encoding matrix with uniform recovery guarantee.
B. Notations and Organization of the paper
For an n-element vector a, we denote by a i , (i ∈ [n] = {0, ..., n − 1}), the i-th element of this vector. We represent a sequence of vectors by a 0 , ..., a n−1 and a column vector with q ones by 1 q . For a matrix A, A jk denotes the element on its j-th row and k-th column. The vector obtained by taking the j-th row (k-th column) of A is represented by A (j,:) (A (:,k) ). We denote by A 0 , ..., A n−1 a sequence of matrices. A −1 and A * represent the inverse and the conjugate transpose of A. The Frobenius norm and the operator norm of matrix A are denoted by A F = tr(A * A) and
The coherence µ(A) of anñ × n matrix A describes the maximum magnitude of the elements of A, i.e., µ(A) = max 1≤j≤ñ 1≤k≤n |A jk |. For a unitary matrix Ψ ∈ C n×n , we have
The rest of the paper is organized as follows. We start by reviewing some key notions and results in compressed sensing in Section II. In Section III, we prove the uniform recovery guarantee for a group of structured random matrices. In Section IV, we conduct a series of simulations to reinforce our theoretical results. Conclusion is given in Section V. We defer most of the proofs to the Appendices.
II. PRELIMINARIES

A. RIP and structured sensing matrices
The restricted isometry property (RIP) is a sufficient condition that guarantees uniform and stable recovery of all s-sparse vectors via nonlinear optimization (e.g. l 1 -minimization). For a matrix A ∈ C m×n and s < n, the restricted isometry constant δ s is defined as the smallest number such that
holds for all s-sparse vectors x. Alternatively, the restricted isometry constant of A can be written as
where D s,n = {x ∈ C n :
Many of the existing structured sensing matrices that have been proved to satisfy the RIP can actually be classified into two categories. One is the randomly subsampled orthogonal systems [6] , which encompasses structured sensing matrices like partial random Fourier [2] , convolutional CS [26] , [27] and spread spectrum [18] . The other is the the UDB framework which consists of a unit-norm tight frame (UTF), a random diagonal matrix and a bounded column-wise orthonormal matrix [7] . Popular sensing matrices under this framework include partial random circulant matrices [28] , random demodulation [29] , random probing [30] and compressive multiplexing [31] .
B. Recovery Condition
We review the the definition of generalized RIP, which is useful to establish robustness and stability of the optimization algorithm.
Definition II.1. [8, Definition 2.1] For any matrix Θ ∈ C r×(n+m) , it has the (s, k)-RIP with constant δ s,k if δ s,k is the smallest value of δ such that
holds for any x ∈ C n with x 0 ≤ s and any z ∈ C m with z 0 ≤ k.
Here, the generalized RIP is termed as the (s, k)-RIP for convenience. We note that the (s, k)-RIP is more stringent than the conventional RIP. In other words, the fact that a sensing matrix A satisfies the RIP does not mean that the associated matrix Θ = [A, I] satisfies the (s, k)-RIP. The recovery performance of the penalized optimization (3) can be guaranteed by the following result 3 .
and λ is between 1 2 s k and 2 s k . Then for any
Remark II.3 (Compressible signal and corruption). In standard compressed sensing, the stable and robust recovery of compressible signals can be guaranteed via l 1 minimization provided that the sensing matrix satisfies the RIP [5, Theorem 6.12]. We note that for the corrupted compressed sensing problem, the recovery guarantee can also be established when x ⋆ or z ⋆ (or both) is compressible as long as the associated matrix Θ satisfies the (s, k)-RIP. The proof follows the steps for standard compressed sensing. Therefore, for either sparse or compressible signals and corruptions, the key to establish the recovery guarantee for a sensing matrix is to prove the (s, k)-RIP.
III. MAIN RESULTS
In this section, we prove the (s, k)-RIP for two classes of structured sensing matrices. This result is then combined with Lemmas II.2 to prove the recovery guarantee. In addition, the extension to the recovery via nonconvex optimization is presented. Last but not least, we compare the main theorems to existing literature where relevant.
A. Randomly modulated unit-norm tight frames
We prove the uniform recovery guarantees for the class of structured sensing matrices that can be written as
is a diagonal matrix with ξ being a lengthn random vector with independent, zero-mean, unit-variance, and L-subgaussian entries, and B ∈ Cñ ×n ,ñ ≥ n, represents a column-wise orthonormal matrix, i.e. B * B = I.
The following result is proved in Appendix A.
where c 1 and c 2 are some absolute constants, then with probability at least
Proposition III.1 presents a bound on the required number of measurements m such that the corresponding matrix Θ has the (s, k)-RIP constant satisfying δ s,k ≤ δ for any δ ∈ (0, 1). We can now prove the recovery guarantees for the penalized optimization by combining Proposition III.1 with Lemma II.2.
with probability at least 1 − c 5ñ −c6 logñ . This holds universally for all vectors x ⋆ and z ⋆ obeying
..,6 and α are numerical constants.
Theorem III.2 implies that for any sensing matrix that follows the UDB structure with fixed dimensions (m, n), with high probability the solution to (3) provides an error bounded by c 4 ε. This bound holds for all sparse signals and corruption vectors as long as their sparsity levels are within certain bounds.
Proof. By Proposition III.1, we can find a numerical constant α, such that when s = ⌊αm/(ñµ 2 
The proof is then completed by an application of Lemma II.2.
A few remarks are in order. First, when B is a bounded column-wise orthonormal matrix, i.e., µ( B) = O(1/ √ñ ), the bound on the sparsity of x ⋆ can be relaxed to x ⋆ 0 ≤ αm/(log 2ñ log 2 m). The sparsity z ⋆ 0 is always a constant fraction of the total number of measurements m regardless the magnitude of the coherence µ( B). When w 2 = 0, Theorems III.2 implies that a sparse signal can be exactly recovered by tractable l 1 minimization even if some parts of the measurements are arbitrarily corrupted.
Second, the proposed class of structured sensing matrices is equivalent to the UDB framework [7] but with an additional requirement of µ(U) ∼ 1/ √ m. The UDB framework has been proved to support uniform recovery guarantees for conventional CS problem, while with the extra condition it is now shown to provide uniform recovery guarantees for the CS with sparse corruptions problem. Theorems III.2 holds for many existing and new structured sensing matrices as long as they can be decomposed into A = UD B, e.g., partial random circulant matrices [28] and random probing [30] . To elaborate further, consider the partial random circulant matrices
where C ǫ denotes the circulant matrix generated from ǫ, and R Ω : C n → C m represents an arbitrary/deterministic subsampling operator with Ω being the set of selected row indices. Suppose ǫ = F * ξ, where F is a normalized DFT matrix and ξ is a length-n random vector with independent, zero-mean, unit-variance, and sub-Gaussian entries. Let D = diag(ξ), we have A = n m R Ω F * DF. It can be observed that U = n m R Ω F * is a UTF and B = F is a unitary matrix. Hence, Theorems III.2 implies that any sparse signal x and sparse corruption z can be faithfully recovered from the measurement model
In some situations, the proposed framework can still provide reliable recovery guarantee even if the corruption is sparse in some basis. Suppose the corruption is sparse under some fixed and known orthonormal transformation H, i.e. H * H = I. We consider the measurement model
It is clear that this setting can be reduced to
Notice that H * A = H * UD B := UD B, where U = H * U is still a UTF due to the orthogonality of H. Therefore, if µ( U) ∼ 1/ √ m, Theorem III.2 still holds in this measurement model.
B. Randomly sub-sampled orthogonal system
Next, we consider the corrupted sensing measurement model for randomly sub-sampled orthogonal system. Recall that, for this class of matrices, the only existing result is for the nonuniform recovery guarantee. We prove the uniform recovery guarantee for such matrices provided that the corruption is sparse on certain sparsifying domain. Suppose λ ∈ R n is a random Bernoulli vector with i.i.d. entries such that P(λ i = 1) = m n ∀i ∈ [n] and Ω ′ = {i : λ i = 1} with |Ω ′ | = M , the random sampling operator R Ω ′ ∈ R M×n is a collection of the i-th row of an n-dimensional identity matrix for all i ∈ Ω ′ . Here, M is random with mean value m. The observation model is
where A = n M R Ω ′ G is a randomly sub-sampled unitary matrix and H is an M × M unitary matrix with µ(H) ∼ 1/ √ M . From our analysis in previous subsection, the uniform recovery performance can be guaranteed as long as the associated matrix Θ satisfies the (s, k)-RIP. The following result is proved in Appendix C.
where {c i } i=7,...,10 are some absolute constants, then with probability at least
The uniform recovery guarantee can be easily proved by combining Lemma III.3 and II.2. We note that our results is applicable when the sparsifying transform H of the corruption satisfies the requirement as in the above Lemma, e.g. a normalized DFT or Hadamard matrix.
C. Nonconvex optimization
We have shown the (s, k)-RIP for two popular classes of structured sensing matrices, which proves the recovery guarantee for the recovery of the sparse signal and corruption via the l 1 -norm minimization algorithm (3). However, our (s, k)-RIP analysis on the structured sensing matrices is also applicable to prove the recovery guarantee for nonconvex optimization. Consider the following formulation of the problem
It was demonstrated in [32] that the unique minimizer of the l p minimization problem (0 < p < 1) min x,z
is exactly the pair (x ⋆ , z ⋆ ) if the combined matrix [A, H] satisfies the (s, k)-RIP, where ν is the regularization parameter. In addition, the l p minimization approach still provide stable recovery even when there is additional dense noise as long as the (s, k)-RIP holds [32] , [33] . The l p minimization problem can be numerically solved via an iteratively reweighted least squares (IRLS) method [34] . However, the only sensing model mentioned in [32] that satisfies the (s, k)-RIP is when A being random Gaussian matrices and H being an identity matrix. With our (s, k)-RIP analysis, many structured sensing matrices can be employed to provide exact/stable recovery performance for this corrupted sensing problem via l p minimization.
D. Comparison with related literature
In this part, we compare our main results with related literature.
1) Sparse signal, sparse corruption: [8] proved that sensing matrices with independent Gaussian entries provide uniform recovery guarantee for corrupted CS by solving (3) for all vectors x ⋆ and z ⋆ satisfying x 0 ≤ αm/(log(n/m) + 1) and z ⋆ 0 ≤ αm. The difference is that our theorems come with a stronger requirement on the sparsity of x ⋆ and the sparsity of z ⋆ , which is a compensation on the employment of structured measurements.
[8] also proved the recovery guarantee for structured sensing matrices that belong to the framework proposed in [10] . Here, faithful recovery is guaranteed provided that x 0 ≤ αm/(µ 2 log 2 n) and z ⋆ 0 ≤ βm/µ 2 , where µ is the coherence of the sensing matrix. [9] considered the corrupted CS with sensing matrices that are randomly subsampled orthogonal matrix, and proved similar results. Notice that the requirements on the sparsity of x ⋆ in these works seem less strict than that in our result. However, in both [8] and [9] , performance guarantees of their structured sensing matrices rely on the assumption that the support set of x ⋆ or z ⋆ is fixed and the signs of the signal are independently and equally likely to be 1 or −1 [8, Section 1.3.2] [9, Section II.B] (i.e. a nonuniform recovery guarantee). While in our theorem, two classes of structured sensing matrices (including randomly subsampled orthgonal matrix) are shown to provide uniform recovery guarantee for corrupted CS.
2) Structured signal, structured corruption: In a recent work [35] , sensing with random Gaussian measurements for general structured signals and corruptions (including sparse vectors, low rank matrix, sign vectors and etc) has been proven. However, our study departs from it in the following aspects: [35] proved a nonuniform recovery guarantee for the recovering of sparse signals from sparse corruptions and dense noise. In our paper, we established a uniform recovery guarantee for the corresponding problem. Moreover, [35] considered random Gaussian matrices, while we propose structured sensing matrices.
We have shown that a large class of structured sensing matrices can provide faithful recovery for the sparse sensing with sparse corruption. Whether such structured measurements can be applied in a general corrupted sensing problem (e.g. structured signal with structured corruption) is still open. Extension of our measurement framework to the general corrupted sensing problem is interesting for further study.
Other works related to the recovery of signals from corrupted measurements include [36] - [43] . However, their models are essentially different from the one in our paper.
Remark III.4. We note that the value of the regularization parameter λ in Theorem III.2 is chosen for the theoretical recovery guarantee. In practice, when no a priori knowledge on the sparsity levels of the signal and the corruption is available, λ can usually be taken by cross validation. On the other hand, if it is known a priori that the corruption (the signal) is very sparse, one can increase (decrease) the value of λ to improve the overall recovery performance. Similar discussion on the theoretical and practical settings of the regularization parameter has also been noted in [ 
IV. NUMERICAL SIMULATIONS
In this section, we verify and reinforce the theoretical results of Section III with a series of simulations. We present experiments to test the recovery performance of the penalized recovery algorithm for the proposed structured sensing matrices. In each experiment, we used the CVX Matlab package [44] , [45] to specify and solve the convex recovery programs.
Two different ways of generating sparse vectors are considered:
• Gaussian setting: the nonzero entries are drawn from a Gaussian distribution and their locations are chosen uniformly at random, • Flat setting: the magnitudes of nonzero entries are 1 and their locations are chosen uniformly at random.
A. Penalized Recovery
This experiment is to investigate the empirical recovery performance of the penalized recovery algorithm (3) when the dense noise is zero. Here, the sensing matrix (Mtx-I) A = UDB of size m × n with m = 256 and n = 512 is constructed as below.
1) Arbitrarily select m = 256 rows from a 512 × 512 Hadamard matrix to form a new matrix, which is then normalized by 1/ √ m to form the UTF U.
2) The diagonal entries of the diagonal matrix D are i.i.d.
Bernoulli random variables. 3) B is a normalized Hadamard matrix. We vary the signal sparsity and the corruption sparsity with s ∈ [1, 100] and k ∈ {10, 20, 30}. For each pair of (s, k), we draw a sensing matrix as described above and perform the following experiment 100 times: 1) Generate x ⋆ with sparsity s by the Gaussian setting 2) Generate z ⋆ with sparsity k by the Gaussian setting 3) Solve (3) by setting λ = 1 4) Declare success if 4
The fraction of successful recovery averaged over the 100 iterations is presented in Fig. 1a . To demonstrate the performance for signals and corruptions that do not have i.i.d. signs, the experiment is repeated by generating the sparse vectors x ⋆ and z ⋆ based on the Flat setting as shown in Fig. 1b . It can be seen that in both scenarios the performance improves as the sparsity of the corruption decreases. Next, we demonstrate the performance of the penalized recovery algorithm when the sensing matrix is from a randomly subsampled orthogonal matrix. The sensing matrix (Mtx-II) A is a collection of randomly selected M = 256 rows from a 512 × 512 Hadamard matrix, and normalized by n/M . The corruption is M/nHz, where H is an M × M normalized Hadamard matrix. For each pair of (s, k), we repeat the above steps 100 times to obtain the probability of success (see Fig.  2 ). It is noted that the recovery performance of Mtx-I is better than that of Mtx-II. This seems consistent with our theoretical analysis as random the subsampled orthogonal matrix shows more stringent recovery condition than the UDB framework (see Proposition III.1 and Lemma III.3). However, since the (s, k)-RIP is a sufficient condition for the recovery guarantee, it may not fully reflect the performance gap between the two classes of structured sensing matrices. Further investigation based on a necessary and sufficient condition for the recovery guarantee of the corrupted CS problem is a difficult, but interesting open question.
B. Stable recovery
We study the stability of the penalized recovery algorithms when the dense noise is nonzero, i.e., ε = 0, and compare the performance of structured sensing matrix (Mtx-I) with random Gaussian sensing matrix. In this experiment, the 256by-512 sensing matrix (Mtx-I) is constructed as in previous subsections. We fix the signal and corruption sparsity levels at s = 10 and k = 10 respectively. The dense noise w consists of i.i.d. Bernoulli entries with amplitude ε. We vary the noise level with ε ∈ [0, 0.1], and perform the following experiment 100 times for each ε: 
An average recovery error is then obtained for each ε. Fig. 3 depicts the average error with varying noise levels. Our results in Theorems III.2 imply that the recovery errors are bounded by the noise level ε up to some constants. Fig. 3 clearly shows this linearity relationship. In addition, we repeat the above experiments with an iteratively reweighted least squares approach [34] using p = 0.5. As shown in Fig. 3 , the structured sensing matrix is still able to demonstrate stable performance by the nonconvex optimization algorithm.
V. CONCLUSION
We have studied a generalized CS problem where the measurement vector is corrupted by both sparse noise and dense noise. We have proven that structured random matrices encompassed in the UDB framework or the randomly subsampled orthogonal system can satisfy the sufficient condition, i.e., the (s, k)-RIP. These structured matrices can therefore be applied to provide faithful recovery of both the sparse signal and the corruption by the penalized optimization algorithm as well as the nonconvex optimization algorithm. Our simulations have clearly illustrated and reinforced our theoretical results.
APPENDIX A PROOF OF PROPOSITION III.1
Throughout the proof in this and the following sections, C and c denote an absolute constant whose values may change from occurrence to occurrence. The (s, k)-RIP constant δ s,k can be equivalently expressed as
where T := {(x, z) :
To complete the proof, we need to derive bounds on the dimensions and parameters of the problem such that δ s,k < δ ′ for any δ ′ ∈ (0, 1). In our framework, Θ = [A, I], A = UD B, the RIP-constant can be further reduced to
In the following, we will derive bounds on the number of measurements m such that for any δ ∈ (0, 1) the RIP-constant δ s,k is upper bounded by δ.
Note that sup x∈Ds,n Ax 2 2 − x 2 2 is the restricted isometry constant in the standard RIP definition (4) . Then, by [7, Theorem III.2] , we reach the following result. Suppose, for any δ ∈ (0, 1), m ≥ 4c 1 δ −2 sñµ 2 ( B)(log 2 s log 2ñ ), then δ 1 ≤ δ/2 holds with probability at least 1 −ñ −(logñ)(log s) 2 .
Let δ 2 = 2 sup (x,z)∈T | Ax, z |, we have
where v = (z * Udiag( Bx)) * , A v is defined by
U ∈ C m×ñ is a UTF with µ(U ) ∼ 1/ √ m, and B ∈ Cñ ×n represents a column-wise orthonormal matrix. The following lemma is proved in Appendix B.
Lemma A.1. Suppose ξ is a length-ñ random vector with independent, zero-mean, unit-variance, and L-subgaussian entries. For any δ ∈ (0, 1), if
then sup v∈Av | v, ξ | ≤ δ/2 holds with probability exceeding 1−exp(− log 2 s log 2ñ ), where c, c 1 and c 2 are some constants depending only on L.
Combining (16) with Lemma A.1, we have, for any τ > 0, δ 2 ≤ cδ holds with probability exceeding 1 − exp(− log 2 s log 2ñ ) for some constant c.
Finally, Proposition III.1 can be obtained by combining the above results. Suppose, for any δ ∈ (0, 1), m ≥ c 1 δ −2 sñµ 2 ( B)(log 2 s log 2ñ ), m ≥ c 2 δ −2 k log 2 m log 2ñ and µ(U ) ∼ 1/ √ m, then we have δ s,k ≤ δ 1 + δ 2 ≤ δ with probability exceeding
A metric space is denoted by (T, d) , where T is a set and d is the notion of distance (metric) between elements of the set. Then, for every p ≥ 1,
where C is a constant depends only on L.
Here, N A (ξ) represents the supremum of certain stochastic processes indexed by a set of matrices A. The above Proposition implies that N A (ξ) can be bounded by three parameters: the suprema of Frobenius norms d F (A), the suprema of operator norms d 2→2 (A) and a γ 2 -functional γ 2 (A, · 2→2 ), which can be bounded in terms of the covering numbers N (A, · 2→2 , u) as below.
where the integral is known as Dudley integral or entropy integral [46] .
We can transfer the estimates on the moment (18) to a tail bound by the standard estimate due to Markov's inequality (see [5, Proposition 7.15] 
It can be observed that ∆ can be expressed in the form of N A (ξ), where S and A are replaced with v and A v , respectively. Now, we only need to estimate the parameters d F (A v ), d 2→2 (A v ) and γ 2 (A v , · 2→2 ) before bounding ∆ by using Theorem B.2. Since A v is a set of vectors, we have
For any vector x ∈ D s,n , we denote by x s the lengths vector that retains only the non-zero elements in x. And correspondingly for any vector b ∈ C n , we denote by b s the length-s vector that retains only the elements that have the same indexes as those of the non-zero elements in x. We have, for any
where the last inequality is due to x 2 2 + z 2 2 = 1. Therefore,
Following the same steps, we can alternatively obtain, for
This provides another upper bound
We note that both (20) and (21) are valid bounds, and they are not comparable to each other since the relationship between s and k is unknown. It will be clear later that both bounds are useful for computing the entropy integrals, in particular, (20) and (21) are used for computing I 1 and I 2 respectively (as in (24)).
Next, we bound γ 2 -functional γ 2 (A v , · 2 ) by estimating the covering numbers N (A v , · 2 , u). The derivation is divided into two steps.
Step
For the metric space (D 1 , · K1 ), we take D 1 to be a u 2 -net of
For the metric space (D 2 , · K2 ), we take D 2 to be a u 2 -net of
For any v = (z * Udiag( Bx)) * ∈ A v , there existv = (z * Udiag( Bx)) * ∈Ā v withx ∈ D 1 andz ∈ D 2 obeying
where (a) is due to the fact that z 2 ≤ 1 and x 2 ≤ 1.
Hence,
The γ 2 -functional γ 2 (A v , · 2 ) can now be estimated by
Step 2. Estimate the covering numbers N (D 1 , · K1 , u/2) and N (D 2 , · K2 , u/2) and the entropy integrals. We estimate each covering number in two different ways. For small value of u, we use a volumetric argument. For large value of u, we use the Maurey method ( [28, Lemma 4.2], or [5, Problem 12.9] ). Then, the resultant covering number estimates can be used to compute the entropy integrals I 1 and I 2 . Similar techniques on the covering number estimation and the entropy integral computation have been used in the CS literature, i.e., [6] , [7] , [28] , [47] . From [7, Equation (28)] and (20), we have I 1 sñ m µ( B)(log s)(logñ).
It remains to estimate N (D 2 , · K2 , u/2) and compute I 2 . 1) small u. We observe that D 2 is a subset of the union of 
For any z ∈ D 2 ,
where the last step is due to the assumption that µ(U) ∼ 1 √ m . Therefore,
where the last inequality is an application of [6, Proposition 10.1] and [5, Lemma C.5].
2) large u. For any z ∈ D 2 , we have z 1 ≤ √ k z 2 ≤ √ k, which gives
Then, N (D 2 , · K2 , u/2) ≤ N ( √ kB m 1 , · K2 , u/2) = N (B m 1 , · K2 , u/(2 √ k)).
Based on the Maurey method, for 0 < u < 1 2 µ(U) √ k, the covering number can be estimated by [6, Lemma 8.3] log N (D 2 , · K2 , u/2) √ kµ(U) logñ log mu −1 ≤ k m logñ log mu −1 . (29) We note that the estimation based on Maurey method depends on the range of the parameter u (see [6, Lemma 8.3] ), which is the reason why we employ different bounds ( (20) and (21)) when computing the entropy integrals I 1 and I 2 .
We now combine the results (28) and (29) to estimate the entropy integral I 2 : we apply the first bound for 0 < u ≤ 1 
Combine (24), (25) and (30) γ 2 (A v , · 2 ) sñ m µ( B)(log s)(logñ)
Finally, we are ready to complete the proof by applying Proposition B.2. For the assumption on m and p, δ ∈ (0, 1), m ≥ c 1 δ −2 sñµ 2 ( B) log 2 s log 2ñ m ≥ c 2 δ −2 k log 2 k log 2ñ , we have, by (20) ,
By substituting the above results into Proposition B.2 (let t = log s logñ), one obtains P( sup v∈Av | v, ξ | ≤ cδ) ≥ 1 − exp(− log 2 s log 2ñ ).
The proof is completed by incorporating the constant c into c 1 , c 2 .
