We obtain a lower bound on the maximum number of qubits, Q n, ε (N ), which can be transmitted over a finite number, n, of uses of a quantum channel N , for a given non-zero error threshold ε. To obtain our result, we first derive a bound on the one-shot quantum capacity of the channel, which is stronger than previously known one-shot bounds. The method that we employ is one in which the decoding map, used by the receiver on the output of the channel, is given by the Petz recovery map (also known as the transpose channel). We obtain a second order achievability bound for quantum information transmission by computing the second order expansion of our lower bound on Q n, ε (N ). We prove that this is tighter than a second order achievability bound obtained via the standard decoupling method. For a 50-50 erasure channel (which is known to have zero quantum capacity), the second order achievability bound obtained via the Petz recovery map implies that there is a sharp error threshold above which Q n, ε (N ) scales as √ n. As intermediate results, we also derive second order achievability bounds for the protocols of entanglement transmission and entanglement generation.
Introduction
The capacity Q(N ) of a quantum channel, N , for the transmission of quantum information, is referred to as its quantum capacity. It has been proved to be given by the regularized coherent information of the channel [27, 38, 12] :
more refined expansion for Q n, ε (N ). To this end, we obtain a lower bound on Q n, ε (N ) of the form Q n, ε (N ) ≥ I c (N )n + b √ n + O(log n), (1.2) explicitly evaluating the coefficient b, which depends both on the channel N and on the error threshold ε. Henceforth, we refer to a bound of the form (1.2) as a second order achievability bound on the quantum capacity, in which both the first and second order terms in n are explicitly given for any ε ∈ (0, 1). In particular, I c (N ) is a lower bound on the first order asymptotic rate of quantum information transmission. Note that it follows from the strong converse property of the quantum capacity of the so-called generalized dephasing channel [43] that, for such a channel, I c (N ) is exactly equal to the first order asymptotic rate (and not just a lower bound on it) for any ε ∈ (0, 1). Moreover, from the results of Morgan and Winter [28] it follows that, for degradable channels, the first order asymptotic rate is given by I c (N ) for ε ∈ (0, 1/2). 3 We arrive at a lower bound on Q n, ε (N ) by studying two other information-processing tasks: entanglement transmission and entanglement generation. As their names suggest, these tasks (or protocols) respectively entail the transmission of entanglement from the sender (Alice) to the receiver (Bob), and the generation of entanglement between them, over multiple uses of the channel N . It is known [2, 24, 12] that in the asymptotic, memoryless setting, the capacities of the channel for both these protocols are given by the expression (1.1) and hence are equal to Q(N ). Let us denote the analogues of Q n, ε (N ) for these protocols as Q n, ε et (N ), and Q n, ε eg (N ), respectively. They denote the number of ebits transmitted or generated over n uses of the channel N , with a maximum error ε. Bounds on these quantities can be computed more readily than Q n, ε (N ). Moreover, there are (upper and lower) bounds [24, 6] relating these quantities to Q n, ε (N ). Hence, a lower bound on either Q n, ε et (N ) or Q n, ε eg (N ) directly yields a lower bound on Q n, ε (N ). Our strategy for obtaining a lower bound on Q n, ε (N ) of the form (1.2) is to first obtain corresponding bounds on Q n, ε et (N ) and Q n, ε eg (N ). A natural starting point for such an analysis is the one-shot setting (n = 1), in which one considers a single use of the channel N . Hence, we first derive one-shot achievability bounds (i.e. lower bounds) on Q 1, ε * (N ) with * ∈ {et, eg}. The corresponding bounds on Q n, ε * (N ) are then obtained by simply replacing N in the one-shot bound by N ⊗n , and these are in turn used to obtain second order achievability bounds on Q n, ε (N ).
Decoding via the Petz recovery map
An important ingredient in deriving achievability bounds on quantum capacities has been the Decoupling Theorem [19, 14] , which gives a condition under which the state of the environment of the channel can be decoupled from the state of a reference system purifying the input to the channel. The relevance of this theorem arises from the fact that (by Uhlmann's theorem [44] ) such a decoupling ensures the existence of a decoding map that the receiver can apply to the state that he receives through the quantum channel, in order to recover the desired target state of the protocol. We refer to the proof method which uses the Decoupling Theorem as the decoupling method. We emphasize that in the decoupling method the encoding map (as usual) is chosen randomly and the explicit form of the decoding map is not known as it is implicitly determined by Uhlmann's theorem.
In this paper we introduce a novel method for deriving achievability bounds in the one-shot setting and employ it for the protocol of entanglement transmission. In contrast to the decoupling method, here the decoding map is given explicitly -in the form of the so-called Petz recovery 3 Note that in [28] the error threshold is given to be 1/ √ 2 (instead of 1/2). This discrepancy arises because the error criterion used here (cf. Definition 3.1) is different from the purified distance used in [28] . map [33] , which is also known as the transpose channel. More precisely, as in the decoupling method we choose the encoding map randomly, yet fixing the decoding map to be given by the Petz recovery map. We refer to this method as the transpose channel method. We show that the average fidelity under such encoding and decoding maps can be written in terms of the so-called collision relative entropy (cf. Definition 2.15). We then obtain a lower bound on the expected value of the average fidelity over the random choice of the encoding map. Putting all these together, we derive a lower bound on the one-shot capacity of entanglement transmission, and hence on the quantity Q n, ε et (N ). The corresponding lower bound on Q n, ε (N ), for quantum information transmission, is then obtained by employing the bounds relating these two quantities.
Our method is a generalization of the method introduced in [3] in which the pretty good measurement (or square root measurement) was used as the decoding measurement for the (classical) capacity of classical-quantum channels. In [3] it was observed that the probability of correct decoding under the pretty good measurement can be written in terms of the collision relative entropy. Then the joint convexity of the exponential of collision relative entropy was used to obtain a lower bound on the expected probability of correct decoding over the random choice of the codebook.
Here, for entanglement transmission, we follow similar ideas; we replace the pretty good measurement with the Petz recovery map, and the probability of correct decoding with the average fidelity. However, the joint convexity of the exponential of the collision relative entropy is not enough to obtain the desired lower bound on Q n, ε et (N ). We overcome this problem by proving a key lemma which together with the joint convexity gives the final result. This lemma and its proof technique may be of independent interest.
In order to establish the power of this new method, we compare the resulting bound of the form (1.2) on Q n, ε (N ) with the decoupling method. There, we first apply the decoupling method to the protocol of entanglement generation to obtain a lower bound on Q n, ε eg (N ). Using the relation between Q n, ε eg (N ) and Q n, ε (N ) then yields a bound on the latter. It is found that the bound obtained via the transpose channel method is tighter than the one we obtain via the decoupling method.
Main results
Using the Petz recovery map as the decoder for entanglement transmission, we arrive at the following lower bound for quantum information transmission over n uses of a memoryless channel N , with a maximum error ε ∈ (0, 1):
where V ε (N ) is an ε-dependent characteristic of the channel N called the ε-quantum dispersion (cf. Section 2.5). It takes one of two values for the ranges ε ∈ (0, 1/2) and ε ∈ (1/2, 1) respectively. The quantity Φ −1 (ε) denotes the inverse of the cumulative distribution function of the standard normal distribution (cf. Section 2.1). In contrast, by using the decoupling method for entanglement generation, we obtain the bound
Since Φ −1 (x) is a monotonically increasing function of x, it is clear that the bound (1.3) is tighter than (1.4). In Section 6 we examine the bound (1.3) for the 50-50 (symmetric) quantum erasure channel. This is a quantum channel which, with equal probability, transmits the input state undistorted, or replaces it with an "erasure state", the latter being a fixed pure state in the orthocomplement of the input Hilbert space of the channel. The capacity of this channel is known to be zero [4] , i.e., no quantum information can be transmitted with an asymptotically vanishing error through this channel. Using the results of [28] one can show that the same is true even if an error 0 < ε < 1/2 is allowed (see footnote 3 above). More precisely, if N is the 50-50 erasure channel, then Q n, ε (N ) = O(1) for every ε < 1/2. However, our bound (1.3) implies that Q n, ε (N ) ≥ O( √ n) for any ε > 1/2. We note that this bound cannot be obtained from the previous one-shot bounds for quantum capacity [7, 9] .
Related results
Our lower bounds (1.3) and (1.4) are reminiscent of the second order asymptotic expansion for the maximum number of bits of information which can be transmitted through n uses of a discrete, memoryless classical channel W, with an average probability of error of at most ε denoted by C n, ε (W). Such an expansion was first derived by Strassen in 1962 [39] and refined by Hayashi [16] as well as Polyanskiy, Poor and Verdú [36] . It is given by
where C(W) denotes the capacity of the channel (given by Shannon's formula [37] ) and V ε (W) is an ε-dependent characteristic of the channel called its ε-dispersion [36] . In the last decade there has been a renewal of interest in the evaluation of second order asymptotics for other classical information-theoretic tasks (see e.g. [17, 16, 25] and references therein) and, more recently, even in third-order asymptotics [23] . The study of second order asymptotics in Quantum Information Theory was initiated by Tomamichel and Hayashi [42] and Li [26] . The achievability parts of the second order asymptotics for the tasks studied in [42, 26] were later also obtained in [3] via the collision relative entropy.
Due to the appearance of the term Φ −1 (ε) on the right hand side of (1.5), the asymptotic expansion is often called the Gaussian approximation of C n, ε (W). In fact, such a Gaussian approximation is a common feature of the second-order asymptotics for optimal rates of all the classical and quantum information processing tasks obtained thus far.
Lower and upper bounds on the ε-error one-shot quantum capacity Q 1, ε (N ) were obtained in [7] and [9] . However, even though these bounds converge to the expression (1.1) for the quantum capacity in the asymptotic limit (n → ∞), one cannot infer the sub-leading order (in n) behavior of Q n, ε (N ) from them.
The Petz recovery map (or transpose channel) was introduced by Petz [35, 34] (see also [32] ). In [1] it was shown that, if the Petz recovery map is used as the decoding operation, then the average error incurred in sending an ensemble of commuting states through a quantum channel is at most twice the minimum error. Later, this map was also used to characterize so-called quantum Markov chain states [20] . Furthermore, it was used to study quantum error correcting codes in [30] .
Organization of the paper
In the following section we fix our notation, introduce the required definitions, and collect some basic tools that are needed to prove our main results. In particular, the definitions of the relevant entropic quantities are given in Section 2.4. In Section 3 the protocols under study, namely quantum information transmission, entanglement transmission, and entanglement generation are defined. Furthermore, we prove various inequalities between these one-shot capacities as an important ingredient in the following analysis. Section 4 contains the main results of this paper in which we prove a one-shot achievability bound and a second order achievability bound for the protocol of entanglement transmission. Our results in this section are based on the Petz recovery map. In Section 5 we prove a one-shot achievability bound and a second order achievability bound for the protocol of entanglement generation based on the standard decoupling method [14] . In Section 6 we discuss the implications of our results for the special case of the 50-50 (symmetric) erasure channel. We defer some of the proofs of results in the main text to the appendices.
Preliminaries

Notation
Let B(H) denote the algebra of linear operators acting on a Hilbert space H. In the following we only consider finite-dimensional Hilbert spaces. We denote the set of positive semi-definite operators by P(H). Let D ≤ (H) := {ρ ∈ P(H) | tr ρ ≤ 1} be the set of sub-normalized quantum states, and D(H) be the set of normalized states (density matrices). For a pure state |ψ ∈ H, we use the abbreviation ψ ≡ |ψ ψ| ∈ D(H) for the corresponding density matrix. For A ∈ P(H), we write supp(A) for the support of A, i.e., the span of eigenvectors of A corresponding to positive eigenvalues. Moreover, we let Π A be the orthogonal projection onto supp(A). For Hermitian X, Y ∈ B(H) we let {X ≤ Y } denote the orthogonal projection on the span of eigenvectors of X − Y with non-negative eigenvalues.
Hilbert spaces are often indexed by uppercase letters as in H A , and for simplicity of notation we denote H A ⊗ H B by H AB . Operators acting on H A are distinguished by subscripts as in X A ∈ B(H A ). The identity operator in B(H A ) is denoted by I A , and we often omit it by using the shorthand
A quantum channel is a linear, completely positive, trace preserving (CPTP) map
which we denote by Λ : A → B or Λ A→B . Given a Stinespring isometry U Λ :
We also use the acronym CPM for a completely positive map. The identity channel acting on B(H A ) is denoted by id A . The algebra B(H) is equipped with the Hilbert-Schmidt inner product: for X, Y ∈ B(H) it is defined as X, Y = tr(X † Y ) where X † is the adjoint of X. Then for a quantum channel Λ : A → B we may consider its adjoint map Λ * : B → A determined by
Let H A ∼ = H B be isomorphic Hilbert spaces with dim
and {|i B } d i=1 in them. Then we define a maximally entangled state (MES) of Schmidt rank m to be 
where
The inverse of the cumulative distribution function of a standard normal random variable is defined by
where Φ(z) = 1 √ 2π z −∞ e −t 2 /2 dt. Since Φ −1 is continuously differentiable, we have the following lemma:
for some ξ with |ξ − ε| ≤
Definition 2.2 (Relative entropy and quantum information variance). Let ρ ∈ D(H) and σ ∈ P(H) be such that supp ρ ⊆ supp σ. Then the quantum relative entropy is defined as
and the quantum information variance is defined as
The relative entropy and the quantum information variance satisfy the following duality relations: Lemma 2.3. Let |ψ ABC be a pure state with corresponding marginals ρ AB , ρ AC , and ρ BC , then
This lemma is proved in Appendix A.1.
Distance measures
Definition 2.4 (Distances). Let ρ, σ ∈ D(H).
1. The trace distance D(ρ, σ) between ρ and σ is defined as
where A 1 := tr √ A † A denotes the 1-norm on B(H).
2. The fidelity F (ρ, σ) between ρ and σ is defined as
For pure states ψ, ϕ ∈ H, the fidelity reduces to F (ψ, ϕ) = | ψ|ϕ |. We use this definition of fidelity even if one of ρ or σ is sub-normalized. We also use the notation
The fidelity and the trace distance are equivalent to each other in the sense that one is bounded by the other one respectively. These are the Fuchs-Van-de-Graaf inequalities and its generalizations:
Moreover, for any P, Q ≥ 0,
In our discussion we consider the following fidelities which are derived from the fidelity in Definition 2.4: Definition 2.6.
(i) [31] The average fidelity of a quantum operation Λ acting on B(H) is defined by
where dµ(φ) is the uniform normalized (Haar) measure on unit vectors |φ ∈ H.
(ii) The channel fidelity or entanglement fidelity of a quantum operation Λ acting on B(H) is defined by
where d = dim H and |Φ is a maximally entangled state (of Schmidt rank d).
In [21] (see also [31] ) the following relationship between the average fidelity and the channel fidelity was proven: Lemma 2.7. For any quantum operation Λ acting on B(H) with d = dim H, the average fidelity and channel fidelity are related by
The flip operator
In Section 4 we make use of the following operator and its properties:
Definition 2.8 (Flip operator on a subspace). Let K ⊆ H be a subspace of the Hilbert space H. We define the flip operator F K as the linear extension of the operator defined by the action
for every |ψ 1 , |ψ 2 ∈ K. For a Hermitian operator X ∈ B(H), we define F X ≡ F supp(X) .
The proofs of the following properties of the flip operator can be found e.g. in [14] .
Lemma 2.9. Let K ⊆ H be a subspace of the Hilbert space H with dim K = d K , then the following properties hold:
of K, the flip operator can be expressed as
(ii) For operators X, Y acting on K, we have tr(XY ) = tr(F K (X ⊗ Y )).
(iii) The flip operator is idempotent on its support, i.e., F 2 K = Π K ⊗ Π K where Π K is the orthogonal projection onto K.
(iv) We have:
where the integral is taken over rank-m orthogonal projections with respect to the Haar measure and
.
Entropic quantities
The von Neumann entropy of a state ρ ∈ D(H) is given by H(ρ) := − tr(ρ log ρ). For a bipartite state ρ AB ∈ D(H A ⊗ H B ), the conditional entropy H(A|B) ρ and mutual information I(A; B) ρ are defined as
The following entropic quantities play a key role in our proofs.
Definition 2.10 (Max-relative entropy). [8] Let ρ ∈ D(H) and σ ∈ P(H), then the max-relative entropy D max (ρ σ) is defined as
For ε ∈ (0, 1), the smooth max-relative entropy D ε max (ρ σ) is defined as
is a ball of sub-normalized states around the (normalized) state. 4 4 In the more general situation where ρ is also sub-normalized, the fidelity in the definition of (2.2) has to be replaced by the generalized fidelity, defined by F (ρ, σ) = √ ρ √ σ 1 + (1 − tr ρ)(1 − tr σ) for sub-normalized states ρ and σ. However, in our discussion the state ρ is always normalized.
In Section 5 it is convenient to also use the following alternative definition of a smooth maxrelative entropy:
where B ε (ρ) is the ε-ball of normalized states around ρ defined as follows:
However, this version of the max-relative entropy is equivalent to the usual definition, as stated in the lemma below. We include its proof in Appendix A.2 for convenience.
Definition 2.12 (Conditional min-entropy). Let ρ AB ∈ D ≤ (H AB ), then the conditional minentropy H min (A|B) ρ is defined as
For ε ∈ (0, 1), we consider the following definition of the smooth conditional min-entropy
We denote the standard definition of the smooth conditional min-entropy as
We also define the smooth conditional max-entropy:
Definition 2.13 (Smooth conditional max-entropy). Let ρ AB ∈ D ≤ (H AB ) and ε ∈ (0, 1), then the smooth conditional max-entropy is defined as
Lemma 2.14. The followings hold:
Let ρ ABC be a pure state and ε ∈ (0, 1), then
(ii) [40] Let ρ AB ∈ D(H AB ) and α, β > 0 be such that α + β < π/2. Then we have
(iii) [41] Data-processing inequality for max-entropy: Let ρ AB ∈ D(H AB ), ε ∈ (0, 1), and Λ : B → D be a CPTP map with τ AD := (id A ⊗Λ)(ρ AB ), then
The collision relative entropy is a central quantity in Sections 4 and 5:
Definition 2.15 (Collision relative entropy). For ρ ∈ D(H) and σ ∈ P(H) the collision relative entropy is defined as
For ρ AB ∈ D(H AB ), the collision entropy H 2 (A|B) ρ is then defined as
We use the fact that the collision entropy can be bounded from below by the min-entropy:
Another property of the collision relative entropy that we use frequently is the following convexity property:
The second order asymptotic analysis in Section 4 relies on the information spectrum relative entropy, whose quantum version was first introduced in [42] : Definition 2.18 (Information spectrum relative entropy). Let ρ ∈ D(H), σ ∈ P(H), and ε ∈ (0, 1). The information spectrum relative entropy is defined as
The following inequality between the collision relative entropy and the information spectrum relative entropy is used in our proof of the main result.
The information spectrum entropy and the smooth max-relative entropy (cf. Definition 2.10) can be bounded by each other via the hypothesis testing relative entropy defined below: Definition 2.20 (Hypothesis testing relative entropy). [45] For ρ, σ ∈ D(H) and ε ∈ (0, 1), the hypothesis testing relative entropy is defined as
We then have the following bounds:
(ii) Let ν(σ) denote the number of different eigenvalues of σ, then we have
The second order asymptotic expansion of the smooth max-relative entropy and the information spectrum relative entropy are derived in [42] . While the former is one of the main results therein, the latter is only proved implicitly.
Proposition 2.22. [42]
Let ε ∈ (0, 1) and ρ, σ ∈ D(H), then we have the following second order asymptotic expansions for the smooth max-entropy and the information spectrum relative entropy:
Observe that by Lemma 2.11 the second order expansion of the standard smooth max-relative entropy coincides with the second order expansion for D ε max (ρ ⊗n σ ⊗n ). We also record the following inequality satisfied by the smooth conditional min-entropy:
Coherent information and degradable channels
Two important quantities in our discussion are the coherent information I c (N ) and the ε-quantum dispersion V ε (N ) of a quantum channel, which we now define:
Definition 2.24 (Coherent information of a quantum channel). Let N : A → B be a quantum channel with Stinespring isometry U N :
RA be a purification of ρ A and set
Then the coherent information of the quantum channel for the input state ρ A is defined as
whereas the coherent information of the quantum channel is defined as
Define the set S c (N ) of quantum states achieving the maximum in (2.5) as
then we can introduce the ε-quantum dispersion V ε (N ) of the quantum channel N :
where for each ρ A the state ω RBE is defined as in (2.4).
Remark. Since any two purifications of ρ A are connected by a unitary acting on the purifying system R alone, the coherent information as well as the ε-quantum dispersion are independent of the chosen purification.
An important class of quantum channels are degradable quantum channels; a quantum channel N is called degradable if one can simulate its complementary channel N c by applying a degrading map Λ to its output, i.e., there is a CPTP map Λ : B → E such that Λ • N = N c . The importance of the class of degradable channels lies in the fact that the coherent information is additive for them [13] 
As we will see later (at the end of Section 3), this additivity property implies that the quantum capacity of a degradable channel is given by the single letter expression I c (N ). In this case, S c (N ) defined in (2.6) is the set of capacity-achieving quantum states for the quantum channel N .
The protocols and their figures of merit
In this section we define the protocols of quantum information transmission, entanglement transmission and entanglement generation, and their associated capacities. Suppose Alice and Bob are allowed to communicate via a quantum channel N :
, where H A denotes the Hilbert space of the system whose state Alice prepares as input to the channel, and H B denotes the Hilbert space of the output system of the channel that Bob receives. We consider the following three information-processing scenarios [13] in the one-shot setting.
Definition 3.1. Let ε ∈ (0, 1) be a fixed constant.
(i) Quantum information transmission: Alice's task is to convey to Bob, over a single use of the channel N , an arbitrarily chosen pure quantum state, from some Hilbert space H M ⊆ H A of dimension m, with an error of at most ε. More precisely, we define a one-shot ε-error quantum code as a triple (m,
Here the embedding H M ⊆ H A is Alice's encoding map and D is Bob's decoding map.
Note that by the concavity of the fidelity, (3.1) ensures that the code (m, H M , D) could be used to convey any mixed state ρ ∈ D(H M ) with
The ε-error one-shot quantum capacity of the channel N is then defined as:
For n successive uses of the memoryless channel, we define
It is the ε-error one-shot quantum capacity of the channel N ⊗n , and we refer to it as the ε-error n-blocklength quantum capacity of the channel N .
(ii) Entanglement transmission: This information-processing task is very similar to the first one, but instead of transmitting an arbitrary pure state in H M ⊆ H A , Alice is required to preserve entanglement between the system M and some reference system R which is inaccessible to her. Here, the condition given by eq. (3.1) is replaced by
where Φ m RA is a maximally entangled state of Schmidt rank m = dim H M between the subspace H M ⊆ H A and a reference system R.
The ε-error one-shot entanglement transmission capacity of the channel N is then defined as
We similarly define 6) and call it the ε-error n-blocklength entanglement transmission capacity of the channel N .
(iii) Entanglement generation: In this scenario, Alice wishes to generate entanglement shared with Bob rather than preserving it. To this end, Alice locally prepares, without loss of generality, a pure bipartite state |Υ RA ∈ H R ⊗ H A whose A-part she sends through the quantum channel N over a single use of the channel, while retaining the R-part. The preparation of this state comprises Alice's encoding operation. The goal for Alice and Bob is to generate a maximally entangled state Φ m RA of Schmidt rank m. Bob applies a decoding operation D : B → A to the output of the channel (which he receives), which results in the final state (id R ⊗D • N )(Υ RA ) shared between Alice and Bob. The triple (m, Υ RA , D) is called an ε-error code for entanglement generation if
The ε-error one-shot entanglement generation capacity of the channel N is then defined as:
As before we let 9) and call it the ε-error n-blocklength entanglement generation capacity of the channel N .
The following bounds between the different one-shot capacities play a key role in our analysis:
et (N ), where ε ′ is given by
Remark. By replacing N by N ⊗n in Lemma 3.2, we see that the above inequalities also hold for the n-blocklength capacities Q n, ε * (N ) of Definition 3.1. A weaker version of the above inequalities between Q 1, ε et and Q 1,ε was proved in [7] . In order to prove the second inequality, which was essentially shown in [12] , we first need to establish that forward classical communication between Alice and Bob does not increase the one-shot quantum capacities defined above. For the sake of completeness we provide a proof of this lemma in Appendix A.3.
Proof of Lemma 3.2. For the first inequality note that Alice, in an entanglement generation protocol, can fix Υ RA to be equal to Φ m RA . Then Q
follows from the definition of the two quantities in (3.5) and (3.8) respectively.
To prove the second inequality, assume that Alice and Bob successfully implement an ε-error entanglement generation protocol, for some ε ∈ (0, 1). Suppose that the final state of the protocol is given by σ RA , where the systems R and A are with Alice and Bob respectively. Then,
Let H M ⊆ H R be the support of the marginal of Φ m RA . Since σ RA is close to Φ m RA , Alice may use this entangled state shared between them to teleport [5] any state |ϕ ∈ H M to Bob. This teleportation protocol needs forward classical communication, which by Lemma 3.3 can be granted for free.
To analyse the error of the whole protocol, let us denote the teleportation part of the protocol by the CPTP map T which acts on ϕ ⊗ σ RA . Then, using (3.10) we have for an arbitrary |ϕ ∈ H M that
where in the first line we used the fact that if Alice and Bob share a maximally entangled state Φ m RA , then they can use the teleportation protocol to perfectly transfer ϕ from Alice to Bob. In the second line we use the monotonicity of the fidelity under CPTP maps. Therefore, the entanglement generation protocol followed by the teleportation protocol allows Alice and Bob to transmit any state |ϕ ∈ H M with dim H M = m with an error of at most ε. Hence, the claim follows.
To prove the third inequality
, note that by Definition 3.1(i) of the protocol for quantum information transmission there exists a code (m,
Then, using Lemma 2.7 with Λ = D • N and d = m and Definition 3.1(ii), we have
As a result, defining
is a one-shot ε ′ -error code for the entanglement transmission protocol with m = exp Q 1, ε (N ), and hence
The last inequality holds since ε ′ ≤ 2ε.
For each of the three n-blocklength capacities Q n, ε (N ), Q n, ε et (N ), or Q n, ε eg (N ) defined respectively by (3.3), (3.6) and (3.9) above, the corresponding capacity in the asymptotic memoryless setting is defined as
where Q n, ε * is one of the three n-blocklength capacities listed above. As mentioned in the introduction, it was shown [2, 24, 13, 12] that (3.11) is the same operational quantity for all three capacities. By the Lloyd-Shor-Devetak theorem [27, 38, 12] it is given by the following expression:
Note that if N is degradable, then by the additivity of coherent information for degradable channels the regularized expression in (3.12) reduces to the single letter expression
(3.13)
Entanglement transmission via the transpose channel method
The main result of this section is a lower bound on the one-shot ε-error entanglement transmission capacity. We then use this lower bound in Section 4.3 to prove a lower bound on the n-blocklength capacities. Throughout this section, we abbreviate ρ ≡ ρ A .
Theorem 4.1 (One-shot bound). Let N : A → B be a quantum channel and fix ε ∈ (0, 1). Then for every density matrix ρ, the one-shot ε-error entanglement transmission capacity, defined through (3.5), satisfies:
Here, Ψ ρ is a purification of ρ, and for i = 1, 2 the parameters ε i , δ i > 0 are chosen such that
As explained in the introduction, the proof of this theorem follows from similar ideas as those in the proof of the achievability bound of [3] for the classical capacity of quantum channels. Our proof consists of the following steps: Step (a) is fairly standard and amounts to choosing a random subspace as the code space. We use ideas from [18] to determine the distribution according to which we pick this random subspace.
Steps (b) and (c) are borrowed from [3] , where the pretty good measurement was used to decode a classical message. There it was observed that the (average) probability of successful decoding can be written in terms of the collision relative entropy. Here for the quantum capacities, the pretty good measurement is replaced with the Petz recovery map (also known as the transpose channel). We therefore refer to the method presented in this section as the transpose channel method. Note that in the case of classical-quantum channels the transpose channel reduces to the pretty good measurement; hence, we can regard the former as a generalization of the latter. It is easy to see that the average fidelity for entanglement transmission, obtained by the transpose channel method, can be written in terms of the collision relative entropy.
In [3] , in order to prove the achievability bound for the capacity of a classical-quantum channel, the final step was to use the joint convexity property of the collision relative entropy similar to step (e). However, this property by itself is not sufficient for obtaining the desired lower bound. To overcome this problem, we insert step (d) where we prove a key lemma (Lemma 4.4). This lemma should be considered as the main new ingredient of our method. After proving it in Section 4.1 below, we then proceed with the proof of Theorem 4.1 in Section 4.2.
A key lemma
In the following, H is a Hilbert space of dimension d with the computational orthonormal basis {|1 , . . . , |d }. Later we will take H to be H A , the input space of the channel. 
For any unitary operator U , define the unitary operator Z U through the relation
is the basis defined above with respect to U . Moreover, for every X ∈ B(H) let Γ X be the superoperator defined by
The following characterizations of the dephasing map T U follow from straightforward calculations. In the sequel, we abbreviate u i ≡ |u i u i | and u * i ≡ |u * i u * i |.
Lemma 4.3.
(ii) For every unitary operator U we have
Now we are ready to state and prove our key lemma. 
Proof. We use the following notation: Fix a unitary operator U , and for 0
By Lemma 4.3 we have
which implies that
We then compute:
where the fifth equality follows from (4.4) as well as the assumption that Γ Z U ⊗ id B (σ) = σ, and the inequality follows from the fact that both the operators id R ⊗Λ(Φ) and σ −1/2 ρ (j) σ −1/2 (for all j) are positive semi-definite.
Proof of Theorem 4.1
Let ρ A be an input state of the channel N : A → B. We assume without loss of generality that ρ is full-rank, since otherwise we may restrict H A to the support of ρ. In the following we use the notationρ = dρ. Furthermore, we let
be a purification of ρ A .
Code construction: Let m be a positive integer to be determined. Let P be a rank-m projection acting on H A . Later we will assume that P is chosen randomly according to the Haar measure, but for now we assume that P is fixed. Define S := ρP ρ, and let Π S be the projection onto the support of S, i.e.,
We choose supp(S) as the code space. Since ρ is full-rank, S has rank m. As a result, the code space supp(S) is of dimension m.
With the above construction, for every |ψ ∈ supp(P ) we have √ρ |ψ ∈ supp(S). Moreover, S −1/2 √ρ |ψ ∈ supp(S) where S −1 is computed on its support. Let us fix some orthonormal basis {|v 1 , . . . , |v m } of supp(P ), and define
Then for every i we have |w i ∈ supp(S). Furthermore,
This implies that {|w 1 , . . . , |w m } is an orthonormal basis of the code space. In particular, for every |ψ ∈ supp(P ) we have
Decoder: For the decoder we choose the Petz recovery map (or transpose channel):
Recall that Γ X is defined in (4.2) and N * : B → A is the adjoint of N . It is easy to verify that D : B → A is a CPTP map, and hence a valid decoder. It satisfies the property D(N (S)) = S. By the definition of the adjoint map, for every |φ ∈ supp(S) we have
In particular, if we choose |φ = S −1/2 √ρ |ψ for some |ψ ∈ supp(P ), then, it follows from (4.5) that |φ is normalized, and
Flip operators: The flip operator (cf. Definition 2.8 and Lemma 2.9) of the code space is given by
Average fidelity of the code: We are now ready to compute the average fidelity of the code supp(S):
where µ(·) denotes the Haar measure, and F B is the flip operator corresponding to H B . Using the definition of the adjoint map and Lemma 2.9, we continue:
where in the last line we used S 1/2 S −1/2 √ρ |ψ = Π S √ρ |ψ = √ρ |ψ for every |ψ ∈ supp(P ).
Average fidelity in terms of collision relative entropy: We now express the average fidelity in terms of the collision relative entropy.
Therefore,
Random code space:
We now assume that the projection P (of rank m) is chosen randomly with respect to the Haar measure. Then the code space supp(S) itself becomes random. Hence, we can bound the expectation of the average fidelity of our code by
where the integration in the third line is again over |ψ ∈ supp(P ). We refer to the terms appearing in the second and third line as T 1 and T 2 respectively. To analyse the first term T 1 , we use Lemma 4.4. Note that the term T 2 vanishes if ρ is a maximally mixed state (and correspondingly |Ψ ρ is a maximally entangled state).
Analysis of the first term:
The first step in analysing T 1 is to use Fubini's theorem to change the order of integrals:
In the above integral the state |ψ ∈ supp(P ) is distributed according to the Haar measure. Furthermore, for any such state |ψ there is a projection P ′ of rank m − 1 such that P = ψ + P ′ . Indeed, if we let |ψ ⊥ := {|v : ψ| v = 0, |v ∈ H A }, be the orthogonal subspace of |ψ , then P ′ is a projection onto some (m − 1)-dimensional subspace of |ψ ⊥ . Moreover, this projection P ′ is distributed, independent of |ψ , according to the Haar measure. Putting these together, we find that
The next step is to use the joint convexity of the exponential of the collision relative entropy from Lemma 2.17. We obtain
where in the second line we use
Then, usingρ = dρ the above bound can be written as
To choose the random (Haar distributed) vector |ψ , we may first choose a random (Haar distributed) unitary operator U and then take |ψ = |u * i , for a fixed i, where |u i is given by Definition 4.2. We then have
where the last inequality follows from the joint convexity of exp D 2 (· ·).
We now use Lemma 4.3 and Lemma 4.4 to obtain:
Note that here we applied Lemma 4.4 with the choice Λ = N • Γ √ρ and
Once again using the joint convexity of exp D 2 (· ·), we find that
Using Lemma 4.3, we compute
where we used Ψ ρ = id R ⊗Γ √ρ (Φ) and
,
Observe that α ′ + β ′ = 1, which follows from (4.6). Finally, we use Lemma 2.19 to bound the collision relative entropy by the information spectrum relative entropy. For any δ 1 ∈ (0, 1) we obtain
Let us fix ε 1 ∈ (δ 1 , 1). Then T 1 ≥ 1 − ε 1 follows from assuming that
This inequality is equivalent to
Using the facts that β ′ ≤ 1 and α ′ /β ′ ≤ 1/(md), this inequality holds if
In summary, we obtain T 1 ≥ 1 − ε 1 for ε 1 > 0, provided that for some 0 < δ 1 < ε 1 we have
Analysis of the second term: The main ideas in this part have already appeared in the analysis of the first term, so we leave the details for Appendix B. There, assuming
for 0 < δ 2 < ε 2 , we show that
The last step: Putting the above bounds on T 1 and T 2 together, we conclude that
Then, using Lemma 2.7 and writing the entanglement fidelity in terms of the average fidelity, we conclude that there exists a projection operator P such that, for the code space supp(S), where S = √ρ P √ρ , we have
with ε defined by
This means that
Asymptotic expansion
We now prove the main theorem of this section:
Theorem 4.5 (Second order achievability bound). Let N : A → B be a quantum channel and fix ε ∈ (0, 1). Then we have
where the coherent information I c (N ) and the ε-quantum dispersion V ε (N ) are given by Definition 2.24.
Proof. The first two inequalities in (4.8) have already been proved in Lemma 3.2. Therefore, it only remains to show the last one.
In the following we assume that (id R ⊗N )(Ψ ρ ) is not a pure state, since otherwise the channel N is an isometry for which the problem of quantum information (or entanglement) transmission is trivial, and the claimed achievability bound is immediate. In other words, letting U N : H A → H BE be a Stinespring isometry of N , we assume that in
the environment E is not completely decoupled from R. This implies that I(R; E) ω > 0, which is equivalent to 
where ε i , δ i > 0 for i = 1, 2 are chosen such that
In the following, we restrict our consideration to input states of the form ρ ⊗n where ρ ∈ D(H A ). Fix ε > 0, and for sufficiently large n define ε 1 > 0 by
Furthermore, define
such that (4.1) holds. Then for sufficiently large n, we have
Note that here we assume that ρ is not pure (since otherwise there is nothing to prove), so that tr (ρ ⊗n ) 2 tends to zero exponentially fast in n. Finally, let
Then by Proposition 2.22 and Lemma 2.1, we obtain the following expansion for the first term in (4.10):
In Appendix C we show that
where ω RBE = (id R ⊗U N )(Ψ ρ ). Then by (4.9) we obtain
Therefore, for sufficiently large n, the expression (4.12) is less than (4.13), and hence the lower bound in (4.10) is given in terms of the first term. That is, for every ε > 0 and arbitrary ρ ∈ D(H A ) we have
Since (4.14) holds for any arbitrary input state ρ ∈ D(H), we have
where S c (N ) is the set of states defined in (2.6). We have
for all states ρ ∈ S c (N ), and noting that Φ −1 (ε) < 0 for ε < 1/2 (resp. Φ −1 (ε) ≥ 0 for ε ≥ 1/2), we obtain
The proof is then completed by employing definition (2.7) of V ε (N ).
Entanglement generation via the decoupling method
In the previous section we derived a one-shot bound on the entanglement transmission capacity via the transpose channel method. As mentioned in the introduction, this new method gives a strictly stronger bound when compared to previous one-shot bounds which are mostly based on the Decoupling Theorem. In this section we want to highlight this fact by deriving a one-shot achievability bound for the entanglement generation capacity based on the decoupling method. Later, we compare the bound obtained via the decoupling method with the bound of Theorem 4.1.
Our one-shot bound on the entanglement generation capacity is based on the following modification of the Decoupling Theorem of Dupuis et al. [14] . We leave the proof of this proposition to Appendix D. Note that our modification below provides a stronger bound than the main Decoupling Theorem in [14] . Proposition 5.1. Let T : A → B be a CPM satisfying tr(T (π A )) = 1, with Choi state τ A ′ B , and let δ ∈ (0, 1). Further, let ρ AE ∈ D(H AE ) be arbitrary and denote byρ AE the normalized state such that H δ min (A|E) ρ = H min (A|E)ρ. Then we have
This modified decoupling theorem enables us to obtain an achievability bound on the one-shot entanglement generation capacity: Proposition 5.2. Let N : A → B be a quantum channel with Stinespring isometry U N : H A → H BE , let ρ A ∈ D(H A ), and for an arbitrary purification Ψ ρ RA of ρ A define |ω RBE := (I R ⊗ U N )(Ψ ρ RA ). Further, let ε ∈ (0, 1) and δ ∈ (0, ε/2). Then we have:
for ∆ ≥ 0 chosen such that the right-hand side is the logarithm of an integer.
Proof. Throughout the proof we abbreviate
denote the basis that we fixed in (2.1) and define the projector
where M denotes a subsystem with Hilbert space
Hence, τ R = 1 m P m R =: π m R , which implies that tr(Λ m (π R )) = 1. The modified decoupling theorem, as given in Proposition 5.1, applied to Λ m and the state ω RE yields:
Here, δ > 0 is a constant to be specified later, andω RE is a state such that H δ min (R|E) ω = H min (R|E)ω. We also used that H 2 (R ′ |R) τ = − log m.
We now assume that the right-hand side of (5.1) is upper bounded by 2ε ′ for some ε ′ > 0, that is,
enforcing that δ ∈ (0, ε ′ ). For any unitary operator U acting on H R we define the un-normalized state
and denote q(U, m) = trσ m RA (U ). Hence, σ m RA (U ) := q(U, m) −1σm RA (U ) is a normalized state. Furthermore, we have
where we suppressed identity operators and used a standard Haar integration argument in the third equality. Hence, q(U, m) satisfies q(U, m) ≥ 0 and dµ(U ) q(U, m) = 1, and therefore dµ ′ (U ) := q(U, m)dµ(U ) is a valid measure on the unitary group on H R . Observe that
Then by (5.1) and (5.2), we have
As a result, letting ε ′ = ε/2 we obtain
Here in the second line we used (5.3) and (5.4), in the third line we used the convexity of x → x 2 , in the fourth line we applied Lemma 2.5, and in the last line we used F 2 (cρ, σ) = cF 2 (ρ, σ). We conclude that there is some unitary operator U such that
Let ψ EE ′ be a purification ofω E . Then
where the first equality is Uhlmann's theorem, with the maximization over all isometries V : H B → H AE ′ . In the second equality we choose a maximizing isometry U D and define the corresponding
. The inequality follows from the monotonicity of the fidelity under partial trace. Therefore, letting |Υ RA = |σ m RA (U ) we find that 
where δ ∈ (0, ε/2) and ∆ ≥ 0 is chosen such that the right-hand side is the logarithm of an integer.
Asymptotic expansion
In the following theorem we compute the asymptotic expansion of the bound of Proposition 5.2.
Theorem 5.3. Let ε ∈ (0, 1) and N : A → B be a quantum channel. Then log n for some constantε ∈ (0, ε), then where U N : H A → H BE is a Stinespring isometry of the quantum channel N . From the one-shot achievability bound in Proposition 5.2 we obtain the following for ε ∈ (0, 1) and δ ∈ (0, ε/2):
where in the last line we used Lemma 2.11. We set δ = ε/2 − 1/ √ n and apply the second order asymptotic expansion of the max-relative entropy, Proposition 2.22, together with Lemma 2.1 to obtain
where we used the duality relations from Lemma 2.3. Since (5.9) holds for any arbitrary input state ρ A ∈ D(H A ), we have
where S c (N ) is the set of states defined by eq. (2.6). Setting ε ′ = ε 2 4 , noting that Φ −1 (ε ′ ) < 0 for all ε ∈ (0, 1), and using the definition (2.7) of V ε ′ (N ), we then obtain
and observe that for sufficiently large n we have δ >ε. Subsequently,
Further, define
then by (5.10) we have ε ≥ δ ′ for sufficiently large n. Therefore,
where we used Lemma 3.2 in the second line and Lemma 2.1 and (5.9) in the last line.
6 Example: 50-50 erasure channel
Let N : A → B be the 50-50 (symmetric) erasure channel, which has zero capacity by the NoCloning theorem. In this section, we study the ε-error n-blocklength capacities of N , based on ideas from [28] . Let ε ∈ (0, 1/2) and m = exp Q 
Furthermore, let |ω R n B n E n be a purification of (id R n ⊗N ⊗n )(Φ m R n A n ). Note that since N is a symmetric channel, |ω R n B n E n can be chosen to be symmetric with respect to the exchange of the subsystems B n and E n .
It is easy to verify that for any state σ A n we have
On the other hand, by (6.1) we have Φ m R n A n ∈ B √ ε (θ R n A n ) where θ R n A n := (id R n ⊗D)(ω R n B n ). Therefore,
where we used (6.2) in the last line. We continue to bound:
where α is chosen such that sin α = √ ε. Here in the third line we used the data processing inequality for the smooth max-entropy, Lemma 2.14(iii). In the fourth line we used the duality relation for the smooth min-and max-entropies, Lemma 2.14(i). In the fifth line we used the symmetry of ω R n B n E n , and in the last line we used Lemma 2.14(ii) as well as the fact that ε < 1/2. The latter implies that α, defined through sin α = √ ε, satisfies α ∈ (0, π/4).
Comparing the third and last lines of (6.3), we find that
We conclude that we have a constant upper bound on Q n, ε et (N ) for arbitrary n and ε < 1/2. On the other hand, consider the case ε ∈ (1/2, 1). By Theorem 4.5, we have
where V ε (N ) = max ρ∈Sc(N ) V (ω RB I R ⊗ ω B ) for this range of ε (cf. Definition 2.24) and ω RB = (id R ⊗N )(Φ m RA ). A straightforward calculation verifies that I c (N , ρ) ≤ 0 for all ρ, and that I c (N ) = I c (N , π A ) = 0. On the other hand, by considering the maximally mixed state as the input state, we have V ε (N ) > 0 for ε > 1/2. It follows that
and the right-hand side of the above inequality is positive for sufficiently large n since Φ −1 (ε) > 0 for ε > 1/2. To summarize, for ε < 1/2, the ε-error n-blocklength capacity Q n, ε et (N ) is at most a constant independent of n, whereas Q 
or equivalently, that
Considering the Schmidt decompositions of |ψ ABC along the cuts AB/C and AC/B, one verifies that tr ρ AB log 2 ρ AB = tr ρ C log 2 ρ C and tr ρ B log 2 ρ B = tr ρ AC log 2 ρ AC . It remains to be shown that
which is equivalent to
Once again using Schmidt decomposition, we find that log ρ AB ⊗ I C |ψ ABC = I AB ⊗ log ρ C |ψ ABC and that I AC ⊗ log ρ B |ψ ABC = log ρ AC ⊗ I B |ψ ABC , which concludes the proof.
A.2 Proof of Lemma 2.11
The lower bound is an immediate consequence of B ε (ρ) ⊂ B ε (ρ).
To prove the upper bound, letρ ∈ B ε (ρ) be the state in D ≤ (H) such that D ε max (ρ σ) = D max (ρ σ), and defineρ :=ρ/ trρ. Then we have
The first inequality follows from trρ ≤ 1, and the second inequality follows from the fact that ρ ∈ B ε (ρ). Thus,ρ ∈ B ε (ρ), and hence
In (A.1) we used the fact that D max (cρ σ) = D max (ρ σ) + log c, which can easily be verified by inspection of the definition of the max-relative entropy. For (A.2) we use the bound
A.3 Proof of Lemma 3.3
Let us prove this statement for the one-shot entanglement generation capacity Q 1, ε eg (N ); the claim then follows analogously for Q 1, ε (N ) and Q 1, ε et (N ). We consider a modified entanglement generation protocol in which Alice, in addition to sending a quantum state to Bob through the channel N , is allowed to send classical information. Without loss of generality, we model this forward classical communication between Alice and Bob as follows: Alice prepares a pure state |Υ x RA , with some probability p x , where x ∈ X is some classical label from a finite set X that she sends to Bob using a noiseless classical channel. Upon receiving the Bpart of the state (id R ⊗N )(Υ x RA ) as well as the label x, Bob applies a (CPTP) decoding operation D x , resulting in the average statē
The fidelity of this modified entanglement generation protocol is given by
where in the second equality we used the fact that the squared fidelity of a pure state and an arbitrary mixed state is linear in the latter. We conclude that if the code (m, {Υ x RA } x∈X , {D x } x∈X ) is an ε-error code for entanglement generation assisted with forward classical communication, then there exists some x 0 ∈ X such that (m, Υ 
B Proof of Theorem 4.1: Analysis of the second term
Recall that
Let us denote the 1-norm expression under the integral by T ′ 2 (P, ψ), and observe that
Since |ψ ∈ supp(P ), we have ψ ≤ P and
where in the last line we used the fact that N is a CPTP map. Let |φ = S −1/2 √ρ |ψ and |φ ′ = √ρ |ψ . Then, as verified in (4.5), the vector |φ is normalized.
Thus, a straightforward calculation yields
Then, using the concavity of the square root function we have
We compute each term under the integral individually. The easiest one is the third one:
For the second term, we compute using Lemma 2.9:
We express the last term as ψ| ρS
Putting these together, we find that
Again using the concavity of the square root function, we obtain We note that γd 2 + κd = tr(P ⊗ P ) = m 2 . Therefore, We similarly have P dµ(P )(tr(ρP )) 2 = P dµ(P ) tr((ρ ⊗ρ)(P ⊗ P )) = γ tr(ρ ⊗ρ) + κ tr((ρ ⊗ρ)F A ) = γd 2 + κd 2 tr ρ 2 .
Putting these together, we arrive at where in the last line we used the joint convexity of exp D 2 (· ·). Next, writing the result in terms of dephasing maps and using Lemma 4.4 as before, we arrive at
Finally, using Lemma 2.19 we find that for any δ 2 ∈ (0, 1) we have
We now assume that
for some ε 2 > 0. Repeating the same calculations as before, this inequality holds if
Then assuming the above inequality, we obtain
C Proof of Equation (4.13)
Observe that log ε 2 − δ 2 1 − ε 2 ≥ − log n,
since δ 2 ≥ 3/n by (4.11). Then it suffices to show that
First, using Lemma 2.21(i) we have
Second, using Lemma 2.21(ii), we find that
⊗n I R n ⊗ ρ ⊗n − log ν(I R n ⊗ ρ ⊗n ) + log(1 − 2/n), where ν(I R n ⊗ ρ ⊗n ) is the number of different eigenvalues of I R n ⊗ ρ ⊗n . We note that ν(I R n ⊗ ρ ⊗n ) grows polynomially in n. Let B = B √ 1−2/n ((Ψ ρ ) ⊗n ). We continue to bound:
where in the last line we used the duality of the min-and max-entropies, Lemma 2.14(i). Next, using Lemma 2.14(ii), we have
Observe that the following holds for sufficiently large n:
Finally, using Lemma 2.23 we have
where g(t) = − log(1 − √ 1 − t 2 ). Observe that √ 1 − t 2 ≤ 1 − t 2 /2. Thus, − log(1 − √ 1 − t 2 ) ≤ − log t 2 /2, and hence
Putting all the above inequalities together yields (4.13).
D Proof of Proposition 5.1: Modified decoupling theorem
The proof of the modified decoupling theorem, Proposition 5.1, uses the following 'unsmoothed' version of the Decoupling Theorem:
Theorem D.1 (Decoupling Theorem). [14] Let T : A → B be a CPM with Choi state τ A ′ B (where A ′ ∼ = A), then we have for all ρ AE ∈ D(H AE ) that
where dµ(U ) denotes integration over the unitary group U (H A ) with respect to the (normalized) Haar measure dµ(U ).
Proof of Proposition 5.1. Letρ AE ∈ B δ (ρ AE ) be the (normalized) state such that H δ min (A|E) ρ = H min (A|E)ρ, then we can apply the Decoupling Theorem in Theorem D.1 toρ AE to obtain
where we also used Lemma 2.16 to bound the first collision entropy term by the min-entropy H δ min (A|E) ρ = H min (A|E)ρ. An application of the triangle inequality for the trace norm yields
To bound the second term of (D.2) from above, we write ρ AE −ρ AE = δ 
