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Abstract
In this paper, we show the existence of global weak solutions of the ferrimagnetic equations on compact Riemannian manifold
using the penalty method. We also show the uniqueness of the solution and its well-posedness by the energy estimates method in
lower dimensions. In particular, when the space dimension is one, we can prove that the problem is globally well-posed.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper, we consider the following ferrimagnetic equation{
ut = u×u, in M ×R+,
u(x,0) = u0, ut (x,0) = u1,
(1.1)
where u = (u1, u2, u3) : M → S2 is the unknown, |u0| = 1, M denotes the d-dimensional compact Riemannian man-
ifold without boundary, “×” denotes the vector cross product in R3 and = ∂tt − denotes the wave operator. This
equation describes the ferrimagnetic phenomena in ferrimagnetic materials which was first derived by A.B. Borisov,
V.V. Kiseliev and G.G. Talutz in [1]. It plays a fundamental role in studying ferrimagnetic materials or ferrits as the
Landau–Lifshitz equation does in studying the evolution of spin fields in continuum ferromagnetism. The Landau–
Lifshitz equation has aroused the interest of many authors and has been broadly studied, one can refer to [4,5,7,8]
and references therein. Although aroused the interests of both mathematicians and physicists greatly, the only avail-
able rigorous mathematical theory of Eq. (1.1) is the existence of weak solutions of the equation in case of Neumann
boundary condition by [6] recently. They obtained their result by using the penalized method which was broadly used
by many authors to get the existence of weak solutions of many other PDEs, in particular, the Landau–Lifshitz equa-
tion and harmonic maps, see for example F. Alouges and A. Soyeur [2], and Y. Chen [3]. Let us recall that in [6], they
* Corresponding author.
E-mail addresses: gbl@iapcm.ac.cn (B. Guo), xuekepu@tom.com (X. Pu).0022-247X/$ – see front matter © 2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2007.06.046
B. Guo, X. Pu / J. Math. Anal. Appl. 339 (2008) 312–323 313first prove that there exists a weak solution of Eq. (1.1), and in the case of dimension one they use difference method
to obtain the unique smooth solution for this equation.
In this paper, we first show the existence of global weak solutions of Eq. (1.1) by using the penalty method, then we
prove the existence and uniqueness of solutions in some Sobolev spaces by contraction mapping principle. Finally we
show that we can improve the well-posedness of the problem in some lower regularity Sobolev space by the a-priori
energy estimates method. To put forward our problem precisely, we give some notations and definitions in the sequel.
Throughout this paper, M always denotes the d-dimensional compact Riemannian manifold without boundary,
MT denotes M × [0, T ], i.e. the product of M with [0, T ], TuS2 denotes the tangent space of the 2-sphere S2 at u,
Du = (ut ,∇u) denotes the space–time derivative of u and C denotes the universal constant which can vary form line
to line. We also use ‖ · ‖ to denote the L2 norm and ‖ · ‖X to denote the X-norm.
Definition 1.1. we call u(x, t) ∈ L2(0, T ;H 1(M)), ut (x, t) ∈ L2(0, T ;L2(M)) (i.e. u ∈ H 1(MT )) a weak solution of
Eq. (1.1) with the prescribed initial conditions, provided that the following identity holds:∫
MT
ut ·Φ dx dt +
∫
MT
(u× ut ) ·Φt dx dt +
∫
M
(u0 × u1) ·Φ(x,0) dx −
m∑
i=1
∫
MT
u× ∂u
∂xi
· ∂Φ
∂xi
= 0
for any Φ ∈ H 1(MT ), with Φ(x,T ) = 0.
Then our main results read as follows.
Theorem 1.2. Let M be the d-dimensional compact Riemannian manifold without boundary. Suppose also that
u0 ∈ H 1(M,S2) and u1 ∈ L2(M,TuS2). Then there exists a global weak solution of the problem (1.1) with the initial
value (u0, u1).
Theorem 1.3. Suppose d  3, then for any data (u0, u1) ∈ H 2 ×H 1, there exists a unique local solution u of class H 2.
Further more, if d = 1, the solution extends uniquely for all time. If (u0, u1) ∈ Hs with s > 2, then so does u.
We organize this paper as follows. In Section 2, we show the existence of global weak solutions of the equation.
In this section, we first derive an equivalent form of Eq. (1.1) then we use the penalty method to show the existence
of global weak solutions. We first show the existence of weak solutions of the penalized problem, and by passing to
the limit we show the existence of global weak solutions of the original problem. Section 3 is devoted to the local
well-posedness of the problem in some Sobolev space Hk(M) (k > d2 + 2) by the contraction mapping principle.
In Section 4 we derive some energy estimates of the solution which are necessary for our proof of Theorem 1.3. With
these a priori estimates, we can show the well-posedness of the problem in H 2(M) in the last section. Further more
in the case of dimension one (d = 1), we find that the solution is global.
2. Existence of global weak solutions
This section is devoted to the existence of the global weak solutions of the equation. For this purpose, we exploit
the equivalent form
u+ u× ut + (|ut |2 − |∇u|2)u = 0 (2.1)
of Eq. (1.1). Equation (2.1) is very similar to wave maps, for which there is a long list of results and one can refer to
[9–11] and references therein. We first prove the following:
Lemma 2.1. In the classical sense, (1.1) and (2.1) are equivalent in the time interval [0, T ] on which the solution
exists.
Proof. In deed, suppose u solves (1.1). From the identity a × (b × c) = (a · c)b − (a · b)c, where a, b, c are vectors
in R3, we have
u× ut = u× (u×u) = −u+ (u ·u)u.
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u · ut = 0 ∀(x, t) ∈ M × [0, T ),
which together with |u0| = 1 implies∣∣u(x, t)∣∣= 1 and u · utt = −|ut |2, ∀(x, t) ∈ M × [0, T ).
From these facts, we obtain
u · ∇u = 0 and (u ·u) = −|ut |2 + |∇u|2.
Thus
u = −(|ut |2 − |∇u|2)u− u× ut .
To prove the contrary, we need only to prove |u| = 1, if u solves (2.1). Taking the inner product with ut of (2.1),
and integrating over M , we can get
1
2
d
dt
∫
M
(|ut |2 + |∇u|2) sup
x,t
|u||ut |
∫
M
(|ut |2 + |∇u|2).
Setting Z = |u|2, we then have
∂tZ = 2u · ut , ∇Z = 2u · ∇u, Z = 2u ·u+ 2|∇u|2,
and
∂ttZ = 2|ut |2 + 2u · utt
= 2|ut |2 + 2u ·
(
u− (|ut |2 − |∇u|2)u− u · ut)
= 2|ut |2 +Z − 2|∇u|2 − 2
(|ut |2 − |∇u|2)|u|2.
Thus we have
∂ttZ −Z = −2
(|ut |2 − |∇u|2)(|u|2 − 1), (2.2)
with the initial condition
Z(x,0) = 1, Zt (x,0) = 2u · ut |t=0 = 0, (2.3)
with the latter one follows from the compatible conditions.
Then we set W = Z − 1, we can deduce that
∂ttW −W = −2
(|ut |2 − |∇u|2)W, (2.4)
W(x,0) = 0, Wt (x,0) = 0. (2.5)
Taking inner product of (2.4) with Wt , and integrating over M , one can get
1
2
d
dt
∫
M
|Wt |2 + |∇W |2  2 max
x,t
(|ut |2 + |∇u|2)
∫
M
|W ||Wt |
 2 max
x,t
(|ut |2 + |∇u|2)(|u|2 + 1)|M| 12
( ∫
M
|Wt |2
) 1
2
.
Then it follows from Gronwall’s inequality and (2.5) that W(x, t) = 0 for any (x, t) ∈ M ×[0, T ], i.e. |u|2 = 1, which
concludes our proof. 
Now we construct the penalized problem of Eq. (1.1){
uktt −uk + uk × ukt + k
(∣∣uk∣∣2 − 1)uk = 0,
k k
(2.6)
u (x,0) = u0, ut (x,0) = u1.
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show that the limit u of uk is a weak solution of (1.1) in the distribution sense. We divide this into the following two
lemmas.
Lemma 2.2. The penalized problem (2.6) has a global weak solution uk in the distribution sense.
Proof. Fix an integer k, we apply Galerkin’s method to solve the above penalized problem. More precisely, let wi =
wi(x) be a smooth orthonormal basis of L2(M) consisting of eigenvectors for the operator L = − in H 1.
Fix now a positive integer m. We will look for a function um : [0, T ] → H 1(M) of the form
um =
m∑
i=1
ϕi(t)wi,
where ϕi(t) are R3-valued vectors, and we hope to select the coefficients ϕi(t) (0 t  T , i = 1, . . . ,m) so that for
all 1 i m〈
∂2um
∂t2
−um + um × ∂um
∂t
+ k(|um|2 − 1)um,wi
〉
= 0, (2.7)
where 〈·,·〉 denotes the inner product in L2(M) with the initial value condition
um0 := um(x,0) =
m∑
i=1
ϕi(0)wi(x) → u0 in H 1(M),
∂um0
∂t
:= ∂um
∂t
(x,0) =
m∑
i=1
ϕit (0)wi(x) → u1 in L2(M).
Inserting the expression of um into (2.7), we get an ODE system for ϕi(t), and from standard existence theory of
ordinary differential equations, we have the local existence of approximate solutions {um} for (2.7).
Next, we establish estimates of {um} on [0, T ] to get a global solution of the penalized equation (2.6). Multiplying
(2.7) with ∂ϕi
∂t
and summing for 1 i m, we have
1
2
d
dt
∫
M
∣∣∣∣∂um∂t
∣∣∣∣
2
dx + 1
2
d
dt
∫
M
|∇um|2 dx + 14
d
dt
∫
M
k
(|um|2 − 1)2 dx = 0. (2.8)
Integrating (2.8) over [0, t), where 0 < t  T , we have∫
M
∣∣∣∣∂um∂t
∣∣∣∣
2
dx +
∫
M
|∇um|2 dx + 12
∫
M
k
(|um|2 − 1)2 dx  C + 12
∫
M
k
(|um0|2 − 1)2 dx, (2.9)
where C = ∫
M
| ∂um0
∂t
|2 + ∫
M
|∇um0|2 is independent of k. From this inequality, we know that {|um|2 − 1}, { ∂um∂t }, and
{∇um} are bounded in L∞(0, T ;L2(M)). Further more, we get by Young’s inequality that∫
M
|um|2  32 |M| +
1
2
∫
M
(|um|2 − 1)2,
where |M| is the measure of M , thus um are bounded in L∞(0, T ;H 1(M)).
Thus we can select from {um} a subsequence (still denoted by {um}) such that⎧⎪⎨
⎪⎩
um → uk weakly star in L∞
(
0, T ;H 1(M)) and weakly in H 1(MT ),
um → uk strongly in L2(MT ) and a.e.,
|u |2 − 1 → ∣∣uk∣∣2 − 1 weakly in L2(M ).
(2.10)
m T
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holds
−
∫
MT
ukt ·
(
ϕ′(t)ψ(x)
)
dx dt −
∫
M
ϕ(0)u1 ·ψ dx +
m∑
i=1
∫
MT
ϕ(t)
∂uk
∂xi
· ∂ψ
∂xi
dx dt
+
∫
MT
uk × ukt ·
(
ϕ(t)ψ(x)
)
dx dt +
∫
MT
k
(∣∣uk∣∣2 − 1)uk · (ϕ(t)ψ(x))dx dt = 0.
By a density argument, we can show from the above equation that
−
∫
MT
ukt · φt dx dt −
∫
M
u1 · φ(x,0) dx +
m∑
i=1
∫
MT
∂uk
∂xi
· ∂φ
∂xi
dx dt
+
∫
M
uk × ukt · φ(x, t) dx dt +
∫
MT
k
(∣∣uk∣∣2 − 1)uk · φ(x, t) dx dt = 0 (2.11)
for all φ(x, t) ∈ H 1(MT ) with φ(x,T ) = 0. 
In the above lemma, we obtained the existence of global weak solutions for the penalized method in the distribution
sense. Next, we make uniform estimates to let k → ∞ to get a weak solution of the problem (1.1).
Lemma 2.3. The uk we obtained of the penalized problem (2.6) can be taken to limit to get a weak solution of (1.1).
Proof. Passing to the limit m → ∞ in (2.9), we know that∫
M
∣∣∣∣∂uk∂t
∣∣∣∣
2
dx +
∫
M
∣∣∇uk∣∣2 dx + 1
2
∫
M
k
(∣∣uk∣∣2 − 1)2 dx  C, (2.12)
thus ∥∥∥∥∂uk∂t
∥∥∥∥
L2(M)
,
∥∥∇uk∥∥
L2(M)  C, (2.13)
moreover∫
M
(∣∣uk∣∣2 − 1)2 dx  C
k
. (2.14)
Thus we can extract from uk a subsequence (still denoted by {uk}), such that{
uk → u weakly star in L∞(0, T ;H 1(M)) and weakly in H 1(MT ),∣∣uk∣∣2 − 1 → 0 strongly in L2(MT ) and a.e., (2.15)
which also shows that for all t ∈ [0, T ), |u| = 1 a.e. in M .
Now we will show that the limit u is a weak solution of our problem in the distribution sense. Let Φ ∈ C∞(MT )
with Φ(T ) = 0. Set φ = uk ×Φ (2.11). As φ ∈ (H 1(MT ))3 with φ(x,T ) = 0, there holds
−
∫
MT
ukt ·
(
uk ×Φt
)
dx dt −
∫
M
u1 ·
(
u0 ×Φ(0)
)
dx +
m∑
i=1
∫
MT
∂uk
∂xi
·
(
uk × ∂Φ
∂xi
)
dx dt
+
∫ ∣∣uk∣∣2Φ · ukt dx dt −
∫ (
uk ·Φ)uk · ukt dx dt = 0. (2.16)MT MT
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MT
(
uk ·Φ)uk · ukt dx dt → 0.
In fact, we can write∫
MT
(
uk ·Φ)uk · ukt dx dt =
∫
MT
(
uk ·Φ)1
2
∂
∂t
(∣∣uk∣∣2 − 1)dx dt.
Since we can rewrite the integrand on the right-hand side as
1
2
∂
∂t
[(
uk ·Φ)(∣∣uk∣∣2 − 1)]− 1
2
(∣∣uk∣∣2 − 1) ∂
∂t
(
uk ·Φ),
we have∫
MT
(
uk ·Φ)uk · ukt dx dt = −12
∫
MT
(∣∣uk∣∣2 − 1)(ukt Φ + ukΦt),
where we used the fact that Φ(x,T ) = 0 and |uk(x,0)|2 − 1 = 0. Thus passing to the limit in (2.16) (k → ∞), we are
lead to∫
MT
ut ·Φ dx dt +
∫
M
(u0 × u1) ·Φ(x,0) dx +
∫
MT
(u × ut ) ·Φt dx −
m∑
i=1
∫
MT
(
u× ∂u
∂xi
· ∂Φ
∂xi
)
dx dt = 0. (2.17)
By density argument, the above equality also holds for all Φ ∈ H 1(MT ) with Φ(x,T ) = 0. 
Now, we in fact finished our proof of our Theorem 1.2, i.e. the problem (1.1) has a global weak solution in the
distribution sense.
3. Local well-posedness
In this section, we prove the local well-posedness by the contraction mapping principle. Before we do this, we need
some energy estimates of the equation.
Lemma 3.1. Let
Ek(t) =
∥∥u(t)∥∥
Hk
+ ∥∥∂tu(t)∥∥Hk−1 .
Then for k > d2 + 2, solutions of Eq. (2.1) satisfy the a-priori estimates
Ek(t)C
(
Ek(0)
)+
t∫
0
G
(
Ek(τ)
)
dτ (3.1)
where G is a function depending on k.
Proof. Since s > d2 , H
k is an algebra. Thus for any l and any smooth function g, we can estimates ‖g(u,Du, . . . ,
Dlu)‖Hs in terms of ‖u‖Hl+s . Furthermore, we mention that in the expression of Ek(t), ‖u(t)‖L2 and ‖∂tu(t)‖L2 are
both bounded, the latter one can be seen from Lemma 4.1.
Differentiating the equation k − 1 times, then multiplying by Dk−1∂tu and integrating on M leading to the follow-
ing:
d
dt
∫
M
∣∣Dk−1∇u∣∣2 + ∣∣Dk−1ut ∣∣2 dx  C∥∥g(u,Du,D2u)∥∥Hk−2‖∂tu‖Hk−1 G(Ek(t)) (3.2)
and then integrating over [0, t] leads to our energy estimates. 
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that the cauchy problem (2.1) is locally well-posed in (u,ut ) ∈ C([0, T ];Hk)×C([0, T ];Hk−1).
Proof. We prove this lemma by the contraction mapping principle. Let
X = {u ∈ L2([0, T ] ×M): Du ∈ L∞([0, T ] ×Hk−1)∩C([0, T ];L2)} (3.3)
with ‖u‖X := sup0tT Ek(t). For δ > 0, we define
Xδ =
{
u ∈ X, u(0) = u0, ut (0) = u1, ‖u‖X  δ
}
which is a complete metric space under the metric
ρ(u, v) = sup
0tT
(∥∥u(t)− v(t)∥∥
Hk
+ ∥∥∂tu(t)− ∂tv(t)∥∥Hk−1)
by lower semicontinuity of weak limits.
Define the map L : v ∈ Xδ → u, where u solves the linear equation
∂2t u−u = −v × vt −
(|vt |2 − |∇v|2)v. (3.4)
Now applying energy estimates to this equation we established in the above lemma, we obtain that
‖u‖X  C0
(
Ek(0)
)+ T C(‖v‖X)(‖u‖X + 1).
Choosing δ = 2C0(Ek(0)) and T small enough, we arrive at
‖u‖X  2C0
(
Ek(0)
)= δ
which implies L maps Xδ into itself.
For v1, v2 ∈ Xδ , let u1, u2 be the corresponding solutions of (3.4). Then
∂2t (u1 − u2)−(u1 − u2) = −v1 × ∂tv1 −
(|∂tv1|2 − |∇v1|2)v1 + v2 × ∂tv2 + (|∂tv2|2 − |∇v2|2)v2.
From the energy estimates, we have
ρ(u1, u2) T C(δ)ρ(v1, v2),
which implies
ρ(u1, u2)
1
2
ρ(v1, v2),
for sufficiently small T .
Therefore by the contraction mapping principle, L has a unique fixed point and we complete our proof. 
4. A priori estimates
In this section, we focus ourselves on a priori estimates of the solution as we promised before. We write our results
in the following lemmas.
Lemma 4.1. Assume u0 ∈ H 1, u1 ∈ L2, if u is a solution for Eq. (1.1), then the following identity holds for all time
E
(
u(t)
)= 1
2
∫
M
|ut |2 + |∇u|2 dx = Const. (4.1)
That is to say, u ∈ L∞(0, T ;H 1(M)) and ut ∈ L∞(0, T ;L2(M)), for any T > 0.
Proof. Taking inner product of (1.1) with u, and then integrating in the variable x in M , we get∫
∂tu · udx = 0,M
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get ∫
M
∂tu ·udx = 0
from which we get
d
dt
∫
M
∣∣ut (t)∣∣2 + ∣∣∇u(t)∣∣2 dx = 0.
This directly implies our result
E
(
u(t)
)= 1
2
∫
M
|ut |2 + |∇u|2 dx = 12
∫
M
|u1|2 + |∇u0|2 dx = Const. 
In the next lemma, we show the H 2-estimates of the solution.
Lemma 4.2. Assume u0 ∈ H 2, u1 ∈ H 1, and suppose that u is a solution for Eq. (1.1), then in fact the following
inequality holds locally:∥∥D2u∥∥2
L2(M) C,
where C depends on the initial data u0 and u1 of the equation.
Proof. We use the equivalent form (2.1) to deduce our result. Denote ∂ any first order spatial derivative operator.
Applying ∂ to Eq. (2.1), we then get
(∂u) = −∂{(|ut |2 − |∇u|2)u}− ∂{u× ut }
= −(|ut |2 − |∇u|2)∂u− ∂(|ut |2 − |∇u|2)u− ∂u× ut − u× ∂ut . (4.2)
If we take the inner product of this resulting equation with ∂t ∂u, we get
LHS =
∫
M
〈(∂u), ∂t ∂u〉dx = 12 ddt
∫
M
|∂t ∂u|2 + |∂∇u|2 dx, (4.3)
RHS = −
∫
M
〈(|∂tu|2 − |∇u|2)∂u, ∂t ∂u〉−
∫
M
〈
∂
(|∂tu|2 − |∇u|2)u, ∂t ∂u〉
−
∫
M
〈∂u × ∂tu, ∂t ∂u〉 −
∫
M
〈u× ∂t ∂u, ∂t ∂u〉
= I + II + III + IV. (4.4)
Where LHS and RHS denote “Left-Hand Side” and “Right-Hand Side,” respectively. We immediately have:
|I|
∫
M
|Du|3∣∣D2u∣∣ ‖Du‖3
L6
∥∥D2u∥∥
L2,
then using the embedding theorem,
‖Du‖L6 
∥∥D2u∥∥ d3 ‖Du‖1− d3
L2
,
we get
|I| ∥∥D2u∥∥1+d
L2 ‖Du‖3−dL2 .
For part II, using integration by parts and noticing that there is no boundary of M , we have
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∫
M
〈
∂
(|ut |2 − |∇u|2)u, ∂t ∂u〉=
∫
M
〈
∂2
(|ut |2 − |∇u|2)u, ∂tu〉+
∫
M
〈
∂
(|ut |2 − |∇u|2)∂u, ∂tu〉
=
∫
M
〈
∂
(|ut |2 − |∇u|2)∂u, ∂tu〉 (4.5)
where the last equality is due to the fact that u · ∂tu = 0 from (1.1).
Then from (4.5), we get
|II|
∫
M
|Du|3∣∣D2u∣∣ ∥∥D2u∥∥1+d
L2 ‖Du‖3−dL2 .
For part III, we have
|III|
∫
M
|Du|2∣∣D2u∣∣ ‖Du‖2
L4
∥∥D2u∥∥
L2 ,
then using the interpolation inequalities
‖Du‖2
L4 
∥∥D2u∥∥ d2
L2
‖Du‖2−
d
2
L2
,
we get
|III| ∥∥D2u∥∥1+ d2
L2
‖Du‖2−
d
2
L2
.
For part IV, we have IV = 0.
Summing up the inequalities for I, II, III, IV, we get
d
dt
∫
M
|∂t ∂u|2 + |∂∇u|2 
∥∥D2u∥∥1+d‖Du‖3−d + ∥∥D2u∥∥1+ d2 ‖Du‖2− d2 . (4.6)
We need also the estimates of ∂ttu. For this purpose, applying the operator ∂t to u, we then get
(∂tu) = −∂t(|ut |2 − |∇u|2)u− (|ut |2 − |∇u|2)∂tu− u× utt . (4.7)
Taking inner product of this equation with ∂ttu, and then integrating over Ω , we get
LHS = 1
2
d
dt
∫
M
|utt |2 + |∇ut |2,
RHS = −
∫
M
〈
∂t
(|ut |2 − |∇u|2)u, ∂ttu〉−
∫
M
〈(|ut |2 − |∇u|2)∂tu, ∂ttu〉= I + II. (4.8)
From (1.1), we get ∂ttu = ∂tu×u+ u× ∂tu. Then taking the inner product with u, we have
u · ∂ttu = u · (∂tu×u) = ∂tu · (u× u) = −|∂tu|2. (4.9)
Then from (4.9), we get
I = −
∫
M
∂t
(|ut |2 − |∇u|2)(−|∂tu|2)=
∫
M
∂t
(|ut |2 − |∇u|2)|∂tu|2, (4.10)
from which we get the estimates
|I|
∫
M
|Du|3∣∣D2u∣∣ ∥∥D2u∥∥1+d
L2 ‖Du‖3−dL2 . (4.11)
As before, for part II, we get
|II|
∫
|Du|3∣∣D2u∣∣ ∥∥D2u∥∥1+d
L2 ‖Du‖3−dL2 . (4.12)M
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d
dt
∫
M
|utt |2 + |∇ut |2 
∥∥D2u∥∥1+d‖Du‖3−d . (4.13)
Adding (4.6) and (4.13), we get
d
dt
∥∥D2u∥∥2  ∥∥D2u∥∥1+d‖Du‖3−d + ∥∥D2u∥∥1+ d2 ‖Du‖2− d2 . (4.14)
Since ‖Du‖ is constant, we arrive at a Gronwall-type inequality
d
dt
∥∥D2u∥∥2 C(∥∥D2u∥∥1+d + ∥∥D2u∥∥1+ d2 ), (4.15)
where C depends on the ‖Du‖ and d . This inequality implies a local in time H 2 a priori bound. 
From the proof of the lemma, we see that when d = 1, we can get a global bound for the second derivative of the
solution, that is we have
Corollary 4.3. If d = 1, we can bound the second derivative of the solution globally, and the solution extends for all
time.
With the second order derivative estimates, it is enough for us to get our Theorem 1.3, but we postpone it to
Section 5. For completeness, we write out the d th-order estimates of our solution with a brief proof.
Lemma 4.4. Suppose u0 ∈ Hk , u1 ∈ Hk−1 for any k  2, if u is a solution for Eq. (1.1), then there exists T > 0 such
that the following estimates hold locally:
sup
0tT
∥∥Dku(t)∥∥2
L2(M)  C. (4.16)
Proof. We prove this lemma by induction. For this purpose, we differentiate Eq. (2.1) (k − 1) times and take inner
product with some k-order derivative of u. Precisely, if we differentiate the equation with the operator ∂lt ∂s , we then
make the inner product with ∂l+1t ∂su with l + s = k − 1. In the following we will sketch our proof only in the case of
differentiating with the operator ∂k−1, and the other cases can be handled similarly.
Differentiating Eq. (2.1) with ∂k−1, we have
(∂k−1u)= −∂k−1((|ut |2 − |∇u|2)u)− ∂k−1(u× ut ).
Multiplying this by ∂t ∂k−1u, and then integrating over M , we get
LHS = 1
2
d
dt
∫
M
∣∣∂t ∂k−1u∣∣2 + ∣∣∂ku∣∣2,
RHS = −
∫
M
〈
∂k−1
((|ut |2 − |∇u|2)u), ∂t ∂k−1u〉−
∫
M
〈
∂k−1(u× ut ), ∂t ∂k−1u
〉
.
Denoting this by RHS =∑k−1h=0 I(k−1−h,h) +∑k−1h=0 II(k−1−h,h), the meaning of I(k−1−h,h) is obvious: acting the oper-
ator ∂k−1 h times on u and k − 1 − h times on (|ut |2 − |∇u|2).
From the fact ∂k−1(u · ut ) = 0, we have
u · ∂k−1∂tu = −
k−1∑ (k − 1
|α|
)(
∂ |α|u · ∂k−1−|α|∂tu
)
, where α = (α1, . . . , αm).|α|=1
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much easier. Inserting this into the term I(k−1,0), we get
|I(k−1,0)| C
∫
M
∣∣∂k−1(|ut |2 − |∇u|2)∣∣ k−1∑
|α|=1
∣∣D|α|u∣∣∣∣Dk−1−|α|u∣∣.
Using Hölder inequalities and interpolation inequalities we can bound this term by C‖Dku‖α , where α is positive
depending on d . By the same reasoning we can get all the estimates of RHS and all the estimates of the kth derivatives.
Adding all the estimates of the kth-order derivatives, we arrive at the Gronwall-type inequality
d
dt
∥∥Dku∥∥2  ∥∥Dku∥∥α. (4.17)
Then we can conclude our proof by using Gronwall lemma. 
As in Corollary 4.3, we can state
Corollary 4.5. For any data (u0, u1) ∈ Hk , then so does u. Particularly, if d = 1, the problem (1.1) has a global
smooth solution u(x, t) provided k large enough.
5. Conclusions
In this section, we will prove our Theorem 1.3. Uniqueness of H 2 solutions follows from the energy estimates.
Again recall that u · ut = 0, and hence for H 2 solutions u and v, we have
w + (|ut |2 − |∇u|2)u− (|vt |2 − |∇v|2)v + u× ∂w
∂t
+w × ∂v
∂t
= 0.
Taking inner product with ∂w
∂t
, and then integrating on M , we have
LHS = 1
2
d
dt
∥∥D(u− v)∥∥2, RHS = I + II,
where
I =
∫
M
〈
∂(u − v)
∂t
,
(|ut |2 − |∇u|2)u− (|vt |2 − |∇v|2)v
〉
, II =
∫
M
〈
w × ∂v
∂t
,
∂w
∂t
〉
.
For part I, using the fact that u · ut = 0 we have
I =
∫
M
(〈
ut ,
(|vt |2 − |∇v|2)u− (|vt |2 − |∇v|2)v〉− 〈vt , (|ut |2 − |∇u|2)u− (|ut |2 − |∇u|2)v〉)
 C
∫
M
|u− v||Du−Dv|(|Du|2 + |Dv|2) (5.1)
which implies
I C
∥∥D(u− v)∥∥
L2
∥∥|u− v|(|Du|2 + |Dv|2)∥∥
L2 .
Then by Sobolev’s embedding theorem, if m 3 we have
I C
∥∥D(u− v)∥∥
L2‖u− v‖L6
(‖Du‖2
L6 + ‖Dv‖2L6
)
C‖D(u− v)‖2
L2 . (5.2)
For part II, if d  3 we have
II ‖u− v‖L4
∥∥∥∥∂v∂t
∥∥∥∥
L4
∥∥D(u− v)∥∥
L2  C
∥∥D(u− v)∥∥2
L2 . (5.3)
Thus we arrive at a Gronwall-type inequality, which implies the uniqueness for H 2 solutions.
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follows. Let (ul0, u
l
1) ∈ C∞, and(
ul0, u
l
1
)→ (u0, u1) in H 2 ×H 1 as l → ∞.
Then inequality (4.15) implies a uniform in l local H 2 bound on the approximating solutions ul , and hence the solution
{ul} extend as smooth solutions to (1.1) on a time interval whose length depends on the norm of the data in H 2 ×H 1.
Therefore we can extract a subsequence (still denoted {ul}) which converges weakly in H 2 to an H 2 solution u of the
problem (1.1). That is we have proved the local well-posedness of the problem (1.1).
In particular, if d = 1, from Theorem 3.2, Corollary 4.5 and the uniqueness we just proved, it is easy to see that
there exists a unique global smooth solution of the problem (1.1) provided the initial data are smooth enough. Thus
we finished the proof of Theorem 1.3.
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