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case for operators. With wide coverage and an operation period of 8 years, the expectation of the
NPV is negative for WiMAX and positive for ADSL. However, the WiMAX network has an option
to extend the service area to summer cottages, too. Another analyzed service case, ITS for railways
seems to be proﬁtable and comprehends several technology and growth options for train operator.
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Tiivistelmä
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kohdealueen talouksien lukumäärän kehitys ja verotuksen huomiointi, aiheuttaa NNA:n jakaumaan
negatiivista vinoutumaa. Toisin sanoen, taloudellisten lukujen jakaumien muodot vaihtelevat
oleellisesti tapauksesta toiseen. Koska eri optiomenetelmät olettavat jakauman noudattavan tiettyjä
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11. INTRODUCTION
1.1 Motivation and Methods
The need for telecommunications and the need for higher capacity in networks is rising all over
the world. For rural area households, the bottleneck for the capacity is often the ﬁrst mile (or
miles) from subscriber to operator, i.e., the access network.
Broadband access networks require considerable investments. Before investment decision,
diﬀerent technological solutions must be compared and the network needs to be planned and
dimensioned for the demanded traﬃc. However, communications technology develops rapidly
producing diﬀerent opportunities and uncertainties in technologies and investment projects. The
diﬃculty of forecasting the number of subscribers and other critical parameters aﬀecting the
value of the network makes the investment decision a very hard task. This thesis contributes to
methods for managing those uncertainties in broadband investment decisions.
The economics of technologies, or techno-economics, evaluates the value and business oppor-
tunities of new commercial products. In telecommunications, techno-economics has been studied
a few decades: especially scenario based forecasting and cash ﬂow calculations have been con-
sidered [125]. Theoretical models for diﬀerent parts of the broadband access techno-economics
exist but this study combines them in one model.
Forecasting in scenario based valuation meet the challenge of future uncertainties. There
might be diﬀerent risks, i.e., phenomena having negative eﬀects, and new possibilities related to
the uncertainties. To make successful investment decisions, the valuation methods used should
handle uncertainties and the investors' possibility to change plans. The ﬁrst stage for the man-
agement of uncertainties in investment decision is the identiﬁcation and estimation of risks and
future options [55]. In addition, the eﬀects of the uncertainties should be illustrated and com-
bined in the investment valuation model. The valuation of uncertainties can be combined in the
investment valuation using the theory known as Capital Asset Pricing Model (CAPM) [32]. This
theory relies on the assumption of perfect markets, which may be valid for backbone networks
but is not true in the case of broadband access investment projects. The risks can be estimated
and illustrated for example using sensitivity analysis, or value at risk (VaR) methodology. Other
methods for managing uncertainties include decision analysis with decision trees [55], portfolio
selection [109] and real options analysis [2, 7]. These three methods also take into account the
investor's possibility to change plans.
This study uses traditional scenario based techno-economics combined with Monte-Carlo
simulation and option theory [30]. Real options analysis in communications has been requested
[3], and some studies have been done, e.g., in capacity upgrade [111, 113] or 3G mobile upgrade
[116]. Portfolio analysis has also been introduced for mobile phone network investments [22, 21],
but usually the management of uncertainties is based on sensitivity analysis and VaR methods
[125, 131]. However, the uncertainties are often analyzed only in end-user markets, as in [22,
251, 252], and not much attention has been paid to probability distribution shapes. Moreover,
the few real option cases studied in the ﬁeld include only one step investment options, but no
other types of real options. In this thesis, some new examples of the use of options theory in
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communications are introduced. The implemented cases are in rural area where the need for
managing the critical uncertainties is emphasized. The study does not introduce new data, but
the research is based on existing statistics and practical data.
1.2 Aim and Scope of the Thesis
The thesis is focused on real option methods and broadband access technologies. Several cur-
rent technologies are described and some of them, e.g., WiMAX, Flash-OFDM and ADSL, are
analyzed in practical cases. The service areas in the cases are in rural areas of Finland. To be
precise, broadband networks are considered for the municipal of Ähtäri, situated in the middle
of Finland, and for the Finnish railroads.
The economics of network investments is simulated and analyzed statistically to get a view
of the suitability of diﬀerent valuation techniques in the studied cases. The study shows that
the distributions of the broadband access network investments are not log-normal in general. As
some option theoretic models rely on strict assumptions, the statistics of the underlying projects
must be determined and suitable models used. The results are used to develop an actual real
option valuation tool.
In summary, the aim of the thesis is (A) to develop a theory and models for managing broad-
band investment uncertainties by
1. ﬁnding out the critical parameters of network investments,
2. analyzing possible theoretical models for network investments, and
3. introducing a rough theoretical model for the valuation of network investments.
To tackle this, it is necessary (B) to adapt and evaluate market models for the penetration of
telecommunication services in households. In addition, the aim is (C) to adapt and evaluate the
use of real options theory in telecommunications by
1. making case studies of the possible uses of real options, and
2. comparing diﬀerent investment valuation methods in network investments.
Moreover, the study gives (D) some insights in the digital divide by analyzing the economics of
diﬀerent broadband access technologies in rural area cases.
The focus of the study is on the valuation methods and rural network investments. Mainly
broadband networks are considered, but some insights in mobile and narrow-band technologies
are included where essential.
This thesis does not comprehend competition issues. Rural area connections are often pro-
vided by monopolistic operators, which are owned by subscribers, municipals or incumbent POTS
network operators. The absence of competition makes the analysis more straightforward, but for
potential subscribers it may lead to weaker market power.
1.3 Author's Contribution and Structure of the Thesis
This study consists of six chapters, see Figure 1.1. After the introduction, the basics of broadband
communications and networks are described in Chapter 2. Services, markets and regulation of
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broadband are studied and adaptation of services is analyzed in Chapter 3. Scenario based
valuation and real option models are introduced in Chapter 4.
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Figure 1.1: The structure of the thesis
In Chapter 5, the statistics of diﬀerent simulated network investments are analyzed. The
implementation of the valuation methods is developed from the version introduced in the author's
Licentiate Thesis [225]. Also, a comparison of diﬀerent valuation methods is done in Chapter 5.
The methods and the results of the thesis are discussed in Chapter 6.
The main scientiﬁc contributions of the author are the acceptability and adaptation analysis
in Chapter 3, the shaping of the theoretical investment model in Chapter 4, and the analysis of
the investment cases in Chapter 5.
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52. BROADBAND ACCESS NETWORKS AND COSTS
Network users send messages to each others. A message travels through a channel between two
destinations A and B, see Figure 2.1. In this study, broadband communications is considered
and thus it can be assumed that A and B are machines, e.g., servers or personal computers or
mobile phones. Certainly, those machines (or computers) are often used by humans. Moreover,
the information is sent in two directions, from A to B and from B to A. This means that
broadband channels provide possibilities for two-way communications. The messages may contain
any information, e.g., images, documents, voice, or video.
Rate RA
-ﬀ Channel -ﬀ B
Figure 2.1: A communication channel between two destinations A and B
A communication network is a set of nodes, e.g., computers, and links, i.e., channels, between
some pairs of nodes. This study concentrates on access networks, which are communication net-
works with one main node, i.e., operator, and a large amount of low level nodes, i.e., subscribers
(or users), see Figure 2.2. In this case, the channel from subscriber A to the operator B is called
uplink (UL) and the channel from the operator to the subscriber is called downlink (DL).
Several deﬁnitions of broadband access networks have been proposed. Often, broadband
communication channels are deﬁned as channels that can carry real video. Surely, this is not a
precise deﬁnition since the amount of information in a video signal depends on the quality of
the video. Here, channels with high enough theoretical data rate are considered as broadband
channels. The rate is the limit on how much data, i.e., bits per second, can be delivered in uplink,
from the subscriber A to the operator B, and downlink, from the operator to the subscriber.
Authorities that collect statistics use diﬀerent deﬁnitions for broadband data rate. In United
States, Federal Communications Commission (FCC) uses 200 kbps as the lower bound for the
theoretical rate of high-speed services [89]. Other deﬁnitions are up to 8 Mbps [255]. A widely
used lower bound for the theoretical rate is 256 kbps [52, 159, 243]. The channel capacity of 256
kbps is not enough for many current and future broadband services, but we will here deﬁne it as
minimum theoretical rate of broadband access networks.
In addition to technological properties, i.e., the suﬃcient uplink and downlink rates, we need
some usability viewpoints. Firstly, subscriber should not log on for the broadband access channel
every time, i.e., broadband communication channel is always-on [142, 243]. This does not mean
that the channel should be always active, but whenever the subscriber's computer is turned on,
a message might be sent. Secondly, subscriber must be provided connection to the Internet via
the broadband channel and the service charge should be based on monthly tariﬀ, without charges
on transferred data [142, 243]. In summary, the broadband access network in this study means:
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• two-way,
• always-on communication channel
• that delivers diﬀerent kinds of data
• and provides connection to Internet
• with a theoretical data rate of at least 256 kbps
• and with charging not based on the amount of transferred data.
Figure 2.2: An access network with one operator and two subscribers (or users)
2.1 Technology and Network Topology Design
Broadband communication networks use diﬀerent technologies. The general structure of the
broadband subscriber's access to the Internet can be modeled as in Figure 2.3 [206]. The sub-
scriber is connected via the access network to the transport network, which provides connections
to diﬀerent servers. The Internet is a network of networks consisting the servers and links con-
nected together all around the world. Some of the subnetworks are wide area networks (WAN)
covering large areas with high data speeds. The access networks and some of the transport
networks may be called metropolitan area networks (MAN) covering city areas. The subscriber
may divide the connection for a group of users as for example, in companies. In that case a
local area network (LAN) is placed between the user and the access network. Actually, the user's
computer is considered part of such a LAN [245].
Internet traﬃc uses the Internet protocol suite, which is a set of diﬀerent telecommunication
protocols [207, 245]. Those protocols can be divided into four layers [206]. This so-called TCP/IP
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Figure 2.3: Broadband subscriber's connection to the Internet
model is widely used when considering computer networks, but a bit wider OSI-model with seven
layers can also be considered [245]. The topmost layer is the application layer and it uses protocols
like hypertext transfer protocol (HTTP) and domain name system (DNS). A user's software needs
only to know how to use this layer, while diﬀerent protocols take care of the other layers. The
next layer is the transport layer and the most important technology in it is the transmission
control protocol (TCP). This layer manages the data transfer from source to destination. The
internetwork layer uses the Internet protocol (IP) and takes care of the delivery of a packet
across a single network. The lowest layer in the model is the link layer, which delivers data from
a single network device to the next device. It may use diﬀerent protocols and physical mediums.
The transport network part, see Figure 2.3, usually utilizes optical ﬁber and is often based on
asynchronous transfer mode (ATM) [48, 245], which can transfer both Internet and voice traﬃc.
This means that broadband channel goes in optic ﬁber at some point between the subscriber and
the targeted server [128]. Still, the broadband access technology remains open, i.e., the ﬁrst mile
(or miles) from subscriber to the operator. The following sections describe diﬀerent technologies
used in access networks. The technology solutions deﬁne, for example, the use of multiplexing,
modulation schemes and coding methods for the link layer [245]. These in combination with
power, attenuation and interference, determine the performance properties of diﬀerent link layer
technologies.
2.1.1 Optical Fiber
The transport networks and the most demanding access networks are based on ﬁber optics. A
general architecture of an access network on optical ﬁber consists of an optical network unit
(ONU) on the subscriber site and an optical line terminal (OLT) on the network operators site
[128, 207, 238], see Figure 2.4.
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Figure 2.4: The structure of an access network based on optical ﬁber
Diﬀerent ﬁber technologies can be used. For example, the optical line may be active or
passive [259]. Active optical networks have ampliﬁers and other electronic components between
OLT and ONU. Passive optical networks (PON) have no other active components expect OLT
and ONU. Only passive components like splitters are used. PON provide a platform for diﬀerent
protocols. For example ATM or Ethernet protocol can be used [128, 238, 259]. ATM based PON
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is called APON, or BPON. Ethernet based PON is called EPON (100 Mbps Ethernet) and a
multi-service PON with 1 Gbps speed is named GPON. Common name for ﬁber access networks
is ﬁber to the home (FTTH) network, as they use optical ﬁber all the way from the network
operator to the home.
2.1.2 Copper
Most households in developed countries are connected to one or more copper wire networks.
These connections can be used to provide broadband access network. Coaxial cables were origi-
nally used for TV services and copper-pair for telephones. In addition, power lines can be used
for communication purposes. We describe below technologies that use these wires.
FTTH is an access network solution fully based on ﬁber, as described in Section 2.1.1. If
ﬁber is not used all the way from the operator to the subscriber, but to the network node near
the subscriber's home, we call it ﬁber to the node (or neighborhood) (FTTN) [128, 129, 207].
See Figure 2.5 where an example of such network is drawn. The connection from ONU to the
subscriber uses copper wires. In Figure 2.5, coaxial cable completes the access network. Such
coaxial cable connections are called hybrid ﬁber coax (HFC) solutions [128, 207, 259].
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Figure 2.5: FTTB or FTTN access network with coaxial cable extension
The FTTB or FTTN solution can also be based on a paired cable of plain old telephone service
(POTS) [128, 129, 136, 259]. The technologies making the phone line digital are called digital
subscriber lines (DSL). DSL technology is used to transfer data up to the telephone central oﬃce,
which is directly connected to the ATM-based transport network, see Figure 2.6. DSLAM in
the central oﬃce uses paired cables to communicate with the xDSL modem. The most popular
DSL service is the asymmetric DSL (ADSL) for which the downlink rate is greater than the
uplink rate [128, 136]. ADSL is more popular than symmetric DSL (SDSL), which has equal
downlink and uplink data rates. One of the other enhanced DSL technologies is very-high-rate
DSL (VDSL) which uses wider frequency bands than ADSL or SDSL. The enhancements make
the data rates bigger and service distances shorter [136, 259, 275].
The development of the technologies would lead to the extension of ATM (or plain ﬁber)
moving the DSLAM nearer to the subscriber's end and yielding ﬁber to the building (FTTB) or
ﬁber to the curb (FTTC) solution. ADSL, SDSL, and VDSL technologies have been enhanced
to ADSL2(+) [259], G.SHDSL, and VDSL2 [54, 275], respectively. Actually VDSL2 is backward
compatible with both VDSL and ADSL technology families.
Practically all homes, but not summer cottages, in developed countries are connected to
electricity networks. Those wires can also be used for broadband communication purposes [15,
259]. The power line communication (PLC) technology is not widely used, but some energy
companies utilize it [1]. The structure of such PLC networks is quite similar to the ones which
use coaxial or paired copper technologies [8, 62], see Figures 2.5 and 2.6.
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Figure 2.6: The structure of a DSL access network
DSL Coverage
The coverage area of wired broadband technologies depends on the topology of the existing cable
networks for homes, i.e., the PSTN network for DSL and the Cable TV network for HFC. The
cable length between DSLAM (usually located in the telephone central oﬃce) and xDSL modem
is called the loop length. The practical data rate of a certain DSL technology in each case depends
on the general properties of the technology (i.e., frequency bandwidth, multiplexing, transmission
power, symbol rate, modulation and coding), but also on the loop length and quality properties
of the copper pairs in use [68]. The length and quality properties aﬀect the attenuation of the
transmitted signal and are thus related to the service distance of the technology [54].
Figure 2.7 combines some theoretical downlink data rates as a function of loop length for
some DSL technologies. The curves are based on experiments and calculations done for SHDSL
in [68], for ADSL in [44], and for ADSL2 and ADSL2+ in [73, 271, 275]. The uplink data rate
for SHDSL is equal to downlink, whereas ADSL uplink data rate is currently at most 1 Mbps.
VDSL has maximum uplink data rate 15 Mbps and VDSL2 100 Mbps.
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Figure 2.7: Theoretical downlink data rates for diﬀerent DSL technologies [44, 68, 73, 271, 275]
Since xDSL and HFC technologies use existing networking infrastructures the coverage of
each technology is restricted on the current topology of the wires. The service distances in
networks can only roughly be estimated by loop lengths and data rate expectations.
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2.1.3 Radio Frequency
Radio frequencies provide diﬀerent communication possibilities. Radio techniques have been
used for years for broadcasting. Nowadays, there are eﬃcient mobile systems for personal com-
munications and so called ﬁxed wireless access (FWA) systems.
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Figure 2.8: WLAN connection (Wi-Fi or HiperLAN)
Wireless local area network (WLAN) is comparable to the traditional Ethernet LAN [206].
WLAN can be used to implement short radio links. The Institute of Electrical and Electronics
Engineers (IEEE) has published WLAN standard 802.11, which is called Wi-Fi. The European
standard by ETSI (European Telecommunications Standards Institute) for a WLAN is called
HiperLAN [132]. The general structure of WLAN connection is shown in Figure 2.8. A radio
link is used between the access termination (AT) and the access point (AP).
For longer distances, ETSI standard HiperMAN or IEEE 802.16 WiMAX [243, 277] can be
used. The subscriber has a customer premise equipment (CPE) which connects to the base
station (BS) as shown in Figure 2.9. Another wireless technique called Flash-OFDM (orthogonal
frequency division multiplexing) uses a very similar network structure [165].
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Figure 2.9: WMAN connection (WiMAX or HiperMAN or Flash-OFDM)
The mobile telephone connections with higher bandwidths are supported by the universal mo-
bile telecommunication system (UMTS). The wide-band code division multiple access (WCDMA)
and high speed (downlink) packet access (HSDPA and HSPA) technologies for UMTS provide
suﬃcient bandwidth for broadband and general packet radio service (GPRS) makes Internet
connection possible. Thus, UMTS can be used for broadband access, too [206]. Enhanced GPRS
(EGPRS) on Enhanced Data rates for GSM Evolution (EDGE) networks may reach broadband
data rates in some service areas and EGPRS can fulﬁll the deﬁnition of the broadband technol-
ogy. The structure of the UMTS data connection is more complex than for other radio access
techniques, see Figure 2.10. The mobile equipment (ME) connects to Node B base station (BS)
and the Node B is controlled by the radio network controller (RNC). GPRS traﬃc is transported
via the serving GPRS support node (SGSN) and the gateway GPRS support node (GGSN) to
the general transport network.
[194].
Radio frequencies can be used in the outer space, too. Communication satellites can oﬀer
a link to rural areas with high data rate. Figure 2.11 shows the structure of a general satellite
access [87, 241]. The subscriber terminal connects to a satellite and this satellite connects to a
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Figure 2.11: Satellite broadband system
gateway. However, some satellite broadband subscribers have another return channel which may
be narrow-band
We have here introduced diﬀerent broadband technologies that use radio frequencies. Terres-
trial wireless transmitters are commonly placed in masts and satellite transmitters in satellites
in orbits. Yet another place for radio transmitters can be imagined. An aircraft or an airship
in the stratosphere (about 20 km away from sea level) can serve quite a big area. These high
altitude long operational (HALO) aircrafts or high altitude platforms (HAP) could be unmanned
and use solar power. The structure of such a communication system is similar to satellite broad-
band systems, see Figure 2.11 [102]. The HALO and HAP have been studied but not yet largely
implemented [179, 260, 265]. Especially, satellite and HAP systems can provide good coverage
extension for terrestrial systems [87].
Radio Network Coverage
Based on the network topology and performance properties of technology components, the
amount of components needed for a network can be estimated. Firstly, each subscriber needs
some of the components (base station and its sector antenna) close enough to have an access.
Secondly, the topology of the network and forecasted communication traﬃc guides the amounts
of the other network components.
The cell radius RC , which deﬁnes the maximum service distance from base station, is one
of the key technology parameters when determining the network coverage. The cell radius can
be estimated using path loss calculations [242]. As described for DSL coverage in Section 2.1.2,
the general properties of technologies play an important role in these calculations. Among the
main topics for cell radius are the central frequency and frequency bandwidth [107, 169, 197].
The central frequency determines the propagation of the signal in general, see Figure 2.12 for
estimated maximum frequencies for speciﬁed cell ranges with the ITU-T IMT-2000 system. For
the cell radius calculations in Figure, the capacity is assumed to be 384 kbps for pedestrian use.
Other relevant technology properties are, for example, multiplexing methods, transmission
power, symbol rate, modulation, coding, and antenna gains [101, 117]. The cell radius is not
constant and the coverage is aﬀected by overall communications traﬃc in the sector at a time due
the channel interferences as well as location and velocity of the user terminals [119]. Moreover, the
service distance can be temporarily extended and lower data rates used by adaptively changing
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Figure 2.12: Estimated frequencies to achieve ITU-T 3G standard as a function of cell range [45, 197]
modulation and coding schemes.
Once the service distance is known, the service area A must be covered by deploying base
stations around the land [125]. The minimum amount of base stations can be estimated by
dividing the service area by the coverage area of one base station. The maximum coverage
area of a base station is calculated by using the circle area with service distance as radius.
More sophisticated estimates are achieved when the overlapping of base station service areas
are taken into account. Since the circles cannot cover the service area without overlapping each
other, the adjustment of the base station places aﬀects on the overlapping areas. In Figure 2.13
some possible coverage patterns are shown. Table 2.1 presents the eﬃciencies of these coverage
patterns. To count the eﬃciency, the pattern area with unit distance from center to corners is
divided by the circle area with unit radius. The coverage area of the pattern can be calculated
by multiplying the pattern area values in Table 2.1 with the square of the service distance.
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Figure 2.13: Coverage patterns
The actual amount of base stations needed to cover a certain area can be estimated only if
the demographic distribution and geography for the case are known. The shape of the terrain
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Table 2.1: The eﬃciencies of diﬀerent coverage patterns
Pattern Circle area Pattern area Eﬃciency
Triangle 3.14 0.75 0.24
Square 3.14 2.00 0.64
Hexagon 3.14 2.60 0.83
and obstacles in the area aﬀect the network performance [10]. Moreover, the deployment costs
can be reduced by using current pylons, but this restricts the locations of the base stations.
2.2 Traffic and Cost Modeling
2.2.1 Classification of Network Costs
The investment costs appear at the beginning of and during the network construction. After that,
diﬀerent costs need to be covered during the use of the network. International Telecommunication
Union (ITU) deﬁnes diﬀerent actions producing costs such that [130]
Operations include the operation of support centers/systems, test equipment, methods and
procedures, as well as the personnel and training required to install and maintain all the
elements.
Provisioning is the process of making available various telecommunications resources for
telecommunication services. Provisioning thus includes the design of the network from the
demand forecasting to the installations.
Administration covers a broad group of functions that sustain telecommunication services once
they have been established. These includes for example the conﬁrmation of the eﬃcient
use of network (network administration) as well as billing (service administration).
Maintenance sets up the operations from the network condition measurements and fault
management to the replacement of network components.
The operations cover some of the functions in other deﬁnitions, but merely it coordinates the
whole process of network implementation and use [198]. The costs of provisioning are discussed
in Sections 2.2.2 and 2.2.3. Maintenance costs as well as operation and administration costs can
also be modeled as described below and in Section 2.2.4 [125].
The investment costs are often referred to as capital expenditures (CAPEX) and they are
spread over several years in the annual accounts using deductions for taxation. The costs aimed
only at the occurrence year are called operational expenditures (OPEX). Another dimension for
classiﬁcation of costs is the dependability on the amount of subscribers (or users). Some of the
costs are ﬁxed and they are not aﬀected by the amount of subscribers. Other costs may be direct
variable costs that can be aimed at each subscriber directly. Between these extremes are indirect
variable costs that cannot be directly aimed at any subscriber but that monotonicly increase as
the number of subscribers in or the amount of the use of the network grows. Figure 2.14 points
out diﬀerent types of costs. Investment costs (or CAPEX) emerge before the network is running
and they can be divided in coverage related costs (i.e., ﬁxed) and capacity related costs. Note
that some of the coverage related costs could be directly aimed at certain subscribers, but we
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still analyze them as ﬁxed investment costs. Once the network is built, the administration of the
system and maintenance of it needs some ﬁxed costs  see ﬁxed running costs in Figure 2.14.
Variable running costs are the most ﬂuent and they depend on the amount of subscribers (and
users) and use of the network at a time. Running costs in common equals OPEX.
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Figure 2.14: Network costs
The operations and administration costs for techno-economic evaluations in telecommunica-
tions are often modeled based on the planned infrastructure. The ﬁxed yearly amounts are used
[125, 242]. The maintenance costs are often modeled using a mean time to failure or lump sum
proportional to the size of invested network infrastructure. This is discussed more and extended
in Section 2.2.4. The aﬀect of these cost components in the overall costs tend to be moderate or
low [225].
2.2.2 Traffic and Network Capacity
The network acts as a mediator for communication information and thus the information generate
traﬃc in the network. The traﬃc and networks can be divided in to two types: circuit-switched
and packet-switched. The circuit-switched communication need a certain bandwidth when ac-
tive. However, the amount of active connections through a certain network point seems to be
a random variable [10]. On the other hand, the packet-switched traﬃc needs network capacity
only short periods of time, but the intervals between those periods may be quite short, when
the transmission between two points is active. The packet-switched traﬃc can also be modeled
statistically [10]. The network operator may, and always do, design the capacity of the network
based on the fact that all the subscribed channels are not always active. Thus the capacity does
not need to be as high as the sum of subscribers nominal data rates. This is called statistical
multiplexing [10].
We deﬁne the concept of throughput demand D(t) to handle the statistical distribution of
subscriber traﬃc and the limited capacity of the network. The average throughput demand for
a user group da = RSκ is the product of the marketed end-user service rate RS and the over-
booking factor κ. The use of the channel bandwidth by the user group can be estimated by the
number of the subscribers N(T ) and by the average throughput demand per user. The network
infrastructure is planned so that the capacity for targeted user groups are achieved. The total
amount of network components needed to provide the forecasted traﬃc can be estimated based
on coverage and capacity calculations. Note that throughput demand D(t) = N(t)da(t) tends
to grow quite rapidly over time. This is because of the network services used and the amount
of users connected in the network. The throughput calculation have been used in the ﬁeld for
years and in telecommunication techno-economics, too [10, 242]. However, the single scenarios
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can be planned without the concept of throughput demand and the concept becomes necessary
only with the simulations of the network dimensioning, as done later in this thesis.
Some diﬀerent parameters for the growth of the downlink peak rate have been proposed. The
rate was stated to double every 90 days in 1999 and every year in 2004 [16]. Other studies propose
some 30% to 50% growth every year in the long run [40, 80, 264]. Usually, the rate growth is
proposed to be exponential da(t) = da(0)ecdt, where cd is the average througput demand growth
rate. In summary, we model the throughput demand as
D(t) = N(t)da(0)ecdt. (2.1)
2.2.3 Modeling the Component Prices
The prices of the network components are key factors when comparing technologies. The price
of a new component is ﬁxed or discrete function of time, when there is only few suppliers. If the
number of component manufacturers and distributors increases, the market price curve becomes
more continuous. As the amount of produced components grows, the research, development and
other ﬁxed costs can be allocated more widely and the price of one component tends to decrease.
Moreover, the production methods develop, which decreases the price of the components, too.
Wright's learning curve for the average production time Tn of n components is
Tn = T1nb, (2.2)
where b is a model parameter [203, 281]. Crawford's learning curve uses the same formula, but
Tn is deﬁned as the production time of the nth component [203]. When estimating the prices
of network components, that curve (2.2) can be used with the production amount based on the
total components produced in the world. This extended learning curve is used in [203, 250, 256].
If pT (t) is the price at time t and n(t) the relative proportion of produced components at time t,
pT (t) = pT (0)
[
n(0)−1
(
1 + exp
{
ln(n(0)−1 − 1)− 2 ln 9
∆t
t
})−1]log2K
,
where ∆t is the time interval between 10% and 90% penetration and K the relative decrease in
the cost by the double production. The equation can be modiﬁed to
pT (t) =
pT (0)
[n(0) + (1− n(0))9−2t/∆t]log2K . (2.3)
The TITAN project made a database of the prices of the network components. The database
made possible to analyze models and estimate the model parameters for diﬀerent types of com-
ponents [205]. The development of the prices of the components is studied in [71], too.
The mentioned price models needs several parameters. However, when analyzing local net-
work investments, the local penetration or the amount of components needed does not aﬀect so
much on the amount of network components in the world. In that case the component supply
side can well be forecasted without connection between penetration and component prices and
the component price is estimated using the exponential curve
pT (t) = pT (0)e−cT t = pT (0)KtT,p, (2.4)
where cT > 0 and 0 < KT,p = e−cT < 1 [226, 227, 228, 242]. For electronic components, the
yearly reduction in component price is from 0% up to some 30%, depending on the life-cycle
phase of the product.
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2.2.4 Maintenance Intensity Modeling
Let us deﬁne the maintenance intensity Im(t) for a system (or network) as the number of main-
tenance operations in a time unit. The intensity is
Im(t) = lim
∆t→0
Nr(t+∆t)−Nr(t)
∆t
,
where Nr(t) is the number of replaced components (or maintenance operations) until time t. The
maintenance intensity is aﬀected by the lifetime distributions of the system components. Let us
deﬁne the survival time Ts,i of a component (or system) as the time of component i successfully
working without maintenance. The probability density function for the survival time is fTs,i(t).
It is practical to assume the time between maintenance stops for a component i to be distributed
as the ﬁrst survival time Ts,i. The mean time to failure (MTTF) is the expectation of the survival
time
MTTFi = E[Ts,i].
For a new network, the components are new (t < MTTFi) and the maintenance intensity follows
the distribution of the survival times, i.e., Im(t) ≈ Nr(t)t . In the long run, the last replacement
times for components are scattered and the shapes of the survival time distribution functions do
not aﬀect on the maintenance intensity so much, i.e.,
Im(t)→ Im, (2.5)
where the constant Im is the asymptotic maintenance intensity. For such a system the time
between maintenance stops can be modeled using exponential distribution, which is often used
for the maintenance modeling in practice [234].
The shape of the survival time distribution depends on the physical properties of the system
or component. The survival time distribution can be analyzed by using hazard function
hi(t) =
fTs,i(t)
1− FTs,i(t)
,
where fTs,i(t) is the probability density function of the survival time and FTs,i(t) the cumulative
distribution [234]. The hazard function deﬁnes the instantaneous failure intensity given that the
component has operated without failure time t. The hazard function for exponential survival
time is constant, i.e., the failure intensity of the component with exponential survival time is
not aﬀected by the time after the maintenance. This yields to constant maintenance intensity
Im(t) = Im. In practice, the instantaneous failure intensity of a component is often growing [234].
Probability distributions like Weibull, ChiSquared, and Gamma have a growing hazard function
with lowering growing rate, see Figure 2.15. Moreover, the hazard functions of ChiSquared and
Gamma distributions are bounded, i.e., the tail distribution approaches exponential distribution
and the instantaneous failure intensity has a ﬁnite asymptote.
The survival time distributions other than exponential make the modeling of maintenance
costs for an investment more sophisticated. As analyzed earlier, the maintenance intensity of a
system with several components tends toward exponential. However, the maintenance costs for a
new network may be aﬀected by diﬀerent component survival time distributions. Some simulated
maintenance intensities with diﬀerent survival time distributions are drawn in Figure 2.16. The
shifted exponential distribution have probability F (t) = 0 for t ≤ 2 and F (t) = 1−exp(−λ(t−2))
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Figure 2.15: Hazard functions for distributions with mean 5.0
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Figure 2.16: Simulated maintenance intensity for a system with 50 000 components
for t > 2. All the distributions in Figure 2.16 have parameters so that mean is 5.0. As can be
seen, the system maintenance intensity tends to follow the model
Im(t) = (1− exp(−kt))Im.
Though this model is not truly validated for the network investment cases, we propose using it
in spite of the ﬁxed proportional model (2.5), which have mainly been used in the earlier studies
in the ﬁeld.
18 Broadband Access Networks and Costs
2.3 Combined Investment and Cost Model
An overview of a modular network investment cost model is drawn in Figure 2.17. The investment
costs X(s) at investment time s depend on the demography of the service area and technology
to be used as well as subscriber and throughput demand forecasts. The running costs C(t) for
each year depend on the infrastructure and the usage of the network.
Figure 2.17: Network costs model
The area from which the network should be accessible is considered in coverage calcula-
tions. The coverage demand gives the minimum amount IA of network components needed. The
amount IA is roughly proportional to the service area A and for wireless technologies inversely
proportional to the square of the cell radius Rc. Let us estimate the coverage related investment
costs by
IA =
KT,A
R2c
A,
where the parameter KT,A depends on the technology to be used.
On the other hand, the traﬃc ﬂow forecast D(t) deﬁne another minimum ID = KT,DD(z),
where z is the planning horizon. Now the traﬃc ﬂow using the subscriber forecast N(t), the
initial throughput demand da(0) and the throughput demand growth rate cd, is (2.1) D(z) =
N(z)da(0)ecdz. The amount of infrastructure needed is I = max(IA, ID) and the investment cost
model with the technology price pT (s) = pT (0)e−cT s (2.4) at investment time s is
X(s) = pT (s)I =
(
pT (0)e−cT s +KT,I
)
max
(
KT,A
R2c
A;KT,DN(z)da(0)ecdz
)
. (2.6)
Note that with the more sophisticated price model (2.3) the network component price would be
negatively correlated with the minimum amount of infrastructure ID. Thus the investment costs
as a product of negatively correlated factors have smaller proportional variance than the factors
directly indicate.
Let us similarly make a rough estimate on the running costs. The ﬁxed costs CF (t) in one
time period t are assumed proportional to the amount I of infrastructure, CF (t) = KT,F I. Alike,
some of the administrative costs are ﬁxed, but others are related to the number of subscribers,
COA(t) = KT,F,OAI +KT,V,OAN(t) +KT,V,I∆N(t),
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where∆N is the amount of new customers in the time period. Similarly, some of the maintenance
costs of the network are ﬁxed but a part of them are assumed proportional to the usage of the
network. Still, the maintenance costs are assumed to be proportional to the price of the network
components.
CM (t) = pT (0)e−cT t
[
(1− e−cT,F,M (t−s))KT,F,MI +KT,V,MN(t)da(0)ecdt
]
.
The total operational and administration and maintenance costs in one time period t are
C(t) = COA(t) + CM (t). (2.7)
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3. BROADBAND SERVICES AND MARKETS
The demand for broadband services has increased rapidly in the recent years. Recall the prop-
erties of the broadband services and Figure 2.2 as stated in Chapter 2. The broadband com-
munications network provides a two-way, always-on channel to the Internet capable of carrying
real time video. In addition, the charging is based on the monthly tariﬀ. The subscribers are
diﬀerent companies and communities as well as individuals and households.
Broadband subscription is neither a product nor a pure service, but it has characteristics of
both of them. The use of subscription requires customer premise equipment (CPE), nowadays
usually a part of or connected to a personal computer. Computer as CPE is a product whose
acquisition is nowadays more and more related to the Internet connection subscription. However,
the characteristics of services in general [105]:
• process consisting of activities,
• produced and consumed simultaneously, and
• customer participates as a co-producer in the service production process,
are fulﬁlled by broadband subscription itself. In summary, both customer product and service
adaptation viewpoints should be considered in the analysis of broadband markets.
3.1 Telecommunication Services
Many services are based on broadband communications. Some of these are online services on
the Internet servers, but the use of direct services using broadband has risen as well. Services
can be classiﬁed from a user point of view or from a technology point of view. One classiﬁcation
from the user's viewpoint deﬁnes seven main groups: education and learning, newspaper and
broadcasting, entertainment, medical care, public services, shopping and banking, and living
information [284]. The services are used for diﬀerent purposes, e.g., to collect information, for
personal development, in business, and communications, covering most of the life sectors. These
services and applications are used in both professional and private ﬁelds.
The technology oriented classiﬁcation of broadband services is based on the overall bandwidth
needed in downlink and uplink, and the real-timeness of communication. Table 3.1 presents some
examples of services in diﬀerent categories as well as deﬁnes some names for service groups. Es-
tablished service group names are in bold and examples of services in italics. Browsing provides
access to information services like educational information, news and magazines, weather fore-
casts, and so on [284]. These services do not need much bandwidth or real-timeness, and those
can often be used with narrow-band Internet connections, too. However, as the quality of im-
ages in web pages has risen, the demand for downlink data rate has increased too. Other basic
services are for example electronic mail, chat and instant messaging (IM) . Telephones and voice
over Internet protocol (VoIP) needs a real time channel to work properly. They are examples of
narrow-band real-time services.
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Table 3.1: Technical classiﬁcation of network services
Semi-real-time
Non-real-time (respond in few seconds) Real-time
Full narrow-band e-mail text browsing, IM telephone, VoIP
Broadband downlink Downloading, VoD Browsing Streaming, IPTV
Broadband uplink Uploading, Up-streaming
photo pressing
Full broadband P2P, ﬁle sharing remote oﬃce video conferencing
When a broadband subscriber is transferring data in the downlink direction, the service
group is downloading. The transferring a large amount of data needs high data rates but does
not need real-time channels. For example video on demand (VoD) service can be utilized with
non-real-time channel. Nevertheless, if the video is played simultaneously with the downloading,
the service class becomes streaming. IPTV (Internet protocol television) is one good example
of streaming applications. For uplink direction, we may call the services uploading and up-
streaming. For example pressing digital photos in photo laboratories can utilize uploading.
The most demanding broadband services demand full broadband in both directions. Those
include diﬀerent peer-to-peer (P2P) applications. P2P service may for instance be remote medical
care, video calls (or conferencing), or P2P data sharing.
See Table 3.2 for some characteristics of diﬀerent service applications. Most of the applica-
tions can be used for diﬀerent purposes and thus the service class may vary. The data rates in
Table 3.2 are based on Table 9.3 in [10].
Table 3.2: Characteristics of diﬀerent network services, data rates from [10]
Service Real- Broadband Broadband
Application class timeness downlink? uplink?
E-mail Communications Non-real-time No No
Telephone Communications Real-time No No
Web browsing News, shopping, etc. Semi-real-time 1 Mbps No
Video on demand Entertainment, Non-real-time 1-2 Mbps No
(MPEG1) education
Streaming (HDTV) News, entertainment Real-time 20 Mbps No
CD-quality stereo News, entertainment Real-time 256 kbps No
Peer-to-peer Entertainment, etc. Non-real-time >2 Mbps >2 Mbps
Remote oﬃce Business, medical (Semi-)real-time >10 Mbps >10 Mbps
care, etc.
Interactive games Entertainment Real-time 1.5 Mbps 1.5 Mbps
Videoconferencing Communications Real-time 1-2 Mbps 1-2 Mbps
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3.2 Acceptability and Adaptation
The penetration of a service (or equipment) is the average amount of subscribers (or owners)
per one hundred potential users. This concept is commonly used in telecommunications. In
broadband communications, two diﬀerent bases for the number of potential users are used. One
considers the human beings and another the households. In this study, mainly the later is used.
When considering the future penetration of a new technical service, we are faced up to
technology adaptation. Adaptation and diﬀusion models are mainly used in consumer product
industry and in telecommunications [5, 167, 184]. The adaptation of broadband services is the
growth of the penetration of broadband subscriptions in some target group as a function of time.
The penetration of a service is related to the overall demand of the service. Jointly with
revenue forecasting, see Section 3.3.1, forecasting of the penetration produces an estimate on the
demand for the service. In the long run, as the penetration grows near to one hundred, it perhaps
no longer is a relevant indicator on the demand of the service and the size of the market should
then be calculated based on other indicators. Before discussing diﬀerent penetration forecasting
models, we introduce here some aspects and theoretical models for the adaptation process of
technology users.
3.2.1 The Number of Potential Subscribers
To estimate the amount of potential subscribers, one must imagine which groups may subscribe
to the service: companies and homes, or perhaps everyone individually.
After determining the target groups, their size can be estimated using historical data. Such
data can be modeled as a mathematical curve using the least square method. Extrapolation with
parameter cN and initial value Npot(0) is
Npot(t) = Npot(0)ecN t,
which gives an estimate on the potential subscribers in each user group for the following years
[213].
Example
Consider the subscribers of ﬁxed broadband access. The potential subscribers are households,
companies, communities and public authorities. The households may have one broadband sub-
scription at home and perhaps another at a summer cottage. The companies may have a sub-
scription at each oﬃce. The communities that employ people may also have broadband sub-
scriptions. See Figure 3.1 for the overall amount of these potential subscribers in Finland. The
public authorities often have their own metropolitan and local area networks and the amount of
subscribers among them is hard to estimate.
As can be seen in Figure 3.2, the amount of potential subscribers have increased smoothly.
The data, which has been collected from [262], shows that linear or exponential regression may
be used. In the ﬁgure, the dashed line is exponential model for the sum of subscriber segments
and solid line is for household subscribers only. Both models have annual growth rates of 1,1%.
3.2.2 Subscriber's Decision Making
The decision to subscribe to the broadband network is aﬀected by several factors. The acceptance
of a technology depends for example on the usability, usefulness, costs and social attractiveness
of the service or product [199]. It is stated that the attributes in broadband subscriber's decision
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Figure 3.1: Broadband subscriber groups in Finland [262]
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Figure 3.2: The forecasted number of potential broadband subscribers in Finland [262]
making can be combined in access to the subscription, competence for the use of broadband, and
motivation to subscribe [96, 201, 273].
For professional use of information technology in diﬀerent organizations, the decision about
adaptation is done in manager level. The decision is aﬀected by the structure and culture of the
organization as well as managers' awareness and attitudes towards new technologies [258]. More-
over, costs and new risks if using information technology are more relevant issues for companies
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than for households [59].
Decision Attributes for Home Broadband Subscription
The attributes for and characteristics of the broadband and other communication service sub-
scribers have been studied from diﬀerent viewpoints in several research projects [91, 100, 214,
217, 282].
The access to the broadband connection can be seen as an existence of suﬃcient infrastructure
and resources. Physically, the access means that the subscriber's location is near enough to
operator's equipments [91, 214]. The physical accessibility can be measured as the coverage
area. Financially, the price of the subscription and customer premise equipments should not
exceed subscriber's earnings and ﬁnancial resources. It has been statistically proven that high-
income households more likely subscribe to Internet and broadband [100, 282]. Though prices
have quite small eﬀects [50, 143], studies show that the most common broadband subscribers
are educated people [143]. However, as the penetration grows, this may change. Yet another
resource aﬀects the access to the connection: time. Though low-income households have lower
possibilities for the connection, they have often more time to use the service [100].
Subscriber's competences need to be suﬃcient for the use of computer and Internet. It
has been stated that age and routines of using technical appliances aﬀect on the physical and
technical competences of subscribing Internet connection [214]. Education is strongly related to
the willingness to subscribe [100]. Yet cultural habits and cognitive competences play signiﬁcant
roles in the adaptation of the connection. Internet content is multilingual but evidently there
are diﬀerences in the amount and quality of content for diﬀerent languages. This may also aﬀect
on the subscribers' decisions [217].
The utility of the broadband subscription depends on the subscriber's using habits. Depend-
ing on her lifestyle, the Internet may provide access to many infotainment and entertainment
services important for the subscriber. The use habits of the connection is related to use habits of
other services [76, 121] and the adoption of new technology is aﬀected by the satisfaction from
the earlier experiences of similar technologies [28]. Studies further show that trust and fairness
play a signiﬁcant role in broadband business [50, 143]
The networks having diﬀerent user groups that beneﬁt from each others activity is called
to have two-sided markets. The quality of the Internet content increases along time and also
the number of subscribers aﬀects on the general quality of the content due to two-sided eﬀects
[77, 210, 211, 229, 230, 258]. In addition, the direct utility of the Internet and broadband
connection for a subscriber grows as the number of friends and relatives online increases [91, 177].
It is because of the communication applications used via connections. The grapevine aﬀects also
imitation on consumption decisions, thus increasing the adoption of the services. The relationship
between the number of subscribers and the adoption rate are discussed more deeply in Section
3.2.3.
The attributes for broadband access subscription are outlined in Table 3.3. Criteria are
general trend-lines and concrete measurable values that are related to the attributes. The char-
acteristics of individuals deﬁne the diﬀerences between potential subscribers.
3.2.3 Simulating the Adaptation of Services in Social Networks
Social Networks and Consumer Decision Making
Product diﬀusion models and mouth models have earlier been studied in [173, 174]. Three
diﬀerent sets of actions aﬀecting the adoption of IT innovations were found in [137]. Those
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Table 3.3: Attributes, criteria and characteristics of broadband access
Attributes Criteria Characteristics
Access
- Physical accessibility coverage place [91, 214]
- Financial costs price [91, 217] earnings [100]
- Time eﬃciency bandwidth [75, 78] time available [100, 120, 121]
Competence
- Physical compatibility working order, age [214]
- Technical learnability, user-friendliness technical appliances,
usability age [214]
- Cognitive eﬀectiveness literacy, language [217] education [100]
Motivation
- Financial utility substitutive way of life [120, 121]
services [76, 196]
- Social social acceptability interactive services friends online [91, 177]
- Emotional satisfaction [153] service quality earlier experiences [28]
aspects were contextual, inﬂuence and adopter's actions. Here we consider the network eﬀects
and some socio-cultural phenomena for broadband subscriptions.
Advertisements of technology innovations and services are traditional ways to raise the de-
mand for the services. However, the user experiences are much more eﬀective incentives for new
technological services than for traditional services. This increases the role of the grapevine ad-
vertising and social networks [177]. Moreover, potential subscribers may test the online services
by visiting friends, schools or libraries having broadband access, thus lowering obstacles for pur-
chasing new service. Thus the social environment and social networks play a role in broadband
access decision making. Here we show some theoretical reasoning for social network aﬀects in
broadband subscription.
The utility of the network service increases as the number of subscribers increases. This
is because of the increased number of friends in Internet and it increases also the value of the
network for operators and online service providers. The proposed models for the market value
of the network diﬀer from kN to k2N depending on the service properties. The value for a
broadcasting service like TV or traditional newspaper is proportional to N . That model is called
Sarnoﬀ's law. When considering the services in which any pairs of subscribers can communicate
to each other, like a telephone, the network value is stated to follow Metcalfe's law, i.e., to be
proportional to N2 [186]. The grow of diﬀerent online groups make the value of a network even
more attractive as the number of subscribers grows: Reed's law states the value to be proportional
to the number of diﬀerent groups, i.e., 2N [222]. These estimates have been criticized and more
realistic models like N logN have been proposed [36, 202]. In addition, the content quality
increases as the online service markets grow [77, 210, 211, 229, 230]. This kind of relationship is
relevant in two-sided markets. In summary, it seems obvious that the utility of the Internet and
broadband connection for a subscriber increases directly and indirectly via the content quality
as the overall number of subscribers and the number of friends online increases.
The social network eﬀects are considered in technology acceptance model (TAM) and value
based adaptation model (VAM) . TAM have been used to determine the signiﬁcancies of the
characteristics related to subscriber's broadband access decision making [214]. Some online
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service adaptations, e.g., for Internet banking, have been studied in [51] and online trading in
[168]. VAM model is applied to broadband subscriptions in [153]. TAM and other models for
information systems is studied also in [155]
The social network eﬀects have been studied analytically in [177]. The paper analyzes sta-
tionary states for certain connectivity distributions, making implications on the critical threshold
values for a service to be a success.
The social network eﬀects have implications in the possible marginalization of diﬀerent social
groups. It may be one of the explanatory factors for diﬀerent penetration levels between races
[217]. In addition, it is stated that rural subscribers have diﬀerent dynamics for the social network
eﬀects [91]. The reason for that may be the emphasized role of the utility for the substituting
services, e.g., e-commerce or communication with local authorities.
Social Network Model
We deﬁne the social network as a set of individuals and a set of relations between the individuals.
Mathematically, the network can be analyzed as a graph [276]. The two points are related (or
the graph has edge between the two points) if the corresponding individuals are friends to each
other. The friend relation is symmetric and partly transitive. This means that people having
common friends have increased probability of being friends to each other. This also yields to
cliques or nearly cliques.
In this section, we generate social networks with randomization so that any two pairs of
individuals are friends with probability p. In addition, friends of friends knows each other with
probability r. Values p = r = 0.05 are later used if nothing is mentioned. To illustrate the
adaptation of a service, let us simulate the process with diﬀerent possible decision models. After
an initial set of subscribers N(0) the adaptation process for a single potential subscriber i is
aﬀected by the number of friends Ni(t) already using the service and by a randomized individual
decision threshold Ci. Let us assume that the potential subscriber i subscribes if
kg(Ni(t)) > Ci, (3.1)
where the polynomial g deﬁnes the decision model as a function of subscribing neighborhood
Ni(t) and the parameter k is related to the adaptation rate and asymptotic penetration. Note
that this decision model does not take into account possible changes in mass marketing or prices
of the service.
Homogeneous Decision Model with Normal Thresholds
Let us simulate the adaptation with homogeneous decision model, i.e., g(Ni(t)) = Ni(t), and
normally distributed thresholds, i.e., Ci ∼ N (Ni, Ni) where Ni is the total number of i's friends.
This model illustrates the decision model where the probability to subscribe is proportional to
the number of friends subscribed, but the thresholds for subscribtions are normally distributed.
The rate parameter k = 11−θ is used to achieve asymptotic penetration maxtN(t) = θ. With
initial penetration 0.01 and targeted asymptotic penetration θ = 0.8, a network with N = 500
potential subscribers were simulated. The results of K = 1000 runs are combined in Figure 3.3.
Some 900 simulations earned a penetration more than θ2 . The distribution of the asymptotic
penetration among those has an expectation of 0.84, deviation of 0.017 and skewness of −0.1.
The simulated growths as a function of the adaptation state ρ(t) = N(t)maxuN(u) are drawn in
Figure 3.4. As can be seen the maximum growth occurs with penetration more than 0.5. Actually,
the expectation of the state for maximum growth is 0.63 with deviation 0.02 and skewness 0.2.
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Figure 3.3: Simulated adaptation with homogeneous model and normal thresholds
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Figure 3.4: Adaptation rate as a function of the penetration
The simulations above had g(Ni(t)) = Ni(t) and Ci ∼ N (Ni, Ni). The results does not
change much if the threshold distribution is not a function of the number of i's friends but a
function on the average number of friends. See the results with Ci ∼ N (N¯., N¯.) in Appendix A.1.
The same occurs with g = N(t) and Ci ∼ N (N,N), where N(t) is the number of subscribers at
time t.
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Homogeneous Decision Model with Exponential Thresholds
Consider the homogeneous decision model as above, i.e., g(Ni(t)) = Ni(t), and exponentially
distributed thresholds, i.e., Ci ∼ Exp(Ni). Now the rate parameter is k = 1√1−θ with θ = 0.8.
Out of the 1000 simulated adaptations for some 980 the penetration increased from 0.01 to
θ
2 = 0.4 or more. See the simulated adaptations and their derivatives in Appendix A.2. The
average of asymptotic penetration was 0.84 with deviation 0.03 and skewness -0.3. Now the
maximum growth occur earlier, on average at state 0.53. The deviation was 0.04 and skewness
zero. If the thresholds have identical distributions or the decision model is changed to be based
on the overall subscribers, the simulation results are quite the same, see Appendix A.2.
Unit Decision Model
If the number of subscribers does not aﬀect one's decision directly or indirectly, the growth is
proportional only to the number potential subscribers left
ρ˙ = k(1− ρ). (3.2)
Now the adaptation curve becomes exponential and approaches the level of 1. This model might
be relevant for example in modeling the substitution of a service by a new superior technology,
i.e., whenever subscriber is purchasing new service she chooses the one with new technology.
Linear Decision Model
Combining the unit and homogeneous decision models yields to linear, i.e., g(N(t)) = aN+N(t).
The simulations with k = sqrt(1 − θ), a = 1 − θ and exponential threshold distribution Ci ∼
Exp(6, 6) are drawn in Figure 3.5. With k = a = 1 − θ and normal threshold distribution
Ci ∼ N (4, 4), the adaptation is slightly diﬀerent and growth maximum occurs later.
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Figure 3.5: Simulated adaptation with linear model and exponential, changing thresholds
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3.2.4 Gompertz Model for Penetration Forecast
The S-shaped curves like demonstrated in Section 3.2.3 are proven models for adaptation process
[184]. When forecasting new technology adaptation, the Gompertz model have been used [180,
213]. Let ρ = Y/L be the share of the subscribers Y per the asymptotic level L of the subscribers
for the service and
ρ = exp[−β exp(−kt)], (3.3)
ρ˙ = βk exp[−kt− β exp(−kt)] = kρ ln(1/ρ), (3.4)
where k is the growth rate parameter and β the state parameter of the curve.
Estimating the Parameters of Gompertz Curve
The growth rate of the Gompertz-curve (3.3) is proportional to the amount of subscribers and
to − ln(ρ), see (3.4). The curve can be ﬁtted on the penetration data available as in Figure 3.6,
where the computer and broadband penetrations among Finnish households are illustrated.
When forecasting brand new services, there is no historical data of penetration. Still, corre-
sponding or substituent services may be considered, and forecasting can be based on the pene-
trations of such services [166, 269]. The information in the adaptation of other technologies can
be used in the forecasting of new technology manually or by using Bayesian updating as in [166].
Furthermore, the amount of subscribers after ten years is hard to forecast although we have his-
torical data about the penetration. The amount of subscribers in the long run may be forecasted
by comparing to other services or, for example, by using the Delphi-method [180, 213, 247].
Table 3.4: Some penetrations of home ICT [261, 262]
1990 1994 1998 2000a 2001a 2002a 2003a 2004a 2005a 2006a
Computer 8 20 30 47 51 55 59 63 66 71
Internet 7 16 30 36 41 45 49 57 64
Broadband 2 8 16 26 42 55
a the fourth quarter of the year
Let us make forecasts of subscribers based on historical data. Consider a minimum mean
square error (MSE) problem
min
L,k,β
Σi(Yˆi − ρk,β(ti)L)2, (3.5)
where Yˆi are the observed penetrations, ρk,β(ti) is the predicted adaptation model and L the
asymptotic penetration. By using nonlinear programming the parameters L, k and β can be
found. The Gompertz equation (3.3) can also be transformed into the time-wise linear equation
ln(ln(1/ρ)) = ln(β)− kt.
Thus, the parameters can be estimated with a linear model and the minimum square error
method. Note that because of the logarithmic transformation, the solution is not the minimum
square error solution for the original optimization problem (3.5). In summary, using data from
[144] we get the forecasts on the computer and broadband penetrations as shown in Figure 3.6.
The asymptotic penetrations are assumed to be 90%. The estimated parameters with zero time
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at year 2000, i.e., time tˆ = t− 2000, are as shown in Table 3.5. The optimized parameters give
asymptotic penetrations L > 100 (%), which could not be achieved. This indicate that the the
number of data points is quite small, or the models are not practical for this case. The optimized
adaptation curve in Figure 3.6 is the solution for the MSE problem (3.5) with constraint L ≤ 100.
The ﬁtted curve tends to be underestimating the forecasted computer penetration. The poor
ﬁtting indicates that Gompertz does not describe the computer home penetration in Finland so
well.
1985 1990 1995 2000 2005 2010
0
0.2
0.4
0.6
0.8
1
Year
Pe
ne
tra
tio
n
Computer data
Estimated Computer penetration, L=90
Optimized Computer adaptation
Broadband data
Estimated Broadband penetration, L=90
Optimized Broadband adaptation
Figure 3.6: Gompertz estimates on the computer and broadband penetrations in Finland [261, 262]
Table 3.5: Estimated parameters for Gompertz model
L k β
Computer Penetration 90 a 0.1345 0.700
MSE Computer Adaptation 100 b 0.1195 0.842
MSE Computer Adaptation 132 0.0897 1.144
Broadband Penetration 90 a 0.4006 8.139
MSE Broadband Adaptation 100 b 0.3720 7.906
MSE Broadband Adaptation 126 0.3091 6.974
a assumed value
b bounded value
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3.2.5 FisherPry Model for Product Substitute
When modeling the substitution of a technology by another superior technology, a FisherPry
model have been used [180, 213]:
ρ =
1
2
(1 + tanh(c(t− t0)), (3.6)
ρ˙ =
c
2 cosh(c(t− t0)) = 2cρ(1− ρ), (3.7)
where c is the shape parameter of the curve and t0 the time for 50% substitution. The time
diﬀerential of the curve is proportional to the subscribers already using the service and to the
number of subscribers not yet served, see (3.7). The shape of the FisherPry curve is symmetrical,
see Figure 3.7. It is actually equivalent to the Pearl curve [180]
ρ =
1
1 + β exp(−kt) , (3.8)
where β and k (and L) are the parameters of the curve.
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Figure 3.7: FisherPry estimates on the share of the Internet and broadband connections in Finland
[262, 261]
The Internet connection cannot be used without some kind of computer. Let us thus model
Internet adaptation inside the computer adaptation by FisherPry model. Moreover, the broad-
band usage can be modeled as a substitute for Internet. The FisherPry model (3.6) traditionally
forecasts the substitution of a technology. The equation (3.6) is equivalent to
ln
(
ρ
1− ρ
)
= 2ct− 2ct0,
which is linear equation as a function of time. If the minimum MSE line for ln( ρ1−ρ) versus time
is y = At+B, the parameters for the FisherPry model on the data can be estimated as c = A/2
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Table 3.6: Estimated parameters for FisherPry model
L c t0
Internet (for computers) 1.00 a 0.1027 1997.5
MSE Internet Adaptation 1.20 0.0735 1999.8
MSE Internet Adaptation 1.00 b 0.0968 1997.4
Broadband Share 1.00 a 0.4468 2004.8
MSE Broadband Share 0.975 0.4333 2004.6
a assumed value
b bounded value
and t0 = −B/A. Thus, using data from [261, 262], the Internet adaptation and the fraction of
Internet subscribers that use broadband can be forecasted. The parameters found are as in Table
3.6 and the adaptation curves are drawn in Figure 3.7. The maximum share for the estimates
are assumed to be 100%. The optimized models are estimated using nonlinear programming for
the minimum MSE problem
min
L≤1.0,c,t0
Σi(Yˆi − ρc,t0(ti)L)2. (3.9)
The models in Figure 3.7 suit in the data poorly. This is partly because of the changes in the
marketing and circumstances of the services, but the models might be wrong to the case, too.
The forecasts for Internet penetration and broadband usage are combined in Figure 3.8.
The ﬁtted curves for Internet penetration seems to be underestimating the growth rate of the
penetration. The wrong dynamics of the model may yield for example from the unheeded price
erosion in subscription tariﬀs (see Section 3.3.1) or the simultaneous adaptations of computers
and Internet. The direct ﬁtting of the Gompertz model seems to be more acceptable for the
data, see thick dark curve in Figure 3.8.
The Comparison of Gompertz and FisherPry Dynamics
The dynamics of the Gompertz curve diﬀers a bit from the dynamics of the FisherPry curve.
Recall that the time diﬀerential of Gompertz curve is proportional to ρ ln(1/ρ) and the time
diﬀerential of Fisher-Pry is proportional to ρ(1 − ρ). The growth of the Gompertz curve is
clearly greater than ρ when ρ is small. Meanwhile, FisherPry grows proportional to ρ, see
Figure 3.9. Since ln(1/ρ) = (1− ρ)+ (1−ρ)22 + (1−ρ)
3
3 ..., both models tend to grow proportionally
to 1− ρ, when the service under consideration has quite a much subscribers. In summary, when
modeling data and forecasting, the substantial diﬀerence one should notice is the fact that the
growth of the Gompertz curve is greatest when 0.3 < ρ < 0.4 while FisherPry is symmetric
and thus the greatest growth occurs at ρ = 0.5. The FisherPry model is a kind of analytical
formulation of the simulated adaptation model in social network with homogeneous decision
model and exponential thresholds, see Section 3.2.3.
The dynamics of the adaptation models have also been analyzed using hazard functions. It
points out the probability for a potential subscriber to subscribe as a function of the number of
subscribers adopted and it can be deﬁned as
H(ρ, t) =
ρ˙(t)
1− ρ(t) .
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Figure 3.8: Estimates on the broadband and Internet subscribers in Finnish households [262, 261]
The hazard rate of Fisher-Pry model is kρ and for Gompertz model it is proportional to ρ +
ρ(1−ρ)
2 +
ρ(1−ρ)2
3 . . .. See Figure 3.9 for hazard rate illustration.
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Figure 3.9: The dynamics of the Gompertz and FisherPry curves
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3.2.6 Richards Generalized Model
Richards introduced a generalized growth model [224]. It is sometimes called von Bertalanﬀy
Richards model since it covers also a family of models by von Bertalanﬀys. The model mainly
used in biological growth modeling states [24, 90, 170, 224]
ρ =
1
(1 + β exp(−kt)) 1b
, (3.10)
ρ˙ =
k
b
ρ(1− ρb), (3.11)
where ρ(t) = Y (t)/L, β is a parameter for the current state of the adaptation, k rate parameter,
and b a shape parameter.
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Figure 3.10: A serie of Richards models
Gompertz and FisherPry models are special cases of Richards model [24, 170]. The model
approaches Gompertz as b approaches zero. The parameters with b = 1 deﬁne FisherPry
models, see equations (3.6) and (3.8). The Richards model is S-shaped or concave depending on
the parameters [170]. For typical growth modeling, the rate k and asymptotic level L are positive
and the sign of β equals the sign of b. With b ≥ 0 the curve has asymptotic levels 0 (t → −∞)
and L (t→∞), and inﬂection point at ρ = 1/(1 + b) 1b thus being S-shaped. For −1 < b < 0 the
curve is S-shaped with upper asymptotic level L, but the function is zero at t = ln−βk and not
deﬁned for time before that. For the case b ≤ −1 the curve is concave with zero point at the
mentioned time value. See Figure 3.10 for a series of Richards models with diﬀerent values of b.
The models are scaled to have L = 1 and ρ(0) = 0.1 and ρ(1) = 0.9, i.e., β = ρ(0)−v − 1 and
k = − ln
(
ρ−v1 −1
β
)
.
The dynamics for the Richards growth models with diﬀerent values of parameter b is drawn
in Figure 3.11. The smaller b means that the maximum growth rate appears earlier. More
accurately, the growth maximum appears at state ρ = 1/(1 + b) 1b . The hazard function for
Richards model with natural number b is kb (ρ+ ρ2 + . . .+ ρb).
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Figure 3.11: The dynamics of the Richards model
Estimating the Parameters of Richards Model
The estimation of the parameters of diﬀerent growth models is studied in [90, 216]. The observa-
tion error may be assumed to be log-normal as in [216]. The problem yielding is solvable and the
conﬁdence intervals for the parameters is produced by bootstrapping. This method is practical
for cases with much data points, which is not achieved in technological innovations. Instead, the
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Figure 3.12: Mean square error of the Richards estimate for computer adaptation
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problem can be formulated as minimum mean square error problem
min
L,b,k,β
Σi(Yˆi − ρb,k,β(ti)L)2. (3.12)
This can be solved using nonlinear programming with some starting values for parameters [90].
Practically, local search algorithms typically could not step over parameter value b = 0 for (3.12).
Thus, at least two searches with diﬀerent starting values must be run for one problem.
The model equation (3.10) can be transformed to linear equation using logarithm, i.e.,
ln
ρb
1− ρb = kt− lnβ. (3.13)
This linearization can be used to get a rough estimate for the parameters. Note that the solution
for the minimum MSE problem with given L, b does not have to be optimal solution for (3.12).
Equation (3.13) is only used if the asymptotic level L and shape parameter b are forecasted using
other techniques or the solution space is raked for a good starting value for the local search.
Consider the home ICT data stated in Section 3.2.4 and Section 3.2.5. Let us ﬁrst estimate the
computer and broadband penetrations directly. Some values of MSE for the subproblem solutions
(3.13) with diﬀerent values of L and b are in Figure 3.12. In the right hand side of the ﬁgure,
contour curves are drawn to illustrate the states of equal MSE. The ﬁgure shows that the optimal
solution for (3.12) have b > 0 and good initial guesses may be found from b = 0.5, L = 110 to
b = 1.5, L = 85. Similarly for the broadband penetrations we get Figure 3.13. Now the minimum
MSE values occur near b = 0 and starting values from b = −0.2, L > 120 to b = 0.3, L = 95
should be used for nonlinear programming methods. The optimized parameters can be found in
Table 3.7 and model curves in Figure 3.14. Solved models are solutions for the problem (3.13),
i.e., with L = b = 1 the solutions are equivalent to Fisher-Pry models, and MSE refers to the
solution of the problem (3.12). Since the asymptotic level L and the model shape b correlate
negatively and they partly substitute the eﬀects of each other, the constraint L ≤ 100 does not
change the value of the minimum MSE dramatically. Because of the simpler and more realistic
models, the constrained versions are preferred.
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Figure 3.13: Mean square error of the Richards estimate for broadband adaptation
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Figure 3.14: Richards estimates on the computer and broadband penetrations
Table 3.7: Estimated parameters for Richards model
L b k β
MSE Computer Adaptation 87.8 1.146 0.2230 1.362
MSE Broadband Adaptation 100 b 0.0016 0.3724 0.0123
MSE Broadband Adaptation 129 0.0017 0.3037 0.0117
MSE Broadband Adaptation 143 -0.099 0.2598 -0.543
Solved Internet Share 1.00 a 1.00 a 0.2054 0.603
MSE Internet Share 1.00 b 2.35 0.2587 2.193
MSE Internet Share 1.31 0.515 0.1131 0.485
MSE Internet Share 2.19 -0.636 0.0353 -0.555
Solved Broadband Share 1.00 a 1.00 a 0.8935 69.78
MSE Broadband Share 1.00 b 0.056 0.5746 0.549
MSE Broadband Share 1.17 0.071 0.4649 0.541
MSE Broadband Share 1.40 -0.283 0.3088 -1.064
a assumed value
b bounded value
The Internet subscription share among home computer owners and the share of broadband
subscriptions were modeled using Fisher-Pry in Section 3.2.5. To make Richards estimates, let
us ﬁrst analyze the contour plots of the MSE for solutions of subproblems (3.13) in Figure 3.15.
The proposed starting values for the optimization algorithms are from b = −0.5, L > 1.6 to
b = 0.5, L = 1.3 for Internet share and from b = −0.5, L > 1.6 to b = 0.2, L = 1.1 for broadband
share. The optimized parameters are in Table 3.7 and curves in Figure 3.16. Richards model has
more ﬂexibility than Fisher-Pry and thus it suits better in data. The optimized Richards models
are combined in Figure 3.17. The constraint L ≤ 1.0 does not aﬀect on the level of minimum
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Figure 3.15: Contour plots for the MSEs of Richards estimates for Internet and broadband share
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Figure 3.16: Richards estimates on the share of the Internet and broadband connections
MSE for Internet share models, but for the broadband share models the minimum MSE triples.
The minimum MSE levels for cases b < 0 and b > 0 equal.
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Figure 3.17: Richards estimates on the broadband and Internet subscribers in Finnish households
3.2.7 Bass Model
Bass model was introduced in [18, 19, 20]. It deﬁnes a series of models from S-shaped logistic
to exponential model. Thus it has some coincidences with the Richards model but the dynamics
are diﬀerent. The model for the adaptation is
ρ =
1− exp(−k(1 + p)(t− T0))
1 + 1p exp(−k(1 + p)(t− T0))
, (3.14)
ρ˙ = k(p+ ρ)(1− ρ), (3.15)
where the shape parameter is p > 0, rate parameter k > 0, and T0 is the time when the growth
starts. The model approaches Fisher-Pry as p → 0 and exponential as p → ∞. See Figure
3.18 for a series of Bass models. The growth rate is drawn in Figure 3.19. Note that the hazard
function is linear equation k(p+ρ). Bass model is analytical formulation of the simulated network
adaptation with linear decision models, see Section 3.2.3.
Estimating the Parameters of Bass Model
The parameters of the Bass model can be estimated similarly to Richards model. The MSE
optimization problem is deﬁned as
min
L,p,k,T0
Σi(Yˆi − ρp,k,T0(ti)L)2. (3.16)
With given L and p, the model can be linearized as
1
1 + p
ln
1 + ρp
1− ρ = kt− kT0. (3.17)
Equation (3.17) is used to make a Bass MSE contour plot. Figure 3.21 indicates that the optimal
solution for problem (3.16) with computer penetration data have parameter values from L = 90,
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Figure 3.18: A serie of Bass models
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
f
(p+
f)(
1−
fb )
/b
p~0 (Fisher−Pry)
p=0.1
p=0.5
p=1
p=2
0 0.2 0.4 0.6 0.8 1
0
0.5
1
1.5
2
2.5
3
f
H
az
ar
d 
ra
te
p~0 (Fisher−Pry)
p=0.1
p=0.5
p=1
p=2
Figure 3.19: The dynamics of the Bass model
p = 0 to L = 100 to p = 0.05. Using these as starting values for the nonlinear programming,
parameters as in Table 3.8 are found. The curve with these parameters is drawn in Figure 3.20.
Similarly with starting values from L = 80, p = 0.04 to L = 110, p = 0.07 we ﬁnd optimal
solution for broadband penetration data, see Figure 3.23.
The contour plots for the MSE of Bass estimates for Internet and broadband data are drawn
in Figure 3.22. The left curve indicate that the model is not suitable for the Internet share.
The exponential or linear model would ﬁt as well to the data. Using the starting values from
L = 1.05, p = 0.1 to L = 1.3, p = 0.25, the broadband share optimum model can be found as in
Table 3.8. The solutions with constraints L ≤ 100 are modeled in Figure 3.20.
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Table 3.8: Optimized parameters for Bass model
L p k T0
MSE Computer Adaptation 89.7 0.0017 0.2064 1969.7
MSE Broadband Adaptation 86.2 0.048 0.6100 2001.2
MSE Internet Share 1.00 b 0.0029 0.1926 1967.1
MSE Broadband Share 1.00 b 0.0768 0.6931 2001.0
MSE Broadband Share 1.19 0.1828 0.4444 2001.4
b bounded value
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Figure 3.21: Mean square error of the Bass estimate for computer adaptation
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Figure 3.23: Bass estimates on the broadband and Internet subscribers in Finnish households
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3.3 Broadband Markets
Figure 3.24 shows the development of broadband subscribers in Finland. The ﬁgures include all
subscribers, e.g., households, communities, and companies. For a wide introduction in broadband
markets, see [248].
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Figure 3.24: Broadband subscribers in Finland [218, 261]
3.3.1 Revenue Modeling
The demand for broadband connection increases when the price decreases. The number of sub-
scribers and the price of the services are nearly inversely proportional to each other. Studies
[189, 190, 191] show that the broadband demand curve within the corporate segment is expo-
nential. If x is the number of subscribers and p is the price of the service,
x = Apb, (3.18)
lnx = lnA+ b ln p,
where A and b are parameters of the model. Historical or market survey data can easily be
estimated using this model and linear regression.
The exponential model is used in [252, 254, 256]. The model
x = exp[(α+ βp)γ ], (3.19)
lnx = (α+ βp)γ ,
has three parameters α, β, γ, which can be estimated using the least square method. This model
is not linear and cannot be transformed to linear. Thus, nonlinear programming must be used.
Even a more complex model for residential subscribers was established in [157]. It uses discrete
variables for diﬀerent ages, areas and income levels, and estimates the demand curve.
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The estimated demand curve is used to forecast the corresponding price evolution of the
services. If a penetration forecast is available, the price of the service with models (3.18) and
(3.19) are
p = (x/A)1/b, and
p =
(lnx)1/γ − α
β
,
respectively.
The broadband subscription tariﬀs in Finland are two-folded. Firstly, the starting fee is used
to cover the costs of setting the channel active. Secondly, the monthly fee yields a proﬁt after
running costs to cover the investment costs. Though the starting fees are three to six times the
monthly fees, the starting fees are usually not gathered but the opening of the channel are oﬀered
as free of charge.
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Figure 3.25: Broadband subscription prices in Finland [145, 146, 147, 148, 149]
The Figure 3.25 display the developments of the average monthly fees in Finland. The prices
are based on the studies [145, 146, 147, 148, 149]. The service classes are 256 kbps, 512 kbps,
1 Mbps, 2 Mbps and at least 8 Mbps for theoretical downlink data rate. The uplink data rates are
512 kbps except 256 for the lowest and 1 Mbps for the highest service class. As can be seen, the
prices went down from 2003 to 2005. After the year 2006 the level of the broadband tariﬀs have
been stabilized. The development of the subscriber prices and costs in Finland have also been
studied in [13, 159]. It is stated that prices have quite small eﬀects in broadband subscription of
households [50, 143].
It is convenient to model the revenues by estimating average revenue per user (ARPU). ARPU
multiplied by the number of subscribers gives an estimate on the total revenues for operator.
The ARPU is more stable than a single service prices and it can be modeled as a function of
time
pS(t) = pS(0)KtS = pS(0)e
−cSt, (3.20)
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where pS(0) is ARPU at time 0 and KS (and cS) the erosion parameter.
3.3.2 Competition
The supply side of the broadband markets is strictly based on technological development. Es-
pecially, the connection bandwidth grows rapidly. The suppliers vary based on technological
changes. The changes make broadband business live and may help newcomers. On the other
hand, some technologies are based on the old telephone lines, i.e., subscriber lines. This gives
a signiﬁcant market power to those traditional network operators possessing the lines. They
are called incumbent operators. New technologies are providing other routes for services too,
e.g., radio frequency. In addition to commercial operators, there are diﬀerent associations and
cooperative societies in Finland that are also broadband service operators.
3.3.3 Other Communication Services
The broadband connection can be seen as a substitute for narrow-band Internet connection.
The substituent eﬀects have been studied earlier [75, 78, 91]. The cross price elasticies between
broadband and narrow-band have been analyzed and the results support them being substituents
for each other [91]. Moreover, the price of the broadband subscription fee seems to be signiﬁcantly
aﬀecting the decision to upgrade or not from narrow-band [91, 282]. The broadband subscription
also aﬀects on the consumption time and content utilized in Internet [120].
Nowadays, some mobile phones include broadband access premise equipments. However, the
charging of mobile broadband is often based on the amount of transferred data. The deﬁnition
described in Chapter 2 means that broadband connection is always-on and charged monthly.
This deﬁnition does not include all mobile phone users, but it must be noted that new mobile
standards make mobile broadband possible.
The mobile phones and mobile communication services have broken through in developing
countries and little by little all over the world. Studies on the price elasticities and demographic
issues for mobile should be considered when analyzing broadband access [95, 183, 221]. However,
the diﬀerences and similarities must be examined with care. It is shown that the mobile is
a substitute for wired telephone, but the opposite is not clearly true [94, 95]. This kind of
asymmetry exists and is relevant especially in developing countries.
3.3.4 Regulation and Public Authorities
The communication business has been highly regulated but is being liberated step by step in
many countries. In Finland, one public authority served as operator until liberalization started
in the 1990s. Still, state partly owns a mobile operator and a signiﬁcant local telephone operator,
but fully private companies exist, too.
The role of governmental and municipal ownership is discussed widely, for example, in the
USA [108, 267]. Public ownership is supported, because communications is seen as a public
service. Opponents call for open communication markets and argue that private companies are
more eﬃcient than public actors. In addition to direct ownership, diﬀerent subsidies by local
and governmental authorities are paid all over the world. For example in Sweden, broadband
projects are sponsored up to SEK 5.25 billion in total, i.e., some EUR 550 million [83, 240].
As a result, there were residential connections up to 1000 Mbps in southern Sweden in 2005
[161]. Kidokoro has studied the Internet connection market and welfare issues in [151]. He states
that for high Internet penetrations both the competition policy could lead to maximum welfare
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with market price equal to marginal cost. The same could be achieved by regulated monopolic
policy. However, for low penetration markets the social welfare maximum is not achieved without
subsidies to operators or customers [151].
Regulation in communication business is done on three main levels. The ﬁrst level is general
competition regulation which is done in every business sector [134]. However, because of the
nature of networking and because the open competition in communication business has so short
history, there exist many local monopolies [122]. This makes the role of the regulator in commu-
nications bigger than in other businesses [192]. Another level of regulation is service controlling,
which include consumer protection and quality controlling. The third level of regulation is the
network operator speciﬁc. This includes for example security issues and resource speciﬁc issues,
e.g., radio bandwidth. Further information on telecommunications regulation can be found in
[154, 192, 272]
3.4 Combined Demand and Revenue Model for Finnish Households
The adaptation of home ICT has been rapid process in Finnish households. The process can
be seen to contain three partly overlapping phases. Firstly, the introduction and penetration
growth of personal computers begun before the year 1990. The Internet became popular during
the next decade 1990-2000 and broadband penetration has grown in the last years, after 2001.
These three phases are so simultaneous that they cannot be taken fully apart from each others.
The early adaptation of computers is quite a typical product adaptation process, but nowadays
Internet and broadband subscriptions play a signiﬁcant role in home computer adaptation as
well. Moreover, the adaptation of broadband begun as a service substitute process over Internet
but latterly the adaptation is more related to the home computer adaptation. In summary, the
product adaptation process of computers and the service adaptation of Internet have escalated
to a single product-service adaptation. This explains partly why the traditional S-shaped curves
does not ﬁt in the Finnish home ICT penetration data.
The amount and quality of services in the Internet has increased as the penetration of Internet
subscribers grows. The penetration of broadband connections for market with relatively high
initial Internet penetration may diﬀer from the traditional S-shaped curve for new technology
penetration. The rate of the penetration growth tend to be higher than the traditional model
would express. This is because the broadband subscriptions can be updated quite easily from
the plain Internet subscription without large investments. On the other hand, as the broadband
adaptation process is more in combination with computer adaptations, the penetration growth is
still moderate. We prefer to model the adaptation of the broadband subscriptions using Richard's
model (3.10). It is ﬂexible and yet practical. The number of subscribers is modeled in this study
with equation
N(t) = h(t)ρ(t)Npot(t) =
h(t)Npot,0ecN t
(1 + βe−kt)
1
b
,
where h(t) is the market share of the operator.
The operator revenues depend on demography, markets, competition and company actions,
see Figure 3.26. Because the service adaptation is only modestly sensitive to price [50, 143] and to
keep our model simple, we use exponential time dependent model (3.20) for the average revenue
per user. Discrete price models might be more realistic for smaller markets where operators have
strong impact. Still, the exponential model as a forecasted expectation of the ARPU is reasoned.
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The forecasted total revenues for operator are thus
B(t) = pS(t)N(t) =
pS(0)Npot,0e(cN−cS)t
(1 + βe−kt)
1
b
. (3.21)
Figure 3.26: Broadband network operator revenue modeling
49
4. VALUATION AND DECISION MAKING UNDER UNCERTAINTIES
Let us consider a situation where a network operator is aiming to launch a new broadband access
network in Finland. The access network will be located at a certain place in Finland where the
operator is not an incumbent telephone operator. The network investment is medium sized but
not crucial for the operators other businesses, i.e., the investment decision can be done based on
economic evaluation without immediate strategic implications.
4.1 Managing Uncertainties in Decision Making
Decision making consist of diﬀerent tasks from the identiﬁcation of decision context via the
analysis and modeling to choosing the alternative. Decision making may be hard because of [55]
• the complexity of the problem,
• the uncertainty in the situation,
• the multiple objectives of the decision maker(s), and
• diﬀerent perspectives relevant for the decision maker(s).
The uncertainty lies in diﬀerent parts. Firstly, the current markets, technology and solution
alternatives may be uncertain for the decision maker, i.e., the information is not complete.
Secondly, the impacts of decisions are uncertain. And thirdly, the future is uncertain, i.e.,
diﬀerent events may occur in the future regardless of the decision makers actions.
Diﬀerent methods for managing the uncertainties in decision making are used. The starting
point for successful decision is to gather information from diﬀerent sources from literature to
experts. The researchers may have a common narrow vision on future applications. Current
information may be mentally restricted and new ideas should be sought, too. Diﬀerent alterna-
tives and uncertainty in the future can be worked out by creativity tools like brainstorming and
checklists [55, 215].
When drawing the relations of current situation, decision maker's actions and possible future
events, one gets inﬂuence diagrams [55]. To reveal the impacts of investment decision net present
valuation can be used. More about basic valuation methods is written in Section 4.2 and practical
cases can be found in Chapter 5. Basic valuation gives result for single one scenario and sensitivity
analysis should be made to trace impacts of parameter uncertainties [55], see Chapter 5 or
[82, 250] for examples.
The uncertainties on the values of the parameters may mislead the scenario based valuation.
For example in broadband investments, the amount of subscribers and the market situation is
hardly forecasted correctly and that makes calculations open to doubt. However, the uncer-
tainty can be considered as a continuous distribution of the parameter value, like fuzzy numbers.
The distributions make it possible to choose several scenarios randomly. Thus, by calculating
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proﬁtability in diﬀerent scenarios new distributions are generated representing the value of the
network investments. This method is called Monte-Carlo simulation. Monte-Carlo simulation
has been used for example in [81, 86, 129, 252, 249]. More cases of practical use are analyzed
by simulation in Chapter 5. When the risk proﬁles of diﬀerent decision alternatives are found,
they can be compared to each other [55]. That way the decision maker can choose between
alternatives with her risk carrying capacity and risk willingness in mind. Simulation examples
and some risk proﬁles can be found in Chapter 5.
Some quantitative decision analysis methods take into account decision maker's several plans
or alternatives. Decision tree is applicable to diﬀerent situations where there is one or several
consecutive decision points [55]. In investment decisions, portfolio analysis can be used for
comparing several alternatives and optimizing the combination of diﬀerent investments [109].
Yet real option analysis is eﬀective method for analyzing the investor's possibility to change
plans. More on real options is written from Section 4.3 forward.
The methods mentioned are not complementary but each of them are helpful for decision
maker. They are recommended to be used in management of uncertainties. Some of the methods
are presented in more detail below.
4.2 Valuation of Network Investments
The valuation of investments is essential for decision makers [249]. The valuation process assess
how much the investment is worth. Furthermore, it is important to know how much capital the
project needs and how quickly the planned investment pays itself back. Valuation methods are
used to ﬁnd out whether it is possible for a company to invest in a project or not, and to compare
diﬀerent solutions to each other. The most common valuation methods are based on cash ﬂows
and general ﬁnancing theory [32].
4.2.1 Scenario Based Techno-Economics
Techno-economics studies the economics of technologies. The main purposes are the valuation
of technological investment projects and to answer such questions as what the cost structures
of diﬀerent technological solutions are like. Often, techno-economics is future oriented and uses
diﬀerent forecasting tools. It must be noted, however, that economics is not the only viewpoint
to consider when choosing technology. It has been proposed that the overall user needs must be
satisﬁed to be dominant business player [53].
Scenarios
Scenarios are plans or projections on circumstances [27]. For example, the demographic scenario
may be such that there lives 1 000 people in 10 km2 area, i.e., the population density is 100
per km2. The set of scenarios on diﬀerent environmental factors  i.e., on demographic and
service and regulation and on technology is called a case. Scenario based techno-economics uses
scenarios and cases to estimate the proﬁtability of a certain technology in diﬀerent circumstances.
In communications, scenarios are used in many cases [46, 125, 126, 127, 142, 162, 204, 205, 243,
285].
An example on the use of scenario based techno-economics can be found in a study by Smura
[243], where WiMAX technology is compared to ADSL. This study concludes that WiMAX is
not competitive with ADSL in dense areas. However, indoor WiMAX may be feasible in the
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most densely populated areas. In rural areas that are not connected to a ﬁber backbone, there
are no clearly proﬁtable broadband technologies, Smura argues. Still, WiMAX may be the best
alternative to provide solution for those areas.
Another WiMAX analysis is by the WiMAX forum [277]. The paper considers urban, sub-
urban, ex-urban and rural areas in three diﬀerent scenarios. The rural area is represented by a
small city far from other cities and the ex-urban is area nearby a city. The population density
in rural area may be relatively high but in ex-urban areas, population density is always very
low. The analysis concludes that WiMAX may be a proﬁtable technology in urban and subur-
ban areas. However, this study does not compare WiMAX to ADSL. In addition, the WiMAX
forum generates an attractive business model for a rural town such that the cumulative cash ﬂow
becomes positive in four years.
Forecasting Broadband Communications
Forecasting is a demanding process. However, successful future analysis may produce great
beneﬁts for persons or companies, even if the forecasts are incorrect. This is because methods
push forecasters to think about the future. Several forecasting methods are developed for diﬀerent
purposes [88, 213]. The methods vary from creative group sessions to detailed calculations.
4.2.2 Discounted Cash Flow
Net Present Value
Operators and users behave rationally. When choosing communication technologies they try to
minimize cost and maximize utility. The revenue of an investment should exceed the costs of it.
Let B(n) be the revenues and C(n) the costs in period n. The proﬁts in the period is
P (n) = B(n)− C(n). (4.1)
However, the investment needs capital, which could be invested in other businesses. Moreover,
we prefer money today to money in the future. Thus the amount X now is worth of RX = erX
after one period with the gowth rate r. The amount Y after n periods is worth of Y R−n = Y e−rn
now. This calculation is called discounting and r the discount rate. Summing up the cash ﬂows
from diﬀerent periods results in the discounted cash ﬂow (DCF), or net present value (NPV), of
an investment [32]:
Vz,r =
z∑
n=0
B(n)− C(n)
ern
, (4.2)
where z is the planning horizon. See Figure 4.1 for a net present value model.
The discount rate r in perfect world is related to the riskyness of the future cash ﬂows and
their correlation to the market ﬂuctuations. If the expectation of the whole market growth rate
is rm and risk-free interest rate if rf , then the risk-neutral discount rate r of a portfolio fulﬁlls
[32, 123]
r − rf = β(rm − rf ), (4.3)
where β is the sensitivity coeﬃcient for the portfolio in the market. This formula is known as
capital asset pricing model (CAPM). If the covariance Cov(r, rm) of the portfolio and variance
V ar(rm) in the market is known, the beta can be estimated as
β =
Cov(r, rm)
V ar(rm)
.
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Figure 4.1: General NPV model
Internal Rate of Return and Payback Period
In addition to the net present value, the investor is interested in the time the investment pays
itself back. The time
min
VT,r>0
T (4.4)
with given discount rate r is called payback period. Yet the investor may have other investment
alternatives. The internal rate of return (IRR) is the discount rate r that solves the equation
Vz,r = 0 (4.5)
with given planning horizon z. Shareholders determine required rates of return that guide the
management in discounting. The CAPM model still may be behind the guidelines.
Weighted Average Cost of Capital
The investments are often ﬁnanced by both shareholders equity and ﬁnance dept. Ones the cost
of dept D and shareholders' equity E is known by the interest rate rf and required rate of return
rr, respectively, the weighted average cost of capital (WACC) can be calculated as
r =
E
E +D
rr +
D
E +D
rf (1− t), (4.6)
where t is the corporate tax rate.
4.2.3 Theoretical Broadband Network Investment Model
Modular Scenario Based Simulation Model
The household density and other surroundings are the basis for planning of the structure of the
network. In addition, the number of operators and the market situation aﬀects revenues and
costs, see Figure 4.1. The revenues and costs of the investment can be estimated using the
methods described in Chapter 2 and Chapter 3. In Figure 4.2 a combined scenario based model
for network investment is drawn.
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Figure 4.2: A broadband investment valuation model
Dynamics in Finnish Household Segment
The scenario based DCF method has been used for years in telecommunication techno-economics,
for example in [86, 126, 127, 142, 162, 193, 204, 205, 253, 285]. In addition, the same methods
are used in [243, 277]. The detailed scenario models for diﬀerent parts of the overall model have
been demonstrated but no complete dynamic equations are stated. Using the models reasoned
in Section 2.3 and Section 3.4 the net present value for an investment is
V =
z∑
n=0
B(n)− C(n)
ern
.
The revenues and costs are assumed zero until the period s when the investment costs X (2.6)
are paid. After that the revenues B follow (3.21) and costs C follow (2.7). Thus the net present
value of the investment becomes
V =
z∑
t=s
B(t)− COA(t)− CM (t)
ert
− X(s)
ers
, (4.7)
X(s) =
(
pT (0)e−cT s +KT,I
)
I,
COA(t) = KT,F,OAI +KT,V,OAN(t) +KT,V,I(N(t)−N(t− 1)),
CM (t) = pT (0)e−cT t
[
(1− e−cT,F,M t)KT,F,MI +KT,V,MN(t)da(0)ecdt
]
,
B(t) = pS(0)e−cStN(t),
I = max
(
KT,A
R2c
A;KT,DN(z)da(0)ecdz
)
,
N(t) =
h(t)Npot,0ecN t
(1 + βe−kt)
1
b
.
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The model above assumes that investment is designed for the right network traﬃc level and
the network capacity does not constraint the number of subscribers. Actually, the capacity may
become a constraint after the network is built. In this case the amount of users can be modeled
as
N(t) = min
(
h(t)Npot,0ecN t
(1 + βe−kt)
1
b
;
I
KT,Dda(0)ecdz
)
. (4.8)
Other parts of the dynamic models have been used in ﬁeld but the application of rising
maintenance costs is new.
4.3 Real Options Theory
Large investments do not produce beneﬁts in one year. Instead, the pay-back period is often
up to 5 or even 10 years. During that time the operator can adjust its strategy if the market
situation changes. In other words, the investor have an option to modify or stop the project.
Investor decision alternatives in the future are called real options [178]. If new information about
future events does not support some alternatives, those alternatives can be abandoned. That is
why future real options increase the value of the project.
The idea of modeling investments as options arose in the 1970s [195]. Since then, real options
have been used mainly in natural resource projects, i.e., oilﬁeld and mining projects [7, 34, 163].
Other subjects with real option include infrastructures like power plants, start-up companies,
drug development and closing of paper mills [2, 7, 118]. Dos Santos started to apply the methods
to information technology [72].
4.3.1 Vanilla Option Types
The real option theory is partly analogic to the theory of ﬁnancial options. The typical option
types used in ﬁnancial markets are call and put options. Real options have the same character-
istics, but are a bit more complex.
Call
A call option is the right to invest. The ﬁnancial call option is its holder's option to buy a
security  typically a share of stock  at a ﬁxed price, i.e., exercise price [25, 37]. The focused
stock or security is called as underlying assets. The time of the exercising is normally bounded,
see Section 4.3.2. The result from the exercise of a call option is
Φ(St) = max[0;St −X],
where St is the stock price at exercise time (or maturity date) t and X the exercise price.
A typical real option that has the nature of ﬁnancial call options is the expand option [3, 11,
86]. Expand option is an option to make the business larger. Shortly speaking, a real call option
is an option to invest [200].
Put
A put option is the right to sell at ﬁxed price. The exercise yields a proﬁt
Φ(St) = max[X − St; 0],
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where St is the stock price at exercise time t and X the exercise price [25, 37]. The real put
option is an option to abandon a project already running or an option to reduce costs [3, 200].
4.3.2 Expiration of Options
The maturity date (exercise time) and exercise price are the main characteristics of an option,
together with the option type and the underlying asset of an option. The exercise time may be
ﬁxed or it can be bounded more or less strictly.
European options can be exercised only at the ﬁxed maturity date [25, 37].
American options can be exercised at any time before the maturity date [25, 37].
Bermudan options can be exercised at any of the ﬁxed expiration times [74].
The most popular ﬁnancial options can be exchanged in stock markets without expiring the
options themselves. This is why the price of an option related to an underlying assets is very
important. Real options normally does not have such markets which makes them diﬀer from
ﬁnancial options.
4.3.3 Exotic Options
American and European call and put options are often named as plain options or vanilla options
or even plain vanilla options [37, 235, 280, 283]. This is because they are simple in their nature
and payoﬀ functions. In contrast, there are many exotic options that have more complex payoﬀ
functions [235].
For example, a look-back option gives the holder possibility to buy (or sell) at the minimum
(or maximum) price the stock has reached [235]. The name look-back means that the exercise
price yields from the price history. Furthermore, a Russian option is a look-back option with
no maturity date, i.e., it runs for perpetuity [237]. Moreover, the payoﬀ of an Asian option
is not dependent on a single price but on the average price over a pre-deﬁned period of time
[38, 93, 235, 283].
Another group of exotic options is barrier options, which are activated or deactivated if
the price breaks a ﬁxed threshold [23, 235]. In addition, the Parisian option is activated or
deactivated only if the price is under (or over) a ﬁxed threshold long enough [23].
In the game option or the Israeli option, the writer of the option has an opportunity to cancel
the option and pay a penalty sum in addition to normal payoﬀ [79, 152].
The above exotic options have diﬀerent payoﬀ functions and expiration dates, but the under-
lying assets is typically a stock share. The option does not have to be focused on stock shares.
For example, a compound option is an option to buy or sell another option. In this case, the
underlying asset is an option.
4.3.4 Challenges in Real Option Models
The use of option theory on real assets and investment projects yields some problems and pos-
sibilities to critiques. Black and Scholes discussed some problems for valuation of warrants, and
some of them are relevant to real option pricing as well [26]
1. The time under consideration is long and thus the variance of the growth may vary,
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2. Dividends may be paid during the study period,
3. The exercise price may change,
4. Companies may merge.
One of the most important things in option valuation is the shape of the distribution of the
underlying assets. Traditional option theory assumes a log-normal distribution, i.e., exponential
growth, which suits badly in some real investment projects [98].
The discount rate used in valuation is somehow problematic. The use of the risky discount
rate and the interest rate, even opportunity costs [110], are be argued. Moreover, the interest
rate does not need to be modeled as a constant value [43, 65].
The taxation models aﬀect option valuation [171, 172]. The taxation may be simply excluded
from evaluations, which may mislead the study [209]. If taxes are taken into account they aﬀect
asymmetry in the distribution of underlying assets [156]. The asymmetry and other properties
of taxation makes the valuation with some methods hard [200].
Some other critical issues can be found in [41, 163]. After all, the gift from real options to
the valuation of investments is the modeling of the ﬂexibility of the investor [140]. Moreover,
the real option modeling oﬀers a professional method to handle uncertainties [69]. The methods
were commented in [239]:
It makes little sense to use a numerical technique to calculate the option price ac-
curate to 1% or 2% when the underlying asset price is only known to an accuracy of
10%, as in real options.
4.4 Valuation of Options
The valuation of options has been a famous problem. Merton and Scholes were awarded the
Nobel Price in Economics in 1997 for their valuation methods introduced in the 1970s. There
are many diﬀerent valuation methods, nowadays [37]. They can basically be ordered in three
groups [7]:
1. Diﬀerential equation solutions (BlackScholes formula and variants),
2. Discrete event and decision models (binomial tree),
3. Simulations (e.g. Monte-Carlo and quasi Monte-Carlo).
Fuzzy sets and fuzzy logic have been used in 2000's in developing a theoretical real option
valuation, see [56, 57, 118].
4.4.1 Partial Differential Equation Solutions
BlackScholes Formula
Financial studies usually assume that stock prices follow geometric Brownian motion [25]. Ge-
ometric model is the exponential version of the Wiener process Wt (or plain Brownian motion)
which assumes that the continuous process has independent random incrementsWt+dt−Wt with
normal distribution N [0,
√
dt] [25]. Consider a stock price St at time t and Wiener process Wt.
Geometric Brownian assumption for stock price means that
dSt = αStdt+ σStdWt,
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where drift α and volatility σ are parameters of the model. This model means that the growth
of stock price St/S0 is log-normally distributed.
The use of Brownian motion in ﬁnancing started in 1900 [14, 64]. Diﬀerent valuation models
for derivatives were developed, but no analytical closed form appeared until 1970s. Black and
Scholes published their well known results concerning option pricing in 1973 [26]. They assumed
stock markets with
1. Constant and known interest rate,
2. The price of the underlying assets changes continuously and it is distributed log-normally
with known variance,
3. No dividends are paid during the period,
4. No transaction costs,
5. It is possible to borrow at interest rate and buy any fraction of securities,
6. No penalties for short-selling.
With these assumptions the price f(S, t) of an European option on the stock S follows the
diﬀerential equation [26]
δ
δt
f(S, t) +
1
2
σ2S2
δ2
δS2
f(S, t) + rS
δ
δS
f(S, t)− rf(S, t) = 0, (4.9)
where r is the constant interest rate. Now, the solution for the European call option on this
equation with exercise price X at time T is [26]
f(S, t) = SN (d1)−Xe−r(T−t)N (d2), (4.10)
d1 =
ln(S/X) + (r + 12σ
2)(T − t)
σ
√
T − t ,
d2 = d1 − σ
√
T − t.
Assumptions made by Black and Scholes can be reduced lightly [33]. The valuation formula
(4.10) does not change. For example, if the investor is assumed averse to risk, the equation (4.10)
holds without continuous trading assumption [33, 233]. On the other hand, the interest rate can
be modeled by a Wiener process and dividends can be taken into account [33, 185].
The price of an European put option equals g(S, t) = f(S, t) − S + Xe−r(T−t) [185]. In
other words, the prices of European call and put options are strictly connected to each other.
Meanwhile, the prices of American options are not so simple to determine. Few results were
found by Merton. If the dominant securities does not exists and no dividends are paid, the
price of American call option equals the price of equivalent European call option [25, 185].
Furthermore, the analytical valuation of American put options have been studied in [35, 97, 160,
212]. Numerical approximations are done in [164].
Equation (4.9) can be solved numerically, too. Such integration and diﬀerence methods gives
approximations for the option valuation [63].
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Valuation by Call Options
Real options have been used in the valuation of investments. The ﬁrst examples were in valuation
of natural resources projects, like oil ﬁelds or mining. A few examples can be found in [34, 61,
69, 209].
The use of real options in valuation of projects or investments have risen since 1980s. One
practical example by Luehrman simpliﬁed the use of BlackScholes equation [178]. The under-
lying assets in the model is the NPV ratio, i.e.,
NPV q =
S
Xe−r(T−t)
, (4.11)
where S is the discounted sum of operational cash ﬂows and X is the sum of the investment
costs. The exercise price of the expand option is 1, because the project has positive net present
value if and only if the NPV ratio is more than 1. With these assumptions, the BlackScholes
valuation model can be used straightly to the real options and the value of the option is
f(NPV q, t) = NPV q ×N (d1)−N (d2), (4.12)
d1 =
ln(NPV q) + 12σ
2(T − t)
σ
√
T − t ,
d2 = d1 − σ
√
T − t,
where the volatility σ of the NPV ratio is often between 30% and 60% [178] per year and WACC
based discount rate r between 0% and 10%. However, these parameters must be determined
carefully for use cases individually.
The valuation of diﬀerent kinds of companies by real options have been introduced in litera-
ture. Similar to the natural resources are other investments with large infrastructures and long
pay-back periods. For example, toll road investment has been valued by real options [232]. In
addition, the research intensive projects are one of the best applications for real options due to
the great value of future growth possibilities. For example, biotechnology companies have been
valued in [150] and Internet companies in [236]. Other strategic investments can be connected
to standards, see [158], or licensing [41].
Brennan Model
The option valuation methods are mainly developed for ﬁnancial options for which the underlying
assets are shares on stock. Those assets are log-normally distributed in a short term. However,
the distributions of investments, and thus the assets that real options are based on, diﬀer from log-
normal. Brennan studied the assumptions made by Black and Scholes and expanded the model
[33]. Moreover, a model for option valuation on normally distributed assets were introduced.
The value of option on assets S with exercise price X is [33]
f(S) = (S −XR−1)N
(
SR−X
Σ
)
+R−1Σn
(
X − SR
Σ
)
, (4.13)
where R is WACC and Σ the deviation of the assets in one period. N (.) is the cumulative
standard normal distribution function and n(.) is the density function. Note that (4.13) holds
for a one study period only.
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Fuzzy Real Option Valuation
Fuzzy number is such a number for which the speciﬁc value of the number cannot be determined.
Many of the scenario parameters in an investment case are such numbers. In addition, we cannot
determine the current value of the underlying assets of real option, i.e., the net present value,
which makes the situation diﬀerent from the valuation of ﬁnancial options.
Fuzzy real option valuation (FROV) is stated in [118] as
FROV = max
{
S(t)e−δ(T−t)N (d1)−Xe−r(T−t)N (d2); 0
}
, (4.14)
d1 =
ln
(
E(S(t))/E(X)
)
+
(
r − δ + 12σ2
)
(T − t)
σ
√
T − t ,
d2 = d1 − σ
√
T − t,
where S(t) is the fuzzy net present value of the project at time t, X the fuzzy value for ﬁxed
costs and δ the value lost for waiting.
4.4.2 Discrete Event and Decision Models
The so called binomial tree valuation is one typical model for valuing options [66]. Other discrete
event models include trinomial tree model [133] and decision trees [109, 110].
Binomial Tree Model
A simpliﬁed model for valuation of stock options was established in 1979 by Cox and Ross and
Rubinstein [66, 223]. The assumptions 1 and 36 introduced in Section 4.4.1 for analytical
valuation are relevant also here [25]. However, the distribution of the stock changes are diﬀerent.
Firstly, consider a small time intervals [ti, ti+1]. Secondly, assume that stock prices can increase
from S to uS or decrease to dS during each interval with probabilities q and 1− q. Thus we get
binomial model for stock price changes, see Figure 4.3.
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¹
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Figure 4.3: Two stage binomial model for stock price
With these assumptions, the price of European option Vi(k) at time ti  until which stock
60 Valuation and Decision Making under Uncertainties
has increased k times  follows the equations [25, 66, 223]
Vi(k) =
1
1 +R
[quVi+1(k + 1) + qdVi+1(k)], (4.15)
VN (k) = Φ(SukdN−k),
qu =
1 +R− d
u− d ,
qd =
u− (1 +R)
u− d ,
where R and N are the discount rate for each time interval and the amount of time intervals,
respectively. The expiration function at time tN = T is Φ(Y ) = max[0;Y −X] for a call option
and Φ(Y ) = max[X − Y ; 0] for a put option. The model can easily be modiﬁed for American
options by changing (4.15) to [223]
Vi(k) = max
{
Φ(Sukdi−k);
1
1 +R
[quVi+1(k + 1) + qdVi+1(k)]
}
.
The hedging assumptions made above can be reduced, if one can assume risk-aversion [246].
In that sense, the binomial model have the same characteristics as the continuous analytical
model. The binomial tree valuation model can also be presented in fuzzy logics to trace more
realistically the uncertainty in the situation, see [2, 118].
The multiplicative binomial distribution, which the model leads to, is an approximation of
log-normal distribution. If the standard deviation of the stock price is assumed σ, the upward
and downward coeﬃcients should be deﬁned as u = eσ
√
T/N and d = e−σ
√
T/N [66]. As a limiting
case, binomial model thus leads to the BlackScholes formula [66, 223]. On the other hand, the
binomial model can approximate Poisson distributed jumps of stocks [66], too.
4.4.3 Simulations
Monte Carlo Simulation
The option value can be estimated by simulation. While options that are based on one stochastic
stock can be solved numerically using the BlackScholes formula, for real options combined with
multi-stochastic surroundings the formula cannot be used. Thus, for example simulation or fuzzy
number based techniques must be used.
Monte Carlo simulation is a method to solve the integral∫
A
g(a)f(a)da = g,
where f is probability density function  i.e.,
∫
A f(a)da = 1 and f(x) ≥ 0  and g is the
function, whose mean is to be veriﬁed. To estimate g by using Monte-Carlo one takes n random
samples y1, y2, ...yn from f(y). The estimate of g is [29]
gˆ =
∑n
i=1 g(yi)
n
and the variance of the estimate is
sˆ2 =
∑n
i=1(g(yi)− gˆ)2
n− 1 .
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The Monte Carlo method for options was ﬁrst established by Boyle in 1977 [29]. In the
method, the series of stock processes are simulated to get the samples of the stock maturity price
ST . The expectation of Φ(ST ) = max(0, ST −X) is calculated and discounted to get the value
of the European call option. The value of the European (or American) call option is thus
e−rTE[max(0, ST −X)]
and it can be estimated using MonteCarlo simulation by
e−rT
∑n
i=1max(0, ST,i −X)
n
, (4.16)
where ST,i are the simulated stock prices at expiration time T and n the amount of simulations. In
addition, the European put option value equals e−rTE[max(X−ST , 0)] which can be estimated by
e−rT
∑n
i=1max(X − ST,i, 0)
n
Accuracy of the estimate can be increased by producing more simulations or by using so
called variance reduction techniques [29]. The variance is inversely proportional to the number
of simulations, which may lead to the huge number of simulation to get the variance reduced
suﬃciently. On the other hand, variance reduction techniques use somehow structured random
samples or quasi-random samples that represent the event space [6, 29, 30, 31, 49, 279]. This
helps to increase the accuracy without increasing the simulation time.
American put options were not valued using Monte-Carlo methods until 1993. Since then,
diﬀerent method for the valuation have been proposed [9, 30, 39, 74, 92, 99, 176, 231, 263,
266]. The methods solve optimal exercise problem of the option. Some studies have recently
concentrated on Monte-Carlo valuation of American type real options [60, 61, 106, 232], too.
Fuzzy Payoﬀ Method
With fuzzy numbers the real option value becomes [57]
ROV =
∫∞
0 A(x)dx∫∞
−∞A(x)dx
E(A+),
where A is the fuzzy NPV, E(A+) the fuzzy mean value for the positive NPV, upper integral
the weight for positive NPV and lower the total weight of fuzzy NPV. The fuzzy payoﬀ method
simpliﬁes the simulation to some critical events depending on the fuzzy number representing
current project NPV.
4.5 Real Options in Communications
An option on real assets or project is a right but not an obligation to do something within pre-
set boundaries, e.g., not later than on the maturity date. Large investments and contracts are
often signed with some options. The value of a typical real option depends on the NPV of the
operations and on the uncertainty in the NPV, see Figure 4.4.
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Figure 4.4: Real option model
4.5.1 Real Option Types
Theoretically, a number of real option types are introduced in literature. Perhaps the most
popular real options are investment options. They are call options with investment costs being as
the exercise prices and the discounted operational proﬁt sums being the prices of the investments,
see Table 4.1.
Table 4.1: The concepts of investment options and call options
Investment option Symbol Financial call
Discounted operational proﬁt sum S Stock price
Investment costs X Exercise price
The last date to make investment T Maturity date
Time-value of money (WACC) r Interest rate
Uncertainty σ Standard deviation of stock
One type of investment option is called expand option, which can be modeled as an European
call option. Shortly, an expand option is an option to expand the dimensions of corporate
businesses [11, 163]. Similar to expand options are options to defer, i.e., the possibility to delay
for new information before investing [11, 163]. An option to defer is a kind of American, or
Bermudan call option. Growth options are nearly the same as expand options, but they have
greater strategic importance for companies [11]. Normally, growth options have two stages and
they are kind of compound options with two stages. The ﬁrst option is for modeling pilot
investment, and the second option is a normal expand or growth option. Other compound
options are time-to-build options, which are series of call options [11].
An option to abandon is opposite to the expand or defer option, i.e., it is an American put
option [11, 163]. An option to abandon leaves a whole unit of production, but often there is
the possibility to reduce the production slightly. Those options to contract are typically put
options on some parts of an investment [11, 257]. Once infrastructure is ready, the company has
the possibility to operate or not to operate a certain period. Those possibilities are named as
shutdown-and-restart options and they can be modeled as a set of European call options.
Yet another real option type has been introduced. We call it here as an switch option. It
is an option to alter the input and output of the production [11, 163, 257]. They are kind of
compound options.
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Table 4.2: Real option types and their natural models
Type Model
Expand option European call option
Option to defer American (or Bermudan) call option
Growth option Compound call option
Time-to-build option Sequence of call options
or compound option
Option to abandon American put option
or option to contract
Shutdown-and-restart option Set of European call options
Switch option Compound call option
4.5.2 The Use of Real Options in Communications
The use of real options in communications started in [72] with ISDN investment valuation. Since
then, real options have slightly been used in communications [3, 86, 116]. For example, the
capacity upgrading of base network is analyzed in [111, 112] and the investments of rural access
networks in [141]. Spectrum licensing and 3G investments have been studied in [17, 114, 115] and
optimal pricing of network traﬃc in [4]. The technology evolution and existing infrastructures
oﬀer many possibilities to utilize real options, see Figure 4.5. Some practical cases are introduced
and analyzed more deeply in Chapter 5.
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Figure 4.5: Network costs and options
The value of investment can be analyzed similarly to ﬁnancial options using BlackScholes
model or other techniques. However, the models have diﬀerent assumptions. Those assump-
tions should be examined carefully. In general, the options increase the value of the original
investment [141].
The techno-economics of broadband communications (Section 4.2.2) and the real option val-
uation (Section 4.3) can be summarized as in Figure 4.6. In summary, the option value of future
investment depends on the markets and technology, as well as uncertainties and opportunities
on those.
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Figure 4.6: Communication investment real option model
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5. STATISTICAL ANALYSIS OF ACCESS NETWORK INVESTMENTS
This chapter includes several broadband investment cases for example markets with diﬀerent
networking technologies. The investment costs and values are simulated using scenarios and
Monte Carlo simulation. The aim of the chapter is to study the statistical distributions of the
investment costs and values as well as to touch diﬀerent practical real option examples. Some of
the cases are extended and updated examples from [225]. All the calculations are done using a
desktop computer with an AMD Athlon 1.0 GHz processor and 512 MB of RAM. The simulation
times are at maximum just few minutes.
5.1 Simulation Model Implementation
The simulation model used in this chapter is based on the models deﬁned in previous chapters.
This section shortly describe the modular model implemented for Matlab. The earlier version of
this simulation model was introduced in [225].
5.1.1 Direct DCF Implementation
Let us consider a single communication investment. The implementation of the simulation model
consists of routines deﬁning scenario parameters and functions for calculating the value of the
investment. The relationships of the functions for the simulation model are drawn in Figure 5.1,
and the connections to the model presented in Section 4.2.2 are described in Figure 5.2.
The main function calculateNPV calls for scenario functions and capacity functions as well
as forecasting functions. The investment costs and running costs are calculated within the
subfunctions simInvestment and simCosts. After revenue calculations, the costs are cut down
and the operating proﬁt is determined. The subfunctions simTaxation and simDiscounting
handle with taxation and discounting, respectively.
Parameters and Forecasting
The model parameters can be loaded modularly using scenario functions. Service parameters,
i.e., average revenue or traﬃc demand per user, are deﬁned in a service scenario function, e.g.,
broadband. Demography parameters, i.e., number of households and summer cottages, as well
as local penetration forecasting parameters are deﬁned in one function, e.g., ahtari. Technology
scenario function, e.g., wimax or adsl, returns the names and technical properties of components.
Moreover, the function forecasts component prices with extended learning curve model stated in
Section 2.2.3.
The function simPenetration forecasts the broadband penetration with Richards model.
The main function calculateNPV implements the other forecasting actions using exponential
models.
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Figure 5.1: The functions to calculate NPV
Coverage and Capacity
Based on the properties of technology components, the amounts of the components needed
are calculated in functions simCoverage and simCapacity. Each subscriber needs some of the
components close enough. The technology parameters deﬁne the maximum service distance.
Thus the minimum infrastructure needed to cover the service area can be calculated, as in
function simCoverage.
The use of the channel bandwidth is simulated by the number of the subscribers and by
the average throughput demand per user. The network infrastructure is planned so that this
capacity is achieved.
Estimating Costs
Based on the coverage and capacity calculations, the function simInvestment evaluates the in-
vestment costs, i.e., material and installation costs. The running costs calculated by simCosts
consist of operation and maintenance and administration costs. Furthermore, customer premise
equipments and installation costs need to be simulated as well, and the implementation of
simCosts checks for capacity, too.
Markets and Taxation
Operator competition in the broadband markets is not modeled. The market share is currently
assumed to be 100%, i.e., no competition between operators. Our model, which is built from the
investment point of view, does not restrict competition between virtual service operators. The
model only assumes an overall penetration and ARPU for our network.
Taxation is modeled with depreciations and deductions. The tax rate 26% is counted on the
proﬁt with depreciations reduced. Negative proﬁt for a year is possible and no tax is paid in
such years. However, the negative proﬁts can be deducted in the next 5 years.
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Figure 5.2: The implementation of NPV calculations fulﬁll the model, compare with Figure 4.2
Discounting
Let us assume interest rate of rf = 2.5% and expected stock market rate of rm = 10.0% which
are reasonable levels in practice. For telecommunications ﬁeld with 40% corporate taxation some
beta levels of βa = 0.4 for assets have been calculated [112]. With tax rate of 26% this would
mean βa = 0.33. Now using (4.3) we have
r = rf + β(rm − rf ) = 2.5% + 0.33 · (10.0%− 2.5%) ≈ 5.0%.
For a company with dept to equity level of D/E = 3.0 the expected return on equity as in (4.6)
could then be
rr =
(E +D)r −Drf (1− t)
E
= (1 + 3) · 5.0%− 3 · 2.5% · (1− 0.26) ≈ 14.5%.
Based on the above calculations, investor has set a goal for return on equity as 15%. Thus
the cash ﬂows are discounted to the year of the investing with discount rate rr = 15%. Note that
depreciations aﬀect only the taxation and the cash ﬂow is based on the revenues and running
costs and taxation. The net investment value  i.e., the diﬀerence between discounted cash
ﬂow from operations and the investment costs  is discounted to present time with WACC rate
r = 5%.
5.1.2 Monte Carlo Implementation for Real Options
Monte Carlo real option implementation uses the subfunctions of the traditional discounted
cash ﬂow implementation described in Section 5.1.1. The relationships between the simulation
functions can be found in Figure 5.3.
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Figure 5.3: The functions to simulate option value
The main function simOption simulates possible future projections and calls function simNPV.
The called function diﬀers from calculateNPV so that in Monte Carlo simulation the NPV is
simulated. This is to model the real life. The option can be executed at the time of investing,
but the value of the investment is not precisely known. The main function simOption uses the
strategy to exercise the option if the expectation of the NPV is positive. The uncertainty after
the investment time is simulated in simNPV using random numbers generated in the function
uncertainty. This yields the valuation of the real option. The connections between the model
and the functions are described in Figure 5.4.
5.2 Case: WiMAX for Ähtäri Households
This section explains studies on a WiMAX network investment in rural municipality in Finland.
The analysis is focused on the general shapes of the rural WiMAX investment. In addition, a
practical defer option is demonstrated. The main research foundings in this section are published
allready in [227].
5.2.1 Service Area and Demand Forecasts
Consider a broadband access network investment in a rural area. The service area is 906 square
kilometers, i.e., the area of Ähtäri, a sparsely inhabited municipality in western Finland [262],
see Figure 5.5. The number of households was some 3000 at the end of the year 2007 [262]. The
number of summer cottages in municipality was some 1300 [262]. The number of households is
quite stable, but growth rate of cottages is 1% a year, see Figure 5.6. Revenues are based on ﬂat
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Figure 5.4: The simulation functions fulﬁll the valuation model, see Figure 4.6
Figure 5.5: Ähtäri is a sparsely inhabited municipality in western Finland
monthly tariﬀs. The start up fee is decided by investor to be EUR 0 but subscriber buys the
premise equipment. The installation costs for a new user is assumed to be EUR 100 and variable
cost to be EUR 20 per year. These estimated parameters for the broadband service and service
area are collected in Table 5.1
Let us assume the penetration of broadband subscription to be 20% at the start of the
study period, i.e., in 2008, and 50% in year 2011. A Richards adaptation model is used with
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Table 5.1: Estimated parameters for broadband service and area
Initial Exponential
value model factor
Area 906km2 -
Potential subscribers 2 800 1.0
Connection charge 0 -
Subscribers proportion on CPE costs 100% -
shape parameter -0.5. The nominal subscriber forecast is drawn in Figure 5.7. We assume the
penetration growth to be achieved using the initial average yearly revenue per user (ARPU)
EUR 240 (without VAT). The ARPU is modeled to slide down with factor 0.95 every year.
The network infrastructure is designed for traﬃc with 0.05 Mbps throughput per user, i.e., with
marketed service rate 1 Mbps and an over-booking factor of 20. Let us assume the growth
ratio of throughput demand to be 1.20. Since the average traﬃc demand per user is increasing
exponentially, the network is initially dimensioned for the whole demand growth in the study
period. The assumed service market parameters are gathered in Table 5.2.
5.2.2 WiMAX Network Topology and Cost Structure
The WiMAX network infrastructure and costs are estimated based on traﬃc forecasts and com-
ponent prices. Let us forecast the network component prices using exponential curves. See Table
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Figure 5.6: The number of households and summer cottages in Ähtäri
5.2. Case: WiMAX for Ähtäri Households 71
2008 2009 2010 2011 2012 2013 2014 2015 2016
0
500
1000
1500
2000
2500
Year
Su
bs
cr
ib
er
s
Figure 5.7: Subscriber forecast for the WiMAX network
Table 5.2: Parameters for the broadband service
Initial Exponential
value model factor
ARPU 240e/a 0.95
Initial penetration 20% -
Time for 50% penetration 2011 -
Richards shape -0.5 -
Throughput demand 0.05 Mbps 1.2
Table 5.3: Assumed mean ﬁnancial parameters for a WiMAX network [243]
Model
Price factor Installation Operating
Antenna 1 000 e 0.90 200 e 600 e/a
Radio 6 000 e 0.85 300 e 600 e/a
Base Station 10 000 e 0.85 4 000 e 1 800 e/a
Link 25 000 e 0.90 2 000 e 2 400 e/a
Spectrum - - - 7 e/km2a
5.3 for the assumed price parameters as well as installation and operating costs. The growth
parameters for exponential models are 0.850.90. We assume the stabilized maintenance costs
for a single component to be 20% of the component price at a time.
The network is designed so that the existing pylons and base station masts are used. Figure
5.8 presents the location of four masts that are decided to be used for the network in outskirts.
The central town with 50% of the targeted households is served by lower pylons in the central
area. The coverage area of the network is estimated using the cell radius of 10 kilometers for
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Figure 5.8: Central area and existing masts in Ähtäri to be used
WiMAX [12]. The capacity of each WiMAX base station and radio link is 155 Mbps. However,
the eﬀective capacity is 120 Mbps since one base station may contain 8 sectors at maximum
and each sector radio is assumed to have a capacity of 15 Mbps. The central town seems to
be capacity limited yielding to two base stations and 14 sectors. The outer parts of the service
are coverage limited with four base stations and 14 sectors. The cost structure of the WiMAX
network with subscriber forecast as in Section 5.2.1 is drawn in Figure 5.9.
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Figure 5.9: Cost structure for the WiMAX network
5.2.3 DCF Valuation and Sensitivity Analysis
Consider the model described in Section 5.2.1 and Section 5.2.2. The tax rate in Finland is
26% and we depreciate the infrastructure investments within 5 years. For valuation simulations,
the 8-year study period is used. The simulated net present value for the network is EUR 6 000
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negative. The payback period would be 7.1 years, i.e., it takes until the ﬁrst quarter of the year
2015 for the investment to pay itself back. The internal rate of return is 14.7%. The theoretical
model described in Section 4.2.3 with the parameters corresponding to simulation parameters
yields NPV of EUR 71 000. Note that this calculation does not take into account taxation and
the coverage is estimated using direct hexagonal mapping. Other diﬀerences between simulation
and the theoretical model are the technology dependencies and capacity calculations.
An investor is interested in the sensitivity of the parameters in NPV. Table 5.4 presents
simulated and calculated NPV with altered parameters. The changes in growth parameters ecX
and especially in household growth ecN , throughput growth ecd and ARPU growth ecS have strong
eﬀects. As can be seen in Table 5.5 the same holds for the investment costs. The wider perspective
on the sensitivity on the growth parameters of the number of households and throughput as well
as the eﬀects of ARPU pS(0) and cell radius Rc parameters on NPV is drawn in Figure 5.10.
The case analyzed seems to be on the edge between coverage and capacity constrained. The
optimal household growth for our case would be 0.95 to 1.0, i.e., a slight decrease in the number
of households. This provides the best capacity eﬃciency in network for the study period as
the growth of the average throughput demand is diminished by the decrease in the growth of
customers in the end of study period.
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Figure 5.10: Sensitivity analysis for the WiMAX network investment
5.2.4 Monte-Carlo Simulation
Let us model uncertainties in the parameters. To simulate uncertainty, the parameters, except
the area size, are multiplied by normal random numbers with mean 1.0 and standard deviation
σ = 0.1. However, the taxation parameters are not randomized and growth parameters cX are
multiplied by random numbers with deviation σ = 0.05.
Monte-Carlo simulation is used to model NPV and investment cost distributions. Some 1000
events are calculated for an investment cost distribution. Each simulation step contains another
simulation with 30 events for estimating the uncertainty after the investment time. So a net
present value distribution is aﬀected by 30 000 simulated cases. The model is implemented using
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Table 5.4: Sensitivity analysis for NPV
Parameter Sim -10% Sim +10% Calc -10% Calc +10%
No changes -6 ke -6 ke 71 ke 71 ke
Households, Npot(0) -61 ke 48 ke 64 ke 78 ke
Households growth, ecN -51 ke -214 ke -61 ke -323 ke
Penetration, β 156 ke -2 ke
Penetration growth, k 46 ke 98 ke
Adaptation shape, b -7 ke a -5 ke a 169 ke -38 ke
Initial penetration, ρ(0) -9 ke a -3 ke a
Time to 50% penetration 7 ke a -14 ke a
Throughput, da(0) 22 ke -35 ke 156 ke -14 ke
Throughput growth, ecd 190 ke -544 ke 221 ke -889 ke
ARPU, pS(0) -115 ke 101 ke -49 ke 191 ke
ARPU growth, ecS -335 ke 429 ke -321 ke 652 ke
Technology prices, pT (0) 45 ke -58 ke 121 ke 20 ke
Price growths, ecT 31 ke -58 ke 77 ke 65 ke
Installation, KT,I 13 ke b -26 ke b 75 ke 67 ke
New user costs, KT,V,I 13 ke b -26 ke b 87 ke 55 ke
O&A costs, KT,F,OA 31 ke c -44 ke c 101 ke 41 ke
Subscription costs, KT,V,OA 31 ke c -44 ke c 83 ke 59 ke
Maintenance, KT,F,M 4 ke d -15 ke d 81 ke 60 ke
Maintenance, cT,F,M 4 ke d -15 ke d 76 ke 67 ke
Maintenance, KT,V,M 4 ke d -15 ke d 72 ke 69 ke
Cell radius, Rc -81 ke -2 ke 55 ke 71 ke
Capacity, 1/KT,D -35 ke 22 ke -22 ke 147 ke
a The forecast assumes the shape parameter and ﬁts curve to two parameter deﬁned points
b Parameters KT,I and KT,V,I changed
c Parameters KT,F,OA and KT,V,OA changed
d Parameters KT,F,M , cT,F,M and KT,V,M changed
Matlab.
The development of revenues, proﬁts and discounted cash ﬂows are drawn in Figure 5.11.
The dotted, strong solid and dashed lines are the ﬁrst, second and third quartiles and the light
solid line is the mean value line.
5.2.5 The Influence of the Error Shapes
Consider the model described in Section 5.2.1 and Section 5.2.2. To study the eﬀects of parameter
error shapes on resulting distributions, we run the simulation model with diﬀerent parameter
shapes. Three diﬀerent shapes are used  normal, log-normal and uniform distributions. The
parameters are multiplied by an random error with mean 1.0 and standard deviation σ = 0.1 (or
σ = 0.05 for growth parameters).
The distribution parameters for normally distributed errors are 1 and σ. For log-normal
distribution, we use parameters −σ2/2 and σ to get mean 1. The standard deviation then
becomes
√
eσ2 − 1 which is slightly  but not signiﬁcantly  greater than σ. Uniform errors
are generated using parameters 1−√3σ and 1 +√3σ which yields mean 1 and deviation σ.
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Table 5.5: Sensitivity analysis for investment costs
Parameter Sim -10% Sim +10% Calc -10% Calc +10%
No changes 456 ke 456 ke 427 ke 427 ke
Households, Npot(0) 441 ke 471 ke 384 ke 469 ke
Households growth, ecN 340 ke 763 ke 352 ke 832 ke
Penetration, β 434 ke 419 ke
Penetration growth, k 408 ke 442 ke
Adaptation shape, b 456 ke a 456 ke a 439 ke 409 ke
Initial penetration, ρ(0) 456 ke a 456 ke a
Time to 50% penetration 471 ke a 441 ke a
Throughput, da(0) 441 ke 471 ke 384 ke 469 ke
Throughput growth, ecd 340 ke 733 ke 352 ke 915 ke
Technology prices, pT (0) 415 ke 497 ke 388 ke 465 ke
Price growths, ecT 456 ke 456 ke 427 ke 427 ke
Installation, KT,I 451 ke b 461 ke b 423 ke 431 ke
New user costs, KT,V,I 451 ke b 461 ke b 427 ke 427 ke
Cell radius, Rc 497 ke 456 ke 435 ke 427 ke
Capacity, 1/KT,D 471 ke 441 ke 474 ke 388 ke
a The forecast assumes the shape parameter and ﬁts curve to two parameter deﬁned points
b Parameters KT,I and KT,V,I changed
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Figure 5.11: Discounted cash ﬂows for the WiMAX network investment
The simulated 1000 cases for each error shape are used to compare the inﬂuences on the
distributions of investment costs, NPV, and NPV ratio. The cumulative distribution of the
simulation results are analyzed and compared. We use the KolmogorovSmirnov test for the
diﬀerence between two distributions [181] and the normality tests by Lilliefors [175] and Jarque
Bera [135]. We examine log-normality of the samples by testing normality of the logarithmic
values.
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Table 5.6: Statistics of the investment costs with diﬀerent parameter error shapes
Devi- Skew- Kur- Shape
Mean ation ness tosis (-/N/LN )
Log-normal 539 ke 194 ke 2.1 6.4 -
Normal 548 ke 206 ke 2.7 15.0 -
Uniform 543 ke 190 ke 1.5 2.7 -
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Figure 5.12: The histogram of the investment costs with log-normal parameters
The Inﬂuence of the Error Shapes on Investment Costs
The distribution of the simulated investment costs is positively skewed; see Figure 5.12, where
the histogram of the investment costs with log-normal parameters are drawn. This is due to the
exponential traﬃc growth that was assumed in the network planning phase. The mean values
for investment costs with diﬀerent error shapes on parameters are 539 ke and 547 ke and 543
ke, see Table 5.6, where the deviations, skewnesses, and kurtosis excesses are recorded. The last
column shape is N if the distribution is normal and LN if it is log-normal. Parentheses indicate
a borderline case.
The investment cost distributions do not diﬀer from each other signiﬁcantly, see Figure 5.13
where the cumulative distributions with diﬀerent error shapes are drawn. The null hypothesis of
KolmogorovSmirnov statistical test for two sets is that test samples are from the same distri-
bution [181]. In our case, this test does not reject the hypothesis for simulated investment costs
samples. The P-values for the pairs log-normal errors vs. normal errors, log-normal errors vs.
uniform errors, and normal errors vs. uniform errors are 0.26, 0.16, and 0.33, respectively. How-
ever, the deviation, kurtosis, and skewness are the least for the sample with uniform parameter
errors.
The kurtosis excesses of the simulated investment costs are for all error shapes positive, which
means that density distributions of investment costs have sharper peaks than standard normal
distribution. Thus, the JarqueBera test [135] and Lilliefors test [175] reject the log-normality
with P-values less than 0.01.
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Figure 5.13: Cumulative distribution functions of the investment costs with diﬀerent error shapes
The Inﬂuence of the Error Shapes on Net Present Values
Because of the taxation and the log-normal distribution of the investment costs, the distribution
of the net present value tend to be negatively skewed. In Table 5.7, we collect the statistics of
NPV distributions that were simulated using diﬀerent error shapes. The shape of the parameter
errors does not aﬀect the situation dramatically. The means of the net present values are 103
123 ke negative. However, the deviation is the least with uniform parameter errors and the
kurtosis greatest with normal parameters, like above when analyzing investment costs.
Table 5.7: Statistics of the net present values with diﬀerent parameter error shapes
Devi- Skew- Kur- Shape
Mean ation ness tosis (-/N/LN )
Log-normal -103 ke 316 ke -1.9 7.4 -
Normal -123 ke 345 ke -2.6 14.0 -
Uniform -104 ke 307 ke -1.3 3.0 -
The samples do not diﬀer from each others signiﬁcantly. The KolmogorovSmirnov test does
not reject the null hypothesis that the samples are from a common distribution. The P-values
for log-normal vs. normal, log-normal vs. uniform, and normal vs. uniform are 0.40, 0.29, and
0.23, respectively.
The Inﬂuence of the Error Shapes on NPV ratios
The analysis of the simulated NPV ratios is concluded in Table 5.8. The mean ratios are 0.870.91
with deviation 0.460.47. Still, the KolmogorovSmirnov test cannot diﬀerentiate the samples
and the P-values for that are greater than earlier: 0.17, 0.51, and 0.21.
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Figure 5.14: Cumulative NPV distribution functions with diﬀerent error shapes
Table 5.8: Statistics of the NPV ratio with diﬀerent parameter error shapes
Devi- Skew- Kur- Shape
Mean ation ness tosis (-/N/LN )
Log-normal 0.909 0.462 0.28 0.48 N (0.07)
Normal 0.879 0.460 0.15 0.07 N (> 0.15)
Uniform 0.910 0.468 0.20 -0.34 (N ) (0.04)
The Inﬂuence of the Error Shapes on IRR
The descriptive statistics for internal rate of return (IRR) are found in Table 5.9. The mean
values vary from 0.128 to 0.135 with standard deviation of some 0.1. The IRR is positively
skewed but neither normal nor log-normal. The kurtosis excess is lowest with uniform error
shapes.
Table 5.9: Statistics of the IRR with diﬀerent parameter error shapes
Devi- Skew- Kur- Shape
Mean ation ness tosis (-/N/LN )
Log-normal 0.135 0.100 1.00 0.99 -
Normal 0.128 0.096 0.88 0.49 -
Uniform 0.135 0.102 0.78 0.05 -
The Inﬂuence of the Error Shapes on Payback Period
The mean values for payback period with diﬀerent error shapes vary from 9.7 to 10.7, see Table
5.10. The error shapes seem to aﬀect on the descriptive statistical of the payback period quite
dramatically.
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Figure 5.15: Cumulative NPV ratio distribution functions with diﬀerent error shapes
Table 5.10: Statistics of the payback period with diﬀerent parameter error shapes
Devi- Skew- Kur- Shape
Mean ation ness tosis (-/N/LN )
Log-normal 8.7 31.9 -21.0 470 -
Normal 10.7 10.6 7.6 93 -
Uniform 9.8 6.3 2.3 10 -
5.2.6 The Effects of Uncertainties in WiMAX Investment
The Shape of the Investment Costs Distribution
The distribution of the investment costs is positively skewed. One reason for that is the expo-
nential traﬃc growth that is assumed in the network planning phase. Let us now assume the
parameters with normally distributed uncertainties, or errors. The eﬀects of diﬀerent uncer-
tainties in parameters are analyzed by reducing the uncertainties on some parameters. In the
analysis in [225], the uncertainty was assumed log-normal and the eﬀect of the exponential traﬃc
growth on the investment costs was reduced by using yearly upgrading construction strategy for
network. The results with both methods are quite similar.
The average service rate (i.e., throughput demand) growth factor is one important parameter
aﬀecting the investment. The other growth parameters  the household growth factor and the
growth factors of the service and network component prices  could also inﬂuence skewness in
the investment costs. In addition, the penetration growth may lead to skewness and the coverage
requirement sets the minimal infrastructure for the network.
Let us switch oﬀ the randomization for all these parameters, one at a time. The means,
deviations, skewnesses, kurtosis excesses, and shapes from the simulations are presented in Table
5.11. To study the joint eﬀects, the household growth, which have the greatest aﬀects on results,
are assumed constant simultaneously with other parameters in some cases.
The skewness and kurtosis would nearly halve  compared to the base case  when the
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Figure 5.16: Histogram of the investment costs with known service rate and household growths
household growth parameter is assumed to be known. The eﬀects of other parameters are not
that dramatic. If the eﬀect of the two most inﬂuential parameters (throughput demand growth
and household growth factor) are combined, the skewness and kurtosis are reduced further. The
resulting distribution approaches normal distribution, see Figure 5.16 where the histogram of the
simulated investment costs is drawn.
A network may be coverage limited or capacity limited. In [225, 227] the investments were
capacity limited and the uncertainty in the coverage did not make the shape of the investment
costs more asymmetric. This is because the WiMAX network in rural areas with outdoor anten-
nas does not seem to be sensitive for the coverage limits [242]. Now that the assumptions are
more speciﬁc, the coverage is an issue and it aﬀects the shape of the investment cost distribu-
tion. As can be seen in Figure 5.17 and Table 5.12, the shape of the investment costs becomes
log-normal if the coverage does not have to be achieved.
Table 5.11: Statistics of the investment costs
Reduced uncertainty Mean Devi- Skew- Kur- Shape
for growth parameter (ke) ation ness tosis (-/N/LN )
None 539 194 2.1 6.4 -
Penetration 544 201 2.3 8.7 -
Adaptation shape 559 225 2.3 8.3 -
Service rate 527 157 2.5 12.0 -
ARPU 548 217 2.7 13.0 -
Network Price 543 218 2.5 9.4 -
Household 517 130 1.5 3.9 -
Household & Penetration 524 132 1.7 4.7 -
Household & Adaptation shape 515 118 1.3 3.2 -
Household & Service rate 496 61 0.5 -0.3 -
Household & Network Price 518 129 1.4 3.6 -
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Table 5.12: Statistics of the investment costs without coverage demand
Reduced uncertainty Mean Devi- Skew- Kur- Shape
for growth parameter (ke) ation ness tosis (-/N/LN )
None 462 254 1.7 4.5 LN (0.07)
Household 438 158 1.3 3.5 -
Penetration 465 231 1.3 2.0 LN (0.58)
Adaptation shape 469 259 2.2 8.7 LN (0.09)
Service rate 448 185 1.3 2.2 LN (0.11)
ARPU 474 255 1.8 6.0 LN (0.21)
Network Price 463 256 2.0 7.1 LN (0.20)
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Figure 5.17: The histogram of the investment costs without coverage demand
In summary, the investment costs are positive skewed and nearly log-normally distributed,
see Figure 5.18. The normally distributed errors in the growth of the number of households has
the greatest impact on the asymmetry. If the parameter errors are not assumed normal but log-
normal or uniform, the situation does not change. The simulated samples  assuming known
service rate and household growths  cannot be proved to diﬀer from each other.
The Shape of the NPV Distribution
The NPV distribution for network investments is negatively skewed. Let us analyze the distri-
bution using the same modiﬁcations as used above. The statistics of the resulting net present
values are collected in Table 5.13.
The skewness and kurtosis of NPV reduce within the modiﬁcations. If the service rate
growth or household growth factor is assumed to be known, the distribution turns towards
normal distribution. The uncertainty in the other parameters does not aﬀect similarly the shape
of the distribution. When the service rate is assumed to be known simultaneously with known
household growth or without taxation simulation, the simulated net present values are normally
distributed, see Figure 5.19 where the NPV distributions for the cases are compared to the base
case and normal distribution.
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Figure 5.18: The QQ plot of investment costs
Table 5.13: Statistics of the net present values
Reduced uncertainty Mean Devi- Skew- Kur- Shape
for growth parameter (ke) ation ness tosis (-/N/LN )
None -103 316 -1.9 7.4 -
Penetration -116 337 -2.4 12.0 -
Adaptation shape -125 362 -2.2 8.0 -
Service rate -71 217 -1.5 5.7 -
ARPU -116 357 -2.9 16.0 -
Network Price -117 356 -2.6 10.0 -
Household -75 275 -1.3 3.9 -
Household & Penetration -83 272 -1.3 3.5 -
Household & Adaptation shape -63 267 -1.0 2.8 -
Household & Service rate -25 159 0.1 -0.1 N (> 0.2)
Household & Network Price -72 272 -1.1 2.9 -
No taxation -46 440 -4.6 50.0 -
Service rate & no taxation 4 222 -0.2 1.2 (N ) (0.02)
Normality is not rejected even if the shapes of the parameter errors are assumed log-normal
or uniform. Quite the contrary, the P-values for Lilliefors and JarqueBera tests increase. The
KolmogorovSmirnov test for the diﬀerence of the NPV distributions  assuming normal, log-
normal, or uniform error shapes  does not reject the null hypothesis of the diﬀerent samples
being from the same distribution, either.
The Shape of the NPV Ratio Distribution
The shape of the NPV ratio distribution is important for the real option valuation methods. The
NPV ratio is used to combine two random variables together  the discounted proﬁt sum and
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Figure 5.19: The QQ-plot of NPV distributions
investment costs. This must be done when using analytical option valuation methods that are
not developed for multiple uncertainties.
The modiﬁcations described earlier do not aﬀect the NPV ratio as strongly as the NPV or the
investment costs, see Table 5.14 where statistics of NPV ratios in diﬀerent cases are presented.
The skewness is positive, as it is for log-normal distributions. However, the large deviation
suggests that the NPV ratio is negative for some events. This can also be seen from Figure 5.21
or from Figure 5.20 where QQ-plots for some cases are drawn.
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Figure 5.20: QQ-plot for NPV ratios in three cases
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Table 5.14: Statistics of the NPV ratio
Reduced uncertainty Mean Devi- Skew- Kur- Shape
for growth parameter ation ness tosis (-/N/LN )
None 0.909 0.462 0.3 0.5 N (0.07)
Penetration 0.890 0.461 0.2 0.5 N (> 0.20)
Adaptation shape 0.894 0.473 0.1 0.0 N (> 0.20)
Service rate 0.910 0.348 0.2 0.2 N (0.08)
ARPU 0.896 0.462 0.2 0.4 (N ) (0.02)
Network Price 0.897 0.452 0.0 0.4 N (0.07)
Household 0.940 0.463 0.3 0.4 -
Household & Penetration 0.920 0.448 0.2 0.1 N (0.14)
Household & Adaptation shape 0.953 0.474 0.3 0.3 (N ) (0.05)
Household & Service rate 0.962 0.320 0.3 -0.1 (N ) (0.02)
Household & Network Price 0.942 0.460 0.2 0.2 N (> 0.20)
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Figure 5.21: The histogram of the NPV ratio when the adaptation shape is known
The adaptation shape and service rate growth have the greatest inﬂuences on the skewness.
Household growth, on the other hand, does not aﬀect the skewness so much. The NPV ratio in
every cases is near to normal distribution. The greatest P-value is with known adaptation shape,
see the histogram of the NPV ratio in Figure 5.21.
The Shape of the Payback Period Distribution
The expectation of the payback period is 8.7 years. The distribution is skewed and has large
deviation, see Table 5.15. The service rate growth is the most important factor aﬀecting the
uncertainty and skewness in the distribution.
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Table 5.15: Statistics of the payback period
Reduced uncertainty Mean Devi- Skew- Kur- Shape
for growth parameter ation ness tosis (-/N/LN )
None 8.7 32 -21 470 -
Penetration 11.1 15 10 150 -
Adaptation shape 10.7 12 10 170 -
Service rate 8.9 5.1 1 30 -
ARPU 11.1 30 28 850 -
Network Price 189.0 5 610 32 1000 -
Household 9.6 8 5 43 -
Household & Penetration 9.6 6 3 15 -
Household & Adaptation shape 9.1 19 -17 5 300 -
Household & Service rate 8.2 3 1 3 -
Household & Network Price 9.7 12 18 4 600 -
The Shape of the IRR Distribution
The internal rate of return has expectation 13.5%. The distribution is slightly positively skewed,
see Table 5.16. The most inﬂuential parameters are service rate growth and household growth.
Table 5.16: Statistics of the internal rate of return
Reduced uncertainty Mean Devi- Skew- Kur- Shape
for growth parameter ation ness tosis (-/N/LN )
None 0.135 0.10 1.0 1.0 -
Penetration 0.131 0.10 1.0 1.0 -
Adaptation shape 0.133 0.10 0.9 0.6 -
Service rate 0.130 0.08 0.9 0.8 -
ARPU 0.131 0.10 0.9 0.8 -
Network Price 0.132 0.09 0.9 0.7 -
Household 0.140 0.10 0.9 0.7 -
Household & Penetration 0.136 0.10 0.9 0.6 -
Household & Adaptation shape 0.144 0.10 0.9 0.5 -
Household & Service rate 0.138 0.07 0.7 0.2 -
Household & Network Price 0.141 0.10 0.8 0.5 -
5.2.7 Option to Defer
The network value may increase if the network investment is delayed. This is mainly because
of the recovered penetration information, cost savings in ﬁxed operational costs and more rapid
adaptation for later launch as the services are more mature. Such an option to defer is analyzed
here as a Bermudan call option, which means that the exercise may occur at any of a ﬁnite
number of given times. The American call option model is not used because of its computational
challenges. The simulated option values at diﬀerent exercise times are drawn in Figure 5.22. The
option value is greatest at years 2012 and 2013.
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Figure 5.22: Real option values for the WiMAX network
WiMAX Investment in Year 2010
Let us analyze more deeply the WiMAX investment in year 2010. Table 5.17 presents the
descriptive statistics for investment costs, NPV, NPV ratio, IRR and payback period. The
investment has expected net present value EUR 38 000 negative, but the option value is some
EUR 70 000 positive. NPV distribution is negatively skewed and NPV ratio is nearly normally
distributed, see Figure 5.23.
Table 5.17: Statistics for the WiMAX investment in year 2010
Mean Devi- Skew- Kur- Shape
ation ness tosis (-/N/LN )
Investment costs 437 ke 169 ke 2.0 5.6 -
NPV -38 ke 251 ke -1.2 5.3 -
NPV ratio 1.0 0.56 0.7 0.9 -
IRR 0.20 0.22 1.3 1.2 -
Payback period 9.34 54.1 -2.8 140.0 -
The inﬂuence of the error shapes on option values
The analyzed distributions above used 1 000 simulated outcomes, or scenarios, for each case.
Note that only one option value is calculated using (4.16) for each error shape. To estimate
the accuracy of the simulated option value, let us simulate some 1 000 option values based on
1 000 000 simulated events for each error shape type. As a result, we get the cumulative dis-
tributions for option values drawn in Figure 5.24. The distributions are normally distributed
with means and standard deviations EUR 69 000 and EUR 3 500; EUR 69 600 and EUR 3 500;
and EUR 69 800 and EUR 3 500 for normal, log-normal and uniform error shape types, respec-
tively. Now the option values with diﬀerent error shapes get values near each other. Actually
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Figure 5.23: QQ-plots for the WiMAX investment in year 2010
the diﬀerences of the means are smaller than the deviations of the option values within each
error shape. Thus it seems that the error shapes do not have a real impact on the simulation
results. However, the distributions of the option values diﬀer from each other as can be seen in
Figure 5.24. The KolmogorovSmirnov signiﬁcance test for two samples does not reject the null
hypothesis of samples with log-normal and uniform errors. The P-value is 0.05. The other pairs
of samples are rejected and the P-values for the KolmogorovSmirnov test are less than 0.01.
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Figure 5.24: The comparison of the option value distributions with diﬀerent error shape types
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5.3 Case: WiMAX for Ähtäri Cottages
5.3.1 Expand Option
Consider the WiMAX network analyzed in Section 5.2. Let us analyze the economics of the
network expansion for summer cottages in 2011. One new base station is needed to achieve
coverage for 1000 new potential subscribers.
The ARPU for summer cottage users is assumed EUR 15 per month, i.e., EUR 180 a year.
The service rate is assumed the same as for household users but an overbooking factor of 30 is
used, yielding one third lower throughput demand, i.e., currently 0.033 Mbps. The descriptive
statistics for the investment are summarized in Table 5.18 and discounted cash ﬂows in Figure
5.25. The dotted, strong solid and dashed lines are the ﬁrst, second and third quartiles and
the light solid line is the mean value line. The revenues are stabile since the customer growth
and price erosion in ARPU have opposite eﬀects. The QQ-plots in Figure 5.26 indicate that
the investment costs are nearly log-normally distributed. The expectation of investment costs
is EUR 60 000 and NPV in the planning horizon is negative. However, the payback period and
IRR indicates that the investment could be still attractive, see Table 5.18. The option value is
EUR 25 000.
Table 5.18: Statistics for the WiMAX cottage investment
Mean Devi- Skew- Kur- Shape
ation ness tosis (-/N/LN )
Investment costs 60 ke 56 ke 2.8 12.0 -
NPV -36 ke 87 ke -2.2 9.9 -
NPV ratio 1.80 7.89 8.0 79.0 -
IRR 0.20 0.27 1.5 1.2 -
Payback period 13.7 262 23.0 660.0 -
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Figure 5.25: Discounted cash ﬂows for the WiMAX network expansion in year 2011
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Figure 5.26: QQ-plots for the WiMAX expansion in year 2011
5.3.2 Option to Defer
The network extension does not have to be done in 2011. Current option values for diﬀerent
exercise times are drawn in Figure 5.27. The optimal time would be in 2011 or 2012 with value
of EUR 27 000. The smallest value is at 2008 with EUR 3 000.
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Figure 5.27: Real option values for the cottages
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5.4 Case: ADSL@Ähtäri
Consider the service area and demand scenarios presented in Section 5.2.1. Let us now estimate
the value of an ADSL network investment on the Ähtäri households.
5.4.1 ADSL Network Parameters and Cost model
ADSL coverage is predicted using a radius of 6 kilometers for each DSLAM. The access lines
are assumed to be wired already, but the broadband network operator has to rent it from the
incumbent operator and install it to a line card. One line card may serve 64 lines and one DSLAM
16 line cards. From DSLAM there is ﬁber connection to the transfer network with 155 Mbps
capacity.
Table 5.19: Assumed parameters for ADSL networks [13, 243]
Model
Price Factor Installation Operating
Access line 0 e 1.0 100 e 100 e/a
Line card 3 200 e 0.9 100 e 100 e/a
DSLAM 3 000 e 0.9 1 000 e 1800 e/a
Ground works 0 1.0 4 000 e/km 0
Fiber 1 000 e/km 0.9 0 100 e/km
2007 2010 2013 2016
0
100
200
300
Year
Co
st
s 
(10
00
 E
UR
)
Total costs
2007 2010 2013 2016
0
100
200
300
Year
Co
st
s 
(10
00
 E
UR
)
New material costs
2007 2010 2013 2016
0
100
200
300
Year
Co
st
s 
(10
00
 E
UR
)
Installation costs
2007 2010 2013 2016
0
100
200
300
Year
Co
st
s 
(10
00
 E
UR
)
Maintenance costs
2007 2010 2013 2016
0
100
200
300
Year
Co
st
s 
(10
00
 E
UR
)
O&A
modem
access line
line card
DSLAM
ground works
fiber
2007 2010 2013 2016
0
100
200
300
Year
R
ev
en
ue
s 
(10
00
 E
UR
)
Revenues
Figure 5.28: Cost structure for the ADSL network
The town central area having some 1500 households is covered with one DSLAM. For the
outer areas 20% coverage is used to achieve some 1000 more households. Now the total of 2500
households are served with three DSLAMs and 20 line cards.
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The assumed prices and the parameters for the ADSL component price models are combined
in Table 5.19. The stabilized maintenance rate for electronics is assumed to be 20% and for ﬁber
5%. The network costs follow the values in Figure 5.28. The rental of access lines is the biggest
cost for the network. The tax rate is assumed to be 26% and the infrastructure investments are
depreciated within 3 (CPE) or 5 (electronics) or 20 (wires) years.
5.4.2 DCF Valuation and Sensitivity Analysis
The simulated net present value for the ADSL case above is EUR 113 000 and the calculated
theoretical value EUR 25 000. The simulated payback period for the investment is 4 years and
internal rate of return 28 %.
The sensitivity of each parameter on NPV is depicted in Table 5.20 and on investment costs
in Table 5.21. Household, throughput and ARPU growth parameters have the most signiﬁcant
eﬀects on NPV, and household and throughput growths on investment costs.
Table 5.20: Sensitivity analysis for NPV of the ADSL investment
Parameter Sim -10% Sim +10% Calc -10% Calc +10%
No changes 113 ke 113 ke 25 ke 25 ke
Households, Npot(0) 89 ke 136 ke 23 ke 28 ke
Households growth, ecN 61 ke 77 ke 182 ke -360 ke
Penetration, β 106 ke -45 ke
Penetration growth, k 21 ke 32 ke
Adaptation shape, b 113 ke a 112 ke a 117 ke -71 ke
Initial penetration, ρ(0) 110 ke a 115 ke a
Time to 50% penetration 133 ke a 101 ke a
Throughput, da(0) 117 ke 107 ke 107 ke -56 ke
Throughput growth, ecd 135 ke 1 ke 444 ke -903 ke
ARPU, pS(0) 20 ke 204 ke -68 ke 119 ke
ARPU growth, ecS -172 ke 497 ke -266 ke 457 ke
Technology prices, pT (0) 124 ke 101 ke 35 ke 15 ke
Price growths, ecT 125 ke 95 ke 27 ke 24 ke
Installation, KT,I 132 ke b 93 ke b 41 ke 9 ke
New user costs, KT,V,I 132 ke b 93 ke b 25 ke 25 ke
O&A costs, KT,F,OA 162 ke c 63 ke c 80 ke -30 ke
Subscription costs, KT,V,OA 162 ke c 63 ke c 35 ke 16 ke
Maintenance, KT,F,M 115 ke d 110 ke d 28 ke 23 ke
Maintenance, cT,F,M 115 ke d 110 ke d 26 ke 24 ke
Maintenance, KT,V,M 115 ke d 110 ke d 26 ke 25 ke
Cell radius, Rc 73 ke 113 ke 25 ke 25 ke
Capacity, 1/KT,D 107 ke 117 ke -65 ke 99 ke
a The forecast assumes the shape parameter and ﬁts curve to two parameter deﬁned points
b Parameters KT,I and KT,V,I changed
c Parameters KT,F,OA and KT,V,OA changed
d Parameters KT,F,M , cT,F,M and KT,V,M changed
The sensitivity of household growth, throughput demand growth, ARPU, operational and
administration costs and cell radius are depicted in Figure 5.29. The most relevant parameters
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Table 5.21: Sensitivity analysis for investment costs of the ADSL investment
Parameter Sim -10% Sim +10% Calc -10% Calc +10%
No changes 174 ke 174 ke 236 ke 236 ke
Households, Npot(0) 167 ke 181 ke 213 ke 260 ke
Households growth, ecN 135 ke 287 ke 115 ke 460 ke
Penetration, β 245 ke 228 ke
Penetration growth, k 223 ke 248 ke
Adaptation shape, b 174 ke a 174 ke a 250 ke 217 ke
Initial penetration, ρ(0) 174 ke a 174 ke a
Time to 50% penetration 174 ke a 167 ke a
Throughput, da(0) 167 ke 181 ke 213 ke 260 ke
Throughput growth, ecd 135 ke 273 ke 115 ke 506 ke
Technology prices, pT (0) 164 ke 184 ke 229 ke 244 ke
Price growths, ecT 174 ke 174 ke 236 ke 236 ke
Installation, KT,I 166 ke b 182 ke b 220 ke 252 ke
New user costs, KT,V,I 166 ke b 182 ke b 236 ke 236 ke
Cell radius, Rc 208 ke 174 ke 236 ke 236 ke
Capacity, 1/KT,D 181 ke 167 ke 263 ke 215 ke
a The forecast assumes the shape parameter and ﬁts curve to two parameter deﬁned points
b Parameters KT,I and KT,V,I changed
seems to be ARPU and O&A costs.
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Figure 5.29: Sensitivity analysis for the ADSL network investment
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5.4.3 Monte-Carlo Simulation
The statistics of the ADSL network investment diﬀers from the WiMAX network investment.
The simulated NPV is almost normally distributed with expectation EUR 97 000 and deviation
EUR 126 000, see Figures 5.30 and 5.31. The skewness and the kurtosis of the distribution are
-0.3 and 2.3, respectively. The normality tests reject normality with P-values less than 0.01.
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Figure 5.30: The discounted cash ﬂows for an ADSL investment
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Figure 5.31: QQ-plots for ADSL
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The distribution of the simulated investment costs is positively-skewed and it is nearly log-
normal, see Figure 5.31 and Figure 5.32. Normality tests reject normality with P-value less than
0.1. The expectation of the investment costs is EUR 215 000. The weight of investment costs
on the NPV is lower than in WiMAX network, see Figure 5.9 and Figure 5.28. This is why
NPV is nearly normally distributed though costs are not. The descriptive statistics of the ADSL
investment are combined in Table 5.22
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Figure 5.32: The distribution of the ADSL investment costs
Table 5.22: Statistics for the ADSL investment
Mean Devi- Skew- Kur- Shape
ation ness tosis (-/N/LN )
Investment costs 215 ke 68 ke 1.9 6.1 -
NPV 97 ke 126 ke -0.3 2.3 -
NPV ratio 1.53 0.60 0.5 0.4 -
IRR 0.29 0.16 0.7 -0.1 -
Payback period 6.4 38.2 22.0 630.0 -
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5.5 Case: Intelligent Railway Transportation System
Intelligent transportation systems (ITS) is a concept for developing the eﬃciency and versatility
of transportation using information and communications technology (ICT) [85]. ITS can be
considered in any transportation method or combination of them. Using ITS for railroads is
here deﬁned as railway with intelligent transportation system (RITS). The RITS end-users are
travelers, the railway operator in-house users and cargo companies. The service groups for RITS
include the wide scope of broadband services as well as telemetrics, billing and security for
trains. The business model and beneﬁts of RITS are introduced in [47, 138, 182] and analyzed
in [268, 270]. This section is an extended techno-economical analysis for RITS based on the
author's analysis in article [228].
Figure 5.33: RITS system architecture
A general RITS network architecture is depicted in Figure 5.33. The RITS system is of-
ten divided in two network layers. The on-vehicle communications (OVC) transfers the data
inside the train between the communication manager (CM), the train server (TS) and vehicle
stations (VS). CM uses ground to vehicle communications (GVC) to connect the OVC network
to the backbone network. The RITS end users communicate via a VS with TS or CM and
backbone network. The modular network system in the RITS framework could utilize diﬀerent
communication technologies. Nowadays, the ultimate solution for end user junction points (VS)
is WLAN, but the solution for the GVC network may diﬀer from case to case. For example,
in [104] De Greve introduced a solution with WiMAX network in GVC network and WLAN in
train. Existing RITS solutions in Belgium, France, Sweden and UK utilize satellite connections
and GPRS traﬃc in GSM and UMTS network [58].
5.5.1 RITS Model with Flash-OFDM and WLAN
Consider a RITS model for Finnish electriﬁed railways with Flash-OFDM GVC network. The
main potential user segment is the regular travelers with laptop computer. The number of long
distance railway trips was 12.9 million in 2007 [274].
Let us assume that some 90 % of these use electriﬁed railroads and 10 % of the travelers have
laptop with them. Thus we have some 3200 potential RITS passenger subscribers a day. This
can be assumed to grow some 5 % a year. Let us assume that the penetration grows from 10
% at the launching time in 2008 to 50 % in two years. The Richard's adaptation model is used
with shape parameter -0.5. The average revenue per subscriber in a trip is some EUR 3. The
assumed parameters for RITS service is summarized in Table 5.23.
The length of Finnish electriﬁed railroads is some 2800 kilometers. The main parts of the
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Table 5.23: Assumed parameters for the RITS service
Initial Exponential
value model factor
Laptop trips per day 3000 1.05
Connection charge 0 -
Subscribers proportion on CPE costs 100% -
ARPU 3e/a 1.0
Throughput demand 0.04 Mbps 1.2
Table 5.24: The assumed ﬁnancial parameters for a RITS Flash-OFDM network
Model
Price factor Installation Operating
Vehicular station (WLAN) 100 e 0.90 200 e 0 e/a
Train connections (per VS) 100 e 0.90 200 e 0 e/a
Management unit 2 000 e 0.85 2 000 e 1 600 e/a
Flash-OFDM transceiver 300 e 0.90 100 e 1 000 e/a
railways are covered by the Digita 450 MHz Flash-OFDM network [70]. The coverage will be
expanding and tightening in future. The Flash-OFDM network oﬀers service rate of some 1
Mbps download and 512 kbps upload even for high speed trains with speed of some 200 km/h
[268]. Flash-OFDM transceivers cost EUR 300 per train and the subscription in Digitas network
costs EUR 1 000 per train a year.
The management unit in a train with connection manager and train server costs are assumed
EUR 2 000. WLAN transceiver and connections for VS costs EUR 100 and installation EUR 200
for both articles. It is assumed that one vehicular station can serve 20 subscribers and a capacity
of 54 Mbps. The stabilized maintenance costs are 20% of the equipments price at a time. The
price erosion is 0.90 per year except for management unit which has price erosion 0.85. The
assumed ﬁnancial parameters are combined in Table 5.24.
The sole Finnish railway operator VR has some 722 carriages and they produce some 270
scheduled turns a day. We equip each carriage with a vehicular station and one fourth of them
will have a management unit and Flash-OFDM transceiver in them. Thus the trains operating
must have at least one carriage with management unit and some number of other carriages. The
network costs for RITS with Flash-OFDM and WLAN follows the amounts in Figure 5.34. The
total investment costs are EUR 1 165 000. Table 5.25 states sensitivities of some parameters for
investment costs.
Table 5.25: Sensitivity analysis for RITS investment costs with Flash-OFDM and WLAN
Parameter Sim -10% Sim +10%
No changes 1165 ke 1165 ke
Technology prices, pT (0) 1114 ke 1216 ke
Price growths, ecT 1165 ke 1165 ke
Installation, KT,I , KT,V,I 1100 ke 1230 ke
The RITS with Flash-OFDM GVC network is capacity limited after 2012 if the subscriber
forecast realizes. Thus the number of subscribers must be restricted as in (4.8). This scenario of
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Figure 5.34: Cost structure for the RITS Flash-OFDM network
RITS subscribers can be found in Figure 5.35.
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Figure 5.35: Subscriber forecast for the RITS passenger services
The net present value of the RITS investment with Flash-OFDM andWLAN is EUR 7 368 000.
The sensitivities of the parameters for NPV can be found in Table 5.26. It seems that parameters
for passenger growth, time to 50% penetration, throughput growth, ARPU and capacity have
the greatest eﬀect on NPV. The sensitivity curves for some of these parameters are drawn in
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Figure 5.36.
Table 5.26: Sensitivity analysis for RITS NPV with Flash-OFDM and WLAN
Parameter Sim -10% Sim +10%
No changes 7368 ke 7368 ke
Passengers, Npot(0) 6723 ke 8014 ke
Passengers growth, ecN 5193 ke 8566 ke
Adaptation shape, b 7368 ke a 7368 ke a
Initial penetration, ρ(0) 7365 ke a 7372 ke a
Time to 50% penetration 7770 ke a 6980 ke a
Throughput, da(0) 7737 ke 7067 ke
Throughput growth, ecd 8986 ke 5833 ke
ARPU, pS(0) 6391 ke 8346 ke
ARPU growth, ecS 4747 ke 11052 ke
Technology prices, pT (0) 7429 ke 7308 ke
Price growths, ecT 7417 ke 7303 ke
Installation, KT,I , KT,V,I 7434 ke 7303 ke
O&A costs, KT,F,OA, KT,V,OA 7483 ke 7254 ke
Maintenance, KT,F,M , cT,F,M , KT,V,M 7391 ke 7346 ke
Cell radius, Rc 7368 ke 7368 ke
Capacity, 1/KT,D 7022 ke 7700 ke
a The forecast assumes the shape parameter and ﬁts curve to two parameter deﬁned points
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Figure 5.36: Sensitivity analysis for the RITS investment
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Table 5.27: Statistics for the WiMAX investment for RITS in year 2011
Max terminal Max downlink Estimated data rate
Technology speed data rate at speeds of 200 km/h
Flash-OFDM 250 km/h 5.3 Mbps 1 Mbps (DL) / 512 kbps (UL)
EGPRS 250 km/h 1.0 Mbps 236 kbps (DL, UL)
UMTS/HSPA 250 km/h 14.4 Mbps 2 Mbps (DL) / 1 Mbps (UL)
3G LTE 350 km/h 100 Mbps -
802.16e-2005 120 km/h 70 Mbps 5 Mbps (DL) / 3 Mbps (UL)
802.16 m 350 km/h 100 Mbps -
Table 5.28: The mean ﬁnancial parameters for a RITS WiMAX network
Model
Price factor Installation Operating
In-train components 400 e 0.9 100 e 2000 e/a
WiMAX sector 6 000 e 0.85 500 e 1200 e/a
WiMAX base Station 10 000 e 0.85 4 000 e 1 800 e/a
Radio link 25 000 e 0.90 2 000 e 2 400 e/a
Spectrum - - - 7 e/km2a
5.5.2 Technology Options
The modularity of the RITS model gives a set of technology options for the railway operator. The
GVC network can be prepared for using diﬀerent technologies simultaneously. The connection
manager then switches for a right connection whenever needed.
One alternative for Flash-OFDM would be 3G mobile networks. These were analyzed shortly
in [228]. The 3G network could be updated to LTE technologies in the future. However, the
coverage and capacity of mobile networks seem to be suﬃcient for RITS use only in the main
city areas of Finland. The railway stations could also be equipped with WLAN networks such
that the connection manager switches to it near the stations.
Consider a mobile WiMAX technology for RITS use. It oﬀers a promising technology option
for upgrading the RITS to serve the growing throughput demand beyond year 2011 [103, 124, 278].
The capacity of the mobile WiMAX technology with speeds of 200 km/h is debatable, yet. See
Table 5.27 for the estimates on the data rates of diﬀerent technologies. Though the current mobile
WiMAX standard 802.16e-2005 does not support terminal speeds of more than 120 km/h, there
are modiﬁcations allowing it [84, 219]. Such modiﬁcations may lead to incompatibilities with
standards. We assume a downlink capacity of 5 Mbps with cell radius 5 km. The base stations
are built in existing pylons which reduces the costs considerably. Let us estimate the mobile
WiMAX network component costs using the ﬁxed network costs. Table 5.28 summarizes the
ﬁnancial parameters.
The railway leg between Helsinki and Tampere is some 200 km long and some 20 000 pas-
sengers use the route every day. This is some 60 % of all long distance trips in Finland. The
capacity of the Flash-OFDM network beside the route becomes bottleneck at latest in 2012.
Upgrading the capacity for this leg makes it possible to increase the number of RITS subscribers
to over 3500 per day, see Figure 5.35. The mean investment costs of the WiMAX expansion
between Helsinki and Tampere are EUR 1 880 000 and deviation EUR 178 000, see Table 5.29.
The investment costs are log-linearly distributed with P-values 0.2 and 0.03 from Lilliefors and
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Table 5.29: Statistics for the WiMAX investment for RITS in year 2011
Mean Devi- Skew- Kur- Shape
ation ness tosis (-/N/LN )
Investment costs 1 880 ke 178 ke 0.4 -0.1 LN (0.03)
NPV 2 640 ke 2 350 ke 0.9 1.5 -
NPV ratio 2.66 1.5 1.1 2.3 -
JarqueBera tests, respectively. The net present value has mean EUR 2 640 000 and deviation
EUR 2 350 000. The mean NPV ratio is 2.66 and deviation 1.5. The expansion option has a
value of some EUR 2 700 000. See Figure 5.37 for QQ-plots of the distributions and Figure 5.38
for the mean and ﬁrst, second and third quartiles for revenues, proﬁts and discounted cash ﬂows.
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Figure 5.37: QQ-plots for the WiMAX investment for RITS in year 2011
Option to Defer
The railway operator has the option to start the WiMAX expansion between 2009 and 2014.
Figure 5.39 shows a curve on the value of the launch of WiMAX network between Helsinki and
Tampere at diﬀerent possible exercise years. It seems that the years from 2010 to 2012 are the
most promising years for the technology upgrading.
5.5.3 Internal Options for Maintenance
In addition to the passengers, the RITS network can be used by train operator internal users.
One group that beneﬁts from the communications is maintenance operations. The capital tied
in train operator's machines was EUR 880 000 000 in the end of the year 2007 book value or
EUR 1 795 000 000 as acquisition costs [274]. Over half of these ﬁgures fall on locomotives and
carriages.
The maintenance of locomotives and carriages does not currently know the exact location
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Figure 5.38: Discounted cash ﬂows for the WiMAX investment for RITS in year 2011
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Figure 5.39: Real option values for the WiMAX network
and general condition of each car. Thus pit stops cannot be eﬀectively planned or prepared [270].
The RITS network would make it possible to monitor and analyze the condition of carriages and
plan the maintenance services according to the needs. This would reduce the number of needed
locomotives and carriages of the train operator. The RITS investor has an option to sell the cars
or decrease the number of purchased new cars in the future.
If the reduction would be 1%, the revenues from selling the cars would be worth of some
EUR 5 000 000. The deferring of the purchase of new cars may be worth of EUR 10 000 000.
Note that the options is exercised when the costs for the maintenance system developments are
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launched. After that the savings could not be modeled using options but they are estimated as
expectation values with uncertainty in the real savings.
5.5.4 Option to Change Conductors Work
The conductors do their work in train and after the trips. One visible part of their work is
checking and selling of tickets. In some parts of Finland there are no active stations but the
conductors sell the tickets for passengers. In RITS framework, the checking of credit cards and
selling of seat tickets could be done more eﬃciently if the connection from the train to the train
operator's ground systems were operating. In addition to ticketing, conductors make travel and
fault reports. The reports are done in trains and re-written in electronic form and/or copied to
operator's central systems after trips [270]. These reports could be made directly to the ground
system if the RITS network were operating.
Let us assume that the work of conductors could be made 5 to 10% more eﬃcient in the
RITS framework. In addition, we assume that 5 to 10% of the total groups personnel salaries
of EUR 450 000 000 are for conductors [274]. In summary, we estimate the value of the switch
option for conductors work with some 0.5% of salaries. The cost savings are in the magnitude
of EUR 2 000 000.
5.6 Comparison of Valuation Methods
Diﬀerent valuation methods are presented in Section 4.2.2 and Section 4.4. Consider the dis-
counted cash ﬂow calculations and diﬀerent real option valuation methods. Let us compare them
theoretically and apply them to WiMAX and ADSL network valuations.
5.6.1 Theoretical Comparison of Valuation Methods
There are ﬁve option valuation methods and two NPV methods compared here. The option
valuation methods are
• Monte-Carlo simulation (See Section 4.4.3 and Section 5.1.2),
• The Brennan method (See Section 4.4.1),
• The Luehrman method (See Section 4.4.1),
• The BlackScholes formula (See Section 4.4.1), and
• The binomial tree method (See Section 4.4.2).
The main result from those methods is the value of option to invest in future. Instead, the results
from the NPV methods
• DCF, or discounted cash ﬂow (See Section 4.2.2 and 5.1.1) and
• Monte-Carlo simulation (See Section 5.1.2)
are the net present values of investments, or the expectations of them.
The Monte-Carlo methods and DCF calculations are based on scenarios and thus they need
dozens of parameters. If the uncertainties are modeled, the amount of parameters increases.
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Theoretically, if all the parameters are modeled to have uncertainty, the amount of parameters
doubles. The non-scenario models need just a few parameters, but the parameters are such
that they must be calculated somehow. For example, the variance is hard to estimate correctly
without simulations and still it has a signiﬁcant eﬀect on the result from the method. Overally,
the absence of required data is one of the main problems in real cases. It is not clear whether
it is easier or harder to ﬁnd values for multiple input parameters, since some of them might be
easy to handle. Furthermore, the shape of the distribution inﬂuences the result, too. That is
why the assumptions on the Brennan, Luehrman, BlackScholes, and binomial models may be
in conﬂict with the applied case.
The direct scenario based DCF calculation is the only method that cannot handle the uncer-
tainties. Instead, Monte-Carlo simulations handles multiple uncertainties. On the other hand,
the beneﬁts from option valuation methods are the capabilities to value opportunities. This
ﬂexibility makes it better than DCF [3]. The best results can be expected from the combination
of scenarios and real options [187], i.e., Monte-Carlo based option valuation. The summary of
the comparison of the methods can be found in Table 5.30.
Table 5.30: Theoretical comparison of valuation methods
Main Handles Handles Assumed
Method Inputs results uncertainties opportunities distribution
Monte-Carlo Dozens Option value, Multiple Multiple Any
option distributions
Brennan 4 Option value OK OK Normal
Luehrman 3 Option value OK OK Log-normal
BlackScholes 5 Option value OK OK Log-normal
Binomial 6 Option value OK OK Log-normal
DCF Dozens NPV No No None
Monte-Carlo Dozens E[NPV], Multiple Some Any
simulation distributions
5.6.2 WiMAX Network Investment
Consider the WiMAX network investment in Ähtäri as described in Section 5.2. The func-
tion calculateNPV implements the traditional discounted cash ﬂow valuation method with the
parameters described above. The distribution of costs and the total revenues can be found in
Figure 5.9. As can be seen, the initial network investment costs play major role in the investment.
Yearly revenues and proﬁts and the discounted cash ﬂows are drawn with the simulated
distribution of the NPV in Figure 5.40. The DCF method results in NPV EUR 6 000 negative and
theoretical model EUR 71 000 positive for the WiMAX investment in 2008, see Table 5.31. The
simulation shows that depending on the future, the NPV for the investment may vary between
EUR -1 000 000 and EUR 500 000, see Figure 5.14. This results expectation EUR 103 000
to EUR 123 000 negative and the value of investment option EUR 55 000 to EUR 63 000,
depending on the assumed parameter error shapes. The three diﬀerent simulated values for the
base case give frames for the option values. The shape of the underlying assets aﬀects the option
value. The simulated values are the best approximates for the real option values of the WiMAX
investment projects. For the deferred WiMAX investment in 2011 or for WiMAX extension
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(to serve cottages) have simulated NPV EUR -38 000 and EUR -56 000, and option values
EUR 69 000 and EUR 10 000, respectively.
Table 5.31: The NPV values with diﬀerent methods in WiMAX cases
WiMAX WiMAX WiMAX
Method investment investment expansion
in 2008 in 2011 in 2011
Theoretical 71 ke -50 ke -
Scenario DCF -6 ke 90 ke -
Simulated NPV
- normal errors -123 ke
- log-normal errors -103 ke -38 ke -56 ke
- uniform errors -104 ke
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Figure 5.40: Cash ﬂows of WiMAX network investment
The real option values can be estimated by using the analytical option formulas (4.10) and
(4.13) if the statistical characteristics for investment costs, net present values, and NPV ratios
are known. The mean and deviations for the mentioned quantities in the base case are: X =
539 000 e and sX = 194 000 e, NPV = -103 000 e and sNPV = 316 000 e, and NPV q = 0.91
and sNPV q = 0.46. For deferred investment, we have X = 437 000 e and deviation sX = 169
000 e, NPV = -38 000 e and sNPV = 251 000 e, and NPV q = 1.0 and sNPV q = 0.56. And
for WiMAX extension, we have X = 69 000 e and deviation sX = 61 000 e, NPV = -56 000 e
and sNPV = 104 000 e, and NPV q = 1.34 and sNPV q = 8.2.
Now, let us use two analytical methods, BlackScholes (4.10) and Brennan (4.13), in three
diﬀerent ways. The results with diﬀerent analytical methods are presented in Table 5.32.
Firstly, the direct NPV style uses the characteristics of the net present value and estimates
the option value using these parameters only. The underlying assets are the net present values
and exercise prices zero. Because the BlackScholes formula assumes log-normality  which does
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Table 5.32: The option values with diﬀerent methods in WiMAX cases
WiMAX WiMAX WiMAX
Method investment investment expansion
in 2008 in 2011 in 2011
Simulated option
- normal errors 55.3 ke
- log-normal errors 58.9 ke 68.7 ke 9.56 ke
- uniform errors 63.1 ke
Brennan (NPV or S style) 81.4 keb 73.3 keb 14.6 keb
BlackScholes (S style) - 84.6 kea 3.15 ke a
Simulation (NPV ratio) 14.1% 21.7% 122%
Luehrman (NPV ratio) - 22.2% a 134% a
- using total mean - 97 ke 92.4 ke
- weighted mean - 78.2 ke 11.6 ke
Brennan (NPV ratio) 14.2% 22.5% b 345% b
- using total mean 76.8 ke 98.2 ke 238 ke
- weighted mean 59.7 ke 79.1 ke 29.8 ke
a The method incorrectly assumes log-normality.
b The method incorrectly assumes normality.
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Figure 5.41: NPV ratio and investment costs
not take into account the negative values  and it needs a non-zero exercise price, see (4.10),
the method cannot be used. However, the option value approaches the mean of the NPV while
the exercise price approaches zero from the positive side. The Brennan model (4.13) assumes
normality and suits the real option valuation quite well. With NPV as the underlying assets,
the results are EUR 81 400, EUR 73 300 and EUR 14 600. The results are in the same level as
the results from the simulation.
The second way of using the valuation formulas is to calculate the mean discounted surplus
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sum S by adding the mean of the NPV and the mean investment costs. The sum S is the
underlying asset and the mean of the investment costs X is the exercise price. Because the
absolute deviations equal those of the direct NPV style, the Brennan model gives the same
option values. On the other hand, the BlackScholes formula gives the sums EUR 84 600 and
EUR 3 150 for WiMAX investment in 2011 and WiMAX expansion in 2011, respectively. For
the base case with investment in 2008, the method cannot give a result as there actually is no
option (the exercise time is right now).
Thirdly, the NPV ratio transformation (4.11) is used like in [178]. Now that we operate on
the ratio dimension, the risk-free rate of return is zero. The NPV ratio serves as underlying asset
and the exercise price is 1.0. In Table 5.32, the BlackScholes method with NPV ratio style is
called Luehrman since it follows (4.12). The results are in NPV ratio scale, i.e., the surpluses
from the investment projects are about 22.2% and 134% of the investment costs. The Brennan
model gives the results 14.2%, 22.5%, and 345% while the simulated values are 14.1%, 21.7%
and 122%. Let us transform the percentages to euros by multiplying them with the investment
costs. If the mean over the whole sample set is used, the result is bigger than the simulated
option value. This is because the biggest NPV ratios derive from the lower investment costs,
whereas large investment costs lead to lower NPV ratio, see Figure 5.41 where the correlation
in the investment time 2011 is pointed out. The transformation of the option value from the
NPV ratio scale to the currency units can also be done using weighted mean. In that case the
means are weighted so that only events with NPV ratio greater than 1.0 are used and the means
are weighted by the margin between NPV ratio and 1.0, i.e., if W was the set of events i with
NPV qi > 1, the mean would be
XW =
∑
i∈W Xi(NPV qi − 1)∑
i∈W (NPV qi − 1)
.
With weighted means, the results from the Luehrman and Brennan (using NPV ratio style)
methods are closer to simulated values, see Table 5.32. The weighted investment costs were
EUR 419 000, EUR 352 000 and EUR 8 600. In Table 5.32, note that Luehrman method is more
reliable than Brennan in the expansion option valuation as the NPV ratio is quite skewed.
5.6.3 ADSL Network Investment
Consider the ADSL network investment simulated in Section 5.4. The discounted cash ﬂow with
the parameters in Section 5.4 is drawn in Figure 5.30. The NPV of the project is EUR 113 000
as simulated or EUR 25 000 when using theoretical model, see Table 5.33. The simulated NPV
varies from EUR -50 000 to EUR 200 000.
The simulated mean NPV is EUR 97 000 and the option value is EUR 112 000 with
the expected NPV ratio 1.53 and deviation 0.62. The expectation of the investment costs is
EUR 215 000. With these parameters the diﬀerent methods give option values from EUR 112 000
to EUR 128 000, see Table 5.34. The correlation of NPV ratio and investment costs are drawn
in Figure 5.42 and weighted mean investment costs are EUR 191 000.
Table 5.33: NPV values for ADSL investment with diﬀerent methods
Theoretical 25 ke
Scenario DCF 113 ke
Simulated NPV 97 ke
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Table 5.34: Option values for ADSL investment with diﬀerent methods
Simulated option 112 ke
BlackScholes 97 kea
Brennan 113 keb
Simulation (NPV ratio) 58.3%
Brennan (NPV ratio) 59.7% b
- using total mean 128 ke
- weighted mean 114 ke
a The method incorrectly assumes log-normality.
b The method incorrectly assumes normality.
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Figure 5.42: NPV ratio and investment costs for ADSL case
5.6.4 Intelligent Railway Transportation System
Railways intelligent transport system (RITS) was analyzed in Section 5.5. The WiMAX network
investment for the leg HelsinkiTampere was simulated to be worth of EUR 2 640 000 with
deviation EUR 2 350 000. The option value was EUR 2 710 000. The simulated mean NPV
ratio was 2.66 with deviation 1.5 and mean investment costs EUR 1 880 000. The analytical
methods with these parameters give option values from EUR 2 640 000 to EUR 3 720 000, see
Table 5.35. Now the NPV ratio and investment costs are not so much correlated, see Figure
5.43, and thus the option values for Luehrman method with weighted mean does not diﬀer so
much from a value when using weighted mean.
5.7 Chapter Conclusion
The results in Table 5.32 show that BlackScholes and Brennan models give both correct and
biased values for options, depending on the parameters used. The investment costs are positively
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Table 5.35: Values for RITS mobile WiMAX investment with diﬀerent methods
Simulated NPV 2 640 ke
Simulated option 2 710 ke
BlackScholes (direct NPV style) 2 640 kea
Brennan (NPV or S style) 2 740 keb
BlackScholes (S style) 2 660 kea
Simulation (NPV ratio) 170%
Luehrman (NPV ratio) 198% a
- using total mean 3 720 ke
- weighted mean 3 660 ke
Brennan (NPV ratio) 176% b
- using total mean 3 300 ke
- weighted mean 3 250 ke
a The method incorrectly assumes log-normality.
b The method incorrectly assumes normality.
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Figure 5.43: NPV ratio and investment costs for RITS WiMAX case
skewed and can be approximated by log-normal distributions. This makes NPV negatively
skewed. Furthermore, the relative deviation may be over 100% and thus NPV should not be
modeled by log-normal distribution. The NPV ratio is slightly positively skewed but gets also
negative values and cannot safely be modeled by log-normal distribution. In addition, NPV
ratios are correlated with investment costs yielding biased option values when transforming to
euros. The bias can be avoided if the weighted mean over the investment costs with NPV
ratio more than 1.0 is present and used instead of the mean over all the events. In summary,
the analytical option valuation methods should be developed further to meet the assumptions
relevant in WiMAX (or other network) investments.
The analysis shows that the shape of the uncertainty  or error  in the parameters does
not aﬀect the shapes of the investment costs, NPV, or NPV ratio distribution. Instead, it matters
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which of the parameters are modeled with uncertainty in them. Especially, the uncertainty in the
service rate growth or household growth factor inﬂuence the resulting distributions. The analysis
done in this study could be extended to other broadband technologies as well to examine the
general characteristics of broadband communications investments.
The network traﬃc per user is exponentially growing. The exponential growth makes the
distribution of the network investment costs log-normal. The log-normally distributed investment
costs make the distribution of the NPV negatively skewed. Thus the construction strategy, i.e.,
the network dimensioning, aﬀects the shape of the NPV distribution. There is no single statistical
model which could be used to optimize the size of the network.
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6. DISCUSSION AND CONCLUSION
Broadband communications makes it possible to transfer information quickly all around the
world. Broadband access has been used in homes only a few years, but the penetration is
increasing rapidly, making Internet connection nearly universal. The valuation of broadband
communication networks is important for operators, subscribers and regulators alike.
Forecasting and planning are demanding processes. However, the decision makers who need
valuation methods have a variety of techniques to use. This study analyzes the uncertainties in
investment projects, applies diﬀerent investment valuation methods, and compares the results.
The main contributions of the study are the analysis of the broadband acceptability and adap-
tation, the shaping of the theoretical investment model and the statistical analysis of the access
network investment cases.
6.1 Key Research Findings
One aim of the thesis was to develop the theory and models for managing broadband investment
uncertainties by
1. ﬁnding out the critical parameters of network investments,
2. analyzing possible theoretical models for the network investments, and
3. introducing a rough theoretical model for the valuation of network investments.
One of the most critical parameters for network investment is the exponentially growing
network traﬃc per user. This yields several questions for network planners. For which traﬃc
demand should the network be sized? The changes in the number of potential subscribers is
another critical parameter. It seems that slightly decreasing scenario of the number of potential
subscribers may maximize the use of the network and thus net present value of the network. A
slight decrease in the number of potential subscribers is a counterpart for the exponential growth
of the network traﬃc per user, thus making the use of invested network more eﬃcient over the
whole study period.
Other critical parameters are ARPU of the service and local adaptation of broadband tech-
nology. ARPU was here modeled with exponentially decreasing continuous model, but discrete
models could be analyzed too. The adaptation of new service have often been modeled by S-
shaped curves. The penetration of broadband connections for market with relatively high initial
Internet penetration may diﬀer from the traditional S-shaped curve for new technology penetra-
tion. This is because the broadband subscriptions can be updated quite easily from the plain
Internet subscription without large investments. Moreover, the amount and quality of the con-
tent in the Internet has grown rapidly making the service more attractive. The study shows that
Richards adaptation model is more practical for broadband penetration forecasting as it provides
more ﬂexibility than the S-shaped curves with only two parameters.
112 Discussion and Conclusion
The analysis in this study suggests a theoretical model (4.7) of network investments. The
model
V =
z∑
t=s
B(t)− COA(t)− CM (t)
ert
− X(s)
ers
,
X(s) =
(
pT (0)e−cT s +KT,I
)
I,
COA(t) = KT,F,OAI +KT,V,OAN(t) +KT,V,I(N(t)−N(t− 1)),
CM (t) = pT (0)e−cT t
[
(1− e−cT,F,M t)KT,F,MI +KT,V,MN(t)da(0)ecdt
]
,
B(t) = pS(0)e−cStN(t),
I = max
(
KT,A
R2c
A;KT,DN(z)da(0)ecdz
)
,
N(t) =
h(t)Npot,0ecN t
(1 + βe−kt)
1
b
includes the subscriber forecast N(t), planned infrastructure I, forecasted revenues B(t), main-
tenance costs CM (t), operational and administration costs COA(T ), investment costs X(s), and
net present value V of the network.
We analyzed the economics of diﬀerent broadband access technologies in rural area cases thus
giving some insights in the digital divide. The analysis adapted and evaluated the use of real
options theory in telecommunications by
1. making case studies of the possible uses of real options, and
2. comparing diﬀerent investment valuation methods in network investments.
The exponential growth and coverage requirements make the distribution of the network invest-
ment costs log-normal. The log-normally distributed investment costs make the distribution of
the NPV negatively skewed. Thus the construction strategy, i.e., the network dimensioning,
aﬀects the shape of the NPV distribution.
The assumptions of the current analytical option valuation methods may not coincide with
the statistics of the network investment costs or NPV distribution. The use of the Black
Scholes formula and other option pricing models that assume log-normal distribution for the
underlying assets must be questioned. The simulations show that the NPV ratio is not log-
normally distributed in general. However, it is not necessarily normally distributed either. Thus
the Brennan model is not much better than the BlackScholes formula. In summary, there is
no certain model that suits all the investment projects or even all the broadband access network
investments. There is still demand for new valuation formulas taking into account the real option
requirements.
6.2 Discussion on Valuation Methods
The DCF valuation method has been used for years and it is the standard method for valuation
of investment projects in the business world. The method itself is quite simple and it gives un-
derstandable results. Moreover, the forecasting of revenues and prices as well as diﬀusion models
have shown their capabilities and functionality. However, in many cases DCF calculation is too
simple and does not model the uncertainties and new opportunities in innovative investments.
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The use of simple option valuation models in the network investments is problematic. The
valuation methods have assumptions on the shapes of the NPV or NPV ratio distributions. The
shape of those distributions is not static but it changes depending on the technology and service
area. Thus a bit more detailed model  as in this study  should be used to approve the
investors calculations. Yet the method should be understandable to assure the decision makers.
6.3 Discussion on Results
The simulations and calculations in this study produced many results. These results can be
examined from diﬀerent viewpoints. The values of WiMAX and ADSL network investments in
Ähtäri are EUR -100 000 and EUR 100 000, respectively. The proﬁtabilities of WiMAX and
ADSL technologies in our demographic case are drawn in Figure 5.11 and Figure 5.30. The
yearly proﬁts show that the WiMAX technology seems to have lower operation costs and the
ADSL technology to have smaller investment costs. Note that the ADSL is modeled to use wires
already installed in houses, i.e., the access line is rented from the incumbent operator. The NPV
of the ADSL solution is better in the study period, but WiMAX could reach it if the study period
were extended and the expansion option to summer cottages is exercised.
The intelligent railway transportation system using Flash-OFDM technology seems like a
proﬁtable business case for railway operator. Moreover, the network could be used by operator
inside users and cargo companies, i.e., there is a growth option, and the architecture of the
system includes a set of technology options.
6.4 Discussion on Models and Further Research
The theoretical model simpliﬁes the investor's problem. Partial models are not having correla-
tions in our probabilistic model though some of them could have impacts on each other. This
is one important improvement in the whole model. The valuation of real options is still under
rapid developments. Methods with fuzzy logic should be applied and study their usability in
telecommunication cases. New option valuation methods for network investments could also be
sought.
The simulation model used is modular and could be easily applied to diﬀerent scenarios.
The most relevant further research topic is to analyze diﬀerent technologies in a similar way as
WiMAX and ADSL were analyzed in this study.
The network traﬃc and capacity calculations in the model used are simplistic. The users
are assumed to need a certain throughput via the network. The statistical multiplexing is not
considered in the capacity calculations and the backbones of the network may be oversized. The
simulation model could be developed further to manage these concerns. Moreover, the eﬀects of
network upgradings in the study period should be modeled, since it would give more information
on the proﬁtabilities of diﬀerent technologies.
The forecasting models could also be developed in several ways. Especially the development
of broadband access penetration in municipalities or in other small subscriber groups should be
studied. In addition to the theoretical reasoning of the social networks aﬀecting in the home
broadband subscriber decision making, there is need for practical data and statistical proof on
the issue.
The coverage planning ought to estimate the need of diﬀerent network components more
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accurately by modeling the geographics and the communications infrastructure already working
in the study area. For local broadband markets the price of the connections may be aﬀected
by only a few companies and thus the discrete price model might be relevant model and the
simulation of adaptation models could be developed further, too.
The competition between operators was not considered in the study. Instead, the invested
network was assumed to reach 100% market share in the service area. The competition be-
tween operators and diﬀerent non-proﬁt operator possibilities should be considered in the fur-
ther research. For example, networks have been built with co-operative voluntary work or by
municipalities.
The initial model simulates the taxation of the network investment as if the investment is the
only operation of the company. Usually, the operators are bigger and they have many network
projects in diﬀerent regions. In this case the taxation is not playing that signiﬁcant role in one
investment project.
The parameter values of the network components are based on other research publications.
The precise levels of the component prices as well as the service tariﬀs are outside the scope of
this analysis as long as they are at approximately right level. The validation of operational and
administration costs and rising maintenance cost models in network investments should be done.
This study concentrated on the use of real options in the valuation of a one stage access
network investment. The real options could be used in diﬀerent ways in telecommunications,
as was described in Section 4.5. The implementation and analysis of diﬀerent options and their
combinations would deepen the understanding of real options and the important role they play
in telecommunications planning.
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A. SIMULATED ADAPTATION
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Figure A.1: Simulated adaptation with homogeneous model and normal, average thresholds
0 5 10 15
0
0.2
0.4
0.6
0.8
1
Time
Pe
ne
tra
tio
n
P 90
Median
Mean
P 10
0 0.2 0.4 0.6 0.8 1
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
State, f
G
ro
wt
h,
 d
f
Normal, whole population
P 90
Median
Mean
P 10
Figure A.2: Simulated adaptation with homogeneous model on total subscribers and normal thresholds
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A.2 Homogeneous Decision Model with Exponential Threshold
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Figure A.3: Simulated adaptation with homogeneous model and exponential thresholds
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Figure A.4: Simulated adaptation with homogeneous model and exponential, average thresholds
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Figure A.5: Simulated adaptation with homogeneous model on total subscribers and exponential thresh-
olds
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B. NORMAL DISTRIBUTION AND STATISTICS
A random variable X is a variable whose numerical value cannot be determined exactly. However,
the instance of X is exact after the occurrence of random event. The diﬀerent possible outcomes
e of X  i.e., e is in the event space E(X) of X  have diﬀerent probabilities to occur.
Consider a random variable X with event space E(X) = R. The (cumulative) distribution
function (cdf) F (x) = P{e ∈ E(X)|e ≤ x} of X deﬁnes the probabilities of the events [220]. The
random number is (absolutely) continuous if the distribution function is continuously diﬀeren-
tiable, i.e., F (x) =
∫ x
−∞ f(x)dx. In other words, the probability P (e) of any speciﬁc value e of
a continuous random variable X is zero, i.e., ∀e ∈ E(X) : P (e) = 0, and the probability sum is
one, i.e., P [E(X)] = 1. In summary, the probability density function (pdf) f(x) of a continuous
random variable X has the following properties
• f(x) ≥ 0 for all x ∈ E(X),
• P [E(X)] = ∫∞−∞ f(x)dx = 1,
• P [a ≤ x ≤ b] = F (b)− F (a) = ∫ ba f(x)dx.
The expectation (or mean) of a continuous random variable X is
E[X] =
∫ ∞
−∞
xf(x)dx.
Furthermore, the expectation E[Xi] =
∫∞
−∞ x
if(x)dx is called ith moment αi of the distribution
and µi = E[(X − E[X])i] =
∫∞
−∞(x − E[X])if(x)dx the ith moment about the mean. The
variance of X is deﬁned as var[X] = σ2 = µ2. The square root of variance, i.e., σ, is called the
standard deviation. More information on probability theory and statistics can be found in [188]
or more theoretically in [67, 220].
B.1 Normal and Log-Normal Distributions
A random variable X has normal distribution X ∼ N (µ, σ) with parameters µ ∈ R and σ > 0
if the probability density function is [188]
f(x) =
1√
2piσ
e−
(x−µ)2
2σ2 .
The expectation and standard deviation of the normal distribution are µ and σ, respectively.
The distribution N (0, 1) is called the standard normal distribution. The shapes of all normal
distributions are symmetric, see Figure B.1.
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Figure B.1: The probability density and the cumulative standard normal distribution
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Figure B.2: The probability density and the cumulative functions for log-normal distributions
Consider a distribution Y = eX such that X is normally distributed, i.e., X ∼ N (µ, σ). Now,
Y ∼ LN is called log-normal distribution with parameters µ ∈ R and σ > 0 [188]. The density
function of the log-normal distribution is thus
g(y) =
1√
2piσy
e−
(ln(y)−µ)2
2σ2 .
Note that the expectation and the variance of the log-normal distribution are not equal to
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parameters. Instead, E[Y ] = eµ+σ2/2 and var[Y ] = (eσ2 − 1)e2µ+σ2 . The event space of the log-
normal distribution is the positive real axis and the distribution is not symmetric, see Figure B.2.
B.2 Skewness
The skewness is the measure how asymmetric the distribution is. The concept is used mainly in
determining whether the statistical data may be modeled as a normal distribution or not. The
skewness of distribution X is [67]
γ1 =
µ3
σ3
,
where µ3 is the third moment about the mean and σ is the standard deviation. If γ1 is positive,
the distribution is positively skewed and the probability density function have tail on positive
axis, see Figure B.3. If the skewness is negative, the tail is on left and the distribution is
negatively skewed. For symmetric distributions, e.g., normal distribution, the skewness is zero.
Positively skewed
Symmetric
Negatively skewed
Figure B.3: Probability density functions for symmetric and asymmetric distributions
B.3 Kurtosis
The kurtosis measures the peak of the distribution. The lower the kurtosis the more ﬂatten the
distribution is. The commonly used deﬁnition for kurtosis (or kurtosis excess) is [67, 244]
γ2 =
µ4
σ4
− 3,
where µ4 is the fourth moment about the mean and σ the standard deviation. The normal
distribution has the kurtosis (excess) zero and it is called mesokurtic. Flatten distributions have
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negative kurtosis and are called platykurtic and peaked distributions are leptokurtic with positive
kurtosis, see Figure B.4.
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Figure B.4: Probability density functions for some distributions with mean zero and variance one
B.4 Statistics and Estimators
Research is often based on samples and the theory behind the phenomena are surveyed using
statistics. The samples are taken from population, which is to be analyzed. Consider a statistical
sample S such that there are n diﬀerent values ei. The statistical analysis determines the
characteristics of the underlying population and tests diﬀerent research hypotheses.
To estimate the parameters and other properties of a real random variable X, the sample
properties are analyzed. The estimator of a characteristic θ is a function T (e1, e2, ..., en). The
mean S and the moments mk of the sample are
S =
∑n
i=1 ei
n
, (B.1)
mk =
∑n
i=1(ei − S)k
n
. (B.2)
The mean S and the second moment m2 are used as estimators for expectation and variance of
the population, respectively.
The estimator is asked to give right answer. Moreover, it should be eﬃcient, i.e., the answer
should not vary too much. In statistics, these two criteria can be expressed as [67, 188, 220]
• E[T ] = θ,
• minimize V ar[T ].
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If the ﬁrst criteria is satisﬁed, the estimator is unbiased. The second criteria stands for minimum
variance. It has been proved that the mean S (B.1) of the sample is unbiased minimum variance
estimator for the expectation of the population [188, 220]. However, the variance m2 (B.2) of
the sample is biased estimator because [188, 220]
E[m2] =
n− 1
n
σ2 6= σ2.
The unbiased estimator for the population variance is [67, 188, 220]
s2 =
n
n− 1m2 =
∑n
i=1(ei − S)2
n− 1 .
Moreover, s2 is the minimum variance unbiased estimator [220].
The sample moments, mk are unbiased estimators [67]. However, the skewness and kurtosis
are often estimated using these and other biased estimators [139]. The skewness and kurtosis
excess of the sample are
g1 =
m3
m
3
2
2
, (B.3)
g2 =
m4
m22
− 3. (B.4)
To reduce the bias, the estimators used in this study are [139]
G1 =
√
n(n− 1)
n− 2 g1,
G2 =
n− 1
(n− 2)(n− 3)((n+ 1)g2 + 6),
where sample variables g1 and g2 are as in (B.3) and (B.4).
B.5 Tests for Normality
Many theoretical models use the normal distribution as basis for calculations. This is because
many real phenomena seem to be normally or nearly normally distributed. Thus there are
many techniques developed for normal distributions, too. However, all the distributions cannot
be modeled using normal distributions. To help decide whether or not to use normal models,
diﬀerent tests for normality are used.
The most simple, and perhaps the most reliable and eﬃcient too, normality tests are graphical
comparisons [208]. From the statistical data the cumulative distribution function of the sample
can be drawn. Furthermore, using mean and variance estimators, the corresponding cumulative
distribution function of normal distribution can be plotted in the same ﬁgure. The resulting ﬁgure
with two curves tells whether the distribution can be normal or not. The graphical comparison
helps comparing the shapes of distributions, but the signiﬁcance of the diﬀerences may be hard
to specify from ﬁgure. To estimate the signiﬁcance, some normality tests are developed. In this
study, normality tests by KolmogorovSmirnov and Lilliefors and JarqueBera are considered.
Consider a sample distribution for sample S = {e1, e2, ...eN} from population P
SN (x) =

0, x < e∗1
k/N, e∗k ≤ x < e∗k+1
1, x ≥ e∗N
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where e∗1 is the smallest sample in S and e∗2 the second smallest and so on. In normality test
there are two hypotheses:
• Null hypothesis H0: P is normally distributed,
• Alternative hypothesis H1: P is not normally distributed.
The hypotheses are tested using test statistics and the aim is to reject H0 if the diﬀerence
between SN and the corresponding normal distribution is signiﬁcant.
KolmogorovSmirnov test statistics is deﬁned as [181]
d = max
x
|F0(x)− SN (x)|, (B.5)
where F0 is the distribution to which the sample distribution SN is tested. The test assumes H0
and rejects it if the probability of the test statistics to be as high as or greater than d is low. The
P-value of the test is the calculated probability value. Commonly used signiﬁcance level is 0.05
which means that 5% of the samples from normal distributions can have test statistics d greater
than or equal to sample. In this study, 2% signiﬁcant level is used with rather large sample size
1000. The limiting distribution of the test value d was introduced by Kolmogorov and developed
further by Smirnov. Moreover, the distribution can be approximated by Monte-Carlo and the
signiﬁcance of the diﬀerence between distributions F0 and SN measured [181]. However, the test
does not give reliable results if the parameters of the distribution are not known, i.e., if the mean
and variance must be estimated. In such cases the same test statistics d (B.5) follows Lilliefors
distribution [175, 188]. This modiﬁcation of the KolmogorovSmirnov test is called Lilliefors
test.
JarqueBera test for normality is based on the skewness and kurtosis. The distribution of
the sample skewness is proved to follow N(0,
√
6N) and the distribution of the sample kurtosis
N(0,
√
24N) [42]. Thus the test statistics
T = N
(
G21
6
+
G22
24
)
is Chi-squared distributed with two degrees of freedom [42, 135]. If the skewness and kurtosis of
the sample are far from the zero, the test statistics get values much above zero and the P-value
of the H0 hypothesis is small. JarqueBera test should not be used for small samples.
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