It is usually stated that the Laplace transform cannot be applied to most superexponential functions; indeed this limitation is sometimes represented as a deficiency of the technique. It is shown here that a generalisation serves to overcome much of the force of this objection. The generalisation is based on one first proposed over fifty years ago, but which is not widely known, nor was it ever worked out in detail.
Introduction
The Laplace transform is normally defined by
f{s)= I™ e-"F(t)dt,
(1.1) Jo and this definition, naturally, fails to apply if the defining integral diverges. This has been seen as a limitation by (for example) Liverman [8] , Krabbe [7] and most recently Vyborny [14] , all of whom adduce simple differential or integral equations to which the transform, so defined, cannot be applied. Krabbe [7, page 103] does remark of two examples that "if this fact is ignored, the answers obtained will turn out to be correct", but the examples in question are relatively simple and although the F(t) involved are superexponential, he is nowhere under the necessity of exhibiting explicitly the corresponding /(s).
The deficiency of the usual definition (1.1) is encountered quite early in that it precludes the use of the Laplace transform for a straightforward investigation of the relatively simple differential equation:
(a 2 
t + b 1 )X"{t) + (o,f + b{)X'(t) + (aot + bo)X(f) = 0. (1.2)
Michael A. B. Deakin [2] This equation has a number of standard forms (see, for example [4, page 249]) of which
is not amenable to a straightforward Laplace treatment as at least one (and often both) of its solutions leads to a divergent Laplace integral. (The same remarks apply to another standard form X'\t) -tX\t) = 0 (1. 4) but in this case the matter is easily rectified.)
Asymptotic Laplace integrals
The concept of an asymptotic Laplace integral was introduced by Vignaux [14] in a paper that appeared in 1939 but which has gone almost completely unnoticed. Vignaux denned 
Vignaux also showed that (2.1) implies In fact neither Vignaux nor Berg gives any explicitly evaluated transforms nor makes any application of the results derived for the asymptotic integrals.
Asymptotic Series
Suppose F(t) to be analytic for all t > t 0 (say) and let T > t 0 . Set up the expression
This formal expansion possesses the following properties.
4>{s\ T | aF(t) + bG(t)} = a<f> {s; T \ F(t)} + b<j> [s; T \ G(t)},
where a, b are constants.
where a is a constant in each case and aT,T -a are both greater than t 0 .
where the differentiation is applied term by term, and
where the integration is applied term by term. The proofs of all these statements are trivial and may be supplied by the reader, who will note the connection between (3.2 -3.10) and the corresponding properties Especially in the case where F(t) is analytic in the neighbourhood of 0 and T may be taken to be zero, we may interpret (p{s; T \ F(t)} as an asymptotic series in \/s.
Since, in all cases, F{t) is analytic at t = T, the Taylor expansion of F(t) about that point is convergent, so that F ( n ) (T)= O((n!) 2 
), and hence F M (T) = O((2n)l).
If we sum the asymptotic series by Ritt's method [10, page 23-24] we obtain a bound on the remainder that enables us to apply a classic theorem due to Watson [15, Theorem IV] and so obtain a unique analytic sum in a region R (s) > f$ (say). Olver [ 10, page 30] has remarked of such results that although they "are of great theoretical interest, practical applications are rare". One reason for this is the difficulty experienced in relating the analytic functions constructed by Ritt's technique to the functions discussed and tabulated in standard reference texts. Accordingly, although the possibility of a unique determination of (f){s; T | F{t)} is noted, no further use will be made of it.
Finite Laplace transforms
The finite Laplace transform
Ms) = I e~"F(f)dt = & T {F(t)} (4.1)
Jo has been investigated before [2, 9] but mainly with the understanding that T is fixed. One may however allow a variable T, in which case the following results are readily proved.
where W denotes the unit step function, We may note that fr(s) is analytic in the whole s-plane. Then the expression fis) is readily seen to be independent of T in consequence of (3.10) and (3. 
The generalised Laplace transform

Define the generalised Laplace transform of F(t) by fis) = J? G {F(t)} = & T {F(f)) + <P{s:T\ Fit)},
Explicit transform pairs
In the case of several well-known superexponential functions, the asymptotic series arising as 4>{s; T \ F(t)} are standard representations of explicitly given functions. A number of these are listed here. In each case it is sufficient to take 7 = 0. where Hi (s) is the second related Airy function. This is most conveniently derived from the expansion given in [11] -Sf G {exp(r , a) is an incomplete gamma function [1] . This interesting result will be the subject of a later paper. A formal Laplace transform of exp(e' -1) has previously been used in a combinatorial context by Flajolet and Schott [5] .
Applying (5.10) to the Laplace transform of e' and using (6. 
where s 0 is arbitrary, and may be chosen for simplicity in the evaluated integral. If a is zero or positive integral, (1.3) is a form of the Hermite equation, and one or another of its solutions is polynomial, the second being superexponential. For other values of a, both solutions are superexponential. Formulae (6.1), (6.3) derive from the case a = -1.
Thus if all cases of (1.2) are to be solved by means of the Laplace transform this can be done using the generalised form and cannot be done without it.
The inverse transform
The standard formula for the inverse transform is = •?-.{ e~s'f{s)d S , (7.1) In i Jc where C is usually taken to be a vertical line at x = y for suitably large y. It may also be taken to be a circle centred on oo, provided oo is an isolated singularity. Puts = 1/M in (7.1) to find If we insert this into the integrand of (7.2), the coefficient of 1/w is found to be the right-hand side of (7.3).
If t < T, the original function F{t) is generated from L T {F(t)} by standard theory. This is not needed in the case 7 = 0. It is a simple exercise to apply (7.2) to daw (s/2) to find j£T'{daw (5/2)} = exp(? 2 ). (7.5) 
