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A new regularized projection method was developed for numerically solving ill-posed
equations of the ﬁrst kind. This method consists of combining the dynamical systems
method with an adaptive projection discretization scheme. Optimality of the proposed
method was proved on wide classes of ill-posed problems.
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1. Introduction
In this paper we want to solve stably the equation
Ax = y, (1.1)
where A is a linear bounded operator in a Hilbert space X . We assume that (1.1) has a solution, possibly non-unique,
and denote by x+ the unique minimal-norm solution to (1.1). We assume that the range of A, R(A), is not closed, so
problem (1.1) is ill-posed. Let yδ , ‖yδ − y‖ δ, be the noisy data. For given {δ, yδ, A}, we want to construct eﬃcient ﬁnite-
dimensional approximations to the element x+ , under the assumption that x+ lies in the range of (A∗A)ν , ν > 0, i.e.,
x+ ∈ Mν,ρ =
{
x = (A∗A)νw, ‖w‖ ρ, ν,ρ > 0}.
As is well known [1,2], in this case the best possible accuracy is O (δ
2ν
2ν+1 ) within any approximate method.
Our aim is to construct an algorithm that realizes the optimal order of accuracy O (δ
2ν
2ν+1 ) and requires substantially less
discrete information compared with standard methods. Note that the problem of the economical use of discrete information
within the framework of the Galerkin method was considered in the paper by Plato and Vainikko [3]. The subsequent
investigations [4] have shown that the standard Galerkin method is not the best one in the sense of information expenses. It
has been found that the problem of constructing eﬃcient ﬁnite-dimensional algorithms for solving some classes of Eq. (1.1)
is connected with the adaptive approach to discretization. The ﬁrst adaptive discretization scheme was constructed [4]
for the ordinary Tikhonov method, which guarantees the best order of accuracy only for 0 < ν  12 . It is known that, for
ν > 12 saturation appears in the ordinary Tikhonov method, i.e. the level of accuracy remains constant while increasing I´ν .
To overcome this drawback one should use regularization methods with higher qualiﬁcation. To this end the Showalter
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dynamical systems method as regularization. This method is given by a generating solution x(t) as the exact solution of the
dynamical systems problems [7]
x˙ = g(A∗A)A∗(y − Ax(t)), t > 0, x(0) = 0, (1.2)








A∗ y ds. (1.3)
Remark 1.1. If g(λ) = (1+ λ)−1, the discretization scheme of (1.2) pertains to Lardy’s method [3] for solving linear ill-posed
problems.
Remark 1.2. The choice of a affects both the accuracy and the computation time of the method. If a is too large, one needs
more iterations to approach the desired accuracy, so the computation time will be large. If a is too small, then the results
become less accurate because for a too small the inversion of the operator A∗A + aI is an ill-posed problem since the
operator A∗A is not boundedly invertible. How the parameter can be chosen for solving practice problems, this problem is
described in detail in [8].
The main difference between our paper and [5] is the selection about the function g(t) in (1.2). When g(t) = 1, this is
the case discussed in [5].
2. Notation and basic assumptions
Denote by (·,·) the inner product for some Hilbert space X and as usual, ‖ f ‖ = ( f , f )1/2. For r ∈ (0,∞), we let Xr
denote a linear subspace of X which is equipped with the norm
‖ f ‖Xr = ‖ f ‖ + ‖Dr f ‖
where Dr is some linear operator acting from Xr to X . We suppose that there exists a sequence of nested ﬁnite-dimensional
subspace V0 ⊂ V1 ⊂ · · · ⊂ V j ⊂ · · · ⊂ X such that
inf
v j∈V j
‖v − v j‖ cr2−r j‖v‖Xr , v ∈ Xr, (2.1)
and
dim V j ∼ 2sj
where s 1 and a ∼ b will always mean that a and b can be bounded by constant multiples each other. Condition (2.1) can
be written in the form
‖I − P j‖Xr→X  cr2−r j, j ∈ N, r > 0, (2.2)
where cr  1 and where P j deﬁned by P j f =∑dim V jk=1 ( f , ek)ek , f ∈ X is a sequence of orthogonal projections on the ﬁnite-
dimensional subspaces V j ⊂ X , here {ek}dim V jk=1 denotes an orthonormal basis of V j . In the sequel, we assume that the
operator A has some smoothness with respect to the subspace Hr , namely,
A ∈ Hrγ =
{
A: ‖A‖X→Xr +
∥∥A∗∥∥X→Xr  γ }, γ  1. (2.3)



















where Rt(λ) := 1λ (1− e−λg(λ)t), An is ﬁnite-dimensional approximations to A.
Under the discretization of Eq. (1.1), we mean representing the coeﬃcients of the original problem in terms of ﬁnite set
of inner products of the form
(Aei, e j), (y, ek), (2.6)








The algorithm that use lesser amount of the discrete information (2.6) is considered to be more economical. Note that,
speaking of eﬃcient algorithm for solving (1.1), we mean one that (i) provides the optimal order of accuracy O (δ
2ν
2ν+1 ) for
any ν > 0 and (ii) use economically information of form (2.6).
3. Auxiliary estimates
Now let {λi; vi,ui} be a singular system for a linear compact operator A, where ui, vi ∈ X are the singular vectors and










Lemma 3.1. For A ∈ Hrγ , x+ ∈ Mν,ρ , there hold the following estimates∥∥Ax(t) − y∥∥2 = t−(2ν+1)d2ν,t(w), (3.1)∥∥x(t) − x+∥∥2 = t−2νc2ν,t(w), (3.2)
and
∣∣cν,t(w)∣∣ ∣∣dν,t(w)∣∣ 2ν2ν+1 ‖w‖ 12ν+1 , ∣∣dν,t(w)∣∣
(



























A∗A ds = I − e−g(A∗A)A∗At .
In term of a singular system {λi; vi,ui} for A, Eq. (1.3) and above equation, we conclude that
























e−tλ2i g(λ2i )λ2νi (w, vi)vi,i=1
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e−tλ2i g(λ2i )λ2ν+1i (w, vi)ui .
Thus





















































∣∣dν,t(w)∣∣ 4ν2ν+1 ‖w‖ 22ν+1 ,






















which completes the proof of Lemma 3.1. 
Lemma 3.2. Let A ∈ Hrγ . Then for any t > 0 the estimates
∥∥Rt(A∗A)A∗A − Rt(A∗n An)A∗n An∥∥ eΘ1√
2π
t
∥∥A∗n An − A∗A∥∥,


















)∥∥An A∗n − AA∗∥∥
]
hold, where Ca, Da,Θ1,Θ2 are deﬁned in Section 3.
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T = e−g(A∗n An)A∗n Ant − e−g(A∗A)A∗At
= e−g(A∗n An)A∗n Ant(eg(A∗A)A∗At − eg(A∗n An)A∗n Ant)e−g(A∗A)A∗At .
Using expansion of the exponential function in Tailor series, we get











)l − (A∗Ag(A∗A))l]e−g(A∗A)A∗At .
Further, from the well-known formula
Al − Bl =
l−1∑
j=0
A j(A − B)Bl− j−1,
we have














































)+ A∗A(g(A∗n An)− g(A∗A))]
× (A∗Ag(A∗A))l− j−1e−g(A∗A)A∗At .




)− g(A∗A)= (aI + A∗n An)−1 − (aI + A∗A)−1
= (aI + A∗n An)−1(A∗A − A∗n An)(aI + A∗A)−1,
and ∥∥(aI + A∗n An)−1∥∥ 1a ,
































) j = t− j sup
θ>0
θ je−θ







)l− j−1 = t−l+ j+1(l − j − 1)l− j−1e−l+ j+1.
Hence, for each t > 0, we have













where d j = j j(l − j − 1)l− j−1.





∞∑ 2(l − 1)l−1
l!el−1 − 1+
∞∑ (l − 2)l−1
l!el−1 .l=1 j=0 l=1 l=1
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∥∥A∗n An − A∗A∥∥= eΘ1√
2π
t
∥∥A∗n An − A∗A∥∥,
where ζ(3/2) ≈ 2.6124, Θ1 := (3ζ(3/2) − 2− 2−3/2)( 1a + γ
2
a2




The required estimate follows from the last inequality. In order to calculate the second estimate we introduce the fol-
lowing notation
F = (ARt(A∗A)A∗ − AnRt(A∗n An)A∗n)A.
Then
F = (e−g(An A∗n)An A∗nt − e−g(AA∗)AA∗t)A
= e−g(An A∗n)An A∗nt(eg(AA∗)AA∗t − eg(An A∗n)An A∗nt)e−g(AA∗)AA∗t A















)l − (AA∗g(AA∗))l]e−g(AA∗)AA∗t A.
Further, from the well-known formula
Al − Bl =
l−1∑
j=0
A j(A − B)Bl− j−1,
we have


















× [g(An A∗n)An A∗n − g(AA∗)AA∗](AA∗g(AA∗))l− j−1e−g(AA∗)AA∗t A



























)+ (g(An A∗n)− g(AA∗))AA∗]
× (AA∗g(AA∗))l− j−1e−g(AA∗)AA∗t A
= f1 + f2 + f3 + f4,
where













































































)+ (g(An A∗n)− g(AA∗))AA∗]
× (AA∗g(AA∗))l− j−1e−g(AA∗)AA∗t A.
Using (3.5), we have
‖ f1‖





























































= ∥∥e−g(An A∗n)An A∗nt g(An A∗n)(An − A)(eg(A∗A)A∗At − I)e−g(A∗A)A∗At g−1(A∗A)∥∥
= ∥∥e−g(An A∗n)An A∗nt g(An A∗n)(An − A)(I − e−g(A∗A)A∗At)g−1(A∗A)∥∥.
Denote St(λ) := (λg(λ))−1(1− e−λg(λ)), thus
‖ f2‖ =
∥∥e−g(An A∗n)An A∗nt g(An A∗n)(An − A)A∗ASt(A∗A)∥∥

∥∥(An − A)A∗∥∥∥∥e−g(An A∗n)An A∗nt g(An A∗n)∥∥∥∥ASt(A∗A)∥∥
 1
a






















∥∥(An − A)A∗∥∥, (3.7)
where Da := (γ 2 + a)a−3/2 supθ>0 θ−1/2(1− e−θ ) > 0.






































)+ (A − An)A∗)g(AA∗)AA∗]
× (AA∗g(AA∗))l−1e−g(AA∗)AA∗t A
∥∥∥∥∥,
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‖ f3‖














































∥∥(A∗ − A∗n)A∥∥+ Da∥∥(A∗n − A∗)A∥∥
]
. (3.8)














































∥∥e−g(An A∗n)An A∗nt(g(An A∗n)An A∗n) j∥∥








































t− j j je− j
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where h j = j j(l − j − 1/2)l− j−1/2.



















(l − 32 )l−
3
2 + ( 12 )
1
2 (l − 1)l−1 + ( 32 )
3





























2 (ζ(5/2) − 1) − 11/2) ≈ 2.7206. Hence, we have
‖ f4‖
(










From (3.6)–(3.9), we conclude the second result. 
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∥∥A∗n An − A∗A∥∥+ ∥∥A∗n(An − A)∥∥
)
.
Proof. It is easy to get
x+ − xδn(t) = x+ − x(t) + x(t) − xn(t) + xn(t) − xδn(t). (3.10)
Now we shall estimate all terms on the right-hand side of (3.10). It follows from (3.2) that∥∥x(t) − x+∥∥= t−ν ∣∣cν,t(w)∣∣. (3.11)
Next, let us estimate the second term
∥∥xn(t) − xδn(t)∥∥ δ
t∫
0


















(t − s)− 12 ds
= Caδt 12 , (3.12)




1/2e−θ . In view of (2.2) and (2.3), we get


















= (Rt(A∗A)A∗A − Rt(A∗n An)A∗n An)x+ + Rt(A∗n An)A∗n(An − A)x+
























∥∥A∗n An − A∗A∥∥. (3.13)









A∗n(An − A)x+ ds
∥∥∥∥∥
 tρ
∥∥A∗n(An − A)∥∥. (3.14)
The assertion of Lemma 3.3 follows from (3.10)–(3.14). 
Lemma 3.4. Let A ∈ Hγr , for any t > 0 the following holds
∥∥Ax(t) − y∥∥ t 12 [(2Ca ζ( 32 )e√
2π
+ Da











)∥∥An A∗n − AA∗∥∥
]
+ ∥∥Anxδn(t) − P2n yδ∥∥+ (‖y − P2n y‖2 + δ2)1/2.
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Ax(t) − y = h1 + h2 + h3, (3.15)
where
h1 = Ax(t) − Anxn(t),









y − P2n yδ
)
. (3.16)
It necessary to estimate the norm of elements h1 and h3. In view of Lemma 3.2 we have
‖h1‖ =























∥∥AnRt(A∗n An)A∗n − I∥∥∥∥y − P2n yδ∥∥

∥∥(y − P2n y) + P2n(y − yδ)∥∥

(‖y − P2n y‖2 + δ2)1/2. (3.18)
Then by virtue of (3.15)–(3.18), we obtain the assertion of the lemma. 
4. Proposed algorithm




(k − 1,k] × [1,2n − k] ∪ {1} × [1,2n].




(Pk − Pk−1)AP2n−k + P0AP2n. (4.1)
Note that this scheme was used earlier in [4], for discretizing ﬁrst kind operator equations (ill-posed problems). This dis-
cretizing used a discretization space of dimension 22n but computes only a small fraction of the scalar products required to
compute the standard discretization P2n AP2n .
In the sequel we need the lemma
Lemma 4.1. Let the assumptions (2.2) and (2.3) hold, then for An (4.1), the following estimates hold∥∥AA∗ − An A∗n∥∥ cr,γ n2−2nr, ∥∥(A∗ − A∗n)A∥∥ cr,γ n2−2nr,∥∥(An − A)A∗∥∥ cr,γ n2−2nr, ∥∥A∗n(An − A)∥∥ dr,γ n2−2nr,
where cr = 2r+3c2r γ 2 , dr,γ = 2r+5c2r γ 2 .
Proof. Proof of the previous two inequalities appear in [4]. The third estimate follows from the second estimate, so we
prove only the last estimate. It is easy to see that(
A∗ − A∗n
)
An = A∗A − A∗n An + A∗An − A∗A
= A∗A − A∗n An + A∗(P2n − I)A + A∗(An − P2n A).
Keeping in mind that
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2n∑
j=1
(P j − P j−1)A(I − P2n− j),
we have
∥∥A∗(An − P2n A)∥∥ ∥∥A∗P0A(I − P2n)∥∥+ 2n∑
j=1






∥∥A∗∥∥X→Xr (‖I − P j‖Xr→X + ‖I − P j−1‖Xr→X)‖A‖X→Xr‖I − P2n− j‖Xr→X





2−r j + 2−r( j−1))2−(2n− j)r
 γ 2cr2−2nr + 2nγ 2c2r
(
1+ 2r)2−2nr .
It follows from [4] that∥∥AA∗ − An A∗n∥∥ cr,γ n2−2nr,
where cr,γ = 2r+3c2r γ 2. Hence we have∥∥A∗n(An − A)∥∥= ∥∥(A∗ − A∗n)An∥∥

∥∥A∗A − A∗n An∥∥+ ∥∥A∗(P2n − I)A∥∥+ ∥∥A∗(An − P2n A)∥∥




where dr,γ = 2r+5c2r γ 2. 
As in [4] we give a parameter selection strategy as follows:
(1) given data: A ∈ Hrγ , yδ , δ;
(2) initialization: a0, q > 1, b > c +
√
2, where

















(a) tl+1 = tl + q,











, i = 1,2, . . . ,dim V2n, (4.3)








until ∥∥An(tl)xδn(tl) − P2n(tl) yδ∥∥ bδ. (4.6)
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∥∥AA∗ − An A∗n∥∥ δρ√tl ,





∥∥A∗n(An − A)∥∥ δρ√tl . (4.8)
Lemma 4.2. If t = tL and n = n(tL) are chosen according to algorithm (4.2)–(4.6) with b > c +
√
2 for A ∈ Hrγ , then there exist
d1,d2 > 0 such that
d1δ 
∥∥Ax(t) − y∥∥ d2δ,
where x(t) = Rt(A∗A)A∗ y.
Proof. Note that due to Lemma 3.3 and rules (4.2) at all n = n(tl) the inequalities














































(a + γ 2) 12 ( 1a + γ
2
a2
). Moreover, if the parameter t = tL satisﬁes (4.6), then
‖An(tL)xn(tL) − P2n(tL) y‖ bδ.
It follows from the statement of Lemma 3.3 at t = tL that
‖AxtL − y‖ (b + c +
√
2 )δ.
Applying the inverse triangle inequality to (4.6) where t = tL−1, we get
‖AxtL−1 − y‖
∥∥An(tL−1)xδn(tL) − Pn(tL−1) yδ∥∥− (c + √2δ) (b − c − √2 )δ. (4.9)
We note that











Hence,∥∥Ax(tL) − y∥∥ e−q∥∥Ax(tL−1) − y∥∥. (4.10)
Substituting relation (4.9) into the right-hand side of (4.10), we obtain∥∥Ax(tL) − y∥∥ e−q(b − c − √2 )δ.
The assertion of Lemma 4.2 is proved for d1 = e−q(b − c −
√
2 ), d2 = b + c +
√
2. 
Theorem 4.3. If t = tL and n = n(tL) are chosen according to algorithm (4.2)–(4.6) with b > c +
√
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inner products of the form (4.3) and (4.4).
Proof. To ﬁnd the number (4.13), it is required to estimate the amount N of the discrete information (2.6) used for con-










= O (δ 2ν+22ν+1 ).




dim Vk dim V2n−k + dim V2n ∼ n22ns
















which completes the proof of Theorem 4.4. 
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