Combining data from the Moroccan census of manufacturing enterprises with information from a commune survey, we test whether firm expansion is affected by local financial development. Our findings are consistent with this hypothesis: local bank availability is robustly associated with faster growth for small and medium-size firms in sectors with growth opportunities, with a lower likelihood of firm exit and a higher likelihood of investment. Regarding the channel, the evidence suggests that, over the study period, access to credit was used by pre-existing Moroccan firms to mobilize investment funds, with some evidence that they were partly used towards reducing labor costs.
Introduction
There is now a large empirical literature, going back to King and Levine (1993) , showing that a country's financial development matters for firm performance and aggregate growth. What has received less attention is within-country heterogeneity with respect to the availability of financing. Asymmetric information and transaction cost considerations suggest that physical distance between lender and borrower is likely to affect access to finance (e.g. Petersen and Rajan, 2002) . Indeed borrowers' actions are harder to observe when lender and borrower are far apart, leading to adverse selection (of potential borrowers) and moral hazard (for current borrowers). These issues are of particular importance in less developed economies, increasing the probability that local financial development matters for firm performance. This paper tests whether local financial development matters for firm growth in Morocco. To this end we combine data on bank availability at the local level with manufacturing census data over the period 1998 to 2003 to study the effect of bank availability on firm growth, entry, and exit. We find that value added grows faster in fast growing sectors for small and medium-size firms located near a bank, providing evidence for the importance of local financial development for small firm development.
There are only few papers that study the importance of withincountry variation in financial development. Jayaratne and Strahan (1996) use cross-state variation in bank regulation within the US to study the link between financial development and growth, mainly over the 1970s and 1980s. Dehejia and Lleras-Muney (2007) exploit state-level variation in banking regulation in the US to study regulation, financial development, and growth over the period 1900 -1940 . Guiso et al. (2004 investigate the role of financial development in Italy, exploiting variation across regions.
These papers generally confirm the role of financial development at levels below the national level. But they only allow for heterogeneity at a relatively aggregate level -19 regions in Italy and 50 states in the US -and only cover developed economies.
1 For policy purposes, we need to know whether financial development matters at lower levels of disaggregation as well. This question is particularly relevant for developing countries like Morocco where manufacturing is geographically concentrated and localities differ widely in terms of financial infrastructure. One novel aspect of this paper is that we study financial development at a highly disaggregated level, i.e., that of the commune which, in the studied country, corresponds roughly to a city or county elsewhere. Operating at a lower level of spatial aggregation offers the advantage of more variation in bank availability. Inputoutput linkages are also less likely to matter at such disaggregated level.
Being a middle income country with a well established manufacturing sector, Morocco is a good place to study the effect of credit constraints on firm growth. Much of the literature to date has focused on developed economies where bank branches are widespread and it is virtually impossible to find a place without a bank. Consequently, the literature has had to rely on bank density as a proxy for access to formal credit. Yet even in low bank density areas, there always is at least one bank in which a small entrepreneur can secure a loan. Bank density is thus more an indicator of ease of access rather than access per se. Morocco is different in the sense that there are many communes without bank. This is because much of the population, being poor, does not rely on bank services. Hence fewer bank branches are needed to collect deposits and there are many places without a bank. Yet small entrepreneurs, like much of the population, are not particularly wealthy and need external funds to grow beyond what retained earnings allow. Morocco is therefore much more suitable to test whether lack of access to formal credit is an impediment on firm growth, than the countries that have been studied to date: going from no bank at all to having at least one bank branch should make a big difference for a small firm to access formal credit, and this precisely is what we find.
There is considerable difficulty in providing rigorous evidence of a causal link between access to finance and firm performance. Any firm-level correlation between firm performance and access to finance is subject to omitted variable bias or reverse causation since banks are expected to lend to firms with high performance and prospects. As a first step in dealing with this problem, we use local bank availability measured in an earlier commune survey as proxy for the individual firm's access to finance. However, banks may locate in places that are expected to grow faster -and hence where firms should perform better. Consequently it is also difficult to ascribe causal interpretation to a correlation between firm performance and local bank availability. Our approach to deal with these endogeneity concerns is based on Rajan and Zingales (1998) , the key advantage of this approach is that -in our case -it allows us to control for locationspecific growth trends, the expectation of which may have influenced bank placement.
The approach in Rajan and Zingales (1998) is based on the assumption that, because of structural/technological reasons, there is variation across sectors in how much firms in a sector have to rely on external funds. Subsequent work by Fisman and Love (2007) provides a reinterpretation of the original findings by Rajan and Zingales (1998) . Fisman and Love (2007) argue that the test by Rajan and Zingales (1998) is implicitly a test about whether financial development facilitates firms' investment in the presence of growth opportunities. Keeping production unchanged only requires replacement investment, which can typically be financed out of retained earnings. In contrast, if there are opportunities for growth, firms need capital for expansion purposes. If funds cannot be found rapidly, opportunities will be seized by others. It follows that access to external finance is most critical for firms that face growth opportunities.
In this paper, we identify the effect of local bank branch availability by exploiting within-country variation to follow an approach similar to that suggested by Fisman and Love (2007) for cross-country data. Our approach also differs in that we use firm-level data, while previous work has used sector-level data. By using firm-level data we estimate growth opportunities in a sector. The key assumption is that large firms are less likely to be financially constrained, and therefore are more able to take advantage of growth opportunities in their sector. Under this assumption, the observed growth of large firms is a reasonable proxy for growth opportunities in a sector. See Guiso et al. (2004) for a similar assumption, which is based on findings by Berger et al. (2005) and Petersen and Rajan (2002) .
Focusing on small and medium-size firms, we find that value added grows faster in fast growing sectors for firms located in a commune with one or more bank branches. This result is robust to different choices of the cut-off point for large firms. Similar findings are obtained if we use the growth of foreign-owned firms instead of large firms to proxy for growth opportunities. In our data, 1998 to 2003 is a period of slow growth for the main manufacturing sectors of Morocco, which are textile, garments, and leather goods. We find that pre-existing small and medium firms located in a commune with banks invest more in physical capital. They also increase output per worker and reduce labor costs per unit of output. The latter findings suggest that, during the study period, outside funds were used by existing firms to finance labor-saving investment.
When we aggregate data at the sectoral level in each commune, we find that communes with a bank witness more growth in expanding sectors, with more firm entry and less exit. There is more growth not only in value added, but also in aggregate output and employment. These findings are robust to changes in the method used to measure sectoral growth potential. Taken together, these results confirm the importance of access to finance for firm growth, but also demonstrate that only looking at panels of pre-existing firms misses an important part of the effect of credit access on aggregate growth, namely the effect on firm entry and exit.
The paper is organized as follows. We begin in Section 2 by describing the testing strategy used in the empirical analysis. The available data is presented in Section 3 where we also present descriptive statistics that set the stage for the subsequent econometric analysis. Empirical results for pre-existing firms are presented in Section 4 while in Section 5 we present econometric results at the district level not only for firm growth but also for entry and exit.
Testing strategy
The key stumbling block when studying the effect of local financial development on firm growth is the possible endogenous placement of banks. To deal with this endogeneity issue, we follow an estimation strategy which is similar in spirit to the ones used by Rajan and Zingales (1998) and Fisman and Love (2007) .
The idea behind the testing strategy is the following. Suppose we can identify firms that are a priori less financially constrained and are therefore more likely to be able to react to growth opportunites that arise. In our preferred setup, these will be large firms, known to have easier access to credit (evidence for this in the context of Morocco is provided in Fafchamps and El Hamine, 2005) . Among the possible theoretical reasons for larger firms' better access to external financing are, for example, information issues: It is less costly for banks to obtain reliable and/or independent information about larger firms' income statements or balance sheets, because "information about small businesses is thought to be 'soft,' and has to be collected by lenders over time through relationships with firms" Rajan, 2002, page 2533) . Larger firms are more likely to have some prior relationship with banks (see, for example, the model in Berger et al., 2005) . In addition, even abstracting from the information issues, bank transaction costs of lending to larger firms will likely be smaller as a percentage of amounts borrowed, simply because of economies of scale. Large firms are also more likely to draw financing from a broad geographical area. Consequently, for them the local availability of bank agencies is expected to be less important.
Alternatively, a priori less financially constrained firms can be firms owned by residents of countries with more developed financial institutions, and which for that reason have easier access to external finance. Yet another possibility is that firms that have made the effort of obtaining a corporate legal status may signal higher ability and thus may have easier access to bank credit. This issue is studied in detail by Quinn (2009) who finds that this is indeed the case for Morocco. For this paper, we focus primarily on firm size as indicator of access to credit, but we verify the robustness of our results with alternative proxies of access to credit.
Using data from less constrained firms, we estimate, for each sector, the average growth of value added in those firms over a time interval of interest, say, from t to t + 1. Let this be denoted as G s . This serves as proxy for the growth opportunities in that sector.
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Armed with G s , we compare the growth of small firms across locations. Let B i denote the financial development in location i at time t. We hypothesize that small firms in locations with high B i are financially less constrained and therefore grow faster. This relationship, however, is only apparent when strong growth opportunities are present. Firms in sectors with low growth opportunities are less likely to be constrained by poor financial institutions in their location. This is our key identifying assumption. It enables us to devise a testing strategy based on an interaction term G s × B i . Formally, let Δy fis be an outcome variable of interest -e.g., growth in y over the given time interval -for firm f in location i in sector s. The baseline version of our estimated equation is of the form:
where μ i is a vector of location dummies and υ s is a vector of sector dummies. These dummies control for different average growth rates across sectors and locations. Firms that were used as reference group to calculate G s are excluded from regression (1). We interpret a positive coefficient β as evidence for a positive effect of local financial institutions on y fis . Put differently, a positive estimate for β implies that the relative difference between a firm in a high growth sector and a firm in a low growth sector located in a commune with good financial development is larger than the difference between firm in these same sectors but in a less financially developed location. In the empirical analysis, we mainly use the growth of value added, but investigate the robustness of our results to the use of different measures of firm performance, such as growth in sales, output, or employment. 4 We measure B i at the beginning of the period. Because of the possibility of non-compliance, i.e. changes in the financial development of location i, in years after 1997, the results should be interpreted as intent-to-treat results.
The data
The data used for this study come from two sources: a 1997 Ministry of Planning survey containing information about the presence of financial institutions in 369 localities -called communes Responding to the census questionnaire is a legal obligation for all firms. For this reason, we expect data quality to be good. Census data contain information about output, value added, and employment.
6 All values reported in the census have been deflated using a GDP deflator with 1997 as base year. Communes are the smallest administrative subdivision in Morocco; they correspond roughly to the concept of city or county. Since we have information on financial institutions only for 1997, we use for our main analysis manufacturing census data of the period from 1998 onwards. This enables us to regard B i as predetermined. Any factor affecting the placement of a bank or financial institution in commune i in or prior to 1997, including anticipated future growth in that commune, is captured by the commune fixed effect μ i .
Starting from 1998, manufacturing census data contain an identifier for the commune in which each enterprise is based. 7 In the data from the demographic census, there are some 1500 communes in Morocco, but most of them are purely rural and do not host manufacturing firms. The core of our analyses requires that we have data both from the 1997 commune survey and the manufacturing census, which is the case for 195 communes. These communes constitute the focus of our investigation. The online appendix contains a detailed analysis of trends in value added, employment and output over the sample period.
Growth opportunities
Essential to our testing strategy is the need to compute G s , a proxy for growth opportunities available to firms in sector s. To ensure the robustness of our results, we follow several complementary strategies. Our preferred approach is to let G s be the growth of value added in a sector over the period 1998-2003, calculated as log(sum(vad2003)) − log(sum(vad1998)). This growth is calculated as the sum of value added over firms that can a priori be considered less constrained by the local availability of financial institutions. 8 We also experiment with growth in sales as proxy for growth opportunities. On theoretical grounds, value added is a more satisfying proxy for growth opportunities since it measures returns to labor and capital. On the other hand, Fisman and Love (2007) argue that sales have less measurement error: sales are measured directly in the census, while value added is constructed from several variables. The same can be said for employment. Given that, over our study period, employment, sales, and value added moved in different directions, we study all three.
In the analysis that follows, less financially constrained firms are called the reference group. To ensure the robustness of our analysis, we use different reference groups, that is, different ways of dividing out data into firms used to compute G s and firms used to estimate 3 Note that, when we use firm size as indicator of access to credit, we do not have to assume that large firms are fully unconstrained. It just needs to be the case that they are less constrained than smaller firms, an assumption which is supported for Morocco by Fafchamps and El Hamine (2005) , and which is also used in Guiso et al. (2004) . Growth of larger firms could be even faster if large firms were fully unconstrained. In this sense, the average growth of value added in large firms only provides a lower bound on growth opportunities in their sector. It is also conceivable that banks refrain from lending to sectors in difficulty. In this case, differences in growth opportunities across sectors will be magnified by banks' lending behavior. This will not, however, affect our testing strategy which only requires that our proxy be correlated with sectoral growth opportunities. We also do not require that growth opportunities of large and small firms be the same within each sector. All we need is that growth opportunities of large and small firms be sufficiently correlated within each sector so that sectoral differences in growth opportunities for large firms proxy for sectoral differences in growth opportunities for small firms. Growth opportunities of small firms are difficult to observe, if indeed small firms are constrained. To get some insights into this question, we have investigated the correlation of growth of large and small firms in communes with banks present (where small firms are -according to our hypothesis -less constrained). We find that the correlation coefficient between sectoral growth of small firms (i.e. those with less than 100 employees) and the sectoral growth of large firms (the baseline measure used in our paper) is 0.31. 4 In all regressions standard errors are corrected for clustering at the sector×commune level. We also show robustness to two-way clustering at these two levels. model (1). Once again, firms allocated to the reference group are not used in the firm-level or commune-level regression analysis. We use three possible ways of identifying less constrained firms: firm size; foreign ownership; and corporate status. As argued before, large firms are more likely to be able to obtain financing and to be able to react to growth opportunities if they arise. In the analysis we investigate robustness by using two cut-off values: firms with more than 100 permanent employees in 1998 (our preferred measure); and firms with more than 50. Foreign firm are less likely to be constrained by local financial markets. We use two different cutoffs to identify foreign firms: firms with a 100% foreign ownership; and firms with more than 50% foreign ownership. Finally, using survey data on manufacturing firms in Morocco between 2000 and 2003 , Quinn (2009 has shown that corporations ("Société anonyme/SA") are less financially constrained than other types of firms. Based on this, we use corporate status as our third proxy for credit constraint.
Our preferred reference group is the group of firms with at least 100 employees. For this group we present in Appendix Table 13 the values of G s calculated for each of the 17 two-digit ISIC sectors covered by the census and which have firms with at least 100 employees in 1998. 9 Figures are presented using value added, sales, and employment. We observe considerable variation across sectors. All sectors, except for three, experience an increase in value added. The evolution is similar in terms output, with a 63% correlation between sectoral growth in value added and of growth of output. In contrast, in all sectors except one large firms reduced their total employment over the study period. The correlation between sectoral of growth of employment and of growth of value added is − 0.43, suggesting that value added was increased in part by reducing employment. There is no correlation across sectors between employment growth and output growth.
Financial development
Local financial development is measured using information from the commune survey. The survey reports the total number of bank branches available in the commune in 1997. Descriptive statistics for financial development variables, at the commune level and using all communes available in our commune-level data set, are presented in Table 1 . We see that 46% of communes in the commune survey sample have no bank. When we look at the communes for which we have reported manufacturing activity this number is somewhat smaller, namely 34.4%. We take bank branch presence as our main measure of local financial availability: presumably, it is easier for a small or medium-size firm to obtain bank finance if a bank is present in their locality. Seeking credit from a bank agency in another commune is not only inconvenient, it is also more likely to fail given that the bank has less location-specific information to judge the validity of the credit application ex ante, or to monitor ex post. Our main measure of local financial development B i is equal to 1 if there exists at least one bank in a commune, 0 otherwise.
As alternative measures of bank access, we combine information on bank agencies with data on population and land area per commune. This gives two alternative measures of bank availability: banks per capita, and banks per hectare. The first measure seeks to correct for possible congestion in obtaining bank finance: presumably bank staff are busier if there is a large population to serve, and consequently they may be more likely to reject application for funding. This measure, however, is non-linear: it is 0 for communes with no bank agency, jumps to a high positive value for communes with one bank but a low population, and typically falls for more densely populated communes. The second measure seeks to control for transaction costs in visiting the bank: other things being equal, it is easier for firm staff to visit a bank if the density of bank agencies is higher. As indicated in Table 1 , the numbers of banks per inhabitant or hectare show a great deal of variation across communes.
Econometric results

Baseline results for value added
We now turn to the econometric estimation. We begin by presenting estimates of our core model (1), using value added growth as dependent variable and the bank dummy as measure of local financial development B i . The dependent variable ΔV fis is constructed as log(value added) fis,2003 − log(value added) fis,1998 . It can therefore be interpreted as 1 + growth rate.
Results are presented in Table 2 . The first column uses firms with more than 100 employees to calculate G s . These firms are excluded from the estimation and only observations on manufacturing firms with at most 100 employees in 1998 are used to estimate the regression. Fixed effects are included for each sector υ s and each commune μ i . Throughout standard errors are corrected for two-way clustering at the sector and the commune level, following Cameron et al. (2011) . The coefficient of interest β is the coefficient of the B i G s interaction term. If this coefficient is positive, it implies that firms in fast growing sectors grow more relative to firms in sectors with less growth if they are located in communes with at least one bank agency. The effect is strongly significant and large in magnitude. In the first specification, the coefficient of B i G s is about 3. To get a sense of the magnitude, consider a firm in the sector at the 50th percentile of the G s distribution, 9 In addition to these 17 sectors, there is one sector öther light industries, in which no firm had more than 100 employees in 1998. This sector is excluded in the main analyses that use firms with more than 100 employees as reference group. Standard errors in parentheses, with two-way clustering by sector and commune. * Significant at 10%; ** significant at 5%; *** significant at 1%. a Based on 1998 employees in (1)- (4) and 1995 employees in (5)- (8).
which is electronics (G s = 0.12) and a firm in the sector at the 25th percentile of the G s distribution, which is textiles; with G s = 0.01. The coefficient of 3 suggests the following differential growth of a small firm (b100 employees) in the electronics sector relative to a small firm in the textiles sector: the value added growth difference is predicted to be about 7 percentage points higher annually (33 percentage points over the 5-year period) if this firm is located in a commune with at least one bank, relative to this growth difference in a commune with no bank. One may be concerned about outliers driving the results, given the relatively small number of sectors for which we have data. Therefore we reestimated the first specification, each time omitting a different sector. The results are basically unchanged, with a parameter estimate for β of around 3, which is always highly statistically significant. So it is not the case that one sector is driving the results. Omitting the three sectors with negative value added growth G s also does not affect the main result: in that case the parameter estimate for β is 2.920 with a standard error of 0.760 (and a p-value of b 0.01).
In column 2 of Table 2 we repeat the analysis using firms with more than 50 employees to compute G s . This means that only firms with 50 employees or less are used in the regression. We obtain similar results. In columns 3 and 4 we revert to the G s measure used in column 1, but we restrict observations to firms with at most 50 employees (column 3) and at most 30 employees (column 4). Results are qualitatively similar. From this, we conclude that our results do not hinge seriously on the cut-off threshold used to separate the data in large and small firms.
Results reported in Table 2 are based on ΔV fis =log V fis,2003 − log V fis,1998 . This formulation offers the advantage of normalizing the dependent variable across firms of different size. But it has the drawback of losing observations with a negative value added in one of the two years. To investigate whether our results are sensitive to this loss, we reestimate all four regressions using ΔV fis =V fis,2003 − V fis,1998 as dependent variable. Robust standard errors are used as before. Results, not shown here to save space, are basically identical: β is large and significant in all four regressions.
The 1998-2003 period was marked by a contraction in employment for those firms that were in existence in 1998. In contrast the 1995-98 was a period of rapid growth. We are concerned that our results may be specific to periods of economic contraction for pre-existing firms. To check whether this may be the case, we reestimate our baseline model using firm data covering the 1995 to 2003 period. The results are presented in the second panel of Table 2 . They are qualitatively similar to those for the shorter 1998-2003 period, albeit estimated coefficients tend to be smaller in magnitude and less statistically significant, possibly because data is of slightly lower quality in the 1995-98 period (see the data section).
Next, we use foreign owned firms to identify less constrained firms when computing G s . Results, not shown here to save space, are generally less significant. We note, however, that many firms listed as foreign owned are quite small, 10 and thereby unlikely to access funding outside Morocco. Furthermore, there are few foreign owned firms in some sectors. Consequently growth opportunity estimates in those sectors are imprecise. These factors probably combine to yield results with lower levels of statistical significance. Results obtained using corporate firms to calculate G s are stronger (results not shown). They are large in magnitude and significant at the 1% level when using either all non-corporate firms as observations, and also when using similar cutoffs as before, i.e. only those non-corporate firms with fewer than 50 employees, or only those with less than 100 employees.
We conduct a number of other robustness checks. We run our baseline regression without sectors that have few observations and hence imprecisely estimated G s . Results, not shown here to save space, are, if anything, stronger. Next we drop all large sectors, in case banks respond to growth opportunities in large, visible sectors. Results are basically unchanged: β = 3.6 and is significant with a p-value of 0.06. This means that earlier results are not simply driven by what happens in a few large sectors.
We also reestimate Table 2 using the growth of sales among large firms as indicator of growth opportunities G s . Once again, results are very similar to the results that we obtain when value added is used to measure growth opportunities, albeit slightly weaker.
Finally, note that our baseline specification from Table 2 started from the simplest possible specification to avoid concerns about endogenous regressors and differs from Rajan and Zingales (1998) and, e.g., Fisman and Love (2007) , in that it does not contain an industry's share of total manufacturing value added in a commune, i.e. the analog to the industry's share of a country's manufacturing in total manufacturing, which is used in the above cited literature. In Table 3 (column 1) below we add this variable and find that results do not change. This variable is included in all following specifications to show robustness of results to its inclusion.
Adding additional controls for the level of development
Next, we investigate whether bank availability in a commune proxies for other commune characteristics that we may be picking up with our bank variable, such as some general level of (formal) development that prevails in a commune. To this end we use additional information related to the level of development in commune i. Results are reported in Table 3 . As a direct measure of the level of development, we use the poverty headcount, i.e. the proportion of the population living below the poverty line (Poverty), which we obtain from a spatially disaggregated estimation of poverty that is described and published in Royaume de Maroc (2004) , see column 2. Other more indirect measures of development are the population density (PopDensity), the distance to the province center (DistanceCenter) as well as the distance to the commercial center of Morocco (DistanceAinSebaa), 11 see column 3. These variables are drawn from a World Bank database used to generate the 2004 poverty report. Recall that the level of development is captured through the commune fixed effects, therefore we only include the interaction terms of those variables with the growth opportunity measure G s .
In column 4, we also add a control that proxies for the level of locally available human capital. We base this proxy on data from the Moroccan Demographic and Health Survey of 2003, which is the earliest that allows us to identify the geographic location of sample households.
12 As human capital proxy we use the average of years of education of all individuals that are 15 years and older (Education); in unreported alternative specifications we have also confirmed robustness to using the share of all individuals 15 years and older that have at least a primary education. In column 5 we also include interactions of bank presence with the proxies for the importance of manufacturing in commune i: We include (a) a control for the relevance of manufacturing as an employer at the commune-level (sum of employees from our 10 At the median, fully foreign owned firms have 60 employees in 1998, and a quarter of fully foreign owned firms have less than 20 employees. Among firms that have at least 50% foreign ownership, the median number of employees is 70 in 1998. 11 We define the commercial center as the commune with the most manufacturing enterprises in our census data. It turns out that this is Aïn Sebaâ in the province of Casablanca. 12 The Demographic and Health Survey (DHS) interviews households in clusters and for each household it contains GIS information for the cluster in which the household is located (about 20 to 30 HH per cluster). Based on this information, we can calculate which DHS cluster falls into a 15 km radius around the centroid of the commune (which we have from the manufacturing data). Based on that information, we can then calculate various education indicators for the commune based on the DHS data (i.e. based on all households that fall into the 15 km radius).
manufacturing census divided by total population -ManufPopShare), (b) the commune level manufacturing wage rate (Wage).
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In columns 6 and 7 we include all of the above commune-level controls and also add firm-level controls that capture initial conditions. In column 6 we add firm value added in 1998, i.e. at the beginning of the sample period, as well as value added in 1998 interacted with bank presence. In column 6 we use a firm's share of total commune-level value added ShareCommManuf (as well as the interaction with bank branch presence). This latter measure is chosen as another analog to the variable that is usually included in papers in the spirit of Rajan and Zingales (1998) , namely the industry's share of total manufacturing in a country (which we added in column 1).
To summarize, the data show a strong and very robust positive effect of B i G s on the growth of firms. The central message of Table 3 is that the results regarding our key interaction are very robust to including additional controls and interaction terms. It is therefore improbable that B i G s simply captures a formal development effect.
14 In robustness checks, we examine whether results change if, for B i , we replace the bank dummy with more detailed information about the number of banks. The results indicate that what matters is the switch from no bank branch to one or more bank branches. The precise number of banks does not seem to matter, either by itself or divided by population or area. Estimation results are available in the appendix, Table 14 .
Measurement error in the estimates of growth opportunity
In recent papers Papaioannou (2007, 2010 ) have emphasized a possible source of non-classical measurement error in the cross-country literature that uses one country as reference, typically the US. The concern is that growth in the US may not proxy well for growth opportunities in other parts of the world, and this measurement error may be correlated with the variable of interest, such as financial development.
In our setting, we do not use a single location as reference: our measure of growth opportunities G s is based on large firms in all communes, whether or not they have bank branches. So the concern does not apply directly. Moreover, Moroccan communes share many similarities, such as a common legal environment and identical country-specific shocks, such as exchange rate fluctuations and competition from other countries. Sector-specific growth opportunities are more likely to be similar across communes than across different countries, each of which has a different business environment. For these reasons, the measurement error bias emphasized by Ciccone and Papaioannou is a priori less serious with our methodology.
However, it is true in our data that large firms -on which our measure of growth opportunities G s is based -are more often found in communes with banks than in communes without banks. Therefore, there remains a concern that G s proxies growth opportunities better in communes with banks than in those without banks. Hence attenuation bias due to larger measurement error in communes without banks could in principle account for our results. 13 In unreported results we also include commune-level growth trends before our sample period, i.e. before 1998. The results are robust. Because this data is not available for all communes, we do not include this variable here. 14 In results not shown, we have also investigated robustness to the inclusion of other sector-level measures, such as capital growth or capital intensity. The results are robust to including those measures. We have also investigated the robustness of our results to the inclusion of more commune-level controls and firm-level controls. Results, available on request, are robust to the inclusion of these additional controls. Standard errors in parentheses, with two-way clustering by sector and commune. * Significant at 10%; ** significant at 5%; *** significant at 1%. Reference group : ≥100 employees in1998, sample: b100 employees in1998. Papaioannou (2007, 2010) propose a method to correct for this possible bias. Since this method assumes that a specific location is used as reference, it is not applicable to our case. We can, however, investigate directly whether the growth of large firms differs systematically between communes with and without bank branches. To this effect, we construct two sets of G s estimates: one using large firms in communes with one or more bank branches, which we denote G s bank , and another using large firms in communes without bank, which we denote G s nobank . Because of the relatively small number of large firms in communes without banks, we use a broader definition of large firms, i.e. ≥ 50 employees instead of ≥ 100 employees as we have done so far.
The correlation between G s bank and the baseline measure G s based on all communes is 0.79. 15 Removing one outlier sector based on two firm-level observations increases the correlation to 0.95. 16 Estimating G s nobank is more delicate because there are few large firms in unbanked communes. To avoid having results driven by a single firm, we restrict the analysis to sectors in which there is a minimum of two large firms.
We find a correlation of 0.73 between G s bank and G s nobank (0.61 if we consider firms ≥ 100 employees). Growth opportunities in different sectors are thus highly correlated across communes with and without bank branches. In addition, differences in levels caused by factors that affect growth in all sectors in communes without banks are picked up by commune fixed effects. Despite the three arguments made above, we cannot completely rule out the above-mentioned measurement error bias. But in our view the arguments that we make and the empirical evidence that we provide suggest that, although measurement error has been shown to be a significant issue in cross-country studies, this does not seem to be a first-order concern in our specific case. 
The channel from finance to value added growth
We have seen that, over the study period, access to banks is associated with faster growth for small and medium-size firms in growth sectors. The question then is: How do firms achieve higher value added growth?
The underlying assumption in the finance and growth literature is that access to finance facilitates investment and that this, in turn, generates growth in value added by increasing capital and raising productivity. Our data allow us to test these hypotheses directly. We first test whether firms with better access to bank finance invest more. We then investigate whether investment is used simply to increase the physical capital stock, or whether it also increases output per worker, as would occur if investment helps raise labor productivity. In case of investment in labor saving equipment, it is also conceivable that value added rises but output remains unchanged.
We begin by reestimating model (1) using investment in lieu of value added as dependent variable. More precisely, let Δy fis be average annual investment over the period 1998-2003 divided by 1998 output (summary statistics appear in the appendix, Table 12 ). Regression results are presented in Table 4 . In column 1, 2 and 3 we show the baseline results that only include an industry's share of commune manufacturing as a control. In columns 1 and 2 G s is calculated using all firms with 100 employees or more, in column 3 G s is calculated using all firms with 50 employees or more.
Results show that access to credit was used for investment. They are marginally significant in column 1 (p-value is 0.12) and significant in columns 2 and 3. In columns 4 through 7 we add other development controls, as in Table 3 . The magnitude of the estimated β on B i G s is somewhat larger, and statistically significant at least at the 10% level in all other specifications, with the largest statistical significance for smaller firms, and when G s is calculated using all firms with 50 or more employees (column 7; the p-value is b 0.05 in that model). These results suggest that firms' investment benefitted from the presence of bank branches, and that this effect is more significant for firms with less than 50 employees.
The next issue we investigate is what the investment is used for. Recall that the study period corresponds to a time of slow growth in manufacturing output for pre-existing firms. If production is contracting, Standard errors in parentheses, with two-way clustering by sector and commune. * Significant at 10%; ** significant at 5%; *** significant at 1%.
15 0.84 if we look at firms ≥100 employees. 16 The correlation is 0.98 if we look at firms ≥100 employees. Note that we have confirmed in robustness checks, in which we exclude one sector at a time, that no individual sector drives our baseline results. 17 In a previous version of this paper we have also investigated ways to deal with a possible measurement error through the use of instrumental variable techniques.
The findings generally confirmed our main results. Results are available on request.
it is less obvious that firm do need funds to expand production. External finance may nevertheless help firms remain competitive internationally by investing to reduce labor cost and increase output per worker.
To investigate this, we estimate model (1) using output and employment as dependent variables. Results, only shown in the appendix to save space (Table 15 ), indicate that access to credit is associated with a significant increase in both output and employment. The effect, however, is noticeably larger in magnitude and statistically more significant for output than it is for employment. Results are similar independent of whether we use 100 or 50 as cutoff firm size for the calculation of G s , and B i G s remains statistically significant in all but one specification (in which the p-value is 0.16) if we add other commune and firmspecific controls.
Next we estimate Eq. (1) using growth of output per worker, wage per worker, and wage per output as dependent variables. If investment was used to increase labor productivity, we expect output per worker to increase. If this labor productivity increase served to reduce costs, we expect wage per worker to increase less than output -or remain constant -so that wage per output falls.
Regression results presented in Table 5 provide evidence that is consistent with these hypotheses. The results indicate that output per worker increased more for firms with access to credit (columns 1 and 2). At the same time, results in columns 3 and 4 suggest that wages per worker did not increase significantly, while wage per output fell for firms in growth sectors and communes with access to credit (columns 5 and 6).
Another way of economizing on labor is to replace permanent workers with casuals who, in Morocco, typically receive fewer benefits. To investigate this possibility, we compute the share of permanent workers in total firm employment.
18 Over the study period, this ratio increased slightly for surviving firms -from 0.93 to 0.96 -as would happen when firms reduce employment by shedding casual workers. But when we regress the change in this ratio on G s B i , we find a negative effect, suggesting that firms with access to finance reduced less the proportion of casuals in their labor force. 19 This effect is significant only when the 100 employee cutoff is used for G s , i.e., when firms with 50 to 100 employees are used in the regression. This suggest that it is medium-sized firms that retained casuals thanks to better access to finance. This probably contributed to economizing on the cost of labor. Taken together, the evidence suggests that, over the study period, access to credit was used by pre-existing Moroccan firms to mobilize investment funds, with some evidence that they were partly used towards reducing labor costs.
Commune level analysis
The analysis conducted so far has focused on firms that were present in 1998 and survived until 2003. Such an analysis can present a misleading picture of the effect on credit availability on manufacturing because it ignores potential effects on firm entry and exit which, in our data, are quite high: over the 1995-2003 period, the average entry rate was 9.3% per year while the average exit rate was 8.7%.
20
Because firm-level growth can only be computed for surviving firms, this generates a possible selection bias, the direction of which is a priori unclear. The effect of credit on manufacturing growth could be underestimated if firms without credit access grow less but are also more likely to exit -and hence to drop out of the sample. Alternatively, firms with access to credit may survive more often because they are protected against liquidity shortages.
The opposite is also possible if the likelihood of survival is higher, not lower, among firms with no credit access. Firms that do not borrow cannot be forced into bankruptcy by creditors. In contrast, firms with access to credit tend to be leveraged and this makes them vulnerable to shocks relative to unleveraged firms. Using data on Kenya manufacturing, Nkurunziza (2004) indeed shows that borrowing firms were less likely to survive the high-interest-rate macroshock of the mid-1990's but, conditional on surviving, they were growing faster. Ignoring exit may thus bias inference one way or the other. Standard errors in parentheses, with two-way clustering by sector and commune. * Significant at 10%; ** significant at 5%; *** significant at 1%. 18 Recall that total firm employment includes the labor supplied by casuals. Not all firms use casual workers. 19 Regression results are not shown here to save space.
20 "Exit" in our data means that a firm permanently does not appear in the data any more. There are instances where data for a firm is missing in an individual year, but reappears later, this is not considered exit. Relocating is also not counted as exit: firms are tracked if they relocated elsewhere.
Ignoring entry may also result in a biased picture. This is best illustrated with two stylized examples. Example 1: Suppose that manufacturing output follows shifts in inelastic demand. The only issue is who produces -which, if we assume constant returns to scale and identical TFP, is indeterminate. With these assumptions, if existing firms do not grow when demand rises, there is room for new firms to enter. But if existing firms grow because they have access to outside finance, there is less room for new firms. Credit access can thus enable existing firms to grow by displacing new entrants. In this case, focusing the analysis on existing firms gives the erroneous impression that credit is beneficial for manufacturing growth even though, given our assumptions, it does not affect aggregate output. The opposite bias is also possible. Example 2: Suppose that demand is elastic and that production is characterized by fixed costs and rising marginal costs, as in the textbook U-shaped average cost curve case. Fixed costs make entry difficult without access to external finance. With entry restricted by lack of credit, existing firms grow to meet demand, but the price rises because they face an increase in marginal cost. If, however, credit access makes entry easier, existing firms grow less because they are outcompeted by new entrants with a lower marginal cost. With elastic demand, aggregate output is larger with entry because demand is served at a lower marginal cost, and hence at a lower price and larger quantity sold. In this example, the effect of credit access on manufacturing growth is underestimated if the analysis is limited to pre-existing firms. These two examples therefore illustrate that it is essential to complement firm-level analysis with a commune-level analysis, something that our data allow since we have a census of all manufacturing firms.
The second part of our regression analysis thus uses communes as the unit of analysis. The model we estimate is of the form:
where Δy is is now the number of entry and exit, or the growth of value added, output or employment, depending on the regression. Sector and commune fixed effects are included, as before. 21 We begin by examining firm entry and exit. Since G s is calculated using firms with more than the cutoff number of employees, we only consider entry and exit of firms with less than the cutoff. Regression results, with G s calculated using a 100 employee cutoff, are reported in Table 6 together with robust standard errors. The first two columns refer to exit. Column 1 shows the baseline results for exit. Because exit (as well as entry) is a non-negative count variable, we estimate a Poisson model. In column 2 we use the exit rate instead of the number of exited firms as dependent variable. In both specifications, we observe less firm exit in sectors that are growing faster in communes with easier access to banks: In column 2,β is significant at the 5% level, in column 1 the p-value is 0.13.
For firm entry (columns 3 and 4), the estimated β coefficient is positive as anticipated, but it is statistically significant only for the Poisson model but not the entry rate (note that the entry rate is not defined for commune-sectors that do not contain firms in 1998). The net effect of entry and exit on the number of firms is shown in column 5. Here we see that bank availability has a positive and statistically significant effect on the change in the net number of firms. Taken together, these results confirm the beneficial effect of access to finance on manufacturing, and they suggest that, for the period under consideration, some of the effect comes from reduced exit. This suggests that one important role of banks during this period was to protect firms against liquidity shortages induced by increased competition.
Next we repeat the analysis with growth in value added, employment, and output. Communes with no manufacturing in any sector are omitted from the analysis. The results, reported in Table 7 , confirm those reported for individual firms: sectors with growth opportunities at the national level grow faster in communes with bank availability. This is true for value added, output, as well as employment.
At the commune-level point estimates on B i G s are larger in the employment growth regressions than in the output growth regressions. We found the opposite at the firm-level (see appendix, Table 15 ). From the analysis of individual firms we concluded that, during the study period, access to credit helped firms increase output per worker. At the commune level, access to credit is associated with a larger increase in employement than in output. Given that access to credit was shown 21 Note that in the previous analyses firms that only appear after 1998 and/or disappear before 2003 do not enter the firm-level data sets. For the study of entry and exit however, we also include firms that entered and/or exited between 1998 and 2003. Robust standard errors in parentheses. * Significant at 10%; ** significant at 5%; *** significant at 1%.
to reduce exit but not foster entry, this suggests that, at a time of contraction in manufacturing, access to credit saved jobs by allowing less productivity firms to survive. This feature is obscured if we focus only on surviving firms. Table 7 since the dependent variable is expressed as a growth rate. To investigate whether this affects inference, we reestimate the same regressions using the Robust standard errors in parentheses. * Significant at 10%; ** significant at 5%; *** significant at 1%. absolute change as the dependent variable instead of the growth rate 22 ; similar results obtain.
Sector× commune observations with zero values in 1998 or 2003 naturally drop out of the regressions reported in
As robustness check, we investigate whether the effect of bank availability is stronger in communes with little manufacturing. We started the paper by arguing that bank availability is probably more important for small and medium size firms than for large firms who can obtain finance from a variety of sources. Is the same true at the commune level, i.e., is bank availability more important in locations that start small? We suspect it is, because alternatives to bank finance -such as supplier credit or equity finance through partnerships -are probably easier to find in locations with more intense industrial activity. To investigate this possibility, we expand the estimated model to be of the form:
where y is,t-1 is the value of y in sector s in commune i in 1998. We are interested in the coefficient γ 1 of the interaction term with B i G s . We include regressors y is,t-1 and B i y is,t-1 as controls to avoid spurious results. If bank availability is more important for small sector × communes, we expect γ 1 to be negative: the beneficial effect of bank availability falls with y is,t-1 .
Results are reported in Table 8 for growth in value added, output, and employment. In five out of the six reported regressions γ 1 is negative, significantly so for value added and employment in the sparser specifications. Similar results are obtained if we use changes in levels instead of growth rates as dependent variable. Because statistical significance is not robust, findings about heterogeneous effects at the commune level are not as strong as other findings reported in this paper. They nevertheless provide some evidence that bank availability is critical not only for small and medium size firms, but also for less industrialized locations.
Conclusion
In this paper we have combined data from the Moroccan census of manufacturing enterprises with information from a commune survey to examine whether firm expansion is affected by local bank availability. The five year period we study is characterized by a mild contraction in manufacturing employment among pre-existing firms, a feature that should be kept in mind when considering the external validity of our findings.
Results show that, in sectors that are growing faster and where growth opportunities are thus expected to be stronger, bank availability is robustly associated with faster firm growth, both at the commune level, using aggregate data of the kind that is usually available in the cross industry/cross-country literature, as well as at the individual level. We also find some evidence of a lower likelihood of firm exit and larger likelihood of firm entry. Additionally, we provide evidence that the effect of bank availability is more significant for medium size firms and in less industrialized communes. Taken together, these findings indicate that bank availability is more critical for certain firms and for locations and sectors at the onset of industrial development.
Our firm-level data also enables us to investigate the channels through which bank availability affects firm performance. We find that firms in a growing sector with a bank nearby are more likely to invest and hire workers. They also increase output per worker and reduce labor costs per unit of output. This suggests that, in our data and over the studied period, access to credit was used by firms to invest in labor saving technology so as to increase value added by reducing labor costs. This effect is partly mitigated at the commune level, where access to credit has reduced firm exit and enabled firms with many workers to survive. These results confirm previous studies and refine earlier findings in various important directions.
Appendix A
Descriptive analysis
Using firms for which we have complete data in 1998 and 2003, 23 we report in Table 9 the mean of value added per firm in those two years. We also report the corresponding standard deviation and median. There is enormous variation in levels of value added across firms, and a 10 times difference between the mean and median value added. This serves to remind us that the size distribution of firms in Morocco, as elsewhere, is skewed, with a few large firms and many small ones. We observe a rise in value added over the 5 year interval, but the rise is relatively modest. It corresponds to a 5.5% increase over 5 years. Next we restrict attention to firms with at least 100 employees. There are 639 firms that meet this criterion among firms present in 1998 and 2003. For these firms, the rise in value added is even more modest. We repeat the exercise for the 1041 firms with at least 50 workers; the growth in value added is less than 3% over five years. We also repeat the analysis at the commune level, this time including all firms, that is, firms that either exit or enter between 1998 and 2003. We again find a small increase in the median total value added as well as in the mean and median growth of value added. Table 10 reports similar figures for employment. We observe a 2% fall in employment for firms present in both 1998 and 2003. As shown in the Table, this fall is much stronger among firms that had a large labor force in 1998. This implies that the period under study is 22 For the purpose of this analysis a sector with no manufacturing activity recorded in a commune for 1998 or 2003 is coded as 0, if we have data from other sectors for this commune. 23 For this part of the analysis we drop firms with negative value added for which the growth rate of value added cannot be computed. For later parts, e.g. when studying location-level value added growth, we keep observations with negative value added. We also investigated value added changes, in which we also keep observations with negative value added. characterized by a mild contraction in manufacturing employment among those firms in existence in 1998. This firm-level picture, however, is incomplete. In the second panel of Table 10 we report employment changes at the commune level, including firms that exit and enter between 1998 and 2003. Mean and median employment falls over the study period, but the median change in employment is small but positive. A similar picture obtains if we limit ourselves to communes with positive manufacturing employment in 1998 (third panel of Table 10 ). Communes with small levels of initial manufacturing employment seem to have enjoyed some growth while communes with high employment levels in 1998 witnessed a sizeable contraction. This implies a deconcentration of manufacturing employment across space during the study period.
If we look at output, we see that firms that already existed in 1998 and remained in existence until 2003 experienced a small increase in output. This is clear from the first panel of Table 11 which shows a 1.8% growth in output on average between 1998 and 2003. If we include entering and exiting firms and aggregate manufacturing output at the commune level (second and third panels of Table 11 ), we find a healthy increase in output over the study period: over all communes that had some manufacturing output in 1998, the average growth rate in commune output is 23%. This is much higher than the growth rate in aggregate output, which is only 7.4% across all communes -and 6% for communes that had some manufacturing in 1998. 24 These figures confirm that during the study period there was a deconcentration of manufacturing output away from communes with initially high levels of manufacturing towards commune that had little or no manufacturing in 1998. The combination of contraction in employment and increase in value added in existing firms means that output per worker, measured at the firm-level, increased by 3.7% between 1998 and 2003. Over the same period wage per worker increased by 23%, possibly because layoffs were concentrated among unskilled workers.
Summary statistics for the investment variable used in Section 4.3 are shown in Table 12 .
Growth of the large firms (≥ 100 employees) by sector
Examining non-linearities
In this appendix we examine whether results change if, for B i , we replace the bank dummy with more detailed information about financial development. To allow for flexibility we use indicator functions for different parts of the distribution of the absolute number of banks, the banks per capita and the banks per hectare distributions. To generate those dummy variables we use cut-offs that are roughly the 25th and 75th percentile of the locations that have at least one bank. Q1 is quartile 1 of the distribution, Q23 is quartile 2 and 3 of the distribution, Q4 is quartile 4 of the distribution, B_ Q1 means Quartile 1 of the banks distribution (if at least one bank), Bpc_Q1 means quartile 1 of the banks per capita distribution, Bpha_ Q1 means quartile 1 of the log(banks per hectare) distribution. For the absolute number of banks, for example, these 24 We cannot entirely rule out the possibility that that part of the increase in manufacturing in communes with no initial manufacturing reflects improved coverage over the study period. This is one of the reasons why in the commune-level regressions we control for commune fixed effects to eliminate this possible source of bias. Table 14 . We see that the coefficients of financial development× growth opportunity remain positive and, in most cases, significant.
The channel from finance to value added growth: Additional results Reference group sample ≥100 ≥100 ≥50 ≥50 ≥100 ≥100 ≥100 ≥100 b100 b100 b50 b50 b100 b100 b100 b100
(1) (2) (3) (4) (5) (6) (7) Standard errors in parentheses, with two-way clustering by sector and commune. * Significant at 10%; ** significant at 5%; *** significant at 1%. (a) Other development controls interacted with G s included: industry's share of commune vad is , population density, distance to Ain Sebaa, distance to province capital, manufacting share, wage per employee, average years of education of population 15 + . Standard errors in parentheses, with two-way clustering by sector and commune. * Significant at 10%; ** significant at 5%; *** significant at 1%.
