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Universidad de Murcia, 30100 Murcia, Spain
For given real and monotone functions hi’s, we obtain the necessary and suf-
ficient conditions in order that any Rn-valuated function 9(x) be the conditional
expectation E(h(X)X>x) of a discrete random vector X, where h(X) denotes the
random vector (h1(X1), ..., hn(Xn)).  1996 Academic Press, Inc.
1. Introduction
The characterization of distributions by conditional expectations has
a young but rich history. Shanbhag [8] pointed out that the knowledge
of expected values is a more reasonable assumption in many practical
situations than the assumption of knowledge of probability distributions.
From that time onwards one of the most treated problems in the field of
characterization of distributions has been that of characterizing a random
variable by means of conditional expectations, which can be seen in
Hamdan [3], Swartz [10], Dallas [1], and Gupta [2], among others.
Nevertheless, one of the most important papers in the univariate case is
the work by Kotz and Shanbhag [4]. In this paper the authors show that
the conditional expectation E(h(X)X>x) characterizes uniquely the dis-
tribution of X, and they also obtain a representation theorem for general
distributions. Later, Zoroa, Ruiz, and Mar@ n [11] have given the necessary
and sufficient conditions in order than any real function be the above con-
ditional expectation of a continuous random variable.
This research has been translated, in a natural way, to the multivariate
case. In this new situation, Shanbhag and Kotz [9] achieve a similar result
to that obtained in their earlier paper. On the other hand, in a previous
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work of ours, Ruiz, Mar@ n, and Zoroa [7], we have treated and solved the
problem of determining when a vectorial function is the conditional expec-
tation function of a continuous random vector. In this paper we approach
the same problem for discrete multivariate distributions. Our Theorem 4.1
gives a satisfactory answer to that question; that is, we obtain the proper-
ties that a vectorial function must satisfy in order that it be the conditional
expectation vector of a discrete random vector. Some questions related to
the subject of the present paper are studied in Chapter 5 of the monograph
of Rao and Shanbhag [6].
In the following we suppose that X=(X1 , ..., Xn) is a discrete random
vector on Rn whose mass is concentrated on C=C1_ } } } _Cn , where Xi
is defined on CiR. We denote by mi and Mi the infimum (greatest lower
bound) and the supremum (lowest greater bound) of Ci , respectively, and
we suppose that Ci contains no points of accumulation in the interval
(mi , Mi ). Moreover, if mi or Mi is a point of accumulation of the set Ci
then it does not belong to Ci . When mi=& then xi  m&i will represent
xi  &.
We shall denote by S the survival function of X, S(x)=P(X>x), where
x=(x1 , ..., xn). If we consider the open set D=[x # Rn : S(x)>0] then we
can define, for each x # D, the discrete conditional expectation vector
9(x)=E(h(X)X>x), where h(X)=(h1(X1), ..., hn(Xn)) and hi are strictly
monotonic real functions. Thus each component of 9(x), 9i (x)=
E(hi (Xi )X>x), is given by
9i (x)=
1
S(x)
:
v 1>x1
} } } :
v n>x n
hi (vi ) p(v), i=1, ..., n, (1.1)
where v # C, p(v)=P(X=v).
Let S denote the set of all discrete multivariate survival functions S for
which the above conditional expectation vector exists. Then we can con-
struct a map 0 from S into the family of Rn-valuated functions on Rn,
defined by 0(S )=9.
In Section 2 of the present paper we obtain intrinsic conditions (i.e.,
necessary conditions) of functions 9 in the image of 0. These results will
be useful in next sections. An important question that we solve in Sec-
tion 3 is to obtain the explicit expression of the survival function S from
the conditional expectation 9, i.e., S=0&1(9). In Section 4 we find the
necessary and sufficient conditions in order for any Rn-valuated function on
Rn to be in the image of 0. We will complete the work obtaining, in Sec-
tion 5, some examples characterizing any discrete multivariate probability
distributions.
83CHARACTERIZATION OF RANDOM VECTORS
File: 683J 161003 . By:CV . Date:01:08:96 . Time:11:50 LOP8M. V8.0. Page 01:01
Codes: 2781 Signs: 1474 . Length: 45 pic 0 pts, 190 mm
2. Some Properties of the Conditional Expectation
In this section we suppose that S # S and 9=0(S ). Let qi : Rn  Rn&1
denotes the projection to the i th coordinate hyperplane, where we have
identified the coordinate hyperplanes with Rn&1; namely, qi (x)=
(x1 , ..., xi&1, xi+1, ..., xn). Furthermore, for each fixed vector qi (x),
x # D, we define the section of D by D(qi (x))=[t # R: (x1 , ..., xi&1 , t,
xi+1 , ..., xn] # D]. Now, we are going to show a useful result.
Lemma 2.1. For each qi (x), with x # D, there exists a discrete random
variable Y#Y (qi (x)) such that
E(hi (Y )Y>xi )=9i (x),
where xi # D(qi (x)).
Proof. Let us consider the real function K defined by
K(t)=
S(x1 , ..., xi&1 , t, xi+1 , ..., xn)
limx i  mi& S(x)
. (2.1)
It is easy to show that K is the univariate survival function of a discrete
random variable Y#Y (qi (x)), with mass concentrated on a subset of Ci
and whose probability mass function is given by
P(Y=vi )=
v1>x 1 } } } v i&1>x i&1 v i+1>x i+1 } } } vn>x n p(v)
limxi  mi& S(x)
On the other hand, the domain of definition of the function
.(t)=E(hi (Y )Y>t) (2.2)
is the set [t # R: K(t)>0]=[t # R: (x1 , ..., xi&1, t, xi+1 , ..., xn) # D]=
D(qi (x)). Moreover, for xi # D(qi (x)), we get
.(xi )=
1
S(x)
:
v 1>x 1
} } } :
v n>x n
hi (vi ) p(v)=9i (x).
Now, we would like to give some notations that will be used subsequently.
We shall denote 9i (x1 , ..., xi&1 , t&, xi+1 , ..., xn)=limz  t& 9i (x1 , ..., xi&1 ,
z, xi+1 , ..., xn).
On the other hand, for qi (x), with x # D, let 9 qi (x) : D(qi (x))R  Rn
be the function defined by
9 q i (x)(t)=9(x1 , ..., xi&1 , t, xi+1 , ..., xn).
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Hence, the above lemma shows us that the i th component of 9 qi (x),
9 q i (x)i , is nothing but the conditional expectation of a discrete univariate
random variable. From Lemma 2.1 it is not difficult to prove the following
properties.
Property 1. For all qi (x), x # D, there exists a ;#;(qi (x)) such that
D(qi (x))=(&, ;), with &<;+.
Property 2. If hi is strictly increasing (strictly decreasing) then, for all
qi (x), with x # D, and t # D(qi (x)) we have that 9i (x1 , ..., xi&1, t&,
xi+1 , ..., xn)>hi (t) (respectively, 9i (x1 , ..., xi&1 , t&, xi+1 , ..., xn)<hi (t))
and, moreover, 9i is increasing (respectively, decreasing) with respect to the
ith variable.
Property 3. For each qi (x), x # D, let Aq i (x) be the set of points of
discontinuity of the function 9 qi (x)i , whose infimum and supremum we
denote by a(qi (x)) and b(qi (x)), respectively. Thus, we consider the set
Ai=x # D Aq i (x) and we represent by ai and bi the infimum and the
supremum of Ai , respectively. Then, we have
(i) The set Ai is countable and it contains no points of accumulation
in the interval (ai , bi ). Moreover, if ai or bi is a point of accumulation of the
set Ai then it does not belong to Ai .
(ii) The function 9 qi (x)i is constant in (&, a(qi (x))). If u and v are
two consecutive points of Aqi (x) then 9 qi (x)i is constant in [u, v). If
b(qi (x))<;(qi (x)) then 9 qi (x)i is constant in [b(qi (x)), ;(qi (x))).
Property 4. For each i # [1, ..., n] and qi (x), x # D, we get:
(i) The series
:
txi
9i (x1 , ..., xi&1 , t, xi+1 , ..., xn)&9i (x1 , ..., xi&1 , t&, xi+1 , ..., xn)
9i (x1 , ..., xi&1 , t&, xi+1 , ..., xn)&hi (t)
converges, for all xi # D(qi (x)).
(ii) If bi=;i , the series
:
t>xi
9i (x1 , ..., xi&1 , t, xi+1 , ..., xn)&9i (x1 , ..., xi&1 , t&, xi+1 , ..., xn)
9i (x1 , ..., xi&1 , t&, xi+1 , ..., xn)&hi (t)
(2.3)
diverges, for all xi # D(qi (x)).
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(iii) The limit
lim
x n  an
&
xi+1  a
&
i+1
b
9i (x1 , ..., xi&1 , xi&, xi+1 , ..., xn)&hi (xi )
9i (x)&hi (xi )
is finite.
In order to state the following two properties some notation is needed.
If [i1 , ..., ip][1, ..., n], we denote by v[i 1 , ..., i p] the vector whose k th com-
ponent is
(v[i 1 , ..., i p])k={vkvk&
if k  [i1 , ..., ip]
if k # [i1 , ..., ip],
where vk& means the point before vk in the set Ak . Moreover, we put
Hi (v)=
9i (v[i])&hi (vi )
9i (v)&hi (vi )
.
Now, we are ready to show the next property.
Property 5. Let p # [1, ..., n] and [i1 , ..., ip][1, ..., n]. Then we have
`
p
t=1
H it(v[i1 , ..., i t&1])= `
p
t=1
H jt(v[ j 1 , ..., j t&1]),
for all permutations ( j1 , ..., jp) of the elements of [i1 , ..., ip].
Proof. It suffices to prove that
S(v)
S(v[i1 , ..., i p])
= `
p
t=1
H jt (v[ j1 , ..., j t&1]),
for all permutations ( j1 , ..., jp) of the elements of [i1 , ..., ip]. This can easily
be seen by induction on p.
Property 6. The following inequality holds:
1+ :
n
s=1
(&1)s :
1i 1<i2 } } } <i sn
`
s
r=1
H i r(v[i1 , ..., i r] c)0,
where [i1 , ..., ir]c denotes the set [1, ..., n]&[i1 , ..., ir].
Proof. It is easy to see, from the definition of the probability mass func-
tion p, that
p(v)
S(v[1, ..., n])
=1+ :
n
s=1
(&1)s :
1i1<i 2 } } } <i sn
S(v[i 1 , ..., i s] c)
S(v[1, ..., n])
.
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A similar reasoning to that given in Property 5 gives
S(v[i1 , ..., i s] c)
S(v[1, ..., n])
= `
s
r=1
Hi r (v[i1 , ..., i r] c),
and therefore,
p(v)
S(v[1, ..., n])
=1+ :
n
s=1
(&1)s :
1i1<i2 } } } <i sn
`
s
r=1
H ir (v[i1 , ..., i r]c).
Now, since S(v[1, ..., n])>0 and p(v)0, then the property follows.
3. How to Get S from 9
The following result gives the explicit expression of S=0&1(9) when 9
is in the image of 0 and, therefore, it shows that 0 is a one-to-one map.
Shanbhag and Kotz [9] obtained a similar result for arbitrary probability
distributions.
Theorem 3.1. The discrete multivariate conditional expectation function
9 determines the survival function S by the following formula:
S(x)=
0 if xiMi for some index i
1 if xi<mi for all i
`
i # [i 1 , ..., i p] c
`
txi
lim
9i (x1 , ..., xi&1 , t&, ui+1 , ..., un)&hi (t)
9i (x1 , ..., xi&1 , t, ui+1 , ..., un)&hi (t)ui+1  m&i+1
b
u n  m n
&
x i 1  m
&
i 1
b
x i p  m
&
i p
if xj<mj for j # [i1 , ..., ip];
mjxj<Mj for j # [i1 , ..., ip]c.
Proof. For each qi (x), with x # D, it is not difficult to prove that the
conditional expectation (2.2) of the discrete univariate random variable Y
defined in Lemma 2.1 verifies
.(t&)&hi (t)
.(t)&hi (t)
=
K(t)
K(t&)
,
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where t # Ai and K is given in (2.1). The above equation is equivalent to
9i (x1 , ..., xi&1 , t&, xi+1 , ..., xn)&hi (t)
9i (x1 , ..., xi&1 , t, xi+1 , ..., xn)&hi (t)
=
S(x1 , ..., xi&1 , t, xi+1 , ..., xn)
S(x1 , ..., xi&1 , t&, xi+1 , ..., xn)
.
(3.1)
If we consider ui , wi # Ai , from (3.1) we get
`
ui<tw i
9i (x1 , ..., xi&1, t&, xi+1, ..., xn)&hi(t)
9i (x1 , ..., xi&1 , t, xi+1 , ..., xn)&hi (t)
=
S(x1 , ..., xi&1, wi , xi+1 , ..., xn)
S(x1 , ..., xi&1, ui , xi+1 , ..., xn)
and, hence,
S(w1 , ..., wn)
S(u1 , ..., un)
= `
n
i=1
`
ui<tw i
9i (w1 , ..., wi&1 , t&, ui+1 , ..., un)&hi (t)
9i (w1 , ..., wi&1 , t, ui+1 , ..., un)&hi (t)
. (3.2)
On the other hand, the sets Ci can be obtained from Ai in the following
way. If bi  Ai then Ci=Ai , and if bi # Ai then Ci=Ai _ [;i], where
;i=sup[;(qi (x)): x # D].
If ui  mi , with ui<mi for all i, then S(u1 , ..., un)  1 and therefore, from
(3.2) we deduce
S(w1 , ..., wn)= `
n
i=1
`
twi
lim
un  m n
&
ui+1  m
&
i+1
b
9i (w1 , ..., wi&1 , t&, ui+1 , ..., un)&hi (t)
9i (w1 , ..., wi&1 , t, ui+1, ..., un)&hi (t)
.
Fom here it is easy to compute the survival function S at any x # Rn.
The next property is a consequence of the above Theorem and Eq. (1.1).
Property 7. If x # D then
lim
xi  ;(qi (x))
9i (x) S(x)=0, (3.3)
where S is defined as in Theorem 3.1.
4. Characterization of Functions in the Image of 0
In Sections 2 and 3 we have shown that Properties 1 to 7 are necessary
conditions so that any function 9 be in the image of 0. In this section we
prove that these conditions are sufficient.
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Theorem 4.1. Let 9: DRn  Rn be any function. Then 9 is in the
image of 0 if and only if Properties 1 to 7 hold.
Proof. It suffices to prove that all properties are sufficient. First, we
shall construct the sets Ci from the sets Ai . If bi  Ai then we define Ci=Ai ,
and if bi # Ai then we take Ci=Ai _ [;i], where ;i is the supremum of
[;(qi (x)): x # D]. We denote by mi and Mi the infimum and the
supremum of Ci , respectively. Moreover, we define C=C1_ } } } _Cn .
Now we may consider the function S defined as in Theorem 3.1. This
definition makes sense through Properties 3, 4(i), and 4(iii). In the first
place, it will be proved that S is a survival function. From Property 2 we
get
0<
9i (x[i])&hi (xi )
9i (x)&hi (xi )
1, i=1, ..., n, (4.1)
and then
0S(x)1 for all x # Rn. (4.2)
By definition of S we have
S(x1 , ..., xi&1 , t, xi+1 , ..., xn)
S(x1 , ..., xi&1 , t&, xi+1 , ..., xn)
=
9i (x1 , ..., xi&1 , t&, xi+1 , ..., xn)&hi (t)
9i (x1 , ..., xi&1 , t, xi+1 , ..., xn)&hi(t)
(4.3)
for all x # D and t # Ci . From (4.2) and (4.3) we deduce that S is a decreas-
ing with respect to each variable xi .
If we denote, for each v # C,
p(v)=2u=v[1, ..., n]u=v S(u), (4.4)
then we obtain, from Eq. (4.3), that
p(v)=S(v[1, ..., n]) {1+ :
n
s=1
(&1)s :
1i1<i2 } } } <i sn
`
s
r=1
Hi r (v[i1 , ..., i r]c)= .
Now, from Property 6 and inequality (4.2) we get, for all v # C,
p(v)0.
Moreover, by definition of S we have
lim
xn  &
x 1  &
b
S(x)=1.
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From Eq. (4.3), for ui , wi # Ci , with ui<wi , we obtain
S(x1 , ..., xi&1 , ui , xi+1 , ..., xn)
S(x1 , ..., xi&1 , wi , xi+1 , ..., xn)
= `
ui<tw i
\1+\
9i (x1 , ..., xi&1 , t, xi+1 , ..., xn)
&9i (x1 , ..., xi&1 , t&, xi+1 , ..., xn)+
9i (x1 , ..., xi&1 , t&, xi+1, ..., xn)&hi (t) +
and, therefore,
S(x1 , ..., xi&1, ui , xi+1, ..., xn)
limx i   S(x)
= `
t>ui
\1+\
9i (x1 , ..., xi&1 , t, xi+1 , ..., xn)
&9i (x1 , ..., xi&1, t&, xi+1 , ..., xn)+
9i (x1 , ..., xi&1 , t&, xi+1 , ..., xn)&hi (t) + .
By Property 4(ii) the above product diverges and, hence,
lim
xi  
S(x)=0, i=1, ..., n.
Now, we shall prove that 9=0(S ). From Eq. (4.3) we get
[S(x1 , ..., xi&1 , t&, xi+1 , ..., xn)&S(x1 , ..., xi&1 , t, xi+1, ..., xn)] hi (t)
=9i (x1 , ..., xi&1, t&, xi+1 , ..., xn) S(x1 , ..., xi&1 , t&, xi+1 , ..., xn)
&9i (x1 , ..., xi&1 , t, xi+1 , ..., xn) S(x1 , ..., xi&1 , t, xi+1, ..., xn)
and by using the definition (4.4) we obtain
S(x1 , ..., xi&1 , vi&, xi+1 , ..., xn)&S(x1 , ..., xi&1 , vi , xi+1 , ..., xn)
= :
vj>uj , j{i
p(v).
Hence,
hi (vi ) :
v j>u j , j{i
p(v)
=9i (x1 , ..., xi&1, vi&, xi+1 , ..., xn) S(x1 , ..., xi&1 , vi&, xi+1 , ..., xn)
&9i (x1 , ..., xi&1 , vi , xi+1 , ..., xn) S(x1 , ..., xi&1 , vi , xi+1 , ..., xn),
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and theorefore,
:
ui<v i<wi
v j>u j , j{i
hi (vi ) p(v)=9i (u) S(u)&9i (x1 , ..., xi&1 , wi , xi+1 , ..., xn)
_S(x1 , ..., xi&1 , wi , xi+1 , ..., xn).
If wi goes to ;i for all i, then, from Property 7, 9=0(S ) and the proof is
complete.
5. Examples and Remarks
In the following examples we will consider hi (t)=t for all t # R. Further-
more, it is easy to prove that functions 9 verify Properties 1 to 7 of
Theorem 4.1 and, therefore, they are conditional expectation vectors of dis-
crete multivariate survival functions S defined in Theorem 3.1.
Example 5.1. If 9(x)=(91 (x), ..., 9n(x)) with
9i (x)=[xi ]+ci , xi # R, xi0, ci # R, ci>0,
where [t] denotes the integer part of the real number t, then the corre-
sponding discrete multivariate survival function is given by
S(x)={
1 if xi<0 for all i
`
i # [i 1 , ..., i p]c
\ci&1ci +
[x i]+1
if xj<0 for j # [i1 , ..., ip];
xj0 for j # [i1 , ..., ip]c.
Therefore, the components Xi of X are independent and geometrically dis-
tributed with parameter 1ci .
The above example extends the result 1 of Nair and Nair [5].
Example 5.2. If 9(x)=(91(x), ..., 9n(x)) with
9i (x)=
[xi ]
2
+
Ni
2
, xi # R, xi0, Ni # Z, Ni>0,
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then the survival function is
S(x)={
0 if xiNi&1 for some index i
1 if xi<0 for all i
`
i # [i 1 , ..., i p] c
Ni&[xi ]&1
Ni
if xj<0 for j # [i1 , ..., ip],
0xj<Nj&1 for j # [i1 , ..., ip]c.
Hence, the components Xi of X are independent and uniformly distributed.
Example 5.3. If 9(x)=(91(x), ..., 9n(x)) with
9i (x)=
Ki
Ki+1
[xi ]+
Ni+Ki
Ki+1
, xi # R, xi0, Ni # Z,
Ni>0, Ki # Z, Ki>0,
then the survival function is given by
S(x)=
0 if xiNi for some index i
1 if xi<0 for all i
`
i # [i1 , ..., i p] c
\Ni+Ki&[xi]&1Ni&[xi ]&1 +
\Ni+KiNi +
if xj<0 for j # [i1 , ..., ip];
0xj<Nj for j # [i1 , ..., ip]c
and, therefore, the components Xi of X are independent and each Xi has a
negative hypergeometric distribution with parameters Ki , Ni .
Example 5.4. If 9(x)=(91(x), ..., 9n(x)) with
9i (x)=
ai&bi
ai&bi&1
[xi ]+
ai
ai&bi&1
,
xi # R, xi0, ai # R, bi # R, ai>bi+1>1, then, the corresponding survival
function is given by
1 if xi<0 for all i
S(x)={ `i # [i 1 , ..., i p] c (bi )[x i ]+1(ai )[x i ]+1 if xj<0 for j # [i1 , ..., ip];xj0 for j # [i1 , ..., ip]c,
92 MARI N, RUIZ, AND ZOROA
File: 683J 161012 . By:CV . Date:01:08:96 . Time:11:50 LOP8M. V8.0. Page 01:01
Codes: 2597 Signs: 1109 . Length: 45 pic 0 pts, 190 mm
where (z)s denotes 1 (z+s)1 (z). Hence, the components Xi of X are inde-
pendent and each Xi has a Waring distribution with parameters ai , bi .
Example 5.5. Let us consider the set D defined by [(x1 , x2) # R2 :
(x1 , x2) # [ j1&1, j1)_[ j2&1, j2), ( j1 , j2) # Z2, j1<0, j2<0, j1+j2<m]
and the subsets
D0=[(x1 , x2) # D: j1>m, j2>m],
D1=[(x1 , x2) # D: j1m, j2>m],
D2=[(x1 , x2) # D: j1>m, j2m],
D3=[(x1 , x2) # D: j1m, j2m],
where m # Z, m<0. Let us take the function g: Z2  R2 defined by
g(k1 , k2)=(g1(k1 , k2), g2(k1 , k2)), where
gi (k1 , k2)=
m+aki&k3&i
a+1
with a # R, a>1.
Let 9: D  R2 be the function defined by 9(x1 , x2)=(91(x1 , x2),
92(x1 , x2)), where
9i (x1 , x2)={
gi ( j1 , j2)
gi (m, j2)
gi ( j1 , m)
gi (m, m)
if (x1 , x2) # D0
if (x1 , x2) # D1
if (x1 , x2) # D2
if (x1 , x2) # D3 .
Then, the corresponding discrete multivariate survival function S is given
by
1 if (x1 , x2) # D3
(&m)!
(&j1)!
1 (&j1+a+1)
1 (&m+a+1)
if (x1 , x2) # D2
S(x1 , x2)=
(&m)!
(&j2)!
1 (&j2+a+1)
1 (&m+a+1)
if (x1 , x2) # D1
(&j1+a)
(&j1)
(&m)!
(m&j1&j2&1)!
1 (m&j1&j2+a)
1 (&m+a+1)
if (x1 , x2) # D0
0 if (x1 , x2)  D.
In the following two remarks, we prove that Properties 4 and 7 of
Theorem 4.1 are independent. In the same way, one can obtain that all
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properties of Theorem 4.1 are independent; that is to say, no condition can
be removed.
Remark 5.1. Let hi ( y )=y, y # R, i=1, 2 and 9(x1 , x2)=(91(x1 , x2),
92(x1 , x2)), where
9i (x1 , x2)={2rio+kir
2
io
2ri+kir2i
if xi<rio
if xi # [ri&1, ri ), ri # Z, ri>rio
with rio # Z, rio>0, ki # R, ki>0, for i=1, 2.
It is easy to check that the function 9 satisfies Properties 1 to 6 of the
Theorem 4.1. However, 9 does not verify the Property 7 because the limit
(3.3) is equal to +.
Remark 5.2. Let hi ( y )=y, y # R, i=1, 2, and 9(x1 , x2)=(91(x1 , x2),
92(x1 , x2)) where
9i (x1 , x2)={
&1
rp iio
&1
r p ii
if xi<
&1
rio
if xi # _ &1ri&1,
&1
ri + , ri # Z, ri>rio
with rio # Z, rio>0, pi # R, pi>1, for i=1, 2.
The function 9 verifies all properties of the Theorem 4.1 except for
Property 4 because the series (2.3) is equal to
:
r>s i
[(r+1) pi&r pi ] r
(r pi&r)(r+1) p i
, r, si # Z, si>rio ,
and that series converges.
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