Introduction
Recall that Ramanujan's lost notebook [27] was written in the last year of his life. We can forgive him if, in his insufferable pain, not everything he wrote down was correct. The purpose of this paper is to examine some of these questionable results. In particular, we concentrate on three "identities" found on pages 335 and 336 in [27] . At the close of this paper, we briefly mention some further questionable results from [27] . Recall also that when Ramanujan's lost notebook [27] was published in 1988, other fragments and partial manuscripts were also published with the lost notebook. The aforementioned two pages are, in fact, not from the lost notebook. Possibly, Ramanujan realized indeed that these results were speculative and had put them aside or among other papers separate from those comprising what we now call the lost notebook. We are uncertain if the formula in question on page 335 is true or false, but if the formula is not correct, we are confident that a corrected version indeed does exist. For the formulas on page 336, Ramanujan possibly possessed correct identities and used some unknown formal procedure to replace certain expressions by divergent series in order to make the identities more attractive. Therefore, we are writing this paper on questionable formulas, because we truly feel that corrected versions do indeed exist. Since we do not have these correct versions, it is difficult to claim that we have made progress toward finding them, but we hope that the ideas and partial results gathered here might provide insights to others.
As we shall see in Section 4, the formula on page 335, when (possibly) corrected, may have an application to the problem of finding the exact order of magnitude for the "error term" ∆(x) in the famous "divisor problem". If d(n) denotes the number of positive divisors of the positive integer n, then recall that ∆(x) is defined for x > 0 by where γ denotes Euler's constant and the prime on the summation sign on the left-hand side indicates that if x is an integer, then only 1 2 d(x) is counted. The questionable formula to which we allude is actually one of a pair of formulas stated by Ramanujan on page 335 of [27] . The other formula, which is connected with the famous "circle problem," is in fact correct and has been proved by Berndt and Zaharescu [14] .
A pair of formulas also comprises page 336 in [27] . These two formulas are invalid, because each contains divergent series. Ramanujan frequently enjoyed stating identities in an unorthodox 1 Research partially supported by grant MDA904-00-1-0015 from the National Security Agency. 2 3 Research partially supported by grant DMS-0456615 from the National Science Foundation.
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c 0000 (copyright holder) fashion in order to surprise or puzzle his audience. As indicated above, we timorously conjecture that Ramanujan had established correct identities in each case.
Statements of the Questionable Formulas
We begin by stating the previously established formula of the pair of results written on page 335 of [27] . Recall that the ordinary Bessel function of order ν is defined by To state Ramanujan's first claim, we also need to define Ramanujan's formulation of (2.3) is slightly different but easily seen to be equivalent. Berndt and Zaharescu proved (2.3) with the order of summation on the right-hand side reversed [14] . Note that the series on the left-hand side of (2.3) is finite and discontinuous at integral values of x . To examine the right-hand side, we recall that [31, p. 199] , as x → ∞, Theorem 2.1 is related to the "circle problem." Let r 2 (n) denote the number of representations of the positive integer n as a sum of two squares. Recall that the famous circle problem is to determine the precise order of magnitude for the "error term" P (x) defined by (2.6) 0≤n≤x r 2 (n) = πx + P (x), where the prime on the summation sign on the left side indicates that if x is an integer, only 1 2 r 2 (x) is counted. In connection with his work on the circle problem, in 1915, Hardy [19] , [21, pp. 243-263] 
Observe that the summands in the series on the right side of (2.7) are similar to those on the right side of (2.3). Berndt and Zaharescu [14] employed Theorem 2.1 to prove a general representation for weighted divisor sums. A corollary of their result is the representation
It is not difficult to show the equivalence of (2.7) and (2.8) ; this equivalence will be demonstrated in a paper by Berndt and Zaharescu under preparation. We now state Ramanujan's companion to (2.3) . Let Y ν (z) be the second solution of Bessel's differential equation of order ν, usually so denoted, and let K ν (z) denote the modified Bessel function of order ν, usually so denoted. Following Ramanujan, we introduce the notation (2.9)
Entry 2.2. Let F (x) be defined by (2.2). For x > 0 and 0 < θ < 1,
From standard asymptotic formulas for Bessel functions [31, pp. 199, 202] ,
as x → ∞. Thus, we see that the summands in (2.10) have the same sort of asymptotic behavior as those in (2.3), as exhibited in (2.5). However, in the summands of (2.3), the pairs of Bessel functions on the right-hand side are separated by minus signs, while the corresponding pairs of Bessel functions in (2.10) are separated by plus signs.
After the statement of Theorem 2.1, we remarked that (2.3) was first proved with the order of summation on the right-hand side reversed. Unfortunately, this method fails when attempting to prove Entry 2.2. In particular, the required integrals diverge.
The right-hand side of (2.10) is reminiscent of Voronoï's [30] famous formula (2.13)
where x > 0 and I 1 (z) is defined by (2.9). However, in contrast to our derivation of (2.8) from (2.3) (with the order of summation reversed), we are unable to derive (2.13) from (2.10), if indeed (2.10) is true. However, in Section 4, we prove that if (2.10) is true, then a limiting case of it along with (2.13) establishes another identity for Bessel function series.
In the next section, we provide an attempt to prove (2.10). Although our efforts are unsuccessful, our arguments indicate that possibly (2.10) is incomplete, i.e., there are some missing expressions in (2.10). However, we are unable to identify these missing terms (if indeed there are missing terms). In Section 5, we discuss numerical calculations that are inconclusive about the truth of either Entry 2.2 or its alternative version with minus signs in the summands separating the Bessel functions on the right-hand side. Moreover, our calculations on the convergence of the double series do not convince us that the series indeed does converge.
The two formulas on page 335 are clearly motivated by the circle and divisor problems. Note that Hardy's two papers [19] and [20] on the circle and divisor problems, respectively, were written in 1915 and 1916, respectively, years in which Ramanujan resided in Cambridge.
In [19] , Hardy related a beautiful identity of Ramanujan connected with r 2 (n), namely, for a, b > 0, [19, p. 283 
which is not given elsewhere in any of Ramanujan's published or unpublished work, and which is further evidence that Ramanujan and Hardy probably discussed the circle problem and likely the divisor problem as well. In [19] , [21, pp. 243-263 ], Hardy proved that
i.e., for every positive constant A, there exists a sequence (depending on A) {x n }, n ≥ 1, tending to ∞ such that |P (x n )| > A(x n log x n ) 1/4 , n ≥ 1. If (2.14) is differentiated with respect to b, and if we then let a tend to 0, we obtain an identity which was crucial for Hardy's proof of (2.15), and which had earlier been proved by Hardy in a paper written in 1908 [18, p. 373 We next present the two questionable claims on page 336 of [27] .
and let ζ(s) denote the Riemann zeta function. Then
Entry 2.4. Let σ s (n) and ζ(s) be as in the preceding entry. If α and β are positive numbers such that αβ = 4π 2 , then
Both formulas are easily seen to be false in general, because each contains divergent series. In Sections 6 and 7, we examine these two formulas. Formula (2.17) is especially intriguing because of its beautiful symmetry, because it appears to be a relation between Eisenstein series formally extended to the real line, and because it appears to be an analogue of the Poisson summation formula or a special instance of the Voronoï summation formula.
A first examination of (2.17) reminds us of the transformation formulas for Eisenstein series, when s is a positive odd integer. In [7] , Berndt derived modular transformation formulas for a large class of analytic Eisenstein series. Specializing Theorem 2 of [7] for r 1 = r 2 = 0 and the modular transformation T z = −1/z, for z ∈ H = {z : Im z > 0}, we find that, for any complex number s,
where ζ(s) denotes the Riemann zeta function. Here C is a loop beginning at +∞, proceeding to the left in H, encircling the origin in the positive direction so that u = 0 is the only zero of (e zu − 1)(e u − 1) lying "inside" the loop, and then returning to +∞ in the lower half-plane. We choose the branch of u s with 0 < arg u < 2π. Otherwise, outside the integrand, we choose the branch of log w such that −π ≤ arg w < π. Replacing s by s + 1 in (2.18) and slightly simplifying, we find that 
Omitting n, note that the product of the arguments in the exponentials in the two infinite series in (2.22) is equal to 4π
2 , in accordance with the condition αβ = 4π 2 prescribed by Ramanujan. The identity (2.22) is the closest true identity to Entry 2.4 that we can find.
A Failed Attempt to Prove Entry 2.2
In Section 2 we emphasized that there is numerical evidence that the double series in (2.10) is possibly divergent and that perhaps Ramanujan made a mistake and that minus signs should replace the plus signs in the pairs of Bessel functions appearing on the right-hand side of (2.10), so that the formula is more like that in (2.3) . In this section, we present an argument which, although involving an unjustified interchange of summation and integration, seems to provide evidence that Ramanujan did not make a mistake in signs. Lemma 3.1. As above, let J ν (z) denote the ordinary Bessel function of order ν, and let Y ν (z) denote the second solution of Bessel's differential equation of order ν, usually so denoted. Then
where b, c > 0 and −1 < Re ν < 1. 
Combining Lemmas 3.1 and 3.2, we deduce the next lemma.
Lemma 3.3. For brevity, set
Then, under the same notation and hypotheses as in Lemmas 3.1 and 3.2,
We now want to let ν → 1 − in (3.4). To do this, we need to examine the integrand in a neighborhood of the origin when ν = 1. First, from [17, p. 971, formula 8.444, no. 2], as z → 0,
where γ denotes Euler's constant. Secondly, from [17, p. 971, formula 8.446], as z → 0,
where I 1 (z) is the modified Bessel function of order 1, usually so denoted. (This notation conflicts with that in (2.9), but we shall not return to this modified Bessel function after the present argument.) Since 
, as z tends to 0. Thus, since Y ν and K ν are continuous functions of ν in a neighborhood of ν = 1, we can let ν tend to 1 − under the integral sign on the left-hand side of (3.4). We now examine the right-hand side of (3.4). The coefficient of Y ν/2 (A) on the right side is
It follows from an application of L'Hôspital's rule that
The coefficient of J ν/2 (A) on the right-hand side of (3.4) is
Another application of L'Hôspital's rule yields
In conclusion, letting ν approach 1 − in (3.4), employing (3.8) and (3.9), and using the wellknown representations [31, p. 64]
we deduce that
We now return to Ramanujan's notation (2.9), so that (3.10) takes the form given below.
where A is defined by (3.3).
We need the value of one further integral. For
respectively. Hence, for −1 < Re ν < 1,
Because I ν (x) is a continuous function of ν in a neighborhood of ν = 1, we can let ν → 1 in (3.12), and, with the use of L'Hôspital's rule, deduce the following lemma.
Lemma 3.5. We have
We require two well-known Fourier series, which can be found in the tables of Gradshteyn and Ryzhik [17, p. 
As indicated in Section 2, numerical calculations appear to indicate that perhaps an unknown function, say, G(θ), needs to be inserted into (2.10) in order to obtain a valid identity.
We are now ready to state a possibly corrected version of Ramanujan's second formula, Entry 2.2, which we, at this point, optimistically label a theorem.
Theorem 3.8. Let F (x) be defined by (2.2), and let I 1 (z) be defined by (2.9). Suppose that an appropriate function G(θ) exists such that (3.14)
Then, for x > 0 and 0 < θ < 1,
Proof. (incomplete) We calculate the Fourier cosine series of
where, for j ≥ 0,
We first calculate a 0 . To that end, by (3.14) and the assumption that changing the order of summation and integration below is justified,
On the far right side above, write the integral of the sum of the two functions in the integrands as the sum of the integrals of the functions taken individually. In the first integral, make the change of variable u = 4π m(n + θ)x, and in the second, set u = 4π m(n + 1 − θ)x. Hence,
upon the use of Lemma 3.5.
Next, for j ≥ 1, by (3.14) , assuming that we can invert the order of integration and summation below, we find that
As above, we write the integral on the far right side above as a sum of two integrals and make the same changes of variables as we did in the calculation of a 0 . For brevity below, set
Accordingly, we find that
We now apply Lemma 3.4 above with c = 1 and b = α m , as given in (3.19) . Recall that A is given by (3.3), and so α m A = 1 8 . Hence, also using Lemma 3.6, we find that
At last, putting (3.18) and (3.21) into (3.17) and employing Lemma 3.7, we deduce that
A simple rearrangement of (3.22) shows that it is equivalent to (2.10). The justification of the inversion of double summation and integration at the beginning of the proof is a consequence of our calculations in (3.20) and (3.21), which yield a boundedly convergent series. Thus, the proof is complete.
4. A Connection of (2.10) with Voronoï's Formula (2.13)
As indicated in Section 2, we now make firm the connection between the two formulas heading this section in the following theorem.
where γ denotes Euler's constant.
Proof. First observe that, by writing n = mk, we can rewrite (2.13) in the form
From the right-hand side of (2.10), 
Combining (4.3) with (4.4), substituting the results in (2.10), and simplifying, we deduce (4.1) to complete the proof.
Evidence for Divergence
We begin our investigation into the behavior of (2.10) by carrying out numerical computations to check for both convergence of the double series as well as for agreement of the left-and righthand sides. Define
The computations were done on Pari-GP version 2.3.1, computed with a real-precision of 19 digits and checked at a precision of 28 digits. Our results are summarized in Tables 1 and 2 . Table 1 shows that although the values of R(x, θ, M, N ) are somewhat close to the value of L(x, θ) (to one significant digit), they do not seem to stabilize as we increase the upper limits on the partial sums, even after summing tens of thousands of terms. These results cast doubt on whether the right-hand side of (2.10) is indeed correct, or even converges. Our next plan of attack, given the evidence from the Fourier analysis, is to try to determine the behavior of the missing function of θ, if it exists. To that end, we computed the partial sums at several values of θ, M , and N , and noted the differences between the two sides of (2.10) (see Table 2 ). The data suggest that the difference L − R is not necessarily stable as we increase the number of summands, and that if such a function of θ exists, it has a singularity at θ = 0. It may be possible to obtain more insightful results if we carried the calculations further, but evaluations of sums of Bessel functions are computationally expensive, especially for two-dimensional sums.
We now examine the convergence properties of (2.10). The asymptotic formulas (2.11) and (2.12) allow us to reduce our analysis to a double sum involving the sine function, given by the following easily proved theorem.
Theorem 5.1. For 0 < θ < 1 and x > 0, the sum
converges if and only if the sum
converges. Suppose that minus signs separated the Bessel functions on the right-hand side of (2.10). The same analysis shows that
converges. Analogous theorems are easily proved for the corresponding sums with the reverse order of summation, as well as for the right-hand side of (2.3), with sine replaced by cosine. Since trigonometric functions can be evaluated much more efficiently than Bessel functions, we can compute the sums (5.2) and (5.4) to many more terms than we could for R(x, θ, M, N ). Define Table 3 ). Recall that Berndt and Zaharescu [14] proved that C − converges if we let M → ∞ first. Table 3 shows that in all three cases, for fixed M , increasing N does not significantly change the value of the sum. On the other hand, when N is fixed and Table 2 x M increases, we see that the value of the sum fluctuates, although S − appears to be more stable than S + . In fact, aside from the strange evaluation at M = 1000, S − seems to be convergent as M and N become large. However, these calculations do not necessarily indicate that S + is not convergent. Indeed, we know that C − is convergent, and the fluctuations of the values of S + do not seem much different from those of C − . The apparent behavior of these sums as we increase M and N do provide hints for attacking the convergence problem. We see that the main contributions for the sums come from the index m, and increasing the value of N for any fixed M has little effect on the value of the sums. Therefore, we expect that the sum indexed by n would be small and easier to handle. Thus, it may be instructive to attempt to prove convergence of (2.10) with the order of summation reversed, as was done for (2.3) in [14] .
First Attempts to Find Meanings for Entries 2.4 and 2.3
Our first attempts to prove Entries 2.4 and 2.3 depend upon the Voronoï summation formula. We only briefly sketch the background and hypotheses needed for the statement of the Voronoï summation formula. For complete details, see the papers [4] , [5] , [6] , and [15] . Table 3 x Let s = σ + it, with σ and t real, and let
be two Dirichlet series with abscissas of absolute convergence σ a and σ * a , respectively. Let r > 0, and suppose that φ(s) and ψ(s) satisfy a functional equation of the type
For such arithmetical functions, K. Chandrasekharan and R. Narasimhan [15] and Berndt [4] , [5] have established theorems providing representations for the Riesz sum
where q > 2σ * a − r − 1 2 , x > 0, and the prime indicates that if q = 0 and λ n = x for some positive integer n, a(n) is to be multiplied by where C q is a simple closed curve(s) containing the integrand's poles on its interior. Set Q(x) := Q 0 (x). The Voronoï summation formula in its original form with a(n) = d(n), where d(n) denotes the number of positive divisors of the positive integer n, was first proved by M. G. Voronoï in 1904 [30] . Since then "Voronoï summation formulas" have been established for a variety of arithmetical functions under various hypotheses. In particular, Berndt [6] established various versions of the Voronoï summation formula, including the following theorem from [6, p. 142, Thm. 1], where several references to the literature on Voronoï summation formulas can be found.
where, as above, the prime on the summation sign on the left-hand side indicates that if x = λ n , for some integer n, then only This is the simplest theorem of this sort. The two applications that we make of Theorem 6.1 are formal in the sense that there are no versions of the Voronoï summation formula that would ensure the validity of our applications; indeed, as we remarked above, both (2.16) and (2.17) contain divergent series. We think that Ramanujan likely discovered some version of the Voronoï summation formula for a(n) = σ k (n), but he apparently had neither established a precise version nor conditions for its validity. We next see how Ramanujan might have been led to the two entries above.
In order to avoid possible confusion, we are going to replace s by k in our attempts to prove (2.16) and (2.17). It is well-known and easy to prove that, for any real number k,
Then with the use of the functional equation (2.20) for ζ(s), it is not difficult to show that [15, p. 17] , if k is an odd integer,
Thus, in the settings (6.1) and (6.5), we have
Furthermore, Q(x) is the sum of the residues of we find that
It follows that (6.9)
We first examine (2.17). In our formal application of (6.3), we clearly should set a = 0, x = ∞, and f (t) = sin(αt/(2π)). In order to apply (6.3), we need to employ the integral evaluation [17, p. 773, formula 6.728, no. 5] (6.10)
Hence, using (6.10), we find that
2 . The preliminary details have been dispensed, and we are now ready to apply the Voronoï summation formula (6.3). Using the calculations (6.9) and (6.11) and the parameters defined above, we formally find that
Thus, if we replace s by k in (2.17) and assume that k is an odd integer, then (6.12) is as close as we can get in our efforts to formally derive (2.17) . Note that on the right side of (6.12) a minus sign appears, in contrast to the right side of (2.17), and that a divergent integral appears on the right-hand side of (6.12), in place of the expressions involving the Riemann zeta function appearing in (2.17).
We now turn to (2.16), and once more we make an application of the Voronoï summation formula. Note that the series on the right-hand side of (2.16) does not converge for any real value of s, since σ s (n) ≥ n s . Also note that for x sufficiently large and for σ > −k−1/2 , under the same conditions (6.6) and (6.7) as in our previous application. When k is an odd positive integer, we are thus led to evaluate
where we have used (6.13) with a = √ xe πi/4 , b = 2 √ µ n , and ν = k. Using (6.13) once again, but now with a = √ xe −πi/4 , we find by a similar calculation that
Employing (6.14) and (6.15), recalling (6.6) and (6.7), and remembering that k is an odd positive integer, we find that the right-hand side of (6.3) becomes
Finally, using the calculation above in (6.3) and employing also (6.9), we conclude that
which should be compared with (2.16) . Observe that the integral on the right-hand side of (6.16) diverges, although it can be subdivided into two improper integrals, one of which converges and is elementary, and the other of which diverges.
Second Attempts to Find Meanings for Entries 2.4 and 2.3
In this section, we use Mellin transforms in our attempts to find meaningful interpretations for Entries 2.4 and 2.3. We record some preliminary notation and results that are needed. The residue of a meromorphic function f (z) at a pole z = z 0 is denoted by
where the identification of the function f is deleted if its definition is clear. For −1 < Re z = c < 1, we need the Mellin transforms [16, p. 317, formula (1)] 
3)
When s = σ + it, with σ and t both real, we need Stirling's formula for Γ(s) in a vertical strip, namely [17, p. 945, formula 8.328, no. 1], 
We examine (2.17) first and emphasize that our goal is to replace the divergent series that appear in this formula by convergent series or integrals. Thus, our procedures will be formal. Using (7.2) and (6.4), we find that 
Applying the two identities 
since 4π 2 = αβ. From (7.4) and (7.6), we see that J converges while K diverges. We consider two cases.
CASE 1: Assume that −1 < c < 0, −1 < Re s < 2, and c < Re s. First, we examine J. Let −Re s − 1 < d < −Re s. If we move the line of integration from u = 1 − c to u = d, then the poles of the integrand of J lying between these two lines are u = 1, 1 − s, 0, −s. Thus, using (7.4) and (7.6) to justify shifting the line of integration, we find, from (7.12) , that
where (7.14)
Since, by (6.8), (2.20) , and (7.5),
we find from (7.14) that
Using (7.19 ) and (7.13) in (7.11), multiplying both sides of (7.11) by α (s+1)/2 , and once again using the condition αβ = 4π 2 , we conclude that (7.20) where K is defined by (7.13).
CASE 2: Now assume that 0 < c < 1, −1 < Re s < 1, and Re s < c < Re s + 1. Let b 1 be a real number with −1 < b 1 < 0 and −1 < b 1 < −Re s. Then, the poles of the integrand of J that exist between the two lines u = 1 − c and u = b 1 are u = −s, 0. Thus, shifting the line of integration with the aid of (7.4) and (7.6), and using (7.17) and (7.18), we find that
where
Let b 2 be a real number with 1 < b 2 < 2 and 1 − Re s < b 2 < 2. Then, the poles of the integrand of J that exist between the two lines u = 1 − c and u = b 2 are u = 1, 1 − s. Thus, shifting the line of integration with the aid of (7.4) and (7.6), and using (7.15) and (7.16), we find that
Combining the two representations (7.21) and (7.22) of J, we deduce that
Since −1 < Re(u + s) < 1, we can use (7.7) in (7.13) to deduce that (7.24)
Now return to (7.11), multiply both sides of (7.11) by 2α (s+1)/2 , and use (7.23) and (7.24) in (7.11) to conclude that
In summary, we observe that both (7.20) and (7.25) are "very close" to (2.17) . Unfortunately, the signs of the divergent series on the right-hand sides of (7.20) and (7.25) do not agree with that in (2.17) . It is also unfortunate that Mellin transforms appear in both (7.20) and (7.25) , although, on the other hand, the integrals are indeed convergent.
Next, we examine Entry 2.4. By (7.3), (7.2), and (6.4), for c > 0, c − , and x > 0,
Re s+ 1 2 −c+i∞
Next, let w := 1 − v. Then, using (2.20), (7.9) , and (7.10) and arguing as we did above in the "proof" of Entry 2.4, we find that 
Generally, we assume that −2 < Re s < 2 and that 0 < c < 
n, we find that
Let r 1 be a real number with r 1 < −Re s and −2 < r 1 < 0. We first move the line of integration from w = c − Re s − 1 2 to w = r 1 and use (7.31) and (7.32) to find that
2 πw dw. Secondly, let k 1 be a real number with 1 − Re s < k 1 and 1 < k 1 < 2. If we move the line of integration of K to w = k 1 , observe that the residues of the integrand of K at the poles w = 1 − s, 1 are the same as those of the integrand of J, and use the residues (7.33), (7.30) , and (7.34), we deduce that 
by (6.4). Finally, using (7.26), (7.27), (7.28), (7.29), (7.35), and (7.36), we conclude that
Entry 2.3 should now be compared with (7.37). At the beginning of our derivation of (7.37), we imposed conditions on c and Re s. We could impose different restrictions on c and Re s and derive formulas similar to (7.37), but we refrain from doing so here. For example, if c > 1 2 and 0 < c + 1 2 − Re s < 1, then we can deduce the same result (7.37) once again.
Further Questionable Claims in the Lost Notebook
Recall the familiar notation from the theory of q-series. Let (a; q) 0 := 1. If n is a positive integer, set
On page 4 in his lost notebook [27] , Ramanujan offers three formulas containing divergent q-series. We record two of them.
Since the first series on the right-hand side of (8.2) is divergent, the proposed identity has no meaning at present. However, as was noted in [1, p. 37], 
Entry 8.2. We have Since the series on the left-hand side of (8.4) does not converge, at present, this claim is also meaningless. We provide a similar meaningful interpretation of this questionable entry.
Putting a = 1 and replacing q by q 3 in (8.3), we can show that (8.4) to be expressed in a correct form. Complete details may be found in the paper by Berndt and S. H. Chan [13] .
Certainly, Ramanujan was aware that the divergent series in (8.1) and (8.4) are indeed divergent. We cannot ascertain if our interpretations of his divergent series are what Ramanujan had in mind, but since our versions do yield correct identities, we think that our interpretations are those intended by Ramanujan. Furthermore, as noted in [2] , the corrected version of (8.1) resembles another identity on page 8 in Ramanujan's lost notebook. Also, the proof of (8.5) is relatively simple. We are unaware of a statement of Watson's q-analogue of Whipple's theorem in Ramanujan's writings. However, he doubtless knew of it or, at least, of several corollaries or special cases of it. See, for example, Entry 7 of Chapter 15 in Ramanujan's second notebook [26] , [9, p. 16] , where a four-parameter corollary of Watson's theorem is stated.
We lastly consider an entry, where, indeed, Ramanujan did make a mistake. Published with Ramanujan's lost notebook [27, pp. 318-321 ] is a four-page, handwritten fragment on infinite series. Partial fraction expansions, the Riemann zeta-function ζ(s), divisor sums, Bernoulli numbers, and Euler numbers are featured in the formulas in this four-page manuscript. On page 318, prior to the incorrect entry, Ramanujan writes, "By the theory of residues it can be shown that". We think that Ramanujan implied that he used the calculus of residues to calculate the partial fraction decomposition that followed. Indeed, a formal application of the residue theorem would give the partial fraction decomposition that he claimed. However, for his deduction to be correct, he would need to apply the Mittag-Leffler Theorem, which unfortunately cannot be applied in this situation! We first state the incorrect expansion and then offer a correct version. Ramanujan used n to denote a complex variable; we replace it with a more natural notation w. (21) (21), Ramanujan recorded several corollaries arising from his (incorrect) partial fraction decomposition. All of the corollaries are indeed correct, but two of them do not follow from his partial fraction expansion; they do follow from the corrected version (8.7). Ramanujan undoubtedly had been familiar with these corollaries and almost certainly had derived them by other methods. Realizing that these results should be easy deductions of his expansion, he incorrectly assumed that they could be so derived and evidently did not work out the details. It is interesting that the same incorrect partial fraction expansion occurs in Entry 19(i) of Chapter 14 of his second notebook [26] , [8, p. 271] , where it was derived by a different method, namely a general elementary theorem, Entry 18 of Chapter 14 [26] , [8, pp. 267-268] . For a detailed discussion of this four-page manuscript, see [10] .
We have concentrated on some questionable formulas for which the corrections (if possible) or the proper interpretations have yet to be made. Furthermore, some formulas in the lost notebook contain errors that are a bit more serious than mere misprints, but which we have been able to correct. [11] , [3, Chapter 9] , respectively. Most of the values in each table are missing, but it is clear that Ramanujan could have completed the tables; he was just running out of time, and there were other theorems to record and establish before he died. Ramanujan's widow, Janaki, told one of the present authors (BCB) in 1987 that her husband worked on mathematics, or in her words, he was "doing his sums," up until four days before he died, when "the pain was too great." With increasing pain and diminishing strength, Ramanujan can be forgiven for leaving us some incomplete or questionable formulas before he died.
