trying to achieve higher level activity recognition or abnormal event detection functions, and efficient visualization.
A critical issue in surveillance of people is the assignment of broken trajectory segments during the tracking process, that are usually produced by frequent occlusions between the people in the scene, or simply by the fact that the pedestrians may temporarily leave the field of view (FoV). People reidentification [2] requires the extraction of biometric descriptors, which in our case may be weak features, since we are focusing on a relatively small number of people (i.e., we are not trying to identify specific people from large databases). On the other hand, in our scenarios, the people are noncooperative, and they have to be recognized during their natural behavior, and the process should be (nearly) real time.
Gait as a biometric feature has been extensively examined in recent decades [3] [4] [5] , since psychological experiments already proved in the 1960s that many people can efficiently recognize their acquaintances based on the way they walk [6] . A video-based gait recognition module may be integrated into surveillance systems in a straightforward way, since it does not need additional instrumentation, and it does not require the people to have contact with any special equipment: they may naturally walk in the FoV of the cameras. Although several studies on gait-based person identification have been published in the literature (see Section I-A for an overview), most existing techniques have been validated in strongly controlled environments, where the gait prints of the test subjects have been independently recorded one after another, and the assignment has been conducted as an offline process. On the other hand, in a realistic surveillance scenario, the gait features should be observed in an arbitrary wild (urban or natural) scene, where multiple pedestrians are concurrently present in the field, and they may partially occlude each other. To preserve the online analyzing capabilities of the system, the person assignment should also be performed during the action, where the relative frequency of newly appearing and reappearing people is arbitrary and unknown.
Apart from person identification, further challenges in 4D scenes are related to the need for efficient visualization of the measurements. By simultaneously displaying different camera views, the observers may monitor large environments, where objects occluded in certain views may be analyzed from other viewpoints. However, the efficiency of such a configuration quickly deteriorates with the increase of displays providing unstructured scene information, which is hard to follow for human operators. Obtaining realistic 4D video flows of real-world scenarios may result in a significantly improved visual experience for the observer compared with watching conventional video streams, since a reconstructed 4D scene can be viewed and analyzed from an arbitrary viewpoint and virtually modified by the user. Although there exist stereo vision-based solutions for capturing and reconstructing dynamic outdoor scenes, such as [7] , they are not fully automatic and they are extremely computation-intensive.
The integrated 4D (i4D) vision and visualization system proposed in [8] offers a reconstruction framework for dynamic 3D scenarios by integrating two different types of data: outdoor 4D point cloud sequences recorded by a rotating multibeam (RMB) Lidar sensor, and 4D models of moving actors obtained in an indoor 4D reconstruction studio [9] in advance (offline). The system is able to automatically detect and track multiple moving pedestrians in the field of interest, and it provides as an output a geometrically reconstructed and textured scene with moving 4D studio avatars, which follow in real time the trajectories of the observed pedestrians. As shown in the workflow of Fig. 1 , the RMB Lidar sensor monitors the scene from a fixed position and provides a dynamic point cloud sequence. The measurement is processed to build a 3D model of the static part of the scene and detect and track the moving people. Each pedestrian is represented by a sparse, moving point cluster and a trajectory. A sparse cluster is then replaced with an avatar created in a 4D studio [9] . Finally, the i4D scene model can be displayed from an arbitrary user viewpoint.
The basic i4D system [8] had a few notable limitations. First, only a short time tracking process was implemented; therefore, after loosing the trajectories, the reappearing people were always marked as new persons. This reidentification issue has been partially addressed in [10] , based on Lidar-based weak biometric identifiers featuring the measured height and the intensity histogram of the people's point cloud segments. However, the previous two descriptors may confuse the targets, if their heights and clothes are similar. The vertical resolution of an RMB Lidar sensor is quite low (0.4°in the case of the Velodyne HDL 64-E sensor applied in [10] ), which means that one needs a height difference of at least 6-8 cm between two people for reliable discrimination. Another problem is that the intensity channel of the considered sensor is not calibrated, i.e., the measured intensity values are not necessarily characteristic for a given clothing material, and they may depend on the sensor's distance and the view angle.
The second limitation of the system [8] was that although the avatars followed the real person trajectories, always turning according to the trajectories' tangents, the animated leg movements were not synchronized with the real walk cycles. The step cycles recorded in the 4D studio were simply repeated continuously disregarding the step frequency and phase information, having a distracting visual impact. Therefore, gait analysis may also contribute to the improvement of the existing animation framework, by continuously extracting actual gait phases from the Lidar measurements and using the extracted phase information for realistic animation of the walking models. The contributions of this paper focus in part on overcoming the above-mentioned limitations, by supporting the reidentification and animation steps of the system with gait-based features.
A third limitation of [8] that we try to overcome in this paper is that previously only "normal" walking scenarios were considered. However, in a real surveillance environment, one should expect to observe various activities, such as people making phone calls, bending, checking their watches, waving their hands, and so on. Since in the 4D studio, the previously mentioned motion templates can be recorded in a straightforward way for the free-viewpoint video output, the main challenge here is to implement an automatic activity recognition module based on the Lidar point cloud sequence.
A. Related Work in Gait Analysis
In this section, we give an overview on the existing visual gait analysis and recognition techniques from the literature, focusing on their connections to our measurement scenarios.
Several methods tackle the detection problem on videos of monocular optical cameras. Since we can only assume the subjects' side view visibility in very specific environments [11] , [12] , a key research issue is to find a view invariant representation of the extracted gait features. Among various approaches, a view transformation model using a multilayer perceptron (MLP) is introduced in [13] , while the gait energy image (GEI) representation has been adopted in [14] and [15] . A new dimensionality reduction technique is presented for the average silhouettes in [16] . Patch distribution features are built on the GEI representation in [17] and [18] . A new image-to-class distance metric was proposed in [19] to enable efficient comparison of different gait patterns. Kale et al. [20] perform spatio-temporal silhouette print (SP) comparison via the dynamic time warping (DTW) signal processing algorithm, and features from simple silhouette averaging are utilized in [21] . A number of techniques transform the objects into a canonical shape representation [22] , [23] . All the above methods aim to maximize the detection performance for different public multiview gait databases [24] , such as the CASIA Gait data set [25] , the USF database [26] , and the CMU Motion of Body (MoBo) database [27] . Although these data sets contain motion sequences of many pedestrians from different viewpoints for cross view validation, they are recorded in strongly controlled indoor or outdoor environments in terms of illumination, background surfaces, and background motions. In addition, the test subjects follow fixed trajectories [26] or walk on a treadmill [27] , conditions which impose significant restrictions versus real surveillance scenarios, where the targets may move arbitrarily. The HID-UMD database [28] contains walk videos captured in more general outdoor environments, with various view angles, camera distances, and background parameters. However, similarly to the other mentioned data sets, the pedestrians are walking alone in each video sequence, a constraint which makes high-quality silhouette extraction a feasible task. On the other hand, in real dynamic scenes with a large FoV, we must expect multiple freely walking pedestrians, possibly occluding each other; therefore, the critical silhouette extraction step might become a bottleneck for the whole process. Problems caused by occlusions can be partially handled by information fusion of different views [29] ; however, this approach requires a carefully positioned and calibrated multicamera system, making quick temporary installation difficult for applications monitoring ad hoc or special events.
A possible option for obtaining depth information from the scene is using stereo cameras or time-of-flight technologies. Cheap Kinect sensors have been investigated for gait analysis in a number of works [30] [31] [32] , and a corresponding gait database has already been published [33] for reference. However, Kinects are still less efficient for applications for real-life outdoor scenarios due to their small FoV and range (resolvable depth is between 0.8 and 4 m), and the low-quality outdoor performance of the sensor, especially in direct sunlight. A 2D laser range scanner has been used to measure gait characteristic in [34] and [35] ; however, due to its 2D nature, the scanner is not able to perform object classification, and it cannot oversee large scenes with multiple objects either.
Velodyne's RMB Lidar sensor is able to provide point cloud sequences from large outdoor scenes with a frame rate of 15 Hz, with a 360°FoV, and produces point clouds with approximately 65k points/frame with a maximum radius of 120 m. The RMB Lidar sensor does not need any installation or calibration after being placed into a new environment. However, the spatial density of the point cloud is quite sparse, showing a significant drop in the sampling density at larger distances from the sensor, and we can also see a ring pattern with points in the same ring much closer to each other than points of different rings. According to our measurements, the size of a point cloud associated to a person in a courtyard with a radius of 10-20 m varies between 0.18 and 0.5k points, which is two orders of magnitude smaller than the figures of Kinect (10-20k points/person), and also significantly lower than the density of the stereo camera measurements from [36] .
B. Contributions of This Paper
In this paper, we investigate the possibility of using an RMB Lidar sensor (specifically, the Velodyne HDL 64-E) for visual gait analysis and activity recognition, supporting pedestrian reidentification and 4D visualization tasks in realistic surveillance environments. Although pedestrian detection and tracking tasks have already been conducted on RMB Lidar measurements [10] , [37] , to the best of our knowledge, our research [38] , [39] has been the first attempt to involve such sensors in gait recognition. Due to the low spatial resolution of the sensor, and the presence of partially incomplete pedestrian shapes due to various occlusion effects, we decided to follow a model-free approach, in contrast to model-based methods [40] [41] [42] , which fit structural body part models to the detected objects and extract various joint angles or body segment length parameters. For example, Kwolek et al. [41] used particle swarm optimization for model fitting based on the edge distance map, which definitely requires high-quality silhouettes. On the contrary, our main efforts focus on noise tolerant robust extraction of the descriptors and the integration of the efficient fusion of the gait parameters with other feature modalities.
II. LIDAR-BASED SURVEILLANCE FRAMEWORK
The main steps of the processing pipeline are demonstrated in Fig. 1 . The RMB Lidar records 360°range data sequences of irregular point clouds [ Fig. 1(b) ]. To separate dynamic foreground from static background in a range data sequence, a probabilistic approach [43] is applied. To ensure real-time operation, we project the irregular point cloud to a cylinder surface, yielding a depth image on a regular lattice, and perform the segmentation in the 2D range image domain. We model the statistics of the range values observed at each pixel position as a mixture of Gaussians and update the parameters similarly to the standard approach [44] . The background is modeled by the Gaussian components with the highest weight values in the mixture, and outlier detection enables the extraction of the possible motion regions. However, by adopting the above scheme, we must expect several spurious effects, caused by the quantization error of the discretized view angle and background flickering, e.g., due to vegetation motion. These effects are significantly decreased by a dynamic Markov random field (MRF) model [43] , which describes the background and foreground classes by both spatial and temporal features. Since the MRF model is defined in the range image space, the 2D image segmentation must be followed by a 3D point classification step by resolving the ambiguities of the 3D-2D mapping with local spatial filtering. Using a contextual foreground model, we remove a large part of the irrelevant background motion, which is mainly caused by moving tree crowns. A sample frame for the result of foreground detection is shown in Fig. 1(c) .
The next step is pedestrian detection and tracking. The input of this component is the RMB Lidar point cloud sequence, where each point is marked with a segmentation label of foreground or background, while the output consists of clusters of foreground regions, so that the points corresponding to the same object receive the same label over the sequence [ Fig. 1 
First, the point cloud regions classified as foreground are clustered to obtain separate blobs for each moving person candidate. A regular lattice is fit to the ground plane, and the foreground regions are projected onto this lattice. Morphological filters are applied in the image plane to obtain spatially connected blobs for different persons. Then, the system extracts appropriately sized connected components that satisfy area constraints determined by lower and higher thresholds. The center of each extracted blob is considered as a candidate for foot position in the ground plane. Note that connected pedestrian shapes may be merged into one blob, while blobs of partially occluded persons may be missed or broken into several parts. Instead of proposing various heuristic rules to eliminate these artifacts at the level of the individual time frames, a robust multitracking module has been developed, which efficiently handles the problems at the sequence level.
The pedestrian tracking module combines short-term assignment (STA) and long-term assignment (LTA) steps. The STA part attempts to match each actually detected object candidate with the current object trajectories maintained by the tracker, by purely considering the projected 2D centroid positions of the target. The STA process should also be able to continue a given trajectory if the detector misses the concerning object for a few frames due to occlusion. In these cases, the temporal discontinuities of the tracks must be filled with estimated position values. On the other hand, the LTA module is responsible for extracting discriminative features for the reidentification of objects lost by STA due to occlusion in many consecutive frames or leaving the FoV. For this reason, lost objects are registered to an archived object list, which is periodically checked by the LTA process. LTA must also recognize when a new, previously not registered person appears in the scene. Finally, we generate a 2D trajectory of each pedestrian. Even with applying Kalman filtering, the extracted 2D raw object tracks proved to be quite noisy; therefore, we applied an 80% compression of the curves in the Fourier descriptor space [45] , which yielded the smoothed tracks displayed in Fig. 1(e) .
III. LIDAR-BASED GAIT ANALYSIS
In the proposed framework, the main goal of gait investigation is to support the LTA process of the tracking module. To fulfill the requirements of real surveillance systems, we need to extract unique biometric features online during the multitarget tracking process from the measurement sequence.
For gait analysis, we focus on 2D silhouette-based approaches, which are considered quite robust against low resolution and partial occlusion artifacts, due to capturing information from the whole body. The first step is projecting the 3D points of a person in the RMB Lidar point cloud to an appropriately selected image plane. Since the FoV of the Velodyne sensor is circular, a straightforward projection plane could be taken at a given ground position as the local tangent of the circle around the sensor location [see Fig. 3(a) ]. However, this choice would not ensure viewpoint invariant features as the silhouette's orientation may be arbitrary. Instead, we interpolate the side view projections of the 3D human silhouettes, by exploiting the assumption that people mostly walk forward in the scene, turning toward the tangent direction of the trajectory. At each time frame, we project that the point cloud segment of each person to the plane, which intersects the actual ground position, is perpendicular to the local ground plane, and it is parallel to the local tangent vector of the Fourier-smoothed trajectory from the top view [ Figs. 2 and 3(b) ].
The projected point cloud consists of a number of separated points in the image plane, which can be transformed into connected 2D foreground regions by morphological operations. In Fig. 4(a) and (b), we can compare a (spatially) downscaled silhouette from the CMU (MoBo) Database [27] , and a quite clean silhouette provided by our system. We can see that due to the morphological dilation kernels, the Lidarbased masks retain much less detail of the object contour, but the shape is clearly observable at a coarse scale. In addition, a main advantage of the Lidar technology is that the laser measurement is directly obtained in the 3D Euclidean coordinate space, without perspective distortion and scaling effects; thus, the projected silhouettes may be also compared without rescaling. However, the density of the point cloud representing a given person is significantly lower at a larger distance from the sensor, yielding silhouettes that have discontinuities, as demonstrated in Fig. 4(c) . Further challenging samples can be observed in Fig. 5 , which shows a snapshot from a five-person-sequence with the actually extracted silhouette masks. First, the silhouettes of Persons 2 and 4 are disconnected, since they are far away from the sensor. Second, for people walking toward the sensor, the 2.5D measurement provides a frontal or back view, where the legs may be partially occluded by each other (see Person 5) . Third, some silhouette parts may be occluded by other people or field objects in a realistic surveillance scene (see Person 2) .
In Sections III-A-III-D, we analyze various features for gait-based person reidentification in the projected personimage sequences. For comparison, we implemented four different model-free silhouette or range image-based approaches in our Lidar-based surveillance framework. The first three techniques are Lidar-focused modifications of the state-ofthe-art approaches, proposed earlier for standard optical and Kinect data, while the fourth method is an improvement of our model from [38] . By each selected method, we had to explore first whether their expected input feature maps can be derived from the RMB Lidar streams. Usually, the adoptions did not proved to be straightforward, and we experienced that the above-mentioned limitations of silhouette extraction (especially occlusion and low resolution) significantly affected the performance.
A. Silhouette Print
Kale et al. [20] used the width of the outer contour of a binarized silhouette as the basic feature. In this method, a bounding box is placed around the extracted silhouette patch, which is divided into D equal box-parts along the vertical axis. Then, the width of the silhouette is stored in each box-part, yielding a D-dimensional (used D = 20) width vector at a given time frame [ Fig. 6(a) ]. The width vectors of consecutive frames are combined into an image called SP image, which is visualized in Fig. 6 , in which brighter pixels refer to larger values of the width vectors. Similarities between the prints are calculated using the DTW algorithm [20] .
Before starting the evaluation in our Lidar data set, we validated our implementation on the original CMU MoBo [27] (optical) database, and reproduced similar efficient results to [20] . Thereafter, the adaptation of the method to the more challenging Lidar scene has been straightforward: we generated five prints for every person for gallery (training) data, and during the reidentification step, we have chosen the person, whose galleries showed in average the lowest DTW distance from the current probe (test) data.
B. Depth Gradient Histogram Energy Image
The Depth Gradient Histogram Energy Image (DGHEI) technique was proposed for gait recognition in Kinect sensor data [32] . Instead of binarized silhouettes, the inputs Fig. 7 . Feature maps of (a) DGHEI [32] and (b) CGCI [30] on Lidar data.
of DGHEI are depth images derived from the 2.5D measurements. Depth gradients are calculated with histogram binning, and the histogram bins are averaged for full gait cycles. Principal component analysis (PCA) and multiple discriminant analysis (MDA) are used for dimension reduction, and a nearest neighbor classifier for classification. We have implemented this workflow for the RMB sensor measurements: a sample depth image and the corresponding DGHEI feature map are shown in Fig. 7(a) .
C. Color Gait Curvature Image
The Color Gait Curvature Image (CGCI) approach has also been introduced for Kinect point clouds [30] . This technique uses three 2.5D gait features: Gaussian curvature, mean curvature, and local point density, which are combined into a threechannel descriptor map, shown in Fig. 7(b) . Then, 2D discrete cosine transform and 2D-PCA steps are applied to the feature channels separately. Classification is performed by calculating a weighted sum of the absolute differences of the three feature components.
D. Proposed Gait Energy Image-Based Approach
In our proposed model, we adopt the idea of GEI-based person recognition to the Lidar surveillance environment. The original GEI approach was introduced by Han and Bhanu in 2006 [14] for conventional optical video sequences. GEIs are derived by averaging the binary person silhouettes over the gait cycles
where B t (x, y) ∈ {0, 1} is the (binary) silhouette value of pixel (x, y) on time frame t, and G(x, y) ∈ [0, 1] is the (rational) GEI value. In [14] , a person was represented by a set of different GEI images corresponding to the different observed gait cycles, which were compressed by PCA and MDA. Thereafter, person recognition was achieved by comparing the gallery (training) and probe (test) features.
In our environment, a number of key differences had to be implemented compared with the reference model [14] , leading to a new descriptor that we call Lidar-based GEI (LGEI). The first key contribution is that since the RMB Lidar measurement sequences have a significantly lower temporal resolution (15 frames/s) than the standard video flows (≥25 frames/s), samples from a single gait cycle provide too sparse information. For this reason, we do not separate the individual gait cycles before gait print generation, but we select k (used k = 100) random seed frames from each person's recorded observation sequence instead, and for each seed, we average the l consecutive frames (used l = 60) to obtain a given LGEI (see samples in Fig. 8 ). This way, k LGEIs are generated for each individual, and to enable later data compression, global PCA and MDA transforms are calculated for the whole data set.
The second key difference is that instead of following the direct GEI-set-based person representation and vector comparison of [14] , we propose here a neural network-based approach. Similarly to [46] , we have chosen to use a committee of an MLP and a convolutional neural network (CNN), both having N outputs, where N is equal to the number of people in the training scenario. The dominant 35 PCA and 5 MDA components of the LGEIs are used to train an MLP for each person, while the CNN inputs are the raw 2D LGEIs. We used tanh activation functions whose output is in the [−1, 1] domain. Thus, for a training sample of the i th person, the i th network's prescribed output value is 1, while the remaining outputs are −1.
In the person recognition phase, we generate probe LGEIs for each detected and tracked subject: we start from a random seed frame of the sequence and average the upcoming l consecutive silhouettes. For reducing further artifacts caused by frequent occlusions, we also developed a frame selection algorithm for our LGEI-based approach. A binary mask is created by summing and thresholding the consecutive silhouettes for every person [ Fig. 9(a) ]. For every silhouette, we calculate its internal and external areas with respect to the mask. If the internal area is less than 40% of the mask's area [ Fig. 9(b) ] or the external area is more than 30% of the mask's area [ Fig. 9(c) ], the frame is discarded from the LGEI calculation. As a result, several irrelevant frames get dropped and do not compromise the LGEI calculation. An example for a kept silhouette frame is shown in Fig. 9(d) . Note that the above sample collection scheme is not effected by prior gait cycle estimation in contrast with [14] .
IV. ACTION RECOGNITION
While in Section III we analyzed gait as biometric feature during normal walk, the analysis can lead to wrong results if the input sequence does not only contain forward-walking people, but other actions as well. On the other hand, the recognition of various actions can provide valuable information in surveillance systems. The main goal of this section is to propose features for recognizing selected-usually rarely occurring-activities in the Lidar surveillance framework, which can be used for generating automatic warnings in the case of specific events, and removing various "nonwalk" segments from the training/test data of the gait recognition module.
In the literature, one can find a number of activity recognition approaches based on image sequences, point clouds, or depth maps, where occupancy patterns are calculated [47] or different features are extracted, such as spatio-temporal context distribution of interest points [48] , histogram of oriented principal components [49] or oriented 4D normal [50] , and 3D flow estimation [51] . However, the sparsity of Lidar point clouds (versus Kinect) becomes a bottleneck for extracting the above features. Based on the experiments with various descriptors, we decided to follow a map-averaging approach again, which is detailed in Section IV-A. Apart from normal walk, we have selected five events for recognition: bend, check watch, phone call, wave, and wave two-handed (wave2) actions. A sample outdoor frame with four people is shown in Fig. 10 .
A. Selected Features
Our approach for action recognition is motivated by the LGEI-based gait analysis technique (Section III-D); however, various key differences have been implemented here. First, while gait could be efficiently analyzed from sideview point cloud projections, the actions listed above are better observable from a frontal point of view. For this reason, we have chosen a projection plane for action recognition, which is perpendicular to the local trajectory tangent (TT), as demonstrated in Fig. 11 (a) (note that this plane is also perpendicular to the LGEI's projection plane).
Second, various actions, such as waving or making phone calls, produce characteristic local depth texture patterns (e.g., the hand goes forward for waving). Therefore, instead of deriving binarized silhouettes (Fig. 4) , we create depth maps by calculating the point distances from the projection plane according to Fig. 11(a) , a step which yields a depth image shown in Fig. 11(b) . Then, we introduce the averaged depth map (ADM) feature as a straightforward adoption of the LGEI concept, so that we average the depth maps for the last τ frames, where τ is the a preliminary fixed time window related to the expected duration of the activities (we used τ = 40 frames uniformly). ADM sample images for each activity are shown in Fig. 12 (top row) .
Third, while gait is considered a low-frequency periodic motion of the whole body, where we do not lose a significant amount of information by averaging the consecutive images, the above actions are aperiodic and only locally specific for given body parts. For example, waving contains sudden movements, which yield large differences in the upper body regions of the consecutive frames. Thus, apart from ADM, we introduce a second feature, called averaged exclusive-OR (XOR) (AXOR) image, which aims to encode information about the motion dynamics. An XOR operation is applied on two consecutive binarized frontal silhouettes, and the AXOR map is calculated by averaging these binary XOR images and taking the squares of the average values. The AXOR map displays high values for the regions of sudden movements, as shown in Fig. 12 (bottom row) , especially regarding the waving actions in images Fig. 12(e)  and (f) .
B. Training and Recognition
For each action from the set bend, watch, phone, wave, and wave2, two separate CNNs were trained, one for the ADM and one for the AXOR features, respectively. As explained in [52] , a small (four-layer) CNN could be constructed, using the spatially downscaled (to 20 × 16 pixels) and normalized ADM and AXOR feature maps. During the training of the CNNs, we prescribed the output values 1.0 for positive and −1.0 for negative samples by each activity. The negative training data also included various samples from normal walking. The outputs of the CNNs range from −1.0 to 1.0, and a probe sample is recognized as a given action if the corresponding ADM-based and AXOR-based CNN outputs both surpass a ν decision threshold (used ν = 0.6). If no activity is detected, we assume that the observed person is in the walking state. If multiple CNN outputs surpass the decision threshold, we select the action with the highest confidence.
V. 4D SCENE VISUALIZATION
The visualization module takes as an input the trajectories of the identified walking people, and the timestamp and location of the recognized actions. As an output, a free-viewpoint is synthesized, where moving animated avatars follow the motions of the observed people. The moving avatars are properly detailed, textured dynamic models that are created in a 4D reconstruction studio, whose hardware and software components are described in [9] . The 4D person models can be placed into an arbitrary 3D background (point cloud, mesh, or textured mesh), which can be either created manually with a computer-aided design system, or by automatic environment mapping of the Lidar measurements [8] .
The last step of the workflow is the integration of the system components and visualization of the integrated model. The walking pedestrian models are placed into the reconstructed environment, so that the center point of the feet follows the trajectory extracted from the Lidar point cloud sequence. The temporal synchronization of the observed and animated leg movements is implemented using the gait analysis. This step requires an approximation of the gait cycles from the Lidar measurement sequence; however, the accuracy is not critical here, but the viewer has to be visually convinced that the leg movements are correct. The cycle estimation is implemented by examining the time sequence of the 2D bounding boxes, so that the box is only fitted to the lower third segment of the silhouette. After a median filter-based noise reduction, the local maxima of the bounding box width sequence are extracted, and the gait phases between the key frames are interpolated during the animation. Although, as shown in Fig. 13 , the width sequences are often notably noisy, we experienced that the synthesized videos provide realistic walk dynamics for the users.
VI. DATA SET FOR EVALUATION
Utilizing relevant test data is a key point in evaluation. Since to the best of our knowledge no Lidar-based gait or activity recognition data set has been published yet for surveillance environments, we have created the SZTAKI Lidar Gait-andActivity (SZTAKI-LGA) database, 1 which is designed for the evaluation of gait-based person identification and activity recognition in a multipedestrian environment.
For gait analysis, our proposed SZTAKI-LGA database contains ten outdoor sequences captured in a courtyard by a Velodyne HDL 64-E RMB Lidar sensor. All the sequences have 15-frames/s frame rate, and their length varies between 79 and 210 s (in average 150 s). Each contains three to eight people walking simultaneously in the scene. In each case, the test subjects were asked to walk naturally in the scene, then all leave the FoV, reappear in a different order, and walk until the end of the sequence. This screen play enables to test gait descriptors in realistic surveillance situations, with the goal of matching the corresponding gait patterns collected in the first (training) and second (probe) parts of each test scenario. Since the sequences were recorded in different seasons, we can also investigate how different clothing styles (such as winter coats or t-shirts) influence the discriminating performance of the observed gait features.
For action recognition purposes, we recorded one indoor and nine outdoor sequences with a total time of 633 s. The test data contain various examples for the five addressed activities: bend (88 samples), watch (53), phone (50) , wave (58), and wave2 (46) that are extracted from the sequence. Each sequence contains multiple pedestrians, and the typical length range of a given annotated activity sample varies between 40 and 100 frames.
VII. EXPERIMENTS AND DISCUSSION
We have evaluated the proposed gait-based biometric identification and activity recognition algorithms on the SZTAKI-LGA database. The structures of the CNNs used for gait and activity recognition were similar, and only the second layer's type, the number of feature maps, and the kernel size parameters were different, as detailed in Fig. 14 . The MLP component in gait analysis used six hidden neurons and N outputs, equal to the number of people in the training scenario.
A. Evaluation of Gait Recognition
The gait recognition module has been validated on all the ten test gait sequences of the database. We compared the performance of the four different features introduced in Sections III-A-III-D: SP + DTW, DGHEI, CGCI, and LGEI with MLP + CNN committee (LGEI). All the methods (except the SP) were trained using 100 gallery feature maps for each person, extracted from the training parts of the sequences. In the evaluation phase, we generated 200 probe maps of each test subject from the test segments of the videos. Each probe sample was independently matched to the trained person models; thus, we used 200·N test samples in a scenario with N people. For evaluating the performance of the different methods, we calculated the rate of the correct identifications among all test samples, and listed the obtained results in Table I .
Although according to their introducing publications, both the CGCI [30] and DGHEI [32] methods proved to be notably efficient for processing Kinect measurements, their advantages could not be exploited by dealing with the much sparser Velodyne point clouds. In particular, as we can observe in Table I , the CGCI method proved to be the less successful among all the tested techniques for the low density Lidar data, an observation that could have already been predicted by examining the visually featureless CGCI descriptor channels from Fig. 7(b) .
By testing the width vector-based SP + DTW approach [20] , we experienced that it only favored the first test scene (Winter0), which included nearly complete silhouettes with noiseless contours. However, as the quality of silhouettes decreased due to frequent occlusions, and several holes and discontinuities appeared in more crowded tests scenes, the SP + DTW approach provided quite low recognition rates.
The DGHEI [32] proved to be the second best gait descriptor, outperformed only by our LGEI-based method by 5% overall. This observation is not surprising, considering that the DGHEI approach has originally been proposed by extending the GEI with depth gradient extraction and direction histogram aggregation. As detailed in [32] , the above improvement increased the performance when high-quality depth images were available; however, in our scenarios with lower resolution depth maps [see Fig. 7 (a)], these features could not be efficiently utilized, and the performance becomes slightly lower than with the LGEI approach. Note that we have also tested the DGHEI-based recognition with CNN and MLP neural networks, but this modification did not yield improvement versus the original nearest neighbor classifier proposed in [32] . Our proposed LGEI solution has been tested first by separately using the MLP and CNN networks, and thereafter with the MLP + CNN committee. As the last three columns of Table I confirm, the MLP and the CNN outperformed each other on a case-by-case basis, and the committee has generally resulted in improved results over the two network components. As already shown in [39] , in LGEI classification, the MLP-CNN committee could also outperform the standard vector comparison approach proposed in [14] .
Table I also demonstrates that compared with the SP + DTW, DGHEI, and CGCI techniques, the LGEI method provided superior results in most of the test scenarios. The performance drop observed by some of the more crowded (six to eight person) scenes has been principally caused by the increased number of occlusions, which obviously yielded lower quality input data for the classification framework. As examples, the score matrices between the trained neural networks and the measured gait patterns from the different test subjects are displayed in Fig. 15 for five test scenes. Fig. 15 highlights the background of the varying performance in the different test cases: from the point of view of (LGEIbased) gait recognition, Spring0 and Summer0 proved to be simple scenarios with nearly diagonal score matrices, while Spring1 and Summer1 are quite difficult sequences, where the measurable benefits of the LGEI technique are the most apparent compared with the weaker performing reference approaches. By further examination of the LGEI method, we investigated the improvements caused by two auxiliary innovations of our proposed approach. 1) Applying TT oriented planes of silhouette projection instead of the straightforward circular tangent direction (refer to Fig. 3 ). 2) Automatic selection of frames (SFs) instead of using all frames in LGEI generation, by dropping the presumptively low-quality silhouettes (Fig. 9 ). As shown in Table II for four selected sequences, both new algorithmic steps yielded notable improvements in the recognition rates.
Our next evaluation stage addresses the performance variation of LGEI-based gait recognition, by increasing the number of people in the database. As discussed earlier, with more than eight people at the same time in our courtyard, we obtained notably degraded silhouette shapes, an artifact caused by the capture conditions, but independent of the biometric separating capability of the gait features. Exploiting that in our 10 test sequences 28 different people have appeared, we collected the silhouette sequences of the different test subjects from all test scenarios into a global database. Then, we selected step by step 2, 3, . . . , 28 people from the database, and each time, we trained and evaluated an LGEI-CNN + MLP committee for the actual subset of the people (using separated training and test samples). The diagram of the observed recognition rates as a function of the number of persons is displayed in Fig. 16 , which shows a graceful degradation in performance, staying steadily around 75% for 17-28 people.
The measured computational time requirements of the main steps for the different approaches are listed in Table III . Although the training of the SP + DTW approach is significantly quicker than the other references, the recognition part is slower due to running DTW comparison between the probe sample and all stored gait print samples. The LGEI approach needs relatively significant time for training set generation and training of the CNN and MLP networks; however, the recognition step is still very efficient: less than 0.01s/probe sample.
B. Evaluation of Activity Recognition
For evaluating the proposed activity recognition module, we used the ten activity sequences of the database, applying a cross-validation approach. For testing the recognition performance on each sequence, we trained the actual CNNs with the manually annotated activity patterns of the other nine sequences. For both training and recognition, we also used various negative samples cut from normal walking parts of the scenarios. The number of selected walk frames was equal to the average number of frames corresponding to the other activities.
As the result, the aggregated confusion matrix of action recognition in the test scenes is shown in Table IV . The matrix value of the i th row and j th column indicates the number of samples from the i th activity, which were recognized as Fig. 17 . Result of activity recognition in a selected outdoor test sequence (four people). Output row: frames where our approach detected various activities. GT : manually annotated reference frames. Each mark corresponds to ten consecutive frames. action j . The last two columns correspond to false negative (FN) and false positive (FP) detections, defined as follows for row i . 1) FN: Number of ignored occurrences of the i th action, which were neither identified by any of the other activities. 2) FP: Number of erroneous alerts of the i th activity in the case when none of the addressed events occurred. As we can see, the bend, phone, wave, and two-handed waving (wave2) activities were almost always denoted by an event (FN≤ 5), while check watch indicated 11 FN samples, since the small hand movements were occasionally imperceptible due to occlusions. Bend was never confused with other actions, while wave and wave2 were mixed up in a number of cases. It is also worth noting that the overall number of FPs is quite low ( i FP< 5% of the real events), i.e., the system rarely indicates unexpected warnings in the case of normal walks. This advantageous property can be well examined in the timeline diagram displayed in Fig. 17 , which corresponds to one of the outdoor test sequences. The horizontal axis corresponds to the frame index, and the different activities are denoted by different markers (as explained in the top row). For each person, the Output row marks the frames where our approach detected various activities, while the ground truth (GT) row indicates the manually annotated reference frames. In agreement with Table IV, in nearly all cases, the real activities are detected by the system with a time delay necessary for ADM and AXOR map generation. Finally, Table V shows the one-versus-all detection precision and recall rates of each event separately, and these cumulative results also confirm our above discussed experiences. 
C. Demonstration of the Visualized 4D Scenario
In the visualization module of the 4D surveillance system, the synchronization of the measurements and the steps of the animated avatars have been implemented. A sample sequence part is displayed in Fig. 18 , showing simultaneously the processed Lidar point clouds, the reference optical video frames, and the animated 4D studio object with synchronized steps with the observation. A summarizing figure of the complete recognition and visualization process is displayed in Fig. 19 .
VIII. CONCLUSION
In this paper, we proposed algorithms for gait analysis and activity recognition based on the measurements of an RMB Lidar sensor, in realistic outdoor environments with the presence of multiple and partially occluded walking pedestrians. We provided quantitative evaluation results in various different measurement sequences, and demonstrated the advantages of the approach in possible future 4D surveillance systems. Future work will concern different types of RMB Lidar sensors, and fusion of various optical and 3D data sources in the recognition pipeline, such as Lidars or thermal cameras.
