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Some remarks on separability of states
W ladys law A. Majewski∗
Instytut Fizyki Teoretycznej i Astrofizyki
Uniwersytet Gdan´ski, ul. Wita Stwosza 57, 80-952 Gdan´sk, Poland
Several problems concerning separable states are clarified on the basis of
Choi’s scheme and old Kadison and Tomiyama results. Moreover, we generalize
Terhal’s construction of positive maps.
I. INTRODUCTION
In the analysis of quantum mechanical properties of composite systems there is a strong
demand for a characterization of various subsets of states. Among properties of states, perhaps
the most intriguing phenomenon is that of entanglement. We recall that, in physical terms,
this notion reflects inability of local preparation of the state. Probably, the most famous
example of states with entanglement is that with violation of Bell inequalities (cf. [1]). Other
nice applications can be found in the theory of decoherence or in quantum information theory.
This makes clear why one of the problems in foundations of quantum theory is a classification
and characterization of the entangled quantum states. In this context it has been shown (cf.
[2], [3], [4]) that there should be a strong connection between classification of entanglement
of quantum states and the structure of positive maps. The problem is complicated since it is
necessary to take into account some basic facts concerning specific properties of tensor product
of algebras. Unfortunately, such approach involves mathematically advanced concepts and
therefore it is not easily accessible to most physicists working on applications of Quantum
Mechanics to Quantum Information or Quantum Optics. Moreover, the theory of positive
linear maps of C∗ algebras appears in the physical literature in a rather scattered and usually
special form, the best known examples are states, dynamical maps, and ∗-representations.
The purpose of this paper is to present, in plain words, state-of-the-art of the relevant
parts of theory of positive maps as well as to clarify the present day characterization of
entanglement. The structure of the paper is the following: in Section II we review some results
in the theory of positive maps and show how these facts can be applied to a characterization
of some singled out subsets of states. Section III is devoted to indicate that the family of
separable states is really very small. Finally, in Section IV, some remarks concerning recent
results on positive maps will be given. Moreover, we argue that the problems associated to
the separability follow directly from the rule saying that a composite system is described by
tensor product.
Finally, we want to emphasize that we address this paper to physicists working on ap-
plication of Quantum Mechanics. Therefore, the presented material does not include neither
general results nor can be considered as a full account of all mathematical aspects of the
theory. However, all results are rigorous.
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II. APPLICATION OF POSITIVE MAPS TO THE DESCRIPTION OF
SEPARABILITY
We consider a composite systemA+B consisting of two subsystems A and B respectively.
The algebra of all observables is given by B(HA+B), B(HA), and B(HB), for A + B, A, and
B respectively where B(H) stands for the set of all linear bounded operators on a Hilbert
space H. Moreover, HA+B will be identified with HA⊗HB. We note that the particular case
dimHA = n <∞, dimHB = m <∞ (dim stands for dimension) is the standard assumption
in an analysis of entanglement states in Quantum Information. Recall that a state (see [5])
of a system, say A, is defined as a linear, complex-valued map φ : B(HA) → C such that
φ(A∗A) ≥ 0, A ∈ B(HA), and φ(1ˆl) = 1 (1ˆl is the identity operator in B(H)). Usually, in
physical literature, a state φ is assumed to be of the form φ(A) = Tr ̺Awhere Tr stands for the
trace, ̺ for a density matrix. This fact is used frequently as a legitimacy for identification of a
state with a density matrix. We denote the family of all states ofA ( B,A+B) by SA (SB, SA+B
respectively). Finally, we will need two definitions of positivity. Let Ψ : B(H1)→ B(H2) be a
linear map (Hi is a Hilbert space). Ψ is positive when Ψ : B(H1)+ → B(H2)+ where B(Hi)+
denotes all positive operators in B(Hi), i = 1, 2. Now let idk be the identity map on Mk( C)
(set of all k × k matrices). We define the map idk ⊗ Ψ : Mk( C)⊗ B(H)→ Mk( C)⊗ B(H),
for k = 1, 2, .. by
(idk ⊗Ψ)(
∑
i
σi ⊗Ai) =
∑
i
σi ⊗Ψ(Ai), (1)
where σi ∈ Mk( C) and Ai ∈ B(H). The map Ψ is k-positive when idk ⊗ Ψ is positive. The
map Ψ is completely positive when Ψ is k-positive for all k = 1, 2, ...
Having the defined notion of state we can ask how SA+B is related to SA and SB.
This is rather deep question and we start its analysis with the following simple exercise
(cf. [6] , 11.5.11): let dimHA = 2 = dimHB. Define the state ϕ in SA+B as ϕ(A ⊗ B) =
1
2
(
(A⊗B)(e1⊗ f1+ e2⊗ f2), e1⊗ f1+ e2⊗ f2
)
where {ei}2i=1 is a basis in HA, {fi}2i=1 a basis
in HB. In other words, ϕ(·) is a state determined by the vector 1√
2
(e1⊗f1+e2⊗f2) ∈ HA+B.
We denote by ϕ0 a convex combination of product states, i.e.
ϕ0 =
∑
anω
A
n ⊗ ωBn (2)
where ωAn (A) = (Axn, xn) for A ∈ B(HA), xn ∈ HA and analogously for ωBn . {an} are
non-negative numbers such that
∑
n an = 1. Then one can show (see ( [6]) that
||ϕ− ϕ0|| ≥ 1
4
. (3)
This clearly shows that the state ϕ of B(HA) ⊗ B(HB) lies at norm distance at least 14 from
the convex hull of the set of product states. Consequently, the family of convex combinations
of product states is a proper subset of the set of all states on B(HA)⊗ B(HB) and moreover
this family is not a norm dense subset in SA+B, i.e. , in general, arbitrary state can not be
approximated in norm by convex combination of product states. This result shows the crucial
property of the space of states of the composite system. Therefore we define
Definition 1 A state ϕ defined on B(HA)⊗B(HB) is said to be separable if it can be written
as
2
ϕ =
∑
n
anϕn =
∑
n
anϕ
A
n ⊗ ϕBn (4)
where ϕn = ϕ
A
n ⊗ ϕBn with ϕAn (ϕBn) a state on B(HA) (B(HB)), and an are positive numbers
that sum to one. The set of all separable states , for the system A+B will be denoted by SsepA+B.
A state which can not be written as in (4) is called entangled or equivalently non-separable.
Peres ( [2]) showed that a necessary condition for a density matrix of a bipartite system
to be separable is for its partial transpose to be a density matrix where the partial transpose is
just the transposition of the matrix representing the state of either subsystem A or subsystem
B. For 2⊗ 2 and 2⊗ 3 systems this condition is also sufficient ( [3]). This is the point where
a part of theory of positive maps enters to the problem. To make this point more clear we
restrict ourselves, for a moment, to finite dimensional case (so dimHA = n <∞, B(HA) can
be taken as Mn( C) ≡Mn and the same for subsystem B) and we recall the following scheme
which is taken from Choi’s lecture ( [7]):
L(Mn,Mk) ←→ Mn ⊗Mk ←→ linear functionals on
Mn ⊗Mk⋃ ⋃
hermitian preserv-
ing linear maps
←→ (Mn ⊗Mk)h ←→ linear functionals
assuming real values on
(Mn ⊗Mk)h⋃ ⋃
positive linear
maps
←→ ? ←→ linear functionals
assuming positive values
on M+n ⊗M+k⋃ ⋃
completely positive
linear maps
←→ (Mn ⊗Mk)+ ←→ linear functionals
assuming positive values
on (Mn ⊗Mk)+
where←→ denotes a 1−1 correspondence,⋃ is an inclusion,Mhn stands for all hermitian
matrices in Mn, M
+
n ⊗M+k = {
∑
Ai ⊗Bi, Ai ∈M+n , B+i ∈M+k }, while L(Mn,Mk) stands
for linear maps from Mn to Mk.
Remark 1 Even this finite dimensional case clearly shows strong relations among: states,
some singled out subsets of states, positive maps, and finally completely positive maps. This
can be taken as a hint that the core of the considered problem is related to some special
properties of the order (defined by positive elements) in tensor products. Moreover, one can
expect that definition of order in tensor products leads to some serious problems. This is so,
and for a general review of that question we refer Wittstock’s lecture in ( [9]). Later on, in
the next Section, we come back to that point.
Choi’s scheme gives the following simple fact relating separable states with the order in tensor
product. Let ϕ be in SsepA+B, then (we recall that M+n ⊗M+k ⊂ (Mn ⊗Mk)+ where ⊂ is the
proper inclusion)
3
A ∈M+n ⊗M+k implies ϕ(A) ≥ 0. (5)
Also,
ϕ ◦ (Ψn ⊗Ψk)|M+n ⊗M+k ≥ 0 (6)
for Ψn (Ψk) positive maps on Mn( C) (Mk( C) respectively). Obviously, the same holds if
one replaces Mn by B(HA) with not necessary dimHA <∞, etc.
Thus Choi’s scheme leads to the origin of Peres-Horodeckis characterization of separable
states. Namely, let us recall that the transposition map τ : aik 7→ τ(aik) = aki is a positive
map but not even two-positive, so not completely positive (cf. [8]). Take a state ϕ ∈ SA+B and
ψ ∈ SsepA+B. Denote by τB the transposition map acting on the set of observables associated
with the subsystem B. Then, according to Choi’s scheme ϕ ◦ idA ⊗ τB is a linear functional
taking positive values on M+n ⊗M+k but not in general on (Mn⊗Mk)+. Therefore, separable
states can differentiate positivity from completely positivity. This idea was used in
Theorem 1 (Horodecki’s. [3]) A density matrix ̺ on HA ⊗HB is entangled iff there exists
a positive linear map S : HA → HB such that
(idA ⊗ S)̺ (7)
is not positive semidefinite. Here idA denotes the identity map on B(HA).
Let us turn again to Choi’s scheme. To complete partly the scheme we recall that one
can endow the set of all matrices, say n× n, with the so called Hadamard product (cf. [10]).
Let A,B ∈Mn( C), then the matrix H = A ∗ B ∈Mn( C) is called Hadamard product of A
and B if its (i, j) entry is equal to aijbij . Let Ψ :Mn →Mn be a positive map, then A∗Ψ(A)
is also positive for all A ∈ M+n . Conversely, for a fixed A ∈ M+n the map SA : Mn → Mn
defined by
SA(B) = A ∗B. (8)
leads (as it will be shown) to a positive map. Thus we get a nice correspondence:
positive maps in L(Mn,Mn) ↔ M+n ∗M+n .
To see the positivity of SA and to understand this result in the context of separability problem
let us reconsider another Kadison-Ringrose exercise (cf. [6] 2.8.41). Namely, let H be a Hilbert
space (not necessary of finite dimension) with an orthonormal basis {e1, e2, ...}. We denote
by [aij ] and [bij ] the matrices of A,B ∈ B(H) with respect to the basis {ei}. Next, let us
consider the orthonormal system {ei ⊗ ei}i in H ⊗ H and we denote by K the subspace of
H ⊗H spanned by the system {ei ⊗ ei}. Finally, the projection from H⊗H onto K will be
denoted by P . Then solving the Kadison-Ringrose exercise 2.8.41 we find that the matrix
elements {tij} of the operator (P (A ⊗ B)P |K) ≡ T with respect to the basis {ei ⊗ ei} of K
are
tij = aijbij ≡ ([aij ] ∗ [bij ])ij . (9)
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Clearly, {tij} ≥ 0 provided that {aij} ≥ 0 and {bij} ≥ 0.
Now, let A be a density matrix ̺, B a density matrix σ, both acting on a Hilbert space
H. Then, dropping for simplicity the normalizating factor, we got a hint that there are density
(nonseparable) matrices satisfying Peres condition (note that P is not in B(H)+⊗B(H)+; cf.
[6], exercise 11.5.10).
III. HOW GENERIC SEPARABLE STATES ARE?
Among questions concerning the separability, great effort has been done to determine
degree of largeness of the family of separable states in the set of all states (cf. [18], [19]). We
have seen, in Section II, that Ssep is not a norm-dense subset of S. However, it appear highly
desirable to study this question with a concept of convergence which would be more accessible
to experimental verifications. Namely, from physical point of view, it would be reasonable to
say that a sequence of separable states {ϕn} approximates a state ϕ if, given any observable
A in B(H) and any ǫ > 0 one can find an integer N(A, ǫ) such that
|ϕn(A) − ϕ(A)| < ǫ for all n ≥ N(A, ǫ). (10)
In mathematical terms, it would mean: is the set Ssep weakly ∗-dense in S? In Section II
it was shown that a description of Ssep (as well as of S) is closely related to distinguished
subsets of positive observables in the tensor product B(HA)⊗B(HB). So to solve the just posed
question we should have a characterization of positiveness in the tensor products. The desired
result follows from old Tomiyama theorem (see [11]). To quote his result, unfortunately, some
additional definitions are necessary. We define (cf. [6]) n-state of B(H) to be a matrix [ϑij ]
of linear functionals on B(H) such that the matrix [ϑij(Aij)] is semi-positive defined when
[Aij ] ∈ Mn(B(H))+ (so the matrix [Aij ] having entries in B(H), is also nonnegative) and
ϑii(1ˆl) = 1 for i = 1, 2, ... If the normalization is omitted we get the notion of n-positive
functional.
To get an example of such n-state let us pick {x1, x2, ...} a set of unit vectors in H.
Denote by ωxi,xj the following functional ωxi,xj (A) = (Axi, xj), A ∈ B(H). Then, one can
easily check that {ωxi,xj} is an n-state on B(H).
Remark 2 We have seen, in Section II, the great significance of complete positive maps in the
analysis of separable states. In that context the following observation seems to be important:
a linear map Φ : B(H1) → B(H2), such that Φ(1ˆl) = 1ˆl, is completely positive if and only if
{ϑik ◦ Φ} is n-state for each n-state ̺ik of B(H2).
Let ϕ be a functional on B(H1) ⊗ B(H2). ϕ is called a positive functional of order n if ϕ is
expressed as
ϕ =
n∑
i,j=1
φij ⊗ ψij (11)
where {φij} and {ψij} are n-positive functionals on B(H1) and B(H2) respectively.
Now, in this setting, the Tomiyama theorem asserts that the order in B(H1)⊗B(H2) (so
the distinguished family of positive observables of the composite system) is determined by
the set of positive functionals of order n where n is equal to min{dimH1, dimH2}.
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Now to get the promised estimation of degree of largeness of Ssep we have to recall another
Kadison’s result. Namely, a family of states which determines the order is weak ∗ dense and
conversely a weak ∗ dense family of states determines the order in the set of observables.
Combining Kadison and Tomiyama results one can see that Ssep can not be weakly dense
subset in S unless one of the subsystems is one dimensional (so classical one, cf. also [20]).
To make more clear the above conclusion let us consider the favorite model in Quantum
Information. We assume that, say, dimH1 = 2, dimH2 can be arbitrary. Then the order of
B(H1)⊗ B(H2) is determined by functionals of the form
ϕ =
2∑
i,j=1
φi,j ⊗ ψij . (12)
Take for {φij} the 2-state with φij being the same state η1 of B(H1) and analogously for {ψij}.
Then, it is clear that the family S0 determining the order in the tensor product contains as
a proper subset the family of separable states, Ssep ⊂ S0 but not Ssep 6= S0. Therefore, in
general, one can not approximate a state ϕ by separable states in a way which is accessible
to experimental verifications. By the way, the same argument leads to similar conclusion for
the corresponding property of entangled states.
There is a remarkable relation between k-functionals and a certain class of states with
Schmidt rank k which were considered recently (see for example [4]). Namely, let |ψ >=∑k
i=1
√
λi|xi > ⊗|yi > where {|xi >} and {|yi >} are orthonormal systems. We observe
Tr(|ψ >< ψ| · a⊗ b) =< ψ|a⊗ b|ψ >=
∑
ij
√
λiλjωxi,xj (a)ωyi,yj (b)
=
∑√
λiλj(ωxi,xj ⊗ ωyi,yj )(a⊗ b). (13)
Clearly, Tr{|ψ >< ψ|·} is a positive functional of order k while {ωxi,xj} and {ωyi,yj} are
k-states. Let Φ be a positive normalized map and ωxi,xj a k-state. Then it is well known that
Φ is k-positive iff ωxi,xj ◦ Φ is again k-state (cf. Remark 2). This implies that
Tr(|ψ >< ψ|a⊗ Φ(b) (14)
is another positive functional of order k if Φ is k-positive. Consequently, this remark and
Kadison and Tomiyama results provides the general context of the recent characterization of
k-positivity given in ( [4]).
To get another approximation procedure as well as another characterization of separable
states one can proceed as follows. Let ̺ be a density matrix on H1 ⊗ H2 and let {ei}i be a
basis in H2. Define a linear isometry Ui : H1 → H1 ⊗ H2 by Uix = x ⊗ ei ∈ Hi for x ∈ H1
where {Hi} is a family of pairwise orthogonal subspaces in H1⊗H2. Then U∗i is a linear map
of H1 ⊗H2 in H1 such that U∗k (H1 ⊗H2 ⊖Hl) = 0 for k 6= l. For ̺ ∈ B(H1 ⊗H2) we define
̺̂ik = U∗i ̺Uk ∈ B(H1). (15)
In other words, the density matrix ̺ can be represented as a semipositive matrix { ̺̂ik} with
operator-valued entries.
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Assume ̺ to be of the form ̺ = ̺1⊗ ̺2 with ̺i ∈ B(Hi), i = 1, 2. The the corresponding
matrix has the very special form:
[̺̂ik] = [λij̺1] (16)
where [λik] ≡ [(ei, ̺2ek)] is semipositive defined matrix with C-valued entries, ̺1 is a density
matrix in B(H1). Therefore, such matrix has commutative entries. Furthermore, any separable
density matrix is just a convex combination of matrices of such special form.
Now we in position to study another approximation procedure. Assume ̺ can be approx-
imated by separable density matrices. It would mean that, in just described matrix represen-
tation, one can find a family of semipositive defined matrices [λαik] with C-valued entries, a
family of density matrices {̺α} (on the Hilbert space associated with the arbitrary but fixed
subsystem) such that
̺̂ik −
∑
α
λαik̺
α
1 (17)
is small. Clearly, for high dimension this is a hopeless task. For low dimensions, for some
subsets of states and (or) for some finite accuracy one can get such approximation.
IV. GENERAL POSITIVE MAPS AND CONCLUDING REMARKS
In previous Sections, general positive maps are frequently used for an analysis of sepa-
rable and non-separable states. On the other hand, completely positive maps are admittedly
the ”physical” ones (cf. [12]). So one can suspect us for using ”non-physical” tools for a de-
scription of some singled out subsets of ”physical” states. To argue that this is not the case
we again use another Kadison result (cf. [13]). Namely, let us restrict ourselves to Hamilto-
nian flows and consider equivalence between Schro¨dinger and Heisenberg picture. Physical
maps sending states into states can be taken to be affine (it takes into account the superpo-
sition principle) bijections (this property reflects the reversibility of Hamiltonian dynamics).
Their counterparts in Heisenberg picture are linear maps, preserving hermitian conjugation
and anticommutators (in mathematical terms they are Jordan morphisms). But any Jordan
morphism can be splitted into ∗-homomorphism (so a completely positive map) and ∗-anti-
homomorphism (only positive, not even two positive map, e.g. the transposition τ used in
Section II is an example of ∗anti-homomorphism). So this result shows that there is a room
for physical maps which are not completetely positive.
Having a motivation for positiveness we want to present a general construction of a very
general linear, positive map S : B(HA)→ B(HB) (cf. [14] and [15]). For simplicity we assume
that HA and HB are finite dimensional Hilbert spaces. However, nearly all results can be
straightforwardly generalized to infinite dimensional case. Let us take a hermitian operator
H ∈ B(HA ⊗HB) such that
H ∈ {A ∈ B(HA ⊗HB); φ(A) ≥ 0 for all φ ∈ SsepA+B} ≡ Sdsep. (18)
and we assume that H 6∈ B(HA ⊗ HB)+. This is always possible since B(HA)+ ⊗ B(HB)+
(SsepA+B) is a proper subset of B(HA⊗HB)+ (SA+B respectively). For some further explanation
an an example of such a choice see ( [20], another example can be found in ( [14]). In fact,
here, we are partly following Terhal and Takasaki-Tomiyama idea ( [14], [15]).
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Let {ei} be an orthonormal basis in HA, z, x arbitrary vectors in HA, v, y arbitrary
vectors in HB. Let us observe (we take the scalar product to be linear in the second factor)
(z ⊗ v,Hx⊗ y) =
∑
ij
(ei, z)(ej , x)(ei ⊗ v,Hej ⊗ y) =
∑
ij
(z, Eijx)(v, V
∗
i HVjy)
= (z ⊗ v, (∑
ij
Eij ⊗ V ∗i HVj
)
x⊗ y) (19)
where Eij ≡ |ei >< ej|, Viy = ei ⊗ y (so Vi is defined analogously to Ui, see definition given
prior to (15)). Define the map S
S(Eij) = V
∗
i HVj . (20)
Let us note
S(Eij)
∗ = (V ∗i HVj)
∗ = V ∗j HVi = S(Eji) = S(E
∗
ij). (21)
Therefore to prove positivity of the map S it is enough to show that S maps any projector
|f >< f | (f ∈ HA) into a positive operator. To this end we note
(y, S
(|f >< f |)y) = (y,∑
ij
λiλjS(Eij)y) =
∑
ij
λiλj(y, V
∗
i HVjy)
∑
ij
(λiei ⊗ y,Hλjej ⊗ y) = (f ⊗ y,Hf ⊗ y) ≥ 0 (22)
where the last inequality follows from (18). Consequently, S is a positive map. Further we
note that (19) implies
H =
∑
ij
Eij ⊗ S(Eij) =
∑
ij
(1ˆlA ⊗ S)(Eij ⊗ Eij). (23)
Let us assume additionally that HA ⊆ HB. Then
TrHA⊗HB(µH) =
∑
ij
TrHA⊗HB
(
µ(1ˆlA ⊗ S)(Eij ⊗ Eij)
)
=
∑
ij
TrHA⊗HB
(
(1ˆlA ⊗ S∗)(µ) · Eij ⊗ Eij
)
= TrHA⊗HB
(
(1ˆlA ⊗ S∗)(µ) · P∑
i
ei⊗ei
)
(24)
where P∑
i
ei⊗ei is the projector onto
∑
i ei ⊗ ei. Since H 6∈ B(HA⊗HB)+ then one can find
a density matrix, say, µ such that TrHA⊗HB(µH) < 0. Thus
(∑
i
ei ⊗ ei, (1ˆlA ⊗ S∗)(µ)
∑
i
ei ⊗ ei
)
< 0. (25)
Consequently, S∗ so the map S is not a completely positive map. We want to emphasize
that this result stems from the fact that Ssep is a proper subset of the set of all states S;
see a remark prior to definition of separable states. Now we want to show that the above
construction provides positive maps which are not decomposable ones. We recall that a linear
positive map S is decomposable if it can be written as
S = S1 + S2 ◦ τ (26)
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where S1, S2 are completely positive maps while τ is a transposition. To prove the claim let
us take H ∈ Sdsep, H∗ = H and a state ̺ ∈ S such that
TrH̺ < 0 (27)
and (1ˆl ⊗ τ)̺ is semipositive defined operator. Here we assume that the Hilbert spaces are
of dimension larger than 2. Namely, it can be shown that for the case dimH1 = 2 and
dimH2 = n, n ≥ 2, it is impossible to find density matrix ̺ such that the assumed conditions
are satisfied. For Hilbert spaces of higher dimension such a choice is possible, for an example
see ( [14]).
Now we want to argue that the condition: for a fixed state ̺
T r
(
(1ˆl⊗ τ)̺)B) ≥ 0 for any B ∈ B(HA ⊗HB)+ (28)
implies
Tr
(
(1ˆl⊗ τ · T )(̺)B) ≥ 0 for any completely positive map T and B ∈ B(HA ⊗HB)+.
(29)
To show this we observe B ∈ B(HA ⊗HB)+ if and only if B = C∗C with C ∈ B(HA ⊗HB).
So C =
∑
i Ei ⊗ Fi and B =
∑
ij E
∗
i Ej ⊗ F ∗i Fj . But (28) implies
∑
ij
Tr
(
̺(1ˆl⊗ τ∗)(E∗i Ej ⊗ F ∗i Fj)
) ≥ 0. (30)
Thus
∑
ij
Tr
(
̺E∗i Ej ⊗ τ∗(F ∗i Fj)
) ≥ 0. (31)
On the other hand (29) can be rewritten as
∑
ij
Tr
(
(1ˆl⊗ T )(̺) · E∗i Ej ⊗ τ∗(F ∗i Fj
)
=
∑
m
∑
ij
Tr
(
̺ ·E∗i Ej ⊗ Vmτ∗(F ∗i Fj)V ∗m
)
=
∑
m
∑
ij
Tr
(
̺ ·E∗i Ej ⊗ τ∗(τ∗(Vm)F ∗i Fjτ∗(Vm))
)
(32)
where we used the fact that the transposition τ is antihomomorphism and the fact that any
completely positive map T (A) can be written as
∑
m V
∗
mAVm (cf. [16]). But (31) implies
∑
ij
Tr
(
̺ · E∗i Ej ⊗ τ∗(V ∗mF ∗i FjVm)
)
=
∑
ij
Tr
(
̺ · E∗i Ej ⊗ τ∗(G∗iGj)
) ≥ 0 (33)
where we put Gi ≡ Fiτ∗(Vm) for any i, and this completes the proof of our statement.
Let us turn to the question of nondecomposable maps. We assume that (1ˆl⊗ τ)̺ ≥ 0 and
the map S defined in (20) is decomposable. So S = S1 + S2 · τ where S1, S2 are completely
positive maps and τ , as usually, is the transposition. We observe
0 > TrH̺ =<
∑
i
ei ⊗ ei|1ˆl⊗ (S∗1 + τ∗S2)(̺)|
∑
i
ei ⊗ ei > . (34)
But this is a contradiction since the just proved statement implies
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(S∗1 + τ
∗ · S∗2)(̺) ≥ 0 (35)
Consequently, S can not be a decomposable map.
To close our remarks on positive maps let us mention that there is a nice relationship
between such approach to a construction of a class of positive maps and unextedible systems
(cf. [4], [14]). To do this we have to recall some Woronowicz results. Namely, as the general
theory of positive maps is very complicated (cf. Choi’s scheme), the investigation of positive
maps based on analysis of extreme positive maps did not provide satisfactory results (cf. [21]),
Woronowicz ( [17]) proposed to study nonextendible positive maps - a map Φ is nonextendible
if it can not be written in the form
Φ(a) = P Φ˜(a)P (36)
where Φ˜ is another positive map, P is a projection, in a nontrivial way (see [17] for a precise
definition). Now assume dimHA = n < ∞, dimHB = n < ∞. Then the map S defined
with H =
∑n
i=1 |αi >< αi| ⊗ |βi >< βi| for a properly chosen orthonormal systems leads
to a nonextendible map. To prove this statement it is enough to apply Theorem 3.3 in (
[17]). To appreciate the notion of nonextendible positive maps we recall some Woronowicz
results: nonextendible normalized positive map is extreme in the cone of all positive maps,
and any normalized positive map admits a nonextendible extension. Moreover any Jordan
map (normalized positive map Φ such that Φ(a2) = (Φ(a))2) is nonextendible.
To end this paper, we want to stress that nearly all given results follow, more or less,
directly from mathematical features of tensor products. But using the Quantum Mechanics
rule saying that composite systems are described by tensor products we should expect that
some properties of tensor product have a great impact on a description of composite systems.
Therefore, all peculiarities related to the order in tensor products should be taken into ac-
count. In particular, we should remember that the order in a C∗-algebra (so in B(H)) is not
susceptible to the order of multiplication. The same can be said about the notion of positive
map. On the contrary the notion of completely positive map and the notion ofm-positive map
(m > 1) are susceptible to the order of multiplication. This explains the role of transposition
τ , its relation to M+n ⊗M+k , (Mn ⊗Mk)+ (in Choi’s scheme), and finally the significance of
the proper chosen family of functionals in definition of the order in the tensor product. This
concluding “mathematical” remark can be also considered as a partial answer to the question
related to some experiments of the Bell type, like those studied in ( [22]). Namely, there are
problems associated with propagation properties (variables) of photons as well as with corel-
lations between their spins. But such a system is an example of a composite system. Moreover
we note that any real experiment involves time evolution. So, a description of such a system
deals with dynamical maps preserving an order structure of tensor product. Furthermore, an
analysis of such the systems involves spin variables as well as other ones necessary for full
description. Consequently, in general, the considered maps should be sensitive to the order
properties of various variables. Taking the separability problem as an illustration we have
argued that basic features of the problem really follow from such the general theory.
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