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Abstract
In this paper, by using the cone theory and the monotone iterative technique, we investigate the
existence of maximal and minimal solutions of the initial value problem for second order impul-
sive differential equations which nonlinearly involve the derivative x′ in Banach space and give an
example to illustrate our results.
© 2005 Elsevier Inc. All rights reserved.
Keywords: Impulsive integro-differential equation; Ordered Banach space; Cone
1. Introduction
In this paper, we consider the initial value problems (IVP) for second order impul-
sive integro-differential equations which nonlinearly involve the derivative x′ in Banach
space E:
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⎪⎪⎪⎩
x′′(t) = f (t, x(t), x′(t), T x(t), Sx(t)), t = tk, k = 1,2, . . . ,m,
Δx(tk) = Ik(x(tk), x′(tk)), k = 1,2, . . . ,m,
Δx′(tk) = I k(x(tk), x′(tk)), k = 1,2, . . . ,m,
x(0) = x0, x′(0) = x∗0 ,
(1.1)
where f ∈ C[J × E × E × E × E,E], J = [0,1], 0 < t1 < · · · < tk < · · · < tm < 1.
Ik ∈ C[E × E,E], I k ∈ C[E × E,E], k = 1,2, . . . ,m; x0, x∗0 ∈ E, θ denotes the zero
element of E, J ′ = J \ {t1, t2, . . . , tm} and J0 = [0, t1], Jk = (tk, tk+1], k = 1,2, . . . ,m,
tm+1 = 1,
T x(t) =
t∫
0
k(t, s)x(s) ds, Sx(t) =
1∫
0
h(t, s)x(s) ds, ∀t ∈ J,
where k ∈ C[D,R+], D = {(t, s) ∈ J × J | t  s}, h ∈ C[J × J,R+], R+ = [0,+∞).
Δx|t=tk = x(t+k ) − x(t−k ) denotes the jump of x(t) at t = tk , where x(t+k ) and x(t−k ) rep-
resent the right- and left-hand limit of x(t) at t = tk , respectively. Δx′|t=tk has similar
meaning for x′(t).
Let
k0 = max
t,s∈D k(t, s), h0 = maxt,s∈J×J h(t, s).
Impulsive differential equations are a class of important models which describes many
evolution processes that abruptly change their state at certain moment (see [9]) and have
been studied well by some authors in recent years (see [2–11]). In special case of IVP (1.1)
where f = f (t, x, T x), Ik = akx′(tk), I k = −Lkx(tk) (ak,Lk  0, k = 1,2, . . . ,m, are
constants), Guo studied the existence of its maximal and minimal solutions by using
monotone iterative technique in [5]. But his main result (see [5, Theorem 3.1]) is inap-
plicable to discussions about some more general system in which f includes x′, or Ik , I k
depend on not only x′(tk), but also x(tk), or I k is nondecreasing in x. Motivated by [2–7,
11], we discuss in this paper the existence of maximal and minimal solutions of the general
system IVP (1.1). The main results in this paper extend the discussion in the literature. And
our method for discussing second order impulsive integro-differential equation is different
from [2–7,10,11].
Our paper is organized as follows. In Section 2, we prove the existence result of minimal
and maximal solutions for first order impulsive differential equations which nonlinearly
involve the operator B by using the monotone iterative technique, i.e., Theorem 2.1. In
Section 3, we obtain the main results (Theorems 3.1 and 3.2) of this paper by applying
Theorem 2.1, that is the existence theorems of minimal and maximal solutions of IVP (1.1).
Finally, in order to illustrate our results, an example of infinite system is given.
Let
PC[J,E] = {x: J → E ∣∣ x(t) is continuous at t = tk, left continuous at t = tk and
x(t+k ) exists, k = 1,2, . . . ,m
}
,
PC1[J,E] = {x ∈ PC[J,E] ∣∣ x(t) is continuously differentiable at t = tk,
x′(t−) and x′(t+) exist, k = 1,2, . . . ,m}.k k
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x′−(tk) = x′(t−k ). In (1.1) and in the following, x′(tk) is understood as x′−(tk). Evidently,
PC[J,E] is a Banach space with norm ‖x‖PC = sup{‖x(t)‖ | t ∈ J }. If P is a normal cone
in E, then Pc = {x ∈ PC[J,E] | x(t)  θ for t ∈ J } is a normal cone in PC[J,E]. For
details on cone theory, see [1,7].
We say x ∈ PC1[J,E] ∩C2[J ′,E] is a solution of IVP (1.1), if it is satisfies IVP (1.1).
In this paper, we always assume that E is a real Banach space and P is a regular cone
in E.
2. Results for first order impulsive differential equation with nonlinear operator
terms
Consider the existence of solutions for the following initial value problems for first
order impulsive differential equation in Banach space E:⎧⎪⎨
⎪⎩
u′(t) = f (t,Bu(t), u(t), T Bu(t), SBu(t)), t = tk,
Δu(tk) = I k(Bu(tk), u(tk)), k = 1,2, . . . ,m,
u(0) = x∗0 ,
(2.1)
where f , T , S, I k , tk , k = 1,2, . . . ,m, x∗0 are the same as IVP (1.1), and B : PC[J,E] ∩
C1[J ′,E] → PC1[J,E] ∩ C2[J ′,E] is an increasing continuous operator.
Lemma 2.1. [7,11] Assume that U ⊂ PC[J,E] is bounded and equicontinuous on each Jk ,
k = 0,1, . . . ,m. Then
α(U) = α(U(J ))= sup{α(U(t)) ∣∣ t ∈ J},
where α denotes Kuratowski noncompactness measure, U(J ) = {u(t) ∈ E | u ∈ U, t ∈ J },
U(t) = {u(t) ∈ E | u ∈ U}, t ∈ J.
Lemma 2.2. Assume that u ∈ PC[J,E] ∩C1[J ′,E] satisfies⎧⎨
⎩
u′(t)−Mu(t), t = tk,
Δu(tk) θ, k = 1,2, . . . ,m,
u(0) θ,
where M  0. Then u(t) θ for t ∈ J .
Let us list some conditions for convenience.
(H1) There exist u0, v0 ∈ PC[J,E] ∩C1[J ′,E] satisfying u0(t) v0(t), t ∈ J ,⎧⎪⎨
⎪⎩
u′0(t) f (t,Bu0(t), u0(t), T Bu0(t), SBu0(t)), t = tk,
Δu0(tk) I k(Bu0(tk), u0(tk)), k = 1,2, . . . ,m,
u0(0) x∗0 ,
(2.2)
and v0 satisfies inverse inequalities of (2.2).
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f (t, x, y,u, v)− f (t, x, y,u, v)−M(y − y), ∀t ∈ J,
I k(x, y) I k(x, y), k = 1,2, . . . ,m,
where Bu0(t)  x  x  Bv0(t), u0(t)  y  y  v0(t), T Bu0(t)  u  u 
T Bv0(t), SBu0(t) v  v  Bv0(t), ∀t ∈ J.
As usual, we write [u,v] = {x ∈ PC[J,E] | u  x  v, i.e., u(t)  x(t)  v(t) for
t ∈ J }.
Theorem 2.1. Assume that conditions (H1), (H2) hold. Then IVP (2.1) has minimal and
maximal solutions u∗, v∗ ∈ PC[J,E] ∩ C1[J ′,E] in [u0, v0]; moreover, the iterative se-
quences defined by
un(t) = x∗0e−Mt +
t∫
0
e−M(t−s)
[
f
(
s,Bun−1(s), un−1(s), T Bun−1(s), SBun−1(s)
)
+ Mun−1(s)
]
ds
+
∑
0<tk<t
e−M(t−tk)I k
(
Bun−1(tk), un−1(tk)
)
, t ∈ J, (2.3)
vn(t) = x∗0e−Mt +
t∫
0
e−M(t−s)
[
f
(
s,Bvn−1(s), vn−1(s), T Bvn−1(s), SBvn−1(s)
)
+ Mvn−1(s)
]
ds
+
∑
0<tk<t
e−M(t−tk)I k
(
Bvn−1(tk), vn−1(tk)
)
, t ∈ J, (2.4)
converge uniformly on J to u∗(t) and v∗(t), respectively, and satisfy
u0(t) u1(t) · · · u∗(t) v∗(t) · · · v1(t) v0(t), t ∈ J. (2.5)
Proof. For any η ∈ [u0, v0], consider the following linear impulsive IVP:⎧⎪⎨
⎪⎩
u′(t) = f (t,Bη(t), η(t), T Bη(t), SBη(t))− M(u(t)− η(t)), t = tk,
Δu(tk) = I k(Bη(tk), η(tk)), k = 1,2, . . . ,m,
u(0) = x∗0 .
(2.6)
Clearly, IVP (2.6) has a unique solution u ∈ PC[J,E] ∩C1[J ′,E], i.e.,
u(t) = x∗0e−Mt +
t∫
0
e−M(t−s)
[
f
(
s,Bη(s), η(s), T Bη(s), SBη(s)
)+Mη(s)]ds
+
∑
e−M(t−tk)I k
(
Bη(tk), η(tk)
)
.0<tk<t
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(Aη)(t) = x∗0e−Mt +
t∫
0
e−M(t−s)
[
f
(
s,Bη(s), η(s), T Bη(s), SBη(s)
)+Mη(s)]ds
+
∑
0<tk<t
e−M(t−tk)I k
(
Bη(tk), η(tk)
)
. (2.7)
By (2.7), (H2) and the fact that B is increasing, it is clear that the operator A is increasing
in [u0, v0].
Let u1 = Au0 and p = u1 − u0. By (2.7) and (H1), we have⎧⎨
⎩
p′(t) = u′1(t)− u′0(t)−M(u1(t) − u0(t)) = −Mp(t),
Δp(tk) θ, k = 1,2, . . . ,m,
p(0) θ,
which implies by virtue of Lemma 2.2 that p(t)  θ for t ∈ J , i.e., u0  Au0. Similar
argument show that Av0  v0, that is A : [u0, v0] → [u0, v0]. Let
un = Aun−1, vn = Avn−1, n = 1,2, . . . . (2.8)
Then (2.3) and (2.4) hold by (2.7) and (2.8). Moreover, we have
u′n(t) = f
(
t,Bun−1(t), un−1(t), T Bun−1(t), SBun−1(t)
)
− M[un(t)− un−1(t)], (2.9)
Δun(tk) = I k
(
Bun−1(tk), un−1(tk)
)
, k = 1,2, . . . ,m, (2.10)
and
u0(t) u1(t) · · · un(t) · · · vn(t) · · · v1(t) v0(t), t ∈ J. (2.11)
Consequently, the regularity of the cone P implies that there exist u∗, v∗ ∈ [u0, v0] such
that
lim
n→∞un(t) = u
∗(t), lim
n→∞vn(t) = v
∗(t), t ∈ J, (2.12)
and {un | n = 1,2, . . .} is a bounded subset in PC[J,E]. Let U = {un | n = 1,2, . . .},
U(t) = {un(t) | n = 1,2, . . .}, t ∈ J. From (2.12), we have
α
(
U(t)
)= 0, t ∈ J. (2.13)
For any η ∈ [u0, v0], we see by virtue of (H1) and (H2) that
u′0(t)+Mu0(t) f
(
t,Bu0(t), u0(t), T Bu0(t), SBu0(t)
)+Mu0(t)
 f
(
t,Bη(t), η(t), T Bη(t), SBη(t)
)+ Mη(t)
 f
(
t,Bv0(t), v0(t), T Bv0(t), SBv0(t)
)+Mv0(t)
 v′0(t)+Mv0(t).
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Mη(t) | η ∈ [u0, v0]} is uniformly bounded on J , i.e., there exists a constant β > 0 such
that ∥∥f (t,Bη(t), η(t), T Bη(t), SBη(t))+Mη(t)∥∥ β, ∀η ∈ [u0, v0], t ∈ J. (2.14)
From (2.9) and (2.11), it is easy to show that {u′n | n = 1,2, . . .} is a bounded subset
in PC[J,E], too. It follows by virtue of the mean value theorem that U is equicon-
tinuous on Jk , k = 0,1, . . . ,m. So we get by virtue of Lemma 2.1 and (2.13) that
α(U) = supt∈J α(U(t)) = 0, which implies U is relatively compact in PC[J,E], and so
there exists a subsequence of {un(t)} which converges uniformly on J to u∗(t). Since {un}
is nondecreasing and the cone Pc is normal, we see that {un(t)} itself converges uniformly
on J to u∗(t), which implies u∗ ∈ PC[J,E]. Moreover, we have
f
(
t,Bun−1(t), un−1(t), T Bun−1(t), SBun−1(t)
)+Mun−1(t)
→ f (t,Bu∗(t), u∗(t), T Bu∗(t), SBu∗(t))+Mu∗(t),
(n → ∞), ∀t ∈ J. (2.15)
From (2.14), we get∥∥f (t,Bun(t), un(t), T Bun(t), SBun(t))+ Mun(t)− f (t,Bu∗(t), u∗(t),
T Bu∗(t), SBu∗(t)
)− Mu∗(t)∥∥ 2β, ∀t ∈ J, n = 1,2, . . . . (2.16)
Observing (2.15) and (2.16) and taking limits as n → ∞ in (2.3), we have
u∗(t) = x∗0e−Mt +
t∫
0
e−M(t−s)
[
f
(
s,Bu∗(s), u∗(s), T Bu∗(s), SBu∗(s)
)
+ Mu∗(s)]ds + ∑
0<tk<t
e−M(t−tk)I k
(
Bu∗(tk), u∗(tk)
)
, ∀t ∈ J. (2.17)
It follows from (2.17) that(
u∗
)′
(t) = f (t,Bu∗(t), u∗(t), T Bu∗(t), SBu∗(t)), t = tk,
Δu∗|t=tk = I k
(
Bu∗(tk), u∗(tk)
)
, k = 1,2, . . . ,m,
u∗(0) = x∗0 ,
and consequently, u∗ ∈ PC[J,E] ∩ C1[J ′,E] and u∗ is a solution of impulsive IVP (2.1)
in [u0, v0].
Similarly, we can show that {vn} converges uniformly on J to v∗ ∈ [u0, v0] and v∗ is a
solution of impulsive IVP (2.1).
Using a standard method, we can show that u∗, v∗ ∈ PC[J,E] ∩ C1[J ′,E] is the mini-
mal and maximal solutions of IVP (2.1), respectively.
Finally, (2.5) follow from (2.11). 
Remark 2.1. In [10], the following IVP is discussed,
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⎧⎪⎨
⎪⎩
u′(t) = f (t, u(t), T u(t)), t = tk,
Δu(tk) = I k(u(tk)), k = 1,2, . . . ,m,
u(0) = x∗0 ,
where T , I k, x∗0 are defined as (2.1).
But the IVP (2.1) in this paper has not been studied in the literature so far.
3. Main results for second order impulsive differential equation
In this section, we prove the existence theorems of maximal and minimal solutions of
IVP (1.1) by applying Theorem 2.1 in Section 2.
Let us list other conditions for convenience.
(G1) there exist y0, z0 ∈ PC1[J,E] ∩ C2[J ′,E] satisfying y0(t)  z0(t), y′0(t)  z′0(t),
t ∈ J ,⎧⎪⎪⎪⎨
⎪⎪⎪⎩
y′′0 (t) f (t, y0(t), y′0(t), T y0(t), Sy0(t)), t = tk,
Δy0(tk) = Ik(y0(tk), y′0(tk)), k = 1,2, . . . ,m,
Δy′0(tk) I k(y0(tk), y′0(tk)), k = 1,2, . . . ,m,
y0(0) = x0, y′0(0) x∗0 ,
(3.1)
and z0 satisfies inverse inequalities of (3.1).
(G′1) there exist y0, z0 ∈ PC1[J,E] ∩ C2[J ′,E] satisfying y0(t)  z0(t), y′0(t)  z′0(t),
t ∈ J ,⎧⎪⎪⎪⎨
⎪⎪⎪⎩
y′′0 (t) f (t, y0(t), y′0(t), T y0(t), Sy0(t)), t = tk,
Δy0(tk) Ik(y0(tk), y′0(tk)), k = 1,2, . . . ,m,
Δy′0(tk) I k(y0(tk), y′0(tk)), k = 1,2, . . . ,m,
y0(0) x0, y′0(0) x∗0 ,
(3.2)
and z0 satisfies inverse inequalities of (3.2).
(G2) there exists a nonnegative constant M such that
f (t, x, y,u, v) − f (t, x, y,u, v)−M(y − y), ∀t ∈ J,
Ik(x, y) Ik(x, y), I k(x, y) I k(x, y), k = 1,2, . . . ,m,
where y0(t) x  x  z0(t), y′0(t) y  y  z′0(t), (T y0)(t)  u u (T z0)(t),
(Sy0)(t) v  v  (Sz0)(t), ∀t ∈ J.
(G3) there exist nonnegative constants ak , bk (k = 1,2, . . . ,m) such that∥∥Ik(x, y) − Ik(x, y)∥∥ ak‖x − x‖ + bk‖y − y‖,
x, y, x, y ∈ E, k = 1,2, . . . ,m.
Let D = {y ∈ [y0, z0] ∩ PC1[J,E] | y′ (t) y′(t) z′ (t), t ∈ J }.0 0
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imal and maximal solutions y∗, z∗ ∈ PC1[J,E] ∩ C2[J ′,E] in D.
Proof. In IVP (1.1), let
x′(t) = u(t).
Then IVP (1.1) is equivalent to the following system:⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
x′(t) = u(t), t = tk,
u′(t) = f (t, x(t), u(t), T x(t), Sx(t)),
Δx(tk) = Ik(x(tk), u(tk)),
Δu(tk) = I k(x(tk), u(tk)),
x(0) = x0, u(0) = x∗0 .
(3.3)
For any u ∈ PC[J,E], the system⎧⎨
⎩
x′(t) = u(t), t = tk,
Δx|t=tk = Ik(x(tk), u(tk)),
x(0) = x0
(3.4)
has a unique solution x ∈ PC[J,E] ∩C1[J ′,E] which satisfies the integral equation
x(t) = x0 +
t∫
0
u(s) ds +
∑
0<tk<t
Ik
(
x(tk), u(tk)
)
. (3.5)
In fact,{
x′(t) = u(t), t ∈ J0,
x(0) = x0
has a unique continuously differentiable solution x0(t), t ∈ J0.
Let w1 = x0(t1)+ I1(x0(t1), u(t1)), then{
x′(t) = u(t), t ∈ J1,
x(t1) = w1
has a unique continuously differentiable solution x1(t), t ∈ J1.
Hence, we can successively show that{
x′(t) = u(t), t ∈ Jk,
x(tk) = wk,
where wk = xk−1(tk) + Ik(xk−1(tk), u(tk)) has a unique continuously differentiable solu-
tion xk(t), t ∈ Jk , k = 1,2, . . . ,m.
Let
x(t) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
x0(t), t ∈ J0,
x1(t), t ∈ J1,
· · ·
xm(t), t ∈ Jm
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Define an operator B by
x(t) = Bu(t), t ∈ J, (3.6)
then B : PC[J,E] → PC[J,E] ∩C1[J ′,E] and we shall show that (i) B is continuous and
(ii) B is nondecreasing.
Firstly, we prove (i).
For any y1, y2 ∈ PC[J,E], one has from (3.5) that∥∥By1(t) −By2(t)∥∥

t∫
0
∥∥y1(s) − y2(s)∥∥ds + ∑
0<tk<t
∥∥Ik(By1(tk), y1(tk))− Ik(By2(tk), y2(tk))∥∥
 ‖y1 − y2‖PC +
m∑
k=1
ak
∥∥By1(tk)−By2(tk)∥∥+ m∑
k=1
bk‖y1 − y2‖PC

(
1 +
m∑
k=1
bk
)
‖y1 − y2‖PC + (am + 1)
m−1∑
k=1
ak
∥∥By1(tk)−By2(tk)∥∥
+ am‖y1 − y2‖PCtm + am
m−1∑
k=1
bk‖y1 − y2‖PC

[
1 +
m∑
k=1
bk + am
m−1∑
k=1
bk +
m−1∑
k=2
ak
m∏
j=k+1
(aj + 1)
k−1∑
j=1
bi
+
m∑
k=1
aktk
m∏
j=k+1
(aj + 1)
]
‖y1 − y2‖PC.
Moreover,
‖By1 −By2‖PC M∗‖y1 − y2‖PC,
where
M∗ = 1 +
m∑
k=1
bk + am
m−1∑
k=1
bk +
m−1∑
k=2
ak
m∏
j=k+1
(aj + 1)
k−1∑
j=1
bi
+
m∑
k=1
aktk
m∏
j=k+1
(aj + 1).
Next, we prove (ii).
Indeed, for any y1, y2 ∈ PC[J,E], y1  y2, we have by (G2) and (3.5) that
By1(t) −By2(t) =
t1∫ (
y1(s) − y2(s)
)
ds  θ, t ∈ J0,0
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By1(t) By2(t), ∀t ∈ J0, and By1(t1) By2(t1).
Moreover, by∑
0<tk<t2
[
Ik
(
By1(tk), y1(tk)
)− Ik(By2(tk), y2(tk))]
= I1
(
By1(t1), y1(t1)
)− I1(By2(t1), y2(t1)) θ,
we have
By1(t) By2(t), ∀t ∈ J1, and By1(t2) By2(t2).
By the same way, we can successively show that
By1(t) By2(t), ∀t ∈ Jk, and By1(tk+1) By2(tk+1), k = 1,2, . . . ,m− 1.
Consequently, we have By1(t) By2(t), ∀t ∈ J , that is By1  By2.
From (3.5), it is easy to check that if y ∈ PC[J,E]∩C1[J ′,E], then By ∈ PC1[J,E]∩
C2[J ′,E].
In summary, B : PC[J,E] ∩ C1[J ′,E] → PC1[J,E] ∩ C2[J,E] is continuous and in-
creasing.
Hence, from (3.3)–(3.6), IVP (1.1) is transformed into first order initial value prob-
lem (2.1).
Let u0(t) = y′0(t), v0(t) = z′0(t), we have u0  v0. By the condition (G1), we get that
y0(t) = x0 +
t∫
0
u0(s) ds +
∑
0<tk<t
Ik
(
y0(tk), u0(tk)
)
,
z0(t) = x0 +
t∫
0
v0(s) ds +
∑
0<tk<t
Ik
(
z0(tk), v0(tk)
)
,
which implies that y0(t) = Bu0(t), z0(t) = Bv0(t) and u0, v0 satisfy (H1).
By the condition (G2), it is easy to see that (H2) hold.
Hence, it follows from Theorem 2.1 that IVP (2.1) has minimal and maximal solutions
u∗, v∗ ∈ PC[J,E] ∩C1[J ′,E] in [u0, v0].
Let y∗ = Bu∗, z∗ = Bv∗, then y∗, z∗ ∈ PC1[J,E] ∩ C2[J ′,E] and
y∗(t) = x0 +
t∫
0
u∗(s) ds +
∑
0<tk<t
Ik
(
y∗(tk), u∗(tk)
)
. (3.7)
From (3.7), it follows by simple calculation that⎧⎨
⎩
y∗′(t) = u∗(t), t = tk,
Δy∗|t=tk = Ik(y∗(tk), u∗(tk)), k = 1,2, . . . ,m,
∗
(3.8)y (0) = x0.
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IVP (1.1). Similar argument shows that z∗ is a solution of IVP (1.1).
It is easy to show that y∗, z∗ ∈ PC1[J,E] ∩ C2[J ′,E] are minimal and maximal solu-
tions for IVP (1.1) in D. 
Theorem 3.2. Assume that conditions (G′1), (G2), (G3) are satisfied and f (t, x, y,u, v) is
increasing in x, u, and v for any y ∈ E, Then IVP (1.1) has minimal and maximal solutions
y∗, z∗ ∈ PC1[J,E] ∩ C2[J ′,E] in D.
Proof. Similarly to the proof of Theorem 3.1, let x′(t) = u(t) in IVP (1.1), then x(t) =
Bu(t) and IVP (1.1) is transformed into first order initial value problem (2.1).
Let
u0(t) = y′0(t), v0(t) = z′0(t). (3.9)
Then u0  v0. We get from (3.9) and (G′1) that
y0(t) = y0(0)+
t∫
0
u0(s) ds +
∑
0<tk<t
Δy0(tk),
z0(t) = z0(0) +
t∫
0
v0(s) ds +
∑
0<tk<t
Δz0(tk).
On the other hand,
Bu0(t) = x0 +
t∫
0
u0(s) ds +
∑
0<tk<t
Ik
(
Bu0(tk), u0(tk)
)
,
Bv0(t) = x0 +
t∫
0
v0(s) ds +
∑
0<tk<t
Ik
(
Bv0(tk), v0(tk)
)
.
It is easy to show that y0(t)  Bu0(t), Bv0(t)  z0(t), t ∈ J0 and y0(t1)  Bu0(t1),
Bv0(t1) z0(t1). Moreover, we can successively get that y0(t) Bu0(t), Bv0(t) z0(t),
t ∈ Jk and y0(tk)  Bu0(tk), Bv0(tk)  z0(tk), k = 1,2, . . . ,m, which implies that y0 
Bu0, Bv0  z0. By the facts that B is an increasing operator and f is increasing in x, u,
and v, the condition (G′1) implies that (H1) is satisfied. The rest of proof is the same as the
proof of Theorem 3.1. 
Consider special case of IVP (1.1), where Ik(x(tk), x′(tk)) = akx′(tk), and ak ,
k = 1,2, . . . ,m are nonnegative constants, i.e.,⎧⎪⎪⎪⎨
⎪⎪⎪⎩
x′′(t) = f (t, x(t), x′(t), T x(t), Sx(t)), t = tk, k = 1,2, . . . ,m,
Δx(tk) = akx′(tk), k = 1,2, . . . ,m,
Δx′(tk) = I k(x(tk), x′(tk)), k = 1,2, . . . ,m,
x(0) = x , x′(0) = x∗.
(3.10)0 0
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Lemma 3.1 (Comparison result). Assume that u ∈ PC[J,E] ∩C1[J ′,E] satisfies⎧⎨
⎩
u′(t)−M1Cu(t)−Mu(t) −M2T Cu(t),
Δu(tk)−LkCu(tk),
u(0) 0,
(3.11)
where M , M1, M2 and Lk , k = 1,2, . . . ,m, are nonnegative constants,
Cu(t) =
t∫
0
u(s) ds +
∑
0<tk<t
aku(tk). (3.12)
Then u(t) 0 for t ∈ J provided that
1
2
M1 + 16M2k0 +
(
M1 + 12M2k0
) m∑
k=1
ak +
m∑
k=1
Lk
(
tk +
k−1∑
i=1
ai
)
 1,
M = 0, (3.13)
or
eM − 1
M
[
M1 + M2k02 + (M1 + M2k0)
m∑
k=1
e−Mtkak
]
+
m∑
k=1
Lk
(
eMtk − 1
M
+
k−1∑
i=1
eM(tk−ti )ai
)
 1, M > 0. (3.14)
(Note: if k = 1, then ∑k−1i=1 ai = 0, ∑k−1i=1 aieM(tk−ti ) = 0.)
Proof. Let M > 0.
Let P ∗ = {g ∈ E∗ | g(x)  0 for x ∈ P }. For any given g ∈ P ∗, let m(t) = g(u(t)).
Then m ∈ PC[J,R1] ∩ C1[J ′,R1] and m′(t) = g(u′(t)). Let ϕ(t) = m(t)eMt . By (3.11)
and (3.12), we have⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ϕ′(t)−M1
∫ t
0 e
M(t−s)ϕ(s) ds − M2
∫ t
0
∫ s
0 e
M(t−r)k(t, s)ϕ(r) dr ds
−M1∑0<tk<t eM(t−tk)akϕ(tk)
−M2
∫ t
0 k(t, s)
∑
0<tk<s e
M(t−tk)akϕ(tk) ds,
Δϕ(tk)−Lk
∫ tk
0 e
M(tk−s)ϕ(s) ds − Lk∑k−1i=1 aieM(tk−ti )ϕ(ti),
k = 1,2, . . . ,m,
ϕ(0) 0.
(3.15)
We now show that
ϕ(t) 0, t ∈ J. (3.16)
Assume that (3.16) is not true, i.e., there exists a 0 < t∗  1 and some i0 such that t∗ ∈ Ji0
and m(t∗) > 0. Let min{ϕ(t) | 0 t  t∗} = −λ, then λ 0.
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creasing on [0, t∗], which implies that ϕ(t∗) ϕ(0) 0, which contradicts m(t∗) > 0.
If λ > 0, then there exists t∗ ∈ [0, t∗) such that ϕ(t∗) = −λ.
So, we have by virtue of (3.15) that⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
ϕ′(t) λ
[
(eM−1)
M
(M1 + M2k0t)+ (M1 + M2k0)eMt ∑0<tk<t e−Mtkak],
t ∈ [0, t∗], t = tk,
Δϕ(tk) λLk
[
eMtk−1
M
+∑k−1i=1 aieM(tk−ti )], k = 1,2, . . . , i0,
ϕ(0) 0,
which implies that
eM − 1
M
[
M1 + M2k02 + (M1 +M2k0)
m∑
k=1
e−Mtkak
]
+
m∑
k=1
Lk
[
eMtk − 1
M
+
k−1∑
i=1
eM(tk−ti )ai
]
> 1,
which contradicts (3.14). Hence (3.16) hold. Consequently, u(t) θ for t ∈ J .
Similar argument shows that the result holds if M = 0. 
Theorem 3.3. Assume that conditions (G1) (where Ik(y0(tk), y′0(tk)) = aky′0(tk) and
Ik(z0(tk), z′0(tk)) = akz′0(tk)) hold and f , I k satisfy
(G4) f (t, x, y,u, v) − f (t, x, y,u, v)
−M1(x − x) −M(y − y)− M2(u− u), ∀t ∈ J,
I k(x, y) − I k(x, y)−Lk(x − x), k = 1,2, . . . ,m,
where y0(t)  x  x  z0(t), y′0(t)  y  y  z′0(t), (T y0)(t)  u  u  (T z0)(t),
(Sy0)(t)  v  v  (Sz0)(t), ∀t ∈ J. And M1, M , M2 and Lk , k = 1,2, . . . ,m, are non-
negative constants and satisfy
1
2
M1 + 16M2k0 +
(
M1 + 12M2k0
) m∑
k=1
ak +
m∑
k=1
Lk
(
tk +
k−1∑
i=1
ai
)
< 1,
M = 0, (3.17)
or
eM − 1
M
[
M1 + M2k02 + (M1 +M2k0)
m∑
k=1
ak
]
+
m∑
k=1
eMtkLk
(
tk +
k−1∑
i=1
ai
)
< 1,
M > 0. (3.18)
Then IVP (1.1) has minimal and maximal solutions y∗, z∗ ∈ PC1[J,E] ∩ C2[J ′,E] in D.
Proof. Let x′(t) = u(t) in IVP (1.10), then x(t) = Bu(t), where
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t∫
0
u(s) ds +
∑
0<tk<t
aku(tk),
and IVP (3.13) is transformed into first order initial value problem (2.1).
Let u0(t) = y′0(t), v0(t) = z′0(t), we have u0  v0. By the condition (G1), we have that
y0(t) = (Bu0)(t), z0(t) = (Bv0)(t) and u0, v0 satisfy the condition (H1).
For any η ∈ [u0, v0], consider the following impulsive IVP:⎧⎪⎨
⎪⎩
u′(t) = −M1Bu(t)− Mu(t)− M2T Bu(t) + z(t), t ∈ J, t = tk,
Δu|t=tk = I k(Bη(tk), η(tk))− Lk(Bu(tk)−Bη(tk)), k = 1,2, . . . ,m,
u(0) = x∗0 ,
(3.19)
where z(t) = f (t,Bη(t), η(t), T Bη(t), SBη(t)) + M1Bη(t) + Mη(t) + M2T Bη(t),
∀t ∈ J.
Then u ∈ PC[J,E] ∩ C1[J ′,E] is a solution of IVP (3.19) if and only if u ∈ PC[J,E]
is a solution of the integral equation
u(t) = x∗0e−Mt +
t∫
0
e−M(t−s)
[
z(s) − M1Bu(s) −M2T Bu(s)
]
ds
+
∑
0<tk<t
e−M(t−tk)
[
I k
(
Bη(tk), η(tk)
)−Lk(Bu(tk)−Bη(tk))]. (3.20)
It is easy to show by virtue of (3.18) (or (3.17)) and principle of Banach contraction map-
ping that (3.20) has a unique solution u in PC[J,E].
Let u = Aη, then operator A : [u0, v0] → PC[J,E]. Note that (3.18) (or (3.17)) implies
that (3.14) (or (3.13)). It is easy to show by virtue of Lemma 3.1 and (G4) that u0 Au0,
Av0  v0 and A is a increasing operator in [u0, v0].
Similarly to the proof of Theorem 2.1, we can show that IVP (2.1) have minimal and
maximal solution u∗, v∗ ∈ PC[J,E] ∩C1[J ′,E] in [u0, v0].
The rest of proof is the same as the proof of Theorem 3.1. 
Remark 3.1. Compare our Theorem 3.3 with Theorem 3.1 in [5], we do not need f is
uniformly continuous on J × Br × Br , Br = {x ∈ E | ‖x‖ r} and extend condition (H2)
in [5] (it is special case of our (G4) where M = 0 and I k(x, y) − I k(x, y) = −Lk(x − x),
k = 1,2, . . . ,m).
Remark 3.2. Theorems 3.1–3.3 in this paper cannot be proved by using the methods in
[2–6,11].
4. Example
As applications of our main results, we consider the IVP of infinite system for scalar
second order impulsive integro-differential equations:
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
x′′n(t) = a1n2 (t2 + x2n(t)) + a2n
(
t
n2
− x′n(t)
)+ a3
n2
(
t + ∫ t0 k(t, s)xn(s) ds)
+ a4t
∫ 1
0 h(t, s)x2n(s) ds, t = 12 ,
Δxn
( 1
2
)= b1xn( 12)+ b2(n+1)2 x′n( 12),
Δx′n
( 1
2
)= c1x2n( 12)+ c2n2 x′2n( 12),
xn(0) = 0, x′n(0) = 0,
(4.1)
where ai  0 (i = 1,2,3,4), bj  0 (j = 1,2), and ck  0 (k = 1,2) are constants, k ∈
C[D,R+], D = {(t, s) ∈ J × J | t  s}, h ∈ C[J × J,R+],R+ = [0,+∞).
Theorem 4.1. IVP (4.1) admits minimal and maximal solutions which are continuous and
differentiable on [0, 12 )∪ ( 12 ,1] and satisfy
0 xn(t)
⎧⎨
⎩
t2
2n2 , t ∈
[
0, 12
]
,
t2
n2
, t ∈ ( 12 ,1] (n = 1,2, . . .)
and
0 x′n(t)
{
t
n2
, t ∈ [0, 12 ],
2t
n2
, t ∈ ( 12 ,1] (n = 1,2, . . .)
provided that
80a1 + 64a3 + 20a3k0 + 5a4h0  128, b1 + b2  1, c1 + c2  4,
where k0 = maxt,s∈D k(t, s), h0 = maxt,s∈J×J h(t, s).
Proof. Let J = [0,1],
E = l1 =
{
x = (x1, x2, . . . , xn, . . .)
∣∣∣ ∞∑
n=1
|xn| < ∞
}
with norm ‖x‖ =∑∞n=1 |xn| and
P = {x = (x1, x2, . . . , xn, . . .) ∈ l1 ∣∣ xn  0, n = 1,2, . . .}.
Then P is a regular cone in E (see [5]). So, the IVP (4.1) can be regard as an IVP of
the form (1.1) in E. In this situation, x0 = x∗0 = (0, . . . ,0, . . .), x = (x1, x2, . . . , xn, . . .),
y = (y1, y2, . . . , yn, . . .), u = (u1, u2, . . . , un, . . .), v = (v1, v2, . . . , vn, . . .), and f =
(f1, f2, . . . , fn, . . .), where
fn(t, x, y,u, v) = a1
n2
(
t2 + x2n
)+ a2
n
(
t
n2
− yn
)
+ a3
n2
(t + un)+ a4tv2n,
m = 1, t1 = 12 , I1 = (I11, I12, . . . , I1n, . . .), I 1 = (I 11, I 12, . . . , I 1n, . . .), where
I1n(x, y) = b1xn + b2
(n+ 1)2 yn, I 1n(x, y) = c1xn +
c2
n2
y2n.
Then f ∈ C[J × E ×E × E × E,E]. Let
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z0(t) =
⎧⎨
⎩
(
t2
2 , . . . ,
t2
2n2 , . . .
)
, t ∈ [0, 12 ],(
t2, . . . , t
2
n2
, . . .
)
, t ∈ ( 12 ,1].
We have,
y′0(t) = (0,0, . . . ,0, . . .), t ∈ [0,1], y′′0 (t) = (0,0, . . . ,0, . . .), t ∈ [0,1],
z′0(t) =
{(
t, t4 , . . . ,
t
n2
, . . .
)
, t ∈ [0, 12 ],(
2t, t2 , . . . ,
2t
n2
, . . .
)
, t ∈ ( 12 ,1],
z′′0(t) =
{(
1, 14 , . . . ,
1
n2
, . . .
)
, t ∈ [0, 12 ],(
2, 12 , . . . ,
2
n2
, . . .
)
, t ∈ ( 12 ,1].
So, we have y0, z0 ∈ PC1[J,E] ∩C2[J ′,E], y′0(t) z′0(t), t ∈ J and
y0(0) = z0(0) = (0,0, . . . ,0, . . .) = x0, y′0(0) = z′0(0) = (0,0, . . . ,0, . . .) = x∗0 ,
fn
(
t, y0(t), y
′
0(t), T y0(t), Sy0(t)
)= a1
n2
t2 + a2t
n3
+ a3
n2
t  0, ∀t ∈ [0,1],
fn
(
t, z0(t), z
′
0(t), T z0(t), Sz0(t)
)

{ 1
n2
[ 7
32a1 +
( 1
2 + 148k0
)
a3 + 5128h0a4
]
 1
n2
, t ∈ [0, 12 ],
1
n2
[ 5
4a1 − 12na2 +
(
1 + 1548k0
)
a3 + 564h0a4
]
 2
n2
, t ∈ ( 12 ,1],
Δy0
(
1
2
)
= (0,0, . . . ,0, . . .) = I1
(
y0
(
1
2
)
, y′0
(
1
2
))
,
Δy′0
(
1
2
)
= (0,0, . . . ,0, . . .) = I 1
(
y0
(
1
2
)
, y′0
(
1
2
))
,
Δz0
(
1
2
)
=
(
1
8
, . . . ,
1
8n2
, . . .
)
 I1
(
z0
(
1
2
)
, z′0
(
1
2
))
,
Δz′0
(
1
2
)
=
(
1
2
, . . . ,
1
2n2
, . . .
)
 I 1
(
z0
(
1
2
)
, z′0
(
1
2
))
.
Consequently, y0, z0 satisfy (G′1). On the other hand, for ∀t ∈ J , y0(t)  x  x  z0(t),
y′0(t)  y  y  z′0(t), (T y0)(t)  u  u  (T z0)(t), (Sy0)(t)  v  v  (Sz0)(t), we
have
fn(t, x, y,u, v)− fn(t, x, y,u, v) = a1
n2
(x2n − x2n) + a2
n
(yn − yn)
+ a3
n2
[
(t + un)− (t + un)
]+ a4t[v2n − v2n]−a2(yn − yn), n = 1,2, . . . ,
I1n(x, y) I1n(x, y), I 1n(x, y) I 1n(x, y).
And it is clear that ‖I1(x, y) − I1(x, y)‖ b1‖x − x‖ + 14b2‖y − y‖. So, (G2), (G3) are
satisfied.
Finally, it is easy to see that f is increasing in x, u and v. Hence, our conclusion follows
from Theorem 3.2. 
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obtained the result.
Theorem A. Suppose the following conditions hold:
(C1) there exist nonnegative constants a0, b0, c0, d0, ak , bk , ak, bk (k = 1,2, . . . ,m) and
g ∈ L[J,R+] such that∥∥f (t, x, y,u, v) − f (t, x, y,u, v)∥∥
 g(t)
(
a0‖x − x‖ + b0‖yn − yn‖ + c0‖un − un‖ + d0‖v − v‖
)
,∥∥Ik(x, y)− Ik(x, y)∥∥ ak‖x − x‖ + bk‖y − y‖,∥∥I k(x, y) − I k(x, y)∥∥ ak‖x − x‖ + bk‖y − y‖,
where x, x, y, y,u,u, v, v ∈ E, and k = 1,2, . . . ,m;
(C2) aa∗(a0 + b0 + ak∗0c0 + ah∗0d0)+
∑m
k=1[ak + bk)+ (a − tk)(ak + bk) < 1 and
a∗
(
a0 + b0 + ak∗0c0 + ah∗0d0
)+ m∑
k=1
(ak + bk) < 1,
where k∗0 = maxt,s∈D0 |k(t, s)|, D0 = {(t, s) ∈ [0, a] × [0, a] | t  s}, h∗0 =
maxt,s∈[0,a]×[0,a] |h(t, s)|, a∗ =
∫ a
0 g(t) dt.
Then IVP (1.1) has a unique solution in PC[J,E] ∩ C1[J ′,E].
Using Theorem A, the conclusion of Theorem 4.1 cannot be obtained, because the con-
dition (C2) is not satisfied.
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