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CIRCLE AVERAGES AND DISJOINTNESS IN TYPICAL
TRANSLATION SURFACES ON EVERY TEICHMU¨LLER DISC
JON CHAIKA, PASCAL HUBERT
Abstract. We prove that on the typical translation surface the flow in almost
every pair of directions are not isomorphic to each other and are in fact disjoint.
It was not known if there were any translation surfaces other than torus covers
with this property. We provide an application to the convergence of ‘circle
averages’ for the flow (away from a sequence of radii of density 0) for such
surfaces. Even the density of a sequence of ’circles’ was only known in a few
special examples. MSC classes: 37A10, 37A25, 37A34, 37E35
The illumination problem is a classical one in billiard theory (see for instance [7]
and references therein). A light source is located at some point in the billiard table:
we wonder which part of the table is eventually illuminated. This question has
recently been solved in full generality for rational polygons and translation surfaces
by Lelie`vre, Monteil and Weiss [7] using deep results of Eskin and Mirzakhani on
moduli spaces of translation surfaces [3]. Here we tackle a related question. We
want to understand how big light “circles” distribute in translation surfaces. This
question was orally addressed more than 10 years ago by Boshernitzan to the second
named author. It was also asked in [10, Section 0.1.5 Page 13].
Formally, let (X,ω) denote a compact translation surface (with distinguished
vertical direction). Let F t2πθ,ω denote the linear flow in direction θ at time t on
(X,ω) and λω denote the (2-dimensional) area on (X,ω) normalized to have area
1. 1
Definition 1. A translation surface is illuminated by circles if
lim
t→∞
∫ 1
0
h(F t2πθp)dθ =
∫
X
hdλω
for all points p in X and all continuous functions h.
Question 1. Is the typical surface illuminated by circles? Is every surface illumi-
nated by circles?
It is easy to see that a flat torus is illuminated by circles since a piece of a large
circle has small curvature and can be approximated by a segment. For a translation
surface, this is an open problem. The main difference is that a big “circle” on a
translation surface of higher genus is a union of disjoint small arcs. The size of each
arc decreases when the radius of the circle grows.
We prove a partial result that requires definitions:
Definition 2. Let A ⊂ R. The density of A is lim inf
N→∞
λ(A∩[−N,N ])
2N .
1In the sequel, we will abreviate (X, ω) by ω and F t2piθ,ω by F
t
2piθ when no confusion is possible.
Fω is the vertical flow on (X, ω).
1
2 JON CHAIKA, PASCAL HUBERT
Definition 3. A surface is weakly illuminated by circles if for each p there exists
a set of density 1, Gp ⊂ R so that
(1) lim
t∈Gp
∫ 1
0
h(F t2πθ(p))dθ =
∫
hdλω
for all continuous functions h.
Theorem 1. Almost every surface is weakly illuminated by circles. 2 In fact, if ω
is a translation surface then for almost every A ∈ SL2(R), Aω is weakly illuminated
by circles.
The weaker question of whether circles became dense was also open (and is
resolved by the previous theorem). That is:
Corollary 1. Almost every surface 3 has the property that for any ǫ > 0 there is
a T so that ∪θ∈2πFTθ (p) is ǫ dense (in the usual flat metric on the surface).
This answers a question in [10].
We derive Theorem 1 from
Theorem 2. For almost every surface 4 for any k ∈ N we have
λk({(θ1, ..., θk) : Fθ1 × ...× Fθk is uniquely ergodic}) = 1
where λ is the (normalized) Lebesgue measure on the circle. Moreover, for every ω
then for almost every A ∈ SL2(R) we have that
λk({(θ1, ..., θk) : Fθ1,Aω × ...× Fθk,Aω is uniquely ergodic}) = 1.
Corollary 2. For almost every surface the flow in almost every direction is not
isomorphic to the vertical flow.
Before this result it was not known whether for every surface, other than torus
covers, there was a single isomorphism class (depending on the surface) so that the
flow in almost every direction was in this isomorphism class. This is a strengthening
of a result by Gadre and the first named author [2] (which ruled out that there was
one isomorphism class for almost every translation surface).
0.1. Organization of the paper. The condition that a surface is weakly illumi-
nated by circles is approachable from general ergodic theory. In section 2, we prove
that Theorem 2 (for k = 2) implies Theorem 1. In section 3, we provide an abstract
disjointness criterion which is a refinement of the main result in [1] . We apply this
criterion to translation flows in section 4 using a matrix decomposition. Given two
directional flows Fθ1 and Fθ2 , the SL2(R) deformation allows us to match two sets
of real numbers together: these two sets are defined in section 3 (Definitions 4 and
5). One is defined in terms of Fθ1 and the other one in terms of Fθ2 .
Acknowledgments: We thank Sebastien Goue¨zel for a helpful conversation (he
found an important simplication of section 2: the proof of Proposition 1). We thank
2Almost is respect to any SL2(R) invariant probability measure in a moduli space of compact
translation surfaces.
3Almost is respect to any SL2(R) invariant probability measure in a moduli space of compact
translation surfaces.
4 Almost is respect to any SL2(R) invariant probability measure in a moduli space of compact
translation surfaces.
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1. Background
We will freely use the language of translation surfaces and ergodic theory. Con-
cerning the background on translation surfaces, see for instance the following sur-
veys [4], [9], [12], [13]. To learn more about ergodic theory, especially about joinings,
see [11] and [5].
1.1. Translation surfaces. A translation surface X is a compact surface of genus
g endowed with a flat metric with trivial rotational holonomy and conical singular-
ities whose angles are multiples of 2π. Alternatively, a translation surface X is a
datum (S, ω), where S is a compact Riemann surface of genus g and ω is an holo-
morphic 1-form on S with zeros of orders k1, . . . , kr at points p1, . . . , pr. The linear
flow Fθ is well defined for every direction θ. Kerckhoff, Masur, Smillie showed that
Fθ is uniquely ergodic for almost every θ ([6]). A maximal subset of X filled by
parallel closed geodesics is called an (open) cylinder.
For a translation surfaceX , the genus and the orders of zeroes satisfy the relation
k1 + · · ·+ kr = 2g − 2. For fixed integers k1, . . . , kr satisfying the last relation, let
H(k1, . . . , kr) denote the corresponding stratum of the moduli space of translation
surfaces, that is the set of translation surfaces whose associated 1-form ω has r
zeroes with orders k1, . . . , kr. It is a complex orbifold with complex dimension
2g + r − 1. Consider a translation surface X = (S, ω) in the stratum H(k1, . . . , kr)
and A ∈ SL(2,R). A new translation surface AX is obtained by the linear action
of A in the translation charts. Therefore the group SL(2,R) acts on H(k1, . . . , kr).
The group SL(2,R) preserves the hypersurface H1(k1, . . . , kr) consisting of all X ∈
H(k1, . . . , kr) with Area(X) = 1. The Teichmu¨ller flow gt is the action of the
diagonal subgroup, that is gt =
(
et 0
0 e−t
)
, the unstable and stable horocycle flows
are hs =
(
1 s
0 1
)
, hˆs =
(
1 0
s 1
)
, the circular flow is rθ =
(
cos(θ) sin(θ)
− sin(θ) cos(θ)
)
. Our
results hold for almost every surface with respect to any SL(2,R) invariant measure
on the space of translation surfaces and does not require the recent classification of
these measures due to Eskin-Mirzakhani [3].
1.2. Spectral theory. Let H be a Hilbert space and T be a bounded linear oper-
ator acting on H. A complex number λ belongs to the spectrum of T if T − λId is
not invertible. We denote by Hpp the closure of the eigenfunctions and by Hc its
orthogonal complement in H. Hc is the subset of H with continuous spectrum.
The link with ergodic theory is the following: Let X be a polish space, φt a flow
preserving a measure µ on X and H = L2(X,µ), the family of unitary operators
Ut is defined by Ut(f) = f ◦ φt for t ∈ R.
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By Stone’s theorem, there exists a self-adjoint operator T such that Ut = e
itT .
We call T the infinitesimal generator of the family of operators Ut. A complex
number z belongs to the spectrum of Ut if and only if z = e
ita where a is a (real)
number in the spectrum of T . Moreover if f is an eigenfunction of T with eigenvalue
a then f is an eigenfunction of Ut with eigenvalue e
ita.5 Consequently, the spaces
Hpp and Hc do not depend on t.
We recall that ergodicity, the mixing property and the weak mixing property
are spectral properties. For instance, the flow φt is weak mixing if and only if
the operator Ut has no non trivial eigenfunctions (the space Hpp contains only
constant functions). Moreover, there is a subset A of density 1 in R so that along
A, Ut restricted to Hc converges to 0 in the weak operator topology. That is, for
each f and g in Hc
lim
t→∞,t∈A
< Utf, g >= 0.
In the sequel, we will need the following
Lemma 1. Let F1 and F2 be two flows. Let Hc1 , Hc2 be the subsets of L2 with
continuous spectrum for each. Let A1, A2 be sets of R where UFi |Hci converge to 0 in
the weak operator topology. Let {exp(sαi)}∞i=1 and {exp(sβi)}∞i=1 be the eigenvalues
of F s1 and F
s
2 respectively. Then A1 ∩ A2 is a set so that F1 × F2 converges to 0
in the weak operator topology on the subset of L2 with continuous spectrum. The
eigenvalues of (F1 × F2)s have the form exp(s(αi + βj)).
We leave this as an exercise to the reader.
1.3. Joinings. We recall some standard material (see [5, page 132]). Let F s1 : X →
X and F s2 : Y → Y be two flows. Assume that F1 preserves the probability measure
µ and F2 preserves the probability measure ν. A joining λ is an invariant measure
by F1 × F2 on the space X × Y with marginals µ and ν. More precisely, for every
measurable sets A in X and B in Y .
λ(B ×X) = µ(B) and λ(X ×A) = ν(A).
We say (F1, µ) and (F2, ν) are disjoint if µ× ν is their only joining.
A continuous linear map P : L2((X,µ))→ L2((Y, ν)) is called a Markov operator
if
(1) P ≥ 0 and P ∗ ≥ 0,
(2) PχX = χY and P
∗χY = χX
(3) PUsF1 = U
s
F2
P .
Let λ be an F1×F2 preserved measure ofX×Y with marginals µ and ν. This defines
a Markov operator Φ : L2(ν)→ L2(µ) by ∫
B
Φ(χA)dµ = λ(B × A). Formally, this
Markov operator is the conditional expectation associated to the disintegration of
λ over ν. The set of Markov operators are in 1-1 correspondence with joinings.
This identification respects the convex structure of preserved measures and so the
extreme points come from ergodic joinings.
2. Theorem 2 implies Theorem 1
This section describes the reduction of Theorem 1 to Theorem 2 for k = 2.
5To simplify notations, we will write exp(s) as eis.
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Proposition 1. Let ω be a translation surface. If Frψω × Frφω is uniquely ergodic
for almost every (ψ, φ) then for any f ∈ C(ω) there exists a set of density 1, A, so
that
lim
t∈A
∫ 2π
0
f(F trθωp)dθ =
∫
fdλω.
Proof. It suffices to show that
lim
T→∞
1
T
∫ T
0
(|
∫ 2π
0
f(F trθωp)dθ|)2dt = 0
for any f ∈ C(ω) with integral 0. By Fubini’s Theorem and the fact that f is
bounded (so we may interchange the limit and integral) this is∫ 2π
0
∫ 2π
0
lim
T→∞
1
T
∫ T
0
f(F trθωp)f¯(F
t
rφω
p)dtdθdφ.
By our assumption that Frθω × Frφω is uniquely ergodic, this is 0.6 
Proof of Theorem 1 assuming Theorem 2. This is a standard argument. By Theo-
rem 2, we have the assumption of Proposition 1. So for each p, f ∈ C(X) we have
that
lim
T→∞
1
T
∫ T
0
| 1
2π
∫ 2π
0
f(F trθωp)dθ −
∫
fdλ| = 0.
Choose a countable subset f1, ... of C(X) that is dense in supremum norm. It
suffices to show that there exists a set Aˆ of density 1 so that
lim
t∈Aˆ
1
2π
∫ 2π
0
fj(F
t
rθ
p)dθ =
∫
fjdλω
for all j. Let
an(t) = | 1
2π
∫ 2π
0
fn(F
t
rθω
p)dθ −
∫
fndλω |.
Clearly, 1
T
∫ T
0
∑∞
j=1
aj(t)
2j‖fj‖sup dt → 0. So there exists a sequence of density 1, Aˆ, so
that for all n we have an(t)→ 0 as t→∞ in Aˆ. 
3. Disjointness criterion
The main result of this section is our disjointness criterion, Proposition 2, which
requires some preliminaries.
Definition 4. Let (X,F s, µ) be an ergodic measure preserving flow on a metric
space (X, d). We say {t1}∞i=1 is a c-partial rigidity sequence for F s if there exists
sets S1, . . . so that
(1) µ(Si) ≥ c
(2) lim
i→∞
∫
Si
d(F tix, x)dµ(x) = 0
(3) for each s we have lim
i→∞
µ(F sSi∆Si) = 0.
Though we include condition (3) in the statement, it follows from the other 2
conditions.
Lemma 2. A system satisfying (1) and (2) satisfies (3).
6G(p, q) = f(p)f¯(q) is continuous and has integral 0.
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Proof. Let δ > 0 and s be given. It suffices to show there exists Si so that
• µ(Si) > c− 9δ for all but finitely many i,
• lim
i→∞
∫
Si
d(F tix, x)dµ(x) = 0 and
• µ(F sSi∆Si) < 9δ for all but finitely many i.
Let K be a compact set with µ(K) > 1 − δ so that F s is (uniformly) continuous
on K. Let f : (0,∞)→ (0,∞) monotonic so that
• lim
ǫ→0
f(ǫ) = 0 and
• if p, q ∈ K and d(p, q) < ǫ then d(F sp, F sq) < f(ǫ).
It suffices to show that for all large enough i there exists an ǫi, with lim
i→∞
ǫi = 0, so
that
µ({p : d(F tip, p) < ǫi}) > c− δ and µ({p : ǫi < d(F tip, p) < f(ǫi)}) < δ.
Indeed let Si = {p ∈ K ∩ F−tiK : d(F tip, p) < f(ǫi)} and observe that if p ∈
Si \F s(Si) then ǫi < d(F tip, p) < f(ǫi). The existence of such ǫi is straightforward
because for any map G, there exists at most δ−1 different j so that
µ({p : f j(x) < d(Gx, x) < f j+1(x)}) > δ.
Thus we choose ǫ′i → 0 so that f δ
−1+2(ǫ′i)→ 0 and µ({p : d(F tip, p) < f δ
−1+2(ǫ′i)}) >
c− δ and our ǫi will be f j(ǫ′i) for some j ≤ δ−1+2 so that µ({p : ǫi < d(F tip, p) <
f(ǫi)}) < δ. 
Also note that (3) and the ergodicity of F s imply that lim
i→∞
1
µ(Si)
< χSi , f >=∫
fdµ.
Lemma 3. Let {Di}∞i=1 be a sequence of linear operators on L2 with uniformly
bounded operator norm. There exists a subsequence {ni}∞i=1 so that {Dni}∞i=1 con-
verges in the weak operator topology.
This is a standard and straightforward fact.
Lemma 4. Let {ti}∞i=1 be a c-partial rigidity sequence for F s1 . If Ψ is a weak
operator limit point of U
F
ti
1
then there exists a operator Ψ′ with norm at most 1 so
that Ψ = c′Id+ (1− c′)Ψ′ where c′ ≥ c.
Note that Ψ′ is a Markov operator from L2(µ) to L2(µ). So the composition of
it with a Markov operator from L2(ν) to L2(µ) gives a Markov operator from L2(ν)
to L2(µ).
Proof. By condition (3) of Definition 4, for any pair of L2 functions f, g we have
lim
i→∞
< χSif, g > −µ(Si) < f, g >= 0.
Applying conditions (2) and (3) we see lim
i→∞
< U tiF1(χSif), g > −µ(Si) < f, g >= 0.
With condition (1) this gives us the lemma. Indeed assume (after possibly passing
to a subsequence) that lim
i→∞
µ(Si) = c
′ and let Ψ′ be a weak operator limit of the
sequence of operators given by f → 1
µ(Sc
i
)U
ti
F1
(χSc
i
f). 
Definition 5. Let Us be a strongly continuous one parameter unitary group. Let
{exp(sαi)} be the eigenvalues of Us that do not correspond to constant functions.
We say Us satisfies condition (*) along a sequence {ti}∞i=1 if
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(1) for all j we have inf
i
‖exp(tiαj)− 1‖ > 0 and
(2) {U tif} converges weakly to 0 for all f ∈ Hc.
Proposition 2. Let (X,B, F s1 , µ) and (Y,B′, F s2 , ν) be two ergodic flows. Assume
that {ti}∞i=1 is a c-partial rigidity sequence for UsF1 and ({ti}, UsF2) satisfies (*) then
(F s1 , µ) and (F
s
2 , ν) are disjoint.
Let λ be an F1×F2 preserved measure ofX×Y with marginals µ and ν. We recall
that λ defines a Markov operator Φ : L2(ν) → L2(µ) by ∫
B
Φ(χA)dµ = λ(B × A).
We prove λ is the product measure by showing that Φf =
∫
f , so its Markov
operator is the same as for the product joining.
Let tni be a sequence so that U
tni
F2
has a weak operator topology limit, Γ, and U
tni
F1
has a weak operator topology limit cId+ (1 − c)Ψ. We now prove the proposition
in three steps:
Proof. Step 1: For any f ∈ Hpp(UF2) with
∫
f = 0 we have that Φ ◦ Γf = 0.
It suffices to prove this for eigenfunctions of F2. Let f be an eigenfunction
of F s2 with eigenvalue exp(sα). So Φ ◦ UsF2f = exp(sα)Φf and Φf is either an
eigenfunction of UF s1 with eigenvalue exp(sα) or Φf = 0. Because ti is a partial
rigidity sequence of F1, F1 does not have an eigenvalue exp(α) with inf
i
|exp(tiα)−
1| > 0 and so Φf = 0.
Step 2: For any f ∈ Hc(UF2) we have that Φ ◦ Γf = 0.
By the second condition of (*) we have that Γf = 0, implying step 2.
Step 1 and 2 imply that Φ ◦ Γf = ((cId + (1− c)Ψ) ◦ Φ)f = ∫ f .
Step 3: F s1 × F s2 is µ× ν ergodic.
It is a standard result in ergodic theory that the product of two ergodic flows
is ergodic iff they have disjoint pure point spectrum (modulo constants). Briefly
an invariant function is an eigenfunction with eigenvalue 1. All eigenfunctions of
a F1 × F2 have the form (f(x), g(y)) where f, g are eigenfunctions of F1 and F2
respectively. The eigenvalue of this function is the product of the corresponding
eigenvalues (see Lemma 1). By our assumption this is 1 iff f and g are both constant
(almost everywhere).
By step three we have that the Markov operator Φ◦Γf = ((cId+(1−c)Ψ)◦Φ)f =∫
f is an extreme point in the set of Markov operators and so Id ◦ Φ = Φ = ∫ f .
Thus λ = µ× ν. 
4. Proof of Theorem 2
The proof of Theorem 2 is based on using the N¯AN decomposition of rθhˆs to
show there exists a set satisfying (*) for F
rθ1 hˆsω
× ... × F
rθn hˆsω
that contains a
partial rigidity sequence for F
rθn+1 hˆsω
. So now we consider matrix decompositions.
4.1. Matrix decomposition. First observe that if θ 6= ±π2 we have
rθ =
(
cos(θ) sin(θ)
− sin(θ) cos(θ)
)
=
(
1 0
− tan(θ) 1
)(
cos(θ) 0
0 sec(θ)
)(
1 tan(θ)
0 1
)
.
Next observe that
(
1 x
0 1
)(
1 0
s 1
)
=
(
1 0
s
1+xs 1
)(
1 + xs 0
0 11+xs
)(
1 x1+xs
0 1
)
We want to study the N¯AN decomposition of rθhˆs. That is, writing rθhˆs as
hˆagbhc for some a, b, c. In particular we want to observe the AN coordinates and
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examine how the value of an A coordinate changes with s if we force the N coor-
dinate to be fixed.
By above the N coordinate is
(
1 tan(θ)1+s tan(θ)
0 1
)
. So if c = tan(θ)1+s tan(θ) then tan(θ) =
c
1−cs and θ = arctan(
c
1−cs ).
In turn the A coordinate is(
cos(arctan( c1−cs)) 0
0 sec(arctan( c1−cs ))
)(
1 + cs1−cs 0
0 (1 + cs1−cs )
−1
)
.
Now cos(arctan(x)) = ± 1√
1+x2
and so the A coordinate is
(2) ±
(
(1 + ( c1−cs )
2)−
1
2 (1 + cs1−cs ) 0
0
√
1 + ( c1−cs )
2(1 + cs1−cs )
−1
)
= ±
(
1√
(1−cs)2+c2 0
0
√
(1 − cs)2 + c2
)
.
Wewill restrict our attention to θ ∈ (−π2 , π2 ) where we obtain
(
1√
(1−cs)2+c2 0
0
√
(1− cs)2 + c2
)
.
If θ ∈ (π2 , 3π2 ) then we would obtain −
(
1√
(1−cs)2+c2 0
0
√
(1− cs)2 + c2
)
. Later in
this section we will need the following straightforward result:
Lemma 5. Let ηc be a function defined by ηc(s) =
1√
(1−cs)2+c2 . For almost every
c1, ..., cn, cn+1 we have {( ηciηcn+1 )
′}ni=1 and {(
ηcn+1
ηci
)′}ni=1 span n-dimensional sub-
spaces. This implies for that for almost every c1, . . . , cn+1 we have that for any
(a1, . . . , an) 6= 0¯ the function
∑n
i=1 ai(
ηci (s)
ηcn+1(s)
)′ and
∑n
i=1 ai(
ηcn+1(s)
ηci (s)
)′ take the
value 0 on a finite subset of a compact interval of R.
Proof. We show the functions are different by showing they have different (non-
removable) singularities. Note that since our functions ({( ηci
ηcn+1
)′}ni=1 or {(
ηcn+1
ηci
)′}ni=1)
are holomorphic in a neighborhood of R, if a linear combination is nonzero it im-
plies that it takes the value 0 only finitely many times in a compact subset of R.
For convenience, let Y be a two fold cover of the complex plane minus a finite
number of points where our various η’s are defined and π be the covering map.
Observe that | lim
s→π−1( 1
c
+i)
η′c(s)| = ∞ 7 and for almost every x we have that ηx(s)′
is bounded in a neighborhood of π−1(1
c
+ i). It follows that for almost every x
we have that lim
s→π−1( 1
c
+i)
| ηc(s)′
ηx(s)′
)| =∞.8 For almost every a, b we have that (ηa(s)
ηb(s)
)′
is bounded in a neighborhood of π−1(1
c
+ i). Therefore for every c we have a full
measure set of b1, . . . , bn−1, x so that for any a1, . . . , an−1 we have that
∑
ai(
ηbi (s)
ηx(s)
)′
7To be explicit, lim
s→pi−1p
|ηy(s)| =∞ means that for any sequence z1, · · · ∈ Y so that pi(zi)→ p
we have |ηy(zi)| → ∞.
8Observe that ηc(s)′ =
−c(1−cs)
((1−cs)2+c2)
3
2
.
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is bounded in a neighborhood of π−1(1
c
+ i) while ( ηc(s)
ηx(s)
)′ is not. This establishes
that for almost every c1, ..., cn, cn+1 we have that (
ηci
ηcn+1
)′ is not in the span of
{( ηcj
ηcn+1
)′}j 6=i. For the other set of functions we use that for almost every x we have
that (ηx(s)
ηc(s)
)′ = ηx(s)
′ηc(s)−ηc(s)′ηx(s)
ηc(s)2
also has singularities at π−1(1
c
+ i).9 
4.2. N¯ and A equivariance.
Lemma 6. Let the N¯AN decomposition ofM ∈ SL(2, R) be hˆsgℓhb. Let {exp(tαi)}∞i=1
be eigenvalues for F thbω and A be a set so that U
t
Fhbω
converges to 0 in the weak
operator topology on the subset of L2 with continuous spectrum. Then F tMω is iso-
morphic to F e
ℓt
hbω
, the eigenvalues of F tMω are {exp(teℓαi)}∞i=1 and e−ℓA is a set so
that UFMω converges to 0 in the weak operator topology on the subset of L
2 with
continuous spectrum. Also if {ti}∞i=1 is a c-partial rigidity sequence for Fhbω then
{e−ℓti}∞i=1 is a c-partial rigidity sequence for FMω.
Proof. The proof follows from two straightforward observations about how matrices
act on vertical lines. hˆs is a measure isomorphism (because it acts isometrically on
vertical leaves). Because it preserves vertical leaves as a set and contracts them by
e−t, gt maps ω to gtω in such a way that gtF rω(p) = F
e−tr
gtω
p. 
4.3. Completion of the proof. We need the following standard lemma:
Lemma 7. Let f be a differentiable, positive function on [−k, k] with f ′ bounded
away from 0 and infinity. If B,B′ ⊂ f([−k, k]) then
λ(B)
λ(B′)
min f ′
max f ′
≤ λ(f
−1B)
λ(f−1B′)
≤ λ(B)
λ(B′)
max f ′
min f ′
.
Lemma 8. Let exp(α1), ..., exp(αk) be in the unit circle in C and all be different
from 1. Let {ti}∞i=1 be a sequence going to infinity. Let f1, ..., fk : [a, b] → R have
that for any (d1, .., dk) 6= (0, ..., 0) the function
∑k
j=1 djf
′
j is continuous and takes
the value zero on a finite set. Then for any ǫ > 0 there exists δ > 0 so that
lim inf
i→∞
λ({s : |exp(f1(s)tiα1) · exp(f2(s)tiα2)...exp(fk(s)tiαk)− 1| > δ}) > b− a− ǫ.
Proof. There exists C so that for any u,
|exp(f1(s)tiα1) · exp(f2(s)tiα2)...exp(fk(s)tiαk)− 1| > u
whenever
d(
∑
fℓ(s)αℓti, 2πZ) > Cu.
By our assumption on the fj there exists, D > 0, U ⊂ [a, b] a finite union of
intervals, with λ(U) > b − a− ǫ2 , so that 1D < |
∑
f ′ℓ(s)αℓ| < D for all s ∈ U . We
choose 0 < δ < ǫ8D2 . Let I1, ..., In be the disjoint intervals that make up U . There
exist e, e′ so that
∑
fℓ(Ia)αℓti = [tie, tie
′] for all i. This interval has length ti|e′−e|
and ∪n∈ZB(n, δ) ∩ [tie, tie′] has measure at most ⌈ti|e− e′|⌉2δ. Because ti goes to
infinity there exists i0 so that for i > i0 we have
λ(∪n∈ZB(n, δ) ∩ [tie, tie′]) < 3ti|e− e′|δ ≤ 3
8D2
ǫti|e− e′|.
9For almost every x we have
η′x(s)
ηc(s)
is zero and
ηx(s)ηc(s)
′
ηc(s)2
= ηx(s)
c(1−cs)((1−cs)2+c2)
((1−cs)+c2)
3
2
has
singularities at these points.
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Its complement in [tie, tie
′] has measure at least (1 − 38D2 ǫ)ti|e − e′|. Since the
ratio of the maximum and minimum of the derivative of
∑
fℓ(s)αℓti is at most D
2,
by Lemma 7 we have λ({s ∈ Ia : d(
∑
fℓ(s)αℓti, 2πZ) < δ}) < ǫ2 |Ia|, if ǫ is small
enough. The lemma follows by applying this argument to each of the Ia. 
Remark 1. The next corollary is technical to state but it says that if {exp(α(ℓ)i )}∞i=1
are eigenvalues for a flow Fℓ then for many s, t1, .. contains an unbounded subse-
quence satisfying condition 1 of (*) for F
f1(s)
1 × ...× F fk(s)k .
Corollary 3. Let exp(α
(1)
1 ), exp(α
(1)
2 ), ..., exp(α
(2)
1 ), ...., exp(α
(k)
1 ), . . . be in the unit
circle in C and never 1 and P be a finite set. Let f1, f2, ..., fk : [a, b] \ P → R
be continuously differentiable, have derivatives that take the value 0 on a finite
set and so that for all δ > 0 we have that their derivatives are bounded on
{x ∈ [a, b] : d(x, P ) > δ}. Also assume f1, ..., fk has that for any (d1, .., dk) 6= 0¯, the
function
∑k
j=1 djf
′
j is continuous and takes the value 0 on a finite set. Let {ti}∞i=1
be unbounded. Then for every ǫ > 0 there exists δi¯ > 0 for each i¯ ∈ Nk so that for
all n we have
(3) lim inf
i→∞
λ({s ∈ [a, b] :
|exp(f1(s)tiα(1)j1 ) · exp(f2(s)tiα
(2)
j2
)...exp(fk(s)tiα
(k)
jk
)− 1| > δj1,...,jk
for all (j1, ..., jk) ∈ {1, ..., n}k}) ≥ b− a− ǫ.
It suffices to prove this on a connected component of [a, b] \P . Choose {ǫj¯}j¯∈Nk
so that each one is positive and the sum of them all is at most ǫ. For each such
ǫj1,...,jk choose δj1,...,jk by the previous lemma. The corollary follows.
Lemma 9. Let A ⊂ R have density 1, f : [a, b]→ R and f ′ be continuous and takes
the value zero on a finite set. Let {ti}∞i=1 be a sequence going to infinity. Then
lim inf
i→∞
λ({s ∈ [a, b] : ti ∈ f(s)A}) = b− a.
This is similar to the proof of Lemma 8.
Proof. It suffices to show that for all ǫ > 0 and small enough there exist i0 so
that λ({s ∈ [a, b] : ti ∈ f(s)A}) ≥ b − a − ǫ for all i > i0. Let ǫ > 0 be given
and be small enough. By our assumption on f there exists D > 0, U , a finite
union of intervals, so that 1
D
< |f ′(s)| < D for all s ∈ U and λ(U) > b − a − ǫ2 .
Let I1, ..., In be the disjoint intervals that make up U . For each Ia there exists
e, e′ so that f(Ia)ti = [tie, tie′] for all ti. Choose ia so that for i ≥ ia we have
λ([tie, tie
′]∩A) > (1− ǫ4D2 )ti|e− e′|. As in the proof of Lemma 8, if ǫ > 0 is small
enough we have λ({s ∈ [a, b] : f(s)ti ∈ A}) > b − a− ǫ2 . Let i0 = max{ia}ka=1 and
the lemma follows. 
Corollary 4. Let A1, ..., Ak ⊂ R have density 1, P be a finite set, f1, .., fk :
[a, b] \ P → R have f ′1, ..., f ′k are continuous and take the value zero on a finite set.
Let {ti}∞i=1 be a sequence going to infinity. Then
lim inf
i→∞
λ({s ∈ [a, b] : ti ∈ f1(s)A1 ∩ ... ∩ fk(s)Ak}) = b− a.
Let Φs : R → (−π2 , π2 ) by Φs(a) = θ where the N¯AN decomposition of rθhˆs =
hˆbgtha for some b, t. Note by Section 4.1 Φs is well defined. Indeed we showed that
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the N coordinate in this decomposition of rθhˆs is
tan(θ)
1+s tan(θ) and tan : (−π2 , π2 )→ R
is a bijection. Indeed tan is injective on (−π2 , π2 ) and if
(
1 s
0 1
)(
1 0
t 1
)
has the
same N coordinate as
(
1 s′
0 1
)(
1 0
t 1
)
then s = s′.
The next proposition is a main step in the proof. It needs some notation. If
constants c1, ..., ck, ck+1 are understood let ζi(s) =
1√
(1−cis)2+c2i
. From Section 4.1
and Lemma 6 we have F t
rΦs(ci)hˆsω
is isomorphic to F
ζi(s)t
hciω
. Indeed, from Section 4.1
if rθhˆs = hˆbgthci then t = log(
1√
(1−cis)2+c2i
).
Proposition 3. If λk almost every (c1, ..., ck) we have that for almost every s
the flow F
rΦs(c1)hˆsω
× ... × F
rΦs(ck)hˆsω
is λk
hˆsω
ergodic then for λk+1 almost every
(c1, ..., ck, ck+1) we have that for almost every s the flow FrΦs(c1)hˆsω
×...×F
rΦs(ck)hˆsω
is disjoint from F
rΦs(ck+1)hˆsω
as systems preserving λk
hˆsω
and λ
hˆsω
respectively.
The proof uses the following result which is known to experts and for that reason
the proof is in Appendix A.
Theorem 3. For every translation surface ω, there exists a > 0 so that for almost
every θ we have Frθω has a
a
2 -partial rigidity sequence.
Proof of Proposition 3. We restrict to s in a fixed bounded interval. It suffices to
show that for all but a set of s of measure ǫ we have that
F
ζ1(s)t
hc1ω
× ...× F ζk(s)thckω
is ergodic and has a set satisfying (*) that contains an c > 0-partial rigidity sequence
for F
ζk+1(s)t
hck+1ω
. By the assumption of the proposition we may assume the flow is
ergodic. If {ti}∞i=1 is a c-partial rigidity sequence for F thck+1ω (which exists by
Theorem 3), Ai are sets along which UFhciω
converges to zero on Hc in the weak
operator topology and {α(i)1 }∞i=1 are the non-constant eigenvalues of F thciω then it
suffices to show that there exist {δj¯ > 0}j¯∈Nk so that for any n ∈ N for all but a set
of s of measure ǫ we have that there exist an infinite number of ti simultaneously
satisfying:
(1) ti
ζk+1(s)
∈ ∩kj=1 1ζj(s)Ai.
(2) For each j1, ..., jk ∈ {1, ..., n}k we have
|exp(ζ1(s) ti
ζk+1(s)
α
(1)
j1
)...exp(ζk(s)
ti
ζk+1(s)
α
(k)
jk
)− 1| > δj1,...,jk .
We now justify (1). Consider the functions
fi(s) =
ζk+1(s)
ζi(s)
.
Observe that t ∈ fi(s)Ai iff
t
ζk+1(s)
∈ 1
ζi(s)
Ai.
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By Lemma 5, for almost every choice of ci, the functions fi satisfy the assumptions
of Corollary 4 and so it satisfies condition 1 for each large enough ti on all but a
set of s of measure ǫ.
We now justify (2). Consider the functions
fˆi(s) =
1
fi(s)
.
Observe that
|exp(ζ1(s) ti
ζk+1(s)
α
(1)
j1
)...exp(ζk(s)
ti
ζk+1(s)
α
(k)
jk
)− 1| > δj1,...,jk
iff
|exp(fˆ1(s)tiα(1)j1 )...exp(fˆk(s)tiα
(k)
jk
)− 1| > δj1,....,jk .
Since the functions fˆi satisfy the assumptions of Corollary 3 for almost every
(c1, .., ck) (by Lemma 5), by Corollary 3 we have that for any fixed n condition
2 is satisfied for all large enough ti
10 on all but a set of s of measure ǫ. Putting
these together we have that for all but a set of s of measure 2ǫ for any n we satisfy
conditions 1 and 2 simultaneously for arbitrarily large ti. 
To prove Theorem 2 we will need the following two known and straightforward
results:
Lemma 10. If (F1, λ1), (F2, λ2) are uniquely ergodic and disjoint then F1 × F2 is
uniquely ergodic.
Lemma 11. Uniquely ergodic is Borel and therefore measurable.11
Proof of Theorem 2. We prove this by induction on k. The base case follows from
Kerckhoff-Masur-Smillie [6]. We now assume Theorem 2 is true for k and prove it
for k+1 by the previous proposition and Fubini’s Theorem. Since we are assuming
that FΦs(c1)hˆsω× ...×FΦs(ck)hˆsω is ergodic, we may apply the previous proposition.
Therefore, for λk+1 almost every (c1, ..., ck, ck+1) we have that for almost every s,
that FΦs(c1)hˆsω×...×FΦs(ck)hˆsω is disjoint from FΦs(ck+1)hˆsω. By Fubini’s Theorem,
which is justified by Lemma 11, by Proposition 3, we have that for almost every
s for almost every (c1, ..., ck, ck+1) we have that FΦs(c1)hˆsω × ... × FΦs(ck)hˆsω is
disjoint from FΦs(ck+1)hˆsω. By Lemma 10 we have (FΦs(c1)hˆsω × ...× FΦs(ck)hˆsω)×
FΦs(ck+1)hˆsω is uniquely ergodic. Since Φs and its inverse are absolutely continuous
we have the Theorem. 
Appendix A. Proof of Theorem 3
This section proves Theorem 3 for completeness. This result is known but we
could not find in print.
Proposition 4. It suffices to show that for every surface ω there exists c > 0 so
that for every ǫ > 0, N , for almost every θ there exists a cylinder with area at least
c, length T > N and direction ψ so that |ψ − θ| < ǫ
T 2
.
10Where the largeness of ti can depend on n
11It suffices to show that for a countable number of metric balls that generate the topology,
the Birkhoff averages converge uniformly. For each such ball this is a Borel condition.
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Lemma 12. Suppose ω has a cylinder C in direction φ with period T ≥ 1. Let θ
be a direction such that |θ − φ| < ǫ/T 2. If F tθ (x) is inside C for all 0 < t < T then
d(F tθ(x), F
t
φ(x)) < ǫ/T . In particular, d(F
T
θ (x), x) < ǫ/T .
Proof. Since a cylinder is convex, there is no singularity along the flat geodesic
inside the cylinder C between F tθ(x) and F
t
φ(x). Consequently,
d(F tθ (x), F
t
φ(x)) = 2t sin
( |θ − φ|
2
)
6 t|θ − φ| < ǫ/T.

Proof of Proposition 4. Let δ > 0, and N be given. By our assumption of the
proposition there exists a cylinder of length T > N , area at least c and direction
within δ4T of the vertical. At least c − δ of the points in the cylinder satisfy the
assumption of Lemma 12. Let ST be the set of these points. By Lemma 12 we
have
∫
ST
|d(FT (x), x)|dλω(x) < δT < δ. Choosing Ni going to infinity and obtaining
corresponding Ti, we obtain a
c
2 partial rigidity sequence Ti with corresponding sets
STi . 
We next paraphrase a result [8] which follows from that statement by choosing
the identity function to be the dimension function and the fact that | sin(θ)| < 2|θ|
for all θ close enough to 0.
Theorem 4. ([8, Theorem 6.1 (b)]) Let f : [0,∞)→ (0,∞) be non-increasing and
have
∫∞
C
rf(r)dr = ∞ for all C > 0. For every translation surface there exists
a > 0 (depending only on genus) so that and almost every θ there exists infinitely
many L so that there is a cylinder of length L, area at least c in direction ψ where
|ψ − θ| < 2 f(L)
L
.
Corollary 5. For every surface ω there exists c > 0 so that for every ǫ > 0, N ,
for almost every θ there exists a cylinder with area at least c, length L > N and
direction ψ so that |ψ − θ| < ǫ
L2
.
Appendix B. Open questions
Question 2. Is every surface weakly illuminated by circles? Illuminated by circles?
Question 3. Is every surface where weak mixing is typical weakly illuminated by
circles?
The obvious obstruction to applying our methods is that (p, p) may not be generic
for (λ2)2 under typical Fθ ×Fφ. To highlight the short comings of our methods we
present the following questions:
Question 4. Is there a surface with a sequence ti tending to infinity so that
lim
i→∞
F tiθ (p) = p for almost every θ? Does almost every surface in genus at least 2
have this property?
Question 5. Is there a surface where the isomorphism class of the flow in the
vertical direction has positive (or full) measure?
Of course, we suspect the answer to Question 5 is no, but we do not know how
to prove this.
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