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Abstract
In this paper we propose a novel fast fuzzy classiﬁer
able to ﬁnd regular and low distorted near regular tex-
ture taking into account the constraints of video stabi-
lization applications. Digital video stabilization allows
to acquirevideo sequences without disturbing jerkiness,
removing unwanted camera movements. In presence of
regular or near regular texture, video stabilization ap-
proaches typically fail. These kind of patterns, due to
their periodicity, create multiple matching that degrade
motion estimation performances. The proposed classi-
ﬁer has been used as a ﬁltering module in a block based
video stabilization approach. Experiments on real se-
quences with (and without) regular texture conﬁrm the
effectiveness of the proposed approach.
1. Introduction
To make an high quality video with an hand-held
camera is a very difﬁcult task. The unwanted move-
ments of our hands typically blur and introduce disturb-
ing jerkiness in the recorded video. Moreover this prob-
lem is ampliﬁed when a zoom lens or a digital zoom
is used. To solve this problem many video stabiliza-
tion techniques have been developed. Optical based ap-
proaches measure camera shake and control the jitter
acting on lens or on the CCD/CMOS sensor [8]. On the
other hand [4, 5, 6, 10, 12], digital video stabilization
techniques make use only of information drawn from
images and do not need any additional hardware tools.
Digital video stabilization systems have been widely
investigated and several techniques (based on optical
ﬂow [6, 10], local features [5], block matching [4] and
global intensity alignment [12]) have been proposed,
with different issues and weak points. However, all
these approaches may fail in presence of regular or near
regular texture. Any kind of matching between con-
secutive frames is not usually able to work in presence
of these patterns. The motion estimation engine is de-
ceivedanditsperformancesdegradeabruptly. Although
some approaches of near regular texture analysis have
been recently developed [7, 9], they are typically pretty
complex and cannot be used in real-time devices.
Taking into account video stabilization peculiarities,
we propose a fast fuzzy classiﬁer able to ﬁnd regular
texture and low distorted near regular texture. For our
application this is not a limit, in fact near regular texture
with high distortion do not create problems to motion
estimator. To conﬁrm the effectiveness of the classiﬁer
in the video stabilization ﬁeld we have included it as a
novel module of [4].
The rest of the paper is organized as follows. In Sec-
tion 2 the fuzzy classiﬁer and its performances are pre-
sented. In Section 3 the classiﬁer effectiveness applied
to the video stabilization problem is shown whereas
conclusions are summarized in Section 4.
2. Regular Texture Classiﬁcation
2.1. Regular Texture Analysis
In real images we can ﬁnd many regular and near
regular texture such us: buildings, wallpapers, win-
dows, ﬂoors, etc. In particular regular texture and
low distorted near regular texture, due to the multiple
matching candidates, typically create a lot of problems
to motion estimation algorithms. On the contrary in
presence of high distorted near regular texture (very of-
ten created by perspectively skewed patterns) video sta-
bilization algorithms typically work well. Due to the
limited number of samples in each selected patch and
the spectral leakage that disperses frequencies over the
entire spectrum a simple analysis (with proper thresh-
olding) on Fourier peaks cannot be done.
In this paper we propose a fuzzy classiﬁer able to de-
tect this kind of pattern in presence of some predeﬁned
constraints. It is based on Fourier domain analysis tak-
ing into account the following considerations (Fig. 1):
1. The highest Fourier spectrum values of a periodicsignal have a greater distance from the axes origin
than aperiodic signal values;
2. Fourier components of periodic signals typically
have a lower density than aperiodic signal values.
(a) (b)
(c) (d)
Figure 1. Examples of 1-D periodic (a) and
aperiodic (c) signals with their spectrum
(b) and (d) respectively.
The classiﬁer makes use of the following two formu-
las:
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where componentsNumber represents the num-
ber of non-zero values of the Fourier spectrum and
neighbors(k) the number of non-zero values close to
the component k. The concept of closeness depends on
the constraints of the particular application.
The noise contribution in the formulas described
above has been reduced considering only the most im-
portant Fourier component values. We discard all the
values less than 30% of the maximum without consider-
ing the DC (Direct Current) component. These features
(distance and density), as shown in Figure 2, discrim-
inate pretty well periodic and aperiodic signals.
Figure 2. A dataset of 200 images both pe-
riodic (100) and aperiodic (100) in the fea-
tures (distance, density) space.
2.2. Regular Texture Fuzzy Classiﬁer
The formulas (1) and (2) can be effectively used as
discriminant features in a simple fuzzy classiﬁer with
rules listed in Table 1.
The membership values of the fuzzy system have
been derived considering the peculiarities of the partic-
ular application. We consider a video stabilization tech-
nique using a BM (block matching) estimation module
with block size 16 × 16 and search range ±16 pixels.
Block size deﬁnes the upper limit of periodic signal
to be detected. The only periodic signals that must be
taken into account, in this case, have a period less than
17 pixels.
A proper dataset containing both periodic and ape-
riodic images has been built by considering both syn-
thetic and real texture downloaded from [1, 2, 3]. In
order to have enough precision we have selected im-
ages of 64×64 pixels. All the dataset (200 images) has
been manually labeled in two classes: periodic and ape-
riodic. In the aperiodic group are also present corners,
edges, regular texture with period greater than 16 pixel
(our motion estimation algorithm, due to its local view
considers them aperiodic) and irregular texture (Fig. 3).
The training process, devoted to ﬁnd membership
parameters, has been performed using a continuous GA
(genetic algorithm). Notice that for training simplicity
we have considered a Sugeno fuzzy model. To validate
our classiﬁer we have performed a leave-one-out cross-
validation. A single data is considered the validation
dataset, and the remaining data the training dataset. We
repeat that until each data is used once as the validation
dataset.
For each input signal our fuzzy system produces a
value belonging to [0-1] that is related to its degree ofTable 1. Fuzzy rules of the system.
distance density periodicity
if Low and Low then Low1
if Low and Medium then Low2
if Low and High then V eryLow
if Medium and Low then High1
if Medium and Medium then Medium
if Medium and High then Low3
if High and Low then V eryHigh
if High and Medium then High2
if High and High then Low4
(a) (b)
Figure 3. Some periodic (a) and aperiodic
(b) images belonging to our dataset (com-
prising images with period greater than 16
pixels).
periodicity. In our case we choose as defuzziﬁcation
strategy a simple thresholding process (threshold equal
to0.5). Table2reportstherelativeconfusionmatrixthat
conﬁrms the robustness of the method for both classes,
reaching an overall accuracy of 93%.
Table 2. Confusion matrix.
periodic aperiodic
periodic 95 5
aperiodic 9 91
3. Regular Texture Removal: a Case Study
In order to conﬁrm the effectiveness of our classi-
ﬁer applied to the video stabilization problem we have
included it as a pre-ﬁltering module in [4]. In particu-
lar all the vectors belonging to periodic areas (estimated
through the classiﬁer) are ﬁltered out. A brief summary
of [4] is reported in the following section.
3.1. Video Stabilization
In [4] we have introduced a novel block based video
stabilization technique. Starting from local vectors,
through simple and fast rejection rules, the algorithm
computes interframe transformation parameters. The
rejection criteria are based on local blocks similarity,
local blocks activity and matching effectiveness. Also a
temporal analysis of the involved motion vectors allows
to improve the overall robustness of the method (Fig.
4).
Figure 4. Motion estimation algorithm ar-
chitecture. Starting from a pair of con-
secutive frames, it computes inter-frame
transformation parameters: rotation an-
gle (θ), scale factor (λ), shift along x (Tx)
and y axes (Ty).
Such approach, works in real-time environment, ob-
taining effective results even in critical conditions (il-
lumination changes, moving objects, image blur). The
main novelty of the method is related to the choice of
pre-ﬁltering criteria, the temporal analysis of block mo-
tion vectors coupled with a fairly robust estimator.
3.2. Experiments
Several tests have been conducted on real videos
captured by hand held digital camera in critical video
stabilization conditions with and without (near) regu-
lar patterns in the scene. All sequences have been ac-
quired with an high-end camera with high quality set-
tings. Frame resolution size of each sequence has been
of 672x512. In our experiments we have considered
only the luminance channel. The same set of involved
parameters has been used in all cases. All the motion
vectors have been computed through SLIMPEG [11].
An example of periodic module ﬁltering is shown in
Fig. 5.
For evaluation we have used the ITF (Interframe
Transformation Fidelity) measure:
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1
Nframe − 1
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where MSE(k) is the Mean Square Error between
consecutive frames, Imax is the maximum intensity(a) (b) (c)
Figure 5. Overall vectors obtained by BMA (16x16 blocks) (a) and residual vectors after the
ﬁltering with (b) and without periodic patterns removal (c).
value of a pixel and Nframe is the video frames num-
ber. Typically, a stabilized sequence has higher ITF
values than original sequence.
The novel algorithm ([4] with regular texture re-
moval) obtains an average gain of 5.7 dB (Table 3) w.r.t.
[4] on the periodic sequences, maintaining at the same
time good performances in the remaining videos.
Table 3. ITF on original sequences and
on stabilized sequences with [4] with and
without regular texture classiﬁer.
Sequence Original [4] [4] with periodic
ITF (dB) ITF (dB) classiﬁer. ITF (dB)
illumination
changes + zoom 28.2 36.8 36.4
moving
objects 27.4 32.7 32.5
forward walking
of the user 24.9 30.0 30.0
regular
texture 1 29.2 31.6 36.8
regular
texture 2 29.0 29.4 35.7
4. Conclusion
In this paper we have proposed a novel fast fuzzy
classiﬁer for low distorted near regular texture detec-
tion (and removal). For each input signal our system
produces a value belonging to [0-1] that is related to
its degree of periodicity. The classiﬁer has been val-
idated and used as additional ﬁltering module in [4].
The effectiveness of our approach have been demon-
strated through a series of experiments in critical con-
ditions: illumination changes, moving objects, image
blur and regular texture. Future works will be devoted
to extend this approach to other motion estimation con-
straints. Also feature extraction on DCT domain will be
analyzed.
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