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Zusammenfassung
In der vorliegenden Arbeit wird fu¨r eine endliche oder abza¨hlbar unendliche Menge X
die Struktur der Campbell-Hausdorff-Gruppe (im Sinne von A. Baider und R.C. Churchill
[BC88]) untersucht. Dies geschieht anhand der Menge der homogenen unita¨ren Bialgebren-
Endomorphismen der freien assoziativen Algebra u¨ber X – bezu¨glich eines Coproduktes
κX . Mit Hilfe dieses Coprodukts wird – a¨hnlich zum u¨blichen Konvolutionsprodukt – eine
Verknu¨pfung | auf der Menge Hκ
X
dieser Bialgebren-Endomorphismen definiert, die als
(nicht-kommutative) Addition zusammen mit der u¨blichen Hintereinanderausfu¨hrung von
Endomorphismen als Multiplikation eine Rechts-Fastringstruktur auf Hκ
X
ergibt.
Hκ
X
ist genau fu¨r unendliches X isomorph zur Campbell-Hausdorff-Gruppe auf X. An-
derenfalls ist Hκ
X
isomorph zu einer echten Untergruppe und zu einer Faktorgruppe
der Campbell-Hausdorff-Gruppe. Da jedoch die Campbell-Hausdorff-Gruppe fu¨r endliche
Mengen isomorph in HκN eingebettet werden kann, ermo¨glicht die Struktur-Analyse von
HκN auch Einblick in die Struktur der Campbell-Hausdorff-Gruppen auf endlichen Men-
gen. Wichtiges Hilfsmittel sind dabei die Exponential- und Logarithmusreihe.
Solomons Algebra und gewisse Linksideale von Solomons Algebra, beispielsweise die
bekannte peak -Algebra, stehen in einem engen Zusammenhang mit den Bialgebren-Endo-
morphismen aus HκN : Man erha¨lt jene Linksideale u¨ber die Bildmengen der κN-Endomor-
phismen. In dieser Arbeit wird die Struktur solcher κN-induzierter Linksideale weitgehend
aufgekla¨rt, die zusa¨tzlich einer bestimmten Bedingung an die lineare Basis genu¨gen. Die
Analyse ist eine Verallgemeinerung der Arbeit von M. Schocker zur peak -Algebra [Sch05].
Schließlich werden Beispiele fu¨r verschiedene Typen von κN-Endomorphismen, zum Teil
mit zugeho¨rigen Linksidealen in Solomons Algebra, vorgestellt.
Abstract
In this thesis we investigate the structure of the Campbell-Hausdorff group over a finite
or countably infinite set X (according to A. Baider and R.C. Churchill [BC88]). For
this purpose we consider the homogeneous unitary bialgebra homomorphisms of the free
associative algebra over X with respect to a coproduct κX . We denote this set of homo-
morphisms by Hκ
X
. Using this coproduct we define α| β for α, β ∈ Hκ
X
, based upon the
notion of convolution. By this addition and by the usual composition of endomorphisms
as multiplication, Hκ
X
is turned into a non-abelian, non-commutative right near-ring.
The group (Hκ
X
,|) occurs both as a subgroup and as a quotient group in the Campbell-
Hausdorff group. The two groups are isomorphic to each other if (and only if) X is not
finite. Within HκN , however, we are able to find an isomorphic copy of the Campbell-
Hausdorff group over any finite set. Hence the structural analysis of the near-ring HκN
enables us to gain insight in the structure of the Campbell-Hausdorff group also in the
case of finite sets. The exponential and logarithmic series are essential for the embedding.
There is a close interrelationship between the elements of HκN and Solomon’s algebra and
some of its left ideals, for instance, the well-known peak algebra: these so called κX -induced
left ideals can be obtained via image sets of κN-endomorphisms. We analyse κX -induced
left ideals which additionally satisfy a certain property concerning their linear basis. To a
large extent, we obtain a satisfying description of their structure. Our approach generalises
the framework and proofs given by M. Schocker in [Sch05].
In conclusion, we give some examples for various types of κN-endomorphisms, partly
throwing a short glance at their related left ideals.
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Einleitung
Bekanntlich ist fu¨r komplexe Zahlen x und y
ex+y = exey und log(xy) = log x+ log y .
Diese Regeln gelten, weil x und y miteinander vertauschbar sind: xy = yx. U¨ber die Rei-
hendarstellung – exp a =
∑∞
n=0
1
n! a
n und log(1+a) =
∑∞
n=1
(−1)n−1
n a
n – lassen sich Expo-
nential und Logarithmus – ein Konvergenzbegriff vorausgesetzt – auch auf anderen Struk-
turen etablieren. Oft wird dies etwa fu¨r lineare Operatoren von Banachra¨umen gemacht
(mit Anwendung etwa in der Quantenmechanik), das Matrixexponential ist ein Hilfsmit-
tel zur Lo¨sung linearer Differentialgleichungssysteme. In nicht-kommutativen Strukturen
gelten jedoch die obigen Additionstheoreme nicht mehr. Stattdessen begegnet einem die
nach H.F. Baker, J.E. Campbell und F. Hausdorff benannte Reihe als Lo¨sung fu¨r z in der
Gleichung exey = ez:
(1) z = x+ y +
1
2
[x, y] +
1
12
[[x, y], y] +
1
12
[[y, x], x]− 1
24
[[[x, y], y], x] + . . . ,
wobei [x, y] := xy − yx sei. Wir verweisen auf [Cam97, Cam98, Bak05, Hau06]; eine
geschlossene Formel fu¨r die Reihe und eine Zusammenstellung der Arbeiten von Baker,
Campbell und Hausdorff ist in [Reu], Kapitel 3, zu finden. Die Berechnung der Reihe –
genauer gesagt: ihrer Koeffizienten – war in der Vergangenheit oft Gegenstand mathema-
tischer Forschung (vgl. etwa das ausgedehnte Literaturverzeichnis in [MKS]), und ist es
bis heute.
Ist A =
⊕
n≥0An eine N0-gradierte (unita¨re assoziative) Algebra, d.h. AnAm ⊆ An+m, so
ist die Komplettierung Â :=
∏
n≥0An mit Cauchy-Produkt wieder eine (unita¨re assozia-
tive) Algebra. Die Menge 1A +
∏
n≥1An ist bezu¨glich Cauchy-Produkt eine Gruppe.
Sei X eine Menge und A 〈X〉 die von X u¨ber einem Ko¨rper K frei erzeugte assoziati-
ve Algebra; wir nennen die Multiplikation Konkatenation und bezeichnen ihre Lineari-
sierung A 〈X〉 ⊗ A 〈X〉 −→ A 〈X〉 , v ⊗ w 7→ vw , mit conc. Sei L 〈X〉 die von X er-
zeugte Lie-Teilalgebra der zu A 〈X〉 assoziierten Lie-Algebra. Beide Algebren sind N0-
gradiert (etwa u¨ber die La¨nge der Worte), besitzen also Komplettierungen Â 〈X〉 bzw.
L̂ 〈X〉, die jeweils wieder Algebren sind. Â 〈X〉 wird auch Magnus-Algebra genannt, die
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Gruppe 1A〈X〉 +
∏
n≥1A 〈X〉n – bezu¨glich Cauchy-Produkt der Konkatenation – heißt
Magnus-Gruppe (siehe [Bou]). Die Menge der Exponentiale der Lie-Elemente exp(L̂ 〈X〉)
ist bezu¨glich Konkatenation eine Untergruppe der Magnus-Gruppe (siehe [Car56] oder
etwa [Reu], Cor. 3.3). Fu¨r alle x, y ∈ L̂ 〈X〉 gibt es ein eindeutig bestimmtes z ∈ L̂ 〈X〉
mit exp(x) exp(y) = exp(z); das z wird durch die BCH-Reihe (1) beschrieben. Wir nen-
nen diese Gruppe daher die Campbell-Hausdorff-Gruppe auf X. Ganz im Gegensatz zu
den Koeffizienten der Baker-Campbell-Hausdorff-Reihe ist die Struktur der Campbell-
Hausdorff-Gruppe sehr wenig untersucht, vgl. [BC88, Mur04].
In der vorliegenden Arbeit na¨hern wir uns der Campbell-Hausdorff-Gruppe in einer ande-
ren Realisierung – na¨mlich u¨ber eine Menge von unita¨ren Bialgebren-Endomorphismen der
freien assoziativen Algebra u¨ber einem ho¨chstens abza¨hlbar unendlichen Alphabet. Es ist
von großem technischen Vorteil, fu¨r X die Menge der natu¨rlichen Zahlen N oder, wenn X
nur endlich viele – sagen wir:m Elemente entha¨lt, das Anfangsstu¨ck {1, 2, . . . ,m} von N zu
wa¨hlen. Das von X frei erzeugte freie Monoid bezeichnen wir mit X∗; die Konkatenation
schreiben wir wie folgt: q.r fu¨r q, r ∈ X∗ – eine Schreibweise, die auch fu¨r Datumsanga-
ben u¨blich ist (vergleiche auch die Satznumerierung in der vorliegenden Arbeit). Es sei
KX∗ ein Vektorraum mit Basis X∗ u¨ber einem Ko¨rper K. Dann ist KX∗ eine von X frei
erzeugte assoziative Algebra. Wir versehen KX∗ zusa¨tzlich zu dem u¨blichen Coprodukt
δX , das durch n 7→ n ⊗ 1X∗ + 1X∗ ⊗ n fu¨r alle n ∈ X gegeben ist, mit einem weiteren
Coprodukt κX . Dieses ist durch
nκX := n⊗ 1X∗ + 1X∗ ⊗ n+
n−1∑
i=1
i⊗ (n− i) fu¨r alle n ∈ X
eindeutig bestimmt. Wir betrachten die Bialgebren-Endomorphismen bezu¨glich κX – das
sind solche Algebren-Endomorphismen η von KX∗, die mit κX vertauschbar sind in fol-
gendem Sinne:
ηκX = κX (η ⊗ η) .
Dabei beschra¨nken wir uns auf sog. zerlegungshomogene Endomorphismen, die also die
Zerlegungsgradierung KX∗ =
⊕
n≥0 Z
X
n mit den jeweils endlich-dimensionalen homogenen
Teilra¨umen
ZXn :=
〈
q1. . . . .qk
∣∣ q1. . . . .qk ∈ X∗, q1 + · · ·+ qk = n〉K
respektieren: ZXn η ⊆ ZXn fu¨r alle n ∈ N.
Mit Hilfe des Coproduktes κX etablieren wir eine Verknu¨pfung | auf der Menge HκX
aller homogenen unita¨ren κX -Endomorphismen folgendermaßen: Fu¨r α, β ∈ HκX sei α|β
die eindeutig bestimmte Fortsetzung von (κX (α⊗ β)conc)
∣∣
X
zu einem unita¨ren Algebren-
Endomorphismus.1
1Diese Bildung erinnert an das u¨bliche Konvolutionsprodukt, das mittels δX auf EndKX
∗ gebildet wird.
In jenem Falle allerdings ist α ? β := δX (α⊗ β)conc per se ein Algebren-Endomorphismus.
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Die beiden Bialgebren (KX∗, conc, κX ) und (KX
∗, conc, δX ) sind erstaunlicherweise iso-
morph. Der durch exp und log vermittelte Isomorphismus ΦX spielt eine wichtige Rolle in
der gesamten Arbeit, wie im folgenden Absatz erkla¨rt wird.
Hat man beim konkreten Rechnen in der Campbell-Hausdorff-Gruppe mit der BCH-Reihe
(1) zu tun, so ist dagegen das Rechnen mit den Elementen von Hκ
X
vergleichsweise leicht:
Die Wirkung der Endomorphismen muß immer nur auf den Buchstaben des Alphabetes X
u¨berpru¨ft werden. Ist nun X abza¨hlbar unendlich – wir nehmen X = N – , so ist (Hκ
X
,|)
isomorph zur Campbell-Hausdorff-Gruppe auf X. Einen Gruppen-Isomorphismus erhal-
ten wir mit Hilfe des Bialgebren-Isomorphismus ΦN von (KN∗, conc, κN) auf (KN∗, conc, δN).
Ist X hingegen endlich, so ist der durch ΦX vermittelte Gruppen-Homomorphismus zwar
surjektiv von der Campbell-Hausdorff-Gruppe auf Hκ
X
, aber nicht injektiv. Wir ko¨nnen
jedoch mit Hilfe von ΦN die Campbell-Hausdorff-Gruppe auf X – fu¨r beliebiges ho¨chstens
abza¨hlbares X – isomorph einbetten in HκN . Kennt man also die Struktur von HκN und
damit die der Campbell-Hausdorff-Gruppe auf abza¨hlbar unendlichen Alphabeten, so kann
man ebenfalls Einblick in die Struktur der Campbell-Hausdorff-Gruppe auf endlichen Al-
phabeten erhalten. Dies wird jedoch in der vorliegenden Arbeit nicht explizit durchgefu¨hrt.
Auch in anderer Hinsicht ist Hκ
X
interessant: Bekanntlich ist die freie assoziative Algebra
(KN∗,+, conc) isomorph zur direkten Summe aller Solomon-Algebren D =⊕n≥0Dn ver-
sehen mit dem Konvolutionsprodukt ? als Multiplikation. (D wird in der direkten Summe
P :=⊕∞n=0KSn aller Gruppenalgebren der symmetrischen Gruppen von den Identita¨ten
Ξn := idn ∈ Sn als Konvolutionsalgebra frei erzeugt: D = 〈Ξn | n ∈ N〉? .) Mit dem be-
kannten Coprodukt ↓ ist (D, ?, ↓) eine Bialgebra (siehe etwa [MR95] oder [BS]). Nimmt
man als Isomorphismus die Abbildung Ξ, die durch n 7→ Ξn gegeben ist, so gilt
ΞnκN = Ξn↓ ,
d.h. Ξ ist auch ein Bialgebren-Isomorphismus von (KN∗, conc, κN) auf (D, ?, ↓).
Wir bezeichnen mit dem Symbol ∗ die von den symmetrischen Gruppen herstammende
innere Multiplikation in D. Fu¨r jeden homogenen κN-Endomorphismus η und jedes Wort
q = q1. . . . .qk ∈ N∗ gilt mit n := q1 + · · ·+ qk
Ξq ∗Ξnη = Ξqη ,
d.h. Dη := (Bild η)Ξ ist ein Linksideal von (D,+, ∗ ) und Dn,η := Dη ∩ Dn ein Linksideal
der Solomon-Algebra Dn. Jeder homogene κN-Endomorphismus vermittelt also ein Links-
ideal von Solomons Algebra. Die bekannte peak -Algebra ist ein Beispiel fu¨r ein solches
Linksideal, wie auch Solomons Algebra selbst: u¨ber die Identita¨t auf KN∗.
Die peak -Algebra besitzt einen sie vermittelnden homogenen κN-Endomorphismus pi, der
v
die folgende Basis-Eigenschaft erfu¨llt: Bildpi wird als Algebra frei erzeugt von den Bil-
dern der resistenten Buchstaben – das sind die Buchstaben n, die selbst wieder mit einem
Koeffizienten verschieden von 0K als Summand in npi vorkommen. Wir nennen allgemein
κX -Endomorphismen mit dieser Basis-Eigenschaft r-homogen.
Die peak -Algebra geho¨rt also zur Klasse der sog. r-homogen induzierten Linksideale von
D. Deren Struktur la¨ßt sich weitgehend aufkla¨ren. Die Strukturuntersuchung in der vorlie-
genden Arbeit verallgemeinert die Arbeit von M. Schocker [Sch05] zur peak -Algebra unter
Einbeziehung von [BL93, BL96, BL02] zur Solomon-Algebra.
U¨ber die Struktur der κN-induzierten Linksideale, die man nicht u¨ber einen r-homogenen
κN-Endomorphismus erhalten kann, ist allgemein bislang nichts bekannt. Wir geben in die-
ser Arbeit immerhin ein Beispiel mit kurzer Strukturanalyse an.
Das erste Kapitel macht den Leser mit den Schreibweisen und umfassend mit den Grund-
lagen vertraut. In der gesamten vorliegenden Arbeit werden nur wohlbekannte Resultate
etwa aus der Theorie assoziativer Algebren vorausgesetzt.
Im zweiten Kapitel wird zuna¨chst gezeigt, daß – wie oben bereits erwa¨hnt – δX und κX zwei
isomorphe Bialgebren-Strukturen auf KX∗ etablieren. Der Beweis verwendet exp und log
zur Konstruktion eines Isomorphismus ΦX , welcher fu¨r das Folgende grundlegend ist, etwa
fu¨r die Konstruktion eines Monomorphismus von Hκ
X
in die Campbell-Hausdorff-Gruppe
auf X oder die Einbettung der Campbell-Hausdorff-Gruppe auf X in HκN .
Auf Hκ
X
gibt es in natu¨rlicher Weise eine Multiplikation: die Hintereinanderausfu¨hrung
von Endomorphismen, die wir mit der Abku¨rzung HEA versehen. Fassen wir die Ver-
knu¨pfung | als (nicht-abelsche) Addition auf, so tra¨gt Hκ
X
mit dieser Multiplikation eine
Rechts-Fastring-Struktur, und zwar ist (Hκ
X
,|,HEA) ein nicht-abelscher, nicht-kommu-
tativer null-symmetrischer unita¨rer Rechts-Fastring. (Grundlegendes zu Fastringen wird in
einem kurzen Abschnitt dargelegt.) Fastring-Ideale sind bezu¨glich Addition Normalteiler.
Daher ist eine Strukturuntersuchung eines Fastringes mittels Fastring-Idealen, wie aus der
Ringtheorie gewohnt, ebenfalls eine solche der additiven Gruppe.
Der Schlu¨ssel zur Struktur von Hκ
X
sind die Abbildungen cn : Hκ
X
−→ K, η 7→ ηcn ,
fu¨r jedes n ∈ X, die jedem η ∈ Hκ
X
den Koeffizienten von n in nη ∈ ZXn zuordnet. Wir
zeigen, daß die Abbildung cn fu¨r jedes n ∈ X ein Fastring-Epimorphismus auf den Ko¨rper
K ist. Der Durchschnitt aller Kerne der Abbildungen cn, n ∈ X, ist ein Fastring-Ideal,
das wir KX nennen. Dessen Faktorfastring ist isomorph zum (kommutativen) Ring aller
Abbildungen von X in K – mit komponentenweiser Addition und Multiplikation.
Wir geben eine absteigende Fastring-Idealkette in Hκ
X
an, die bezu¨glich | eine absteigen-
de Zentralreihe ist. Die sukzessiven Faktoren der Kette sind wiederum Ringe, die jeweils
ein nilpotentes, genauer: Zero-Ideal mit dem Ko¨rper K als Faktorring besitzen.
Alle Betrachtungen u¨ber Hκ
X
haben wir fu¨r ein ho¨chstens abza¨hlbares Alphabet X ange-
stellt. Im Falle eines endlichen Alphabetes ist das Fastring-Ideal KX genau die Menge aller
nilpotenten Elemente (bezu¨glich HEA) von Hκ
X
. Ist X unendlich – also X = N nach unse-
vi
rer Konvention –, so ist jedes Element aus KN immerhin eingeschra¨nkt auf jede homogene
Komponente ZNn nilpotent. Bezu¨glich einer geeigneten Metrik ist die HEA-Potenzen-Folge
fu¨r jedes Element aus KN eine Nullfolge. Wir nennen die Elemente aus KN daher nil-
konvergent. Bei der Metrik handelt es sich um die von der Zerlegungsgradierung auf KN∗
herru¨hrende Metrik, welche mit Hilfe von exp, log und dem Isomorphismus ΦN auf HκN
u¨bertragen wird.
Einige topologische Betrachtungen u¨ber HκN und KN beschließen das zweite Kapitel – z.B.
ist (Hκ
X
,|) eine topologische Gruppe.
Im dritten Kapitel untersuchen wir die innere Struktur der r-homogen induzierten Links-
ideale von D. Eine algebrentheoretische Analyse dieser Linksideale liefert eine weitgehende
Aufkla¨rung ihrer Struktur. Insbesondere erhalten wir auf diesemWege erneut die Resultate
aus [Sch05] u¨ber die Struktur der peak -Algebra, etwa u¨ber die irreduziblen Links-Moduln,
Zerlegung in unzerlegbare Linksideale und Cartan-Invarianten.
Das letzte kurze Kapitel illustriert die Theorie der κX -Endomorphismen an einigen
Beispielen.
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spra¨che, fachlichen Diskussionen und so manchen Beistand und Hilfe in schwierigen Zeiten.
Ganz besonders herzlich danke ich meinen Eltern fu¨r ihre uneingeschra¨nkte Unterstu¨tzung
in allen Lebenslagen, ihre Geduld u¨ber all die Jahre hinweg und dafu¨r, daß sie immer an
mich geglaubt haben und gegenu¨ber meinen Interessen und Neigungen immer offen waren.
Die unscha¨tzbar wertvollen Anregungen und Hinweise von Manfred Schocker haben – zu-
sammen mit U¨berlegungen von Dieter Blessenohl dazu – den Grundstein fu¨r meine Arbeit
gelegt. Seinem Andenken widme ich meine Dissertation.
Bevor wir beginnen, vereinbaren wir:
vii
Generalvoraussetzung.
In allen folgenden Kapiteln sei K immer ein Ko¨rper, der die rationalen Zahlen Q als
Primko¨rper entha¨lt. Es sei denn, es wird etwas anderes gesagt.
Es sei X eine nicht-leere, ho¨chstens abza¨hlbare Menge. Ist X endlich, so gibt es eine
Bijektion von einem Anfangsstu¨ck der natu¨rlichen Zahlen auf X, und ist X unendlich, so
gibt es eine Bijektion von N auf X: Wir betrachten o.B.d.A. nur Anfangsstu¨cke von N oder
N selbst. Sei also X = N oder, falls X endlich ist, X = m := {1, . . . ,m} fu¨r m := #X.
viii
Kapitel 1
Grundlagen
Die Menge der natu¨rlichen Zahlen bezeichnen wir mit N und za¨hlen die Null nicht dazu.
Fu¨r N ∪ {0} schreiben wir N0. Fu¨r jedes n ∈ N0 sei n := {m | m ∈ N, m ≤ n} (damit
also 0 = ∅), sowie n 0 := n ∪ {0}.
Fu¨r jede (assoziative) Algebra (A, + , ·) bezeichne A ⊗ A ein Tensorprodukt von A mit
sich selbst u¨ber K und ·⊗ die durch · auf A⊗A induzierte Verknu¨pfung:
∀ a, b, c, d ∈ A (a⊗ b) ·⊗ (c⊗ d) = (a · b)⊗ (c · d) .
(A⊗A, ·⊗) ist ebenfalls eine (assoziative) Algebra.
Ist A unita¨r und e eine Eins von A, so ist auch A⊗A unita¨r mit neutralem Element e⊗ e.
Da wir u¨berwiegend Strukturen mit mehreren Verknu¨pfungen betrachten, werden wir in
der Regel fu¨r multiplikative Potenzen die jeweils gemeinte Verknu¨pfung zur Kennzeichnung
mit in den Exponenten schreiben, z.B. m∗n := m ∗ · · · ∗m︸ ︷︷ ︸
n−mal
im Falle einer Halbgruppe
(M, ∗).
1.1 Worte und Permutationen
1.1.1 Freie Monoide und Monoidalgebren
Wir bezeichnen mit X∗ ein freies Monoid u¨ber dem Alphabet X und schreiben q.r fu¨r die
Verknu¨pfung in X∗ – die Konkatenation. Das neutrale Element von X∗, das leere Wort,
bezeichnen wir mit 1X∗ . Mit KX∗ bezeichnen wir die Monoidalgebra von X∗ u¨ber K –
diese ist eine freie assoziative Algebra, frei erzeugt von X, mit Einselement 1X∗ – und mit
conc : KX∗ ⊗KX∗ −→ KX∗ die Linearisierung der Konkatenation.
Zu jedem Element q von X∗ gibt es ein k ∈ N0 und eindeutig bestimmte q1, . . . , qk ∈ X
derart, daß q = q1. . . . .qk ist. Wir nennen q1, . . . , qk die Buchstaben des Wortes q und
`(q) := k die La¨nge von q. (` : X∗ −→ N0 ist der eindeutig bestimmte Monoidhomomor-
phismus von (X∗, .) in (N0,+) mit `(n) = 1 fu¨r alle n ∈ X.)
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Auch die Identita¨t auf X besitzt eine eindeutige Fortsetzung sum : (X∗, .) −→ (N0,+); es
ist sum(q1. . . . .qk) = q1 + · · ·+ qk .
Ist sum q = n ∈ N0, so heißt q Zerlegung von n, in Zeichen q  n. Ist q = q1. . . . .qk  n
und außerdem q1 ≥ q2 ≥ · · · ≥ qk, so heißt q Partition von n, symbolisch q ` n. Das leere
Wort 1X∗ ist das einzige Wort der La¨nge 0, die einzige Zerlegung und auch die einzige
Partition von 0:
`(1X∗) = 0 , 1X∗  0 , 1X∗ ` 0 .
Seien r, q = q1. . . . .qk ∈ X∗. Wir schreiben r  q, falls es Worte r[q]1 , . . . , r[q]k ∈ X∗ derart
gibt, daß
r = r[q]1 . . . . .r
[q]
k und r
[q]
i  qi fu¨r alle i ∈ k .
Wir definieren noch die lexikographische Ordnung auf X∗:
Fu¨r alle q = q1. . . . .qk, r = r1. . . . .rl ∈ X∗ setzen wir
q <lex r :⇔ entweder gibt es ein j ∈ k mit j ≤ l und q1 = r1, q2 = r2, . . . ,
qj−1 = rj−1, qj < rj , oder k < l und q1 = r1, . . . , qk = rk .
1.1.2 Die innere Algebra P der Permutationen
Fu¨r jedes n ∈ N0 bezeichnen wir mit Sn die Menge der Permutationen von n . Dabei ist
S0 = {∅}. Fu¨r pi = {(1, 1pi), (2, 2pi), . . . , (n, npi)} ∈ Sn schreiben wir in Wortnotation
pi = 1pi 2pi 3pi . . . npi .
Mit idn bezeichnen wir die Identita¨t in Sn. Sei S :=
⋃
n∈N0 Sn und P := 〈S〉K ein Vektor-
raum mit Basis S. Wir definieren fu¨r alle n, m ∈ N0 und alle α ∈ Sn und β ∈ Sm
α ∗β :=
{
αβ , falls m=n,
0P , sonst.
Durch bilineare Fortsetzung erhalten wir eine assoziative Algebra (P, + , ∗ ). Offensichtlich
ist KSn := 〈Sn〉K ≤K P ein Ideal von P und P =
⊕
n∈N0 KSn.
1.1.3 Polya-Aktion und assoziierte Worte
Fu¨r alle n ∈ N0 sei X(n) die Menge aller q ∈ X∗ mit `(q) = n. Offenbar ist X∗ =⋃
n∈N0 X
(n) (disjunkte Vereinigung). Fu¨r jedes q = q1. . . . .qn ∈ X(n) und σ ∈ Sn sei
(∗) σq := q1σ. . . . .qnσ .
Dann gilt fu¨r alle σ, τ ∈ Sn: (στ)q = σ(τq). Offenbar ist idnq = q, also ist durch (∗) und
lineare Fortsetzung eine Linksaktion von Sn auf KX(n) definiert – die Polya-Aktion.
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Wir nennen q, r ∈ X(n) assoziiert (q ≈ r), wenn es σ ∈ Sn mit σq = r gibt.
Ist q  n, so sei
q? :=
n!
#Cq
,
wobei Cq die Konjugiertenklasse von Sn ist, deren Elemente eine zu q assoziierte Zykel-
partition besitzen.
1.1.4 Das Konvolutionsprodukt auf P und die Bialgebra (P , ?, ↓)
Seien k, l ∈ N0 und n := k + l. Fu¨r α ∈ Sk und β ∈ Sl definieren wir α#β durch
i(α#β) :=
{
iα , falls i ∈ k ,
(i− k)β + k , falls i ∈ n \ k .
So ist beispielsweise
21#231 = 21453 .
Es sei
(2) Ξk.l :=
∑{
σ ∈ Sn
∣∣ σ|k und σ|l+k sind monoton wachsend} ,
zum Beispiel:
Ξ2.3 = 12345 + 13245 + 14235 + 15234 + 23145
+24135 + 25134 + 34125 + 35124 + 45123 .
Durch
α ? β := (α#β) ∗Ξk. l
und bilineare Fortsetzung erhalten wir das Konvolutionsprodukt ? auf P. Auch fu¨r die
Verknu¨pfung ? geben wir ein Beispiel:
21 ? 231 = 21453 ∗Ξ2.3
= 21453 + 31452 + 41352 + 51342 + 32451
+42351 + 52341 + 43251 + 53241 + 54231 .
(P, + , ?) ist eine unita¨re assoziative Algebra mit der leeren Abbildung ∅ ∈ S0 als Einsele-
ment.
Wir definieren nun ein Coprodukt auf P. Sei dazu n ∈ N0 und pi ∈ Sn. Mit
pi ↓:=
∑
k∈n 0
αk ⊗ βk
erhalten wir nach linearer Fortsetzung die Coalgebra (P, + , ↓). Dabei sind αk ∈ Sk und
βk ∈ Sn−k eindeutig bestimmt durch die Bedingungen
∀ i, j ∈ k iα−1k < jα−1k ⇔ ipi−1 < jpi−1
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und
∀ i, j ∈ n \ k iβ−1k < jβ−1k ⇔ ipi−1 < jpi−1 .
Es gilt fu¨r alle α, β ∈ P
(α ? β) ↓= α ↓ ?⊗ β ↓ ,
d.h. (P,+, ?, ↓) ist eine Bialgebra, wie in [MR95] und in [Jo¨l99] gezeigt wird.
Zur Verdeutlichung der Wirkung von ↓ sehen wir uns ein Beispiel an. Es ist
3142 ↓= ∅ ⊗ 3142 + 1⊗ 231 + 12⊗ 12 + 312⊗ 1 + 3142⊗ ∅ .
1.1.5 Solomons Algebra
Fu¨r alle n ∈ N ist nach (2)
Ξn = idn ;
wir setzen fu¨r alle q = q1. . . . .qk ∈ N∗
Ξq := Ξq1 ? · · · ? Ξqk ∈ KSsum q
und fu¨r alle n ∈ N0
Dn := 〈Ξq | q  n〉K .
Nach [Sol76] ist Dn eine Teilalgebra der Gruppenalgebra KSn. Wir nennen Dn daher die
Solomon-Algebra. Offenbar entha¨lt Dn die Identita¨t idn = Ξn .
Bekanntlich ist {Ξq | q  n} eine Basis von Dn.
Setzt man
D :=
⊕
n∈N0
Dn ,
so ist D eine Teilalgebra von (P,+ , ∗ ) und {Ξq | q ∈ N∗} eine Basis von D.
Fu¨r alle q, r ∈ N gilt
Ξq ? Ξr = Ξq.r ,
d.h. D ist auch eine Teilalgebra von (P,+ , ?). Als Algebra ist (D,+ , ?) isomorph zu
(KN∗,+ , .), und {Ξn | n ∈ N} ist ein freies Erzeugendensystem der freien assoziativen
Algebra (D,+ , ?).
Es gilt der folgende
1.1.1 Satz (Multiplikatives Reziprozita¨tsgesetz). Fu¨r alle x, y, z ∈ D gilt
(x ? y) ∗ z = ((x⊗ y) ∗⊗z ↓)µ? ,
wobei µ? : D ⊗D −→ D die Linearisierung des Konvolutionsproduktes sei.
Dieses multiplikative Reziprozita¨tsgesetz (siehe [GKL+]), welches man als eine Art Dis-
tributivgesetz auffassen kann, stellt eine Verbindung zwischen innerem Produkt und Kon-
volutionsprodukt in D her. Es gilt auch allgemeiner, was wir in unserem Zusammenhang
aber nicht beno¨tigen werden.
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1.2 Exponentialfunktion und Logarithmus
u¨ber N0-gradierten Algebren
Ein K-Vektorraum A heißt N0-gradiert, wenn A =
⊕∞
n=0An direkte Summe von Un-
terra¨umen An ist. Wir setzen
Â :=
∞∏
n=0
An
als das kartesische Produkt der Unterra¨ume An und betrachten A in naheliegender Weise
als Teilraum von Â. Fu¨r alle 0 bA 6= S = (s0, s1, · · · ) ∈ Â mit sn ∈ An bezeichne pn(S) := sn
die n-te homogene Komponente von S. Fu¨r jedes n ∈ N0 ist also pn die Projektion von Â
auf die n-te homogene Komponente An.
Wir nennen G(S) := min{n | sn 6= 0A} das Gewicht von S und setzen
|S| := e−G(S).
Außerdem sei |0 bA| := 0 und fu¨r alle S, T ∈ Â
d(S, T ) := |S − T |.
1.2.1 Proposition. (Â, d) ist ein vollsta¨ndiger metrischer Vektorraum. Fu¨r alle S, T ∈ Â
gilt die ultrametrische Ungleichung
|S + T | ≤ max{|S|, |T |}.
Ist ϕ : N→ Â eine Nullfolge, so ist ∑i≥1 iϕ konvergent. Mit der Konvention A ≤ Â ist A
dicht in Â, und fu¨r jedes S = (s1, s2, · · · ) ∈ Â ist
S =
∞∑
i=0
si.
Ist daru¨ber hinaus A eine Algebra mit der Eigenschaft, daß fu¨r alle n,m ∈ N0
An ·Am ⊆ An+m
ist, so nennen wirA eine N0-gradierte Algebra. BesitztA ein Einselement 1A, so ist 1A ∈ A0.
Die Multiplikation auf A la¨ßt sich als Cauchy-Produkt zu einer Multiplikation auf Â fort-
setzen. Man setze na¨mlich fu¨r alle S =
∑∞
i=0 si und T =
∑∞
i=0 ti
S · T :=
∞∑
n=0
(
n∑
i=0
si · tn−i
)
.
Dabei ist dann pn(S · T ) =
∑n
i=0 si · tn−i ∈ An und
(3) G(S · T ) ≥ G(S) +G(T ), also auch |S · T | ≤ |S| · |T |,
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wie man sich leicht u¨berlegt. Mit diesem Produkt ist Â eine unita¨re Algebra mit Einsele-
ment 1A und A eine Teilalgebra. Â wird Magnus-Algebra genannt, siehe etwa [Bou].
Sei B =
⊕∞
n=0Bn ein weiterer N0-gradierter Vektorraum. Eine Abbildung α : A → B
heißt homogen, wenn Anα ⊆ Bn ist fu¨r alle n ∈ N0. Jede solche homogene Abbildung
besitzt genau eine stetige Fortsetzung α̂ : Â→ B̂. Fu¨r alle S =∑∞i=0 si mit si ∈ Ai ist
Sα̂ =
∞∑
i=0
siα.
Ist α linear bzw. ein Algebrenhomomorphismus, so ist auch α̂ linear bzw. ein Algebrenho-
momorphismus. Ein wichtiger Spezialfall ist
A⊗A =
⊕
n∈N0
(
n⊕
i=o
Ai ⊗An−i
)
.
Wir setzen
An :=
n⊕
i=o
Ai ⊗An−i.
Es ist dann An ·⊗Am ⊆ An+m, also A⊗A ein N0-gradierter Vektorraum. Zur Abku¨rzung
setzen wir
A := Â⊗A =
∞∏
n=0
An.
In der Tat ist Â⊗Â bis auf Isomorphie ein Untervektorraum von A. Zum Beweis definieren
wir eine Abbildung von Â × Â in A durch
(S, T ) 7→
∞∑
n=0
(
n∑
i=0
si ⊗ tn−i
)
fu¨r alle S =
∑
i si und T =
∑
i ti aus A mit si, ti ∈ Ai. Diese Abbildung ist bilinear, la¨ßt
sich also u¨ber das Tensorprodukt linearisieren. Die Abbildung
(4) S ⊗ T 7→
∞∑
n=0
(
n∑
i=0
si ⊗ tn−i
)
ist linear, aber auch injektiv, wie wir jetzt zeigen wollen. Seien dazu {S1, · · · , Sk} und
{T1, · · · , Tl} linear unabha¨ngige Teilmengen von Â. Zu zeigen ist, daß {Si ⊗ Tj | 1 ≤
k, 1 ≤ l} eine linear unabha¨ngige Teilmenge von A ist. Fu¨r alle n ist
Â =
n⊕
i=0
Ai ⊕
∏
i≥n+1
Ai,
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und dabei
⊕n
i=0Ai ⊆ A. Ist S =
∑
i si ∈ Â, so ist entsprechend
S =
n∑
i=0
si +
∑
i≥n+1
si.
Zur Abku¨rzung setzen wir Sa(n) :=
∑n
i=0 si. Da S1, S2, · · · , Sn aus Â linear unabha¨ngig
sind, gibt es ein m derart, daß Sa1 (m), S
a
2 (m), · · · , San(m) ∈ A linear unabha¨ngig sind.
Da auch T1, T2, · · · , Tl linear unabha¨ngig sind, kann man m so wa¨hlen, daß auch noch
T a1 (m), T
a
2 (m), · · · , T al (m) ∈ A linear unabha¨ngig sind. Dann ist aber auch die Teilmenge
{Sai (m) ⊗ T aj (m) | 1 ≤ i ≤ n, 1 ≤ j ≤ l} von A ⊗ A ⊆ A linear unabha¨ngig, woraus die
Behauptung folgt.
Ist A außerdem eine unita¨re Algebra, so besitzt A Teilalgebren isomorph zu Â, die linear
disjunkt sind, deren Produkt also ein Tensorprodukt von Â mit sich selbst ist. Dazu setzen
wir fu¨r S =
∑
i si ∈ Â mit si ∈ Ai
S • 1A :=
∑
i
(si ⊗ 1A) ∈ A.
Es ist also S•1A das Bild von S⊗1A ∈ Â⊗1A unter (4).Die Abbildung Â→ A, S 7→ S•1A
ist eine injektive lineare Abbildung, deren Bild wir mit Â•1A bezeichnen. Analog definieren
wir 1A • Â. Dann ist K1A = 1A ⊗ 1A der Durchschnitt dieser beiden Unterra¨ume von A.
Ist T =
∑
i ti ∈ Â ein weiteres Element von Â, so ist
(S • 1A) · (1A • T ) =
(∑
i
(si ⊗ 1A)
)
·
(∑
i
(1A ⊗ ti)
)
=
∑
n
(
n∑
i=0
si ⊗ tn−i
)
=
(∑
i
(1A ⊗ ti)
)
·
(∑
i
(si ⊗ 1A)
)
= (T • 1A) · (S • 1A).
Wie oben (siehe (4)) gezeigt, ist die Abbildung S⊗T 7→∑i,j si⊗tj eine lineare Einbettung
von Â⊗ Â in A. Die Bilder von Â⊗1A und 1A⊗ Â sind elementweise vertauschbar. Daher
ko¨nnen wir die von den Teilalgebren Â • 1A und 1A • Â erzeugte Teilalgebra von A mit
dem Tensorprodukt Â ⊗ Â identifizieren. Statt (S • 1A) · (1A • T ) schreiben wir einfach
S ⊗ T .2 In diesem Sinne ist nun
S ⊗ T =
(∑
i
(si ⊗ 1A)
)
·
(∑
i
(1A ⊗ ti)
)
=
∑
n
 n∑
j=0
sj ⊗ tn−j

2I.a. ist A := Â⊗A nicht gleich bA⊗ bA. Man nennt A := Â⊗A auch das komplettierte Tensorprodukt
und schreibt bAb⊗ bA.
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oder kurz (∑
i
si
)
⊗
∑
j
tj
 =∑
i,j
(si ⊗ tj).
1.2.2 Definition. Sei S ∈ Â mit G(S) ≥ 1. Wegen (3) ist G(Sn) ≥ n, insbesondere
(Sn)n∈N0 eine Nullfolge und fu¨r beliebige Koeffizienten an ∈ K die Reihe
∑
n≥0 anS
n
konvergent. Wir setzen
exp(S) :=
∞∑
n=0
Sn
n!
und log (1A + S) :=
∞∑
n=1
(−1)n−1
n
Sn.
Man rechnet wie u¨blich nach
(5) log(exp S) = S und exp(log (1A + S)) = 1A + S .
1.2.3 Bemerkung. Seien S, T ∈ Â mit G(S) ≥ 1 ≤ G(T ), also S, T ∈ Kern (p0).
Sind S und T vertauschbar, so gelten die Additionstheoreme
exp (S + T ) = exp S · exp T
log ((1A + S) · (1A + T )) = log (1A + S) + log (1A + T ).
1.2.1 Die Summengradierung in KX∗
Bezeichnen wir fu¨r alle n ∈ N mit ZXn das K-lineare Erzeugnis aller Zerlegungen von n
mit Buchstaben aus X, also
ZXn := 〈q ∈ X∗ | q  n〉K ,
so ist mit ZX0 := 〈1X∗〉K
KX∗ =
⊕
n≥0
ZXn .
Offenbar ist fu¨r alle k, l ∈ N0
ZXk .Z
X
l ⊆ ZXk+l ,
also KX∗ eine N0-gradierte Algebra. Dies ist die Summengradierung oder Zerlegungsgra-
dierung ; es gibt daneben auch die La¨ngengradierung (u¨ber die La¨nge der Worte), die wir
aber nicht betrachten werden.
Wir bemerken noch:
∀ n ∈ X ZXn = ZNn und ∀ n ∈ N \X ZXn ⊂ ZNn .
Es ist allgemein fu¨r jedes L =
∑
n≥1 λn ∈ Kern p0 mit λn ∈ ZXn fu¨r alle n ∈ N
(L).n =
∑
q∈N∗
`(q)=n
λq ,
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wie man sich leicht u¨berlegt, und somit
exp(L) =
∑
q∈N∗
1
`(q)!
λq =
∑
n≥0
∑
q∈N∗
qn
1
`(q)!
λq ,
also
(6) pn(exp(L)) =
∑
q∈N∗
qn
1
`(q)!
λq
– dabei sei λq := λq1 . . . . .λqk (∈ ZXn ) fu¨r alle q = q1. . . . .qk ∈ N∗ –, sowie
(7) log(1X∗ + L) =
∑
n≥1
∑
q∈N∗
qn
(−1)`(q)−1
`(q)
λq .
Speziell fu¨r
NX :=
∑
n∈X
n =
{∑m
n=1 n ∈ KX∗ , falls X = m ,∑∞
n=1 n ∈ K̂X∗ , falls X = N .
ist
(8) (NX).n =
∑
q∈X∗
`(q)=n
q ,
also
(9) exp(NX) =
∑
n≥0
(NX).n
n!
=
∑
q∈X∗
q
`(q)!
=
∑
n≥0
( ∑
q∈X∗
qn
q
`(q)!
)
,
sowie
(10) log(1X∗ +NX) =
∑
n≥1
(−1)n−1
n
(NX).n =
∑
n≥1
( ∑
q∈X∗
qn
(−1)`(q)−1
`(q)
q
)
.
1.3 N0-gradierte Bialgebren
Sei (A,+ , · ) eine unita¨re N0-gradierte K-Algebra und δ : A → A ⊗ A ein homogener,
unita¨rer Algebrenhomomorpismus, also (A,+ , · , δ) eine Bialgebra. Dann ist δ̂ : Â → A
zwar ein Algebrenhomomorphismus, aber Â mit δ̂ i.a. keine Bialgebra, weil das Bild von
δ̂ nicht unbedingt in Â ⊗ Â enthalten ist. Ein Element a ∈ A heißt primitiv bezu¨glich δ,
wenn
aδ = a⊗ 1A + 1A ⊗ a
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ist. Setzt man [a, b] := a ·b−b ·a fu¨r alle a, b ∈ A, so ist A mit dieser Verknu¨pfung eine Lie-
Algebra. Man rechnet nach, daß [a, b]δ = [aδ, bδ]A ist, wobei [ , ]A die Lie-Multiplikation
in A bezeichnet. Nun folgt leicht, daß Lδ := {x ∈ A | x primitiv bzgl. δ} eine Teilalgebra
von (A, [ , ]) ist. Da δ homogen ist, ist ein Element a ∈ A genau dann primitiv, wenn seine
homogenen Komponenten primitiv sind. Insbesondere ist Lδ ein homogener Teilraum von
A, d.h. es gilt mit Lδ,n := Lδ ∩An
Lδ =
⊕
n≥0
Lδ,n.
(Da 1X∗ nicht δ-primitv ist, ist Lδ,0 = {0KX∗}.) Wir ko¨nnen L̂δ =
∏
n≥0 Lδ,n als Lie-
Teilalgebra von (Â, [ , ] bA) ansehen, wobei analog [ , ] bA das Lie-Produkt in Â bezeichnet.
1.3.1 Proposition (vgl. [Reu], Theorem 3.1). Sei S ∈ Â. Es sind a¨quivalent
(i) S ∈ L̂δ
(ii) Sδ̂ = S ⊗ 1A + 1A ⊗ S.
Beweis: Sei S =
∑
i si mit si ∈ Ai. Dann ist Sδ̂ =
∑
i siδ. Gilt (i), so folgt
Sδ̂ =
∑
i
si ⊗ 1A +
∑
i
1A ⊗ si
=
(∑
i
si
)
⊗ 1A + 1A ⊗
(∑
i
si
)
= S ⊗ 1A + 1A ⊗ S.
Umgekehrt folgt wegen siδ ∈ Ai ⊗ 1A +
⊕i−1
j=1Aj ⊗ Ai−j + 1A ⊗ Ai aus (ii), daß siδ ∈
Ai ⊗ 1A + 1A ⊗Ai ist, also (i). 2
1.3.2 Satz (vgl. [Reu], Theorem 3.2). Sei S ∈ Â. Es sind a¨quivalent:
(i) S ∈ L̂δ;
(ii) p0(S) = 0 und exp(S)δ̂ = exp(S)⊗ exp(S).
Beweis: Es gilt
(exp S)⊗ (exp S) =
∞∑
n=0
n∑
k=0
Sk
k!
⊗ S
n−k
(n− k)!
=
∞∑
n=0
1
n!
n∑
k=0
(
n
k
)
Sk ⊗ Sn−k
=
∞∑
n=0
1
n!
(S ⊗ 1A + 1A ⊗ S)n.
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Da δ̂ ein stetiger Algebrenhomomorphismus ist, folgt
(exp S)δ̂ =
∞∑
n=0
(Sδ̂)n
n!
.
Ist S ∈ L̂δ, so folgt (ii) mit 1.3.1.
Gilt umgekehrt (ii), so folgt
∞∑
n=0
(Sδ̂)n
n!
=
∞∑
n=0
1
n!
(S ⊗ 1A + 1A ⊗ S)n,
d.h. exp(Sδ̂) = exp(S ⊗ 1A + 1A ⊗ S).3 Die Anwendung von log und erneut 1.3.1 liefern
(i). 2
1.3.1 Zwei Bialgebrenstrukturen auf KX∗
Wegen der Freiheit von KX∗ gibt es einen eindeutig bestimmten Algebrenhomomorphis-
mus δX : KX
∗ −→ KX∗ ⊗KX∗ derart, daß die Buchstaben primitiv bezu¨glich δX sind:
nδX = n⊗ 1X∗ + 1X∗ ⊗ n fu¨r alle n ∈ X .
Nach den Sa¨tzen von Friedrichs undWitt ist die Menge Lδ
X
:= {x ∈ KX∗|x ist δX -primitiv}
die von X frei erzeugte freie Lie-Algebra und KX∗ ihre assoziative Einhu¨llende.
Auf diese natu¨rliche Weise ist KX∗ mit Konkatenation und dem Coprodukt δX eine (N0-
gradierte) Bialgebra.
Diese Bialgebrenstruktur gibt es in jeder freien assoziativen Algebra, unabha¨ngig vom
Alphabet. Ist das Alphabet wie in unserem Falle abza¨hlbar, so ko¨nnen wir ein Coprodukt
κX : KX
∗ −→ KX∗ ⊗KX∗ wie folgt definieren:
nκX := n⊗ 1X∗ + 1X∗ ⊗ n+
n−1∑
i=1
i⊗ (n− i)
fu¨r alle n ∈ X und Fortsetzung zu einem Algebrenhomomorphismus. Wir schreiben
abku¨rzend auch
nκX =
n∑
i=0
i⊗ (n− i)
mit der Konvention, fu¨r 0 stets 1X∗ zu nehmen.
Mit κX und Konkatenation ist KX
∗ auch eine (N0-gradierte) Bialgebra.
Wir werden zeigen, daß die beiden Bialgebren (KX∗, conc, δX ) und (KX
∗, conc, κX ) iso-
morph sind.
3Es sei angemerkt, daß auch Â⊗A eine N0-gradierte Algebra ist.
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1.3.3 Beispiel.
(2.3)κX = (2κX ).(3κX )
= (2⊗ 1X∗ + 1X∗ ⊗ 2 + 1⊗ 1).(3⊗ 1X∗ + 1X∗ ⊗ 3 + 1⊗ 2 + 2⊗ 1)
= 2.3⊗ 1X∗ + 1X∗ ⊗ 2.3 + 2⊗ 3 + 2.1⊗ 2 + 2.2⊗ 1 + 3⊗ 2
+1⊗ 2.2 + 2⊗ 2.1 + 1.3⊗ 1 + 1⊗ 1.3 + 1.1⊗ 1.2 + 1.2⊗ 1.1 .
1.3.4 Definition. Ein m-Tupel ξ : m → Km∗ bzw. eine Folge ξ : N→ KN∗ nennen wir
κX -Tupel bzw. κX -Folge (‘series of divided powers’), wenn
ξnκX =
n∑
i=0
ξi ⊗ ξn−i
fu¨r alle n ∈ X ist.
Bereits bei P. Cartier in [Car56] zu finden ist der folgende
1.3.5 Satz (Campbell-Hausdorff-Gruppe). 1X∗ + Kern p0 ist eine Gruppe bzgl. conc und
exp(L̂δ
X
) eine Untergruppe dieser Gruppe.
(1X∗+Kern p0, conc) heißt Magnus-Gruppe (siehe [Bou]), und wir nennen (exp(L̂δ
X
), conc)
die Campbell-Hausdorff-Gruppe auf X.
Beweis: Sei S ∈ Kern p0. Es ist dann (S.n)n eine Nullfolge, also die alternierende geo-
metrische Reihe T :=
∑∞
n=0(−1)nS.n konvergent und (1X∗ + S).T = T.(1X∗ + S) = 1X∗ .
Da offenbar 1X∗ + Kern p0 eine Halbgruppe und 1X∗ ∈ 1X∗ + Kern p0 ist, folgt die erste
Behauptung.
Weiter ist exp(L̂δ
X
) ⊆ 1X∗ + Kern p0. Nach 1.3.2 ist exp(L̂δ
X
) die Menge aller S ∈
1X∗ + Kern p0 mit der Eigenschaft
Sδ̂X = S ⊗ S.
Es ist 1
K̂X∗ δ̂X = 1X∗ δ̂X = 1X∗ ⊗ 1X∗ = 1K̂X∗ ⊗ 1K̂X∗ , also 1X∗ ∈ exp(L̂δX ). Die Menge
exp(L̂δ
X
) ist multiplikativ abgeschlossen:
(S.T )δX = SδX .⊗ TδX = (S ⊗ S).⊗(T ⊗ T ) = S.T ⊗ S.T .
Ist X ∈ 1X∗ + Kern p0 invertierbar, so ist auch X ⊗X invertierbar und (X ⊗X).⊗ (−1) =
X .(−1)⊗X .(−1). Es folgt auch die zweite Behauptung. (Siehe [Reu], vor Cor. 3.3 und Cor.
3.3) 2
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1.4 κ
X
-Endomorphismen und resistente Buchstaben
Ein Algebrenendomorphismus η von KX∗ heißt Bialgebrenendomorphismus bezu¨glich κX
oder kurz κX -Endomorphismus, wenn das folgende Diagramm kommutativ ist:
KX∗
κ
X−−−−→ KX∗ ⊗KX∗
η
y yη⊗η
KX∗
κ
X−−−−→ KX∗ ⊗KX∗
Ein Algebrenhomomorphismus von KX∗ in KX∗ ⊗KX∗ ist durch seine Einschra¨nkung
auf X vollkommen bestimmt. Daher ist η genau dann ein κX -Endomorphismus, wenn
nηκX = nκX (η ⊗ η) fu¨r alle n ∈ X
gilt. Offenbar ist die Identita¨t idX := idKX∗ auf KX
∗ ein κX -Endomorphismus. Umgekehrt
la¨ßt sich jedes m-Tupel bzw. jede Folge ξ : X → KX∗ , n 7→ ξn , eindeutig zu einem
Algebrenendomorphismus ξKX
∗
von KX∗ fortsetzen. Diese Fortsetzung ist also genau
dann ein κX -Endomorphismus, wenn fu¨r alle n ∈ X gilt:
ξnκX =
n∑
i=0
ξi ⊗ ξn−i ,
wenn also ξ ein κX -Tupel bzw. eine κX -Folge ist.
Sei η : KX∗ −→ KX∗ eine Abbildung. Wir nennen q ∈ X∗ η-resistent, wenn der Koeffi-
zient von q in qη verschieden von 0K ist. Offenbar gilt fu¨r alle r, s ∈ X∗
r.s ist η-resistent ⇔ r, s sind η-resistent.
Insbesondere ist q ∈ X genau dann η-resistent, wenn alle Buchstaben von q η-resistent
sind. Schließlich nennen wir η harmlos, wenn alle n ∈ X entweder η-resistent sind oder im
Kern von η liegen. Ein einfaches Dreiecks-Argument zeigt
1.4.1 Bemerkung. Ist η : KX∗ → KX∗ ein homogener, harmloser κX -Endomorphismmus,
so ist {qη | q ist η-resistent} eine Basis von Bild η.
1.4.2 Definition und Bemerkung. Wir bezeichnen die Menge aller η-resistenten Buch-
staben n ∈ mit Xη . Ein homogener κX -Endomorphismus η heiße r-homogen, wenn gilt:
{qη | q ∈ X∗, q η-resistent} ist eine Basis von Bild η.
Man beachte dabei: 1X∗ ist η-resistent, denn 1X∗ besitzt keine Buchstaben. Harmlose
κX -Endomorphismen etwa sind r-homogen wie auch derjenige unita¨re Algebren-Endo-
morphismus εX von KX
∗, der durch n 7→ 0KX∗ fu¨r alle n ∈ X gegeben ist.
Erneut mit einem einfachen Dreiecks-Argument u¨berlegt man sich fu¨r jeden homogenen
κX -Endomorphismus η leicht:
1.4.3 Bemerkung. Ist Xη = X, so ist η bijektiv.
Kapitel 2
U¨ber die Struktur der
Campbell-Hausdorff-Gruppe
Wir geben hier zuna¨chst den Isomorphismus ΦX zwischen den Bialgebren (KX
∗, conc, κX )
und (KX∗, conc, δX ) an.
Sei Hκ
X
die Menge aller zerlegungshomogenen unita¨ren Bialgebren-Endomorphismen von
KX∗ bezu¨glich κX . Wir definieren mit κX und conc eine Verknu¨pfung | auf HκX . Daß
durch | eine Gruppenstruktur aufHκ
X
gegeben ist, zeigen wir indirekt mit einem Epimor-
phismus von der Campbell-Hausdorff-Gruppe auf Hκ
X
. Der Bialgebren-Isomorphismus ΦX
von (KX∗, conc, κX ) auf (KX
∗, conc, δX ) spielt eine wichtige Rolle dabei.
Im Falle eines abza¨hlbar unendlichen Alphabetes X ist der Gruppen-Epimorphismus auch
injektiv und somit (Hκ
X
,|) eine alternative Realisierung der Campbell-Hausdorff-Gruppe.
Ist das Alphabet X endlich, so ko¨nnen wir, wieder mit Hilfe von ΦX , einen Monomor-
phismus von Hκ
X
in die Campbell-Hausdorff-Gruppe angeben. Insgesamt erscheint Hκ
X
als Unter- und als Faktorgruppe von exp(L̂δ
X
). Daru¨ber hinaus aber liefert uns ΦN auch
einen Gruppen-Monomorphismus von exp(L̂δ
X
) fu¨r jedes endliche Alphabet X in HκN .
Daher ermo¨glicht die Untersuchung von HκN ebenfalls Einsicht in die Campbell-Hausdorff-
Gruppe auf endlichen Alphabeten. Wir betrachten allgemein die Struktur von Hκ
X
, ins-
besondere also die von HκN , fu¨hren den Schritt zu den Campbell-Hausdorff-Gruppen auf
endlichen Alphabeten aber nicht mehr explizit durch.
Mit der Hintereinanderausfu¨hrung HEA haben wir eine weitere Verknu¨pfung auf Hκ
X
. Die-
se Multiplikation macht Hκ
X
zusammen mit der (nicht-abelschen) Addition | zu einem
Rechts-Fastring. Nach einer kurzen Einfu¨hrung in die Grundlagen der Fastring-Theorie
zeigen wir, daß Hκ
X
fu¨r Alphabete mit mindestens drei Buchstaben kein Ring ist: Das
Links-Distributivgesetz gilt hier nicht, wie wir an einem Beispiel sehen. Ist jedoch #X = 2,
so ist Hκ
X
ein Ring, na¨mlich isomorph zu K ×K (mit komponentenweiser Addtion und
Multiplikation).
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Betrachten wir die Abbildung c : Hκ
X
−→ K, die jedem Endomorphismus η ∈ Hκ
X
fu¨r
jeden Buchstaben n ∈ X dessen Koeffizienten ηcn im Bild unter η zuordnet, so handelt es
sich hierbei um einen Fastring-Homomorphismus, und die Faktorstruktur vonHκ
X
modulo
dem Kern dieser Abbildung KX dieser Abbildung ist isomorph zum m-fachen kartesischen
Produkt des Ko¨rpers K bzw. zum Ring der Folgen KN, somit ein Jacobson-halbeinfacher
Integrita¨tsbereich.
Die sich kanonisch ergebenden Repra¨sentanten der Restklassen von KX sind sa¨mtlich r-
homogen4 und somit Vertreter der Klasse von κX -Endomorphismen, fu¨r die wir im dritten
Kapitel dieser Arbeit fu¨r den Fall X = N die Struktur der zugeho¨rigen Linksideale in
Solomons Algebra weitgehend aufkla¨ren.
Unter diesen Repra¨sentanten finden wir eine Menge von einseitig orthogonalen Idempo-
tenten des Fastrings Hκ
X
.
Wir geben ferner eine absteigende Zentralreihe (bezu¨glich |) an, die zugleich eine abstei-
gende Kette von Fastring-Idealen von Hκ
X
ist, deren sukzessive Faktoren sa¨mtlich Ringe
sind, und betrachten kurz die Struktur dieser Ringe. Die Ergebnisse fassen wir zusammen
im Hauptsatz 2.4.24 (S. 42).
Beginnen wir mit der Bialgebren-Isomorphie.
2.0.4 Proposition. Sei ξ : X → KX∗ ein m-Tupel bzw. eine Folge und S := 1X∗ +∑
n∈X ξn ∈ K̂X∗. Es sind a¨quivalent:
(i) ξ ist ein κX -Tupel bzw. eine κX -Folge;
(ii) Sκ̂X = S ⊗ S .5
Beweis: Es ist mit der Konvention ξ0 := 1X∗
Sκ̂X =
∑
n∈X∪{0}
ξnκX und S ⊗ S =
∑
k,l∈X∪{0}
ξk ⊗ ξl =
∑
n∈X∪{0}
(
n∑
k=0
ξk ⊗ ξn−k
)
.
Also ist Sκ̂X = S ⊗ S genau dann, wenn ξnκX =
∑n
k=0 ξk ⊗ ξn−k fu¨r alle n ∈ X ist, denn
κX ist homogen. 2
Man u¨berlegt sich leicht:
(11) (1X∗ +NX)κ̂X = (1X∗ +NX)⊗ (1X∗ +NX)
4D.h., die Bilder der resistenten Buchstaben erzeugen das ganze Bild des Endomorphismus.
5Elemente S der Komplettierung einer N0-gradierten Bialgebra (A, δ) mit der Eigenschaft Sbδ = S ⊗ S
werden in der Literatur δ-grouplike genannt.
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2.0.5 Satz. (KX∗, conc, δX ) und (KX
∗, conc, κX ) sind als Bialgebren isomorph.
Beweis: Wir setzen
yj := pj(exp(NX)) =
∑
q∈X∗
qj
1
`(q)!
q fu¨r alle j ∈ N0 .
Wegen (5) ist fu¨r alle n ∈ X
(∗) n =
∑
q∈X∗
qk
(−1)`(q)−1
`(q)
yq ,
wobei wie u¨blich yq := yq1 . . . . .yqk gesetzt sei fu¨r q = q1. . . . .qk . Daraus folgt, daß {yn |
n ∈ X} ein freies Erzeugendensystem von KX∗ ist – denn fu¨r alle n ∈ N gibt es ho¨chstens
so viele yq’s wie q’s in ZXn , und {yq | q ∈ X∗, q  n} spannt ZXn auf.
Wegen X ⊆ Lδ
X
ist NX ∈ L̂δX , nach 1.3.2 daher
∞∑
j=0
yjδX = exp(NX)δ̂X = exp(NX)⊗ exp(NX) =
∞∑
j=0
( j∑
i=0
yi ⊗ yj−i
)
,
also insbesondere
(∗∗)
( ∑
j∈X∪{0}
yj
)
δ̂X =
∑
j∈X∪{0}
( j∑
i=0
yi ⊗ yj−i
)
.
Wegen (11) wird durch
ΦX : j 7→ yj fu¨r alle j ∈ X, also (1X∗ +NX)Φ̂X =
∑
j∈X∪{0}
yj ,
ein homogener Algebrenautomorphismus definiert mit der Eigenschaft
(1X∗ +NX)κ̂X ̂ΦX⊗ ΦX =
(
(1X∗ +NX)⊗ (1X∗ +NX)
) ̂ΦX⊗ ΦX
=
∑
n∈X∪{0}
(
n∑
i=0
iΦX ⊗ (n− i)ΦX
)
=
(∗∗)
(1X∗ +NX)Φ̂X δ̂X ,
also nκX (ΦX ⊗ ΦX ) = nΦX δX fu¨r alle n ∈ X. Daraus folgt
(12) κX (ΦX ⊗ ΦX ) = ΦX δX .
2
KAPITEL 2. U¨ber die Struktur der Campbell-Hausdorff-Gruppe 17
Eine einfache Folgerung aus (12) ist
(13) κ̂X (Φ̂X ⊗ Φ̂X ) = Φ̂X δ̂X .
Es ist Lκ
X
ΦX = LδX , wie man sich schnell u¨berlegt. Wir halten außerdem fest:
(14) nΦ−1
X
=
∑
q∈X∗
qn
(−1)`(q)−1
`(q)
q = pn(log(1X∗ +NX)) fu¨r alle n ∈ X .
Dies folgt leicht mit (∗) im vorigen Beweis und der Tatsache, daß ΦX ein Algebren-Homo-
morphismus ist.
2.1 Die Verknu¨pfung | auf Hκ
X
und ein Monomorphismus
in die Campbell-Hausdorff-Gruppe auf X
2.1.1 Definition. Wir bezeichnen die Menge aller unita¨ren homogenen κX -Endomorphis-
men von KX∗ mit Hκ
X
, also
Hκ
X
:=
{
η ∈ End(KX∗,+ , conc) | 1X∗η = 1X∗ , ∀n ∈ N ZXn η ⊆ ZXn , ηκX = κX (η ⊗ η)
}
.
Mit α| β bezeichnen wir fu¨r alle α, β ∈ Hκ
X
die eindeutige Fortsetzung von
(κX (α⊗ β)conc)|X
zu einem unita¨ren Algebrenendomorphismus bezu¨glich Konkatenation. Es ist also fu¨r alle
n ∈ X
n(α| β) = nα+ nβ + n−1∑
i=1
iα.(n− i)β ,
wofu¨r wir abku¨rzend
n(α| β) = n∑
i=0
iα.(n− i)β
schreiben wollen mit der folgenden Konvention: 0η := 1X∗ fu¨r alle η ∈ HκX . Offenbar ist
α| β zerlegungshomogen.
Wir bezeichnen mit εX den eindeutig bestimmten unita¨ren Algebren-Endomorphismus von
KX∗ mit nεX = 0KX∗ fu¨r alle n ∈ X. Es ist εX ∈ HκX und offenbar neutrales Element
bezu¨glich |.
2.1.2 Beispiel. Seien η1 und ι die durch
nη1 :=
1
n!
· 1.n und nι := (−1)nn
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gegebenen κX -Endomorphismen (siehe (38) und (40)). Es ist
2.3(η1 | ι) = (2η1 + 2ι+ (1η1).(1ι)) . (3η1 + 3ι+ (1η1).(2ι) + (2η1).(1ι))
=
(
1
2
1.1 + 2− 1.1
)
.
(
1
6
1.1.1− 3 + 1.2− 1
2
1.1.1
)
=
(
2− 1
2
1.1
)
.
(
−3 + 1.2− 1
3
1.1.1
)
= −2.3 + 2.1.2− 1
3
2.1.1.1 +
1
2
1.1.3− 1
2
1.1.1.2 +
1
6
1.1.1.1.1 .
Wir werden nun zeigen, daß (Hκ
X
,|) eine Gruppe mit neutralem Element εX ist.
2.1.3 Bemerkung. Fu¨r alle α, β ∈ Hκ
X
gilt:
1X∗ +NX α̂| β = (1X∗ +NX α̂).(1X∗ +NX β̂) .6
Sind α, β vertauschbar, so sind auch 1X∗ +NX α̂ und 1X∗ +NX β̂ vertauschbar.
Beweis: Seien α, β ∈ Hκ
X
.
1X∗ +NX α̂| β = 1X∗ + ∑
n∈X
n(α| β)
= 1X∗ +
∑
n∈X
nκX (α⊗ β)conc
= 1X∗ +
∑
n∈X
(
1X∗ .nβ +
n−1∑
i=1
iα.(n− i)β + nα.1X∗
)
= (1X∗ +NX α̂).(1X∗ +NX β̂ ) .
2
2.1.4 Bemerkung und Definition. Fu¨r jedes Element der komplettierten freien Lie-
Algebra L̂δ
X
u¨ber X, etwa L =
∑
n≥1 λn ∈ L̂δX mit λn ∈ ZXn , bezeichnen wir mit ηL die
eindeutig bestimmte Fortsetzung von
n 7→ pn(exp(L)Φ̂X
−1
) = pn(exp(L))Φ−1X = pn(exp(LΦ̂X
−1
)) fu¨r alle n ∈ X
zu einem unita¨ren Algebrenendomorphismus von KX∗. Offenbar ist ηL homogen.7
Es ist nach (6)
pn(exp(L)) =
∑
qn
q∈N∗
1
`(q)!
λq ,
6Man kann die Verknu¨pfung | auch so definieren: Fu¨r alle α, β ∈ Hκ
X
sei α| β derjenige homogene
unita¨re Endomorphismus von (KX∗,+, conc), der durch n 7→ pn
`
(1X∗ + N
α
X).(1X∗ + N
β
X)
´
gegeben ist.
Folgerung: (α| β)|X= (κX (α⊗ β)conc)|X .
7Wegen dLκ
X
cΦX = dLδX kann man alternativ auch mit einem Element aus dLκX beginnen. Mit diesen
Elementen la¨ßt sich leichter rechnen, da der Isomorphismus cΦX−1 nicht mehr angewendet werden muß,
doch kennen wir Lκ
X
bei weitem nicht so gut wie Lδ
X
.
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und da λq ∈ ZXn Linearkombination von Worten r ∈ X∗ mit r ≤lex q ist, ist der Koeffizient
von n in pn(exp L) gleich dem Koeffizienten von n in λ′n = pn(L).
Und fu¨r jeden homogenen κX -Endomorphismus α sei
Lα := log (1X∗ +NX α̂)Φ̂X .
Es ist ηL ein κX -Endomorphismus und Lα ∈ L̂δX : Sei L ∈ L̂δX . Dann ist nach (13) und
1.3.2
exp(L)Φ̂X
−1
κ̂X = exp(L)Φ̂X
−1 ⊗ exp(L)Φ̂X
−1
.
Da (nη)n∈X also ein κX -Tupel bzw. eine κX -Folge ist, folgt mit 2.0.4: ηL ∈ HκX .
Sei nun α ∈ Hκ
X
. Die zuvor zitierten Sa¨tze liefern uns auch die zweite Behauptung, denn
mit S := (1X∗+NX α̂)Φ̂X ist Sδ̂X = S⊗S, da (1X∗+NX α̂) ein κX -Tupel bzw. eine κX -Folge
ist. Ergo: S ∈ exp(L̂δ
X
), somit Lα ∈ L̂δ
X
.
2.1.5 Satz. Die Abbildung
HX : exp(L̂δX ) −→ HκX , S 7→ η(logS) ,
ist ein Homomorphismus bezu¨glich conc und | und surjektiv auf Hκ
X
. Die Abbildung
ΛX : HκX −→ exp(L̂δX ) , α 7→ exp(Lα) ,
ist ein Monomorphismus bezu¨glich | und conc.8
Beweis: Seien S, T ∈ exp(L̂δ
X
). Fu¨r alle n ∈ X ist
n(η(logS) | η(log T )) = n∑
i=0
iη(logS).(n− i)η(log T )
8Wir ko¨nnen den Monomorphismus ΛX zerlegen in vertraute Abbildungen. Dazu definieren wir auf
K̂X∗ die ∗ -Verknu¨pfung wie folgt: Fu¨r alle S, T ∈ K̂X∗ sei
S ∗ T := S + T + S.T .
Mit 2.1.3 erha¨lt man nach distributivem Ausmultiplizieren fu¨r alle α, β ∈ Hκ
X
NX α̂| β = NX bα+NX bβ + (NX bα).(NX bβ) .
Also ist die Abbildung α 7→ NX bα ein Monomorphismus von (Hκ
X
,|) in (K̂X∗, ∗). Da K̂X∗ unita¨r ist,
ist (K̂X∗, ∗) isomorph zu (K̂X∗, conc) – via S 7→ 1X∗ + S. Zusammen erhalten wir einen Monomorphis-
mus von (Hκ
X
,|) in die Magnus-Gruppe (1X∗ + Kern p0, conc). Zudem ist 1X∗ + NX bα, wie wir wissen,
invertierbar in (K̂X∗, conc) – also NX bα quasiregula¨r. Genauer gesagt also ist die Abbildung α 7→ NX bα ein
Monomorphismus von (Hκ
X
,|) in die Einheitengruppe Q(K̂X∗) bezu¨glich ∗ .
Das anschließende Anwenden des Algebren-Isomorphismus cΦX u¨berfu¨hrt die nun erhaltene Untergruppe
der Magnus-Gruppe in die Campbell-Hausdorff-Gruppe: Denn cΦX macht Elemente S ∈ K̂X∗ mit der
Eigenschaft ScκX = S ⊗ S zu Elementen mit der Eigenschaft ScδX = S ⊗ S.
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=
n∑
i=0
pi(SΦ̂−1X ).pn−i(T Φ̂
−1
X
)
=
(
n∑
i=0
pi(S).pn−i(T )
)
Φ−1
X
= pn(S.T )Φ−1X
= nη(log(S.T )) ,
also (S.T )HX = (SHX )| (T HX ). Da fu¨r jedes α ∈ HκX , wie wir bereits am Ende von 2.1.4
gezeigt haben, Lα ∈ L̂δ
X
ist und fu¨r alle n ∈ X gilt:
nηLα = pn
(
exp(Lα)Φ̂X
−1)
= pn
(
exp(log(1X∗ +NX α̂)Φ̂X )Φ̂X
−1)
= pn
(
exp(log(1X∗ +NX α̂))
)
= pn(1X∗ +NX α̂)
= nα ,
ist HX surjektiv auf HκX .
Die Injektivita¨t von ΛX ist offensichtlich, da ΦX eine Bijektion ist und ein κX -Endomorphis-
mus durch die Bilder aller Buchstaben aus X eindeutig bestimmt ist. Fu¨r alle α, β ∈ Hκ
X
gilt nach 2.1.3
exp(Lα|β) = (1X∗ +NX α̂| β)Φ̂X
=
(
(1X∗ +NX α̂).(1X∗ +NX β̂ )
)
Φ̂X
= (exp Lα).(exp Lβ) ,
also
(α| β)ΛX = (αΛX ).(β ΛX ) .
2
2.1.6 Korollar. (Hκ
X
,|) ist eine Gruppe, da isomorph zu einer Untergruppe der Camp-
bell-Hausdorff-Gruppe auf X. Zugleich ist (Hκ
X
,|) isomorph zu einer Faktorgruppe der
Campbell-Hausdorff-Gruppe: Hκ
X ”komplementiert“ KernHX in exp(L̂δX ). 2
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Die Situation stellt sich im Hasse-Diagramm wie folgt dar:
r
exp(L̂δ
X
)
H
X−→ Hκ
X
KernHX
H
X−→ {εX}
r
r
r
r
r r
r
{εX}
Λ
X−→
Hκ
X
Λ
X−→
Im Beweis von 2.1.5 haben wir bereits gezeigt:
∀α ∈ Hκ
X
ηLα = α ,
d.h. ΛXHX = idHκX . Andersherum ist die Lage wie folgt:
2.1.7 Satz. Es gilt
∀S ∈ L̂δ
X
LηS = S ⇔ X = N .
D.h.: Genau im Fall X = N ist der Monomorphismus ΛX surjektiv auf die Campbell-
Hausdorff-Gruppe, der Epimorphismus HX injektiv und beide Abbildungen zueinander in-
verse Isomorphismen: HXΛX = idHκX .
Noch einmal anders: Genau fu¨r X = N ist Hκ
X
isomorph zur Campbell-Hausdorff-Gruppe.
Beweis: Genau im Falle X 6= N gibt es S, T ∈ exp(L̂δ
X
) mit den Eigenschaften pn(S) =
pn(T ) fu¨r alle n ∈ X und S 6= T . Es gilt dann
nη(logS) = pn(S)Φ
−1
X
= pn(T )Φ−1X = nη(log T )
fu¨r alle n ∈ X, also η(logS) = SHX = T HX = η(log T ). Der Rest ist klar.
2
Da wir indirekt bewiesen haben, daß (Hκ
X
,|) eine Gruppe ist, wissen wir also, daß jedes
α ∈ Hκ
X
invertierbar ist. Wir kennen aber noch nicht die konkrete Gestalt der inversen
Elemente. Diese geben wir jetzt an:
2.1.8 Satz und Notation. Sei α ∈ Hκ
X
. Es ist durch
n 7→
∑
q∈X∗
qn
(−1)`(q)qα
das Inverse von α in Hκ
X
gegeben, welches wir mit xα bezeichnen wollen. Wir schreiben
kurz αx β statt α| (xβ).
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Beweis: Nach 1.3.5 ist 1X∗ +NX α̂ invertierbar in K̂X∗ und∑
n≥0
(−1)n(NX α̂).n =
(8)
∑
q∈X∗
(−1)`(q)qα =
∑
n≥0
∑
q∈X∗
qn
(−1)`(q)qα
das Inverse von 1X∗ +NX α̂. Mit 2.1.3 folgt die Behauptung. 2
2.1.9 Bemerkung. Sind α, β vertauschbare homogene κX -Endomorphismen, so ist
Lα|β = Lα + Lβ .
Dies folgt unmittelbar mit 2.1.3, und 1.2.3.
2.1.10 Bemerkung. Sei S =
∑
n≥1 sn ∈ K̂X∗ mit sn ∈ ZXn fu¨r alle n ∈ N. Der Isomor-
phismus Φ̂X
−1
a¨ndert fu¨r jedes n ∈ X den Koeffizienten von n in sn nicht: Der Koeffizient
von n in sn ist gleich dem Koeffizienten von n in snΦ−1X :
Nach (14) ist fu¨r sn =
∑
(q∈X∗, qn) aqq mit geeigneten aq ∈ K
snΦ−1X =
∑
q∈X∗
qn
aq
∑
r[1]q1
· · ·
∑
r[`(q)]q`(q)
(−1)`(r[1])+···+`(r[`(q)])−`(q)
`(r[1]) . . . `(r[`(q)])
r[1]. . . . .r[`(q)] .
Man sieht nun sofort, daß an auch der Koeffizient von n in pn(SΦ̂X
−1
) = snΦ−1X ist.
Insgesamt gilt daher der
2.1.11 Satz. Zu jeder TeilmengeM von X gibt es einen homogenen κX -Endomorphismus,
fu¨r den M genau die Menge aller resistenten Buchstaben ist. Ist andersherum L ∈ L̂δ
X
,
so ist fu¨r jedes n ∈ X der Koeffizient von n in pn(L) gleich dem Koeffizienten von n in
n ηL. Ist M die Menge aller n ∈ X, fu¨r die der Koeffizient von n in pn(L) ungleich 0 ist,
so ist M = XηL = {n ∈ X | n ist ηL-resistent}.
Beweis: SeiM ⊆ X. Dann ist L :=∑M ∈ L̂δ
X
, also ηL ∈ HκX mit NηL =M nach 2.1.10
und 2.1.4. Ebenfalls deswegen gilt das u¨ber ηL, L ∈ L̂δ
X
, in der Behauptung Gesagte. 2
2.2 Die Campbell-Hausdorff-Gruppe auf X als Untergruppe
von HκN
Wir haben gezeigt, daß die Campbell-Hausdorff-Gruppe exp(L̂δN ) via HN isomorph zu HκN
ist (siehe 2.1.7). Offenbar ist Lδ
X
⊆ LδN , also exp(L̂δX ) eine Untergruppe von exp(L̂δN ) . Wir
finden daher auch exp(L̂δ
X
) als Untergruppe in HκN . Die Strukturanalyse von HκN liefert
uns – durch ”Hineinschneiden“ – somit zugleich Einblick in die Struktur jeder Campbell-
Hausdorff-Gruppe auf einem endlichen Alphabet.
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Wir geben in diesem Abschnitt die Tra¨germenge der Campbell-Hausdorff-Gruppe auf X
in HκN an.
Mit H
m
N bezeichnen wir die Einschra¨nkung von HN auf exp(L̂δm ). Die Abbildung H
m
N :
exp(L̂δm ) −→ HκN ist ein Monomorphismus bezu¨glich conc und |, und Bild (HmN ) eine
Untergruppe von (HκN ,|) – isomorph zur Campbell-Hausdorff-Gruppe auf m .
2.2.1 Satz. Es ist
Bild (H
m
N ) =
{
η ∈ HκN
∣∣∣ ∀n ∈ N nη ∈ Zmn } ,
d.h. Bild (HmN ) ist genau die Menge aller κN-Endomorphismen, die jedes n ∈ N auf eine
Linearkombination von Worten lediglich u¨ber dem Alphabet m abbildet.
Beweis: Sei L ∈ L̂δm . Dann ist (expL)H
m
N = (expL)HN = ηL nach Definition (2.1.4 und
2.1.5), sowie nηL = pn(expL)Φ−1N fu¨r alle n ∈ N. Offenbar ist pn(expL) ∈ Z
m
n fu¨r alle
n ∈ N – siehe (6). Aus (14) sieht man sofort: nΦ−1N ∈ Z
m
n fu¨r jedes n ∈ m . Zusammen
ergiebt dies: nηL ∈ Zmn fu¨r jedes n ∈ N. Das zeigt die Inklusion ”⊆“.
Sei andersherum η ∈ HκN dergestalt, daß nη ∈ Z
m
n fu¨r alle n ∈ N ist. Dann ist exp(Lη)
mit Lη = log (1N∗ +NN η̂)Φ̂N ∈ L̂δN das eindeutig bestimmte Urbild von η unter HN , siehe
wieder 2.1.4 und 2.1.5. Nach Wahl von η ist log (1N∗ +NN η̂) ∈ Km∗. Da fu¨r jedes n ∈ m
wieder nΦN =
∑
qn
1
`(q)! q ∈ Zmn ist, erhalten wir zusammen: Lη ∈ L̂δm . Dies ist die
Inklusion ”⊇“. 2
2.3 Der unita¨re null-symmetrische Rechts-Fastring
(Hκ
X
,|,HEA)
Wie wir zuvor gezeigt haben, ist (Hκ
X
,|) eine (nicht-abelsche) Gruppe mit neutralem Ele-
ment εX . Spa¨ter werden wir noch zeigen, daß (HκX ,HEA) ein Monoid mit neutralem Ele-
ment idX ist und fu¨r| und HEA das Rechts-Distributivgesetz gilt. Somit ist (HκX ,|,HEA)
ein sogenannter unita¨rer Rechts-Fastring, der sogar null-symmetrisch ist, d.h.
α εX = εX = εX α fu¨r alle α ∈ HκX .
Die zweite Gleichheit ist trivial, und fu¨r alle n ∈ X ist nαεX ∈ ZXn εX = {0KX∗}.
2.3.1 Grundlegendes u¨ber Rechts-Fastringe
Wir werden nun kurz einige grundlegende Dinge aus der Theorie der Fastringe zusam-
menfassen. Das Folgende ist aus der Monographie [Pilz] entnommen. Wir verweisen fu¨r
daru¨ber Hinausgehendes auch auf [Clay].
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2.3.1 Definition und Konvention. Eine Menge N mit zwei Verknu¨pfungen + und · ,
die die folgenden Eigenschaften
(i) (N,+) ist eine (nicht notwendig abelsche) Gruppe;
(ii) (N, ·) ist eine Halbgruppe;
(iii) es gilt das Rechts-Distributivgesetz (a+ b)c = ac+ bc fu¨r alle a, b, c ∈ N ;
besitzt, nennen wir einen Rechts-Fastring. Das neutrale Element der Gruppe (N,+) be-
zeichnen wir mit 0N , das neutrale Element von (N, ·) mit 1N , falls es existiert. Wenn wir
im folgenden nur kurz von Fastringen sprechen, so meinen wir immer Rechts-Fastringe.
Ein unita¨rer Fastring ist ein Fastring, dessen multiplikative Halbgruppe ein neutrales Ele-
ment besitzt.
2.3.2 Bemerkung. Fu¨r alle n,m ∈ N ist 0N · n = 0N und
−(nm) = (−n)m,
wie man sich leicht u¨berlegt. Jedoch gilt nicht unbedingt n·0N = 0N und−(nm) = n(−m) !
2.3.3 Definition und Bemerkung. Die Menge
N0 := {n ∈ N | n · 0N = 0N}
heißt der null-symmetrische Teil von N , die Menge
Nc := N · 0N
der konstante Teil von N : Fu¨r jedes n ∈ Nc ist nm = n fu¨r alle m ∈ N , denn nm =
(n′ · 0N )m = n′(0N ·m) = n′ · 0N = n mit geeignetem n′ ∈ N .
Beide Mengen sind Teilfastringe von N , N0 sogar ein Normalteiler von (N,+): Die Gruppe
(N,+) ist semidirektes Produkt von (N0,+) mit (Nc,+).
Ist N0 = N , so heißt N null-symmetrisch.
Ein Teilfastring M von N heißt invariant, wenn MN ⊆M und NM ⊆M ist.
2.3.4 Definition und Bemerkung. Eine Teilmenge I von N heißt (Fastring-)Ideal9,
wenn gilt:
(i) (I,+) ist ein Normalteiler von (N,+);
(ii) IN ⊆ I;
(iii) fu¨r alle x, y ∈ N und alle a ∈ I ist x(a+ y)− xy ∈ I, also
x(a+ y) ≡ xy modulo I .
9Wir werden abweichend von der Literatur immer den Zusatz
”
Fastring-“ vor
”
Ideal“ schreiben, da in
unserem Zusammenhang immer wieder auch Ringe als Teil- oder Faktor-Strukturen auftauchen.
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Hat I nur die Eigenschaften (i) und (ii), so heißt I ein Fastring-Rechtsideal. I mit den
Eigenschaften (i) und (iii) heißt Fastring-Linksideal.
Fastring-Ideale sind i.a. nicht genau die invarianten Teilfastringe. So ist etwa in jedem
Fastring N der Teilfastring Nc invariant, denn
NNc = N(N · 0N ) = (NN) · 0N ⊆ N · 0N = Nc und
NcN = (N · 0N )N = N(0N ·N) ⊆ N {0N} = N · 0N = Nc ;
aber fu¨r nicht-abelsche Gruppen G ist die Menge der konstanten Abbildungen der Gruppe
in sich selbst kein Normalteiler des Fastringes aller Abbildungen von G nach G (mit
bildweiser Addition und Hintereinanderausfu¨hrung). Es gilt jedoch der
2.3.5 Satz. Ist N ein null-symmetrischer Fastring und I ein Fastring-Ideal von N , so ist
IN ⊆ I und NI ⊆ I.
Beweis: Sei a ∈ I und n ∈ N . Dann ist na = n(a+ 0N )− n0N ∈ I. 2
2.3.6 Bemerkung und Definition. Die Fastring-Ideale sind Teilfastringe und genau die
Kerne von Fastring-Homomorphismen.
Seien N und N ′ Fastringe. Eine Abbildung ϕ : N −→ N ′ heißt ein Fastring-Homomor-
phismus, wenn (m + n)ϕ = mϕ + nϕ und (mn)ϕ = mϕ · nϕ fu¨r alle m,n ∈ N ist.
Homomorphie- und Isomorphiesa¨tze gelten in gewohnter Weise auch fu¨r Fastringe.
Abschließend stellen wir noch fest:
2.3.7 Satz. Sind I, J Ideale eines Fastringes N derart, daß N/I und N/J distributive,
kommutative, abelsche Fastringe – also kommutative Ringe – sind, so ist auch N/(I ∩ J)
ein kommutativer Ring. 2
2.3.8 Bemerkung. Sei N ein Fastring, und seien M,M ′ invariante Teilfastringe. Dann
gilt:MM ′ ⊆M∩M ′. Daher ist fu¨r zwei Ideale I und J eines null-symmetrischen Fastringes
wie gewohnt IJ ⊆ I ∩ J .
Auf jeden Fastring kann man Z wirken lassen wie u¨blich:
0 ∗n := 0N ,
k ∗n := (k − 1) ∗n+ n = n+ · · ·+ n︸ ︷︷ ︸
k−mal
und
(−k) ∗n := −(k ∗n)
fu¨r alle n ∈ N und k ∈ N. Es gilt dann fu¨r alle z ∈ Z
z ∗ (mn) = (z ∗m)n ,
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jedoch i.a. nicht : z ∗ (mn) = m(z ∗n) oder z ∗ (m+ n) = z ∗m+ z ∗n !
Insbesondere ist fu¨r jede Links-Eins e von N
(15) z ∗n = (z ∗ e)n .
2.3.9 Bemerkung und Notation. Die Verknu¨pfung | ist – wir gehen gleich genauer
darauf ein – die (nicht-abelsche) Addition eines Fastringes. Wir verwenden daher additive
Schreibweise fu¨r Inverse und werden von |-Vielfachen statt von |-Potenzen sprechen.
Ganzzahlige Vielfache von κX -Endomorphismen in (HκX ,|) wollen wir zusammen mit
dem Verknu¨pfungssymbol notieren, wie wir es fu¨r Potenzen auch verabredet haben, und
schreiben daher
(|k)α := α| . . .| α︸ ︷︷ ︸
k−mal
und (xk)α := (|(−k))α := x((|k)α) fu¨r alle k ∈ N .
Es ist also
n
(
(|k)α) = n∑
i=0
i
(
(|(k − 1))α).(n− i)α .
2.3.2 Hκ
X
als Fastring
Seien α, β ∈ Hκ
X
. Dann ist auch die Hintereinanderausfu¨hrung (HEA) αβ von α und β
ein homogener κX -Endomorphismus:
κX (αβ ⊗ αβ) = κX
(
(α⊗ α)(β ⊗ β))
=
(
κX (α⊗ α)
)
(β ⊗ β)
= (ακX )(β ⊗ β)
= α
(
κX (β ⊗ β)
)
= α(βκX )
= (αβ)κX ,
da β ⊗ β ein Algebrenendomorphismus ist, und da (KX∗, conc, κX ) eine Bialgebra ist.
Es gilt also der
2.3.10 Satz. (Hκ
X
,HEA) ist ein Monoid mit neutralem Element idX – der Identita¨t auf
KX∗. 2
2.3.11 Bemerkung. Fu¨r alle α, β, γ ∈ Hκ
X
gilt das Rechts-Distributivgesetz:
(α| β)γ = (αγ)| (βγ) ,
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denn: Fu¨r alle n ∈ X ist
n(α| β)γ = n(κX (α⊗ β)conc)γ
= nκX
(
(α⊗ β)(γ ⊗ γ))conc
= nκX
(
(αγ)⊗ (βγ))conc
= n
(
(αγ)| (βγ)) .
Das Links-Distributivgesetz hingegen gilt i. a. nicht, sondern nur in einigen Spezialfa¨llen.
Wir geben zuna¨chst ein Gegenbeispiel:
Sei #X ≥ 3, also nach unserer Verabredung 3 ⊆ X, und seien ϕ, α die homogenen
κX -Endomorphismen, die durch
nϕ :=
∑
qn
(−1)n−`(q)q
und
nα :=
n∑
i=0
(−1)i i.(n− i)
gegeben sind (siehe 4.2.2 und (39)). Wir zeigen:
(∗) ϕ(α| idX ) 6= ϕα | ϕ .
Es ist
1ϕ = 1 ;
2ϕ = 1.1− 2 ;
3ϕ = 3− 1.2− 2.1 + 1.1.1 ;
1α = 0KX∗ ;
2α = 2 + 2− 1.1 ;
1(α| idX ) = 1α+ 1 = 1 ;
2(α| idX ) = 2α+ 2 + 1α.1 = 2α+ 2 .
Somit ist
3ϕ(α| idX ) = 3(α| idX )− (1.2)α| idX − (2.1)α| idX + (1.1.1)α| idX
= 3α+ 3 + 2α.1− 1.(2α+ 2)− (2α+ 2).1 + 1.1.1
= 3α+ 3− 1.2− 2.1 + 1.1.1− 1.2α
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und andererseits
3(ϕα | ϕ) = 3ϕα+ 3ϕ+ 1ϕα.2ϕ+ 2ϕα.1ϕ
= 3α+ 3− 1.2− 2.1 + 1.1.1 + (1.1− 2)α.1
= 3α+ 3− 1.2− 2.1 + 1.1.1− 2α.1 ;
und es ist
1.2α = 1.2 + 1.2− 1.1.1 6= 2.1 + 2.1− 1.1.1 = 2α.1 .
Dies zeigt (∗).
Im Falle eines zweielementigen Alphabets, also X = 2 nach unserer Konvention, ist die
Gruppe (Hκ
X
,|) abelsch, und es gilt das Links-Distributivgesetz, d.h. (Hκ
X
,|,HEA) ist
ein Ring. Dies kann man nachrechnen, wir werden aber an spa¨terer Stelle einen kurzen
algebraischen Beweis geben.
Fu¨r spezielle Elemente gilt auch u¨ber gro¨ßeren Alphabeten das Links-Distributivgesetz,
wie wir nun kurz u¨berlegen.
2.3.12 Satz. Fu¨r alle α, β ∈ Hκ
X
und alle γ ∈ Hκ
X
mit der Eigenschaft Bild γ ⊆ 〈X〉K
gilt:
γ(α| β) = (γα)| (γβ) .
Beweis: Seien α, β, γ ∈ Hκ
X
, und es gelte Bild γ ⊆ 〈X〉K . Fu¨r alle n ∈ X ist dann
nγ = knn mit geeignetem kn ∈ K und
n
(
(γα)| (γβ)) = nκX(γα⊗ γβ)conc
= n
(
κX (γ ⊗ γ)
)
(α⊗ β)conc
= nγκX (α⊗ β)conc
= knnκX (α⊗ β)conc
= knn(α| β)
= nγ(α| β) .
Das zeigt wieder die Behauptung. 2
Die Voraussetzung an γ in 2.3.12 bedeutet: γ ist sowohl zerlegungs- als auch la¨ngenhomo-
gen, also im wesentlichen so gut wie idX , denn nγ = fnn, wobei f = (fn)n∈X ∈ KX ein
m-Tupel bzw. eine Folge ist. Es ist jedoch keineswegs so, daß dieses Links-Distributivgesetz
ausschließlich fu¨r γ mit nγ = fnn gilt, wie wir uns im folgenden kurz u¨berlegen wollen.
Man sieht sofort, daß
n(idX | idX ) = nκX conc
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ist. Diese Gleichheit gilt aber nicht nur fu¨r Buchstaben:
2.3.13 Satz. Fu¨r alle q ∈ X∗ sind die folgenden Aussagen a¨quivalent:
(i) q(idX | idX ) = q κX conc ;
(ii) q ist Konkatenationspotenz eines einzelnen Buchstaben:
q = n.k mit n ∈ X, k ∈ N0.
Beweis: Sei q = q1. . . . .qk ∈ X∗. Es gilt zum einen
q κX conc = (q1 κX ).⊗ . . . .⊗(qk κX ) conc
=
( q1∑
i1=0
i1 ⊗ (q1 − i1)
)
.⊗ . . . .⊗
( qk∑
ik=0
ik ⊗ (qk − ik)
) conc
=
q1∑
i1=0
· · ·
qk∑
ik=0
i1. . . . .ik.(q1 − i1). . . . .(qk − ik) =: (∗)
und zum anderen
q(idX | idX ) = q1(idX | idX ). . . . .qk(idX | idX )
= (q1 κX conc). . . . .(qk κX conc)
=
( q1∑
j1=0
j1 ⊗ (q1 − j1)
)
.⊗ . . . .⊗
( qk∑
jk=0
jk ⊗ (qk − jk)
)
=
q1∑
j1=0
· · ·
qk∑
jk=0
j1.(q1 − j1).j2.(q2 − j2). . . . .jk.(qk − jk) =: (∗∗) .
Ist nun q eine Konkatenationspotenz eines einzelnen Buchstaben, etwa q = n.k, so ist
offenbar (∗) = (∗∗).
Sei q keine Konkatenationspotenz eines einzelnen Buchstaben. Dann gibt es ein i ∈ k
derart, daß qi > qj fu¨r alle j ∈ k \ {i} ist. Man kann sich nun leicht u¨berlegen, daß es – im
Falle i 6= 1 – in (∗) einen Summanden gibt, dessen i-ter Buchstabe gerade qi ist. Jedoch
ist qi niemals i-ter Buchstabe eines Summanden in (∗∗): An i-ter Stelle stehen immer echt
kleinere Buchstaben.
Im Falle i = 1 u¨berlegt man sich solches fu¨r den zweiten Buchstaben aller Summanden
beider Summen.
Es folgt (∗) 6= (∗∗) und damit die Behauptung. 2
2.3.14 Korollar. Ist η ∈ Hκ
X
derart, daß nη eine Linearkombination von Konkatena-
tionspotenzen einzelner Buchstaben fu¨r alle n ∈ X ist, so gilt
η(idX | idX ) = η | η .
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Beweis: Sei nη =
∑
qn kqq und kq ∈ K fu¨r jedes n ∈ X ho¨chstens fu¨r solche q verschieden
von 0K , die Potenzen einzelner Buchstaben sind. Mit 2.3.13 erhalten wir
nη(idX | idX ) = ∑
qn
kqq(idX | idX )
=
∑
qn
kqqκX conc
= nη κX conc
= nκX (η ⊗ η)conc
= n(η | η) .
2
Bezeichnen wir mit η1 den homogenen κX -Endomorphismus, der durch n 7→ 1n!1.n gegeben
ist, so erfu¨llt η1 die Voraussetzung von 2.3.14. Es ist also η1(idX | idX ) = η1| η1, was man
hier natu¨rlich auch einfach nachrechnen kann.
Dieses Beispiel zeigt – wie 2.3.14 –, daß die Links-Distributivita¨t nicht auf gleichzeitig
la¨ngen- und zerlegungshomogene κX -Endomorphismen beschra¨nkt ist. Gleichwohl du¨rfte
es bei solchen sehr speziellen Ausnahmen bleiben. Dies ist zu vermuten, da in 2.3.14 mit
idX | idX die gewissermaßen einfachste nicht-triviale |-Summe schon eine starke Bedin-
gung fu¨r den linken HEA-Faktor erfordert.
2.4 U¨ber die Struktur des Fastringes (Hκ
X
,|,HEA)
2.4.1 Die Fastring-Epimorphismen cn und das Fastring-Ideal KX
Wir haben uns bisher nur dafu¨r interessiert, ob der Koeffizient von n ∈ X in nη, η ∈ Hκ
X
,
verschieden von 0K ist oder nicht, also ob n ein η-resistenter Buchstabe ist oder nicht.
Nun sehen wir uns diesen Koeffizienten etwas genauer an und erhalten fu¨r jedes n ∈ X
einen Fastring-Epimorphismus auf den zugrundeliegenden Ko¨rper K. Die Kerne dieser
Epimorphismen liefern eine Kette von Fastring-Idealen in Hκ
X
– also insbesondere eine
Kette von Normalteilern in der Gruppe (Hκ
X
,|). Der Durchschnitt u¨ber alle Kerne ist ein
Fastring-Ideal von Hκ
X
, dessen Faktor-Fastring ein Jacobson-halbeinfacher Integrita¨tsbe-
reich ist: das m-fache kartesische Produkt des Ko¨rpers K bzw. den Ring aller Folgen KN
mit komponentenweiser Addition und Multiplikation.
2.4.1 Definition. Wir bezeichnen mit cn fu¨r jedes n ∈ X die Abbildung von Hκ
X
nach
K, die jedem η ∈ Hκ
X
den Koeffizienten von n in nη zuordnet: cn : Hκ
X
−→ K, η 7→ ηcn .
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2.4.2 Satz. Die Koeffizienten-Abbildungen cn, n ∈ X, sind Fastring-Homomorphismen
von (Hκ
X
,|,HEA) in den Ko¨rper (K,+, · ), die wegen id cn = 1K auch unita¨r sind. Fu¨r
alle α, β ∈ Hκ
X
ist also
(16) (α| β)cn = α cn + β cn ,
und
(17) (αβ)cn = (α cn)(β cn).
Beweis: Seien α, β ∈ Hκ
X
. Fu¨r alle n ∈ X ist n(α| β) = nα + nβ +∑n−1i=1 iα.(n − i)β.
Fu¨r jedes q  n gibt es aq, bq ∈ K so, daß nα =
∑
qn aqq und nβ =
∑
qn bqq. Damit ist
n(α| β) = (an + bn)n+ ∑
n6=qn
(aq + bq)q +
n−1∑
i=1
iα.(n− i)β .
In den beiden hinteren Summen ist n jeweils kein Summand. an+bn ist also der Koeffizient
von n in n(α| β).
Fu¨r alle n ∈ X ist
n(αβ) = annβ +
∑
n6=qn
aqqβ = anbnn+
∑
n6=qn
cqq
mit geeigneten cq ∈ K fu¨r alle n 6= q  n sei. In der hinteren Summe kommt n als
Summand nicht mehr vor, d.h. anbn ist der Koeffizient von n in n(αβ). 2
2.4.3 Korollar. Fu¨r alle n ∈ N ist Kern cn ein Fastring-Ideal von Hκ
X
und Hκ
X
/Kern cn
ein nullteilerfreier, unita¨rer, distributiver, kommutativer und abelscher Fastring, also ein
Integrita¨tsbereich. Insbesondere ist (Kern cn,+) ein Normalteiler von (Hκ
X
,|). 2
Mehr noch: Fu¨r jedes n ∈ X ist Hκ
X
/Kern cn ein Ko¨rper, wie man als Korollar zu 2.1.11
erha¨lt:
2.4.4 Korollar. Sei n ∈ N. Der Koeffizienten-Homomorphismus cn ist surjetiv auf K.
Beweis: Sei k ∈ K. Wir setzen L := k · n. Dann ist L ∈ L̂δ
X
, somit ηL ∈ HκX nach 2.1.4
und ηL cn = k nach 2.1.11. 2
Wir fassen zusammen: Fu¨r alle n,m ∈ X ist
– Hκ
X
/Kern cn ∼= K (als Fastringe), Hκ
X
/Kern cn ∼= K also ein Ko¨rper;
– Kern cn ein maximales Fastring-Ideal von Hκ
X
;
– Kern cn ein maximales Fastring-Linksideal von Hκ
X
;
– Kern cn | Kern cm = Hκ
X
, sofern n 6= m ist.
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2.4.5 Definition. Wir setzen
KX := {η ∈ HκX | Xη = ∅} =
⋂
n∈X
Kern cn
und bezeichnen mit cX die Abbildung von HκX in die Menge KX aller m-Tupel bzw.
Folgen u¨ber K, die jedem α ∈ Hκ
X
das Koeffizienten-Tupel bzw. die Koeffizienten-Folge
(αcn)n∈X zuordnet.
2.4.6 Satz. Die Abbildung
cX : HκX −→ KX , α 7→ (X −→ K, n 7→ α cn),
ist ein unita¨rer Fastring-Epimorphismus von Hκ
X
auf den Ring KX (wie u¨blich mit bild-
weiser Addition und Multiplikation) mit KX als Kern. Daher ist HκX /KX ein Jacobson-
halbeinfacher kommutativer unita¨rer Ring.
Beweis:Wegen 2.4.2 ist cX ein Fastring-Homomorphismus; offenbar ist Kern cX = KX und
cX unita¨r. Auch ist cX surjektiv: Sei f = (fn)n∈X ∈ KX . Es ist Lf :=
∑
n∈X fn · n ∈ L̂δX
(da X ⊂ Lδ
X
) und somit nach 2.1.11 ηLf ∈ HκX und
ηLf cn = fn
fu¨r alle n ∈ X, also ηLf cX = f . 2
2.4.7 Bemerkung. Die Elemente α ∈ KX besitzen folgende Eigenschaft
∀n ∈ X ∃ k ∈ N nαk = 0K ,
denn da kein Buchstabe resistent ist, wird jedes q  n durch α auf eine Linearkombination
echter Zerlegungen von n abgebildet. D.h. alle vorkommenden Buchstaben sind lexikogra-
phisch echt kleiner als n. Also ist spa¨testens nαn = 0K .
Ist X endlich, nach unserer Verabredung also X = m , so ist spa¨testens αm = εX = 0HκX
– kurz: α ist nilpotent.
Ist X = N so ko¨nnen wir immerhin folgendes sagen:
Die Elemente aus KN sind eingeschra¨nkt auf jede homogene Komponente ZNn , n ∈ N, nil-
potent. Wir nennen solche Elemente nil-konvergent.
Der einzige zugleich nilpotente (bzw. nil-konvergente) und r-homogene κX -Endomorphismus
ist εX .
2.4.8 Bemerkung. Seien α, β ∈ Hκ
X
. Fu¨r alle n ∈ X ist der Koeffizient von n in n(α|β)
gleich der Summe des Koeffizienten von n in nα und in nβ nach (16), somit
Xα|β ⊆ Xα ∪ Xβ .
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Insbesondere ist ((|k)α)cn = k · (αcn) fu¨r alle k ∈ Z ; es gilt daher fu¨r alle k ∈ Z \ {0}
(18) X(|k)η = Xη .
Außerdem wissen wir nach (17)
Xαβ = Xα ∩Xβ ,
insbesondere fu¨r alle m ∈ N
Xαm = Xα .
Die letzte Zeile der vorigen Bemerkung zeigt sofort: Jedes nilpotente Element des Fastrin-
ges Hκ
X
liegt in KX . Wir erhalten zusammen mit 2.4.7:
2.4.9 Korollar. KX ist genau die Menge aller nilpotenten Elemente, falls X endlich
ist, bzw. genau die Menge aller nil-konvergenten Elemente von (Hκ
X
,|,HEA), falls X
unendlich ist. 2
Wir verabreden abku¨rzend noch fu¨r jedes f ∈ KX – der Menge aller Abbildungen von X
nach K –
η
f
:= ηLf ,
dabei Lf wie im Beweis von 2.4.6, und u¨berlegen uns folgendes:
2.4.10 Satz. Fu¨r jedes f ∈ KX ist ηf r-homogen.
Beweis: Sei f ∈ KX . Ist f = 0KX , so ist ηf = εX , also r-homogen. Sei f 6= 0KX .
Fu¨r alle n ∈ X ist nach (6), nach Definition von η
f
und wegen Xη
f
= {n ∈ X | fn 6= 0K}
(19) nη
f
=
∑
q∈(Xη
f
)∗
qn
fq
`(q)!
qΦ−1
X
,
wobei fq :=
∏
i∈k fqi ∈ K fu¨r jedes q = q1. . . . .qi ∈ X∗ sei. (f besitzt eine eindeutig
bestimmte Fortsetzung zu einem Monoid-Homomorphismus von (X∗, conc) in (K, ·), den
wir also ebenfalls mit f bezeichnen.)
Wir zeigen:
(∗) ∀n ∈ Xη
f
nΦ−1
X
∈
〈
rη
f
∣∣∣ r ∈ (Xη
f
)∗, q  n
〉
K
– durch Induktion u¨ber die Elemente von Xη
f
.
Offenbar ist Xη
f
6= ∅. Sei m˜ := min Xη
f
. Dann ist m˜η
f
= fem · m˜Φ−1X , also
m˜Φ−1
X
= (fem)−1 · m˜ηf .
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Sei nun n ∈ Xη
f
, und fu¨r alle n′ ∈ Xη
f
, n′ < n, sei n′Φ−1
X
∈
〈
rη
f
∣∣∣ r ∈ (Xη
f
)∗, q  n′
〉
K
. Es
ist
nη
f
=
∑
q∈(Xη
f
)∗
qn
fq
`(q)!
qΦ−1
X
= fn · nΦ−1X +
∑
q∈(Xη
f
)∗
n6=qn
fq
`(q)!
qΦ−1
X
,
also
nΦ−1
X
=
1
fn
nη
f
−
∑
q∈(Xη
f
)∗
n6=qn
fq
fn · `(q)! qΦ
−1
X
und qΦ−1
X
∈
〈
rη
f
∣∣∣ r ∈ (Xη
f
)∗, q  n
〉
K
fu¨r jede η
f
-resistente Zerlegung q 6= n von n nach
Induktionsvoraussetzung, und da Φ−1
X
ein Algebrenhomomorphismus ist. Das zeigt (∗).
Insgesamt ist also nη
f
∈
〈
rη
f
∣∣∣ r ∈ (Xη
f
)∗, q  n
〉
K
, daher (Xη
f
)∗ ein Erzeugendensystem
fu¨r Bild η
f
und also eine Basis. 2
2.4.11 Korollar. Die Menge
{
ηf | f ∈ KX
}
ist ein r-homogenes Repra¨sentantensystem
fu¨r die Restklassen nach KX : Jedes Element α von HκX ist |-Summe eines nilpotenten
bzw. nil-konvergenten κX -Endomorphismus αnil und eines r-homogenen κX -Endomorphis-
mus αr:
α = αnil | αr .
Beweis: Die Behauptung folgt unmittelbar aus 2.4.6 und 2.4.10. 2
2.4.12 Bemerkung. Nach (18) und 1.4.3 ist (xk)idX bijektiv fu¨r alle k ∈ Z \ {0}, denn
X(xk)id
X
= Xid
X
= X.
Damit und mit einer Fastring-Rechnung ko¨nnen wir leicht zeigen, daß (Hκ
X
,|) keine
Elemente endlicher Ordnung besitzt:
2.4.13 Satz. Sei η ∈ Hκ
X
. Fu¨r alle k ∈ Z \ {0} gilt:
Bild ((|k)η) = Bild η .
Beweis: Sei k ∈ Z \ {0}. Mit (15) und 2.4.12 erhalten wir
Bild ((|k)η) = Bild (((xk)idX )η) = (Bild ((xk)idX ))η = (KX∗)η = Bild η .
2
2.4.14 Korollar. (Hκ
X
,|) ist torsionsfrei.
Beweis: Sei η ∈ Hκ
X
von endlicher Ordnung, und sei l ∈ N derart, daß (xl)η = εX . Dann
ist
〈1X∗〉K = Bild εX = Bild
(
(xl)η) = Bild η
nach 2.4.13, also η = εX , da offenbar nη = 0KX∗ fu¨r alle n ∈ X ist. 2
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2.4.15 Bemerkung. Die Torsionsfreiheit von (Hκ
X
,|) sieht man ebenso schnell mittels
Additionstheorem fu¨r exp :
Die Campbell-Hausdorff-Gruppe (exp(L̂δ
X
), conc) ist torsionsfrei, denn: Sei L ∈ L̂δ
X
und
n ∈ N derart, daß (exp L).n = 1X∗ ist. Mit dem Additionstheorem erha¨lt man:
1X∗ = (exp L).n = exp
( n∑
i=1
L
)
⇔
n∑
i=1
L = 0dLδ
X
⇔ L = 0dLδ
X
.
Nach 2.1.5 ist (Hκ
X
,|) isomorph zu einer Untergruppe der Campbell-Hausdorff-Gruppe,
besitzt daher auch keine Elemente endlicher Ordnung.
2.4.2 Idempotente in (Hκ
X
,|,HEA)
Wir geben eine (ggf. endliche) Folge von Idempotenten im Fastring Hκ
X
an:
Sei n ∈ X. Es ist n ∈ L̂δ
X
, somit ηn ∈ Hκ
X
. Wir wissen, wegen Xηn = {n}, nach (19): Fu¨r
alle j ∈ X ist
jηn = 0KX∗ ,
falls n kein Teiler von j ist, sowie fu¨r j = k · n
jηn =
1
k!
(
n.k
)
Φ−1
X
=
1
k!
(
nΦ−1
X
).k
,
da n.k die einzige ηn-resistente Zerlegung von j ist. Insbesondere ist
(20) nηn = nΦ−1X ,
also
(21) jηn =
1
k!
(nηn)
.k .
2.4.16 Satz. Fu¨r alle n ∈ X ist ηn ein Idempotent im Fastring (Hκ
X
,|,HEA).
Beweis: Sei n ∈ X. Fu¨r alle j ∈ X mit n6 | j ist
jη2n = 0KX∗ ηn = 0KX∗ ;
und es ist nach (14)
(∗) nη2n = nΦ−1X ηn = nηn +
∑
n6=rn
(−1)`(r)−1
`(r)
rηn = nηn ,
da rηn = 0KX∗ fu¨r alle n 6= r  n ist.
Sei nun etwa j = k · n. Dann ist
jη2n =
(21)
1
k!
(nηn)
.k ηn =
1
k!
(
nη2n
).k =
(∗)
1
k!
(nηn)
.k =
(21)
jηn .
2
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2.4.17 Bemerkung. Fu¨r alle n, k ∈ X gilt:
n > k ⇒ ηkηn = 0Hκ
X
= εX .
2.4.18 Bemerkung. Es ist η1|η2|η3 6= id3 , wie wir kurz mit (20) und (21) nachrechnen:
3(η1 | η2 | η3) = 3(η1 | η2) + 3η3 + 2∑
i=1
i(η1 | η2).(3− i)η3
= 3(η1 | η2) + 3η3
= 3η3 + 3η1 + 3η2 +
2∑
i=1
iη1.(3− i)η2
= 3η3 + 3η1 + 3η2 + (1η1).(2η2)
= 3Φ−1
X
+ 0KX∗ +
1
3!
(1Φ−1
X
).3 + (1Φ−1
X
).(2Φ−1
X
)
= (3 +
1
3!
1.1.1 + 1.2)Φ−1
X
6= 3 = 3 id3 ,
da 3 + 13! 1.1.1 + 1.2 6= 3ΦX ist.
2.4.3 Eine absteigende Kette von Fastring-Idealen in Hκ
X
Wir setzen
H(0)κ
X
:= Hκ
X
und fu¨r alle n ∈ N
H(n)κ
X
:=
{
α ∈ Hκ
X
| ZX1 + · · ·+ ZXn ≤ Kernα
}
.
2.4.19 Satz. Im Falle X = N ist Hκ
X
= H(0)κ
X
⊃ H(1)κ
X
⊃ H(2)κ
X
⊃ . . . ⊃ {εX} eine bis zu
{εX} echt absteigende Kette von Fastring-Idealen. Ist X endlich und #X = m, so ist auch
die Fastring-Ideal-Kette endlich, und es ist H(m)κ
X
= H(m+j)κ
X
= {εX} fu¨r alle j ∈ N; d.h.
(Hκ
X
,|) ist eine nilpotente Gruppe.
Die sukzessiven Faktoren H(n)κ
X
/H(n+1)κ
X
sind fu¨r alle n ∈ N0 Ringe.
Wir zeigen zuna¨chst die Fastring-Ideal-Eigenschaften inH(n)κ
X
. Die Aussagen u¨ber die Kette
fu¨r X = N bzw. X = m sind trivial. Zum Beweis der letzten Aussage des Satzes verwen-
den wir weiter unten einen Fastring-Monomorphismus des Faktorfastrings H(n)κ
X
/H(n+1)κ
X
in
einen geeigneten Ring.
Sei nun n ∈ X ∪{0} und im endlichen Falle n < m = #X – ansonsten ist nichts zu zeigen,
da dann H(n)κ
X
= H(m)κ
X
= {εX} ist.
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Seien α, β ∈ H(n)κ
X
. Fu¨r i ≤ n ist
i(α| β) = 0KX∗ = iα+ iβ ,
und es ist
(22) (n+ 1)(α| β) = (n+ 1)α+ (n+ 1)β ,
also
(n+ 1)(α| β) = (n+ 1)(β | α) .
Auch sieht man sofort aus 2.1.8:
(n+ 1)(xα) = −(n+ 1)α .
Daher ist ebenfalls sofort klar:
(23) α|H(n+1)κ
X
= β |H(n+1)κ
X
⇔ (n+ 1)α = (n+ 1)β .
Offenbar ist εX ∈ H(n)κX , also H
(n)
κ
X
6= ∅. Fu¨r alle j ∈ n ist
j(αx β) = jα+ j(xβ) + j−1∑
l=1
lα.(j − l)(xβ)
= j(xβ) =∑
qj
(−1)`(q)qβ
= 0KX∗ ,
somit H(n)κ
X
eine Untergruppe von (Hκ
X
,|).
Sei nun η ∈ Hκ
X
. Fu¨r alle i ∈ n ist
(24) i(α| η) = iα+ iη + i−1∑
l=1
lα.(i− l)η = iη ,
und daher
j(xη | α| η) = j(xη) + j(α| η) + j−1∑
l=1
l(xη).(j − l)(α| η)
= j(xη) + jη + j−1∑
l=1
l(xη).(j − l)η
= j(xη | η)
= j εX
= 0KX∗ ,
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also H(n)κ
X
ein Normalteiler von Hκ
X
.
H(0)κ
X
= Hκ
X
ist trivialerweise ein Fastring-Ideal. Sei nun n 6= 0. Offenbar ist H(n)κ
X
Hκ
X
⊆
H(n)κ
X
. Zu zeigen bleibt
(∗) γ(α| η)x (γη) ∈ H(n)κ
X
fu¨r alle η, γ ∈ Hκ
X
. Seien η, γ ∈ Hκ
X
, i ∈ n und weiterhin α ∈ H(n)κ
X
. Nach (24) ist
q(α| η) = qη fu¨r alle q  i. Es folgt
i
(
γ(α| η)x (γη)) = i∑
j=0
jγ(α| η).(i− j)(x(γη))
=
i∑
j=0
jγη.(i− j)(x(γη))
= i
(
γη x (γη))
= i εX
= 0KX∗ .
Das zeigt (∗). Insgesamt ist H(n)κ
X
also ein Fastring-Ideal von Hκ
X
.
Man kann einfach nachrechnen, daß in jedem sukzessiven Faktor dieser Idealkette das
Links-Distributivgesetz gilt. Wir geben stattdessen fu¨r jeden Faktor einen Monomorphis-
mus in einen Ring an.
Es ist (n+ 1)α =
∑
qn+1 kqq mit geeigneten kq ∈ K und daher
(25) (n+ 1)αβ = kn+1(n+ 1)β = (αcn+1)β .
Bei lexikographisch absteigender Anordnung aller 2n Zerlegungen von n+ 1 erhalten wir
folgende Matrixdarstellung fu¨r α|
ZXn+1
:
∗ . . . ∗
0K . . . 0K
...
. . .
...
0K . . . 0K
 ∈ K2n×2n .
Offenbar ist genau fu¨r alle α ∈ H(n+1)κ
X
die darstellende Matrix von α|
ZXn+1
die Nullmatrix
0K2n×2n . Zusammen mit (22), (23) und (25) bedeutet dies:
Das Einschra¨nken von κX -Endomorphismen aus H(n)κX auf ZXn+1 liefert einen Ring-Mono-
morphismus von H(n)κ
X
/H(n+1)κ
X
in den Teilring der K2
n×2n-Matrizen, der aus den Matrizen
besteht, die ho¨chstens in der ersten Zeile Eintra¨ge verschieden von 0K haben.
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Damit ist sofort klar, daß in H(n)κ
X
/H(n+1)κ
X
auch das Links-Distributivgesetz gilt, jeder suk-
zessive Faktor also ein (i.a. nicht-kommutativer) Ring ist; und Satz 2.4.19 ist vollsta¨ndig
bewiesen.
H(n)κ
X
/H(n+1)κ
X
ist nicht nur abelsch, d.h. es gilt
[
H(n)κ
X
,H(n)κ
X
]
| ⊆ H(n+1)κX , sondern es gilt
daru¨ber hinaus der
2.4.20 Satz. Fu¨r alle k, j ∈ N0 gilt[
H(k)κ
X
,H(j)κ
X
]
| ⊆ H(k+j+1)κX .
Insbesondere ist [
H(k)κ
X
,Hκ
X
]
| ⊆ H(k+1)κX ,
die Reihe Hκ
X
= H(0)κ
X
⊃ H(1)κ
X
⊃ H(2)κ
X
⊃ . . . ⊃ {εX} also eine absteigende Zentralreihe in
(Hκ
X
,|).10
Beweis: Seien k, j ∈ N0 und α ∈ H(k)κX , β ∈ H
(j)
κ
X
.
Es ist fu¨r alle l ∈ k + j + 1 ∩X
l−1∑
i=1
iα.(l − i)β = 0KX∗ ,
da immer iα = 0K∗ oder (l − i)β = 0K∗ ist, denn:
Denn es ist l− 1 ≤ k+ j, und im Falle i ≤ k ist iα = 0KX∗ , und im Falle k+1 ≤ i ≤ l− 1
ist l − i ≤ l − k − 1 ≤ k + j + 1− k − 1 = j, also (l − i)β = 0KX∗ . Es folgt daher fu¨r alle
l ∈ k + j + 1 ∩X
(∗) l(α| β) = lα+ lβ = l(β | α) ,
und somit auch
l
(x (β | α)) =∑
ql
(−1)`(q)q(β | α) =∑
ql
(−1)`(q)q(α| β) = l(x (α| β)) .
10Gemeint ist jeweils der Gruppen-Kommutator in (Hκ
X
,|).
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Damit folgt insgesamt fu¨r alle l ∈ k + j + 1 ∩X
l(α| β x αx β) = l((α| β)| (xαx β))
= l
(
(α| β)| (x(β | α)))
=
l∑
i=0
i(α| β).(l − i)(x(β | α))
=
l∑
i=0
i(α| β).(l − i)(x(α| β))
= l
(
(α| β)x (α| β))
= l εX
= 0KX∗ ,
ergo [α, β]| ∈ H(k+j+1)κX . 2
2.4.4 U¨ber die Struktur von (Hκ
X
,|,HEA) und einiger seiner Faktorringe
Wir sehen uns nun die Struktur der Faktor-Ringe ein wenig genauer an.
Wie zuvor sei n ∈ X, und n < #X = m, falls X endlich ist.
Ist α ∈ Kern cn+1 ∩H(n)κX , so ist
(n+ 1)α2 = 0KX∗ ,
wie man mit (25) sofort sieht. Mehr noch:
Fu¨r alle β ∈ H(n)κ
X
ist
(n+ 1)αβ = 0KX∗ ;
es gilt der
2.4.21 Satz.
(i) α|H(n+1)κ
X
ist genau im Falle αcn+1 = 1K idempotent und Links-Eins;
(ii)
{
η |H(n+1)κ
X
∣∣∣ η ∈ Kern cn+1} ist der Links-Annullator von H(n)κX /H(n+1)κX ;
(iii) im Falle αcn+1 = 1K und βcn+1 = 0K ist auch (α| β)|H(n+1)κX idempotent.
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Beweis: Wir sagen nur noch kurz etwas zu (iii):
Sei e eine Links-Eins eines Ringes R und x ein Element des Links-Annullators von R.
Dann ist
(e+ x)2 = e2 + ex+ xe+ x2 = e+ x .
2
In Verbindung mit KX ko¨nnen wir nun Einblick in die Struktur der Ringe H(n)κX /H
(n+1)
κ
X
nehmen, und damit in die von Hκ
X
. Es sei noch einmal daran erinnert, daß die Campbell-
Hausdorff-Gruppe (exp(L̂δ
X
), conc) im Falle X = N isomorph zu (Hκ
X
,|) ist und ande-
renfalls isomorph eingebettet werden kann in HκN .
Zuna¨chst einmal ist H(1)κ
X
= Kern c1, also nach 2.4.4
H(0)κ
X
/H(1)κ
X
= Hκ
X
/
Kern c1 ∼= K .
2.4.22 Definition und Bemerkung. Wir setzen
In := H(n+1)κ
X
| (H(n)κ
X
∩ KX) = H(n)κ
X
∩ (H(n+1)κ
X
|KX) .
In ist dann ein Fastring-Ideal von Hκ
X
; und nach 2.4.21(ii) ist In
/H(n+1)κ
X
der Links-
Annullator von H(n)κ
X
/H(n+1)κ
X
und insbesondere ein Zero-Ideal dieses Ringes.
2.4.23 Satz. Es ist
H(n)κ
X
/
In ∼= K .
Beweis: Genau fu¨r alle α ∈ H(n)κ
X
\In ist αcn+1 6= 0K . Sei a ∈ K. Dann ist a · (n+1) ∈ L̂δ
X
und ηa·(n+1) ∈ H(n)κX , sowie ηa·(n+1)cn+1 = a. D.h. die Einschra¨nkung von cn+1 auf H
(n)
κ
X
ist
immer noch surjektiv auf K, mit In als Kern. 2
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Wir sehen uns die Situation in einem Hasse-Diagramm an:
r r
r
r
r
r
r
r
r
r
r
r
r
(Hκ
X
,|,HEA) −→
c
X
(KX ,+, ·)
K ∼=
{
{0KX}KX −→c
X
H(1)κ
X
H(n)κ
X
|KX
H(n+1)κ
X
|KX
H(n)κ
X
∩ KX
H(n+1)κ
X
∩ KX
{εX}
H(n+1)κ
X
H(n)κ
X
In
K ∼=
{
und fassen die Ergebnisse zusammen im
2.4.24 Hauptsatz. (i) Hκ
X
/KX ist via cX isomorph zum Ring KX mit komponenten-
weiser Addition und Multiplikation, somit ein kommutativer unita¨rer Ring.
(ii) KX ist die Menge aller nilpotenten (falls X endlich) bzw. nil-konvergenten (falls
X = N) Elemente von Hκ
X
.
(iii) H(n)κ
X
, n ∈ X ∪ {0}, ist eine bis zu {εX} absteigende Zentralreihe. Diese ist endlich,
falls X endlich ist; dann ist na¨mlich H(m)κ
X
= {εX} mit m = #X.
(iv) H(n)κ
X
/H(n+1)κ
X
ist ein unita¨rer Ring und modulo seinem eigenen Linksannullator iso-
morph zu K via cn+1.
(v) (Hκ
X
,|) ist torsionsfrei.
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(vi) Fu¨r alle n ∈ X ist der zu n geho¨rende κX -Endomorphismus ηn idempotent; fu¨r alle
l, n ∈ X ist ηlηn = εX , falls l < n.
Die Aussagen sind bereits bewiesene Sa¨tze, siehe 2.4.6, 2.4.9, 2.4.14, 2.4.16, 2.4.17, 2.4.19,
2.4.20, 2.4.22 und 2.4.23.
2.4.25 Korollar. Sei X = 2 . Dann ist Hκ
X
ein kommutativer Ring, na¨mlich isomorph
zu K ×K mit komponentenweiser Addition und Multiplikation.
Beweis: Wir zeigen: KX = {εX}. Sei dazu α ∈ KX = Kern c1 ∩ Kern c2, also 1α = 0KX∗
und 2α = k · 1.1 mit geeignetem k ∈ K. Da α ein κX -Endomorphismus ist, folgt wegen
2ακX = k · (1.1)κX = k · (1.1⊗ 1X∗ + 2 · (1⊗ 1) + 1X∗ ⊗ 1.1)
und
2κX (α⊗ α) = 2α⊗ 1X∗ + 1α⊗ 1α+ 1X∗ ⊗ 2α = k · (1.1⊗ 1X∗ + 1X∗ ⊗ 1.1)
nach Vergleich beider Gleichungen: k = 0K , also α = εX . 2
2.4.26 Bemerkung. Analog im Fall X = 3 nachgerechnet mit der Bedingung ακX =
κX (α⊗ α) gelangt man fu¨r α ∈ KX = Kern c1 ∩ Kern c2 ∩ Kern c3 zur Einsicht
1α = 0KX∗ ,
2α = 0KX∗ und
3α = k · (1.2− 2.1) mit geeignetem k ∈ K .
Es ist also KX =
〈
η[1,2]conc
〉
K
– siehe Abschnitt 4.3.
Das zeigt auch: Sowohl fu¨r zwei- als auch fu¨r dreielementige Alphabete ist KX die Kom-
mutatorgruppe von (Hκ
X
,|).
Ob KX fu¨r jedes ho¨chstens abza¨hlbare Alphabet die Kommutatorgruppe von (HκX ,|)
ist, ist bislang ungekla¨rt.
2.5 Eine Metrik auf HκN
Wir haben in 2.4.7 festgestellt, daß im Fall eines endlichen Alphabets X jedes Element
aus KX =
⋂
n∈X Kern cn nilpotent ist. Im Falle X = N haben wir die Elemente aus KN
nil-konvergent genannt: eingeschra¨nkt auf jede homogene Komponente ZNn von KN∗ sind
sie nilpotent.
Wir fu¨hren in diesem Abschnitt eine Metrik auf HκN ein. Genauer gesagt transportieren
44 KAPITEL 2. U¨ber die Struktur der Campbell-Hausdorff-Gruppe
wir die durch die Zerlegungsgradierung auf KN∗ gegebene Metrik von K̂N∗ bzw. von L̂δN
nach HκN . Wir werden sehen, daß die Folge der HEA-Potenzen genau fu¨r die Elemente
von KN in dieser Metrik eine Nullfolge ist, daß (Hκ,|) eine topologische Gruppe und HκN
vollsta¨ndig, HκN \KN offen und KN eine nirgends dichte abgeschlossene Teilmenge von
HκN ist.
Da wir uns in diesem Abschnitt ausschließlich mit dem abza¨hlbar unendlichen Alphabet N
befassen, werden wir ab jetzt u¨berall den Index N weglassen. Wir schreiben also nur noch
κ, δ, Hκ, K, ε, id und so weiter. Auch schreiben wir kurz Zn statt ZNn und L statt Lδ.
Fu¨r alle η ∈ Hκ \ {ε} sei
G(η) := min {n ∈ N | nη 6= 0KN∗} und G(ε) :=∞
das Gewicht von η bzw. ε, sowie
|η| := e−G(η) und |ε| := 0 .
Es ist offensichtlich
G(η) = min {n ∈ N | Znη * Kern η} .
Weiter sei fu¨r alle α, β ∈ Hκ
d(α, β) := |αx β| .
Offenbar ist
d : Hκ ×Hκ −→ R, (α, β) 7→ d(α, β),
positiv definit. Fu¨r alle η ∈ Hκ \ {ε} gilt
(26) G(η) = G(xη) ,
denn: Seim := G(η). Dann ist nη = 0KN∗ fu¨r alle n ∈ m− 1 , also n(xη) =∑qn(−1)`(q)qη =
0KN∗ , da q nur Buchstaben ≤lex n besitzt. Eben aus diesem Grunde ist auch
m(xη) = −mη + ∑
m6=qm
(−1)`(q)qη = −mη 6= 0KN∗ .
d ist außerdem symmetrisch, wie man schnell mit (26) einsieht.
Seien α, β ∈ Hκ. Fu¨r alle n ∈ N ist
n(α| β) = nα+ nβ + n−1∑
i=1
iα.(n− i)β .
Es ist
(27) G(α| β) ≥ min{G(α), G(β)} =: m,
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denn:
m(α| β) = mα+mβ .
Zusammen mit (26) erhalten wir
e−G(αxβ) ≤ e−min{G(α),G(β)} ,
also
d(α, β) ≤ max {|α| , |β|} .
Dies alles zeigt:
2.5.1 Satz. (Hκ, d) ist ein ultrametrischer Raum. 2
2.5.2 Lemma. Fu¨r alle α, β ∈ Hκ, α 6= β, ist
G(αx β) = min{n ∈ N ∣∣ pn(Lα) 6= pn(Lβ)} = G(Lα − Lβ).
Beweis: Nach 2.1.9 ist 0 bL = Lε = Lαxα = Lα+Lxα fu¨r alle α, β ∈ Hκ, also Lxα = −Lα,
somit
(∗) pn(Lxα) = −pn(Lα)
fu¨r alle n ∈ N. Setzen wir wie u¨blich pq(Lα) := pq1(Lα). . . . .pqk(Lα), so erhalten wir mit
2.1.4 und wegen α = ηLα und xβ = η(−Lβ) nach 2.1.7
n(αx β) = nα+ nx β + n−1∑
i=1
iα.(n− i)(xβ)
=
∑
qn
1
`(q)!
pq(Lα)Φ−1 +
∑
qn
1
`(q)!
pq(Lxβ)Φ−1
+
n−1∑
i=1
iα.(n− i)x β
=
(∗)
(
pn(Lα)− pn(Lβ)
)
Φ−1 +
∑
n6=qn
1
`(q)!
(
pq(Lα) + (−1)`(q)pq(Lβ)
)
Φ−1
+
n−1∑
i=1
∑
ri
∑
sn−i
(−1)`(s)
`(r)!`(s)!
pr(Lα).ps(Lβ)Φ−1 .
Wir setzen
w(n, α, β) :=
∑
n6=qn
1
`(q)!
(
pq(Lα) + (−1)`(q)pq(Lβ)
)
Φ−1
+
n−1∑
i=1
∑
ri
∑
sn−i
(−1)`(s)
`(r)!`(s)!
pr(Lα).ps(Lβ)Φ−1 .
46 KAPITEL 2. U¨ber die Struktur der Campbell-Hausdorff-Gruppe
Insbesondere ist w(n, α, α) = 0KN∗ fu¨r alle n ∈ N.
Seien nun α, β ∈ Hκ, α 6= β und m := min
{
n ∈ N ∣∣ pn(Lα) 6= pn(Lβ)}. Fu¨r alle n ∈ m− 1
gilt dann
n(αx β) = (pn(Lα)− pn(Lβ))Φ−1 + w(n, α, β)
=
(
pn(Lα)− pn(Lα)
)
Φ−1 + w(n, α, α)
= 0KN∗ .
Weiter ist
m(αx β) = (pm(Lα)− pm(Lβ))Φ−1 + w(m,α, β) ,
und man sieht leicht, daß auch w(m,α, β) = w(m,α, α) ist. Es folgt
m(αx β) = (pm(Lα)− pm(Lβ))Φ−1 6= 0KN∗ .
Das zeigt m = G(αx β) und die Behauptung, da die zweite Gleichheit per definitionem
gilt. 2
Dieses Lemma zeigt also
2.5.3 Satz. Fu¨r alle α, β ∈ Hκ, bzw. S, T ∈ L̂, ist
d(α, β) = d(Lα, Lβ) , bzw. d(S, T ) = d(ηS , ηT ) .
Anders gesagt, die Abbildungen
L̂ −→ Hκ , L 7→
(
ηL : n 7→ pn
(
exp L
)
Φ−1
)
und
Hκ −→ L̂ , η 7→ Lη = log
(
1X∗ +Nη̂
)
Φ̂
sind zueinander inverse bijektive Isometrien zwischen den beiden metrischen Ra¨umen
(L̂, d) und (Hκ, d). Da L̂ vollsta¨ndig ist, ist somit auch Hκ vollsta¨ndig. 2
Nun da wir eine Metrik auf Hκ
X
haben, wollen wir uns den nil-konvergenten Elementen
zuwenden:
2.5.4 Bemerkung. Fu¨r alle α ∈ K ist (|αn|)n∈N eine Nullfolge: Die Folge der HEA-
Potenzen von α konvergiert gegen ε = 0Hκ .
Beweis: Sei α ∈ K, also Nα = ∅, i.e. fu¨r alle m ∈ N ist αcm = 0K . Somit ist der
lexikographisch gro¨ßte Summand von mα kleiner oder gleich (m − 1).1. Offenbar ist fu¨r
alle n ∈ N spa¨testens n(αn) = 0KN∗ wegen Nα = ∅. Das zeigt: G(αn) → ∞ fu¨r n → ∞,
also d(αn, ε) = |αn| → 0 fu¨r n→∞. 2
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2.5.5 Definition und Bemerkung. Wir nennen α ∈ Hκ nil-konvergent, wenn (|αn|)n∈N
eine Nullfolge ist.
Die Elemente von K sind also sa¨mtlich nil-konvergent.
2.5.6 Bemerkung. Sei α ∈ Hκ, Nα 6= ∅ und m := minNα. Dann konvergiert die Folge
(|αn|)n∈N gegen e−m, ist also keine Nullfolge.
Beweis: Da Nα ∩ m− 1 = ∅ ist, ist iαm = 0KN∗ fu¨r alle i ∈ m− 1 . Wegen (αn)cm =
(αcm)n 6= 0K fu¨r alle n ∈ N ist mαn 6= 0KN∗ . Insgesamt ist die Teilfolge (|αn|)n∈N≥m
konstant:
(|αn|)n∈N≥m = (e−m)n∈N≥m
– wegen e−m 6= 0 also keine Nullfolge. 2
Wir wiederholen an dieser Stelle die Aussage von 2.4.9 im Falle X = N:
2.5.7 Satz. Es ist K = {α ∈ Hκ | α nil-konvergent}.
Beweis: Klar nach 2.5.4 und 2.5.6. 2
Es folgen nun noch einige topologische Betrachtungen u¨ber die topologische Gruppe (Hκ,|).
2.5.8 Satz. Fu¨r alle n ∈ N ist Kern cn abgeschlossen, somit auch K =
⋂
n∈N Kern cn; und
Hκ \K ist offen. Daru¨ber hinaus ist K nirgends dicht, d.h. K besitzt keine inneren Punkte.
Beweis: Sei n ∈ N. Wir zeigen, daß Hκ \Kern cn offen ist. Sei also α ∈ Hκ \Kern cn, d.h.
αcn 6= 0KN∗ . Wir setzen ϑ := e−n.11 Fu¨r alle β ∈ Uϑ(α) ist
ϑ > d(α, β) = d(Lα, Lβ) = e−G(Lα−Lβ) ,
also
n = ln
1
ϑ
< G(Lα − Lβ).
Daher ist pn′(Lα) = pn′(Lβ) fu¨r alle n′ ∈ n , insbesondere pn(Lα) = pn(Lβ), ergo βcn =
αcn 6= 0KN∗ . Das zeigt Uϑ(α) ⊆ Hκ \Kern cn.
Sei nun α ∈ K und ϑ ∈ R>0. Wir setzen m := min
{
n ∈ N | n > ln ( 1ϑ)}. Bezeichne S(m)
das Element aus L̂, welches durch
pn(S(m)) :=

pn(Lα) , falls n ≤ ln
(
1
ϑ
)
,
m , falls n = m,
0KN∗ , sonst
gegeben ist. Dann ist η(S(m))cm = 1 nach 2.1.11, also β := η(S(m)) /∈ K, und wegen
G(Lα − Lβ) = G(Lα − S(m)) = m > ln
(
1
ϑ
)
d(α, β) = d(Lα, Lβ) = e−G(Lα−Lβ) < ϑ ,
11Man beachte, daß die Wahl von ϑ nicht von α abha¨ngt!
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also Uϑ(α)∩(Hκ \K) 6= ∅ . Das zeigt: K
◦
= K◦ = ∅ – K ist eine nirgends dichte abgeschlossene
Teilmenge von Hκ. 2
2.5.9 Bemerkung. Alle Kern cn, n ∈ N, besitzen innere Punkte, sind also nicht so ”du¨nn“
wie K : Sei n ∈ N und α ∈ Kern cn . Fu¨r ϑ := e−m ist Uϑ(α) ⊆ Kern cn mit dem gleichen
Argument, welches im obigen Beweis die Offenheit von Hκ \Kern cn liefert.
Wir fassen zusammen:
– Hκ \K ist offen, also sein eigenes Inneres;
– K ist abgeschlossen: K = K ;
– K ist nirgends dicht, d.h. das Innere von K ist leer: K◦ = ∅ ;
– K ist sein eigener Rand: ∂K = K\K◦ = K\∅ = K ;
– Hκ ist der Abschluß von Hκ \K : Hκ \K = Hκ \K
◦
= Hκ = Hκ ;
– K ist auch der Rand von Hκ \K , weil der Abschluß von Hκ \K eben Hκ ist und
Hκ \K offen.
2.5.10 Bemerkung. Fu¨r jedes γ ∈ Hκ ist die Rechts-Translation mit γ bezu¨glich | eine
Isometrie und somit (gleichma¨ßig) stetig: Seien α, β, γ ∈ Hκ. Es ist
d
(
α| γ, β | γ) = ∣∣∣α| γ | (β | γ)?κ(−1)∣∣∣
= |αx β| = d(α, β) .
Um zu zeigen, daß auch die Links-Translationen und das Invertieren Isometrien, also stetig,
sind, bemerken wir, daß fu¨r alle α, β ∈ Hκ das Gewicht von α| β genau das Gewicht von
β | α ist. Dies folgt sofort aus 2.5.2:
∀α, β ∈ Hκ G(α| β) = G(β | α) ,
also
(28) ∀α, β ∈ Hκ |α| β| = |β | α| .
2.5.11 Proposition. Das Invertieren und die Links-Translation mit γ ∈ Hκ bezu¨glich |
sind Isometrien, also (gleichma¨ßig) stetig.
Beweis: Seien α, β, γ ∈ Hκ. Es folgt mit mehrfacher Anwendung von (28)
d
(x α,xβ) = |xα| β| = |β x α|
= d(β, α) = d(α, β)
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und
d(γ | α, γ | β) = ∣∣∣(γ | α)| (γ | β)?κ(−1)∣∣∣
= |(xβ x γ)| (γ | α)|
= |xβ | α| = |αx β|
= d(α, β) .
2
2.5.12 Satz. (Hκ,|) ist bezu¨glich der Metrik d eine topologische Gruppe.
Beweis: Klar nach 2.5.10 und 2.5.11. 2
Auch mit der Multiplikation HEA des Rechts-Fastringes Hκ vertra¨gt sich die Metrik, zu-
mindest bei Multiplikation von rechts, wie wir nun kurz zeigen.
Fu¨r alle α, β ∈ Hκ ist (vgl. (27))
(29) G(αβ) ≥ max {G(α), G(β)} ,
denn seien α, β ∈ Hκ \ {ε}, n := G(α) und m = G(β). (Der Fall ε ∈ {α, β} ist trivial.)
Im Falle n ≤ m ist fu¨r alle n′ ∈ N, n′ < m, mit geeigneten kq ∈ K (q  n′ bzw. q  m)
n′(αβ) =
∑
qn′
kqqβ = 0KN∗
und
m(αβ) =
∑
qm
kqqβ = mβ 6= 0KN∗ ,
also
G(αβ) = G(β) = max {G(α), G(β)} ,
wa¨hrend im Falle n > m fu¨r alle n′ ∈ N, n′ < n
n′(αβ) = 0KN∗β = 0KN∗
ist, also
G(αβ) ≥ G(α) = max {G(α), G(β)} .
Damit ko¨nnen wir den folgenden Satz beweisen:
2.5.13 Satz. Auch die Rechtsmultiplikation im HEA-Sinne in Hκ ist gleichma¨ßig stetig.
Genauer gilt fu¨r alle α, β, γ ∈ Hκ
d(αγ, βγ) ≤ min {d(α, β), |γ|} .
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Beweis: Seien α, β, γ ∈ Hκ. Es ist
(αγ)x (βγ) = (αγ)| ((xβ)γ) = (αx β)γ .
Mit (29) folgt daher aus den obigen U¨berlegungen
d(αγ, βγ) = |(αγ)x (βγ)| = |(αx β)γ| ≤ min {d(α, β), |γ|} ,
also in jedem Falle
d(αγ, βγ) ≤ d(α, β) .
2
2.5.14 Bemerkung. U¨ber die Linksmultiplikation im HEA-Sinne ko¨nnen wir keine ent-
sprechende Aussage machen, mo¨glicherweise auch nicht erwarten: Im obigen Beweis haben
wir das Rechts-Distributivgesetz gebraucht.
Kapitel 3
Die Struktur r-homogen κ-induzierter
Linksideale in Solomons Algebra
Im folgenden sei das Alphabet X abza¨hlbar unendlich, also X = N im Sinne unserer Stan-
dardkonvention. Da wir uns hier auf dieses eine Alphabet beschra¨nken, werden wir wie
bereits im vorangegangenen Abschnitt u¨ber die Metrik den Index X weglassen.
Wir betrachten hier die Struktur solcher κ-induzierter Linksideale in Dn, welche durch
r-homogene κ-Endomorphismen vermittelt werden; in diesem Falle sind die Bilder der re-
sistenten Worte eine Basis des Bildes.
Die in [Sch05] ausfu¨hrlich untersuchte peak -Algebra ist ein Beispiel fu¨r ein solches Links-
ideal (siehe Abschnitt 4.1.1); auch zum derangement-Idempotent gibt es ein solches (siehe
Abschnitt 4.1.2). Die r-homogen induzierten Linksideale sind alle nach dem gleichen Mu-
ster gebaut: Es gibt eine K-Basis bestehend aus primitiven Idempotenten, die bestimmten
Bedingungen genu¨gen, etwa die Multiplikation der Basis-Elemente betreffend.
Die Ergebnisse aus [Sch05] u¨ber die Modulstruktur der peak -Algebra – dort Abschnitt 10 –
sind ohne weiteres zu verallgemeinern fu¨r r-homogen induzierte Linksideale von Solomons
Algebra. Wir analysieren zu diesem Zwecke die Struktur einer Klasse assoziativer Algebren,
die u.a. die oben angedeuteten Idempotent-Basis-Bedingungen erfu¨llen. Dabei beginnen
wir mit mo¨glichst wenigen Voraussetzungen an die Algebren. Schrittweise nehmen wir wei-
tere Voraussetzungen hinzu bis zur Forderung der Existenz einer Eins in der Algebra. Die
so gewonnenen Struktur-Einsichten werden dann auf κ-induzierte Linksideale u¨bertragen
und z.T. noch vertieft. Wir erhalten Kenntnis u¨ber die irreduziblen Links-Moduln, eine
Zerlegung in unzerlegbare Linksideale, Cartan-Invarianten und ansatzweise u¨ber die ab-
steigende Loewy-Reihe.
Es sei η ein homogener κ-Endomorphismus.
51
52 KAPITEL 3. Die Struktur r-homogen κ-induzierter Linksideale in D
Die Algebra (D,+ , ?) ist wie KN∗ eine freie assoziative Algebra, frei erzeugt z.B. von
{Ξn | n ∈ N}. Die Abbildung
Ξ : KN∗ −→ D , q 7→ Ξq ,
ist ein Isomorphismus von (KN∗,+ , conc) auf (D,+ , ?). Wegen
Ξn ↓ =
n∑
i=0
Ξn−i ⊗ Ξi
ist Ξ ein Bialgebrenisomorphismus von (KN∗, conc, κ) auf (D, ?, ↓). Anders gesagt bedeutet
dies
(30) Ξ ↓ = κ(Ξ⊗ Ξ).
Die Algebra (D, ?, ↓) ist also frei von der Menge {Ξn | n ∈ N} erzeugt und N0-gradiert.
Die Lie-Algebra der bezu¨glich ↓ primitiven Elemente bezeichnen wir mit LD.
3.1 κ-induzierte Linksideale und Lie-Idempotente
3.1.1 Definition. Wir setzen
Dη := (Bild η)Ξ
und fu¨r alle n ∈ N
Dn,η := Dη ∩ Dn.
3.1.2 Lemma. Es gilt fu¨r alle n ∈ N und q  n
Ξq ∗Ξnη = Ξqη.
Insbesondere ist Dn,η = Dn ∗Ξnη ein Linksideal in (Dn ,+ , ∗ ) und Dη =
⊕
n∈NDn,η ein
Linksideal in (D,+, ∗ ).
Beweis: Sei q = q1. · · · .qk  n. Dann folgt mit 1.1.1 und (30)
Ξq ∗Ξnη = (Ξq1.··· .qk−1 ? Ξqk) ∗Ξnη
= ((Ξq1.··· .qk−1 ⊗ Ξqk) ∗⊗Ξnη ↓)µ?
=
(Ξq1.··· .qk−1 ⊗ Ξqk) ∗⊗
 n∑
j=0
Ξ(n−j)η ⊗ Ξjη
µ?
=
(
Ξq1.··· .qk−1 ∗Ξ(n−qk)η
)
? Ξqkη .
Eine leichte Induktion nach k zeigt die erste Behauptung. Der Rest ist klar. 2
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3.1.3 Bemerkung. Seien n,m ∈ N, ferner q  n und r  m.Wegen
(Ξq ∗Ξnη) ? (Ξr ∗Ξmη) = Ξqη ? Ξrη
= Ξqη.rη
= Ξ(q.r)η
= Ξq.r ∗Ξ(n+m)η
= (Ξq ? Ξr) ∗Ξ(n+m)η
ist die simultane Multiplikation mit (Ξnη)n≥0 ein Algebren-Epimorphismus von (D,+ , ?)
auf (Dη,+ , ?). Setzt man Sη :=
∑
n≥1 Ξ
nη, so bedeutet dies
D̂ ∗ (∅+ Sη) = D̂η .
Weiter ist
Dn,η ↓ ⊆ Dn,η ⊗Dn,η,
also Dn,η eine Teilbialgebra von (Dn, ∗ , ↓) und Dη eine Teilbialgebra von (D, ? , ↓). Dies
folgt aus
Ξqη ↓ = (qη)Ξ ↓
= qηκ(Ξ⊗ Ξ)
= qκ(η ⊗ η)(Ξ⊗ Ξ)
= qκ(ηΞ⊗ ηΞ) ⊆ Dn,η ⊗Dn,η.
3.1.4 Definition und Bemerkung. Ein Idempotent e ∈ KSn heißt Lie-Idempotent,
wenn gilt: eKSn = ωnKSn. Dies ist genau dann der Fall, wenn
eωn = ωn und ωne = ne .
Dabei ist ωn :=
∑
rn(−1)`(r)−1r† Ξr und r† der letzte Buchstabe von r. Ist q = q1. . . . .qk,
so ist ωq := ωq1 ? · · · ? ωqk . Bekanntlich ist auch {ωq | q  n} eine Basis von Dn.
Fu¨r alle x, α ∈ KSn, α Lie-Idempotent, gilt:
x Lie-Idempotent ⇔ xα = α ∧ αx = x .
Fu¨r jedes bezu¨glich ↓ primitve Element α ∈ KSn und jedes q  n gilt
(31) Ξqα = 0 falls `(q) > 1
– zum Beweis siehe etwa [BBG]. Insbesondere gilt dies fu¨r Lie-Idempotente.12
12Da ωn primitiv ist, ist jedes Lie-Idempotent primitiv.
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3.1.5 Proposition. Ist α ∈ LD ∩ Dn ein Idempotent, so ist
α = Ξn +
∑
n6=q|=n
bqΞq
mit geeigneten bq ∈ K.
Beweis: Klar wegen (31). 2
3.1.6 Proposition. Sei n ∈ N. Die folgenden Aussagen sind a¨quivalent:
(i) n ist η-resistent;
(ii) fu¨r alle Lie-Idempotente α ∈ Dn gibt es ein k ∈ K \ {0} derart, daß kαΞnη ein
Lie-Idempotent in Dn,η ist;
(iii) es gibt ein Lie-Idempotent α ∈ Dn und ein k ∈ K \ {0} derart, daß kαΞnη ein
Lie-Idempotent in Dn,η ist.
Beweis: Sei kq ∈ K der Koeffizient von q in nη fu¨r alle q  n. Es gilt fu¨r alle Lie-
Idempotente α ∈ Dn :
Ξnηα =
∑
qn
kqΞqα
= knΞnα+
∑
n6=qn
kqΞqα
=
(31)
knα .
Ist kn 6= 0, also n η-resistent, und α ∈ Dn ein Lie-Idempotent, so folgt:
(αΞnη)α = α (Ξnηα) = knα2 = knα ,
und
α (αΞnη) = α2Ξnη = αΞnη .
Also ist 1knαΞ
nη ein Lie-Idempotent in Dn,η. Das zeigt (ii).
Fu¨r (ii) ⇒ (iii) ist nichts zu zeigen.
(iii) ⇒ (i) zeigen wir durch Kontraposition. Sei also n nicht η-resistent und α ∈ Dn ein
Lie-Idempotent. Es ist dann kn = 0, also (αΞnη)α = 0 6= kα fu¨r alle k ∈ K \ {0}. Also ist
kαΞnη kein Lie-Idempotent fu¨r alle k ∈ K \ {0}. 2
Ein Lie-Idempotent α ∈ Dη nennen wir η-Lie-Idempotent.
3.1.7 Korollar. Ist n ∈ N ein η-resistenter Buchstabe, so entha¨lt Dn,η ein Lie-Idempotent.
Ist dann α ∈ Dn ein Lie-Idempotent, so ist das lineare Erzeugnis aller η-Lie-Idempotenten
in KSn genau αDn,η .
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Beweis: Ist n η-resistent, so entha¨lt Dn,η nach 3.1.6 das Lie-Idempotent 1n ωnΞnη . Das
lineare Erzeugnis aller Lie-Idempotenten in Dn ist ωnDn [BL93]. Sei n ∈ N, n η-resistent,
und α ∈ Dn ein Lie-Idempotent. Die definierenden Gleichungen ωnα = nα und αωn = ωn
implizieren ωnDn = αDn. Daher ist das lineare Erzeugnis aller η-Lie-Idempotenten in KSn
αDn ∩ Dn,η = αDn,η .
2
Eine Folge γ : N −→ D heißt eine (homogene) Liefolge, wenn 1nγn (∈ Dn) fu¨r alle n ∈ N
ein Lie-Idempotent ist. Wir setzen dann γq := γq1 ? · · · ? γqk fu¨r alle q = q1. . . . .qk ∈ N∗ .
Sind γ und δ zwei Lie-Folgen in D, so gilt fu¨r alle q, r ∈ N∗
(32) δrγq = r?γr , falls q ≈ r
(siehe [PR99],Lemma 3.1(ii)). Insbesondere ist 1q?γq ein Lie-Idempotent fu¨r alle q ∈ N∗.
Aus 3.1.5 folgt mit einem einfachen Dreiecks-Argument
3.1.8 Proposition. Ist γ eine Liefolge, so ist { 1q?γq | q  n} eine Basis von Dn fu¨r alle
n ∈ N. Genauer gilt
1
q?
γq = Ξq +
∑
r
brΞr,
wobei u¨ber solche r  n zu summieren ist, die lexikographisch kleiner als q sind.
3.1.9 Satz (vgl. Main Theorem 7 in [Sch05]). Sei η ein r-homogener κ-Endomorphismus
und (γn)n∈N eine homogene Lie-Folge in D derart, daß γn ∈ Dn,η ist fu¨r alle n ∈ Nη. Dann
ist B :=
{
1
q?γq
∣∣ q ∈ N∗, q ist η-resistent} eine Basis von Dη aus Idempotenten. γ induziert
einen Algebren-Isomorphismus von (K(Nη)∗,+, conc) auf (Dη, +, ?) durch Einschra¨nkung.
Insbesondere ist G := {γn | n ∈ Nη} ein freies Erzeugendensystem von (Dη,+ , ?). Die
Menge der primitiven Elemente Prim(Dη) in (Dη , ? , ↓) ist eine freie Lie-Algebra, frei er-
zeugt von der Menge G, und (Dη ,+, ?) ist ihre assoziative Einhu¨llende. Es gilt:
Prim(Dη) =
⊕
n∈Nη
γnDn,η .
Beweis: Wir wissen:
{
1
q?γq | q ∈ N∗
}
ist eine Basis von D aus Idempotenten – wegen
(32), und da γ : KN∗ −→ D, ∑q kqq 7→ ∑q kqγq , ein Algebren-Isomorphismus ist. B ist
also linear unabha¨ngig und daher aus Dimensionsgru¨nden eine Basis von Dη.
Wir ko¨nnen KN ∗η als eine Teilalgebra von KN∗ betrachten. Insbesondere induziert γ einen
Algebren-Isomorphismus KN ∗η −→ Dη.
Ist nun ϕ ∈ Dn primitiv, so ist Ξqϕ = 0 fu¨r alle q  n mit `(q) > 1 nach (31). Mit der
Proposition 1.2 aus [BL96] folgt:
ϕ =
1
n
nΞnϕ =
1
n
(∑
rn
(−1)`(r)+1r† Ξr
)
ϕ =
1
n
ωnϕ ∈ ωnDn ,
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wobei r† der letzte Buchstabe von r  n sei. Andererseits ist jedes Element aus ωnDn
primitiv, also Prim(D) = ⊕n≥0 ωnDn. Insbesondere ist die Menge der primitiven Ele-
mente in Dn,η gerade ωnDn ∩ Dn,η = ωnDn,η = γnDn,η . Offenbar erzeugen die Elemente
ω`(q)q (q ∈ N∗, q η-resistent) linear die von Nη frei erzeugte Lie-Algebra L 〈Nη〉. Das Bild
von L 〈Nη〉 unter γ ist gerade
L 〈Nη〉 γ =
〈
γω`(q)q | q ∈ N∗, q η-resistent
〉
K
.
Mit (32) und Proposition 2.1 in [BL96] folgt:
(33) ωnγq =
1
q?
ωnωqγq = q1
1
q?
ωω`(q)qγq = q1γω`(q)q ,
also Prim(Dη) =
⊕
n∈Nη ωnDn,η = L 〈Nη〉 γ . Die Behauptung folgt nun, da L 〈Nη〉 frei u¨ber
Nη ist. 2
3.2 U¨ber eine Klasse von assoziativen Algebren
3.2.1 Rechts- bzw. linksartinsche assoziative Algebren
Sei R ein kommutativer Ring mit Eins.
3.2.1 Definition und Bemerkung. Sei A eine assoziative R-Algebra. Wir setzen
J (A) :=
⋂
{Kern ζ | ζ irreduzible Algebren-Darstellung oder ζ = 0}
und nennen dies das Jacobson-Radikal von A.
Ein Rechtsideal R von A heißt modular, wenn es ein e ∈ A gibt, sodaß gilt:
∀ x ∈ A R+ x = R+ ex ,
analog fu¨r Linksideale. (Ist A linksunita¨r (bzw. rechtsunita¨r), so ist jedes Rechtsideal (bzw.
jedes Linksideal) modular.) Es gilt:
J (A) =
⋂
{L | L maximales modulares Linksideal von A oder L = A} .
Eine Teilmenge T von A heißt nil, wenn jedes Element von T nilpotent ist. Sei X die
Menge der nilen Ideale von A. Dann heißt
N (A) :=
∑
I∈X
I
das Nil-Radikal von A. N (A) ist nil und entha¨lt jedes nilpotente einseitige Ideal von A.
Im allgemeinen gilt
N (A) ⊆ J (A) .
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3.2.2 Definition und Bemerkung. Eine assoziative Algebra A heißt semiprima¨r, wenn
die folgenden Bedingungen erfu¨llt sind:
(i) A ist unita¨r;
(ii) N (A) ist nilpotent;
(iii) A/N (A) ist vollreduzibel (bezu¨glich ρA/N (A)).
Nach dem Satze von Wedderburn-Artin ist jede rechtsartinsche unita¨re assoziative Algebra
semiprima¨r.
Es gilt der folgende
3.2.3 Satz. Sei A eine semiprima¨re assoziative Algebra. Dann gilt:
N (A) =
⋂
{M | M ist maximales Rechtsideal von A} = J (A) .
3.2.4 Bemerkung. Sei A eine rechtsartinsche assoziative Algebra. Nach dem Satze von
Wedderburn-Artin ist A/N (A) (als Algebra) isomorph zu einer direkten Summe von vollen
Matrixringen u¨ber Schiefko¨rpern. Ist A/N (A) kommutativ, so ist A/N (A) isomorph zu
einer direkten Summe von Ko¨rpern.
3.2.5 Bemerkung. In rechtsartinschen assoziativen Algebren ist das Nilradikal nilpotent.
3.2.6 Definition. Sei A eine rechtsartinsche assoziative Algebra. A heißt auflo¨sbar, wenn
A/N (A) kommutativ ist.
3.2.7 Satz. Sei A eine auflo¨sbare Algebra. A/N (A) besitzt keine von 0A verschiedenen
nilpotenten Elemente.
Beweis: Klar nach 3.2.32. 2
Das folgende Korollar ist eine leicht verallgemeinerte Version13 des Hilfssatzes 5.5 in
[Bau01]:
3.2.8 Korollar. Sei A eine auflo¨sbare Algebra und B eine Teilalgebra von A. Dann ist
N (B) = N (A) ∩B und B/N (B) ist ebenfalls kommutativ. D.h.: Teilalgebren auflo¨sbarer
Algebren sind auflo¨sbar.
Beweis: Nach Voraussetzung ist N (A) nilpotent. Also ist B∩N (A) ein nilpotentes Ideal,
somit B ∩N (A) ⊆ N (B). Es gilt:
B
/(
B ∩N (A)) ∼= (B +N (A))/N (A) ≤ A/N (A) .
Nach 3.2.7 ist jedes nilpotente Element von B schon ein Element von B∩N (A). Das zeigt
N (B) ⊆ B ∩N (A) und die Kommutativita¨t von B/N (B). 2
13Dort wird der Satz nur fu¨r endlich-dimensionale unita¨re Algebren u¨ber Ko¨rpern gezeigt.
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3.2.9 Bemerkung. Alles hier Gesagte gilt entsprechend fu¨r linksartinsche assoziative
Algebren, ggf. mit Rechts-Eins.
3.2.2 Die Struktur einer speziellen Klasse von auflo¨sbaren Algebren
Sei hier – abweichend von der Generalvoraussetzung – K ein beliebiger Ko¨rper.
3.2.10 Bemerkung. Sei A eine assoziative K-Algebra und M ein A-Links-Modul mit
dimKM = 1, sowie e ∈ A idempotent. Dann gilt
∀ m ∈M e ·m = m oder ∀ m ∈M e ·m = 0 ,
denn: Die zu M geho¨rige Algebrendarstellung ζ : A −→ EndK(M) ist ein Algebren-
Homomorphismus, daher eζ ein Idempotent – außerdem EndK(M) ∼= K.
Es gilt also e ·M =M oder e ·M = 0.
Sei N ein vollreduzibler A-Modul, der M -homogen ist. Dann gilt auch e · n = 0 fu¨r alle
n ∈ N oder e · n = n fu¨r alle n ∈ N , also e ·N = N oder e ·N = 0.
3.2.11 Bemerkung und Definition. Sei A eine linksartinsche assoziative Algebra und
e ∈ A \ {0} ein primitives Idempotent. Dann ist Ae A-direkt-unzerlegbar. Unter den echt
in Ae enthaltenen Linksidealen von A gibt es genau ein maximales, das wir mit M(Ae)
bezeichnen. Es ist M(Ae) = Ae ∩ N (A) = N (A)e.
Wir setzen
M e := Ae/M(Ae) .
Sei V ein A-Links-Modul. Dann gilt:
V ∼=A M e ⇔ V ist irreduzibel und e · V 6= {0} .
Dies ist etwa in [Lam] zu finden.
Damit folgt:
3.2.12 Bemerkung. Sei A eine linksartinsche assoziative Algebra, und seien e, f ∈ A
primitive Idempotente. Dann gilt
M e 6∼=A Mf ⇔ eMf = 0 .
3.2.13 Generalvoraussetzung. Sei A eine linksartinsche assoziative K-Algebra, B eine
K-Basis von A, bestehend aus primitiven Idempotenten. Wir definieren fu¨r alle e, f ∈ B:
e ∼ f :⇔ M e ∼=A Mf .
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∼ ist eine A¨quivalenzrelation auf B; wir bezeichnen mit [ e ]∼ die A¨quivalenzklasse von
e bezu¨glich ∼ . Sei R ⊆ B ein Repra¨sentantensystem fu¨r die A¨quivalenzklassen in B
bezu¨glich ∼ .
Es sei A′ eine Teilalgebra von A und R′ ⊆ R derart, daß
B′ :=
⋃
e∈R′
[ e ]∼
eine Basis von A′ ist.
3.2.14 Bemerkung.
(i) Ist ein Idempotent e ∈ A′ primitiv in A, so ist e trivialerweise auch primitiv in
A′. Die Teilalgebra A′ hat also im wesentlichen die gleichen Eigenschaften wie A:
eine K-Basis aus primitiven Idempotenten etc. Wir formulieren im folgenden viele
Aussagen fu¨r A′, und mit A′ := A gelten diese sofort auch fu¨r A selbst.
(ii) Sei V ein irreduzibler A′-Links-Modul. Fu¨r alle e ∈ R′ sei V 6∼=A′ M e. Dann ist
e · V = 0 fu¨r alle e ∈ B′, also V ein A′-Zero-Modul. Dies folgt mit der letzten
Aussage aus 3.2.11.
3.2.15 Korollar. Sei M ein vollreduzibler A′-Modul. Jeder irreduzible Summand von M
ist entweder isomorph zu einem M e, e ∈ R′, oder ein (eindimensionaler) Zero-Modul. 2
3.2.16 Bemerkung. Erfu¨llen zwei Idempotente e und f einer assoziativen Algebra B die
Gleichungen
ef = e und fe = f ,
so ist
Be = Bef ⊆ Bf = Bfe ⊆ Be ,
also Be = Bf .
Fordert man ”e ∼ f ⇒ ef = e“, so gilt also sogar
M e =Mf
statt nur M e ∼=A′ Mf fu¨r e ∼ f .
3.2.17 Generalvoraussetzung (Zusatz). Es gelte:
(i) ∀ e, f ∈ B e ∼ f ⇒ ef = e ,
(ii) ∀ e ∈ B dimKM e = 1 .
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3.2.18 Bemerkung.
(i) Die Umkehrung ”ef = e ⇒ e ∼ f“ von (i) in 3.2.17 gilt immer.
(ii) Fu¨r alle e ∈ B \B′ und alle f ∈ B′ gilt
fM e = 0 ,
da e 6∼ f , d.h. M e ist ein A′-Zero-Modul. Da nach 3.2.15 jeder irreduzible A-Links-
Modul M eindimensional ist, ist M auch ein irreduzibler A′-Links-Modul.
3.2.19 Bemerkung. Sei M ein vollreduzibler A′-Modul. Fu¨r alle e ∈ B′ ist e ·M die
M e-homogene Komponente von M .
Beweis: Wir bezeichnen mit Me fu¨r jedes e ∈ B′ die M e-homogene Komponente von M .
Es ist dann M =M0⊕
⊕
e′∈R′Me′ , wobei M0 die Zero-Komponente von M sei. Sei e ∈ B′
und f ∈ R′ mit e ∼ f . Dann gilt:
e ·M = e ·M0 ⊕
⊕
e′∈R′
e ·Me′ = e ·Mf =Mf
nach 3.2.12 und 3.2.10. 2
Fu¨r das nun Folgende fordern wir zusa¨tzlich: R sei endlich.
In dieser Situation la¨ßt sich das folgende Lemma beweisen, welches eine verallgemeinerte
Version von Lemma 10.7 in [Sch05] ist. Jenes dient dort der Untersuchung der absteigenden
Loewy-Reihe in der peak -Algebra.
3.2.20 Lemma (vgl. Lemma 10.7 in [Sch05]). Sei M ein A′-Links-Modul und U ein
Teilmodul von M mit den Eigenschaften
(i) M/U ist ein A′-Zero-Modul;
(ii) U ist vollreduzibel;
Dann ist M vollreduzibel.
Beweis: Sei M̂ ein direktes Vektorraum-Komplement zu U inM , alsoM = U⊕M̂ . Wegen
(i) ist
(∗) e ·m ∈ U
fu¨r alle m ∈M und alle e ∈ B′. Insbesondere ist Bildϕ ⊆ U fu¨r den K-linearen Endomor-
phismus
ϕ : M −→M, m 7→
∑
e′∈R′
e′ ·m.
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Sei ψ := idcM − ϕ|cM : M̂ −→ M . Dann gilt auch Bildψ ⊕ U = M , wie man sich mit (∗)
leicht u¨berlegt. Wir zeigen nun: Bildψ ist ein A′-Zero-Modul und somit vollreduzibel.
Sei dazu e ∈ B′, m̂ ∈ M̂ und f ∈ R′ derart, daß e ∼ f .
Fu¨r alle e′ ∈ R′ ist wegen (i)
e′ ·M = e′e′ ·M ⊆ e′ · U ⊆ e′ ·M ,
also e′ ·M = e′ · U die M e′-homogene Komponente von U wegen (ii) und 3.2.19. Fu¨r alle
e′ ∈ R′ \ {f} ist daher nach 3.2.18
ee′ ·M = e(e′ · U) = 0 ,
da e′ 6∼ f ∼ e. Es folgt:
e · m̂ψ = e · m̂−
∑
e′∈R′
ee′ · m̂ = e · m̂− ef · m̂ = 0
wegen ef = e. 2
3.2.21 Bemerkung. Sei B eine assoziative Algebra, und sei M ein B-Links-Modul. Es
gebe ein n ∈ N und eine Kette von Teilmoduln M0 = M ⊇ M1 ⊇ M2 ⊇ . . . ⊇ Mn = {0}
derart, daß Mi−1/Mi fu¨r alle i ∈ n ein B-Zero-Modul ist. Dann ist M ein Bn-Zero-
Modul14: Es ist
Bn ·M = Bn−1(B ·M) ⊆ Bn−2(B ·M1) ⊆ . . . ⊆ B ·Mn−1 ⊆Mn = {0} .
Besitzt B eine K-Basis C aus Idempotenten, so ist M sogar ein B-Zero-Modul, da dann
B2 = B ist:
Sei b ∈ B, und seien ke ∈ K fu¨r alle e ∈ C so, daß b =
∑
e∈C kee ist. Dann ist b =∑
e∈C kee
2 ∈ B2, also B ⊆ B2, somit B2 = B.
3.2.22 Definition. Sei B eine K-Algebra. Das Radikal eines B-Links-Moduls M ist de-
finiert durch
RadBM :=
⋂
{N | N ist maximaler B-Links-Teilmodul von M oder N =M} .
Die absteigende Loewy-Reihe vonM ist die Kette der Teilmoduln Rad (j)B M , definiert durch
Rad
(0)
B M :=M und Rad
(j)
B M := RadB(Rad
(j−1)
B M) fu¨r alle j ∈ N.
3.2.20 und 3.2.21 liefern:
Mithilfe der absteigenden Loewy-Reihe eines A-ModulsM la¨ßt sich eine absteigende Kette
von A′-Teilmoduln von M derart finden, daß jeder der sukzessiven Faktoren keinen A′-
Zero-Kompositionsfaktor besitzt. Genauer gilt:
14Mit Bn meinen wir den additiven Abschluß der Menge aller n-fachen Produkte in B.
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3.2.23 Satz. Sei M ein A-Modul. Es gibt eine Kette von A′-Links-Teilmoduln I0 =M ⊇
I1 ⊇ I2 ⊇ . . . ⊇ {0} von M und eine Kette von A-Links-Teilmoduln J1 ⊇ J2 ⊇ . . . ⊇ {0}
von M derart, daß fu¨r alle j ∈ N gilt:
(i) Rad (j)A M ⊆ Ij ;
(ii) Rad (j)A M ⊆ Jj ⊆ Rad (j−1)A M ;
(iii) Ij /Rad
(j)
A M ist ein A
′-Zero-Modul;
(iv) Rad (j−1)A M/Jj ist ein A
′-Zero-Modul, Jj /Rad
(j)
A M besitzt keine A
′-Zero-Komposi-
tionsfaktoren;
(v) Ij−1 /Rad
(j)
A M = Jj/Rad
(j)
A M ⊕ Ij /Rad (j)A M .
Beweis: durch Induktion.
`
`
`
`
`
`
`
M = I0
I1
I2
J1
R1
J2
R2
Sei Ri := Rad (i)A M fu¨r alle i ∈
N. Da M/R1 vollreduzibel ist (als A-
Modul), gibt es einen A-Links-Teilmodul
J1 von M = R0 derart, daß R1 ⊆
J1 und in M/J1 jeder Faktor einer A-
Kompositionsreihe von M/R1 als A′-
Modul ein Zero-Modul ist und J1/R1
keinen A′-Zero-Kompositionsfaktor mehr
besitzt. Auch gibt es einen A-Links-
Teilmodul I1 von M derart, daß R1 ⊆ I1
und M/R1 = J1/R1 ⊕ I1/R1.
Wegen M/J1 ∼=A′ I1/R1 ist I1/R1 nach
3.2.21 ein A′-Zero-Modul.
Sei k ∈ N, Jk ein A-Links-Teilmodul von
M und Ik ein A′-Links-Teilmodul von M
mit den Eigenschaften (i)− (v) fu¨r j = k.
Rk/Rk+1 ist als A-Modul vollreduzibel. Es
gibt also wieder einen A-Links-Teilmodul
Jk+1 von M mit den Eigenschaften (ii)
und (iv) fu¨r j = k + 1 nach 3.2.21. Auch
nach 3.2.21 und wegen (iii) ist Ik/Jk+1 ein
A′-Zero-Modul. Außerdem ist Jk+1/Rk+1
vollreduzibel – als A-Modul und somit als
A′-Modul. Daher ist Ik/Rk+1 nach 3.2.20 als A′-Modul vollreduzibel. Also gibt es einen A′-
Teilmodul Ik+1 vonM mit den Eigenschaften (i) und (v) fu¨r j = k+1. Da Ik+1/Rk+1 ∼=A′
Ik/Jk+1 ist, hat Ik+1 auch die Eigenschaft (iii) fu¨r j = k + 1. 2
3.2.24 Satz und Definition. Sei M ein A-Links-Modul, und es gebe ein m ∈ N0 mit
Rad
(m)
A (M) = {0}. Dann gibt es einen A′-Links-Teilmodul IA′(M) von M derart, daß
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jeder Kompositionsfaktor von IA′(M) als A′-Modul trivial ist und M/I eA(M) keine A′-
Zero-Faktoren besitzt. I eA(M) ist dann ein A′-Zero-Modul.
Beweis: Mit IA′(M) := Im folgt die Behauptung aus 3.2.23. 2
3.2.25 Bemerkung. Ist A′ ein Linksideal von A und erfu¨llt A′ als A-Modul die Voraus-
setzung aus 3.2.24 an die Loewy-Reihe, so sind im Falle M = A′ die Jj und Ij (j ∈ N)
Linksideale von A′; also ist insbesondere I eA(A′) ein Linksideal.
3.2.26 Definition und Bemerkung. Sei B eine assoziative Algebra, y ∈ B. Der Rechts-
Annullator von y ist die Menge
Annr(y) := {z | z ∈ B, yz = 0B} .
Annr(y) ist ein Rechtsideal von B. Wir setzen fu¨r jede Teilmenge Y von B
Annr(Y ) :=
⋂
y∈Y
Annr(y) .
Dann ist auch Annr(Y ) ein Rechtsideal von B.
3.2.27 Satz. Es ist unter den Voraussetzungen von 3.2.25
IA′(A′) = Annr(A′) ∩A′ ,
also IA′(A′) ein Ideal von A′.
Beweis: Da IA′(A′) ein A′-Zero-Modul ist, ist IA′(A′) ⊆ Annr(A˜)∩A′ . Sei x ∈ Annr(A′)∩
A′ . Dann ist 〈x〉K ein irreduzibler A′-Zero-Links-Modul. Nach Definition von IA′(A′) in
3.2.24 ist x ∈ IA′(A′). Der Rest ist klar wegen 3.2.25 und 3.2.26. 2
3.2.28 Satz. Sei M ein A-Links-Modul. Es gelte: M =
⊕
i∈n Ui mit Teilmoduln Ui von
M und n ∈ N. Dann ist
IA′(M) ∼=A′
⊕
i∈n
IA′(Ui) .
Beweis: Klar nach Konstruktion von IA′(M) im Beweis von 3.2.23, bzw. von IA′(Ui),
i ∈ n , da Rad (j)A (Ui) = Ui ∩ Rad (j)A (M) fu¨r alle i ∈ n und j ∈ N ist. 2
Ab hier braucht R nicht mehr endlich zu sein.
3.2.29 Bemerkung. Da die e ∈ B idempotent sind, ist A =∑e∈B Ae, mit (i) aus 3.2.17
sogar A =
∑
e∈RAe nach 3.2.16.
64 KAPITEL 3. Die Struktur r-homogen κ-induzierter Linksideale in D
3.2.30 Generalvoraussetzung (Zusatz 2). Es gelte:
(iii) ∀ e, f ∈ B ef ∈ 〈[ f ]∼〉K .
Damit und mit (i) aus 3.2.17 ist
(34) Ae = 〈[ e ]∼〉K
fu¨r alle e ∈ R und
(35) A =
⊕
e∈R
Ae ,
denn: Sei e ∈ B und f ∈ R so, daß e ∼ f . Dann ist f = fe ∈ Ae, also 〈[ e ]∼〉K ⊆ Ae .
Andererseits ist e′e ∈ 〈[ e ]∼〉K fu¨r alle e′ ∈ B, also auch Ae ⊆ 〈[ e ]∼〉K . Insbesondere ist
die Summe
∑
e∈RAe direkt.
3.2.31 Bemerkung. Sei B eine assoziative K-Algebra und V ein eindimensionaler B-
Modul; ζ sei die zugeho¨rige Algebrendarstellung. Dann ist
EndB(V ) = CEndK(V )(Bζ) = EndK(V ) ,
da EndK(V ) ∼= K kommutativ ist.
Fu¨r alle e ∈ R ist also nach (ii) in 3.2.17
(36) EndA(M e) ∼= K .
3.2.32 Satz. A/N (A) ist kommutativ, d.h. A ist auflo¨sbar.
Beweis:Wegen (35), 3.2.12 und 3.2.13 ist A =
⊕
e∈R Ae mit paarweise nicht isomorphen
Ae. Mit dem Satz von Wedderburn-Artin ist daher
A/N (A) ∼=
⊕
e∈R
EndA
(
Ae/M(Ae)
)− ∼=⊕
e∈R
K
wegen (36). 2
3.2.33 Korollar. Fu¨r alle e ∈ R ist
M(Ae) = Ae ∩ N (A) = N (Ae) .
Beweis: Mit 3.2.8 angewandt auf die auflo¨sbare Algebra A und die Teilalgebra Ae folgt
die Behauptung. 2
3.2.34 Generalvoraussetzung (Zusatz 3). Sei zudem nun
(iv) A unita¨r.
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3.2.35 Bemerkung. Da A nach Voraussetzung linksartinsch und unita¨r ist, ist A semi-
prima¨r. Mit 3.2.3 und nach Definition des Modul-Radikals ist daher
N (A) = J (A) = RadA(A) .
Wegen (35) gilt daher
(37) M(Ae) = Ae ∩ N (A) = Ae ∩ RadA(A) = RadA(Ae)
fu¨r alle e ∈ R.
3.2.36 Satz. A/RadAA ist kommutativ.
Beweis: Klar nach 3.2.32 und 3.2.35. 2
3.2.37 Korollar. Fu¨r alle e ∈ R ist RadA(Ae) = {a ∈ Ae | a ist nilpotent}.
Beweis: Sei e ∈ R. A ist auflo¨sbar nach 3.2.32, somit auch Ae wegen 3.2.8. Zusammen
mit (37) und 3.2.33 liefert 3.2.7 die Behauptung. 2
3.2.38 Satz. Fu¨r alle e ∈ R ist {e− f | e 6= f ∈ [ e ]∼} eine Basis von RadA(Ae).
Beweis: Sei e ∈ R. Fu¨r alle f ∈ [ e ]∼ ist
(e− f)2 = e2 − ef − fe+ f2 = e− e− f + f = 0 ,
also e − f ∈ RadA(Ae) = M(Ae). Wegen dimK 〈e− f | e 6= f ∈ [ e ]∼〉K = #[ e ]∼ − 1 =
dimK(Ae)− 1 nach (34) zeigt dies mit 3.2.13 die Behauptung. 2
Sei e ∈ R′. Wegen A′ ⊆ A ist A′e ⊆ Ae. Außerdem ist Ae = 〈[ e ]∼〉K ≤K A′, also
Ae = Ae2 ⊆ A′e . Es gilt daher die
3.2.39 Bemerkung. Fu¨r alle e ∈ R′ ist A′e = Ae, also
A′ =
⊕
e∈R′
A′e =
⊕
e∈R′
Ae , sowie A = A′ ⊕
⊕
e∈R\R′
Ae.
3.2.40 Bemerkung. Sei B eine assoziative K-Algebra und M ein B-Links-Modul, sowie
N ein B-Teilmodul von M der Co-Dimension 1. Dann ist N auch ein maximaler C-
Teilmodul von M fu¨r jede Teilalgebra C von B.
3.2.41 Definition. Sei B eine assoziative Algebra und M ein B-Modul. Ist N ein maxi-
maler Teilmodul von M , so schreiben wir zur Abku¨rzung:
N <B·M .
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3.2.42 Proposition. Sei B eine assoziative K-Algebra. Alle irreduziblen B-Moduln seien
eindimensional. Fu¨r jeden B-Links-Modul M und jede Teilalgebra C von B ist dann
Rad CM ⊆ RadBM .
Beweis: Nach 3.2.40 ist
Rad CM =
⋂
{N | N <C·M ∨N =M} ⊆
⋂
{N | N <B·M ∨N =M} = RadBM .
2
3.2.43 Satz. Sei B ein Linksideal und direkter Summand von A. Dann gilt:
RadBB = RadAB = J (B) = N (B) , und B/RadBB ist kommutativ .
Beweis: Da B direkter Summand von A ist, ist B rechtsunita¨r, also RadBB = J (B). Mit
3.2.42 ist RadBB ⊆ RadAB. Nach 3.2.8 ist N (B) = B ∩ N (A). Wegen N (A) = J (A) =
RadA(A) und da B ein direkter Summand von A ist, folgt insgesamt:
RadAB ⊇ RadBB = J (B) ⊇ N (B) = B ∩ RadAA = RadAB .
Der Rest ist klar. 2
3.2.44 Korollar. Fu¨r alle e ∈ R ist
RadAe(Ae) = RadA(Ae) = RadA′(Ae) .
M(Ae) ist das eindeutig bestimmte maximale Linksideal von Ae.
Beweis: Sei e ∈ R. Ae ist ein (rechtsunita¨res) Linksideal und direkter Summand von
A. Anwendung von 3.2.43 auf B := Ae ergibt RadAeAe = RadAAe. 3.2.42 mit B := A′
und C := Ae liefert RadAeAe ⊆ RadA′Ae, und mit B := A und C := A′ erhalten wir
RadA′Ae ⊆ RadAAe. Insgesamt ist daher
RadAAe = RadAeAe ⊆ RadA′Ae ⊆ RadAAe .
Der Rest folgt mit (37), da M(Ae) ein maximales Linksideal von Ae ist. 2
3.2.45 Korollar. Es gilt
RadA′(A′) =
⊕
e∈R′
RadA′(Ae) = RadA(A′) =
〈
e− f | e ∼ f ∈ R′〉
K
;
und A′/RadA′(A′) ist kommutativ mit der Dimension #R′.
Beweis: A′ ist ein direkter Summand und Linksideal von A. Anwendung von 3.2.43 liefert
RadA(A′) = RadA′(A′) = J (A′) = N (A′) .
Die letzte Gleichheit folgt aus 3.2.38, wie auch die Kommutativita¨t von A′/RadA′A′. Die
Aussage u¨ber die Dimension erha¨lt man wegen
A′/RadA′(A′) ∼=
⊕
e∈R′
Ae/RadA′(Ae) =
3.2.44
⊕
e∈R′
Ae/RadA(Ae)
⊕
e∈R′
M e .
2
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3.3 Anwendung auf Solomons Algebra
Wir werden im nun folgenden die Ergebnisse aus Abschnitt 3.2.2 auf die Algebra A = Dn
mit der Teilalgebra A′ = Dn,η u¨bertragen und unsere Einsicht in die Struktur ein wenig
vertiefen.
Dazu sei weiterhin η ein r-homogener κ-Endomorphismus.
Dn mit der Basis B = {νq | q  n}, dabei νq := 1q? ωq, ist eine Algebra mit den Eigenschaf-
ten aus 3.2.13, 3.2.17, 3.2.30 und 3.2.3415.
Dies erha¨lt man mit der ω-Multiplikationsformel und etwa den folgenden zwei Propositio-
nen aus [Sch05] (dort 10.1 und 10.2) – vergleiche auch [BL96]:
3.3.1 Proposition. Sei γ eine homogene Lie-Folge in D und n ∈ N. γ bildet jede Asso-
ziiertenklasse {q | q ≈ p} (p ` n) auf den unzerlegbaren Dn-Links-Modul
Λp := Dnγp = 〈γq | q ≈ p〉K
ab; und es gilt: Dn =
⊕
p`n Λ
p. Weiter ist Λp ∼= Dnωp als Dn-Links-Modul.
3.3.2 Proposition. Sei γ eine homogene Lie-Folge in D und n ∈ N, p ` n. Dann
entha¨lt Λp einen eindeutig bestimmten maximalen Λp-Links-Modul, na¨mlich Λp∩Kern cn =
〈γp − γq | q ≈ p〉K .16 Insbesondere ist Λp unzerlegbar als Λp-Links-Modul.
Wir wissen außerdem, daß 〈γp − γq | q ≈ p〉K ein Linksideal von Dn ist, d.h. M(Λp) =
〈γp − γq | q ≈ p〉K ist von der Co-Dimension 1 in Λp.
Die letzte noch fehlende Voraussetzung an eine solche Idempotenten-Basis von Dn liefert
(32).
3.3.3 Definition. Sei n ∈ N. Ist p eine η-resistente Zerlegung von n, so schreiben wir
p η n bzw. p η` n , falls p eine η-resistente Partition von n ist.
Dn,η erfu¨llt die Forderungen aus 3.2.17 an A′ – da wir mit η einen r-homogenen κ-
Endomorphismus gewa¨hlt haben. Insgesamt erhalten wir:
3.3.4 Satz (vgl. Main Theorem 10 in [Sch05]). Es gibt eine homogene Lie-Folge γ in D
derart, daß fu¨r alle n ∈ N
Dn =
⊕
p`n
Dn ∗γp und Dn,η =
⊕
p η` n
Dn ∗γp
ist. Dabei sind die Dn ∗γp unzerlegbare Linksideale von Dn. Es ist also Dn,η ein direkter
Summand des regula¨ren Dn-Links-Moduls.
Beweis: Dies folgt mit oben Gesagtem, 3.1.9 und 3.2.39. 2
15Die A¨quivalenzrelation ∼ auf B ist gegeben durch die Relation ≈ auf N∗.
16Dabei sei cn : Dn −→ ClK(Sn) der Solomon-Epimorphismus, der durch Ξq 7→ ξq fu¨r alle q  n gegeben
ist.
68 KAPITEL 3. Die Struktur r-homogen κ-induzierter Linksideale in D
3.3.1 Jacobson-Radikal und Cartan-Invarianten von Dn,η
Sei nun γ eine homogene Lie-Folge in D und γn ∈ Dn,η fu¨r alle n ∈ Nη. Sei n ∈ N.
3.3.5 Korollar (vgl. Corollary 10.3 in [Sch05]). Fu¨r alle p η` n ist
RadDn,ηΛ
p = Kern c ∩ Λp = RadDnΛp .
Insbesondere ist
RadDn,η =
⊕
p η`n
RadDn,ηΛ
p = Kern c |Dn,η= 〈γp − γq | q ≈ p η` n〉K ;
und Dn,η/RadDn,η ist kommutativ mit der Dimension # {p | p η` n}.
Beweis: Klar nach 3.2.44 und 3.2.45. 2
Wir definieren wie in [BL02]
Mp :=Mγp = Λp/RadDnΛ
p
fu¨r alle p  n.
3.3.6 Satz. Es gebe Buchstaben in N, die nicht η-resistent sind. Sei dann k := min{m ∈
N | m nicht η-resistent} . Fu¨r alle n ∈ N mit n < k ist dann Dn,η = Dn; Dn besitzt also
keine Zero-Moduln als Kompositionsfaktoren. Ist n ≥ k und q(k) := (n− k).k, so ist M q(k)
ein Dn,η-Zero-Modul. (Im Falle k = n ist q(k) = n.)
Beweis: Im Falle n < k sind alle Zerlegungen von n η-resistent. Sei also n ≥ k und p η n .
Dann ist p 6≈ q(k), also 1p?γp 6∼ 1q(k)?γq(k) , und nach 3.2.12 ist dann γpM q
(k)
= 0, also
Dn,ηM
q(k) = 0 . 2
3.3.7 Definition und Bemerkung. Seien k und q(k) wie in 3.3.6. Wir definieren
M0η :=M
q(k) .
M0η ist dann ein Dn,η-Zero-Modul.
3.3.8 Korollar. Sei k wie in 3.3.6. Im Falle n ≥ k repra¨sentieren Mp, p η` n, und M0η
die Isomorphieklassen der irreduziblen Dn,η-Moduln. Fu¨r alle q ` n, die nicht η-resistent
sind, ist M0η ∼=Dn,η M
q .
Beweis: Dies folgt mit 3.2.15 und 3.3.6. 2
Aus der Proposition 1.1 in [BL02] folgt direkt die
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3.3.9 Proposition (vgl. Proposition 10.6 in [Sch05]). Sei M ein endlich-dimensiona-
ler Dn-Links-Modul. Dann ist fu¨r alle p η` n die Vielfachheit von Mp in einer Dn,η-
Kompositionsreihe von M gleich
[M,Mp]Dn,η := dim γpM ,
welche auch die Vielfachheit [M,Mp]Dn von M
p in einer Dn-Kompositionsreihe von M
ist. Die Vielfachheit von M0η in einer Dn,η-Kompositionsreihe von M ist[
M,M0η
]
Dn,η =
∑
p`n
p 6 η`n
[M,Mp]Dn = dimM −
∑
p η`n
[M,Mp]Dn,η = dim IDn,η(M) .
2
Jedes Wort r ∈ N∗ besitzt eine eindeutig bestimmte Zerlegung r = r(1). . . . .r(l) in Lyndon-
Worte r(1), . . . , r(l) ∈ N∗ derart, daß r(1) ≥lex . . . ≥lex r(l) [Gar]. Ist r  n, so ist die
Lyndon-Summen-Zerlegung (Lyndon sum composition) von r definiert durch
LSC(r) := (sum r(1)). . . . .(sum r(l)) .
Nun zu den Cartan-Invarianten
cp,q := [Λq,Mp]Dn,η (p, q η` n)
von Dn,η, welche man sofort aus [BL02] erha¨lt:
3.3.10 Korollar (vgl. Corollary 10.7 in [Sch05]). Die Cartan-Matrix von Dn,η ist gegeben
durch
cp,q = [Λq,Mp]Dn = # {r  n | r ≈ q, LSC(r) ≈ p}
fu¨r alle p, q η` n.
Beweis: Die erste Gleichheit folgt aus 3.3.9. Es ist
[Λq,Mp]Dn = dim γpΛ
q = dim γpDnγq =
3.3.1
dim γpDnωq =
(32)
dimωpDnωq .
Nun folgt die zweite Gleichheit aus dem Corollary 2.1 in [BL02]. 2
3.3.2 Zur Loewy-Reihe von Dn,η
3.3.11 Bemerkung (vgl. 3.2.25). Im Falle M = Dn,η sind die Jj und Ij (j ∈ N) Links-
ideale von Dn,η; insbesondere ist IDn,η(Dn,η) ein Linksideal.
Direkt aus 3.2.27 folgt das
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3.3.12 Korollar. Es ist
IDn,η(Dn,η) = Annr(Dn,η) ,
insbesondere IDn,η(Dn,η) ein Ideal von Dn,η.
Wir betrachten nun den Spezialfall η := pi und die peak -Algebra Dn,pi (siehe Abschnitt
4.1.1). Das folgende Korollar aus 3.2.20 ist ein Auszug aus dem Beweis des Corollary 10.8
in [Sch05].
3.3.13 Korollar. Fu¨r jedes p p`i n und jedes j ∈ N ist Rad (2j−1)Dn Λp/Rad
(2j)
Dn Λ
p ein Dn,pi-
Zero-Modul und Rad (2j−1)Dn Λ
p/Rad
(2j+1)
Dn Λ
p als Dn,pi-Modul vollreduzibel.
Beweis:(vgl. Beweis von 10.8 in [Sch05]) Sei p p`i n und Ri := Rad
(i)
DnΛ
p fu¨r jedes i ∈ N.
Dann ist Ri/Ri+1 als Dn-Modul vollreduzibel. Sei i ∈ N0 und r ` n so, daßM r isomorph zu
einem irreduziblen Faktor von Ri/Ri+1 ist. Nach Theorem 2.2 in [BL02] ist `(r) = `(p)− i
und p assoziiert zu einer Zerlegung von r. Insbesondere ist R2j−1/R2j ein Dn,pi-Zero-Modul
fu¨r alle j ∈ N, da r nicht ungerade (also nicht pi-resistent) ist fu¨r `(r) = `(p)− (2j − 1).
R2j/R2j+1 ist auch als Dn,pi-Modul vollreduzibel. Wendet man nun 3.2.20 auf M =
R2j−1/R2j+1 und U = R2j/R2j+1 an, so folgt die Vollreduzibilita¨t von R2j−1/R2j+1 als
Dn,pi-Modul. 2
Trivial ist:
Rad
(i)
Dn,ηΛ
q ⊆ Rad (i)DnΛq
fu¨r alle q η` n und i ∈ N. Schocker zeigt in [Sch05] fu¨r den Fall η = pi sogar folgendes:
3.3.14 Korollar (vgl. 10.8 in [Sch05]). Fu¨r alle j ∈ N und alle p p`i n ist
Rad
(j)
Dn,piΛ
p ⊆ Rad (2j−1)Dn Λp .
Beweis: Wegen RadDn,piΛp = RadDnΛp folgt die Behauptung mittels einer leichten In-
duktion und 3.3.13. 2
Der na¨chste Satz ist wie 3.2.23 eine Folgerung aus 3.2.20 und 3.2.21. Aufgrund von 3.3.13
kann man fu¨r den direkten Summanden Λp (p p`i n) von Dn,pi genauer sagen:
3.3.15 Satz. Sei p p`i n. Es gibt eine Kette von Linksidealen Λp ⊇ I0 = RadDnΛp ⊇ I1 ⊇
I2 ⊇ . . . ⊇ {0} und eine Kette von Linksidealen Λp ⊇ J1 ⊇ J2 ⊇ . . . ⊇ {0} derart, daß fu¨r
alle j ∈ N gilt:
(i) Rad (2j+1)Dn Λ
p ⊆ Ij ;
(ii) Rad (2j+1)Dn Λ
p ⊆ Jj ⊆ Rad (2j)Dn Λp ;
(iii) Ij /Rad
(2j+1)
Dn Λ
p ist ein Dn,pi-Zero-Modul;
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(iv) Rad (2j)Dn Λ
p/Jj ist ein Dn,pi-Zero-Modul, Jj /Rad (2j+1)Dn Λp besitzt keine Dn,pi-Zero-Kom-
positionsfaktoren;
(v) Ij−1 /Rad
(2j+1)
Dn Λ
p = Jj/Rad
(2j+1)
Dn Λ
p ⊕ Ij /Rad (2j+1)Dn Λp .
Beweis: durch Induktion.
r
r
r
r
r
r
rr
r
r
r
Λp
R1 = I0
I1
I2
IDn,pi(Λp)
R2
J1
R3
R4
J2
R5
{0}
Sei wieder Ri := Rad (i)DnΛ
p fu¨r alle
i ∈ N. Nach 3.3.13 ist R1/R3 vollre-
duzibel als Dn,pi-Modul. Es gibt da-
her ein Linksideal J1 von Λp der-
art, daß R3 ⊆ J1 ⊆ R1 und R1/J1
ein Dn,pi-Zero-Modul ist nach 3.2.21
und J1/R3 keinen Dn,pi-Zero-Faktor
entha¨lt.
Wieder nach 3.3.13 ist dann J1 ⊆
R2. Weiter gibt es ein Linksideal I1
von Λp mit R3 ⊆ I1 ⊆ R1 = I0 und
I0 /R
3 = J1/R3 ⊕ I1 /R3 . Es ist
dann I1 /R3 ∼=Dn,pi R1 /J1, also ein
Zero-Modul.
Sei k ∈ N, und seien Jk, Ik
Linksideale von Λp mit den Ei-
genschaften (i) − (v) fu¨r j = k.
Dann ist Ik /R2(k+1) ein Zero-Modul
nach (iii), 3.2.21 und 3.3.13, sowie
R2(k+1)/R2(k+1)+1 als Dn,pi-Modul
vollreduzibel.
Mit 3.2.20 und wieder 3.2.21 folgt
die Existenz eines Linksideals Jk+1
von Dn,pi mit den Eigenschaften (ii)
und (iv) fu¨r j = k + 1.
Auch gibt es ein Linksideal Ik+1 mit den Eigenschaften (i) und (v) fu¨r j = k + 1. Wegen
Ik+1/R
2(k+1)+1 ∼=Dn,pi Ik/Jk+1 erfu¨llt Ik+1 auch (iii). 2
3.3.16 Bemerkung. Falls `(p) ≥ 2 ist, ist R1 6= {0}, also IDn,pi(Λp) 6= {0}.
Damit und mit 3.2.28 erha¨lt man direkt das
3.3.17 Korollar. Fu¨r n ≥ 2 ist
IDn,pi(Dn,pi) ∼=
⊕
p p`in
IDn,pi(Λ
p) 6= {0} .
2
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3.3.18 Bemerkung. Ist p = k.1.(n−k), k ∈ N ungerade, also p eine sog. Haken-Partition,
so besitzt Rad (2j)Dn Λ
p/Rad
(2j+1)
Dn Λ
p nach Theorem 2.2 in [BL02] keine Dn,pi-Zero-Moduln
fu¨r jedes j ∈ N:
Jede potenzfreie Vergro¨berung r von zu p Assoziierten mit `(r) = `(p)− 2j ist ungerade.
In diesem Fall ist Jj = Rad
(2j)
Dn Λ
p fu¨r jedes j ∈ N.
In [Sch05] wird vermutet, daß die absteigende Loewy-Reihe von Λp (alsDn,pi-Modul) gerade
die Teilkette der absteigenden Loewy-Reihe von Λp (als Dn-Modul) ist, die aus Λp und den
ungeraden Loewy-Schritten Rad (2j−1)Dn Λ
p, j ∈ N, besteht. Ein Beweis fu¨r diese Vermutung
wird fu¨r den Fall gegeben, daß p eine Haken-Partition ist – siehe dort Lemma 10.9.
Anders ist die Lage (vermutlich) im Fall η := τ = η1 | id, jedenfalls:
3.3.19 Bemerkung. Sei q τ` n, i ∈ N, und sei r ` n so, daß M r ein Kompositionsfaktor
von Rad (i)DnΛ
q /Rad
(i+1)
Dn Λ
q ist. Nach Theorem 2.2 in [BL02] ist dann q assoziiert zu einer
Zerlegung von r. Daher entha¨lt auch r nur τ -resistente Buchstaben. Es gilt:
Jeder Dn-Kompositionsfaktor der Dn-Loewy-Reihe von Λq ist ein nicht-trivialer Dn,τ -
Modul.
Allgemeiner formulieren wir die
3.3.20 Vermutung. Sei q η` n. Alle potenzfreien Vergro¨berungen von zu q Assoziierten
seien η-resistent. Dann ist fu¨r alle i ∈ N0
Rad
(i)
Dn,ηΛ
q = Rad (i)DnΛ
q .
Ist etwa die Menge der η-resistenten Buchstaben Nη additiv abgeschlossen, so ist die
Voraussetzung aus 3.3.20 fu¨r jedes q η` n erfu¨llt.
Kapitel 4
Beispiele fu¨r homogene
κ-Endomorphismen und κ-induzierte
Linksideale in D
Wir geben in diesem Kapitel fu¨r jeden in dieser Arbeit eine Rolle spielenden Typ von
κ-Endomorphismus Beispiele an: zwei r-homogene, einer davon idempotent, einen nil-
konvergenten und einen nicht r-homogenen außerhalb von K. Wir benutzen dazu das
Alphabet N, da wir auch zum Teil die zugeho¨rigen Linksideale in Solomons Algebra be-
trachten.
Mit Hilfe von zwei der hier angegebenen κ-Endomorphismen haben wir im Kapitel 2 ein
Gegenbeispiel konstruiert (Links-Distributivgesetz). Dafu¨r war ein mindestens 3-elemen-
tiges Alphabet no¨tig. (Zur Erinnerung: Im Fall #X = 2 ist (Hκ
X
,|,HEA) ein Ring.)
Durch Einschra¨nken auf den Definitionsbereich Km∗ lassen sich die hier angegebenen κN-
Endomorphismen in κm -Endomorphismen u¨berfu¨hren, leisten somit auch inHκX Gewu¨nsch-
tes.
Neben id ist fu¨r jedes a ∈ K die Folge n 7→ an ·n ein weiteres Beispiel fu¨r eine κ-Folge, wie
man leicht nachpru¨ft. Allgemeiner ist fu¨r jede κ-Folge α und jedes a ∈ K auch n 7→ an ·nα
eine κ-Folge.
Daher ist der Endomorphismus ι , gegeben durch
(38) nι := (−1)nn
fu¨r alle n ∈ N, ein κ-Endomorphismus.
73
74 KAPITEL 4. Beispiele: κ-Endomorphismen und Linksideale in D
4.1 Zwei Beispiele fu¨r r-homogene κ-Endomorphismen und
ihre Linksideale in D
Die folgenden beiden Beispiele (peak -Algebra und Algebra zum derangement-Idempotent)
entstammen einer unvero¨ffentlichten Arbeit von D. Blessenohl. Wir u¨bernehmen hier nur
das Wichtigste.
4.1.1 Die peak-Algebra
Wie man aus der Definition von ↓ in Abschnitt 1.1.4 leicht abliest, ist
∆1
.n ↓ =
n∑
i=0
∆1
.i ⊗∆1.(n−i) ,
wobei ∆1
.n
:= n (n− 1) · · · 2 1 ∈ Sn ist. Wegen
∆1
.n
=
∑
qn
(−1)n−`(q) Ξq
ist daher
(39) ϕ : n 7→
∑
qn
(−1)n−`(q)q
eine κ-Folge, deren Fortsetzung zu einem κ-Endomorphismus wir ebenfalls mit ϕ bezeich-
nen (vgl. auch [GKL+]). Wir setzen
pi := ϕ| id .
Nach 2.1.6 ist pi ein (homogener) κ-Endomorphismus, der aber – wie aus der folgenden
Proposition ersichtlich – nicht harmlos ist.
4.1.1 Proposition. Fu¨r alle q = q1. . . . .qk ∈ N∗ ist
qpi = 2`(q)
∑
rq
Fq(r) ungerade
(−1)n−`(r) r .
Dabei ist Fq(r) definiert als das Produkt aller r
[qi]
† , r
[qi]  qi fu¨r alle i ∈ k , und der Index
† bezeichnet den letzten Buchstaben eines Wortes. Insbesondere ist
npi = 2
∑
rn
r† ungerade
(−1)n−`(r) r
fu¨r alle n ∈ N und n genau dann pi-resistent, wenn n ungerade ist. Außerdem ist q =
q1. . . . .qk ∈ N∗ genau dann pi-resistent, wenn q1, . . . , qk ungerade sind. Ein solches Wort
q nennen wir ebenfalls ungerade.
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Beweis: Es gilt fu¨r alle n ∈ N
npi =
n∑
i=0
(n− i)ϕ.i
=
∑
qn
(−1)n−`(q)q +
n∑
i=1
∑
rn−i
(−1)n−i−`(r)r.i
=
n∑
i=1
∑
sn−i
(−1)n−`(s)−1s.i+
n∑
i=1
∑
rn−i
(−1)n−i−`(r)r.i
=
n∑
i=1
∑
sn−i
(
(−1)n−`(s)−1 + (−1)n−`(s)−i
)
s.i
=
n∑
i=1
i ungerade
2
∑
sn−i
(−1)n−`(s)−1s.i
= 2
∑
rn
r† ungerade
(−1)n−`(r) r.
Insbesondere ist n genau dann pi-resistent, wenn n ungerade ist. Ist q = q1. . . . .qk  n, so
folgt nun leicht
qpi = q1pi. . . . .qkpi
= 2k
( ∑
r[q1]q1
r
[q1]
† ungerade
(−1)q1−`(r[q1]) r[q1]
)
. . . . .
( ∑
r[qk]qk
r
[qk]
† ungerade
(−1)qk−`(r[qk]) r[qk]
)
= 2`(q)
∑
rq
Fq(r) ungerade
(−1)n−`(r) r .
2
Wegen 1.n  q ist qpi 6= 0KN∗ fu¨r jedes q  n. Die Algebra Dpi ist die von Schocker [Sch05]
ausfu¨hrlich behandelte peak -Algebra. Nach Schocker ist B := {Ξqpi | q ungerade} eine Basis
von Dpi, also BΞ−1 = {qpi | q ungerade} eine Basis von Bildpi und somit pi r-homogen.
Man kann zeigen, daß die Dimension von Dn,pi gerade die n-te Fibonacci-Zahl Fn ist.
4.1.2 Das derangement-Idempotent
Nach (14), (20) und (21) ist fu¨r alle n ∈ N
(40) nη1 =
1
n!
· 1.n ,
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und wir wissen: η1 ∈ Hκ, wie auch η−1 := ηf ∈ Hκ fu¨r f := {(1,−1)} ∈ KN. Mit (14) und
(19) sieht man sofort:
nη−1 =
(−1)n
n!
· 1.n .
Wir setzen τ := η−1 | id. Dann ist
nτ =
n∑
i=0
(−1)i
i!
· 1.i.(n− i)
fu¨r alle n ∈ N, insbesondere 1τ = 0KN∗ . Es folgt fu¨r alle n ∈ N
nττ =
n∑
i=0
(−1)i
i!
· 1τ. . . . .1τ︸ ︷︷ ︸
i
.(n− i)τ = nτ,
d.h. τ ist ein idempotenter, homogener, harmloser κ-Endomorphismus, sogar τcn = 1
fu¨r alle n ∈ N, n ≥ 2 . Also ist auch τ r-homogen, somit {qτ | qτ -resistent} = {qτ |
1 ist kein Buchstabe von q} eine Basis von Bild τ . Man kann zeigen, daß die Dimension
von Dτ die (n− 1)-te Fibonacci-Zahl Fn−1 ist.
Ξnτ ist das von Schocker in [Sch03] behandelte derangement-Idempotent.
Nebenbei bemerkt sind η1 und η−1 |-invers zueinander:
η1 | η−1 = ε = η−1 | η1 ,
wie man sich auf verschiedene Arten u¨berlegen kann. Einfach nachgerechnet ist fu¨r alle
n ∈ N
n(η1 | η−1) = n∑
i=0
(n− i)η1.iη−1
=
n∑
i=0
1
(n− i)! · 1
.(n−i).
(−1)i
i!
· 1.i
=
1
n!
(
n∑
i=0
(−1)i
(
n
i
))
1.n
= 0KN∗
= nε .
Man sieht aber auch sofort, daß η1 und η−1 miteinander vertauschbar sind bezu¨glich |.
Mit 2.1.9 gelangt man dann wegen η(0L) = ε zur selben Einsicht.
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4.2 Ein nicht r-homogener κ-Endomorphismus außerhalb von
K
Fu¨r jeden homogenen κ-Endomorphismus η ist folgendes eine notwendige Bedingung fu¨r
r-Homogenita¨t: Jeder Buchstabe, der nicht im Kern liegt, muß eine η-resistente Zerlegung
besitzen.
4.2.1 Satz. Sei η ∈ Hκ. Gibt es ein n ∈ N \Kern η derart, daß n keine η-resistenten
Zerlegungen besitzt, so ist η nicht r-homogen.
Beweis: Sei n ∈ N \Kern η, und n besitze keine η-resistenten Zerlegungen. Insbesondere
ist dann n /∈ Nη. Da η homogen ist, ist nη ∈ Zn. Da aber
Zn ∩
〈
qη | q ∈ N∗η
〉
K
= 〈qη | q η n〉K = {0K}
ist – denn {q | q η n} = ∅ –, folgt: nη /∈
〈
qη | q ∈ N∗η
〉
K
. Daher ist
{
qη | q ∈ N∗η
}
keine
Basis von Bild η, d.h. η ist nicht r-homogen. 2
4.2.2 Bemerkung. Sei α := ι| id. Dann ist α ein homogener κ-Endomorphismus, und
fu¨r alle n ∈ N ist
nα =
n∑
i=0
(−1)i i.(n− i) .
Offenbar ist Nα = 2 ·N – die α-resistenten Buchstaben sind genau die geraden natu¨rlichen
Zahlen – und Kernα∩ N = {1}. Da also 3 /∈ Kernα ist und keine α-resistenten Zerlegungen
besitzt, ist α nach 4.2.1 nicht r-homogen.
Da aber sowohl ι als auch id offenbar bijektiv und r-homogen sind, zeigt dieses Beispiel:
4.2.3 Satz. Weder die r-homogenen noch die bijektiven κ-Endomorphismen bilden be-
zu¨glich | eine Unterstruktur von (Hκ,|). 2
Nebenbei bemerkt ist mit η1 : n 7→ 1n! 1.n und η−1 : n 7→ (−1)n 1n! 1.n
η1ι = η−1 = ι η1 .
4.3 Ein nil-konvergenter κ-Endomorphismus mit nilpoten-
tem Linksideal in Dn
Wir betrachten nun den zum Element [1, 2]conc = 1.2 − 2.1 ∈ L ⊆ L̂ geho¨rigen κ-
Endomorphismus: Es ist
Nη̂[1,2]conc = exp([1, 2]conc)Φ̂
−1 ,
daher zeigen wir zuna¨chst folgenden
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4.3.1 Satz. Seien a, b ∈ N und m := a+ b. Fu¨r alle n ∈ N gilt
([a, b]conc).n =
∑
σ∈S2.n
sgn(σ)σ
(
(a.b).n
) ∈ Zmn ,
wobei sgn das Signum einer Permutation, S2.n die Standard-Young-Untergruppe17 von S2n
und in der Summe auf der rechten Seite Polya-Aktion gemeint sei.
Beweis: durch Induktion. Fu¨r n = 1 ist∑
σ∈S2
sgn(σ)σ a.b = a.b− b.a = [a, b]conc .
Sei n ∈ N. Es ist
([a, b]conc).n = ([a, b]conc).(n−1).[a, b]conc
=
 ∑
σ∈S
2.(n−1)
sgn(σ)σ
(
(a.b).(n−1)
) .(a.b− b.a)
=
∑
σ∈S
2.(n−1)
sgn(σ)
((
σ (a.b).(n−1)
)
.a.b− (σ (a.b).(n−1)).b.a)
=
∑
σ∈S
2.(n−1)
sgn(σ)
(
(σ#12)(a.b).n − (σ#21)(a.b).n))
=
∑
σ∈S
2.(n−1)
sgn(σ)
(
sgn(σ) (σ#12) + sgn(σ#21) (σ#21)
)
(a.b).n
=
∑
τ∈S2.n
sgn(τ) τ
(
(a.b).n
)
.
2
Mit der Voraussetzung von 4.3.1 ist
(41) nη[a,b]conc = pn(exp([a, b]conc))Φ
−1 =

1
( nm)!
([a, b]conc).(
n
m
) Φ−1 , falls m | n,
0KN∗ , sonst,
im Falle n = l · (a+ b) also
(42) nη[a,b]conc =
1
l!
([a, b]conc).l Φ−1 =
1
l!
∑
σ∈S
2.l
sgn(σ)σ
(
(a.b).l
)
Φ−1 .
Offenbar ist η[a,b]conc ∈ K. Speziell im Fall a = 1, b = 2 ist fu¨r jedes n = 3 · l
(43) nη[1,2]conc =
1
l!
([1, 2]conc).l =
1
l!
∑
σ∈S
2.l
sgn(σ)σ
(
(1.2).l
)
,
denn eine leichte Induktion zeigt:
17Diese ist isomorph zu S2 × . . .× S2| {z }
n−mal
; ein typisches Element fu¨r n = 4 ist etwa σ = 21346587.
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4.3.2 Bemerkung. Fu¨r alle l ∈ N ist ([1, 2]conc).lΦ−1 = ([1, 2]conc).l . Denn es ist
(1.2−2.1)Φ−1 = 1.(2− 1
2
· 1.1)−(2− 1
2
· 1.1).1 = 1.2− 1
2
· 1.1.1−2.1+ 1
2
· 1.1.1 = 1.2−2.1 .
Aus (41) ersieht man sofort:
Bild η[a,b]conc =
〈
qη[a,b]conc
∣∣ q = q1. . . . .qk ∈ N∗, ∀ i ∈ k (a+ b)| qi〉K .
4.3.3 Definition. Sei n ∈ N und q = q1. . . . .qk ∈ N∗. Wir sagen, n teilt q (in Zeichen
n| q), wenn n jeden Buchstaben qi von n teilt.
Erneut unter der Voraussetzung von 4.3.1 erhalten wir fu¨r q = q1. . . . .qk ∈ N∗ mit (a+b)| q,
li := qia+b (i ∈ k ) und l := sum(q)a+b = l1 + · · ·+ lk aus (42)
qη[a,b]conc =
1
l1! . . . lk!
([a, b]conc).l Φ−1 ∈
〈(
sum(q)
)
η[a,b]conc
〉
K
.
Das zeigt:
4.3.4 Satz. Seien a, b ∈ N, m := a+ b und a 6= b, also [a, b]conc 6= 0KN∗. Es ist
Bild η[a,b]conc =
〈
kη[a,b]conc
∣∣ k ∈ N〉
K
,
also fu¨r alle n ∈ N
dimK(Bild η[a,b]conc ∩ Zn) =
{
1 , falls m|n,
0 , sonst .
Somit ist das von η[a,b]conc induzierte Linksideal Dn,η[a,b]conc von Solomons Algebra – falls
verschieden vom Null-Ideal {0Dn} – irreduzibel:
Dn,η[a,b]conc = (Bild η[a,b]conc ∩ Zn)Ξ = 〈Ξnη[a,b]conc 〉K .
2
Insbesondere ist im Falle 3|n (etwa n = 3 · l) nach (43)
Bild η[1,2]conc ∩ Zn =
〈
([1, 2]conc).l
〉
K
und Dn,η[1,2]conc =
〈
Ξ([1,2]conc)
.l
〉
K
.
Wir zeigen nun, daß Dn,η[1,2]conc im Radikal von Dn liegt, also nilpotent ist. Dazu u¨berlegen
wir uns zuna¨chst folgenden
4.3.5 Satz. Fu¨r alle n ∈ N ist
Ξ([1,2]conc)
.n
=
1
2n
ω([1,2]conc).n .
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Fu¨r den Beweis beno¨tigen wir die Basistransformationsformel von der ω-Basis zur Ξ-Basis
aus [GKL+]:
Sei n ∈ N und q = q1. . . . .qk  n. Es ist
ωq =
∑
rq
(−1)`(r)−`(q)Fq(r) Ξr .
Dabei ist Fq(r) fu¨r jede Zerlegung r von q definiert wie in 4.1.1.
Beweis von 4.3.5: Es ist
1
2
ω[1,2] =
1
2
(
ω1.2 − ω2.1
)
=
1
2
(
2Ξ1.2 − Ξ1.1.1 − 2Ξ2.1 + Ξ1.1.1
)
= Ξ[1,2]conc .
Nun folgt induktiv fu¨r n ∈ N:
Ξ([1,2]conc)
.n
= Ξ([1,2]conc)
.(n−1).[1,2]conc
= Ξ([1,2]conc)
.(n−1)
? Ξ[1,2]conc
=
( 1
2n−1
ω([1,2]conc).(n−1)
)
?
(1
2
ω[1,2]conc
)
=
1
2n
ω([1,2]conc).(n−1).[1,2]conc
=
1
2n
ω([1,2]conc).n .
2
Das zeigt: Fu¨r alle n ∈ N ist
D3n,η[1,2]conc =
〈
Ξ([1,2]conc)
.n
〉
K
=
〈
ω([1,2]conc).n
〉
K
.
4.3.6 Satz. Fu¨r alle n ∈ N ist
ω3.nω([1,2]conc).n = 3
nn!ω([1,2]conc).n ,
d.h. das irreduzible Linksideal D3n,η[1,2]conc ist isomorph zu Dnω3.n .
Zum Beweis brauchen wir noch eine
4.3.7 Proposition. Sei x ∈ L. Fu¨r alle n ∈ N ist
x.nδ =
n∑
i=0
(n
i
)
x.i ⊗ x.n−i .
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Beweis: Im Falle n = 1 gilt die Behauptung nach dem Satz von Friedrichs, denn x ist
bezu¨glich δ primitiv. Sei nun n ∈ N. Es folgt:
x.nδ = x.(n−1)δ .⊗ xδ
=
n−1∑
i=0
(
n− 1
i
)(
x.i ⊗ x.n−1−i
)
.⊗
(
x⊗∅+∅⊗ x)
=
n−1∑
i=0
(
n− 1
i
)(
x.(i+1) ⊗ x.n−1−i + x.i ⊗ x.n−i
)
=
n∑
j=1
(
n− 1
j − 1
)
x.j ⊗ x.n−j +
n−1∑
i=0
(
n− 1
i
)
x.i ⊗ x.n−i
= x.n ⊗∅+∅⊗ x.n +
n−1∑
i=1
((
n− 1
i− 1
)
+
(
n− 1
i
))
x.i ⊗ x.n−i
=
n∑
i=0
(n
i
)
x.i ⊗ x.n−i .
2
Beweis von 4.3.6: durch Induktion. Im Falle n = 1 erha¨lt man mit (33) und wegen
ω2 = 12− 21
ω3ω[1,2]conc = ω3ω1.2 − ω3ω2.1 = ωω2 1.2 − 2ωω2 2.1
= ω[1,2]conc − 2ω[2,1]conc = ω[1,2]conc + 2ω[1,2]conc
= 3ω[1,2]conc .
Sei nun n ∈ N. Wir erhalten induktiv und mit dem Multiplikativen Reziprozita¨tsgesetz
1.1.1:
ω3.nω([1,2]conc).n =
((
ω3.(n−1) ⊗ ω3
)
∗⊗ ω([1,2]conc).n ↓
)
µ?
=
((
ω3.(n−1) ⊗ ω3
)
∗⊗
n∑
i=0
(n
i
)
ω([1,2]conc).i ⊗ ω([1,2]conc).n−i
)
µ?
=
n∑
i=0
(n
i
)
ω3.(n−1)ω([1,2]conc).i ? ω3ω([1,2]conc).n−i
=
(
n
n− 1
)
ω3.(n−1)ω([1,2]conc).(n−1) ? ω3ω[1,2]conc
= 3n
(
ω3.(n−1)ω([1,2]conc).(n−1)
)
? ω[1,2]conc
= 3n(3n−1(n− 1)!) ω([1,2]conc).(n−1) ? ω[1,2]conc
= 3nn!ω([1,2]conc).n .
2
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Nach 4.3.1 ist
([1, 2]conc).n =
∑
σ∈S2.n
sgn(σ)σ
(
(1.2).n
)
=
∑
σ∈S2.n
sgn(σ)=1
σ
(
(1.2).n
)− ∑
σ∈S2.n
sgn(σ)=−1
σ
(
(1.2).n
)
.
Offenbar gibt es eine Bijektion zwischen den Mengen {σ ∈ S2.n | sgn(σ) = 1} und {σ ∈
S2.n | sgn(σ) = −1}, und fu¨r alle σ ∈ S2.n ist σ
(
(1.2).n
) ≈ (1.2).n. Es folgt:
4.3.8 Satz. Fu¨r alle n ∈ N ist
ω([1,2]conc).n ∈
〈
ωq − ωq′
∣∣ q′ ≈ q ≈ (1.2).n〉
K
⊆ RadD3n ,
d.h. D3n,η[1,2]conc ist nilpotent. 2
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|η| e−G(η) 44
d(α, β) |αx β| 44
LD ↓-primitive Elemente in D 52
Dη (Bild η)Ξ 52
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Dn,η Dη ∩ Dn 52
ωn
∑
rn(−1)`(r)−1r† Ξr 53
J (A) Jacobson-Radikal 56
N (A) Nil-Radikal 56
M(Ae) Ae ∩N (A) 58
M e Ae/M(Ae) 58
B K-Basis einer K-Algebra A aus Idempotenten 58
∼ A¨quivalenzrelation auf B 59
[e]∼ A¨quivalenzklasse 59
R Repra¨sentantensystem fu¨r A¨quivalenzklassen in B 59
A′ 59
R′ 59
B′ 59
RadBM Modul-Radikal 61
Rad
(j)
B M j-ter Loewy-Schritt 61
Annr(y) Rechts-Annulator 63
Annr(Y )
⋂
y∈Y Annr(y) 63
N <B·M N maximaler B-Teilmodul von M 65
Λp unzerlegbarer Dn-Links-Modul 68
Mp Λp/RadDnΛp 68
M0η 68
[M,Mp]Dn,η dim γpM 69
LSC(r) Lyndon-Summen-Zerlegung 69
cp,q Cartan-Invarianten 69
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