Many regression analyses involve explanatory variables that are measured with error, and failing to account for this error is well known to lead to biased estimates of the regression coefficients. We present here a new general method for adjusting for covariate error. Our method consists of an approximate version of the Stefanski-Nakamura corrected score approach, using the method of regularization for approximate solution of integral equations. We develop the theory in the setting of classical likelihood models, covering linear regression, nonlinear regression, logistic regression, and Poisson regression. The method is extremely general in terms of the types of measurement error models covered, and is a functional method in the sense of not requiring information on the distribution of the true covariate. We discuss the theoretical properties of the method and present simulation results in the logistic regression setting (univariate and multivariate). For illustration, we apply the method to data from the Harvard Nurses' Health Study concerning the relationship between physical activity and breast cancer death among patients with diagnosed breast cancer.
Introduction
Many regression analyses involve explanatory variables that are measured with error.
It is well known that failing to account for the covariate error can lead to biased estimates of the regression coefficients, and there is a large literature on correcting for covariate measurement error. Fuller (1987) provides an authoritative treatment for linear models.
For nonlinear models, work on the covariate error problem began in the early 1980's. Carroll et al. (2006) summarizes the major developments in the area. Currently the covariate error problem for nonlinear models continues to be an active research area, bearing on such common statistical models as nonlinear regression with a continuous response, logistic regression for binary responses, Poisson regression for count data, and the Cox proportional hazards regression for survival data. This paper presents a flexible new method for nonlinear regression problems with covariate error, built on earlier work.
Three basic study designs are of interest: (1) the replicate measures design, where repeat covariate measurements are available (either for all individuals or for a subsample), (2) the internal validation design, where the true covariate values are available on a sample of individuals in the main study, and (3) the external validation design, where the key parameters of the measurement error distribution are estimated (assuming reasonable transportability) from an external study, independent of the main study, with paired measurements of the true and surrogate covariate. Also, two types of methods are of interest: structural methods, which make use of a distributional model for the true covariates, and functional methods, which do not make use of such a model.
A wide variety of approaches have appeared in the literature. We focus here on the SIMEX and corrected score approaches, bothe of which are functional modeling approaches. These are general approaches that can handle both internal and external validation designs as well as, with slight adaptation, the replicate measures design. Our proposed method is based on the corrected score approach.
The SIMEX method of Cook and Stefanski (1995) involves simulating new covariate terms in the original score function are cleverly reweighted in such a way that an exact corrected score for the modified score function can be found. This reweighting leads to some loss in efficiency. Moreover, the method of Huang and Wang is designed only for the case of independent additive measurement error. Buzas (2009) presents an approximate corrected score method for the logistic regression model with high efficiency when the covariate effect is moderate, but this method is designed only for the case of independent additive normal error.
The basic problem with the corrected score approach in the logistic regression model and other cases with a continuous error-prone covariate X is that obtaining the corrected score requires solving a challenging integral equation. The equation involved falls into the class of Fredholm integral equations of the first kind, which are discussed by Delves and Mohamed (1985, Ch. 12) and Kress (1989, Ch. 16 ). Such equations do not always have an exact solution; the logistic regression problem is one case of this. Moreover, even when an exact solution exists, the problem can be ill-conditioned. We attempted to tackle the case of a continuous covariate by discretizing the covariate to various degrees of fineness and applying the methodology for the discrete case. This attempt, however, met with only limited success. We had promising results under the classical normal error model, but in more general cases we ran into difficulties. A major problem was that the classification matrix tended to be ill-conditioned even with a modest degree of fineness, such as six categories.
In this paper, we develop a new approach. The idea is to handle the integral equation using the method of regularization (Delves and Mohamed, 1985, Sec. 12.3; Kress, 1989, Ch. 16) , which involves minimizing a penalized distance function to obtain an approximate solution. In contrast with the original integral equation problem, the regularized problem always has a solution, and is reasonably well conditioned provided that the weight α on the penalty term is not too small. As α tends to infinity, the estimation procedure tends to a naive analysis in which we ignore the covariate error, and simply substitute the surrogate covariate value for the true value. Conversely, under suitable conditions, as α tends to zero the procedure approaches an exact corrected score procedure. The idea is to push α as close as possible to zero to get good estimates of the model parameters.
We call our approach the regularized corrected score (RECS) approach.
The advantage of RECS is that it is extremely flexible. Its formulation is very general, and it is a functional method in that it does not involve the distribution of the true covariate, but only the conditional density of the surrogate covariate given the true covariate. The method can handle both internal and external validation designs. It can handle the replicate measures design as well, with the overall surrogate measurement defined as the sample mean (or other summary measure) of the available measurements on the individual. Moreover, the method can handle measurement error structures of an arbitrary nature, not just independent additive measurement error. Differential measurement error, where the measurement error depends on the response, is also covered.
The technique of regularization is an established one which has been used in various statistical applications, for example nonparametric regression based on spline smoothing (Wahba, 1990) . Recently, Carrasco and Florens (2011) have used the technique in a measurement error context, to attack the problem of deconvolving a density. However, our use of regularization in the corrected score context is novel.
The goal of this paper is to develop the RECS method in detail for the classical likelihood setting. Section 2 lays out the setting and background. Section 3 presents the proposed procedure and its theoretical properties. Section 4 presents simulation results under the logistic regression model. Section 5 presents a real-data illustration of the method in the logistic regression setting. Section 6 presents a brief summary and discussion.
Setting and Background
We assume a typical setup with n independent units whose response values Y i , i = 1, . . . n, follow a regression model involving several covariates. We assume for now that only one of the covariates is subject to error; later we will generalize to the case of multiple error-prone covariates. We denote by X i the true value of the error-prone covariate, and by W i the measured value. We let Z i denote the vector of error-free covariates, which may include an arbitrary number of discrete and continuous components. We denote the conditional density or mass function of Y i given (X i , Z i ) by f (y|X i , Z i , θ), where θ is a p-vector of unknown parameters, including regression coefficients and auxiliary parameters such as error variances. In contrast with the SIMEX method, the Huang and Wang (2001) method, and most other methods in the literature, we provide the option of allowing measurement error to depend on X i , Z i , and the outcome Y i (differential error). We denote by a i (x, w) the conditional density of W i given X i = x, with the subscript i signifying possible dependence on Z i and Y i . To ease the presentation of the theoretical results, we assume that (X i , Z i ) are i.i.d. random vectors. We stress, however, that our method does not involve any modeling (either parametric or nonparametric) of the distribution of (X i , Z i ). The theoretical results can, in principle, be extended to the case where (X i , Z i ) are non-random values satisfying suitable ergodicity conditions. Define u(y, x, z, θ) = [∂/∂θ] log f (y|x, z, θ) and u i (x, θ) = u(Y i , x, Z i , θ). The classical normalized likelihood score function when there is no covariate error is then given by
, and the maximum likelihood estimate (MLE) is obtained by solving the equation U(θ) = 0.
The idea of the Stefanski-Nakamura corrected score approach is to find a functionū (y, w, z, θ) such that
We putū i (w, θ) =ū(Y i , w, Z i , θ), and then use the modified likelihood score function
as the basis for estimation. The estimation equation thus becomesŪ(θ) = 0.
In the present setting, the equation (1) for the corrected score function takes the form
where u ij (x) andū ij (w), respectively, denote the j-th component of u i (x, θ) andū i (w, θ)
(suppressing the argument θ in the definitions), and the integral is over the entire range of W . As indicated in the introduction, we do not seek an exact solution to (2), but instead use the method of regularization to find an approximate solution.
Define the integral operator
We can then write (2) as
We seek the∆ ij (·, θ, α) that minimizes the penalized loss function
where g 2 denotes the weighted squared L 2 norm g 2 = c(v)g(v) 2 dv and α > 0 is a penalty factor. After obtaining∆ ij (·, θ, α), we useū ij (w, θ, α) = u ij (w) +∆ ij (w, θ, α) as a corrected score term.
For the weight function c(v), we propose as a generic choice the standard normal density, i.e., c(v) = ϕ(v) with ϕ(v) = exp(−v 2 /2)/ √ 2π, after standardizing W to mean 0 and variance 1. The weight function is designed to put emphasis on the region of the covariate space where the bulk of the data lie. One could consider the possibility of tailoring the choice of the weight function to the pattern of the observed distribution of W , but we do not discuss this here.
We formulate the minimization problem in terms of∆ ij (·, θ, α) rather thanū ij (·, θ, α) in order to anchor the procedure at u ij (w), which corresponds to the naive analysis in which we ignore the covariate error, and simply substitute W i for X i . See Hansen (1994, Sec. 2, second paragraph) for the idea of centering the regularization process around an initial estimate of the desired solution to the integral equation. As α → ∞, the loss function L ij (∆ ij ) puts increasingly heavy weight on ∆ ij 2 , which causes the minimizer∆ ij to tend to the zero function, leading to the naive estimates based on u ij (w). At the other extreme, as α → 0, the problem of minimizing L ij (∆ ij ) approaches the problem of solving A∆ ij = ∆ ij . In presenting our method, we first describe the procedure for a fixed α, and then discuss the selection of the value of α.
By working with the L 2 norm, we ensure that the problem of minimizing the loss function always has a unique solution, and the solution has a mathematically convenient form. Delves and Mohamed (1985, Sec. 12. 3) and Kress (1989, Theorem 16 .1) present the relevant theory. Let
denote the adjoint operator corresponding to the operator
where I is the identity operator.
In the next section, we present a numerical scheme for finding the solution that leads to a simple linear system of equations. We thus obtain a procedure that is easily implemented.
The Procedure

The Procedure for a Given α
To numerically determine the minimizer of L ij (∆ ij ), we use a Galerkin-type basis expansion approach, in the spirit of (though not identical to) Delves and Mohamed (1985, Sec. 12.4) . Specifically, we represent the solution∆ ij (·, θ, α) in a basis expansion of the
where the ψ m are specified basis functions. In our numerical work, we use the "probabilists'" Hermite polynomials, which are orthonormal with respect to the weight function ϕ. One has to choose the number M of basis functions to include. We found that M = 6 yields good performance; the results with M = 4 are inferior to those with M = 6, while the results with M = 10 are similar to those with M = 6 but with more outliers.
T (suppressing the argument α in d ijm for the time being). We then can express the objective function L ij (∆ ij ) as
where ∆ ij 2 = d T ij d ij because of the orthonormality of the ψ m functions. We now approximate the L 2 norm in the first term on the right side via the quadrature approximation
where x k and q k are the classical Gauss-Hermite quadrature points and weights (modified slightly to account for our use of the weight function exp(−v 2 /2)/ √ 2π as opposed to the standard Hermite weight function exp(−v 2 )). Given the approximation (6), we can express the objective function as
We then find, by standard least squares theory, that the vector d ij (α) that minimizes the above quantity is given by
is given by (5) with d ijm (α) obtained as just described. Then, as indicated in the preceding section, we putŪ(θ, α) = n −1 iū i (W i , θ, α) and define the estimatorθ (α) to be the solution tō
In the course of the foregoing procedure, we have to evaluate integrals of the form
Integrals of this type appear in
. These integrals can be evaluated by K -point numerical quadrature for suitable K . Appendix 1 presents the details.
In regard to the choice of K and K , in our numerical work we generally used K = K = 20; we reran selected simulations with K = K = 30 and obtained similar results.
In a data analysis, the analyst can try a succession of increasing values of K and K , and stop when there is no further change in the results.
In practice, a i (x, w) has to be estimated, using data from a replicate measures study or an internal or external validation study. We assume that a i (x, w) follows a known parametric model depending on parameters ξ (distinct from θ) which are estimated from the relevant data. Accordingly, we write a i (x, w, ξ). The parametric model is allowed, however, to be of any specified form. Thus, in addition to the classical independent additive error model, we allow for models with dependence between the error and the true covariate value, and models with differential error. Moreover, in our numerical studies,
we have examined the effect of misspecifying the parametric form.
Theoretical Properties
In general,θ (α) will not converge to the true value θ 0 of θ, but rather to a limiting valueθ (α) that is close to θ 0 when α is small. In practice, we cannot make α arbitrarily small, but we can try to make it small enough to obtain estimates whose bias is small, and the numerical studies presented in the next section indicate that this goal can be achieved.
Thus, our method does not produce an exactly consistent estimator, but it does produce an approximately consistent estimator. Moreover, under standard regularity conditions,
) is asymptotically normal. The foregoing properties are formalized in the following theorem, which is proved in Appendix 2.
Theorem: Assume the following regularity conditions.
A1. The parameter space Θ is compact with a nonempty interior which includes the true value θ 0 . A2. The function u i (x, θ) is continuously differentiable in θ over Θ for every x, with derivative that is bounded over x by an L 2 function of x.
A4. The null space N (A * i ) consists only of the zero function, i.e., the only solution
The following results then hold.
a. We have
we have
with lim α→0 sup θ r ijs (·, θ, α) = 0.
c. For all α sufficiently small, the equationū E (θ, α) = 0 has a unique solution, which
e. We haveθ
) is asymptotically mean-zero normal with covariance matrix that can be estimated using the sandwich estimator
with
Under a parametric model for a i (x, w) with estimated parameters ξ, a similar result holds, with a suitable adjustment to the estimated covariance matrix to account for the estimation of ξ, as described in Appendix 3.
Remark 1 : The expectation in the definition ofū E (θ, α) is an unconditional expectation over all random variables in the model. In Result (f), the covariance is an unconditional covariance matrix, paralleling that in Nakamura's (1990) Eqn. 2.
Remark 2 : It is natural to ask about the rate of convergence ofθ (α) to θ 0 . This convergence rate depends on the rate of convergence of A i∆ij − ∆ ij to zero as α tends to zero. The discussion in Delves and Mohamed (1985, pp. 308-309) indicates that the latter convergence rate depends on the rate of decay in the Fourier coefficients of ∆ ij with respect to a basis defined by the eigenfunctions of the operator A i . In our setting, this rate of decay is hard to characterize, making precise convergence rate results hard to obtain.
Remark 3 : Assumptions A1-A3 are typical assumptions made in asymptotic theory;
see, for example, van der Vaart (1998, p. 46, bottom) . Assumption A4 is a modest assumption that holds in many cases of interest. For example, suppose (X, W ) follows the independent additive error model W = X + σε, where ε is a random variable with density
The assumption thus will be satisfied provided that the location-
is a complete family of densities with respect to the parameters (w, σ). This condition certainly holds if f ε is a density of exponential family form; see Lehmann (1986, p. 142) . Next, consider the extended model W = X + σ(X, γ)ε, which we examine in our numerical studies, where γ is a vector of parameters. Assumption A4 will hold in this setting if the family of densities
is a complete family of densities with respect to the parameters (w, γ). Again, this condition will hold if f ε is a density of exponential family form.
Choice of the Penalty Parameter Function α
The issue of how to choose the penalty parameter in a regularization problem has been investigated in previous literature. Hansen (1994, 2007) describes three leading criteria:
the L-curve criterion, the GCV criterion, and the quasi-optimality criterion. We tried all three, and found the GCV criterion to be the most satisfactory. The GCV criterion is defined as
and α is chosen to minimize the value of this quantity. In our setting, we have a separate value GCV ij (α) for each i and j. We work with the summary criterion
and choose α to minimize this quantity. In implementing this rule, we evaluate∆ ij at the naive estimate of θ, and then keep α fixed at the resulting value for the remainder of the estimation process.
Multiple Error-Prone Covariates
The method can be readily extended to the case of two error-prone covariates X 1 and X 2 . For the basis functions, we use the tensor product of the univariate basis functions.
The integrals involved in quantities of the form A i g(x) become double integrals, which are evaluated by bivariate quadrature. In the L 2 norm appearing in the objective function,
we take the weight function to be c(w 1 , w 2 ) = ϕ(w 1 )ϕ(w 2 ), and evaluate the integral using the bivariate version of (6).
In the case of three or more error-prone covariates, the situation becomes more complicated. Taking the basis function set to be the tensor product of the univariate basis functions will typically produce too large a basis function set, so some reduction will be necessary. One could, for example, take the basis function set to include all the univariate basis functions for the individual covariates plus the cross-products of the linear terms.
In the evaluation of the integrals
, a Monte-Carlo procedure will probably be more workable than a classical quadrature procedure. The L 2 norms can be computed using a multivariate version of (6), but the computational load may be demanding.
The simulation work presented in the next section includes results for the case of two error-prone covariates. We have not attempted a numerical study of the case of three error-prone covariates. On a practical level, it appears that it would be challenging to apply our method in the setting of three or more error-prone covariates. However, many applications involve only one or two error-prone covariates, and thus can be handled by our method in a reasonable way. An arbitrary number of error-free covariates can be handled without difficulty.
The Logistic Regression Model: Simulation Studies
Simulation Study Designs
To investigate the finite sample performance of our method, we conducted a series of simulation studies. This subsection describes the simulation study designs; the next subsection describes the results. The studies were conducted in the setting of the logistic regression model. The response variable Y i equals either 0 or 1. Defining
and
and the likelihood score function u(y, x, z, θ) is given by
with expit(a) = e a /(1 + e a ).
In the simulations we examined the following methods:
1. Naive analysis ignoring measurement error In the simulations on the Huang and Wang method, which requires replicate measurements of W , we took two replicates per individual and doubled the error variance for comparability with the other methods. Note that H&W is designed to provide accurate estimates only for the slope parameter, not for the the intercept parameter. All simulation results are based on 1,000 simulation replications.
The SIMEX method is designed for independent additive normal measurement error.
The N&S method is designed for the case where the measurement error is independent additive normal and the likelihood score function is an entire function in the complex plane. The latter condition does not hold for logistic regression, and thus the N&S method is not designed to handle any of the simulation scenarios we have studied. The H&W nonparametric method is designed for independent additive measurement error with an arbitrary distribution, which is not modeled in any way. The RECS method is designed for parametric measurement error models of arbitrary form, including nonnormal, heteroscedastic, and differential error.
For each estimator considered, we summarize the bias in terms of the mean and median of the difference between the estimated and true parameter values, and the dispersion in terms of the empirical standard deviation and standardized interquartile range (dividing the raw interquartile range by 1.349, which is the ratio between the interquartile range and the standard deviation for a normal distribution). The median and the interquartile distance are more robust to outliers, and therefore provide further insight in addition to that provided by the mean and the standard deviation. In addition, for the naive estimator and the RECS estimator, we present the coverage rates of the 95% Wald confidence interval based on the asymptotic normal theory with the relevant variance estimators.
In Simulation Sets A and B, we considered the case of a single continuous errorprone covariate X i and no other covariates. In these two simulation sets, we worked in the setting of a main study / external validation study design, involving a main study sample with data on W and Y and an external validation sample with data on W and X. The main study sample size was 200 and the external validation sample size was 70.
The measurement error parameters were estimated by maximum likelihood. The RECS method was implemented with M = 6 basis functions and K = K = 20 quadrature points. The true values of the regression parameters were set at β 0 = β 1 = 1.
Simulation Set A involved measurement error models of the form W i = X i + i , where i is normally distributed, but with error variance possibly depending on X i and Y i . We examined three simulation scenarios, as follows:
For each of the above scenarios, we examined two sets of measurement error parameters. In Scenario A1, we took γ = 0.5 or 1. In Scenarios A2 and A3, the two sets of measurement error parameters were chosen such that the unconditional variance of i was approximately equal to 0.5 or 1, respectively.
Scenario A1 is the classical additive error model, which is theoretically covered by RECS, SIMEX, and H&W (for N&S, the measurement error model assumption is satisfied but the entire function condition is not satisfied). Scenarios A2 and A3 involve heteroscedastic error models that are theoretically covered only by RECS.
Simulation Set B involved measurement error models of the form W i = X i + i , with non-normal i . We considered two distributions for i , the double-exponential distribution (DBLEXP(γ), with γ denoting the variance) and a modified chi-square distribution MODCHI which Huang and Wang (2001) used in their simulation work. Specifically, the MODCHI(γ) is defined to be the distribution of a χ 2 1 variate truncated at the value 5, recentered to mean zero, and then rescaled to a variance of γ. In Scenario B3, we also take X to have a MODCHI distribution. The DBLEXP distribution is similar to the normal, but with heavier tails. The MODCHI distribution is highly skewed. The specific scenarios examined were as follows:
These scenarios are theoretically covered by RECS and H&W, but not by SIMEX or N&S.
For each of these scenarios, we ran simulations for γ = 0.5 and γ = 1. For the MOD-CHI distribution, integrals of the form A i g(x) were evaluated using the representation
in conjunction with Gauss-Hermite quadrature, where µ M C and σ M C denote, respectively, the mean of the chi-square distribution truncated at 5.
Note that the MODCHI(γ) is an non-regular distributional family: it has support that depends on γ. As a result, classical asymptotic theory for MLE's does not apply to the MLE of γ, but, at the same time, because of the restricted range of γ values that are compatible with a given dataset due to the definition of the support, with an external validation sample of 70 the value of γ is estimated with virtually no error.
Simulation Set C examined, in the setting of Simulation Sets A and B, the effect of misspecifying the error distribution. We generated the errors according to one of two possible non-normal distributions, but implemented our method assuming the errors are normal. The non-normal error distributions used were the MODCHI(γ) distribution and a modified version of Azzalini's (1985) skewed normal distribution. Azzalini's skewed normal distribution SN (λ) has density 2φ(y)Φ(λy), y ∈ R, where φ and Φ denote the standard normal density and distribution function, respectively, and λ is a parameter that regulates the skewness (λ = 0 gives the standard normal). Our modified version recenters to mean zero and then rescales to the specified variance. We took W i = X i + i , with X i taken to be either N (0, 1), SN (50), or MODCHI, and the distribution of i taken to be either the MODCHI(γ) or the the modified SN (λ) with λ = 50. The skewness of the SN (50) distribution is 1, and that of the MODCHI is 1.7.
Simulation Set D considered the case of two error-prone covariates X 1 , X 2 and one error-free covariate Z. For this simulation set, we took the sample size to be 500, and we took the measurement error parameters as known. For the RECS method, the basis function set was taken to be the tensor product of the univariate basis functions sets with M = 6, and in the quadrature calculations we took K = 20 and K = 10. The true regression coefficients were taken to be β 0 = β 1 = β 2 = β 3 = 1. The scenarios examined were as follows.
variables independent of each other
In Scenarios D1 and D3, we took γ = 1, while in Scenario D2 we took γ 1 = 0.4 and γ 2 = 0.25, so that the unconditional variance of 1 and 2 was about 1. Scenario S1 is the classical additive error model, which is theoretically covered by RECS, SIMEX, and H&W (for N&S, the measurement error model assumption is satisfied but the entire function condition is not satisfied). Scenario A2 involves a heteroscedastic error model that is theoretically covered only by RECS. Scenario A3 involves a non-normal error model that is theoretically covered by RECS and H&W, but not SIMEX and N&S.
The R code for the simulations is posted on the first author's website, as follows: We begin with the Simulation Study A, the setting of normal measurement error with possible heteroscedasticity. RECS showed low bias throughout, especially when we look at the median of the estimates. N&S also generally showed low bias, although the bias was greater than that of RECS in a number of cases. SIMEX-NL also showed low bias in most cases (the last panel of Table 1 being a notable exception), but estimation procedure was unsuccessful 6-10% of the time due to failure of the extrapolation process. SIMEX-L, SIMEX-Q, and H&W performed markedly less well in terms of bias. The variability of the RECS estimates was comparable to that of the SIMEX-NL estimates and generally higher than that of the other methods.
We turn now to Simulation Study B, with non-normal measurement error. Again, RECS showed low bias throughout. N&S had low bias with double exponential error, and showed the best performance among the various methods in this case. With MODCHI error, RECS had low bias, while all the other methods had substantial bias.
Next, we discuss Simulation Study C, which considered the performance of RECS when the error model is misspecified (assumed normal but actually skewed normal or MODCHI). Aside from the case with both X and distributed MODCHI, the mean bias was in the range of 15-35% and the median bias was in the range 10-20%. Thus, from the standpoint of median bias, the RECS method performed reasonably -certainly much better than the naive analysis with no measurement error correction. In the case with both X and distributed MODCHI, RECS performed poorly. However, this result is not too disturbing -because of the great difference between the MODCHI and normal distributions, it is unlikely that an analyst would mistakenly fit a normal model to MOD-CHI measurement errors. In principle, added robustness can be incorporated by using a flexible distributional form for the error model, such as the "semi-nonparametric normal" model of Gallant and Nychka (1987) .
Finally, we turn to Simulation Study D, with two error-prone covariates and one error-free covariate. The SIMEX and H&W methods performed poorly in estimating the slope parameters of the two error-prone covariates. The SIMEX-NL method performed especially poorly, producing estimates way off in the wrong direction. The RECS method performed well. In Scenarios D1 (normal homoscedastic error) and D3 (MODCHI error), RECS performed markedly better than N&S in terms of producing estimates with low bias, while in Scenario D3 (normal heteroscedastic), the peformance was similar, with RECS overestimating and N&S underestimating.
The degree of penalization in the RECS method tended to be very low throughout; the mean α value was less than 0.01 in all simulation scenarios studied.
Practical Illustration
We illustrate the method on data from the Nurses' Health Study (NHS). The NHS began in 1976 when 121,700 female nurses aged 30-55 returned a questionnaire about their lifestyle and their health. Here, we analyze the relationship between physical activity and mortality among women diagnosed with breast cancer during the course of the NHS follow-up. This relationship was previously examined by Holmes et al. (2005) . The present analysis involves a subset of the nurses included in the analysis of Holmes et al.
Specifically, we consider the group of 1660 nurses who were diagnosed with breast cancer at least 10 years before the administrative end of the study, June 2002. This is the main study. The endpoint is the binary variable defined as breast cancer death with the first 10 years following diagnosis. The total number of such deaths was 188. In NHS, physical activity was assessed by a questionnaire in which women were asked how much time they spent on average during the past year on each of the most common forms of leisure time physical activity. The questionnaire results were then converted into metabolic equivalent task hours per week (METS). Validation data were available from 149 women from the NHS II study (Wolf et al., 1994) , a study begun in 1989 which involved a cohort of U.S.
female nurses similar to that of the NHS, and in which the same physical activity questions were asked. In our analysis, these data are regarded as arising from an external validation study. In the validation study, METS was assessed using both the questionnaire and a detailed activity diary, with the diary regarded as the gold standard. We denote the METS value based on diary data by X and the METS value based on questionnaire data by W . The degree of measurement error is considerable, with the correlation between X and W in the validation study being 0.47.
Wolf et al. reported that the distribution of METS was skewed, and a square-root transformation yielded a distribution closer to the normal. Initially we considered using the square-root transformation in the measurement error model in our analysis, but we later decided that it would be better to use a transformation that maps the positive half line into the entire real line, in order to facilitate modeling the measurement error using the normal distribution or another distribution with support on the entire real line. Denoting the true METS value by X, the transformation we ultimately used was X * = log(1 + X).
We analyzed the main cohort data using two measurement error models developed from the validation data. We refer to these models as MEM1 and MEM2. Both models were of the form W * A preliminary analysis of the main study data indicated that the log odds of breast cancer could be reasonably expressed as a linear function of log(1 + METS), so we took this as the analysis variable in our logistic regression model. The preliminary analysis also examined a wide range of potential confounding variables, and revealed that adjusting for these variables had little effect on the results, and so in our analysis we deal only with the variable METS.
We implemented the RECS method with 6 basis functions and K = K = 20 quadrature points in the quadrature calculations. The R code for running this example is posted on the first author's website (http://pluto.huji.ac.il/ mszucker/recs-example.zip).
We also applied the SIMEX and N&S methods to the data. The H&W method is not relevant, since we have an external validation design rather than a replicate measures design.
Standard errors for the SIMEX and N&S methods were computed using the bootstrap with 100 replications. Table 7 presents the results for the various methods. The naive method was applied in two forms: (1) using W * i as is (Naive1) and (2) usingW * i = (W * i − ω 0 )/ω 1 , thus correcting for location-scale bias but not for measurement error (Naive2). SIMEX-L yielded a slope estimate similar to that yielded larger than Naive2, while SIMEX-Q gave a slightly larger estimate. RECS-MEM1, N&S, and SIMEX-NL yielded slope estimates differing markedly from the Naive2 estimate, and the estimates yielded by these three methods were comparable. RECS-MEM2 yielded a slope estimate differing substantially from RECS-MEM1, showing the impact of a more refined error model.
Discussion
We have presented a new "regularized corrected score" (RECS) approach to adjusting for covariate error in nonlinear regression problems. The approach builds on the corrected score method developed by Nakamura and colleagues. In the case of a continuous errorprone covariate, the corrected score approach involves solving an integral equation. In many problems, an exact solution to this integral equation does not exist or cannot be practically obtained, and so we have proposed using an approximate solution obtained using the method of regularization. In the setting of logistic regression, a series of simulation studies showed that the method performs well in general, and offers an advantage over existing methods in terms of superior performance in certain situations. In particular, the RECS method showed a marked advantage over competing methods in the case of a single error-prone covariate with MODCHI error and in the case of two error-prone and one error-free covariates under two of the error models studied.
We have developed the theory in the general setting of classical likelihood models, which covers, in particular, generalized linear models such as nonlinear regression, logistic regression, and Poisson regression. It is possible to extend the development to other settings. In particular, it is of interest to extend the method to the setting of Cox regression for survival data, using the work of Zucker and Spiegelman (2008) on corrected score analysis for the Cox models with a discrete error-prone covariate as a starting point.
We plan to develop this extension in future work.
The computational complexity and load of the method is modest. For example, the data analysis described in the preceding section finished in about 1 minute of real time, when run in R in batch mode on a VMware virtual machine configured with one AMD 2700 MHz processor and 1GB memory, installed on a physical machine SUN FIRE X4240.
The method presented here is a functional method in the sense of not requiring information on the distribution of the true covariate. This is in contrast to many other methods in the measurement error literature, such as regression calibration and likelihoodbased methods. We do rely on a parametric model for the conditional distribution of the surrogate variable given the true variable, but our simulation results suggest that the performance of the estimates is robust to the parametric model except when there is an extreme discrepancy between the assumed and actual error model. In addition, it is possible in principle to use a flexible parametric model such as on Gallant and Nychka's 
Appendix 1
Evaluation of Integrals of the Form
As noted in the main text, the RECS procedure requires evaluation of integrals of the form
In our simulation studies, we work with measurement error models of the form W = X + σ(X)ε, where ε is a random variable with density f ε , independent of X. In this case, we can write This integral can be evaluated using a quadrature approximation of the form
for suitable quadrature points and weights v k and r k . One case we consider is ε ∼ N (0, 1), and in this case we use (modified) Gauss-Hermite points and weights. Another case we consider is the case where ε is the double-exponential (Laplace) distribution with variance 1, and in this case we use Gauss-Laguerre type points and weights (with the points and weights on the negative side of the real axis being the mirror image of those on the positive side).
In cases where specialized methods of the above sort are not readily available, a more general numerical approach can be used. In particular, if we let F W |X be the conditional distribution function of W given X, then A i g(x) can be evaluated as
Appendix 2
Proof of the Theorem
In proving Part (a) of the theorem, we rely on the L 2 theory of integral operators as set forth, for example, in Kress (1989) . We recall that, for a general integral operator B, the range of B is defined as R(B) = {h ∈ L 2 : h = Bg for some g ∈ L 2 } and the null space of B is defined N (B) = {g ∈ L 2 : Bg = 0}. We use a superscript ⊥ to denote orthogonal complement and the notation cl(C) to denote the L 2 closure of a set C ⊂ L 2 . Kress (1989, Theorem 15.8) 
the infimum is not necessarily attained, which, in our setting, corresponds to the fact that an exact corrected score may not exist.
Now, for a given L 2 function δ, letδ(α) denote the minimizer of L(δ; A i , δ, α) = A iδ − δ 2 + α δ 2 . We claim that lim α→0 δ (α) − δ =0. The proof is simple, and is implicit in Kress (1989, Chapter 16 ), but we give it for completeness. We have
, but the infimum on the right side, as we just saw, is equal to zero. We have thus proved the claim.
In the context of our RECS estimator, we obtain the following result: defining
, we have r ij (·, θ, α) → 0 as α → 0. At this point, we have this convergence only at a fixed value of θ. However, since Θ is assumed compact and u ij (x, θ) is continuous in θ, pointwise convergence implies uniform convergence. This yields the desired result.
Let us now turn to Part (b). Define ∆ ijs (x) = u ijs (x, θ)−A i u ijs (x, θ) and∆ ijs (w, θ, α) = u ijs (w, θ, α) − u ijs (w, θ). We see from (4) that the solution to L(δ; A i , δ, α) is a linear function of δ. It follows that, just as the function∆ ij (·, θ, α) is the minimizer of A iδ − ∆ ij 2 + α δ 2 , so, too, the function∆ ijs (·, θ, α) is the minimizer of A iδ − ∆ ijs 2 + α δ 2 .
We can therefore apply the arguments just used in the proof of Part (a) to prove Part (b).
Given the results in Parts (a) and (b) of the theorem, the results in Parts (c), (d), and (f) follow from standard estimating equations theory, as in, for example, Huber (1967 ), White (1982 ), and van der Vaart (1998 .
Finally, we turn to Part (e). From the development in Part (a), we havē
The left side of the above equation, by definition, is zero. Expanding the first term of the right side in a first-order Taylor series around θ 0 , we get
where D E (θ) is as defined in Assumption A3 θ # is some value between θ 0 andθ (α) . Part (a) implies that the second term on the right side tends to zero as α → 0. Given this, along with the nonsingularity condition A3, we obtain the desired conclusionθ (α) → θ 0 as α → 0.
Appendix 3
Correcting the Covariance for Estimation of A
(i)
We describe here how to correct the covariance ofθ for estimation of A (i) . In the development below, we generally suppress the dependence of various quantities on the penalty parameter α.
The parameter ξ entering into a i (x, w, ξ) is estimated on the basis of an external or internal validation sample, or a replicate measures study, of size denoted by m. Let ξ 0 denote the true value of ξ. We assume that the estimatorξ has an approximate normal distribution with mean ξ 0 and covariance matrix m −1 Γ, along with an estimator of the matrix Γ. This setup is a typical one in practice. For the asymptotics we assume that m and n are of the same order of magnitude, i.e., m/n → ζ for some constant ζ as n → ∞. Otherwise the error inξ will either be dominated by or will dominate the error in θ due to the variation in the outcome data. Typically ζ will be between 0 and 1.
The asymptotic covariance matrix of ξ may then be expressed as n −1 ζ −1 Γ. To emphasize the dependence of the corrected score on ξ, we writeŪ(θ, ξ). The estimated asymptotic covariance matrix ofŪ(θ (α) , ξ 0 ) is n −1 F(θ) where F(θ) is as defined in (9). We denote the asymptotic covariance betweenŪ(θ) andξ by n −1 Υ. The form of Υ depends on the type of data used to estimate ξ, and will be discussed shortly.
LetŪ (θ, ξ) denote the matrix whose (r, ν) element is the partial derivative ofŪ r (θ, ξ) with respect to ξ ν . By Taylor expansion, we have
Accordingly, the estimated asymptotic covariance matrix of
If ξ is estimated from an external validation or replicate measures study, thenξ is obviously independent of the corrected score functionŪ(θ), and thus Υ = 0. When ξ is estimated from an internal validation or replicate measures study, Υ is nonzero and must be estimated. We consider the setting where the validation/replicate data are i.i.d. across individuals, and ξ is estimated by maximum likelihood. Let g i (ξ) denote the log likelihood function for the validation/replicate data on individual i. The overall normalized log likelihood for ξ is then g(ξ) = m −1 i∈R g i (ξ), where R denotes the set of individuals in the internal validation/replicate sample. Let g (ξ) and g (ξ) denote the gradient vector and Hessian matrix, respectively, of g(ξ), and let g i (ξ) denote the gradient of g i (ξ). We can then expressξ in terms of the classic asymptotic approximation
We then estimate Υ byΥ =Ωg (ξ) −1 . In addition, in the present setup we havê
In principle, expressions can be worked out for the partial derivatives that make up the matrixŪ (θ, ξ), but the algebra is cumbersome. Therefore, in our practical implementation, we use numerical partial derivatives. Table 1 Simulation Study A X ∼ N (0, 1) and ∼ N (0, γ 1 + γ 2 |X| + γ 3 Y ) Sample Size n=200, Validation Sample Size m=70 SIMEX results are based on B = 100, λ = (0.5, 0.7, 0.9, 1.1, 1.3, 1.5, 1.7, 1.9) and the simex R library L -linear extrapolation; Q -quadratic extrapolation; NL -non-linear extrapolation of Cook and Stefanski (1994) M -empirical mean; MD -empirical median; Emp-SD -empirical standard deviation; IQ-SD -inter-quartile dispersion; 95% CI -empirical coverage rate of 95% Wald confidence interval; F -number of samples with no solution Table 4 Simulation Study D Two Error-Prone Covariates and One Error-Free Covariate Scenario D1: X 1 , X 2 , Z ∼ N (0, 1) and 1 , 2 ∼ N (0, 1) Sample Size n=500 SIMEX results are based on B = 100, λ = (0.5, 0.7, 0.9, 1.1, 1.3, 1.5, 1.7, 1.9) and the simex R library L -linear extrapolation; Q -quadratic extrapolation; NL -non-linear extrapolation of Cook and Stefanski (1994) M -empirical mean; MD -empirical median; Emp-SD -empirical standard deviation; IQ-SD -inter-quartile dispersion; 95% CI -empirical coverage rate of 95% Wald confidence interval; F -number of samples with no solution Table 6 Simulation Study D Two Error-Prone Covariates and One Error-Free Covariate Scenario D3: X 1 , X 2 ∼ Modified χ 
