Abstract. A relation between the Bilinear Hilbert transform and triangular truncations of Hankel and Toeplitz operators is established. Boundedness of triangular truncations of Hankel operators then follows from deep, known properties for the Bilinear Hilbert transform, con rming a conjecture attributed to Peller. These properties also provide a uni ed alternative proof of previously known triangular truncation and dilation results for Hankel and Toeplitz operators.
Bounded operators between Hilbert spaces may or may not remain bounded after triangular truncation. For instance, the triangular truncation of a Toeplitz matrix need not be bounded as an operator on`2 + , even though the Toeplitz matrix itself is bounded oǹ 2 + simple examples of such operators exploit the unboundedness of the Hilbert transform on L 1 (T) ( 2] ). More generally, triangular truncation of operators in the space S p of Schatten p-class operators follow a pattern similar to the one for the boundedness of the Hilbert transform on L p (T): triangular truncation is bounded on S p , 1 < p < 1, but fails to be bounded on S 1 or S 1 as techniques from Hilbert transform theory show ( 6] ). For Hankel operators, however, the connection between triangular truncation and boundedness of the Hilbert transform is more tenuous since Nehari's theorem identi es bounded Hankel operators on`2 + with functions in the quotient space L 1 (T)=H 1 (T) ? on which the Hilbert transform reduces to a constant multiple of the identity. Nonetheless, Choi has shown that a natural dilation of the classical Hilbert matrix is bounded on`2 but a triangular truncation of it is unbounded (loc. cit.). By contrast, Hardy's well-known inequality can beused to show that the upper and lower triangular truncations of the Hilbert matrix is bounded on`2 + as we shall see in section 5. Thus it is all the more surprising to discover that the triangular matrix (1.1) T a = (T), as is more convenient for the purposes of this paper, we clearly obtain a corresponding result in the setting of bilinear forms. The Main Theorem and its proof were announced by the second-named author at the Conference in Approximation Theory at Texas A&M in April, 1998. The authors wish to thank David Larson for many stimulating comments he made at the meeting about the truncation problem and its possible generalizations these led shortly thereafter to the uni ed picture presented in sections 4 and 5 of the paper. The same results with much the same proof, as well as others not discussed here, were obtained independently by Aline Bonami and Joaquim Bruna. These were announced by Prof. Bonami in St. Louis in September, 1998, and on that occasion she also supplied the authors with a pre-print f r o m June, 1998 ( 1] Although Bilinear Conjugate transform might be a more appropriate name for the periodic version of Calder on's operator, we will continue to use the name Bilinear Hilbert transform. Results for the real line transfer immediately to corresponding ones for the periodic version because bothhave the same singularity 1 =t.
While the Main Theorem is essentially the`adjoint' of (2.3), the proof of (2.3) lies deep since it requires techniques developed by C . F e erman in his proof of the a.e. convergence of Fourier series of L 2 -functions ( 3] ). In retrospect, however, it is not perhaps so surprising that such techniques are at the root of the Main Theorem. The rows in ( which again requires that all integer translates n 7 ! (;i) sign(m ; n) be dealt with simultaneously. As the proofs of results for the Bilinear Hilbert transform are so delicate, we shall often assume that f or g is a trigonometric polynomial, thereby reducing the problem to the classical linear Hilbert transform. Then use of (2.3) will enable us to pass from trigonometric polynomials to general functions.
The variables + t and ; t in (2.2) correspond to the directions of constancy in the respective Hankel and Toeplitz matrices appearing in (2.1). By changing these directions to p + p 0 t and q ; q 0 t, where (p q) and (p 0 q 0 ) are pairs of relatively prime integers, we obtain both a 1-parameter family of matrices whose entries have an angle of constancy arctan(q=p) and a 1-parameter family of triangular truncations of these matrices having angle of truncation arctan(;q 0 =p 0 ). For example, Hankel matrices have angle of constancy =4, while Toeplitz matrices have angle of constancy ; =4, and the Bilinear Hilbert transform in (2.2) provides an angle of truncation ; =4. By varying the angle of truncation, however, we can see why triangular truncation may sometimes fail. Indeed, the bilinear mapping (T) because it reduces to the composition of pointwise multiplication followed by the Hilbert transform. For this reason we can expect that the usual triangular truncation of Toeplitz operators will not bebounded. The general case will bediscussed in detail in sections 4 and 5, especially as it relates to triangular truncation of operators and their dilates. Surprisingly, u n boundedness is the exception: triangular truncation will always be bounded except when arctan(q=p) = arctan(;q 0 =p 0 ). Taking group characters for f and g, w e can thus associate a two-way in nite matrix Formally, matrix (3.4) converges to 1 2 (H a + i e H a ) as r ! 1;, but to desribe the convergence more precisely we follow the same path as in the classical case for functions. 
The adjoint of B pq thus de nes a mapping a ;! B pq (a), B pq (a)(f g) = 1 2
In the next section we will de ne the`triangular truncation' of B pq (a) h a ving angle of truncation arctan(;q 0 =p 0 ).
Before proving (4.3) it will be convenient collect together some elementary facts: let p q berelatively prime integers. Then 
