In this paper, we study second order differential inclusions in R N with a maximal monotone term and generalized boundary conditions. The nonlinear differential operator need not be necessary homogeneous and incorporates as a special case the one-dimensional p-Laplacian. The generalized boundary conditions incorporate as special cases well-known problems such as the Dirichlet (Picard), Neumann and periodic problems. As application to the proven results we obtain existence theorems for both "convex" and "nonconvex" problems when the maximal monotone term A is defined everywhere and when not (case of variational inequalities).
Introduction
In this paper we study the following nonlinear problem in R N with generalized boundary conditions:
a x (t) ∈ Ax(t) + F t, x(t), x (t) a.e. on T , a x (0) , −a x (b) ∈ ξ x(0), x(b) .
(1)
E-mail address: nkourogenis@yahoo.com. 1 Supported by a grant of the National Scholarship Foundation of Greece (IKY). Recently, a number of authors have started investigating boundary value problems for second order differential inclusions. The first systematic work in this direction was conducted by Pruszko [32, 33] , who employed degree theoretic methods to study Dirichlet boundary value problems for semilinear inclusions (i.e., a(y) = y) with A = 0. More recently, we had the important works of Erbe and Krawcevicz [9] [10] [11] , Erbe et al. [12, 13] , Frigon [15, 16] , and Frigon and Granas [17] . In all these works the authors deal with semilinear inclusions in which A = 0. In Erbe and Krawcevicz [9, 10] , the boundary conditions are nonlinear and include the classical ones (Dirichlet, Neumann and periodic). Nonlinear boundary conditions are also used by Erbe et al. [13] who study bifurcation problems. In Erbe et al. [12] and in Erbe and Krawcevicz [11] the authors study functional and impulsive differential inclusions respectively. In all the aforementioned works the approach is based in degree theoretic arguments. Frigon [15, 16] , used transversality theory, coupled with the method of upper and lower solutions to study general scalar (i.e., N = 1) Sturm-Liouville type problems. In Frigon and Granas [17] the problem is again scalar, the boundary conditions are either Dirichlet or periodic and the method is an interesting extension to the multivalued setting of the upper and lower solutions technique. In Frigon and Granas [17] the multifunction F has in general nonconvex values ("nonconvex problem"). In the direction of the work of Erbe and Krawcevicz [9, 10] we had recently the papers of Kandilakis and Papageorgiou [26] and Halidias and Papageorgiou [20] , who used nonlinear multivalued boundary value conditions which provided a unified framework to deal with the classical problems (Dirichlet, Neumann, periodic). All these works remain within the framework of semilinear inclusions. In the work of Kourogenis and Papageorgiou [28] the authors consider a single valued nonhomogenous differential equation with Neumann boundary conditions. The first work that moves beyond semilinear inclusions and studies quasilinear ones (driven by the one-dimensional p-Laplacian), with A = 0 and nonlinear set-valued boundary conditions, is that of Halidias and Papageorgiou [21] . Recently, Kyritsi et al. [29] studied the nonhomogenous problem (1) which incorporates as a special case the one-dimensional p-Laplacian. In this work the authors examine the periodic case and the nonlinear differential operator does not obey any growth condition. In the aforementioned work one can find references to other results where A = 0.
In the formulation here the nonlinear differential operator is slightly more restricted than in Kyritsi et al. [29] but general enough to cover cases as the one-dimensional pLaplacian. The boundary conditions are nonlinear and multivalued and incorporate cases such as the Dirichlet, Neumann, periodic and Sturm-Liouville problems. The main goal of this work is to show how boundary conditions of this type may be studied as in Kyritsi et al. [29] . Then trivially we obtain the existence theorems of the aforementioned work (as the monotonicity of ξ allows us to use the same technique). Finally, the presence in (1) of the maximal monotone operator A incorporates in this framework second order systems with nonsmooth, time variant convex potential and variational inequalities.
Preliminaries
The methods used in this paper are based on notions and results from multivalued analysis and the theory of nonlinear monotone operators. In this section, some basic definitions and facts are referred so that the reading of the paper will not cause difficulties to a reader not so familiar with the terminology. The main sources are the books of Hu and Papageorgiou [24] and Zeidler [34] .
Let Ω, Σ be a measurable space and X a separable Banach space. From now on, P f (c) will represent all nonempty closed (and convex) subsets of X and P (w)k(c) all nonempty (weakly-) compact (and convex) subsets of X.
A multifunction F :
, with B(X) being the Borel σ -field of X. For P f (X)-valued multifunctions, measurability implies graph-measurability and the converse is true if Σ is complete (i.e., Σ = Σ = the universal σ -field). Recall that Σ = Σ if there exists a σ -finite measure µ on (Ω, Σ) with respect to which Σ is complete. Now let (Ω, Σ, µ) be a finite measure space and 
Let Y, Z be Hausdorff topological spaces. A multifunction G : Y → 2 Z \{∅} is said to be "lower semicontinuous" (lsc) (respectively "upper semicontinuous" (usc)) if for all C ⊆ Z closed the set
An usc multifunction has closed graph in Y ×Z while the converse is true if G is locally compact (i.e., for every y ∈ Y there exists a neighborhood U of y such that F (U) is compact in Z). A multifunction which is both usc and lsc is said to be "continuous" (or sometimes Vietoris continuous). If Y, Z are metric spaces, then the above definition of lower semicontinuity is equivalent to saying that for all
is upper semicontinuous as an R + -valued function. Also lower semicontinuity is equivalent to saying that if
Next let X be a reflexive Banach space and X * its topological dual. A map A : D ⊆ X → 2 X * is said to be "monotone" if for all x * ∈ A(x), y * ∈ A(y) we have (x * − y * , x − y) 0 (here (·, ·) denotes the duality brackets for the pair (X, X * )). If (x * − y * , x − y) = 0 implies x = y then we say that A is "strictly monotone." The map A is said to be "maximal monotone" if (x * − y * , x − y) 0 for all x ∈ D, x * ∈ A(x) implies y ∈ D and y * ∈ A(y), i.e., the graph of A is maximal with respect to inclusion among the graphs of all monotone maps. The set D = {x ∈ X: A(x) = ∅} is called the "domain" of A. A monotone map is locally bounded on int D. The graph of a maximal monotone map is sequentially closed on X × X * w and in X w × X * (here by X w and X * w are denoted the spaces X and X * furnished with their respective weak topologies). A map A : X → X * which is single valued and defined everywhere (i.e., D = X) is said to be "demicontinuous" if Let Y, Z be Banach spaces and
in Z, and (b) K is "compact" if it is continuous and maps bounded sets into relatively compact sets.
In general these two notions are distinct. However, if Y is reflexive then complete continuity implies compactness. Moreover, if Y is reflexive and K is linear, then the two notions are equivalent. Also, a multivalued map F : Y → 2 Z \ {∅} is said to be compact if it is usc and maps bounded sets in Y into relatively compact sets in Z.
The following result is due to Bader [1] and it is a multivalued generalization of the Leray-Schauder alternative theorem. Let X, Y be Banach spaces, G :
Proposition 1. If X, Y, Φ are as above and Φ is a compact multifunction, then Φ has a fixed point, i.e., there exists y ∈ Y such that y ∈ Φ(y).
Remark. Φ need not have convex values in contrast to the original multivalued version of the Leray-Schauder alternative principle due to Dugundji and Granas [8] .
Main results and applications
Let g ∈ L q (T ). The problem under consideration here is the following:
a.e. on T ,
where a : R N → R N satisfies the following hypothesis:
Remark. It is well known that if a is strictly monotone, hypothesis H(a) implies that a : R N → R N is a homeomorphism, a −1 is strictly monotone and a −1 (y) → ∞ as y → ∞ (see Deimling [5, Chapter 3] ). Also, the last part of hypothesis H(a) implies that for x large enough a(x) is strictly not orthogonal to x and is satisfied by a vast class of vector fields. For example, the vector field J :
i.e., in the case of problem (1), we have the one-dimensional p-Laplacian.
Proof. Let
Then it suffices to solve the following problem:
−a y (t) + s (t) + y(t) + s(t) p−2 y(t) + s(t) = g(t)
where
and so A 1 is everywhere defined). Since a is monotone we can easily see that A 1 is monotone. Also, we observe that since W
and pointwise convergence is stronger than the weak convergence in (W
where (·, ·) pq denotes the duality brackets for the pair
Obviously G is strictly monotone demicontinuous, everywhere defined, thus maximal monotone. We will prove that G is coercive. To this end let y 1,p → ∞. Then
Let now
y (t) + s (t) , y (t) + s (t)
and
y (t) + s (t) , y (t) .
We know that
a(y (t) + s (t)), y (t) + s (t)) R N a(y (t) + s (t)) y (t) + s (t) and cos θ 2 = (a(y (t) + s (t)), y (t)) R N a(y (t) + s (t)) y (t) .
Observe that if y (t) → ∞ then cos θ 1 − cos θ 2 → 0 and by virtue of hypothesis H(a) we have that cos θ 2 /cos θ 1 → 1. Using this fact we have that
(a(y (t) + s (t)), y (t)) R N (a(y (t) + s (t)), y (t) + s (t))
Using again hypothesis H(a) we have that there exist
This results in
So G is monotone, demicontinuous, everywhere defined and coercive, thus it is surjective, i.e., for every g ∈ L q (T ,
for any ζ ∈ C ∞ 0 (T , R N ) and from the definition of the distributional derivative we have
Thus y is a solution of (3).
On the other hand, if y 1 is another solution of (3) then
. Set now x = y + s to obtain the unique solution for (2) . ✷ This result will be used for investigating the existence of solutions for the following boundary value problem:
where ξ : 
Since a is monotone, the first term of the right-hand side of (5) is nonnegative. As now x, x 1 solve (2), for the second term of the right-hand side of (5) w 1 ) ). Combine the two remarks above in (5) to conclude that ρ : 
y n (t) + s n (t) , y n (t) R N dt
Now we will use a method employed for the proof of Proposition 2 with small modifications. So, let
y n (t) + s n (t) , y n (t) + s n (t) and θ 2,n = a y n (t) + s n (t) , y n (t) .
a(y n (t) + s n (t)), y n (t) + s n (t)) R N a(y n (t) + s n (t)) y n (t) + s n (t) and cos θ 2,n = (a(y n (t) + s n (t)), y n (t)) R N a(y n (t) + s n (t)) y n (t) .
Observe that if y n (t) → ∞ then cos θ 1,n − cos θ 2,n → 0 and by virtue of hypothesis H(a) we have that cos θ 2,n /cos θ 1,n → 1. Using this fact we have that 
(a(y n (t) + s n (t)), y n (t)) R N (a(y n (t) + s n (t)), y n (t) + s n (t))
This inequality implies that y n + s n = x n is bounded in W 1,p (T , R N ) and {a(x n )} n 1 is bounded in W 1,q (T , R N ) (see hypothesis H(a)). So, without any loss of generality, we may assume that
and a(x n (t)) → u (t) a.e. on T . One consequence of all these properties is that a(x n (t)) → a(x (t)) a.e. on T . Through the theory of distributions, since u ∈ W 1,q (T , R N ) and without any loss of generality we can consider
a(x n (b))) → (−a(x (0)), a(x (b))). Taking now the limit and using the uniqueness result of Proposition 2 we conclude that x is the unique solution of problem (2). Thus (−a(x (0)), a(x (b))) = ρ(v, w), i.e., ρ(v n , w n ) → ρ(v, w).
Considering all the previous results concerning ρ we have that ρ is a monotone, continuous and everywhere defined map, thus it is maximal monotone (see Brezis [3, Proposition 2.4 The next step of the proof is to show that θ is coercive. To this end observe that
, p. 26]). Define now
since ξ(·, ·) is maximal monotone and (0, 0) ∈ ξ(0, 0). So applying Green's formula and hypothesis H(a) we have
Since 
Then we can write that
Apply (9) in (8) to see that θ is coercive. But recall that a maximal monotone coercive operator is surjective (see Brezis [3 
, Corollary 2.4, p. 31]). This means that we can find (v, w) in dom ξ such that (0, 0) ∈ θ(v, w) and so (a(x (0)), −a(x (b))) ∈ ξ(x(0), x(b)) with x = q(v, w). Hence x ∈ W 1,p (T , R N ) is a solution of (4) with g ∈ L q (T , R N ). This solution is unique (see Proposition 2). ✷

Let now D ⊆ L p (T , R N ) be defined by
D = x ∈ W 1,p T , R N : a x (·) ∈ W 1,q T , R N , a x (0) , −a x (b) ∈ ξ x(0), x(b) and L : D ⊆ L p (T , R N ) → L q (T , R N ) is defined by L(x)(·) = −a(x (·)) , x ∈ D. Proposition 4. If hypothesis H(a) holds, then L : D ⊆ L p (T , R N ) → L q (T , R N ) is maxi- mal monotone.
Proof. Let x, y ∈ D. After integration by parts we have
.
As x, y ∈ D we have that So, since ξ and a are monotone we conclude that
But J is strictly monotone, so it follows that
We consider the following problem:
H(a) 1 a is a strictly monotone continuous map such that
Remark. Note that in this hypothesis it is not required that dom A = D(A) = R N and that in the first case of hypothesis H(a) 1 (i.e., when a(x) = a 0 (x)x) the nonorthogonality hypothesis is trivially satisfied. Also, strict monotonicity implies that the solutions of the auxiliary problems considered previously belong to C 1 (T , R N ) .
is a multifunction such that:
(i) for all x, y ∈ R N , t → F (t, x, y) is measurable; (ii) for almost all t ∈ T , (x, y) → F (t, x, y) is closed; (iii) for almost all t ∈ T , all (x, y) ∈ R N and all v ∈ F (t, x, y) we have
with a, γ 0, 1 r, s < p and c 4 ∈ L 1 (T ) + ; (iv) there exists M > 0 such that if x 0 > M and (x 0 , y 0 ) R N = 0, we can find δ > 0 and c 5 > 0 such that for almost all t ∈ T we have
(v) for almost all t ∈ T , all x, y ∈ R N and all v ∈ F (t, x, y), we have
In the sequel the previous results are applied in the proof of existence theorems for problem (1) . When the proofs are identical to the work of Kyritsi et al. [29] , they are not presented as the generalized boundary conditions do not alter the structure of the proof. We shall examine two different cases. The first is when dom A = R N and the second when dom A = R N . For the second case one needs to strengthen a little the growth hypothesis H(F ) 1 (v).
is a multifunction such that H(F ) 1 (i)-(iv) hold and (v) for almost all t ∈ T , all x, y ∈ R N and all v ∈ F (t, x, y) we have
Finally, we consider the corresponding "nonconvex" cases, i.e., F need not have convex values and the hypotheses on it are the following:
Again, when dom A = R N we need the strengthening of the growth condition: 
Due to strict monotonicity of J , V λ is injective. So we can define 
is bounded too, arguing as in the proof of Proposition 3 we conclude that a(x n ) → a(x ) in L q (T , R N ) and in C(T , R N ). Using also the maximal monotonicity of ξ we conclude that (a(x (0) 
We know that N(·) has values in P wkc (L q (T , R N ) ). We also know that N(·) is usc into L q (T , R N ) w (see Hu and Papageorgiou [24, Proposition III.2.6, p. 236]). Let
. Then problem (10) is equivalent to the following abstract fixed point problem:
where for every v ∈ R N and K ∈ P f c (R N K) } is the normal cone to K at the point k. Note that if (a , b ) ∈ ξ(a, b), then we have (a , a) 
and thus Gr ξ is convex. In addition in this case we have a x (0) ,
So when K 1 , K 2 are closed convex cones in R N then the previous problem becomes
If If
and we have the Neumann type boundary condition a(x (0)) = a(x (b)) = 0. Since hypothesis H(a) 1 holds we have that a(0) = 0 and so, by virtue of the strict monotonicity of a we obtain the Neumann boundary conditions, i.e., 
., N , a x (t) f t, x(t), x (t) a.e. on t ∈ T : x k (t) = 0 for at least one k , f t, x(t), x (t) − a x (t) , x(t)
R
