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A  B  S  T  R  A  C  T      -      R  É  S  U  M  É 
 
In this thesis, a numerical study of normal perforation of 12mm thick steel plates 
impacted by 20mm diameter conical shaped projectiles is reported. A thorough analysis 
on specific experimental data results serves as basis for the numerical simulations of the 
problem, which has been performed using a finite element code, ABAQUS-Explicit with a 
fixed mesh for the bullet and plate. To define the thermoviscoplastic behaviour of the 
material constituting the plate, the Johnson–Cook model has been used. This 
homogeneous behaviour has been coupled with the Johnson–Cook fracture criterion to 
predict completely the perforation process. The simulations cover a range of impact 
velocities from 200 to 500m/s. Both qualitative and quantitative predictions of 
projectile-plate behaviour are compared to the experimental ones from the literature, 
and good agreement is obtained in general. The analysis considers the influence of 
adaptive meshing of the plate, interaction and damage of the target plate among others. 
A specific discussion about damage is reported highlighting its influence on the model. 
The final results and discussion can be of interest for the design of an optimised version 
of the model. 
 
Dans ce travail de fin d’études, il est décrit l’étude numérique d’une perforation 
perpendiculaire de plaques d’acier de 12mm d’épaisseur impactées par des projectiles 
coniques de 20mm de diamètre. Une analyse détaillée des données expérimentales sert 
de base pour les simulations numériques du problème. Ces simulations ont été réalisées 
avec un code d’éléments fini -ABAQUS-Explicit-, avec un maillage fixe pour la balle et la 
plaque. Le modèle Johnson-Cook a été utilisé, afin de définir le comportement thermo-
viscoplastique du matériau constituant la plaque. Ce comportement homogène a été 
couplé avec le critère de fracture Johnson-Cook pour prévoir complètement le processus 
de perforation. Les simulations couvrent une gamme de vitesses d’impact entre 200 et 
500m/s. Les prédictions soit qualitatives soit quantitatives du comportement projectile-
plaque ont été toutes les deux comparées à celles expérimentales issues de la littérature 
; en général, une bonne adéquation a été obtenue. L’analyse prend en considération 
l’influence du maillage adaptif de la plaque, l’interaction et l’endommagement de la 
plaque cible parmi d’autres. Une discussion spécifique sur l’endommagement a été aussi 
décrite en soulignant son influence sur la modèle. La discussion et les résultats finaux 
peuvent être d’intérêt pour le design d’une version optimisée du modèle. 
 
K  E  Y  W  O  R  D  S       -       M  O  T  S    C  L  É  S 
 
Ballistic       Balistique 
Perforation      Perforation 
Numerical simulation     Simulation numérique 
Armour       Blindage 
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Nomenclature 
 
ΔD  projectile nose deformation, i.e. ΔD = Df - Di 
Δht  plug thinning, i.e. Δht = ht - hpl 
ΔL   projectile length reduction, i.e. ΔL= Li - Lf 
ΔK  change in kinetic energy 
ε   strain 
CPU  computational time 
d   diameter 
D   projectile nose diameter 
El   number of removed elements 
h   thickness 
HRC hardness Rockwell C 
K   kinetic energy 
L   projectile length 
m  mass 
T   temperature 
t   time 
𝑣  velocity 
w   deformation 
W   work 
 
Subscripts 
 
bl   ballistic limit 
c   cavity 
ee  eroded elements 
exp experimental 
f   final value, fracture or front side 
g   global part of target 
i   initial value 
l   local part of target 
m   maximum value 
p   projectile 
pe  permanent value 
pl   plug 
r   residual value, rear side 
t   target 
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1. Introduction 
Engineering developments involving safety or security bring along with them a wide list 
of requirements, standards and tests. It is the case of bullet proof armours or armoured 
cars, among others. Such critical developments must go through intensive tests of 
validation which will certify if the product can be commercialized and thus used in real 
world. After all, it is a human life that is at stake, and no margin to error can be 
permitted.  
In particular, the above mentioned defence armoured-type products are subjected to 
different standard ballistic tests, according to its final purpose (military, civil, domestic, 
etc.). It usually consists in shooting various projectiles to a target plate with specific 
characteristics (material, dimensions) and for a given conditions (distance, velocity). See 
an example of ballistic test in Fig. 1. One of the most important parameters to be 
determined for the tested plate or armour is its ballistic limit. The ballistic limit or limit 
velocity is the velocity required for a particular projectile to reliably penetrate a 
particular piece of material. In other words, a given projectile will not pierce a given 
target when the projectile velocity is lower than the ballistic limit [30]. This concept will 
appear later again and further detailed information on it will be given. 
 
 
 
Fig. 1. Standard test ballistic room[31] 
 
So the main aim of this study is to create a first approach model to simulate the impact 
of small arms projectiles in steel plates. A flexible and reliable model would help to 
decrease the high designing-related cost of such critical parts as shield-plates, reinforced 
doors, armoured cars, etc. by avoiding the experimental tests. Of course this model 
would never substitute the standardized tests that every mentioned element should 
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pass before its commercialization, but simulating them previously would surely help 
decreasing the developing stage times. 
However, structural impact is known as a complex problem from an experimental, 
analytical and numerical point of view.  It always involves a large list of relevant input 
parameters and this causes highly non-linear and sometimes unexpected structural 
behaviour when these are varied. For ballistic, as an example, the most important ones 
are the ratio of target thickness to projectile diameter, the projectile nose shape and the 
materials involved. 
Experimental results were needed to carry on this project, as well as a deep review of 
the available literature. The first thing that was found is that although many 
investigations have been presented over the years, the number of papers giving detailed 
information from ballistic penetration experiments was limited, and the majority of the 
tests reported were used to validate accompanied theories and models. There are 
several approaches in the literature from one author to another. This are put together 
later, when the context of the study is presented. 
The complexity of the upcoming study required dividing it in three main different 
chapters: Part I, II and III. 
Step zero was the mentioned literature review, and from this research and 
classification the main scope and lines of the study are defined. Then the first of these 
three parts has as main objective the identification and analysis of a paper chosen out 
from the available literature. The chosen paper is meant to contain clear and reliable 
experimental data and preferentially matching one of the small arm international 
standards.  So Part I contains a brief standard research as well. Then some comments 
and conclusions on the experimental data are drawn, always looking forward to the next 
step, its numerical simulation.  
The scope of the numerical study presented in the Part II is to investigate if the code is 
able to describe the structural response to projectile impact in a reliable way. This is 
done by conducting numerical simulations of the experimental tests presented in Part I. 
ABAQUS is a commercial general-purpose finite element code for analysis of large 
deformation dynamic response of structures based on explicit time integration, and is 
therefore suitable for the type of problem under investigation. This part will describe 
the several challenges that are associated with the numerical approach itself and the 
special care that must be taken in order to avoid errors and premature termination of 
the analysis.  
To conclude, in Part III, merges a full description with its results of the final numerical 
model as well as drowns the conclusions of the study.  
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PART I: EXPERIMENTAL DATA 
 
2. Standardisation, and international standards 
As said in the introduction, the objective of the thesis is to provide a useful model to 
simulate the impact of a small arm projectile in a steel plate and for defined conditions. 
But not all test conditions are valid; therefore it was decided to make a previous 
standard research in order to find out which were the most suitable ones to simulate. 
Small arms englobes handguns, shoulder-fired weapons, light automatic weapons up 
to and including 50 calibre machine guns, recoilless rifles up to and including 106mm, 
mortars up to and including 81mm, man-portable rocket launchers, rifle-/shoulder-fired 
grenade launchers, and individually operated weapons that are portable or can be fired 
without special mounts or firing devices and that have potential use in civil disturbances 
and are vulnerable to theft [32]. Visual definition of it can be found in Fig. 2. 
 
Fig. 2. Small arms catalog [33] 
 
There are thirteen small arms ballistic international standards in the world, and more 
than half are American. As a summary it is worth to notice that the European ones are 
focused in glassing security and reinforced doors. Then the Americans have both 
standards for glassing and doors as well as for shield-plates and armoured vehicles, 
which involve metals and so are more lined with our purpose. 
Although getting into detail or emulating one of these standards would be really 
interesting it has resulted impossible to match any of them to the experimental data 
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found in the papers. The main reason for this is that most the work and experiments 
carried out by military and industrial research organisations are classified, and in our 
research of the open literature we haven’t been able to identify suitable experimental 
results matching any of the existing standards. 
So here the small arms international standards are presented: 
 European Standard EN 1063 
Standard: EN 1063:1999 Security Glazing. This standard specifies performance 
requirements and test methods for the classification of the bullet-resistance of 
glass (consisting of one or more layer of glass) and glass/plastic composites.  
This standard applies to attack by handguns, rifles and shotguns; glazing in 
buildings, for interior and exterior use and the glazing product itself, assuming 
proper fixing. 
 
 European Standard EN 1522/1523 
Standard: EN 1522/1523:2000. This European Standard defines a test procedure 
to permit classification of the bullet resistance of windows, doors, shutters and 
blinds. This European Standard concerns only behavior in respect of the frame of 
the windows, doors, shutters or blinds, their infills and the junctions between the 
infills and frames. For the testing of glass infills refer to EN 1063. This European 
Standard gives no information on: the behavior of the frame subjected to other 
types of stresses or on the bullet resistance to the junction between the frame 
and the wall or other surrounding structure.  
 
 ASTM Ballistic Standards  
ASTM F1233-98 (USA).This test method sets forth procedures whose purpose is 
limited to the evaluation of the resistance of security glazing materials and 
systems against the following threats: Ballistic Impact, Blunt Tool Impacts, Sharp 
Tool Impacts, Thermal Stress and Chemical Deterioration.  
  
 FRA Ballistic standards 
Standard: United States: 49 CFR Part 223 Jan. 1, 1989. This part provides minimum 
requirements for glazing materials in order to protect railroad employees and 
railroad passengers from injury as a result of objects striking the windows of 
locomotives, cabooses and other passenger cars. The test itself provides for two 
ratings: FRA Type I and FRA Type II. The two tests both have a two part test: 
 Part one is a Ballistic impact test and both the levels use the same 40gr lead 
solid projectile at a minimum of 292.6m/s. 
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 Part two is the large object impact test, which requires a cinder (concrete) 
block of specific size and weight to impact at a minimum velocity of 13.4m/s (FRA 
Type I) or 3.65m/s (FRA Type II). 
 
 Underwriters Laboratory UL 752 Ballistic Standards 
Standard: UL752 -Rev. October 5, 2005. These requirements cover materials, 
devices, and fixtures used to form bullet-resisting barriers which protect against 
robbery, holdup, or armed attack such as those by snipers. This standard can also 
be used to determine the bullet resistance of building components that do not fit 
the definition of equipment, such as windows, walls, or barriers made out of 
bullet resistant materials. 
 
 NIJ Ballistic Standards  
Standard: 0108.01, Sept 1985. This standard is applicable to all ballistic restraint 
materials (armor) intended to provide protection against gunfire, with the 
exception of police body armor and ballistic helmets, which are the topic of 
individual NIJ performance standards. Many different types of armor are now 
available that range in ballistic resistance from those designed to protect against 
small caliber handguns to those designed to protect against high powered rifles. 
The ballistic resistant materials used to fabricate armor include metals, ceramics, 
transparent glazing, fabric, and fabric reinforced plastics. They are used separately 
or in combination depending on the intended threat protection. 
 
 SD Ballistic Standards 
Standard: SD-STD-01.01 April 1993 G (USA). This standard sets forth the 
requirements and testing procedures to certify forced entry (FE) and ballistic 
resistant (BR) systems which are intended for use by the U.S. Department of State 
(DOS) in its facilities throughout the world. The certification of FE and BR systems 
is mandatory and indicates that the systems will provide the level of FE and BR 
protection required by DOS standards for specific facilities in certain threat 
environments.  
 
 MIL-Samit Ballistic Standards & Brunswick Ballistic Standards 
No information was found on these two standards. 
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 Canadian Ballistic Standards 
Standard: AS-243, AASHTO-T-243M-T-243. Standard Method of Test for Sampling 
Procedure for Impact Testing of Structural Steel Association of State and Highway 
Transportation Officials 
 
Australian Ballistic Standards 
No information about this standard was found in open sources. 
 
 British Ballistic Standards  
Standard: BS 5051 (Part 1 1988). Bullet-resistant glazing. Specification for glazing 
for interior use.  
 German DIN Ballistic Standards 
Standard: DIN 52 290 Part 2 Nov. 1988. Glazing security. 
 
 
 
3. Literature review 
Many generic and non-experimental investigations of ballistic tests can be found in 
online sources. The enormous literature on the subject encompasses a variety of 
different target materials and thicknesses, as well as a host of projectile geometries and 
a velocity range from about 5 m/s to the hypervelocity domain of up to 15 km/s. Due to 
this fact a classification of the literature had to be done in order to decide which were 
the inputs and conditions of the model to design and which role would play this study 
within the available topics. 
3.1 Context 
The complexity of the penetration problem has limited the use of computational 
methods. For that reason most works in this area has been experimental, at least up to 
the mid-1980s. After that, more analytical and in particular numerical studies can be 
found in the open literature. Around 30 papers between 1994 and 2014 have been 
reviewed in order to achieve a better perspective of structural impact problems. 
Generally speaking, all of them have raised questions about the accuracy of the many 
computational models available. It is thus important to validate such models against 
reliable experimental data. Good agreement has in general been obtained between 
calculations and high-precision experimental data [29]. 
The first paper to be reviewed was The influence of plate hardness on the ballistic 
penetration of thick steel plates, written in 1994 by S. N. Dikshit, V. V. Kutumbarao and 
G. Sundararaja. This investigation describes and analyses the experimental results 
pertinent to the penetration of steel plates of varying hardness and thickness by ogive-
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shaped 20-mm-diameter projectiles over the velocity range 300-800 m/s. The scope of 
this paper does not include numerical simulations, but drowns some interesting 
conclusions about the experimental data. They prove that it is not always convenient to 
increase the hardness of the plate in order to achieve a higher resistance to penetration: 
depending on the plate thickness it is better to bet for intermediate hardness levels.  
In the same year T. Børvik, M. Langseth, O.S. Hopperstad and K.A. Malo presented 
Ballistic penetration of steel plates. This paper presents a research programme in 
progress where the main objective is to study the behaviour of steel plates impacted by 
blunt-nosed cylindrical projectiles in the lower ordnance velocity regime. Børvik uses 
Johnson-Cook formulation available in LS-DYNA to simulate the experimental data. The 
most important conclusion is that all targets failed by shear plugging, a concept that will 
be defined late (see Fig. 3) [46]. 
 
Fig. 3. Plots of deformed mesh during blunt projectiles perforation.[46] 
 
Later Andrew J. Piekutowski et Al. come up with their study on Penetration of 6061-
T6511 aluminum targets by ogive-nose steel projectiles with striking velocities between 
0.5 and 3.0 km/s. It consists in the analysis of high precision experimental tests. The 
different response regions for each steel projectile were identified and the ballistic 
performance of both steel materials was compared [47]. 
Two years later, at the beginning of the XXI century, some excellent experimental and 
numerical simulations were written. It is the case of Perforation of 12mm thick steel 
plates by 20mm diameter projectiles with flat, hemispherical and conical noses, 
presented in 2001 by Børvik T et Al. [1]. This paper combines experimental analysis with 
its simulation using the FE code LS-DYNA. Defines how the projectile’s nose shape 
influence in the response, and achieves good experimental-numerical agreement. Then 
some more papers are published by the same team, such as Effect of target thickness in 
blunt projectile penetration of Weldox 460 E steel plates [23], Perforation of AA5083-
H116 aluminium plates with conical-nose steel projectiles [48], The effect of target 
strength on the perforation of steel plates using three different projectile nose shapes 
[25] and Perforation of AA5083-H116 aluminium plates with conical-nose steel 
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projectiles [29], which in general describe an experimental, analytical and numerical 
investigation of the penetration and perforation of different material plates using 
different nose shapes. Meanwhile, also papers dealing with more theoretical topics 
were presented. This group describe different material behaviours and its 
parametrization influence, by analysing experimental data and sometimes simulating it 
numerically. These are some of them: Flow and fracture characteristics of aluminium 
alloy AA5083–H116 as function of strain rate, temperature and triaxiality [49], On the 
influence of fracture criterion in projectile impact of steel plates [27], Perforation 
resistance of five different high-strength steel plates subjected to small-arms projectiles 
[43] and Failure criteria with unilateral conditions for simulation of plate perforation 
[51]. 
There are several approaches and discussions in all these Børvik papers, but in general, 
calculations of his ballistic impacts can be classified by: (1) Finite element formulation 
(2) Dimensioning (3) Behaviour and damage law. For the first classification it can be 
found that almost all his papers use Lagrangian or adaptive mesh formulation [21, 22, 
23, 25, 29, 43]. For the dimensioning of the problem it is also seen 2D modelling and in 
particular 2D axisymmetric (Fig. 4) is the most used one, although some he aimed for 
3D, providing solutions to some problems that cannot be solved using 2D such as 
unsymmetrical petals geometry (see Fig 5). Finally, it has been found that a vast majority 
of his papers are using Johnson-Cook formulation, which seems to be the one which 
best describes high speed metal penetration, with some exception: he used Wen-Jones 
formulation to model steel plates behaviour in his study on the penetration effect on 
target thickness [23].  
 
Fig. 4. 2D  axisymmetric simplification with its typical problem proposal [28] 
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Fig 5. Experimental and numerical (3D model-ABAQUS) unsymmetrical petals of a 25mm plate 
[41]  
 
Some more research gathers a group of papers published between 2003 and 2013 which 
provide excellent experimental and analytical work. These are H. Kurtaran, M. Buyuk 
and A. Eskandarian and their paper on Ballistic impact simulation of GT model vehicle 
door using finite element method [24]; N.K. Gupta, M.A. Iqbal and G.S. Sekhon, authors 
of Effect of projectile nose shape, impact velocity and target thickness on deformation 
behavior of aluminum plates [26]; A. Arias, J.A. Rodríguez-Martínez and A. Rusinek 
responsible for Numerical simulations of impact behaviour of thin steel plates subjected 
to cylindrical, conical and hemispherical non-deformable projectiles [28] and  A. Manes, 
F. Serpellini, M. Pagani, M. Saponara and M. Giglio, authors of Perforation and 
penetration of aluminium target plates by armour piercing bullets [41]. They discuss 
about the effect of the projectile nose shape on the penetration, using a lagrangian 
framework in aluminium or steel plates. While H. Kurtaran et Al. and A. Manes et Al. 
dimensionate the problem using 3D [24,41] while N.K. Gupta et Al. and A. Arias et Al. 
aim for the 2D axysimmetrical. Their published numerical results predicted correctly the 
behaviour projectile-plate in agreement with experimental data published by other 
authors. 
Finally, two more specific papers dealing with structural impact were reviewed. This 
englobes work of Johnson-Cook and Michael J. Forrestal et Al and their works Fracture 
characteristics of three metals subjected to various strains, strain rates, temperatures 
and pressures  [42] and Perforation equations for conical and ogival nose rigid projectiles 
into aluminum target plates. Perforation equations for conical and ogival nose rigid 
projectiles into aluminum target plates [50], respectively. This group provides good 
research on FE formulation as well as material behavior (J-C). 
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3.2 The chosen paper 
The above review and classification has allowed for a better understanding on how the 
study should be approached: most of the papers in the literature use Abaqus or LS-Dyna 
software and although some of them are carried on using 3D it has been found that the 
2D axisymmetric model does work well at the same time that simplifies the problem. 
Also lagrangian and adaptive meshing finite element formulations as well as Johnson-
Cook’s material failure theory seem to be the most chosen ones in structural impact. 
As this will be the first guess of a numerical simulation which by now has no 
application purpose, it is been decided to proceed the study based on a paper written by 
the recognized Tore Børvik et al. entitled Perforation of 12mm thick steel plates by 
20mm diameter projectiles with flat, hemispherical and conical noses. In it, T. Børvik, 
investigates the influence of the projectile shape in perforation, with the objective of 
reaching an agreement on this particular and disputatious topic. It is suitable for our 
study for many reasons. To begin, it is divided in two parts: Experimental study and 
Numerical simulations. This provides the experimental results we were looking for while 
at the same time gives us some clues of how to simulate it numerically. Moreover, T. 
Børvik bets for the 2D Axisymmetric model, which as said, simplifies the simulation and 
decreases significantly the computation time. Simulations are modelled using LS-DYNA 
FE software, and its constitutive relation is based on Johnson-Cook equations which it is 
at the same time very convenient as there is a lot of available information on it in the 
literature. 
Tore Børvik earned his Ph.D. at Norwegian University of Science and Technology 
(NTNU) in 2001 within applied mechanics. He is currently a professor at Department of 
Structural Engineering, NTNU, and a senior advisor for the Norwegian Defence Estates 
Agency (Forsvarsbygg). He is the author of more than 80 articles in peer reviewed 
journals, and a corresponding number of papers at various international conferences. 
His research activities are mainly related to impact and penetration, but in later years his 
research has also been focused on blast-loaded structures and impact against off-shore 
installations. At present he serves as an Associate Editor in the International Journal of 
Impact Engineering [34]. So then, the chosen paper was one of his last published ones 
before obtaining the Ph.D. It was written in September 2000, and presented and 
accepted in June 2001. Chapter 4 provides a full technical description on Børvik’s 
experiment as well as its results. 
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4. Experimental test 
4.1 Description  
The original experimental programme was carried out in the compressed gas gun 
shown in Fig.6. In the tests, the sabot-mounted projectiles were fired at impact 
velocities just below and well above the ballistic limit of the target plate.  
 
Fig. 6. Sketch of compressed gas gun used in tests [14] 
 
The serrated sabot separated immediately after leaving the muzzle due to 
aerodynamic forces, and the sabot pieces were stopped in a sabot trap prior to impact. 
Projectiles were manufactured from Arne tool steel. After machining, they were oil 
hardened to a maximum Rockwell C value of 53 in order to minimise the plastic 
deformation during impact. Nominal hardness (HRC 53), diameter (20 mm) and mass 
(0.197 kg) of the cylindrical projectiles were constant in all tests. The L/D-ratio of the 
projectiles varied somewhat due to the constant mass. The geometry of the different 
projectiles used in the tests is defined in Fig. 7. Note that the tip of the projectile has 
been removed, giving it a truncated cylindro-conical shape. The dimensions are also 
defined in Fig. 7. Before testing, the projectiles were painted dead black and equipped 
with fiducial marks required for high-speed camera measurements [14,15]. 
            
 
 
Fig. 7. 3D render and dimensions of the projectiles used in tests 
15 
 
The target plates were manufactured of Weldox 460 E steel [3] (see properties in Table 
6), having a free span diameter of 500mm and a constant nominal thickness of 12 mm, 
were clamped in a circular frame approximately 2m behind the muzzle by 21 
prestressed M16 bolts. Target plate’s geometry is described in Fig. 8. In order to allow 
high-speed photography during penetration and perforation, the frame was equipped 
with a 150mm framing window. All target plates were carefully sandblasted on both 
sides prior to testing. Target thickness, oblique, initial imperfections and final 
deformations were measured in situ. If perforation occurred, the projectile and possible 
plug were soft recovered in a rag-box filled with graded plywood. 
 
 
Fig. 8. Dimensions of the target plates used in tests 
 
 
Initial and final velocities were measured using different laser-based optical devices, 
and a digital high-speed camera system was used in all tests to photograph the 
penetration event. From the digital images, impact angles and projectile velocities 
during penetration were determined using image processing. It is referred to [14,15] for 
further details regarding the experimental setup and measurement techniques used in 
the penetration tests.  
 
Summarizing, the only two variable inputs for this experimental test are the projectile 
nose shape (blunt, hemispherical, conical) and the initial velocity 𝑣I. On the other hand, 
the main output is the residual velocity 𝑣r. Then other measurements are also taken into 
account such as the plug’s mass mpl and its residual velocity 𝑣rpl, the highest value of 
plastic deformation w, the diameter of the front and rear cavity dcf dcr, the projectile 
nose deformation ΔD, the projectile reduction ΔL and finally the perforation time tf
b 
estimated from the high-speed camera images. 
 
4.2 Experimental results and discussion 
 
Experimental results from 24 full-scale tests with blunt, hemispherical and conical 
nosed projectiles are given in Tables 1-3, respectively. Based on the measured initial and 
residual velocities of the free flying projectiles, the residual velocity curves in Fig. 9 were 
constructed. The ballistic limit velocities were calculated as the average between the 
highest impact velocity not giving perforation and the lowest impact velocity giving 
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complete perforation of the target. The solid line through the data points shown in Fig. 9 
was fitted to an analytical model originally proposed by Retch and Ipson (1963) [9] 
 
𝑣𝑟 = 𝑎(𝑣𝑖
𝑝 − 𝑣𝑏𝑙
𝑝 )
1
𝑝, 𝑎 =
𝑚𝑝
𝑚𝑝𝑙+𝑚𝑝
,   𝑝 = 2,      (1) 
 
         𝑤ℎ𝑒𝑟𝑒  
𝑣𝑖 =  𝑖𝑛𝑖𝑡𝑖𝑎𝑙 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦, 
𝑣𝑟 =  𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦,  
𝑣𝑏𝑙 =  𝑏𝑎𝑙𝑙𝑖𝑠𝑡𝑖𝑐 𝑙𝑖𝑚𝑖𝑡 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦,  
𝑚𝑝 =  𝑝𝑟𝑜𝑗𝑒𝑐𝑡𝑖𝑙𝑒 𝑚𝑎𝑠𝑠, 𝑎𝑛𝑑 
𝑚𝑝𝑙 = 𝑝𝑙𝑢𝑔 𝑚𝑎𝑠𝑠 
 
Retch and Ipson proposed these initial values for a and p, but they had to be best 
fitted to the experimental values using the method of least squares. The ballistic limit 
velocities obtained experimentally and the fitted values of a and p are given in Table 4. 
 
Table 1 
Experimental Results with blunt projectiles [14,15] 
Test 𝒗𝒊 𝒗𝒓 𝒘𝒎𝒂𝒙 𝒅𝒄𝒇 𝒅𝒄𝒓 ∆𝑫 ∆𝑳 𝒕𝒇 
# (m/s) (m/s) (mm) (mm) (mm) (mm) (mm) (μs) 
B20
a 
399.6 291.3 0.62 22.69 23.82 - - - 
B1 
B3 
B2 
B9 
B4 
B15 
303.5 
285.4 
244.2 
224.2 
200.4 
189.6 
199.7 
181.1 
132.6 
113.7 
71.4 
42.0 
1.01 
1.22 
1.22 
1.72 
2.08 
2.06 
20.65 
20.59 
20.42 
20.56 
20.35 
20.34 
20.93 
20.75 
21.18 
20.72 
20.88 
20.63 
1.01 
0.77 
0.50 
0.49 
0.29 
0.19 
0.90 
0.72 
0.53 
0.47 
0.28 
0.22 
60 
65 
69 
100 
104 
106 
B14 184.3 30.8 2.04 20.35 20.64 0.17 0.20 110 
B16 184.8 0 2.59 20.20 - 0.17 0.22 - 
B8 181.5 0 2.92 20.21 - 0.11 0.24 - 
a
 Projectile nose broke at impact 
b 
Estimated from the high speed camera images
 
 
 
Table 2 
Experimental Results with hemispherical projectiles [14,15] 
Test 𝒗𝒊 𝒗𝒓 
 
𝒘𝒎𝒂𝒙 𝒅𝒄𝒇 𝒅𝒄𝒓 ∆𝑫 ∆𝑳 𝒕𝒇 
# (m/s) (m/s) (mm) (mm) (mm) (mm) (mm) (μs) 
H6 452.0 325.1 0.89 20.03 19.65 0.40 0.50 62 
H7 420.6 284.3 1.43 21.16 20.17 0.22 2.38 84 
H3 362.9 220.2 1.35 20.14 19.76 0.02 0.35 90 
H5 326.7 150.8 1.97 20.10 19.68 0.01 0.33 102 
H1 300.0 97.2 2.46 20.28 19.85 0.01 0.18 135 
H4 292.1
a 
0 3.10 20.13 - - - 143 
H2 278.9 0 - - - - - - 
a
 Assumed ballistic limit 
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Table 3 
Experimental Results with conical projectiles [14,15] 
Test 𝒗𝒊 𝒗𝒓 𝒘𝒎𝒂𝒙 𝒅𝒄𝒇 𝒅𝒄𝒓 ∆𝑫 ∆𝑳 𝒕𝒇
𝒂 
# (m/s) (m/s) (mm) (mm) (mm) (mm) (mm) (μs) 
C7 405.7 312.0 1.73 20.82 19.61 0.01 0.19 46 
C4 355.6 232.3 1.95 20.58 19.59 0.02 0.05 52 
C2 317.9 155.8 2.83 20.19 19.76 0.02 0.01 54 
C6 300.3 110.3 3.18 21.40 19.76 0.03 0.02 62 
C5 280.9 0 - 20.61 20.26 0.02 0.04 62 
C1 248.7 0 4.10 20.24 11.56 0.06 0.02 68 
C3 206.9 0 2.73 19.26 8.11 0.01 0.01 103 
a
 Refer to the time for the projectile to pierce the target, and not to complete perforation 
 
 
 
 
Fig. 9. Experimentally obtained ballistic limit velocities and curves [16] 
 
 
 
Table 4 
Experimentally obtained ballistic limit velocities and curves [16] 
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Initial projectile velocity (m/s) 
Blunt nose
Hemispherical nose
Conical nose
Blunt Hemispherical Conical 
𝒗𝑏𝑙 (m/s) 𝑎 𝑝 𝒗𝑏𝑙 (m/s) 𝑎 𝑝 𝒗𝑏𝑙 (m/s) 𝑎 𝑝 
184.5 0.79 2.24 292.1 0.81 2.71 290.6 0.95 2.52 
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From the velocity curve in Fig. 9 some immediate conclusions could be drawn. First, it 
is seen that the nose shape of the projectile significantly affects the ballistic resistance of 
the target plate. The ballistic limit velocities for hemispherical and conical projectiles are 
about equal and close to 300m/s, while the ballistic limit velocity is as low as 185m/s for 
blunt projectiles. The residual velocities for blunt and hemispherical projectiles seem to 
coincide as the impact velocity becomes high compared to the respective ballistic limits. 
The residual velocity curve for conical projectiles exceeds the other two at the highest 
impact velocities, and becomes almost parallel to the residual velocity line, i.e. the 
asymptotic response to a target of zero thickness (dashed line in Fig. 9.). 
 
 
Fig. 10. A selection of high-speed camera images showing perforation of the target plate 
at impact velocities close to the respective ballistic limits with blunt (Test B15), 
hemispherical (Test H1) and conical (Test C6) projectiles. 
The observed differences in ballistic limit velocities are mainly attributed to the change 
in failure mode with projectile nose shape. High-speed camera images from typical 
perforation tests for blunt, hemispherical and conical projectiles are given in Fig. 10. 
Note that the given times refer to the image taken closest to the assumed time of 
impact. The images are from tests at an impact velocity close to the ballistic capacity of 
the target, i.e. approximately 3% above the respective ballistic limits. The figure shows 
that blunt projectiles cause failure by plugging, and an almost circular plug is ejected 
from the target. This failure mode is dominated by shear banding. Hemispherical and 
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conical projectiles seem to penetrate the target mainly by ductile hole enlargement, 
pushing the material in front of the projectile aside. After severe localised bulging, a 
cup-shaped plug is ejected from the target for hemispherical projectiles. No plug is seen 
in any of the tests for conical projectiles, but petals are formed on both sides of the 
cavity. 
The experiment also gives accurate information on the penetration. Fig. 11 gives the 
measured distance–time and velocity–time curves to the projectile based on the digital 
high-speed camera images from the tests shown in Fig. 10. Significant differences are 
detected. The blunt projectile shows a sharp drop in velocity after impact, indicating a 
high interface force between the projectile and target. The slope is far less steep for the 
other two nose shapes and, in particular, for the conical projectile. Thus, the interface 
force at impact is reduced accordingly. The perforation time is also seen to increase 
somewhat both for the hemispherical and conical projectile. 
 
 
 
Fig. 11. Measured distance–time and velocity–time curves to the projectile based on 
the high-speed camera images (some of the images are shown in Fig. 10). 
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Photographs of the target plates perforated in Fig. 12 are given in Fig. 12(a)–(f). Front 
surfaces of the targets are shown in Fig. 12(a)–(c), while rear surfaces together with the 
corresponding projectiles and plugs are shown in Fig. 12(d)–(f). Blunt projectiles cause 
clean cuts, giving a sharp indentation of the target without any frontal bulge. A modest 
frontal bulge appears when hemispherical projectiles are used, while a distinct bulge is 
seen for conical projectiles. In the latter, petals are formed because of high 
circumferential tensile stresses in the bulge. The corresponding rear sides exhibit a 
somewhat similar behaviour. A modest and smooth bulge is obtained for blunt 
projectiles, and the punched plug is almost cylindrical with a diameter equal to the nose 
diameter of the deformed projectile. The bulge for hemispherical projectiles is more 
irregular and unsymmetrical. The plug is torn out of the target after severe thinning, 
indicating large tensile forces in the bulge at fracture. As for the frontal side, distinct 
bulging and petals are obtained for conical projectiles. All cavities in the targets are 
smooth and uniform, irrespective of the projectile nose shape. As indicated in Tables 1–
3, the diameter of the cavity for blunt projectiles is increasing towards the rear side, 
while for hemispherical and conical projectiles the diameter is reduced. Note also that 
the rear side diameter of the cavity for hemispherical and conical projectiles is smaller 
than the initial diameter of the projectile. This indicates considerable elastic 
deformation and rebound of the target after perforation. Elastic deformations and 
rebound were also obtained for blunt projectiles, but the effect of these phenomena in 
the penetration problem is assumed as small. 
 
 
Fig. 12. Details of some targets, projectiles and plugs after the test. 
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Cross-sections of the target plates perforated in Fig. 10 are shown in Fig. 13. These 
pictures reveal the differences in plastic flow around the projectile nose during impact. 
Limited plastic deformation of the target plate seems to appear outside the localised 
shear zone for blunt projectiles, while the plastic deformation in the vicinity of the 
penetrating projectile using a conical nose is considerable. In the latter, the moving 
projectile pushes the material aside radially. This results in a plastic flow field where the 
material flows either upwards into a frontal bulge or downwards into a rear side bulge, 
instead of forming a plug. It seems reasonable that more plastic work is needed for this 
operation than to just shear a plug out of the target. The behaviour of hemispherical 
projectiles seems to be somewhere in between these two extremes. 
 
 
 
Fig. 13. Cross-sections of target plates perforated by (a) blunt, (b) hemispherical and (c) 
conical projectiles. 
As said, conical projectiles penetrate the target by ductile hole deformation. Thus as 
the impact velocity is increased, the velocity drop (difference between initial speed and 
residual speed) decreases. Therefore, when comparing blunt, hemispherical, and conical 
curves in Fig. 9, it is found that conical projectiles require less energy to perforate the 
target plate when high impact velocity and also this is the shape that suffers less 
deformation. 
It is also important to refer to the friction effects. This will be a key parameter when 
modelling. While these can be neglected for blunt projectiles, they seem to have a small 
effect in both conical and hemispherical. According to Ravid and Bodner [18] a dynamic 
friction coefficient of 0.1 is proposed in the literature for metal working operations. A 
lower value of 0.05 should be used for the lateral surfaces in impact situations due to 
the higher velocities and temperatures. Zukas et al. [20] indicated an even lower value. 
He suggested a dynamic friction coefficient of 0.01 for ballistic impact involving metal to 
metal surfaces. 
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Then, some conclusions can be extracted from all this experimental results: 
 
 The ballistic limit velocity of the target plate is severely affected by the nose 
shape of the projectile under the given impact conditions. Hemispherical and 
conical projectiles give a ballistic limit velocity close to 300 m/s, while the 
ballistic limit velocity is only about 185 m/s for blunt projectiles. 
 Also, the residual velocity curves are influenced by projectile nose shape. For 
blunt and hemispherical projectiles, the residual velocity curves seem to 
coincide as the impact velocity becomes high compared to the ballistic limit. 
The residual velocity curve for conical projectiles, on the other hand, exceeds 
the other two at the highest impact velocities and becomes almost parallel to 
the residual velocity line. 
 The differences in ballistic limit velocities are attributed to the change in 
energy absorption and failure mode of the target with projectile nose shape. It 
appears that both local and global deformations in the target are largest for 
conical projectiles, followed by hemispherical and blunt projectiles, in that 
order. 
 From sectioned target plates, it is revealed that sliding frictional effects can be 
neglected for blunt projectiles. However, small frictional effects seem to be 
present for conical and hemispherical projectiles, and should be accounted for 
in finite element simulations. 
 
4.3 Blunt, hemispherical and conical projectile nose shape 
 
Reached this point and well aware of the complexity of the study’s final objective, it is 
decided to simplify the analysis and numerical simulation by focusing on one of this 
three projectile nose shapes, with its related experimental data. Therefore, the model 
that will be carried on will be limited by one given input or conditions (such as the 
projectile: material, mass, nose shape, etc.; the velocity; the temperature; or the 
disposal of the experiment: shooting distance, plate dimensions, etc.) in which we have 
experimental data on the output. 
As it has been seen in the previous chapters, T. Børvik’s study encompasses this three 
different projectile nose shapes, and it has been learned that this variable severely 
affects the response of the target structure. Blunt projectiles normally cause failure by 
shear plugging, conical projectiles tend to give petaling in thin plates and ductile hole 
enlargement in thicker plates, while hemispherical projectiles seem to give failure by 
tensile stretching after severe indentation and thinning of the target plate. 
Also, different ballistic limit velocities have been observed for each projectile shape. 
While both the hemispherical and the conical ones have a 𝑣bl ≃ 290m/s the blunt one 
starts perforation with a 𝑣bl ≃ 185m/s. Then, as initial velocity is increased, the curves 
approach each other (Fig. 9), and this decreases the relevance the projectile shape has 
in the output (in this case the residual velocity 𝑣r). Remember this is mainly because 
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blunt projectiles cause failure by plugging, and an almost circular plug is ejected from 
the target.  
Taking all this into account, it seems there is not much significant complexity related to 
any of the three projectile nose shapes. One of them has to be chosen to proceed, and 
the conical is the elected one. The velocity range of this shape experiments are not too 
high, and also it is interesting to avoid failure by either shear plugging or tensile 
stretching, directly related with blunt and hemispherical nose shapes. Also shear 
banding is highly influenced by mesh density, so it was better to consider conical 
geometry to get rid of that for a first approach. 
Therefore, the next chapters will be focused on the numerical simulation of the conical 
projectiles experimental data. 
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PART II: Numerical Simulation 
 
5 Introducing the model 
T. Børvik used in his simulations a coupled computational model of viscoelasticity and 
ductile damage used to predict material behaviour under projectile impact loading. His 
model was based on work by Johnson and Cook, Camacho and Ortiz and Lemaitre [22]. 
It included linear thermoelasticity, the von Mises yield criterion, the associated flow 
rule, isotropic strain hardening, strain rate hardening, softening due to adiabatic 
heating, softening due to isotropic damage evolution, and finally a failure criterion. 
 Using T. Børvik’s paper as a main guide, and recalling into the fact that he simulated 
with LS-DYNA, the modelling process could be started. Also some tips were extracted 
from the literature review, which from all of those the most remarkable one is the 
extended use of Johnson-Cook for structural impact. 
 
5.1 Constitutive relation 
Our model was based on linear elasticity then thermoviscoplasticity described by JC 
constitutive law. As some of these behaviour laws are not that common, an attempt to 
describe at least the Johnson-Cook law will be made. For linear thermoelasticity it is 
referred to the manuals of ABAQUS [36]. 
The Johnson-Cook plasticity model is a particular type of Mises plasticity model with 
analytical forms of the hardening law and rate dependence. It is suitable for high-strain-
rate deformation of many materials, including most metals. Can be used in conjunction 
with the Johnson-Cook dynamic failure model, with the tensile failure model to model 
tensile spall or a pressure cut-off, or with progressive damage and failure models (to 
specify different damage initiation criteria and damage evolution laws that allow for the 
progressive degradation of the material stiffness and the removal of elements from the 
mesh). It must be used in conjunction with either the linear elastic material model or the 
equation of state material model. A Mises yield surface with associated flow is used in 
the Johnson-Cook plasticity model. 
The combination of Johnson-Cook hardening and strain rate dependence [36] defines 
the yield stress as: 
?̅? = [𝐴 + 𝐵(𝜀̅𝑝𝑙)
𝑛
] [1 + 𝐶 ln (
(?̇̅?𝑝𝑙)
?̇?0
)] (1 − 𝜃𝑚).    (2) 
where 𝜀𝑝𝑙 is the equivalent plastic strain and A, B, n and m are material parameters 
measured at or below the transition temperature, 𝜃𝑡𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛. 𝜃 is the non-dimensional 
temperature defined as: 
𝜃 = {
0    𝑓𝑜𝑟 𝜃 < 𝜃𝑡𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛                  
𝜃 − 𝜃𝑡𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛)/(𝜃𝑚𝑒𝑙𝑡 − 𝜃𝑡𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛)    𝑓𝑜𝑟 𝜃𝑡𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛 ≤ 𝜃 ≤ 𝜃𝑚𝑒𝑙𝑡
1    𝑓𝑜𝑟 𝜃 > 𝜃𝑚𝑒𝑙𝑡                         
          (3) 
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Where 𝜃 is the current temperature, 𝜃𝑚𝑒𝑙𝑡 is the melting temperature, and 
𝜃𝑡𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛 the transition temperature defined as the one at or below which there is no 
temperature dependence on the expression of the yield stress. 
And where parameters defining Johnson-Cook rate dependence in the model are: 
 ?̅? = yield stress at nonzero strain rate; 
 𝜀̅̇𝑝𝑙 = equivalent plastic strain rate; 
 𝜀0̇ and C are material parameters  
All the material parameters must be measured at or below the transition temperature. 
As part of the metal plasticity material definition, the values of A, B, n, m, 𝜃𝑚𝑒𝑙𝑡, and 
𝜃𝑡𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛 as well as the values C and 𝜀0̇ defining Johnson-Cook’s rate dependence, are 
given in Table 6, chapter 5.4. 
 
5.2 Damage Law 
Johnson-Cook dynamic failure [36] is suitable only for high-strain-rate deformation of 
metals. It is based on the value of the equivalent plastic strain at element integration 
points; failure is assumed to occur when the damage parameter exceeds 1. The damage 
parameter, ω, is defined as 
𝜔 =  ∑ (
∆?̅?𝑝𝑙
?̅?𝑓
𝑝𝑙 ) ,       (4) 
where ∆𝜀̅𝑝𝑙 is an increment of the equivalent plastic strain, 𝜀?̅?
𝑝𝑙
  is the strain at failure, 
and the summation is performed over all increments in the analysis. The strain at failure, 
𝜀?̅?
𝑝𝑙
 , is assumed to be dependent on a nondimensional plastic strain rate,   ?̇̅?𝑝𝑙/𝜀0̇ ; a 
dimensionless pressure-deviatoric stress ratio, 𝑝/𝑞  (where p is the pressure stress and q 
is the Mises stress); and the nondimensional temperature, 𝜃, defined earlier in the 
Johnson-Cook hardening model. The dependencies are assumed to be separable and are 
of the form 
𝜀?̅?
𝑝𝑙 = [𝐷1 + 𝐷2
(𝐷3 
𝑝
𝑞
)
] [1 + 𝐷4 𝑙𝑛 (
?̇̅?𝑝𝑙
?̇?0
)] (1 + 𝐷5?̂?),    (5) 
where D1–D5  are failure parameters measured at or below the transition temperature,  
𝜃𝑡𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛 and 𝜀0̇ is the reference strain rate. The values of D1–D5 used to define the 
Johnson-Cook dynamic failure model can be found in Table 6. 
 
5.3 Other inputs 
Finally, the temperature increase of the experiment is based on the empirical 
assumption that 90% of the plastic work under adiabatic conditions is dissipated as heat. 
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Any heat transfer with surroundings is neglected in this model. This is modelled through 
the inelastic heat fraction α. Inelastic heat fractions are typically used in the simulation 
of high-speed manufacturing processes involving large amounts of inelastic strain, 
where the heating of the material caused by its deformation significantly influences 
temperature-dependent material properties. The generated heat is treated as a 
volumetric heat flux source term in the heat balance equation. The value of α used for 
the simulations can be also found in Table 6. 
It is also worth to comment on some additional parameters requested for these 
simulations above the standard output identifiers. It is the case of STATUS variable. The 
status of an element is 1.0 if the element is active and 0.0 if the element is not. In 
ABAQUS elements which have reached complete failure (σ=0) are called inactive 
elements, and their STATUS value is 0.0. This parameter helped when visualizing a 
simulation, as it allows to “make disappear” the non-active elements that are too 
distorted and which consequently blinded the results. 
 
5.4 First simulations 
Simplifying the model is a quite common practice to approach a complex numerical 
simulation problem. This can easily be done by removing or simplifying the inputs that 
most affect to the computational time (CPU). High mesh density, adaptive meshing or 
damage laws are some of them. On the other hand, there were also other parameters 
that could be fixed from the very beginning, such as the geometry, the element type, the 
mesh type or the boundary conditions. 
This first model used fixed element meshes. These are still the most used discretisation 
method in finite element simulations, and such meshes are known to be both accurate 
and robust for problems involving small to moderate deformations [14]. Due to the 
symmetries of the problem, a fixed mesh of 4-node 2D axisymmetric elements with one 
point integration seemed to be the wiser election. Also, explicit, linear and coupled 
temperature displacement is the element type chosen due to the requirements of the 
experiment. The plot of the initial configuration, showing a part of the target plate and 
the projectile nose just prior to impact with its initial and boundary conditions, and 
defining “Y” as the axis of symmetry, is shown in Fig. 14.  
The target consists of two parts with identical properties but with different mesh size. 
Recall from the experimental part of the study that the circular target plate has a 
nominal thickness of 12mm and a diameter of 500 mm, while the nominal mass and 
diameter of the hardened projectile were 0.197 kg and 20 mm, respectively, in all tests. 
The exact geometry of the conical shape is shown in Fig 7 of the Part I of the study. In 
each run, the target plate was fully clamped at the support (in R=250mm), while the 
projectile was given an initial velocity 𝑣i similar to the one used in the corresponding 
experiment. For these first simulations, the initial size of the smallest element in the 
impact region was 0.8x1mm2 in “Y” and “R” direction, respectively, giving a total of 15 
elements over the target thickness. Owing to the relatively large elements, this 
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configuration resulted in a total of 600 of them for the target plate. Contact was                
. 
 
Fig. 14. Plot of the initial configuration. The plate has been shortened for the sketch 
 
modelled using an automatic 2D single surface kinematic formulation available in 
ABAQUS. In accordance with the experimental observations in Part I of the paper a small 
dynamic Coulomb’s frictional coefficient of 0.05 was assumed between all surfaces in 
contact. The weighting factor is settled in 1.0, which means that the first surface (bullet 
surface) is the master surface, and can penetrate the second one. 
Also the boundary conditions were settled from the very beginning. The exterior face 
of the target plate (R=250mm) was fixed in both directions, the initial temperature of 
the experiment (293 K) and the initial velocity of the bullet in its longitudinal direction, 
which had to be the only variable condition. 
Regarding the material properties, four different types of tensile tests are required to 
identify the material constants used in the model. Quasi-static tensile tests are used to 
identify the elastic constants E and n; and the yield stress A of the material. Notched-
specimen tensile tests are used to define the strain hardening constants B and n; and 
the fracture strain constants D1; D2 and D3: Dynamic tensile tests give the viscoplastic 
constant C and the fracture strain constant D4: Tensile tests at elevated temperatures 
provide the constants m and D5; defining the temperature effect on the stress–strain 
curve and on the fracture strain, respectively. For simplicity, the projectile is modelled as 
a bilinear elastic–plastic strain rate-independent von Mises material with isotropic 
hardening, and quasi-static tensile tests were carried out on specimens machined 
directly from hardened projectiles in order to identify the material constants. All details 
regarding the model, material tests and calibration procedure can be found in Børvik et 
al. [3,13]. If not otherwise stated in the text, the model constants listed in Table 6 for the 
target material of Weldox 460 E steel and in Table 7 for the projectile material of 
hardened Arne tool steel are used in all simulations. 
R 
Y 𝒗𝒊 
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So, for this first set of simulations (Table 5): 
Table 5: First model input parameters 
Geometry    2D axisymmetric 
Mesh     
Element type 
 
   
CAX4RT: A 4-node thermally coupled axisymmetric 
quadrilateral, bilinear displacement and temperature, 
reduced integration and hourglass control 
Mesh controls   Quad node structured mesh 
Seed size   15 element target thickness 
Interaction properties   
 Contact   Kinematic 
Weighing factor   1.0 
Frictional coefficient   0.05 
Loads     
Boundary condition   Fixed plate in both directions at R=250mm 
Predefined condition   Initial bullet velocity (variable input) 
Predefined condition   Initial temperature = 293K 
Damage evolution   NO 
ALE method   NO 
 
 
Table 6: Material constants for Weldox 460 E Steel [3,13] 
Elastic Constants and density                  Yield stress and strain hardening           
E(Gpa) v p (kg/m3) A (Mpa) B (Mpa) n 
200 0.33 7850 490 807 0.73 
Adiabatic heating and temperature softening 
Cp (J/kgK) a a (1/K) θmelt (K) θtransition (K)      m 
452 0.9 1.1x10-5 1800 293 0.94 
Strain rate dependance                   
p0,r0,(1/s) C       
5x10-4 0.0114       
Fracture strain constants                                                                                                         
D1 D2 D3 D4 D5 
-5.0388 6.6198 -0.0774 -0.015 0 
 
 
Table 7: Material constants for hardened Arne tool-steel [3,13] 
E(Gpa) v p (kg/m3) 
200 0.33 7850 
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5.5 Comments on first simulations 
Although these first results were quite encouraging, it is easy to note that the model 
itself is missing some primordial inputs. Recall from the above chapter that both the 
damage law and the failure model are not yet introduced, and it is also quite notable 
that the meshing can be improved. 
The following paragraphs summarize the main insights of the tests. Comments are 
based on the plot of the velocity in horizontal direction and subsequently in the 
deformation plot. In order to appreciate how good or accurate were this first set of 
results, plotting 𝑣 in “Y” direction seemed to be the right output choice. Note that it is a 
symmetry what has been plotted, recall from Fig. 14 that only half of the model is 
computed. 
 
         
 
       
Fig. 15.Sequence of one of the first simulations with 𝑣i =300m/s 
 
t=0µs t=25µs 
t=160µs t=253µs 
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Fig. 15 captures a succession of a simulated penetration with 𝑣i = 300m/s, from the 
moment just prior to impact (defined as t=0µs) down to the final position of the bullet 
(in this case determined by termination error). Complete penetration for these first 
simulations was unlikely to happen as damage was not introduced yet. The lack of this 
law caused a premature termination of the analysis due to inacceptable element 
distortion.  
It can be easily seen that the first problems appear as soon as the tip of the bullet 
contacts the target plate (t=25µs). Here, incongruences take place: some of the 
elements of the bullet are literally going through its elements. By t=160µs a few them 
are so distorted that they become a line. Those can be seen along the surface of the 
bullet in the form of thick black lines. Not so easy to note is the fact that the target plate 
shape does not seem to be matching with the experimental results, as no petals are 
forming on its frontal face (see t=160µs and t=253µs) as it happens in Fig. 13 of Part I. 
Finally at t=253µs, and although the bullet was almost stopped, those elements were so 
distorted that caused a termination of the analysis. 
However, as said, this was the first approach and its results were nevertheless 
inspiring. In light of these it was decided that the model was ready to handle damage 
and ready to start investigating the final parameters of the model.  
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6 Towards the final model 
6.1  Mesh 
The initial size of the smallest element in the impact region in the previous simulations 
was 0.8x1mm2 in “Y” and “R” direction, respectively, giving a total of 15 elements over 
the target thickness. Well, for the final model up to 60, as T. Børvik suggested, or 120 
elements along thickness were proposed, reducing the smallest part down to 
0.2x0.25mm2 or 0.1x0.14mm2, respectively (Fig. 16). In order to reduce the 
computational time, which is affected both by the element size and number, the mesh 
was somewhat coarsened towards the boundary, as in the first model. Owing to this 
coarsening, the total number of elements in the target plate was never more than about 
18,000 in the simulations. 
 
  
      
 
 
 
 
 
 
 
 
Fig. 16. 60 and 120 element thickness target mesh 
 
6.2 Damage modelling 
6.2.1 T. Børvik’s proposition 
This was the big challenge of the simulation. T. Børvik proposed a model in which the 
equivalent von Mises stress σeq is given as [16] 
𝜎𝑒𝑞 = [1 − 𝐷][𝑎 + 𝐵𝑟
𝑛][1 + ṙ∗]𝐶[1 − 𝑇∗𝑚],     (5) 
where D is the damage variable; A; B; C; n and m are material constants; r is the 
damage accumulated plastic strain given as ṙ = (1 − 𝐷)ṗ where p is the accumulated 
60 Element 
Thickness 
120 Element 
Thickness 
Bullet tip 
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plastic strain [9]; ṙ∗ = ṙ/ṙ0  is a dimensionless strain rate, and ṙ0  is a reference strain 
rate; ṙ0  𝑇
∗ = (𝑇 − 𝑇0)/(𝑇𝑚 − 𝑇0) is the homologous temperature, where T is the 
absolute temperature, T0 is the room temperature and Tm is the melting temperature of 
the target material, respectively. The damage variable D takes values between 0 
(undamaged) and 1 (fully broken). However, the critical value of damage is found to be 
<1. Hence, fracture occurs when 
𝐷 = 𝐷𝐶 ≤ 1         (5) 
A damage evolution rule is proposed as 
Ḋ = {  
  0                 𝑤ℎ𝑒𝑛 𝑝 < 𝑝𝑑     
𝐷𝐶
𝑝𝑓−𝑝𝑑
?̇?         𝑤ℎ𝑒𝑛 𝑝 ≥ 𝑝𝑑
              (6) 
where DC is the critical damage, ṗ is the plastic strain rate, pd is the damage threshold 
and pf is a fracture strain depending on stress triaxiality, strain rate and temperature 
which depends on D1-D5 material constants, the stress triaxiality ratio σ
*= σm/σeq, being 
σm the mean stress. 
However, DC and pd are LS-DYNA parameters, while ABAQUS uses others. ABAQUS 
damage evolution can be only defined by the maximum node displacement or by the 
energy release rate parameters. It was found interesting to proceed with the second 
one, as for 2-dimensional problems it is directly related with the fracture toughness by a 
simple equation, and this last parameter can be easily approached by taking it from 
common steel tables.  
 
6.2.2 Strain energy release rate and Fracture toughness 
 The strain energy release rate (or simply energy release rate) is the energy dissipated 
during fracture per unit of newly created fracture surface area. This quantity is central to 
fracture mechanics because the energy that must be supplied to a crack tip for it to 
grow must be balanced by the amount of energy dissipated due to the formation of new 
surfaces and other dissipative processes such as plasticity [37]. 
For the purposes of calculation, the energy release rate is defined as 
𝐺 ≔ −
𝜕(𝑈−𝑉)
𝜕𝐴
                 (7) 
where U is the potential energy available for crack growth, V is the work associated with 
any external forces acting, and A is the crack area (crack length for two-dimensional 
problems). The units of G are J/m2. 
The energy release rate failure criterion states that a crack will grow when the 
available energy release rate G is greater than or equal to a critical value Gc 
𝐺 ≥ 𝐺𝑐                       (8) 
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 The quantity Gc is the fracture energy and is considered to be a material property 
which is independent of the applied loads and the geometry of the body. 
On the other hand, for two-dimensional problems (plane stress, plane strain, antiplane 
shear) there are two ways of applying a force to enable a crack to propagate: Mode I 
fracture and Mode II fracture. The first one applies a tensile stress normal to the plane 
of the crack while the second one applies a shear stress acting parallel to the plane of 
the crack and perpendicular to the crack front (see Fig. 17). They are also called 
“opening mode” and “sliding mode”, respectively. 
 
 
  
Fig. 17. Fracture mechanics: Mode I and Mode II. 
 
The mode I stress intensity factor (KI) is directly related to the energy release rate (G) 
by 
𝐺 =
𝐾𝐼
2
𝐸′
                        (9) 
 where E is the Young's modulus and E'=E for plane stress and E' = E/(1- v) for plane 
strain. Therefore the energy release rate failure criterion may also be expressed as 
  𝐾𝐼 ≥ 𝐾𝐼𝑐           (10) 
where KIc is the mode I fracture toughness. 
Due to the nature of the experiment, it seems that KIIC would better describe the 
failure behaviour (see Fig. 17), but as this parameter is difficult and expensive to 
determine its value is not available in the open literature. Then, from tables it is found 
that fracture toughness for static common steel at room temperature is KIc=50 MPa·m
1/2 
[38]. Thus, Gc can be found following the inverse procedure. From this point the values 
DC and pd of T. Børvik are simulated as Gc=16kJ/m
2. Fig. 18. helps this concepts 
graphically. The undamaged response is the constitutive behavior that would have if no 
damage law is added (first model). A is the damage initiation point, while B is the choice 
of element removal one. Then, we call damage evolution to the A-B path, and the area 
below it is Gc.  
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Fig. 18. Steel stress-strain curve  
 
6.3 Interaction 
Another criterion which was further revised was the automatic 2D single surface 
contact formulation. Although our first simulations ran with the kinematic contact 
formulation, the penalty contact was also taken into consideration as it was the one 
chosen by T. Børvik in his paper. Several attempts were made to achieve coherent 
results with it, such as modifying damage parameters, introducing the ALE method 
(which will be explained in detail later) or varying the mesh, but all ended with the same 
result: the bullet tip elements seemed to go through the ones in the impact region, see 
Fig. 19. Also can be noticed that elements do not present any resistance to be 
penetrated as the bullet keeps invariable its initial velocity (𝑣i  = 300m/s). In all of them 
the frictional coefficient of 0.05 was maintained. In light of these results, penalty 
method was discarded and thus kinematic became the chosen contact formulation for 
the problem. 
 
         
Fig. 19. Velocity plot in t=32µs and in t=40 µs, respectively, of a simulation using automatic 2D 
single surface penalty formulation and 0.05 frictional coefficient. 
Gc 
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6.4 Final adjustments 
Reached this point the model had already this first approach of damage introduced, 
and the kinematic contact formulation fixed. Some tests were run in order to check the 
mesh size effect in the response, and no significant difference was found. It is always 
important to know that the output has not mesh sensivity. Hence, the simulation 
proceeded with the 60 element thickness mesh as the 120 one increased the CPU time 
from 20 to 50 minutes. 
However, the simulation results were not really matching with experimental ones. 
Simulated residual velocities appeared to be much higher than they should be: around 
25% deviation for the ballistic limit velocity and differences up to 140m/s for the SC5 
simulation. It seemed the bullet penetrated the target too easily. To solve this, the only 
parameter that could be modified to affect the penetration resistance was the energy 
release rate Gc, for two reasons. The most important one is that Gc was pulled out from 
generic steel tables, in a given conditions. These conditions are not maintained during 
the experiment and therefore the value of Gc is a mere approach. The second reason is 
quite obvious: it affects severely the penetration resistance of the target plate. 
Nevertheless, the model was unable to handle nothing above Gc > 20kJ/m
2, and as it 
slightly improved the results it was decided to take for good this value of energy release 
rate Gc = 20kJ/m
2. 
Also, numerical problems occurred for high initial velocities simulations (i.e. 
𝑣i>380m/s) using the fixed 60 element thickness mesh and the parameters and 
conditions mentioned above. Owing to the severe hydrostatic compression of the 
elements just in front of the nose tip, the actual fracture strain, which is a function of 
the stress triaxiality ratio, increased dramatically. This delayed the damage evolution 
process and consequently the erosion of damaged elements. As a final result, the upper 
nodes in a critical element penetrated the lower nodes, giving a negative element 
volume and subsequently an error termination of the simulation. In an attempt to avoid 
this problem, adding the ALE method had to be considered. 
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6.5 The ALE method 
One of the main challenges of dealing with large deformation problems is the severe 
mesh distortion. This is particularly true for deep penetration problems. The ALE method 
(Arbitrary Lagrangian-Eulerian) tackles the problem by separating the mesh 
displacements from the material displacements so that the mesh remains optimal 
during the loading procedure. In other words, consists in giving the finite element mesh 
an arbitrary movement in such a way that the mesh continues to be a partition of the 
considered subdomain accounting for its movement in time [35]. It is graphically 
explained in Fig. 20. 
 
 
Fig. 20. ALE mesh motion scheme [35] 
 
An ALE adaptive mesh domain with a frequency of 5 and 3 remeshing sweeps per 
increment was introduced for the impact region of the target plate. These parameters 
were chosen after doing some research on the typical ALE parameters in metal 
penetration problems [21]. This time the simulation was completed without any error 
and also decreased around a 15% the CPU time of the previous models. This happens 
because although ALE is more computing demanding, elements are less distorted and 
the time increment is therefore larger. But also there were found some inconveniences 
in this last model: the elements of the impact region seemed to reach failure too easily, 
allowing the bullet pass through them with less resistance than in the previous 
simulations. This suspicion was confirmed by comparing the residual velocity 𝑣r of two 
exact models except for the ALE method (one with and another without it). It seems that 
combining ALE method with damage usually does not provide reliable results. In this 
case, it severely affected the response, with a 𝑣r around a 10% above the 𝑣r resultant for 
the simulation without ALE formulation.  
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6.6 Final model parameters 
With ALE method discarded, the premature termination of the simulations problem for 
initial velocities 𝑣i >380m/s was on the table again. After running more than 30 
simulations and going forward and backwards it was found that by doubling the number 
of elements along thickness of the target plate (up to 120), the model succeeded to 
finish for an impact velocity up to 500m/s. 
Reached this point, and gathering both the agreed parameters of the first model with 
this second round of tests, the most reliable set of simulations were found to be 
configured as follows (Table 8): 
Table 8: Final model input parameters 
Geometry    2D axisymmetric 
Mesh     
Element type 
 
   
CAX4RT: A 4-node thermally coupled axisymmetric 
quadrilateral, bilinear displacement and temperature, 
reduced integration and hourglass control 
Mesh controls   Quad node structured mesh 
Seed size   120 element target thickness 
Interaction properties   
 Contact   Kinematic 
Weighing factor   1.0 
Frictional coefficient   0.05 
Loads     
Boundary condition   Fixed plate in both directions at R=250mm 
Predefined condition   Initial bullet velocity (variable input) 
Predefined condition   Initial temperature = 293K 
Damage evolution   Gc=20kJ/m2 
ALE method   NO 
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PART III: Final results 
7 Final results and discussion 
Numerical results from simulations are given in Table 9. Here, to easily link the 
experimental tests with its exact simulations a specific nomenclature has been used. 
Then “S” is used for simulation; “C + number” refers to the experimental tests (Table 1, 
Part I); “HV” means high velocity and finally “BL” is used for ballistic limit. For example, 
SC5 would refer to the exact simulation of the experimental test C5 (𝑣i =280.9m/s). Also, 
to compare the computational demand of each simulation the mean CPU/step was 
created. This criteria is the result of dividing its CPU between the time simulated (which 
is different for each run): CPU/step=2.7 means that 2.7 seconds are necessary to 
compute 1µs of the simulation.  
The computed residual projectile velocities from Table 9 were also inserted into the 
Recht–Ipson [9] model, given in Eq. (1) in Part I, and the method of least squares was 
used to estimate the model constants a and p. For best accuracy the ballistic limit 
velocity was found by proof-error using the numerical model: the low CPU allowed 
finding 𝑣bl manually. An error below 1% was achieved by running 8 different simulations 
with different 𝑣i. In Table 10, 𝑣bl, a, and p values are given together with their 
corresponding experimental values.  
Table 9 
Conical projectiles - numerical results  
# 𝒗𝒊 𝒗𝒓 𝒕𝒇
𝒂 𝑬𝒍𝒇 𝐂𝐏𝐔 𝐂𝐏𝐔/𝐬𝐭𝐞𝐩
𝒂 
 (m/s) (m/s) (µs) (-) (min) (s) 
SHV 500.0 440 27 7,267 16.8 3.8 
SC7 405.7 327 33 7,082 27.9 4.6 
SC4 355.6 262 38 7,049 60.0 3.6 
SC2 317.9 205 42 6,982 23.2 2.5 
SC6 300.3 173 45 6,915 36.0 3.3 
SC5 280.9 135 48 6,892 45.8 2.7 
SC1 
SBL 
248.7 
241 
53 
0 
53 
- 
6,802 
6,623 
45.4 
44.1 
2.7 
  2.6 
SC3 206.9 0 - 5,239 47.4 2.8 
a
 Time to compute one step (1µs) of the simulation  
 
While the experimental ballistic limit velocity is 290.6 m/s, the corresponding 
numerical value is 240.5 m/s, i.e. a deviation of 20%. Despite of this, the agreement with 
the experimental results is quite good, as a really similar trend is achieved. This trend is 
represented by a and p constants values, while the origin in abscises is defined by 𝑣bl. 
Direct comparisons between numerical and experimental residual velocity curves are 
shown in Fig. 21. Although the main trend is achieved, the difference between the 
experimental and numerical ballistic limit velocity causes a shift of the simulation curve 
to the left. For this reason, the approach is quite inaccurate for initial velocities under 
the experimental ballistic limit velocity (𝑣i < 𝑣blexp). On the other hand, for impact 
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velocities above that point the error decreases significantly, until reaching an 1,5% 
deviation for the SC7 simulation.  
As stated, the ballistic limit was found by proof-error method. A first approximation 
could be found with the 60 element thickness model, in which with a 𝑣i = 243m/s the 
bullet got stuck on the plate and required around 20 minutes of CPU, and then it was 
refined using the final model (120 element thickness). With a 𝑣i=241m/s the bullet could 
pierce the target and with 𝑣i =240m/s could not, thus following the rule proposed by 
Retch-Ipson [9], 𝑣bl =240.5m/s. Fig. 22 is a capture of the final position of the SBL (Table 
9) run. Recall from Part I: a given projectile will not pierce the back face of the target 
plate when impact velocity is lower than the ballistic limit. This means that a projectile 
can have a residual velocity 𝑣r=0 but being its velocity slightly above the ballistic limit 
velocity.  
 
 
Fig. 21. Comparison of residual velocity curves from experimental and numerical simulations 
 
 
 
 
Table 10. Experimentally obtained ballistic limit velocities and curves 
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Fig. 22. SBL numerical simulation: final position of a bullet shot at 𝑣i=241m/s. Note: 
visualization with a 90ocounterclockwise rotation.  
Plots showing perforation of the target plate at an impact velocity above the ballistic 
limit are shown in Fig. 23. Here, fringes of accumulated damage are plotted on the 
deformed mesh. These plots clearly demonstrated that the numerical model 
qualitatively captures the overall physical behaviour of the target plate during 
penetration and perforation. 
       
                t=5µs         t=17µs          t=44µs  
                             . 
      t=58µs 
Fig. 23. Perforation of the target plate, simulation SC6, plotted as fringes of Johnson-Cook 
damage where red indicates failure starting point. 
41 
 
Going along with this topic also a comparison between experimental and the 
numerical final cross-section for the experiment C6 (𝑣i =300.3m/s) was done. There is 
good shape agreement, although it as it can be seen in Fig. 24 the simulated section has 
slightly less material than the experimental one. This can suggest that material is failing 
too easily during the simulation of penetration, and it is in accordance with the lower 
ballistic limit obtained numerically. 
 
Fig. 24. Local cross-section performed plate from experiment 6C (𝑣I =300.3m/s) compared to its 
simulation (run 5S). Grey fringe colour indicates a plastic strain above 50%. 
 
Many elements are eroded and eliminated in these simulations. The lower the fracture 
strain becomes the more elements are eroded. Consequently, the projectiles erode the 
material in front of the nose instead of pushing it out laterally as seen experimentally, 
and neither conservation of mass nor energy is achieved. This is shown in Fig. 25: 
STATUS output is plotted, and indicates that the elements in the red fringe have failed 
during the penetration. 
For this simulation in particular, SC6, a rough calculation of the lost mass was done. 
Combining the number of failed elements (𝐸𝑙𝑓 = 6,915) and the surface of each one 
(0.014mm2) results in a total surface of 96.8mm2 of eliminated material. This can be 
calculated by assuming that the elements individual surface does not change in all 
simulation. Then, using 2D axisymmetric symmetries and knowing also the plate 
thickness we can simplify the shape of the failed elements to a cylinder 12mm in height 
and 96.8/12=8.06mm radius (see figure 26). This is traduced in approximately 19.22g of 
mass loss during the simulation (it will be a little bit more than that as the simplification 
gathers the entire eliminated surface near the revolution axis). The value of the lost 
mass in the simulation is not that important as realising the fact that from the 100% 
section that the bullet perforates only 35% of the material is pushed aside while the 
remaining 65% is eliminated due failure. Although these percentages are illustrative (the 
calculations are an approximation), give clear evidence that the model is somewhat not 
well defined in damage evolution terms. 
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Fig. 25. Deleted elements for simulation S5 (𝑣i =300.3m/s). Red fringe indicate failed elements. 
 
 
                    
 
Fig 26 Simplifications for the calculations of the failed mass. From the 2D symmetry to the 3D 
approximation. 
8.06mm 
12mm 
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Comparing the number of elements failed (see Table 9) in a simulation versus its 
impact velocity gives a positive trend. This is coherent with the introduced damage 
evolution law: each element can handle a given energy and after reaching the limit fails, 
so it makes sense to have higher number of deleted elements for higher impact 
velocities as the projectile brings with it higher kinetic energy. 
 As demonstrated above, the main trend in the simulation is similar with the 
experimental one, thus it seems safe to compare numerical results and to draw 
qualitative conclusions based on them. Fig. 27 graphic compares projectile velocity-time 
and distance-time curves from SC6 simulation. Distance axis corresponds to depth 
measured from the initial position of the front face of the target plate, thus having a 
value of 0mm in the impact instant (t=0µs). On the curves, it can be stated that similar 
behaviour as the one measured based on the digital high-speed camera images is 
obtained (see Fig. 11 in Part I of the paper). That exact experimental data is combined in 
the graphic with the numerical one. Analysing the velocity curve can give some clues of 
what could be improved in the numerical model. A steep drop in the gradient is shown 
instants after the tip of the bullet nose pierces the plate in its back face. This is mainly 
because the bullet is trying to go through by opening an angle in it, and thus the 
material starts to flow aside and to be subjected to high compressions, which is 
traduced in an increase of the resultant force opposed to the movement implying also    
.  
 
Fig. 27. Experimental measures and numerical distance–time and velocity–time curves 
comparison, based on the experiment C6 and its simulation SC6. 
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higher frictional forces. The numerical model does not succeed to achieve this 
phenomenon as elements are deleted prematurely instead of being pushed aside; it can 
be clearly seen in Fig. 28. Here, some voids appear on the sides of the bullet, clearly 
demonstrating a non-physical behaviour. 
 
       
Fig. 28. Target plate voids during the penetration. Simulation SC6. 
 
It is also interesting to plot von Mises stress in “Y” direction. As shown in Fig. 29, 
compression waves appear just the moment after bullet-plate contact; these are plotted 
as black fringes. These are also present in the bullet, and in order to appreciate this 
phenomenon, a long simulation was run (4000µs simulation time and 3.20h of CPU) and 
the velocity of all the nodes in the back face of the bullet were plotted (see Fig. 30). As it 
is shown, bullet vibrations tended to fade but so slowly that it is hardly noticeable. In an 
improved model some damping could be introduced to avoid this phenomenon. 
 
 
Fig. 29. Plot of von Mises stress in the vertical direction. Black fringes indicate compression. 
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Fig. 30. Velocity plot of the bullet’s back face nodes in a run of 4000µs 
 
  
46 
 
8. Conclusions  
 
The use of computer codes to solve transient dynamic problems is today 
commonplace, and a large number of commercial FE codes exist. These codes are 
applied to problems ranging from fairly low to extremely high damage levels [22]. Thus, 
it becomes increasingly important to validate that code predictions correspond to the 
real physical behaviour of impacted structures. In this paper, only 9 different numerical 
simulations are reported, but to achieve this successful set of results around 40 CPU-
hours in 83 different simulations were necessary. The numerical results are compared 
with 7 different high-precision, large-scale impact tests (see Part I of the paper). In other 
words, both the numerical and experimental evidences are considerable, and this gives 
somewhat more confidence to the reported observations. 
In general, close correlation between numerical and experimental results is achieved. 
Although quantitative important parameters in the penetration problem such as ballistic 
limit velocity or residual projectile velocity have not a perfect prediction, qualitative 
results as the trend of residual velocity curve or the shape of the deformed target plate 
are really well predicted using numerical simulations. Hence, the computational 
methodology presented in this paper seems to work well for ductile targets perforated 
by deformable conical projectiles. The model is formulated within a Lagrangian 
framework, which has many advantages in ballistic penetration. Adaptive meshing 
option was tried but problems with its combination with damage evolution finally 
discarded this option. Some main conclusions from the simulations are given below: 
 Qualitatively, good correlation with the experimental results was obtained: the 
obtained residual velocity curve trend was in close agreement with the 
experimental results using a fixed element mesh and the material model 
proposed by Børvik et al. [3]. The curve results are very accurate for impact 
velocities above 360m/s, i.e less than 5% deviation. At the same time are less 
precise for a lower range, reaching a 20% deviation for the ballistic limit 
velocity. 
 High element distortion and some numerical problems for high impact 
velocities occurred when perforation was tried to be simulated using fixed 
mesh. In the first attempt of avoiding this problem, ALE method was 
introduced. The results described an unphysical behaviour as elements in the 
target plate seemed to fail too easily, due to ABAQUS difficulties to combine 
ALE method and damage law. 
 The lack of a reliable damage evolution parameter has been the most 
important challenge of this study. As a solution for this shortage, an approach 
value from tables has been taken as an hypothesis. This critical parameter 
might be the source of the model’s shortcomings. Elements in front of the 
nose tip of the projectile were mainly eroded instead of being pushed away 
laterally as observed experimentally. This caused, among other factors, the 
mentioned deviation between the experimental and numerical ballistic limit 
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velocity. It seems safe to suggest that increasing the damage evolution 
parameter would also increase the target plate’s resistance to penetration, 
and therefore achieve more quantitative correlation agreement with 
experimental data.  
 For the final model numerical problems occur when trying to simulate impact 
velocities above 500m/s. This is due to severe hydrostatic compression in front 
of the projectile nose tip, delaying the element erosion process and finally 
causing an error termination of the simulation.  
The final model achieved has many improvement points. Although as said, it 
succeeded in its main objective, has somehow failed to be both robust and 
quantitatively accurate. Upcoming studies on the same lines should focus in a precise 
damage evolution parametrization, in seeking a solution for the material flow problem 
and in making the model more robust. Also from the literature review it is noticed that 
adaptive meshing is the best option for conical projectiles: a solution to the combination 
of damage evolution with ALE method has to be found. Probably also the mesh density 
can be reduced: T. Børvik’s simulations are run with no more than 60 element thickness. 
Finally, it would be interesting to change the dimensional approach to 3D, to find out if 
the model is able to also succeed in describing asymmetrical phenomena such as 
petaling.    
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