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Resumen
En los últimos años ha ido cobrando protagonismo una rama de la física denominada
física de alta densidad de energía. El alcance y repercusión de este área de investigación
está incrementándose gracias al desarrollo de los dispositivos láser y otras herramientas.
Estos progresos han permitido reproducir condiciones extremas que tienen lugar en objetos
astronómicos. De forma que un sistema a escala de laboratorio pueda servir como modelo
para describir un fenómeno astrofísico.
El presente trabajo desarrolla un estudio de un blanco experimental para poder ana-
lizar un fenómeno que ocurre en la etapa final de la evolución de algunas estrellas, la
formación de discos de acrecimiento a su alrededor, constituidos de materia captada de
otro cuerpo celeste.
Para el diseño del modelo que represente el fenómeno antes descrito, se ha tomado
como base un artículo científico que evalúa diferentes blancos, con el fin de determinar
cual representa con mayor precisión el comportamiento y evolución de los discos de acre-
cimiento. Para este proyecto se ha seleccionado el diseño considerado más adecuado al
final del análisis de dicho artículo.
La simulación consiste básicamente en generar un flujo de plasma que choque con
un obstáculo, imitando el material procedente de los discos que cae en la superficie de
la estrella. El flujo de plasma se consigue a través de la interacción de un láser con la
materia. Se generará una onda de choque que transformará la materia a un estado de
plasma. Este se expandirá hasta topar con un obstáculo que simule ser la superficie de la
estrella.
Se realizan simulaciones del blanco utilizando el código de simulación ARWEN desa-
rrollado por el Instituto de Fusión Nuclear. El código ARWEN resuelve el modelo de
ecuaciones que describe el comportamiento de un plasma, mediante la discretización del
sistema objeto de estudio, dividiendo el sistema en celdas y resolviendo las ecuaciones
para cada una de ellas. Se usa un esquema de resolución con malla adaptativa que genera
un mallado diferente según la precisión requerida en cada zona.
Se ha llevado a cabo un análisis de la influencia de la energía del láser, el máximo nivel
de resolución utilizado en el mallado y la consideración de la radiación, en la evolución del
sistema. Las combinaciones de las variaciones de los parámetros antes descritos se resumen
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en doce simulaciones realizadas, en las que concretamente se evalúa la dependencia de la
onda de choque generada con dichos parámetros. Para ello se ha detectado la posición de
la onda en cada instante para cada simulación, y se ha calculado la velocidad de esta en
las diferentes regiones del sistema. Una vez conocidas las velocidades se ha observado la
variación de estas con los parámetros.
Como consecuencia de la evaluación exhaustiva de las velocidades de la onda de choque
en cada región del blanco, se ha podido determinar un método de predicción de la velocidad
de la onda de choque en función de la energía del láser. Así se puede conocer a priori la
energía necesaria para que se genere una onda de choque con una velocidad determinada
en una región del sistema.
Fruto de estos análisis también ha podido determinarse la independencia de la evolu-
ción del sistema con la radiación, lo que simplificaría futuros estudios al poder despreciar
esta y obtener los mismos resultados. Asimismo, han podido compararse diferentes esti-
maciones de las velocidades de las ondas de choque, concluyéndose que la velocidad de la
onda no es constante en una misma región. Por último, se ha podido suponer la resolución
mínima necesaria que debería aplicarse para la correcta definición de las simulaciones.
En resumen, mediante la simulación de un blanco ha podido representarse el compor-
tamiento de los discos de acrecimiento situados en torno a las estrellas, pudiendo realizarse
un profundo estudio de las ondas de choque generadas.
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Capítulo 1
Introducción
Este Trabajo de Fin de Grado desarrolla un estudio de la evolución de un plasma
producido a través de la aplicación de un láser.
Se ha trabajado con el código hidrodinámico con transporte de radiación ARWEN,
analizando distintos escenarios obtenidos de variaciones de parámetros, puediendo estu-
diar así su influencia.
Se ha realizado en el Instituto de Fusión Nuclear, tomando como punto de partida
otros proyectos y tesis, que se incluyen en este primer capítulo.
Asimismo, en este se explica la motivación del proyecto y sus objetivos.
1.1. Instituto de Fusión Nuclear
El proyecto se ha realizado en el Instituto de Fusión Nuclear (IFN) de la Universidad
Politécnica de Madrid (UPM).
El IFN es institución fundada en 1982, dedicada a la Investigación Nuclear tanto
en fusión como en fisión nuclear. Aunque principalmente enfocada en fusión nuclear, y
en particular en la Fusión por Confinamiento Inercial, un tema muy relacionado con el
presente proyecto.
El IFN destaca por su gran movilidad internacional con diferentes instituciones del
extranjero, entre otras, el Ecole Polytechnique Federal de Lausanne, el Soreq Nuclear
Center and Institute of Laser Engineering (ILE) of the University of Osaka o el Lawrence
Livermore National Laboratory.
1.2. Trabajos previos
Como se ha mencionado antes, este proyecto se desarrolla a continuación de otras
investigaciones y trabajos centrados en la modelización de plasmas.
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CAPÍTULO 1. INTRODUCCIÓN
La elaboración del presente trabajo se ha llevado a cabo a partir de los siguentes
proyectos y tesis.
Tesis doctoral de Manuel Cotelo Ferreiro.
Proyecto de Fin de Grado de Carlos Muñoz Pequeño.
Tesis doctoral de Francisco Ogando Serrano sobre el transporte de radiación.
Tesis doctoral de Eduardo Oliva sobre interacción del láser con la materia.
Proyecto desarrollado por Alberto García de la Varga sobre física atómica.
1.3. Motivación del proyecto
El proyecto permite desarrollar varias facetas a nivel académico. Por un lado, la for-
mación en temas con gran peso en la actualidad como es la fusión nuclear, comprendiendo
la evolución de la materia tras la irradiación con un láser, la formación de una onda de
choque, entre otros, y su posterior extrapolación a los fenómenos astrofísicos.
Por otro lado, a través del proyecto se podrá adquirir competencias técnicas como el uso
de herramientas informáticas. Gracias al uso del código ARWEN para realizar un estudio
de un blanco experimental. Además, es indispensable el empleo de un entorno Linux, el
uso de programas desarrollados en Phyton, y la conexión en remoto a un ordenador del
Instituto de Fusión.
Por último, ofrece la oportunidad de intepretar y evaluar los datos obtenidos en dichas
simulaciones, ayudando a potenciar la capacidad crítica y de análisis.
1.4. Objetivos
El principal propósito del proyecto es llevar a cabo el estudio de un blanco experimental
de astrofísica de laboratorio propuesto en un artículo científico. Para ello se definen los
siguientes objetivos específicos.
Lectura y comprensión de un artículo científico.
Adaptación de la información de un artículo a un trabajo académico.
Realización de una simulación numérica en ARWEN para el estudio de un blanco
experimental.
Obtención de datos a partir de una simulación.
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1.4. OBJETIVOS
Estudio y análisis de los datos obtenidos.
Evaluación de la capacidad de ARWEN para el diseño de blancos experimentales.
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Capítulo 2
High Energy Density Physics
Como ya se ha introducido en el capítulo anterior, este trabajo abarca el análisis de
un sistema irradiado por un láser, produciéndose condiciones extremas de temperatura,
densidad y velocidad. La intensidad del láser para que esto ocurra, tendrá que estar por
encima de 1012 W/cm2, produciendo plasmas muy calientes cuyas especies están una o
dos veces ionizadas. Se denominan plasmas en régimen de alta densidad de energía (HED,
High Energy Density).
La disciplina que estudia esta rama de la física, centrada en la materia de HED se
denomina física de alta densidad de energía (HEDP, High Energy Density Physics).
A continuación, se hará una breve introducción del desarrollo de este área de investi-
gación cuyo alcance y repercusión está aumentando en la actualidad. Posteriormente, se
hablará de las principales características y los regímenes de HED, seguido de una explica-
ción de la evolución de la materia al encontrarse bajo la aplicación de un láser, es decir,
de su desarrollo hasta encontrarse en un régimen de HED.
2.1. Acontecimientos clave para el desarrollo de HEDP
Como se ha mencionado, este campo de la física se encuentra aún en desarrollo, se
enumeran a continuación los avances tecnológicos más destacados que han permitido el
avance de la HEDP.
En primer lugar, en los años 30, comienza el desarrollo de aceleradores de partí-
culas. Dispositivo que a través de campos electromagnéticos acelera partículas cargadas
hasta altas velocidades y tras la colisión con otras partículas, se consigue generar otras
nuevas. Mediante el uso de los aceleradores, se alcanzan por primera vez, situaciones de
alta concentración de partículas en pequeñas regiones.
Después, en los 50, se desarrolla el Z-pinch, se utiliza inicialmente para comprimir
gradualmente y calentar la materia a través de la interacción de dos campos magnéticos
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opuestos, para producir fusión nuclear en él. Este fue descartado hasta su posterior mejora
en los años 90.
Al final de los 50 y durante los 60, se conoce y progresa el láser hasta ser relativamente
intenso. Son posibles entonces, los láseres pulsados, pulsos de cortísima duración.
Pero no será hasta finales de los 70, cuando se desarrollen láseres en varios países
capaces de entregar varios kJ a volúmenes de 1 mm3, en pulsos del orden de 1 ns de
duración. Estos sistemas producían las condiciones de alta densidad de energía.
Durante el mismo periodo, se desarrollan los dispositivos de potencia pulsada,
aptos para conducir corrientes superiores a 1 MA, motivados por su aplicación en con-
finamiento inercial. Su objetivo inicial era que estos dispositivos pudieran crear fusión
inercial usando haces de partículas, pero sobretodo contribuyeron al desarrollo de los
Z-pinches que anteriormente habían sido deshechados.
A partir de los años 70 proyectos de investigación y programas comienzan a desarrollar
la ciencia sistemática y fundamental en la alta densidad de energía, principalmente en
Europa y en Estados Unidos.
Y tras una revolución en las técnicas experimentales, los rayos láser de alta energía se
comienzan a usar para distintos propósitos, entre otros, para el diagnóstico, produciendo
rayos X y midiendo su dispersión y transmisión.
En 1980 se hace práctica la utilización de los láseres para alta densidad de energía.
También, se inventa la CPA, (Chirped Pulse Amplification) por Gerard Morou. Lo que
permite llegar a una irradiación con láser por encima de 1018 W/cm2. Estos láseres tienen
pulsos cortos, típicamente debajo de 1 ps, y se conocen como láseres ultrarrápidos.
Estos han contribuido a permitir la exploración del régimen densidad de HDE.
Los instrumentos experimentales para la física de densidad de gran energía se desa-
rrollaron de nuevo en los años 90 con el reacondicionamiento de los Z-pinches, evitando
las inestabilidades que incapacitaron los Z-pinches en los años 50.
Mientras tanto, continuó el desarrollo de los aceleradores de partículas, conducido
principalmente por las necesidades del conocimiento de la física de la partícula. Antes de
los años 90, estos aceleradores podían producir colecciones de numerosas partículas en el
régimen de densidad de gran energía.
Todos estos acontecimientos produjeron un marco en el cual se hizo posible el estudio
de la física de la alta densidad de energía. El estudio de las propiedades de la materia, sus
inestabilidades, el transporte de radiación, etc. Pudiendo enfocarse al estudio de la fusión
inercial o de la astrofísica, o para la aplicación a técnicas médicas.
Para mayor profundización en este tema [1].
14
2.2. CARACTERÍSTICAS PRINCIPALES DE LOS SISTEMAS DE HED
2.2. Características principales de los sistemas de HED
Cuando en un sistema se aplica una presión del orden de la energía interna de los áto-
mos y moléculas, la materia dejará de comportarse como un conjunto partículas neutras,
y comenzará a comportarse como iones, electrones libres y fotones.
A mayores presiones (o a elevadas temperaturas con bajas densidades) el material
estará completamente ionizado.
Cuando un medio está ionizado se denomina plasma. Tiene propiedades que no están
presentes en un gas como el apantallamiento o el comportamiento colectivo. La radiación
tiene un papel muy destacado, debido a la emisión y absorción de fotones de las especies
atómicas del plasma.
Los plasmas se agrupan dependiendo de su temperatura y densidad, ya que el resto
de sus propiedades dependen de éstas. Los plasmas en el régimen de alta densidad
de energía, son plasmas muy calientes y muy densos, cuyas especies están una o varias
veces ionizadas. En estos sistemas se dan unas condiciones de presión superiores a 1Mbar
(1 millón de atmosferas, 1011Pa).
La teoría clásica de plasmas sólo puede aplicarse a una pequeña parte de sistemas en
régimen de HED, ya que se consideran plasmas demasiado densos para la teoría clásica.
Ésta sólo puede aplicarse a gases ionizados.
Existen varios caminos para producir plasmas de alta densidad de energía. A conti-
nuación, se ponen dos ejemplos descritos en [1].
En primer lugar, lanzando una onda de choque que convierta la materia ordinaria en
materia de alta densidad de energía. Estas ondas de choque tienen una velocidad superior
a 10 km/s. A presión constante, la velocidad de la onda de choque irá aumentando a
medida que la densidad disminuye. Ondas a 3223 K y 1000 km/s son habituales en
materia de alta densidad de energía.
Y, en segundo lugar, produciendo un haz intenso de fotones, electrones o iones
que pueda penetrar en la materia y directamente calentarla.
2.3. Descripción de los regímenes de HEDP
Según la densidad y temperatura de la materia, pueden clasificarse los siguientes re-
gímenes de HED recogidos en la figura 2.2, adaptación de un informe de la Academia
Nacional de Ciencias de Estados Unidos, basado en [2].
Los ejes horizontales expresan la densidad, en g/cm3 en el eje inferior, y en el superior
la densidad numérica en m−3, midiendo el número de partículas, moléculas, etc. por
volumen, para el hidrógeno en este caso. En los ejes verticales se recoge la temperatura,
en Kelvin a la izquierda, y eV a la derecha. Ambos ejes son logarítmicos de forma que se
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Figura 2.1: Regímenes de HEPD.Adaptación de [2]
recorren 23 órdenes de magnitud en la densidad, y 9 órdenes en la temperatura.
Se asume que en los límites y las curvas la materia y la radiación se encuentran en
equilibrio.
Aumentando la temperatura, la primera curva es la curva límite entre la materia
ionizada y la que no. Esto representa que, al aumentar la temperatura alrededor de 1 eV
comienza a haber alguna ionización, pero conforme aumenta la densidad, se necesita una
temperatura mayor.
Cerca de una densidad de 1g/cm3 la materia es ionizada a cualquier temperatura, esto
se conoce como la ionización a presión. Las líneas con las presiones de 1 Mbar y 1
Gbar, corresponden al equilibrio con la radiación a esas presiones.
A continuación, se dispone a detallar con más profundidad estos fenómenos, basándose
en la documentación de [3] y [4].
Un plasma está formado por iones, electrones y radiación (fotones: partícula portadora
de la radiación electromagnética). La presión será la que ejerzan las tres especies.
P = PI + Pe + Pr = Pgas + Pr (2.1)
Siendo, PI la presión de los iones, Pe presión de los electrones, Pr la presión de radia-
ción. Si se tratan los iones y electrones siguiendo la ley de los gases ideales.
Pgas = nkT (2.2)
Con n el número de partículas por unidad de volumen, n = nI +ne, densidad numérica
de electrones e iones, k la constante de Boltzmann, k = 1, 381−23J K−1 En términos de
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la densidad ρ: Pgas = ρµmH kT Siendo, µ la masa media de partículas en unidades de mH ,
mH la masa de hidrógeno
R =
k
mH
(2.3)
Pgas = RρT/µ (2.4)
µ depende de la composición del gas y su ionización.
Para el hidrógeno neutro: µ = 1
Para el hidrógeno completamente ionizado : µ = 0,5
La presión de radiación es Pr = 13aT
4, con a la constante de radiación, a = 7,565−16Jm−3K−4.
Ambas presiones serán iguales si
Pgas = Pr =
RρT
µ
=
1
3
aT 4 (2.5)
Es decir, cuando la temperatura sea:
T 3 = 3
Rρ
aµ
(2.6)
Por encima de esta temperatura dominará la presión de radiación, y por debajo
la presión de los electrones e iones. Si la densidad es alta, será más importante dicha
presión, al contrario, cuanto menor sea su densidad, el plasma estará más dominado por
la radiación, a menor temperatura.
Figura 2.2: Representación presión de radiación frente a la presión del plasma. Adaptación
de [3]
Volviendo a la figura 2.2,por encima de las líneas con las presiones de 1Mbar y 1 Gbar,
el plasma estará dominado por la radiación.
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Después ambas líneas horizontales se inclinan hacia abajo. Esto ocurre por lo explicado
anteriormente, la presión de los electrones e iones será superior a la presión de radiación.
A una presión mayor, 1 Gbar, se volverá vertical a una densidad superior.
De las dos líneas que cruzan el gráfico, una corresponde al plasma fuertemente
acoplado, en el que la energía de interacción coulombiana es superior a la energía térmica
(energía interna debida a su temperatura). La otra línea muestra la degeneración de
Fermi, se dice que la materia está degenerada si la presión proviene del principio de
exclusión de Pauli, que obliga que dos fermiones no puedan ocupar el mismo lugar. En
esta línea se cumple que la energía de Fermi es superior a la energía térmica.
En la figura 2.2 también se recogen puntos de referencia para sistemas de laboratorio
y astrofísicos. Como el láser Omega de la Universidad de Rochester, los Z-pinches más
grandes, que se encuentran en el Laboratorio Nacional Sandia.
En la parte superior se muestra el plasma que puede ser producido por los láseres
ultrarrápidos antes mencionados.
Se incluyen los rayos gamma, las supernovas. Y otras curvas oscuras que muestran la
evolución en tiempo o espacio de sistemas astrofísicos. Se muestra en la parte superior la
evolución del Big Bang. En la parte central la estructura de varias estrellas y planetas,
desde su núcleo (a alta temperatura y densidad, parte derecha de la curva), hasta su
superficie (parte izquierda).
En la gráfica sólo se incluyen los sistemas en equilibrio, no se reflejan ni las ondas de
choque, ni material que sufre ablación, ni ninguna inestabilidad hidrodinámica.
2.4. Interacción de un láser con la materia
Introducción
Para desarrollar esta sección del proyecto se parte de la información de [5] y [6].
Un láser es un acrónimo de las palabras inglesas: Light Amplification by Stimulated
Emisión of Radiation, es decir, amplificación de luz mediante emisión estimulada de ra-
diación. Es por lo tanto, un dispositivo que genera un haz de luz, basado en la emisión
estimulada.
Cualquier láser contiene al menos los siguientes elementos indispensables para su
funcionamiento.
La cavidad resonante, formada por dos espejos paralelos, como los incluidos en
la figura 6.3. Tienen diferentes características, uno será completamente reflectante,
mientras que el otro será parcialmente transparente.
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El medio activo, se sitúa dentro de la cavidad resonante y puede ser sólido, líquido
o gaseoso.
El sistema de bombeo, para poder amplificar la luz, el medio activo necesita un
cierto aporte de energía, llamado bombeo. Este sistema puede ser bombeo óptico
(mediante un haz de luz) o bombeo eléctrico (a través de la aplicación de una
corriente eléctrica) como en la figura 6.3.
Figura 2.3: Esquema de los componentes fundamentales de un láser [7]
Funcionamiento de un láser
A continuación, se explica el funcionamiento de un láser a partir de [8] y [9].
En primer lugar, se va a describir el proceso de amplificación que ocurre en el
medio activo. Para ello, tendrá que señalarse primero, los procesos de absorción, emisión
espontánea, y por último, la emisión estimulada que ocurre en un láser.
Los electrones se situan en determinador niveles de energía, existiendo entre cada
par de niveles una probabilidad de transición. Cada nivel tiene una cierta densidad
de ocupación.
En condiciones normales, un átomo se encontrará en su estado fundamental, con
sus electrones situados lo más cerca del núcleo posible, ocupando así los niveles de energía
más bajos.
Pero si sobre un electrón incide una radiación con una energía igual a la diferencia de
energías entre el nivel que en el que se encuentra y otro superior, se dará el fenómeno de
la absorción, promocionándose este a un nivel más energético. Pasará el átomo a estar
en un estado excitado.
Tras desprenderse de esta energía, emitiendo fotones (radiación), volverá al estado
fundamental. Este proceso inverso se denomina emisión espontánea
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Por último, se explica el proceso llamado emisión estimulada. Si sobre un electrón
que se encuentra en un estado excitado, incide cierta radiación de energía, que corresponde
con el salto energético desde un nivel menos energético, el átomo pasará a este nivel menor,
emitiendo un fotón de igual frecuencia y fase que el incidente.
Por ello se habla de amplificación de la radiación, se sumarán la radiación incidente
y la emitida. El resultado por tanto, serán fotones de idéntica frecuencia que provocarán
más emisión de radiación, al incidir en átomos excitados.
A modo de refuerzo de la explicación se incluye la figura 2.4.
Figura 2.4: Esquema de la emisión espontánea, absorción y emisión estimulada [8]
Para que se de esta reacción en cadena antes descrita, existen condiciones umbrales.
Debe conseguirse que haya el mayor número posible de electrones en un nivel energético
de excitación.
La longitud de la onda de radiación está definida por el material del medio activo.
El haz de radiación se refleja en el medio activo sucesivas veces, amplificándose a
su paso, como se contempla en la figura 2.5 (paso 3). El espejo parcialmente reflectante
permitirá su salida fuera de la cavidad como se muestra en la misma figura en el paso 5.
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Figura 2.5: Esquema básico del funcionamiento de un láser [10]
Descripción de la absorción de la energía en la materia irradiada
En el presente proyecto se estudiará un sistema bajo la irradiación de un láser. Una
vez se ha descrito brevemente, el funcionamiento de un láser, a continuación, se definirán
los procesos que ocurren en un material al incidir este. La información que se detalla a
continuación proviene de [11] y [12].
Figura 2.6: Esquema de la distribución radial de temperatura y densidad electrónica de
la materia irradiada [13]
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Al irradiar un material con un láser se produce un un fenómeno conocido como abla-
ción, que consiste en la pérdida del material que se encuentra en la superficie directamente
irradiada. Se producirá rápidamente su ionización, expandiéndose al vacío una corona de
plasma de baja densidad, que rodeará al sistema, perdiéndose así parte de la energía del
láser.
La radiación láser podrá penetrar en la corona del plasma, hasta una superficie donde
se alcanza la densidad crítica: nc.
La densidad crítica es aquella en la que se cumple que, el valor de la frecuencia de la
luz del láser coincide con la frecuencia electrónica del plasma: wpe, definida como,
wpe =
(
e2ne
me0
)1/2
(2.7)
Siendo me = 9, 1× 10−31 kg, e = 1,6× 10−19 C y 0 = 8,854× 10−12 F/m.
Cuando w = wpe, se cumple que:
nc = w
2me0
e2ne
(2.8)
La nc depende de la longitud de onda del plasma de la siguiente forma: nc α 1λ2 , ya
que w = 2pi c
λ
. Por lo tanto, láseres con menor longitud de onda permitirán una mayor
penetración en el plasma, y por lo tanto se depositará una mayor cantidad de energía.
En la zona de densidad subcrítica, anterior a esta superficie se dará la mayor parte
de la absorción de energía. El mecanismo de absorción es por Bremsstrahlung inverso, el
campo eléctrico de la onda provoca oscilaciones en los electrones.
Esta absorción es eficaz cuando se cumple que la longitud de absorción es comparable
a las dimensiones del plasma.
En la zona de densidad crítica, se produce la absorción mediante el mecanismo
de absorción resonante. A partir de la superficie de densidad critica, la luz se refleja, no
pudiendo penetrar en el interior. Debido a que el índice de refracción será nulo,
n2 = 1− w
2
pe
w2
(2.9)
Si w = wpe, la radiación láser se reflejará a partir de dicha superficie.
Entre la superficie crítica y la superficie de ablación, la energía absorbida por el plasma
es transportada por conducción térmica hacia el interior, donde el material se encuentra
comprimido a altas temperaturas. Se producirá una onda de choque que se propagará
a través del sistema para compensar la expansión del plasma de baja densidad producido
por la ablación.
Esta onda de choque al pasar por las regiones del sistema, comprimirá y acelerará la
materia a su paso, provocando su expansión, a una velocidad menor que la de la onda de
choque.
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La onda de choque provocada se considerará con velocidad constante en este trabajo,
esta velocidad se calcula mediante la resolución de las ecuaciones de conservación a ambos
lados de la onda de choque.
ρ1u1 = ρ2u2 (2.10)
p1 + ρ1u
2
1 = p2 + ρ2u
2
2 (2.11)
e1 +
1
2
u21 + φ = e2 +
1
2
u22 + φ (2.12)
Donde u es la velocidad del fluido, ρ la densidad, p la presión, e la energía específica y
φ el potencial de fuerzas másicas, que se despreciará. El subíndice 1 indica las condiciones
del volumen anterior a la onda de choque y el subíndice 2 las condiciones tras atravesar
la discontinuidad.
Por lo tanto, despejando las ecuaciones queda:
us = u1 − u2 =
√
(p1 − p2)
(
1
ρ1
− 1
ρ1
)
(2.13)
Siendo us la velocidad de la onda de choque, considerada constante en cada material
en este trabajo.
2.5. Astrofísica de laboratorio
Como se ha explicado al inicio del capítulo, en los últimos años, se ha dado el gran
avance de las instalaciones de HED. Estas instalaciones incluyen láseres de alta energía y
Z-pinches, muy desarrollados por su enfoque a la fusión por confinamiento inercial.
Esto ha permitido que puedan alcanzarse estados extremos de temperatura, densidad
y velocidad, y estudiar su evolución, sirviendo para comprobar modelos teóricos y códigos
de simulación.
Se ha podido por lo tanto, reproducir condiciones que permiten la descripción de
objetos astronómicos, como por ejemplo, se ha llevado a cabo un estudio de la conduc-
tividad que ha podido ser aplicable al interior de un planeta, o un análisis de una onda de
choque con el que se ha podido describir la evolución de la explosión de una supernova,
entre otros.
Para conseguir elevadas temperaturas, altas presiones o condiciones para severas ondas
de choque, se necesita la aplicación de una gran cantidad de energía en una pequeña
región, siendo E > 1 kJ y L ≤ 1, en cortos periodos de tiempo t 1µs
En este proyecto se estudiará la evolución de un blanco experimental que permite la
descripción de formación de discos de acrecimiento en estrellas variables cataclísmicas,
concretamente, se analizarán las ondas de choque producidas en este proceso.
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En el capítulo 5, se explicará a través de un artículo científico, el fenómeno astrofísico
que se acaba de mencionar. Así como el sistema a escala de laboratorio que se empleará
para representarlo.
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Capítulo 3
Modelo para HEDP
Se expone en este capítulo, los modelos usados para la descripción del comportamiento
de un plasma, comentados en [1]. Estos modelos son conjuntos de los usados para describir
fluidos más simples.
En primer lugar, se introduce el comportamiento de los fluidos simples hidrodinámicos,
se incluyen después las particularidades y la adaptación de estos modelos a los sistemas
de HED.
3.1. Ecuaciones de Euler
La evolución dinámica de un fluido se determina mediante los principios de conserva-
ción de masa, cantidad de movimiento y energía. A continuación, se enuncian las ecua-
ciones de conservación de Euler.
∂ρ
∂t
+∇(ρu) = 0 (3.1)
ρ
(
∂u
∂t
+ u · ∇(u)
)
= −∇(p) (3.2)
∂
∂t
(
ρ+
ρu2
2
)
= −∇ ·
[
ρu
(
+
u2
2
)
+ pu
]
(3.3)
3.2. Hidrodiámica de radiación
Para el estudio de un sistema HED, habrá que considerar que la radiación afecta a
la evolución hidrodinámica de éste, por lo que, en las ecuaciones de Euler que describen
un plasma habrá que incluir los efectos de la radiación.
Se asume que la temperatura de los electrones y la de radiación, es similar e igual a T .
Aunque los plasmas reales incluyen combinaciones de iones y electrones, un plasma puede
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ser descrito como un único fluido, se considera que el fluido iónico y el electrónico, se
relacionan de manera que su intercambio de energía haga tender la mezcla al equilibrio,
por lo que se considerará que tienen igual temperatura, T .
En primer lugar, la ecuación de continuidad 3.1 permanece igual.
∂ρ
∂t
+∇(ρu) = 0 (3.4)
En la ecuación del momento, se desprecia el momento de de la radiación frente al del
fluido, y el efecto del campo de radiación sobre la materia puede ser expresado como un
gradiente de la presión escalar de radiación, que se añade a la ecuación 3.2.
ρ
(
∂u
∂t
+ u · ∇(u)
)
= −∇(p+ pR) (3.5)
Donde pR es la presión escalar de radiación.
En los sistemas de laboratorio no habrá otras fuerzas significativas, pero sí en los
sistemas astrofísicos, como la gravitación. En este caso, se añadirán otros términos en el
lado derecho de la fórmula.
Por último, incluyendo los términos relacionados con la energía de radiación, y la pre-
sión de radiación, se desarrolla la ecuación 3.3, de forma que se reemplace  por (+ ER/ρ),
y p por (p+ pR), y se añadan los términos de fuentes la parte derecha de la ecuación.
∂
∂t
(
ρu2
2
+ ρ+ ER
)
+∇ ·
[
ρu
(
+
u2
2
)
+ (ER + p+ pR) u
]
= −∇ · (FR + Q) (3.6)
Siendo ER, la densidad de energía del campo de radiación, FR el flujo de energía de
radiación, es decir, ∇·FR es el ratio de absorción por volumen, de energía de radiación en
el fluido, y Q el calor de conducción. Si hubiera fuerzas adicionales, como la gravitación,
se añadirían términos relacionados con la energía potencial y el trabajo.
Hay que comentar que p y pR, son simplificaciones de los tensores de de presión, para
sistemas con materiales en estado sólido sí habría que incluir los tensores, P y PR.
La corriente de calor, descrito como la divergencia del flujo de calor, Q, es muy impor-
tante en el calentamiento de un plasma con un láser, y será despreciable en los plasmas
cercanos al estado sólido, en la mayoría de los plasmas astrofísicos. El flujo de calor puede
relacionarse con el gradiente de la temperatura del fluido.
Q = −k∇T (3.7)
Siendo k la conductividad térmica. El transporte de calor es fundamentalmente debido
a la difusión de los electrones.
Por otro lado, se cumple que,
pR = ER/3 (3.8)
26
3.3. MODELO UTILIZADO POR EL CÓDIGO ARWEN
3.3. Modelo utilizado por el código ARWEN
El código ARWEN no tiene en cuenta la generación de campos electromagnéticos, ya
que los sistemas de estudio no tienen campos electromagnéticos externos ni velocidades
elevadas, (el sistema de estudio del trabajo cumple estos dos requisitos), por lo que no
será necesario resolver las ecuaciones de Maxwell.
El código hidrodinámico resolverá las ecuaciones del modelo antes explicado, para la
caracterización de la materia en HED.
Hasta ahora las ecuaciones se han enunciado según la nomenclatura de [1], para fa-
cilitar la comprensión. Pero a continuación, se expresan sus términos agrupándolos de
otra manera, para simplificar la posterior explicación del método de resolución de dichas
ecuaciones del código ARWEN.
Se expresa de una manera más general las presiones escalares, definiéndolas como
tensores de presión, ya que podrá haber materiales en estado sólido, Pm y Pr, serán los
tensores de materia y radiación. Se agrupan los términos: u2
2
+  en un único término:
la energía de la materia, Em. Y se expresa el flujo de calor por conducción como: qc,
diferenciándolo así del flujo de calor por radiación: qr. Los términos con ER, la densidad
de energía del campo de radiación, se expresan como fuente de energía, S.
Y por último, se añaden ecuaciones para caracterizar el transporte de radiación en
función de la intensidad de la radiación I, la velocidad de la luz c, la opacidad del medio
κ, la emisividad del medio , y la frecuencia de radiación ν.
∂ρ
∂t
+∇(ρu) = 0 (3.9)
ρ
(
∂u
∂t
+ u · ∇(u)
)
= −∇(Pm + Pr) (3.10)
∂ρEm
∂t
+∇ (ρEmu) = −∇ [(Pm + Pr) u] + S +∇qc +∇qr (3.11)
1
c
∂I
∂t
+ Ω∇I + κI =  (3.12)
∇qc = −∇ (ke∇T ) (3.13)
∇qr =
∫
(κI − ) dν (3.14)
Er =
1
c
∫
IdΩdν (3.15)
Pr =
1
3
Er (3.16)
En el capítulo 4 se explica el método de resolución de las ecuaciones 3.9-3.16 empleado
por el código ARWEN.
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Capítulo 4
Código ARWEN
Para la realización de la simulación de un sistema en régimen de HED, se utilizará un
código de simulación creado por el IFN.
Se describe en esta sección brevemente el funcionamiento del código ARWEN de si-
mulación hidrodinámico con transporte de radiación, tomando como fuentes de informa-
ción [14] y [11].
Se resolverá el modelo de ecuaciones incluido la sección 3.3, antes explicado. El siste-
ma de ecuaciones se resuelve mediante la discretización del sistema objeto de estudio,
dividiendo el sistema en celdas y resolviendo las ecuaciones para cada una de ellas, lo que
es mucho más sencillo, y reconstruyendo después toda la solución. Se usará un esquema
de resolución con malla adaptativa (AMR, Adaptive Mesh Refinement) que consis-
te en un mallado diferente según la precisión requerida en cada zona, de esta forma se
disminuyen los cálculos a realizar.
Además de las ecuaciones de conservación, se necesita establecer las propiedades de
los materiales del sistema. Estas propiedades son la ecuación de estado (EOS, Equation
of State), las propiedades ópticas de los materiales y otros coeficientes, como por ejemplo,
el de intercambio electrónico-iónico.
La ecuación de estado es una relación termodinámica entre las variables de esta-
do del sistema y sus funciones de estado. La EOS se basa en relacionar las variables
termodinámicas del sistema con otras dos variables.
En este caso, se usará la siguiente relación para la energía interna del material:
em = em(T, ρ) (4.1)
Las propiedades ópticas del sistema se describen mediante la opacidad, también fun-
ción de la densidad y la temperatura.
Para realizar simulaciones se tiene que introducir un archivo de entrada, en el que se
organizan los distintos parámetros de entrada como variables tipo estructura. Los campos
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de dichas variables se corresponden con los distintos módulos del código. Todo se encuentra
en el sistema internacional de medida.
4.1. Método de resolución
Se usa un método denominado splitting, que divide el problema en partes indepen-
dientes, pero de manera que cada subproblema afecta al resto.
Partiendo del modelo para HEDP, ecuaciones 3.9-3.16, ARWEN resuelve dicho con-
junto de ecuaciones desacoplándolo en tres partes principales. Esto es posible debido las
diferencias entre sus variables independientes.
Teniendo por un lado, las ecuaciones de la hidrodinámica, que recogen la conservación
de masa, cantidad de movimiento y energía.
Por otro lado, el transporte de radiación, la ecuación del transporte de fotones dentro
del sistema.
Y, por último, la conducción de la energía, debida al movimiento de los electrones
dentro del plasma, se considera que será difusiva.
Estos tres grupos de ecuaciones se relacionan entre si a través de la ecuación de con-
servación de la energía, ecuación 3.11, en la cual se incluye el transporte de radiación y
el calor de conducción mediante fuentes de energía en el plasma.
Por lo tanto, se concluye, que el código ARWEN divide el problema en tres subpro-
blemas, de manera que cada uno afecta al resto mediante la fuente de energía que genera.
Figura 4.1: Esquema del método de resolución del código ARWEN [11]
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4.2. Resolución de las ecuaciones de hidrodinámica
ARWEN resuelve las ecuaciones de fluidos de la conservación de la masa, de la cantidad
de movimiento y de la energía, considerando que la fuente de energía es cero. El calor de
radiación y condución, no se pueden despreciar en los casos a estudiar, pero se incluyen
en otra parte, como se ha explicado con anterioridad. Por lo tanto, en la ecuación de la
energía sólo queda el trabajo realizado por la presión sobre el fluido.
Expresadas de forma matricial:
∂
∂t
 ρρu
ρEm
+∇ ·
 ρuρuu + p
ρu(Em + p/ρ)
 =
 00
0
 (4.2)
Queda por tanto, un sistema de ecuaciones de conservación hiperbólicas no lineales,
se resuelve a través del método de Godunov.
A continuación, brevemente, se explica este método de resolución, basándose en [15].
Se tiene un sistema hiperbólico no lineal, de la forma:
∂W
∂t
+ A(W )
∂W
∂x
= 0 (4.3)
Se cumple que x  R, t > 0.
Y con condición inicial W (x, 0) = W0(x), x  R.
Para discretizar el sistema se consideran las celdas Ii = [xi−1/2, xi+1/2], de tamaño
constante ∆x. Se define xi+1/2 = i∆x. El centro de cada celda Ii se define como, xi =
(i− 1/2)∆x.
Sea ∆t cada paso de tiempo, de forma que tn = n∆t.
Se aproxima W ni de la siguiente manera.
W ni u
1
∆x
∫ xi+1/2
xi−1/2
W (x, tn)dx (4.4)
La solución para t = tn+1 se aproxima a
W n+1i =
1
∆x
(∫ x
xi−1/2
W i−1/2(x, tn+1)dx+
∫ xi+1/2
x
W i+1/2(x, tn+1)dx
)
(4.5)
SiendoW i+1/2 la solución del problema de Riemann asociado a los estadosW ni yW
n+1
i ,
en la intercelda x = xi+1/2.
El problema de Riemann consiste en resolver las ecuaciones de Euler con condicio-
nes de contorno:
W (x) =
{
Wi si x < 0
Wi+1 si x > 0
(4.6)
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Se resume que, ARWEN resuelve las ecuaciones de Euler aproximando la solución por
sus valores medios en las celdas de un mallado del dominio. Después se actualizan los
valores con el tempo a través de la resolución de la ecuación de Riemann. [11]
4.3. Resolución de la ecuación de difusión
Como se explica en el capítulo 3, el plasma estará formado por iones y electrones, se
considera que existen dos fluidos, uno electrónico y otro iónico.
Se simplifica la conducción de calor considerándose difusiva. De forma general la ecua-
ción difusiva para cada especie es:
ρcve
∂Te
∂t
= ∇ (ke∇Te) + Se (4.7)
ρcvi
∂Ti
∂t
= ∇ (ki∇Ti) + Si (4.8)
Donde cv es el calor específico del plasma a volumen constante para cada una de las
especies y k es el coeficiente de conducción térmico.
La parte derecha de las ecuaciones tiene un primer término que expresa el gradiente
del flujo de energía por conducción ∇Q = ∇(k∇T ), y el último término que es la fuente
externa de energía S.
El láser interacciona principalmente con los electrones, por lo que se va a considerar
que la energía se deposita en el fluido electrónico, por lo que habrá una transferencia de
calor del fluido electrónico al iónico.
Se cuantifica este intercambio de energía entre los fluidos como
Wie = Ωie (Ti − Te) (4.9)
Siendo Wie la energía que el fluido iónico cede al electrónico, que será negativa en
los sistemas a estudiar, por ser Ti < Te. Y Ωie el coeficiente de intercambio. Siendo
Ωie = ρcvewei, con wei, el inverso del tiempo de equilibrio entre electrón e ión.
Además, podrán existir otro tipo de fuentes externas, como la energía depositada por
el láser en el plasma: Sla´ser. Se considera que sólo se deposita en el fluido electrónico.
Las fuentes de las ecuaciones de difusión quedan como:
Se = Wie + Sla´ser = Ωie (Ti − Te) + Sla´ser (4.10)
Si = Wei = −Wie (4.11)
Por lo tanto las ecuaciones de difusión para ambos fluidos, quedan:
∂Ee
∂t
= ∇ (ke∇Te)− ρcvewei (Te − Ti) + Sla´ser (4.12)
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∂Ei
∂t
= ρcvewei (Te − Ti) (4.13)
Se puede observar que se desprecia el flujo de energía por difusión a través de los iones
en comparación al valor del de los electrones.
Estas ecuaciones 4.12-4.13 se resuelven mediante el método Jacobian free Newton-
Krylov.
Es un método de resolución de sistemas lineales basados en el subespacio de Krylov
resolviendo el jacobiano del sistema sin formarlo explicitamente [14].
4.4. Resolución de la ecuación de transporte de radia-
ción
Se resuelve la ecuación de transporte de radiación, que resulta de aplicar un balance
de fotones sobre un volumen fluido de radiación:
1
c
∂I(ν,Ω)
∂t
+ Ω · ∇I(ν,Ω) = S(ν)− κ(ν)I(ν,Ω)
+
∫
ν
ν ′
σs(ν
′ → ν,Ω′ · Ω)I(ν ′,Ω′)dΩ′
−
∫
σs(ν → ν ′,ΩΩ′)I(ν,Ω)dΩ
(4.14)
Siendo I la intensidad de la radiación, c la velocidad de la luz, ν la frecuencia, S la
fuente, Ω el ángulo sólido y κ la opacidad del material.
4.5. Malla Adaptativa Refinada
Se utiliza una mallado que tendrá una mayor resolución según lo requiera o no la zona
objeto de estudio. Para ello, existe un criterio de marcado o tagging.
Las celdas multimateriales estarán siempre marcadas. También se marcarán o no las
celdas según un límite de gradiente de densidad o energía interna, y según criterios propios
del sistema en concreto.
Funciona mediante niveles de refinamiento, el nivel 0 cubre todo el sistema a analizar,
el nivel 1 algunas regiones del sistema marcadas, el nivel 2 algunas regiones del nivel 1
marcadas, y así sucesivamente.
Más adelante se describe el mallado usado en el proyecto, describiendo los parámetos
que se introducen para describir el mallado.
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Figura 4.2: Ejemplo de la Malla Adaptativa Refinada [11]
4.6. Parámetros de entrada
Para realizar simulaciones se tiene que introducir un archivo de entrada. En él se orga-
nizan los distintos parámetros de entrada como variables tipo estructura. Cuyos campos
se corresponden con los distintos módulos del código.
Todo se encuentra en el SI de medida.
Las tablas incluidas a continuación se basan en las tablas de [11], completando la
definición de los parámetros más significativos. Algunos no se han utilizado en el presente
trabajo para la elaboración de los input de las simulaciones, por lo que no se incluyen ya
que no se han estudiado.
Geometría del problema
Se denomina con el campo geometry. Se agrupan los parámetros necesarios que
definen el dominio de la simulación (región del espacio a estudiar), y los parámetros
referidos al tiempo de simulación.
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Nombre
variable
Número valores Significado
Valor
por
defecto
Ejemplo
max_step 1
Número máximo de pasos de
tiempo de la simulación
- 1000
stop_time 1 Tiempo de la simulación - 50.0e-09
coord_sys 1
Sistema de coordenadas:
0 → XY (planas en 2D)
1 → RZ (cilíndricas en 2D)
0 0
prob_lo
Número de
dimensiones del
problema
Coordenadas de la esquina
inferior del dominio de la
simulación
- 0.0 0.0
prob_hi
Número de
dimensiones del
problema
Coordenadas de la esquina
superior del dominio de la
simulación
-
300.0e-06
300.0e-06
is_periodic
Número de
dimensiones del
problema.
Contorno periódico o no,
en cada dimensión:
!=0 → frontera periódica
0 → frontera no periódica.
Se repiten (o no) propiedades
cada L periodo.
- 0 0
Cuadro 4.1: Parámetros de entrada de geometría y tiempo de la simulación.
Parámetros AMR
Se nombran con el campo amr, son los parámetros necesarios para definir el modo de
generar el mallado del problema.
Se recomienda que las celdas sean cuadradas, por lo que habrá que tener en cuenta
las dimensiones del sistema a la hora de definir el número de celdas del mallado base en
cada dimensión.
También contiene los parámetros para la escritura de archivos de gráficos y de recu-
peración. Por un lado, se crearán los checkpoints, archivos de recuperación, en caso de
pararse la simulación de forma indeseada, no será necesario lanzarla de nuevo desde el
inicio, sino que podrá reiniciarse desde el último checkpoint guardado. Se define cada
cuánto se generan estos archivos, y dónde se guardan. De la misma manera se definirán
los archivos gráficos que se crean. Podrá también indicarse que no se generen.
Los parámetros más importantes se agrupan en la siguiente tabla.
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Nombre
variable
Número valores Significado
Valor
por
defecto
Ejemplo
v 1
Define nivel de escritura por
pantalla (mínimo nivel de
escritura 0)
- 2
blocking_
factor
1
Multiplicidad mínima de las
celdas en una caja, que es el
número de celdas de nivel de
refinamiento l+1 en que se
puede subdividir celda de
nivel l
- 2
n_cell
Número de
dimensiones del
problema
Determina el mallado base
(debe ser múltiplo de
blocking_factor).
- 20 400
max_level 1
Número máximo de niveles de
refinamiento
- 2
ref_ratio >=max_level
En cada refinamiento, cómo se
subdividen las celdas. Sólo
reconocerá los valores según lo
indicado en max_level
- 2 2 2 2 2 2
n_error_buf >=max_level
Número de celdas extra para
etiquetar errores
- 2 2 2 2 2 2
regrid_int 1
Cada regrid_int pasos de
tiempo se generará un nuevo
mallado. Así si se mueve el
sistema, la malla también.
- 2
grid_eff 1
Porcentaje necesario de celdas
marcadas en una caja para la
formación en esta, de un nivel
superior de refinamiento. Se
asigna un% de manera que
sea eficiente el mallado.
- 0.8
check_file 1
En la ruta indicada se crearán
los archivos checkpoints.
- ./chk/chk_const
check_int 1
Cada cuantos pasos de tiempo
se genera un archivo
checkpoint.
- 200
Cuadro 4.2: Parámetros de generación del mallado.
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Nombre
variable
Número valores Significado
Valor
por
defecto
Ejemplo
plot_file 1
En la ruta indicada se crearán
los archivos de gráficos
- ./plt/plt_const
plot_int 1
Cada cuantos pasos de tiempo
se genera un archivo gráfico.
- 100
rwm_file 1
Ruta para archivos RWM
(debe haberse creado el
directorio ./rwm con
anterioridad)
- data
rwm_int 1
Cada cuantos pasos de tiempo
se genera un archivos RWM.
- 10
restart 1
Activación del reinicio (con
‘init’ se inicia de nuevo la
simulación)
init init
Cuadro 4.3: Parámetros de generación del mallado.(II)
A continuación, se explica el ejemplo descrito para facilitar la comprensión, suponiendo
que el sistema se describa en coordenadas xy.
Si max_level=2, se realizarán dos niveles de refinamiento. Se divide en primer lugar,
el sistema generando las celdas al dividir en 20 unidades la dirección x, y 400 la dirección
y, este será el mallado base. El nivel uno de refinamiento se generará en las celdas con-
sideradas, subdividiendo en dos partes en cada dirección, como indican los dos primeros
valores de ref_ratio. Después, en aquellas celdas marcadas generadas a partir el primer
nivel de refinamiento, se subdividirán en dos en ambas direcciones de nuevo, como indican
el tercer y cuarto valor de ref_ratio. Sólo lee hasta el valor que necesite según ref_ratio.
Parámetros de hidrodinámica
Se nombran con el campo hyp, son aquellos parámetros indispensables para la resolu-
ción de las ecuaciones de conservación de fluidos.
Los parámetros estudiados se detallan a continuación.
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Nombre
variable
Número
valores
Significado
Valor
por
defecto
Ejemplo
active 1
Activa el uso de la hidrodinámica:
0 → HCL desactivado
!=0 → HCL activado
- 0
use2t 1
Activación del modelo de
2 temperaturas:
0 → modelo de
una temperatura
!=0 → modelo de
dos temperaturas
0 1
tdion 1
Activación uso de modelos de
ionización temporal:
0 → ionización de
equilibrio
!=0 → ionización
temporal
0 0
v 1
Nivel de escritura por pantalla
del HCL (mínimo nivel 0)
- 0
dt_cutoff 1 Paso de tiempo mínimo admitido - 0.0
cfl 1
Número máximo de Courant
para asegurar convergencia y
estabilidad de los sistemas
hiperbólicos.
- 0.9
init_shrink 1
Disminución inicial del paso de
tiempo
1.0 0.1
change_max 1
Máximo cambio relativo en el
paso de tiempo entre ciclos
consecutivos
- 1.01
gravity 1 Activar efectos de gravedad - 0
do_reflux 1
Activación del reflux, que
consiste en corregir los flujos
para tener en cuenta posibles
inconsistencias en la malla
- 0
Cuadro 4.4: Parámetros de hidrodinámica.
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Condiciones de contorno de hidrodinámica
Se denominan con el campo prob, se incluyen las condiciones de contorno para resolver
las ecuaciones de hidrodinámica.
Nombre
variable
Número valores Significado
Valor
por
defecto
Ejemplo
lo_bc
hi_bc
Número de
dimensiones
del problema
Tipo de condiciones de
contorno:
2 → flujo saliente
3 → espejo
(condiciones de simetría)
- 3 2
Cuadro 4.5: Parámetros de condiciones de contorno de hidrodinámica.
En el ejemplo del cuadro, prob.lo_bc = 3 2, esto implica que en la esquina superior
de la simulación, en la dirección x se dan condiciones de simetría, al contrario que en la
dirección y.
Condiciones de contorno de conducción y radiación
Se designan con el campo BC, que contiene las condiciones de frontera para el flujo
de calor transmitido por conducción y por radiación.
Nombre
variable
Número valores Significado
Valor
por
defecto
Ejemplo
cond_lo
cond_hi
Número de
dimensiones del
problema
Especifica tipo de
condiciones de contorno:
1 → flujo entrante
2 → flujo saliente
3 → pared, simetría o flujo nulo
- 3 3
radt_lo
radt_hi
Número de
dimensiones del
problema
Incluye efectos de transmisión
de calor por radiación
1→ frontera abierta
2→ simetría
- 2 1
Cuadro 4.6: Condiciones de contorno de conducción y radiación.
En el ejemplo del cuadro, si BC.cond_lo= 3 3, se darían condiciones de simetría en el
borde izquierdo inferior en ambas direcciones.
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Parámetros de transporte por radiación
Se denominan con el campo rad, y contiene entre otros, el parámetro que activa o no
el transporte de radiación.
Nombre
variable
Número valores Significado
Valor
por
defecto
Ejemplo
active 1
Activa el transporte por radiación:
0 → desactivado
!=0 → activado
- 0
Cuadro 4.7: Parámetros de transporte por radiciación.
Materiales
Se nombran con el campo mat, y contienen los números de identificación de las las
ecuaciones de estado, las opacidades e ionizaciones de cada material incluido en la simu-
lación.
Mediante un número de identificación, ARWEN cogerá la información de la tabla co-
rrespondiente, indicada con la ruta. En estas tablas se recogen, por ejemplo, las ecuaciones
de estado para distintos materiales a distintas densidades y temperaturas. ARWEN de-
volverá el valor para la densidad y temperatura de la simulación, obtenido interpolando
entre los que están contenidos en sus tablas.
Importante el orden en el que se definen, de manera que el material 1 tenga en la
primera posición sus números de identificación tanto de las EOS, como de las opacidades,
como de las ionizaciones.
Nombre
variable
Número valores Significado
Valor
por
defecto
Ejemplo
nmat 1 No materiales empleados 1 3
eosid nmat
No identificación de la EOS de los
materiales.
-
20000
13000
26000
opaid nmat
No identificación de las opacidades
de los materiales. En el mismo
orden que las EOS, de manera que
cada material este en la misma
posición.
-
01006
13000
26000
Cuadro 4.8: Parámetros de los materiales.
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Nombre
variable
Número valores Significado
Valor
por
defecto
Ejemplo
zffid nmat
No identificación de la ionización de
los materiales.
-
20000
13000
26000
opaid nmat
No identificación de las opacidades
de los materiales. En el mismo
orden que las EOS, de manera que
cada material este en la misma
posición.
-
01006
13000
26000
zffid nmat
No identificación de la ionización de
los materiales.
-
20000
13000
26000
mat.file_eos nmat
Ruta para acceder a la tabla de las
ecuaciones de estado. Una ruta
para cada material (aunque sea la
misma tabla).
- -
mat.file_opa nmat
Igual, pero con las rutas para las
tablas de opacidades.
- -
mat.file_zff nmat
Ruta de las ecuaciones de estado o
de las opacidades.
-
eos_ion 1
Uso de EOS real iones:
0 → uso de gas ideal
!=0 → uso de gas real
1 1
eos_ele 1
Uso de EOS real electrones:
0 → uso de gas ideal
!=0 → uso de gas real
1 1
eos_tot 1
Tipo de EOS total:
0 → uso de gas real
!=0 → uso de gas ideal
- 0
Cuadro 4.9: Parámetros de los materiales.(II).
Parámetros del láser
Se designan con el campo laser, y contiene los parámetros del láser y del trazado de
rayos. Sólo se incluyen a continuación los más importantes de los utilizados en la definición
del láser de la simulación.
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Nombre
variable
Número valores Significado
Valor
por
defecto
Ejemplo
nlaser 1 Número de láseres utilizados 0 0
typepulse 1
Tipo de pulso:
0 → gaussiano
!=0 → perfil dado por puntos
- 0
npoints 1
Si no fuera gaussiano, el número
de puntos para crear el perfil
temporal.
- 3
lambda 1 Longitud de onda - 50e-6
ener 1
Energía total del láser (en J/m
para coordenadas cartesianas y
en J para coordenadas
cilíndricas)
- 5e+3
hwhmx 1
Valor del HWHM del perfil
espacial del láser
- 40.0e-6
tm 1
Máximo retardo del láser
respecto al inicio de la
simulación
- 1.0e-9
fwhmt 1
Valor del FWHM del perfil
temporal del láser
- 0.5e-9
raytracing 1
Activa el uso del raytracing
con el láser:
0 → desactivado
!=0 → activado
- 0
laser.exphg 1
Valor del exponente de la
hipergaussiana del perfil espacial
- 3.5
Cuadro 4.10: Parámetros láser.
En el presente proyecto no se va a utilizar el raytracing, por lo que se omiten los
parámetros relacionados, dado que no se han estudiado.
Regiones de la simulación
Se designan con el campo reg, y describen las regiones que constituyen el dominio de la
simulación. Habrá que identificar cada región de acuerdo a los materiales antes definidos.
Por ejemplo, teniendo en cuenta el orden, si la región 2 está compuesta por el material 3
antes definido, en reg.mat en la segunda posición se escribirá un 3, y en reg.den en segunda
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posición, se pondrá su densidad correspondiente. En la segunda posición en reg.np, se
definirá el número de puntos para su definición. Y reg.points tras los puntos de la primera
región se incluirán los que definen esta, seguidos del punto inicial por el que se comienza
a definir. (Si se define con cuatro puntos, se añade el primero al final, definiéndose con
cinco).
regions 1 Número de regiones 0 2
den regions Densidad de cada región - 1.0e-03 1.12e03
tem regions
Temperatura de cada
región
- 3.0e+02 3.0e+02
mat regions Material de cada región - 2 1
densityAmbient 1
Densidad del dominio del
sistema no definido como
región
- 1.0e-03
temperatureAmbient 1
Temperatura del dominio
del sistema no definido
como región
- 1.0e+03
uxAmbient
uyAmbient
1
1
Velocidad del dominio del
sistema no definido como
región
0.0
0.0
0.0
0.0
materialAmbient 1
Material del dominio del
sistema no definido como
región
- 1
np regions
Número de puntos que
definen cada región
- 5 5
points
np*Número
de
dimensiones
del problema
Puntos de la región -
0.0 -100.0e-06
200.0e-06 100.0e-06
200.0e-06 200.0e-06
0.0 200.0e-06
0.0 -100.0e-06
Cuadro 4.11: Definición de las regiones
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Capítulo 5
POLAR Project
Tal como se ha dicho anteriormente, el presente proyecto analiza un blanco experimen-
tal, presentado en el artículo POLAR project: a numerical study to optimize the target
design [16]. Este artículo describe un estudio numérico tras un experimento realizado en
2012 en la instalación LULI2000, sistema láser de alta potencia utilizado principalmente
para la investigación científica.
El sistema LULI2000 se encuentra en el laboratorio LULI, (Laboratoire pour l’Utilisation
des Lasers Intenses), en la École Polytechnique, en Francia. LULI es una instalación fran-
cesa dedicada a la investigación de plasmas generados mediante la utilización de láseres
de alta potencia.
En este capítulo se explicará el fenómeno astronómico representado en el experimento
numérico de [16]. Después, se describirán las similitudes con dicha simulación numérica,
y por último, una breve introducción de la simulación en si misma.
5.1. Explicación astrofísica del experimento
Como se explica en 2.5, la aplicación de un láser de alta potencia permite alcanzar
condiciones que permitan reproducir objetos astronómicos.
Con el estudio descrito en el artículo se busca dar soporte a un experimento que
trata de, mediante un sistema a escala de laboratorio, describir la formación de discos de
acrecimiento en estrellas variables cataclísmicas.
Antes de explicar el experimento en sí mismo, se va a introducir ligeramente el fenó-
meno astrofísico que busca reproducir éste.
En primer lugar, se describe una estrella variable, como aquella que sufre un cambio
apreciable en su brillo. Existe un subgrupo dentro de las estrellas variables, las binarias
cataclísmicas.
Por un lado, estrella binaria es un sistema compuesto por dos estrellas que orbitan
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alrededor de un centro de masas común, de forma que la evolución de cada una de ellas
depende de la otra estrella del sistema, y viceversa.
Por otro lado, se distinguen las binarias cataclísmicas, formadas por una enana
blanca o estrella primaria, y una enana roja o naranja o estrella secundaria. Se en-
cuentran a una distancia muy pequeña, comparada con las no cataclísmicas.
Figura 5.1: Representación de un sistema binario [3]
A continuación se señalan brevemente las principales características de una enana
blanca. Ésta es una estrella compacta,es decir, al contrario de una estrella típica no
contrarresta la gravedad. Las estrellas compactas surgen tras el agotamiento nuclear de
las estrellas, se las conoce también como remanentes estelares. Las remanentes por
lo tanto, no se oponen al colapso gravitatorio, por lo que se encuentran comprimidas lo
máximo posible. Por lo tanto, las estrellas compactas serán la etapa final de la evolución
de una estrella.
En un sistema binario con una estrella compacta, puede formarse un disco de acre-
cimiento alrededor de ésta, con la materia procedente de las capas exteriores de la otra
estrella.
Material de la estrella brillante podrá ser captado por el objeto compacto si las capas
exteriores de esta estrella están en el interior del límite de Roche del objeto compacto. El
límite de Roche de cualquier estrella comprende el espacio en el cuál, la materia orbitante
se encuentra ligada gravitacionalmente a ella.
Por otro lado, habría que explicar qué es el disco de acrecimiento, es un disco de
polvo y gas que se encuentra alrededor de un cuerpo central, que lo atrae y alimenta,
aumentándo así la masa de éste.
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Figura 5.2: Representación de un disco de acrecimiento alrededor de un objeto compacto
[17]
Dentro de las binarias cataclísmicas existe un grupo no magnético, o novas enanas,
y un grupo magnético o polares.
En particular el estudio se centra en las polares, donde la enana blanca tiene un
campo magnético superior a 10 MG (1 G = 10−4 T ). Al tener un campo magnético tan
intenso no se forma disco de acreción o acrecimiento, sino que el material puede formar
una columna de acreación sobre cada polo magnético.
En resumen, el sistema que se va a estudiar es una columna de plasma colimado por
un campo magnético, sobre la superficie de una enana blanca. Surgirá una onda de choque
esférica cuando el material incida en la superficie de ésta, que se propagará en dirección
contraria por la columna de acreación.
En la zona donde incide el plasma, tras el choque, se darán condiciones físicas extremas
y se produce la mayor energía emitida por el sistema. El objetivo del experimento es el
estudio de dicha región y sus condiciones tras el choque.
5.2. Leyes de escala y propiedades comunes
Es importante señalar que, como ya se ha explicado el código ARWEN no tiene en
cuenta los campos electromagnéticos. En el apartado anterior se explica que la estrella
objeto de estudio cuenta con un campo magnético fuerte que impide la formación de un
disco de acreción. Pero como indica el artículo, el único efecto del campo magnético es
ese, el de canalizar el flujo del plasma hacia los polos magnéticos.
Por lo que ni en la simulación numérica de este, ni en la incluida en el presente proyecto,
se considerarán los campos magnéticos, únicamente se diseñará un tubo para representar
esa canalización del plasma, como se explica más adelante.
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Una vez se ha explicado lo que parecía en principio una diferencia entre el proceso real
y la simulación, se explicará como se realiza la adaptación del experimento.
Mediante unas leyes de escala, se generará un sistema a escala en el laboratorio, que
sirva como modelo para describir el sistema astrofísico. Estas leyes de escala, tienen
que garantizar que el fenómeno astronómico y la simulación, están conducidos por la
misma física y las mismas ecuaciones. Teniendo cada sistema sus condiciones iniciales y
sus condiciones de contorno.
El sistema astrofísico podrá modelarse en el laboratorio con un sistema cuya longitud
típica es del orden de mm, y que evoluciona en una escala del orden de ns.
El experimento se diseña de manera que se consiga un plasma que provoque una
temperatura tras la onda de choque del orden de 100 eV , con una densidad del plasma
del orden de 10 g/cm−3 y una velocidad de expansión alrededor de 300 km/s−1.
Este régimen de velocidad, temperatura y densidad se conseguirá usando el LMJ (Láser
Mégajoule). Éste es un dispositivo construido en Francia, para el confinamiento de fusión
inercial. El LMJ fue diseñado para depositar 1,8 MJ a su objetivo. Está formado por 240
tubos de láseres, agrupados en 8 grupos de 30.
5.3. Descripción del experimento
Las simulaciones numéricas realizadas en [16] se realizan con las condiciones de la
instalación LULI2000. Es decir, con un láser de alta energía, con energía de 300 J , λL =
527 nm, y un pulso de longitud típica de 1,5 ns. El foco tendrá de diámetro 400 µm e
intensidad IL = 1014 W/cm2.
El experimento numérico se basa en el experimental que se realizó en el 2012 en esas
instalaciones. Se trata de generar un flujo de plasma imitando el material que cae en la
enana blanca. Este flujo tiene que ser supersónico para crear la reverse shock al colisionar.
Un obstáculo funcionará como la superficie de la enana blanca. Para tener el flujo colimado
se usará un tubo que desempeña el papel del campo de confinamiento magnético. Este
tubo debería no tener material en su interior, representando así el vacío, pero esto no es
posible, se rellenará de una espuma de plástico de muy baja densidad.
La reverse shock, es decir, onda de choque reflejada en el obstáculo no se estudiará en
el presente proyecto, se propone como futuro trabajo. Pero se considera para el diseño del
flujo de plasma.
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Figura 5.3: Representación del sistema simulado en el artículo POLAR project [16]
Se buscará que las características y dimensiones de los elementos que forman el ex-
perimento, consigan que las condiciones sen lo más parecidas a las dadas en el fenómeno
astrofísico. Se comparan para ello cuatro sistemas con diferentes características.
El sistema considerado óptimo tras el análisis descrito en el artículo se usará como
modelo para la definición del sistema de las simulaciones recogidas en este proyecto.
En el artículo se incluye un mapa de densidad para un sistema con otra configuración
geométrica, incluyendo un cilindro de foam, plástico de baja densidad. Se demuestra en
el artículo que con un cono se consiguen condiciones más cercanas a la realidad, por lo
tanto se toma esta geometría para el diseño del sistema del proyecto.
Figura 5.4: Representación del sistema simulado en el artículo POLAR project [16]
Más adelante se incluirán mapas de esta forma para el sistema simulado en el presente
proyecto, pero al tener una geometría diferente no se han podido comparar de forma
exhaustiva.
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Capítulo 6
Descripción del sistema de la simulación
Una vez se han descrito los aspectos teóricos relacionados con el presente proyecto, se
van a explicar las simulaciones realizadas. Se detallan en este capítulo las características
del blanco, el láser y el mallado de la simulación, así como la manera de introducir dichas
propiedades en ARWEN, en un input como el recogido en el anexo A.
En todas las simulaciones se establece un máximo de 25000 pasos de tiempo, o una
duración máxima de 50 ns.
6.1. Desripción del blanco
En primer lugar, se describe el blanco utilizado. Las simulaciones realizadas tienen co-
mo objetivo el estudio del experimento descrito en el apartado 5.3, utilizando la geometría
óptima para poder representar con mayor fidelidad la realidad.
El sistema utilizado en las simulaciones consta de:
Una lámina de plástico de 20 µm de espesor y densidad 1,12× 103 kg/m3
Un cono de plástico de densidad 50 kg/m3 y ángulo 77◦
Un tubo de plástico de 10−2 kg/m3 de densidad y altura de 1 mm
Un obstáculo de alumnio de densidad 2700 kg/m3
El sistema descrito se encuentra rodeado de una estructura de alumnio de densidad
2700 kg/m3.
A continuación, se indican cómo se han introducido los principales parámetros rela-
cionados con la definición del blanco de la simulación, en el input del código ARWEN,
como el incluido en el anexo A.
En primer lugar hay que indicar el número de materiales, mat.nmat y cuales son,
indicándolos mediante los números identificadores de cada EOS y opacidad, mat.eosid,
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mat.opaid, incluyendo la ruta de las tablas con las EOS y opacidades. Serán dos mate-
riales con sus correspondientes EOS y opacidades.
Se señalan 6 regiones diferentes, introcuciendo en el campo reg.regions=6. Estas
regiones son: el vacío anterior a la lámina, la lámina, el cono, el tubo, la estructura de
alumnio y el obstáculo.
Cada una de estas regiones se definirá con los puntos que la delimitan de la manera
explicada en el capítulo 4. También hay que indicar qué material forma cada región. En
la figura 6.1 se pueden observar cada una de estas regiones, especificándose cada material
y cada densidad.
Figura 6.1: Esquema de los materiales del blanco de la simulación
Como se observa en 6.1, y se explica en 5.3, el vacío que se encuentra antes del sistema
y el vacío que existe en el tubo no se puede poner como una región sin material, por lo
que se pone una densidad muy baja, 10−2 kg/m3.
En los parámetros reg.tem, reg.uy y reg.ux, se incluyen para cada región, la tem-
peratura inicial, que será de 300 K, y las velocidades iniciales, nulas en todas ellas.
La geometría básica que describe el sistema se indica en la figura 6.2
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Figura 6.2: Esquema de los parámetros geometricos del blanco de la simulación
Tras la definición del esquema del blanco, se introduce un problema que surge de esta
definición incial, y que como se verá más adelante, afectará en gran medida a los resultados
de las simulaciones.
Como se menciona antes, todos los materiales se encuentran incialmente a 300 K.
Las ecuaciones de estado utilizadas funcionan de la siguiente manera, proporcionan la
presión en función de la densidad y la energía, que a su vez también se expresa en función
de la densidad y la temperatura, como se describe a continuación,
P = P (ρ, E) = P (ρ, E(ρ, E(ρ, T )) (6.1)
En el instante inicial, cada material tiene su densidad, antes detallada, y a la tem-
peratura incial de 300 K no tendrán todos la presión inicial de aproximadamente 1 atm
sino que cada material tendrá una presión diferente según su densidad inicial, por lo que
se producirá una expansión o compresión de estos en función de su presión y la de los
materiales que se encuentren a su alrededor.
Por lo tanto, en las interfases entre los materiales habrá errores en el cálculo de las
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variables debido a estas expansiones y compresiones, se despreciarán algunos datos como
se explica en el capítulo 7
A altas temperaturas ésto no ocurrirá, las ecuaciones de estado están diseñadas para
materia en régimen de HED, por lo tanto sólo habrá expansiones, y por tanto compresio-
nes, en los instantes iniciales.
Esto se desarrollará más adelante cuando se traten los resultados obtenidos
6.2. Descripción del láser
Se describe en este apartado cómo se indican los parámetros del láser utilizado en
ARWEN. Se caracterizará el láser utilizado con los valores de su energía, intensidad,
longitud de onda y diámetro.
El parámetro longitud de onda se introduce en la variable laser.lambda como se
explicó anteriormente en el capítulo 4.
Antes de explicar cómo introducir los parámetros intensidad y energía, se va a intro-
ducir el perfil temporal y espacial de un pulso láser.
Perfil temporal:
La dependencia de la intensidad del láser con el tiempo, sigue una distribución que
podría asemejarse a una distribución normal o gaussiana.
Se tienen que introducir en ARWEN, dos datos: t0 y FWHM.
La intensidad de un láser cumple la siguiente dependencia temporal.
I = I0e
− |t−t0|2
2σt (6.2)
Siendo, t0 el tiempo en el que se da la máxima intensidad, I0 y σt el ancho del pulso.
Figura 6.3: Perfil temporal de la intensidad de un láser
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La anchura a media altura, FWHM ,(Full Width at Half Maximum) se calcula de la
siguiente manera,
1
2
I0 = I0e
− |FWHM|2
2σt (6.3)
FWHM = 2σt
√
2 ln 2 (6.4)
Se pondrá, para una correcta caracterización de la curva t0 = 2HWHM en vez de
situarse en el origen. Esto se expresa mediante laser.tm= 3e − 09 s, que será el retardo
respecto al origen de la simulación.
Perfil espacial:
La intensidad no sigue una distribución normal, sino que corresponde a la siguiente
ecuación:
I(r) = I0e
− |r−r0|k
2σkr (6.5)
Siendo r0 la posición del centro del láser, σr el ancho espacial del pulso, k el exponente
de la gaussiana.
Se utilizará k=3.5, que resulta una buena aproximación.
Por otro lado, la energía se calcula a partir de la intensidad.
E =
∫
I(x, t)dtdS ' I0∆tpiR2 (6.6)
Siendo ∆t = FWHM , y piR2 = HWHM .
Se describirá su dependencia espacial con el exponente de la gaussiana, y el parámetro
HWHM = 1
2
φ, siendo HWHM, Half Width at Half Maximum.
Láser de la simulación
Los parámetros antes descritos que caracterizan al láser utilizado en la simulación, son
los determinados por el artículo, que corresponden a las características de la instalación
LULI2000.
Se resumen en la siguiente tabla.
Energía λL t0 φ IL
300J 527nm 1,5ns 400µm 1014W/m2
Cuadro 6.1: Parámetros del láser de la simulación
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En ARWEN, se introducen estos datos, en un input como del anexo A, rellenando los
siguientes campos que se incluyen a continuación.
laser.nlaser = 1
laser.typepulse = 0
laser.lambda = 527e-09
laser.lasener = 3.0e+02
laser.hwhmx = 200.0e-06
laser.tm = 3e-09
laser.fwhmt = 1.5e-09
laser.exphg = 3.5
Cuadro 6.2: Parámetros del láser de la simulación en ARWEN
6.3. Descripción del mallado
A continuación, se explica el mallado utilizado y cómo se define en ARWEN.
El sistema tiene simetria cilíndrica, usaremos coordenadas cilíndricas (r,z), aunque
no es correcto se denominarán (x,y) para simplificar la explicación de la descripción del
mallado.
Antes de describir el mallado en sí, se indica el dominión de la simulación. Se señalan
los límites del sistema, superior: geometry.prob_hi=(x,y), e inferior:
geometry.prob_lo=(x,y). Además se indica que ninguna frontera del sistema es perió-
dica.
Después se incluyen los parámetros que describen el mallado. Para generar celdas
cuadradas habrá que tener en cuenta las dimensiones del sistema. El mallado base, se
generará por tanto de la siguiente manera, amr.n_cell= (40, 160), que consiste en dividir
el eje x en 40 unidades y el y en 160 unidades, generando así celdas cuadradas.
Según el nivel de refinamiento utilizado se volverá a dividir cada celda según
amr.ref_ratio, que indica el primer dígito las unidades en que se divide el eje x de la
celda, el segundo para el eje y; el tercero y el cuarto expresan lo mismo para un segundo
nivel de refinamiento, y así sucesivamente, como se indica en el capítulo 4.
Se generará de nuevo la malla cada el número de pasos de tiempo señalado en
amr.regrid_int.
Se incluye también el número de celdas extra para etiquetar errores,
amr.n_error_buf, y la periocidad de generación de una nueva malla, muy útil si es
necesario que se mueva la malla también, amr.regrid_int.
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El parámetro amr.blocking_factor define la multiplicidad mínima de las celdas en
una caja. El mallado base por lo tanto tiene que ser múltiplo de éste factor.
Por último, en este caso se indica que si un 70 % de las celdas están marcadas se
formará una caja con un nivel más de refinamiento. Con el parámetro: amr.grid_eff se
indica por tanto, el porcentaje mínimo de celdas marcadas en una caja para la formación
del mallado, para que éste sea eficiente.
Todos los parámetros antes definidos se recogen en el cuadro 6.3, para el mallado de
las simulaciones llevadas a cabo.
geometry.coord_sys = 1
geometry.prob_lo = 0.0 -3.00E-04
geometry.prob_hi = 400.0e-6 1.5e-3
geometry.is_periodic = 0 0
amr.v = 1
amr.n_cell = 40 160
amr.max_level = 2
amr.ref_ratio = 2 2 2 2 2 2 2 2
amr.regrid_int = 2
amr.n_error_buf = 2 2 2 2 2 2 2 2
amr.grid_eff = 0.7
amr.blocking_factor = 4
Cuadro 6.3: Parámetros del mallado de la simulación en ARWEN
En la figura 6.4, se incluye un instante de una simulación para indicar los límites
del dominio de la simulación antes definido, observándose también la variación del ma-
llado según se requiera, dependiendo de las caracterísicas de cada zona del dominio de
simulación.
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Figura 6.4: Ejemplo del mallado adaptativo
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Simulaciones
En este capítulo se incluye la descripción de las simulaciones llevadas a cabo.
Se realizan simulaciones del sistema descrito en el apartado 6.1, variando la energía del
láser, el nivel de resolución del mallado y el uso de la radiación, para un análisis posterior
de la influencia de estos parámetros en la evolución del sistema.
Las combinaciones de las variaciones de los parámetros antes descritos se resumen en
doce simulaciones lanzadas, enunciadas a continuación.
Un nivel de refinamiento y energía al 100% sin radiación
Un nivel de refinamiento y energía al 75% sin radiación
Un nivel de refinamiento y energía al 125% sin radiación
Un nivel de refinamiento y energía al 100% con radiación
Un nivel de refinamiento y energía al 75% con radiación
Un nivel de refinamiento y energía al 125% con radiación
Dos niveles de refinamiento y energía al 100% sin radiación
Dos niveles de refinamiento y energía al 75% sin radiación
Dos niveles de refinamiento y energía al 125% sin radiación
Dos niveles de refinamiento y energía al 100% con radiación
Dos niveles de refinamiento y energía al 75% con radiación
Dos niveles de refinamiento y energía al 125% con radiación
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7.1. Descripción de una simulación ejemplo
Como se explica en el apartado 5.3, tanto la simulación como el experimento real,
buscan crear un flujo de plasma, imitando al material que cae en la enana blanca, que
chocará contra un obstáculo, que simula ser la superficie de la estrella. Esto se consigue,
creando un plasma que se expanda en el interior de un tubo que simula el confinamiento
magnético. En el interior de este se representa el vacío usando una espuma de plástico
muy ligera.
El plasma se genera al aplicar un láser al sistema. En t = 0 ns, incidirá un láser desde
la parte inferior, que provocará la ionización de la capa de plástico, parte del material
se expande en forma de plasma hacia abajo, ocupando el espacio donde se encontraba el
vacío. Para contrarrestarlo, se genera una onda de choque que empuja el resto del material
de la capa de plástico y al cono de menor densidad, de manera que dicho plasma comienza
a expandirse por el tubo de 1 mm de largo, hasta alcanzar el obstáculo de Al, lo que ocurre
aproximadamente 10 ns después de que comience la irradiación con el láser. El pulso láser
finaliza tras 1,5 ns como se ha explicado anteriormente.
A continuación se muestran distintas etapas de una simulación ejemplo, con dos niveles
de resolución, energía del láser nominal (300 J) y considerando la radiación.
Los colores representan en escala logarítmica la densidad de los distintos puntos del
sistema, las líneas en negro señalan la posición de las interfases, y en blanco se marca el
mallado de ARWEN. Se puede observar la evolución del sistema antes explicada.
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t = 0 ns t = 2 ns t = 4 ns
Figura 7.1: Ejemplo de algunos instantes de una simulación, para AMR2 y 100% de
energía con radiación (I)
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t = 6 ns t = 8 ns t = 10 ns
Figura 7.2: Ejemplo de algunos instantes de una simulación, para AMR2 y 100% de
energía con radiación (II)
A continuación, en la figura 7.3, se describe la variación de la densidad en el sistema
a través de cortes en x = 0 para los mismos instantes de tiempo.
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(a) t = 0 ns (b) t = 2 ns
(c) t = 4 ns (d) t = 6 ns
(e) t = 8 ns (f) t = 10 ns
Figura 7.3: Ejemplo de la variación de la densidad en una simulación, para AMR2 y 100%
de energía con radiación
Se ve con mucha claridad en la figura 7.3 como en t = 2 ns se produce una expansión
de una parte de la lámina. Y como conforme avanza la simulación, los materiales del
sistema son empujados hacia el objeto a través del tubo con vacío, aumentando la densidad
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conforme avanza el plasma por dicha región.
Se indican también, la posición teórica inicial de las interfases, puesto que por efecto
de las expansiones iniciales variarán ligeramente.
7.2. Descripción de la obtención de datos para el aná-
lisis de las simulaciones
Para el análisis de la influencia de los parámetros que se irán variando en cada simula-
ción, se tomará la velocidad de la onda de choque producida en cada una, como variable
a comparar. Para ello, se tendrá que determinar en primer lugar la posición de la onda de
choque, para después poder calcular su velocidad.
También se observará como varía la energía depositada, obtenida como se describe a
continuación.
7.2.1. Posición de la onda de choque
Mediante el programa de python de detección de ondas de choque, recogido en el anexo
B.1, se puede conocer la posición de la onda de choque durante la simulación.
El programa utiliza como criterio para localizar la onda de choque la velocidad de
ésta, superior a la de los materiales que desplaza a su paso.
En éste trabajo, la velocidad límite para trazar la trayectoria será 5 km/s para poder
despreciar en la mayor medida posible los efectos de la expansión inicial.
A continuación, en la figura 7.4 se recoge la posición de la onda de choque para una
simulación que incluye radiación, con un nivel de refinamiento en el mallado y energía del
láser de 300 J. Se incluye el pulso láser, pero únicamente a modo de referencia para conocer
cualitativamente la variación de la intensidad, pero no están señaladas sus unidades.
También se incluye la posición inicial teórica de las interfases de los materiales, aunque
debido a las expansiones iniciales, y tras el avance de la onda de choque la posición irá
variando como se señala más adelante.
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Figura 7.4: Ejemplo de la variación de la posición de la onda de choque
El programa de python expresará la trayectoria de la onda en forma de un conjunto
de datos de la forma (t,y), definiéndo así su avance conforme se desarrolla la simulación.
7.2.2. Velocidad de la onda de choque
Se realiza, mediante el comando fit de Gnuplot, un ajuste de la función que representa
la posición de la onda de choque, calculada como se ha explicado anteriormente, a una
recta.
Gnuplot usa un algoritmo de ajuste no lineal de mínimos cuadrados (nonlinear least-
squares Marquardt-Levenberg algorithm). En este caso, el ajuste es lineal, por lo que se
usa una herramienta muy potente para un caso simple. Un algoritmo de ajustes no lineales
también funciona para el caso concreto de ajustes lineales.
Para una mejor caracterización del recorrido de la onda de choque, se desprecian
los puntos de la función cercanos a las interfases, ya que no se detecta correctamente la
posición de la onda entre los materiales, debido a las expansiones iniciales antes explicadas.
Una vez se conoce la recta que describe la evolución de la onda de choque de manera
aproximada, se podrá conocer la velocidad de ésta en cada material, conociendo su pen-
diente. Este dato se conocerá en forma de un intervalo de confianza con una probabilidad
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de éxito de un 90 %, del que conoceremos su valor central y su variabilidad.
Figura 7.5: Ejemplo del ajuste de la posición de la onda de choque a una recta (I)
Figura 7.6: Ejemplo del ajuste de la posición de la onda de choque a una recta (II)
Se señala en las figuras 7.5 y 7.7 con el color rojo, los datos despreciados por efecto
de la expansión inicial.
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En color verde en la figura 7.5, indica una zona de la región donde no se detecta bien
la onda por el mismo motivo.
7.2.3. Energía depositada
Con el comando grip de Linux se puede analizar la energía depositada en el plasma.
Se comprueba que será menor que el valor el valor teórico esperado.
A continuación, se expresa en forma de potencia tanto la potencia absorbida real como
la teórica, en GW . Se observa en el eje derecho el porcentaje de absorción del plasma
conforme avanza la simulación.
La variación de la energía depositada dependerá de los modelos de absorción dados,
que a su vez dependerán de la longitud de onda del plasma principalmente, como se explica
detalladamente en el capítulo 2.
Figura 7.7: Ejemplo de la potencia real depositada en el plasma
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Capítulo 8
Análisis de resultados
En este capítulo se recogen los desarrollos de distintas hipótesis, efectuados a partir de
los datos obtenidos de las simulaciones antes descritas. Se compararán las velocidades de
la onda de choque en cada simulación, para cada región del sistema. También se observará
el valor de la energía depositada en cada simulación, siendo este inferior al valor de la
energía que entrega el láser.
Además, se podrán generar mapas lagrangianos con los que se conocerá la evolución
de las variables en espacio y tiempo.
Para finalizar este capítulo, se incluye la comparativa del ajuste con parábolas, consi-
derando una posible variación de la velocidad de la onda de choque conforme avanza en
cada material del sistema de la simulación.
8.1. Influencia de la velocidad de la onda de choque con
la radiación
En primer lugar, se estudia la contribución de la radiación en la simulación, para lo
que se comparan las velocidades de las ondas considerando y despreciando ésta, para uno
y dos niveles de refinamiento. Las velocidades se calculan como se explica en el apartado
7.2, mediante el ajuste de la posición de la onda de choque con rectas. Se considera, por
lo tanto, constante la velocidad de la onda.
En la tabla 8.1, se recogen las velocidades de las ondas de choque en km/s, para un ni-
vel de refinamiento, incluyendo el valor central del intervalo de confianza y su variabilidad.
Se calcula el error relativo respecto del valor central del intervalo.
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Ela´ser Región
Sin radiación Con radiación
Error relativo(%)
u +/−∆u u +/−∆u
75%
lámina 31.27 0.5 35.51 0.6 -11.93
cono 78.9 2.9 78.50 2.3 0.52
tubo 194.03 0.9 192.18 1.4 0.97
100%
lámina 32.77 0.7 38.05 0.88 -13.86
cono 86.97 2.9 85.29 2.9 1.98
tubo 229.55 2.5 228.13 1.7 0.62
125%
lámina 34.48 0.9 39.38 1.0 -12.44
cono 91.93 3.5 91.66 3.1 0.30
tubo 252.94 2.8 252.80 1.4 0.05
Cuadro 8.1: Tabla de resultados del estudio de la influencia de la radiación para AMR1
Antes de comenzar con el análisis de los resultados expresados en la tabla 8.1, hay que
señalar que el error relativo se ha calculado considerando que el resultado más realista
es aquél obtenido de las simulaciones con radiación, por lo tanto, R( %) = u
no rad−urad
urad
.
Se va a analizar, por un lado las regiones del cono y el tubo, y por otro lado la lámina,
por razones que se exponen más adelante.
En primer lugar, los errores en la lámina son elevados, se expresan con signo negativo
debido a que es contrario a lo esperable. Puesto que, en caso de variar las velocidades de
la onda de choque con la radiación, sería mayor sin ella, porque la radiación permite la
disipación de energía en el sistema.
Como refleja la tabla, esto no ocurre, debido a que la lámina no puede resolverse con
un nivel de resolución. Ya que, tal como se explica en la sección 6.3, el eje y se subdivide
en 160 celdas como mallado base. La altura total del sistema son 1,8 mm, por lo que cada
celda tiene ∆y0 = 11,25 µm. El mallado con un nivel de resoluación tiene ∆y1 ' 6 µm,
es decir, la lámina de 20µm se resuelve con 3 celdas completas compuestas únicamente
por el material de la lámina. Esto no es suficiente teniendo en cuenta, que la lámina
sufrirá los efectos de la expansión inicial, quedando un menor número de celdas con las
características iniciales durante la simulación, las cuales no serán sufientes para poder
resolver la lámina de manera aceptable.
En la siguiente figura se señalan las expansiones iniciales y el mallado en t = 0,
pudiendo observarse que debido a las pequeñas dimensiones de la lámina distorsionan en
gran medida su análisis.
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Figura 8.1: Ejemplo de las expansiones iniciales en el sistema
En el tubo y el cono no se ocurren estos problemas debido al valor de sus dimensiones.
Sí estarán bien definidos con un nivel de refinamiento.
Como consecuencia de que el código ARWEN es un código conservativo, es capaz de
resolver el cono y el tubo, aunque no se resuelva bien la lámina.
Tras analizar la tabla 8.1, se puede afirmar que el efecto de la radiación no es apreciable
en estas dos regiones, ya que el error relativo es menor que la variabilidad del intervalo
de confianza de las velocidades. Por lo tanto, no se puede asegurar que sean distintas, se
podrán considerar iguales.
En la firgura 8.2, se muestra un ejemplo de los intervalos de confianza de las velocidades
de la onda de choque en el cono, cuando el láser tiene el 100% de energía nominal.
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Figura 8.2: Ejemplo de intervalos de confianza de las velocidades de la onda de choque
En el cálculo de la velocidad global en una región se desprecian algunos puntos de
ésta, para disminuir los efectos de las interfases sobre la velocidad, como se explica en el
apartado 7.2.
Se repiten las simulaciones con dos niveles de refinamiento en el mallado, y se calculan
las velocidades de la onda de choque de la misma manera.
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Ela´ser Región
Sin radiación Con radiación
Error relativo(%)
u +/−∆u u +/−∆u
75%
lámina 20.59 0.1 22.99 0.2 -10.44
cono 82.33 2.6 80.22 2.5 2.6
tubo 205.66 3.6 201.87 2.0 1.88
100%
lámina 21.1 0.1 23.18 0.2 -8.95
cono 90.97 3.3 89.91 3.75 1.18
tubo 245.39 3.5 239.50 2.7 2.46
125%
lámina 21.56 0.1 23.46 0.2 -8.1
cono 96.81 3.8 95.49 3.1 1.38
tubo 275.51 5.3 275.27 3.5 0.09
Cuadro 8.2: Tabla de resultados del estudio de la influencia de la radiación para AMR2
El error relativo se calcula de la misma manera que con AMR1, respecto del valor de
la velocidad en la simulación con radiación.
La lámina en este caso, con dos niveles de resolución, se resolverá con 7 celdas que
estén unicamente constituidas por el plástico de la lámina. Este número de celdas que sí
son un número suficiente para resolver una región, pero sigue siendo una resolución baja,
debido a que la lámina se ve afectada por las expansiones iniciales.
Se puede ver en la figura 8.3, que el número de puntos obtenidos para trazar la trayec-
toria de la onda, es un número muy pequeño, por ello se produce un error elevado, como
se expone en la tabla.
También cabe destacar que, se desprecian los puntos cercanos a las interfases teóricas
iniciales, puesto que sufren los efectos de las expansiones. Teniendo en cuenta el número
de puntos que se obtienen en esta región, se desprecian muchos puntos.
La figura 8.3, muestra el número de puntos obtenidos para trazar la trayectoria de la
onda para la simulación con el 100% de la energía y despreciando la radiación, en las tres
regiones. Ocurre lo mismo en las otras simulaciones, en la región de la lámina, tendría
que realizarse una simulación con un nivel superior de resolución para poder asegurar
que convergen las velocidades en la lámina, con y sin radiación. No se ha podido simular
con tres niveles de refinamiento debido a problemas con las expansiones iniciales de los
materiales.
Se tomarán las velocidades considerando la radiación, por asemejarse más la simulación
a la realidad.
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(a) Región de la lámina (b) Región del cono
(c) Región del tubo
Figura 8.3: Ejemplo del número de puntos obtenidos en cada región para el trazado de la
trayectoria de la onda, para AMR2 y 100% de energía sin radiación
Tal como se ha explicado, se demuestra que para resolver la lámina se cuenta con un
número de puntos muy pequeño. Se señalan en las gráficas también, la posición teórica
de las interfases en el instante inicial.
Por último, tras analizar los resultados obtenidos en el resto del sistema con AMR 2,
se obtienen las mismas conclusiones que con un nivel de refinamiento. Para las regiones
del cono y el tubo se comprueba que se pueden despreciar los efectos de la radiación.
Pudiendo realizarse simulaciones más sencillas sin errores apreciables.
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8.2. Influencia de la velocidad de la onda de choque con
la resolución empleada
El segundo estudio demuestra mediante la comparación de la posición de la onda de
choque detectada, que ésta sí varía con el nivel de resolución empleado. Se van a comparar
seis simulaciones con dos niveles de refinamiento diferente. Se considera en todas ellas el
efecto de la radiación, aunque este no influye como se ha demostrado en el apartado 8.1.
Por ello, podría realizarse el mismo estudio sin la radiación, pero se tiene en cuenta para
conseguir acercarse en mayor medida a la realidad.
Ela´ser Región
AMR 1 AMR 2
Error relativo(%)
u +/−∆u u +/−∆u
75%
lámina 35.51 0.5 22.99 0.2 -54.49
cono 78.50 2.3 80.22 2.5 2.14
tubo 192.18 1.4 201.87 2.0 4.80
100%
lámina 38.05 0.9 23.18 0.2 -64.14
cono 85.29 2.9 89.91 3.75 5.14
tubo 221.92 2.2 239.50 2.7 7.34
125%
lámina 39.38 1.0 23.46 0.2 -67.86
cono 91.66 3.1 95.49 3.1 4.01
tubo 252.80 1.4 275.27 3.5 8.16
Cuadro 8.3: Tabla de resultados del estudio de la influencia del nivel de refinamiento
considerando la radiación
Se ha calculado el error relativo respecto de las simulaciones con dos niveles de refina-
miento, por tener mayor precisión, R( %) = u
AMR2−uAMR1
uAMR2
.
En primer lugar, se analiza la lámina. Como se explica en el apartado 8.1, no está
bien definida para un nivel de resolución, y está fuertemente afectada por las expansiones
iniciales, por ello, no puede realizarse una comparativa de las velocidades. El símbolo
negativo expresa que es mayor la velocidad con AMR1, lo cuál no es posible como se
explicará más adelante, en la página 76.
En segundo lugar, el resto del sistema, cono y tubo, sí puede analizarse gracias a
que ARWEN es un código conservativo. Se observa que el error cometido al realizar las
simulaciones con menor resolución, es un error bajo pero sí apreciable, habría que realizar
simulaciones con AMR3 para poder asegurar que se ha alcanzado convergencia respecto
al tamaño de malla.
La variación de la velocidad de la onda de choque depende fundamentalmente de la
variación de la energía absorbida. Como se muestra en la siguiente tabla, los valores
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de la energía absorbida variando el nivel de refinamiento son diferentes, lo que da lugar a
velocidades de la onda de choque distintas.
Ela´ser EAMR1absorbida EAMR2absorbida error(%)
75% 149.76 158.88 5.74
100% 195.73 208.13 5.96
125% 241.61 256.29 5.73
Cuadro 8.4: Tabla de resultados de la comparativa de energías absorbidas según el nivel
de refinamiento
En los tres casos se cumple que, la energía absorbida por el sistema es mayor cuando
aumenta la resolución. Y cuanto mayor es energía absorbida, mayor velocidad de la onda
de choque, como se comprueba en la tabla 8.3.
A continuación, se incluye la explicación del aumento de la energía absorbida con la
resolución.
Por un lado, con un tamaño de celda menor, el gradiente numérico máximo que se
puede representar será mayor. Así que, disminuyendo el tamaño de las celdas se repre-
sentarán mejor los gradientes. La resolución empleada será suficiente cuando el gradiente
máximo numérico que puede representar es mayor que el gradiente máximo real, entonces,
aunque aumente la resolución no variarán los perfiles calculados.
Como se demuestra en el gráfico siguiente, el perfil de la densidad electrónica es lige-
ramente diferente de un nivel a otro. Esto se demuestra que un nivel de resolución no es
sufiente para representar los gradientes. Habría que comparar con AMR 3 que AMR 2 sea
suficiente.
Por otro lado, la energía depositada aumenta con la longitud recorrida por el rayo y
con la densidad electrónica. Un aumento de la densidad electrónica se traduce en el
incremento del coeficiente de absorción. Por lo que se comprueba con la respresentación
de la densidad electrónica para un tiempo ejemplo t = 1,7 ns que la energía absorbida es
mayor con dos niveles de resolución, al ser mayor el perfil de la densidad electrónica.
Por ello, se afirmaba al hablar de la lámina que no podía cumplirse que la velocidad
de la onda de choque con AMR1 fuera mayor a la calculada con AMR2.
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Figura 8.4: Ejemplo de los perfiles de la densidad electrónica variando el nivel de resolución
empleado
Antes de explicar detalladamente la figura, cabe señalar que se ha desplazado las
gráficas para que coincida la densidad crítica y así poder comparar los perfiles.
Se señala en la figura 8.4, la densidad crítica del plasma. Esta se calcula a través de
la fórmula 2.8, teniendo en cuenta los parámetros del láser de la simulación, λ = 527 nm.
Se calcula la frecuencia del láser, que es w = 5,69 × 1014 rad/s. Por lo que la densidad
critica, calculada como nc = w2me0e2ne , es nc = 4,02× 1027 e/m3.
Se comprueba con la figura lo que se ha desarrollado anteriormente, al generarse en
las simulaciones ondas de choque muy intensas, en el frente de onda se dará un gradiente
muy elevado, el gradiente máximo que puede representar AMR1 no será suficiente, lo que
dará lugar a distintos perfiles de densidad electrónica al variar el nivel de resolución.
En el siguiente gráfico se añade la variación de la energía depositada, siendo siempre
superior en la simulación de dos niveles de resolución.
Se comprueba también, lo explicado en el capítulo 2, en la zona de densidad subcrítica
anterior a la superficie crítica, se dará la mayor parte de la absorción de energía. Además,
se muestra en la figura como a partir de la superficie de densidad critica la luz se refleja,
no pudiendo penetrar en el interior.
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Figura 8.5: Ejemplo de la variación de la energía depositada según el nivel de resolución
empleado
A continuación, en la figura 8.6, se describen las trayectorias de las ondas de choque,
con el 100% de la energía nominal del láser, al variar el nivel de resolución, siendo más
rápida aquella con una resolución mayor. Se indica también, la posición teórica inicial de
cada interfase, aunque debido a las expansiones se verá modificada, y conforme avanza la
simulación dicha posición cambiará con el paso de la onda de choque, esto se representa
en los mapas lagrangianos más adelante. Se señala el error de detección representado en
las figuras 7.5 y 7.7, ya explicado. Por último, también se incluye a modo de referencia el
pluso láser expresado en unidades arbitrarias.
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Figura 8.6: Ejemplo de la variación de la posición de la onda de choca con la resolución
Como conclusión se determina que, la comparativa de la lámina no puede realizarse
por no ser suficientes los niveles de refinamiento del mallado. En el resto del sistema, para
lograr la convergencia con el nivel de refinamiento deberían realizarse las simulaciones
con AMR3 también, para comprobar que los valores de velocidad de la onda de choque
convergen a un valor determinado.
8.3. Dependencia de la velocidad de la onda de choque
con la energía absorbida
Como se han descrito en los dos estudios anteriores, se han realizado todos los análisis
para tres energías de láser diferentes, variando así las magnitudes del sistema, como se
puede observar con el valor de las velocidades de la onda de choque.
A continuación, se calcula la variación de la onda de choque con la variación de la
energía absorbida por el plasma para cada energía del láser, considerando el efecto de la
radiación por ser más realistas dichas simulaciones.
Se va a poder determinar un método de predicción de velocidad de la onda
de choque en función de la energía absorbida. Sólo se realizará con los resultados
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determinados con dos niveles de resolución, ya que son los datos con mayor resolución
y por tanto más exactos. Para cada región del sistema se calcula una recta para poder
determinar la variación de la velocidad de la onda en dicha región con la variación de la
energía.
En las figuras 8.7, 8.8 y 8.9, se incluyen los datos conocidos marcados con aspas,
señalando las velocidades de la onda de choque para las energías absorbidas de las simu-
laciones, recogidas en la tabla 8.4. Las rectas se trazan con el comando fit de la misma
manera que se trazaba la trayectoria de la onda de choque.
Se tomará como pendiente el valor central del intervalo de confianza.
Figura 8.7: Variación de la energía de la onda de choque en la lámina con la energía
absorbida
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Figura 8.8: Variación de la energía de la onda de choque en el cono con la energía absorbida
Figura 8.9: Variación de la energía de la onda de choque en el tubo con la energía absorbida
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Se deducen las siguientes relaciones entre la energía absorbida expresada en julios y
la velocidad de la onda de choque en km/s.
En la lámina: us(Eabs) = 0,02Eabs + 13,29
En el cono: us(Eabs) = 0,16Eabs + 55,95
En el tubo: us(Eabs) = 0,75Eabs + 82,29
Estas relaciones propuestas sólo son aplicables para valores de energía absorbida que
permitan la aparición de la onda de choque.
Se observa que, conforme se avanza en el sistema un aumento o dismución de la energía
absorbida afecta en mayor medida. Esto se reflejaba también en la comparativa anterior,
recogida en la tabla 8.3, al variar la energía absorbida entre AMR1 y AMR2, el error es
siempre mayor en el tubo. Además puede verse en el gráfico 8.6, en el cual las trayectorias
en el cono son muy parecidas, pero en cambio difieren más en el tubo.
8.4. Eficiencia del láser
El método antes explicado para la predicción de la velocidad de la onda de choque
puede determinarse en función de la energía del láser, parámetro que sí se puede co-
nocer previamente, y se puede modificar. Se calcula a continuación la eficiencia del láser,
comparando las tres energías absorbidas por el plasma, para dos niveles de refinamiento
y considerando la radiación. Es decir, se calcula la relación entre la energía absorbida por
el plasma y la energía del láser. Como se recoge en la tabla a continuación, ésta está en
torno al 69 %.
%Enominal Ela´ser Eabs eficiencia(%)
75% 225 158.88 70.61
100% 300 208.13 69.38
125% 375 256.29 68.34
Cuadro 8.5: Tabla de resultados del estudio de la eficiencia del láser para AMR2
Se añade además del porcentaje de energía del láser respecto a la energía nominal, la
energía en julios de cada láser para que se aprecie mejor la diferencia entre las energías.
Cabe señalar que cuanto mayor es la temperatura de un plasma menor energía es
capaz de absorber, pero la eficiencia global disminuye muy poco, puesto que aumenta la
energía del láser.
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Se puede definir de igual manera que en el apartado anterior, la relación entre la
velocidad de la onda de choque y la energía del láser, teniendo en cuenta que la energía
absorbida por el plasma se define como: Eabs = ηEla´ser.
En la lámina: us(Ela´ser) = 0,0014Ela´ser + 13,29
En el cono: us(Ela´ser) = 0,11Ela´ser + 55,95
En el tubo: us(Ela´ser) = 0,52Ela´ser + 82,29
Estas ecuaciones al igual que las del apartado anterior, sólo serán válidas para energías
del láser que produzcan una onda de choque en el sistema.
En la gráfica a continuación, se representa la variación de la energía acumulada en el
plasma a medida que avanza la simulación.
Figura 8.10: Energía absorbida para tres energías de láser
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8.5. Mapas lagrangianos
Se generan mapas en 2D similares a los descritos en el artículo, utilizando el programa
de python de generación de mapas lagrangianos, descrito en el anexo B.2.
Se incluye un mapa de densidad y otro de temperatura para una simulación con
dos niveles de refinamiento y un 100 % de la energía nominal del láser. Se superpone la
variación de la posición de las interfases y la trayectoria de la onda de choque durante
los primeros 10 ns de la simulación. La variación de la posición de dichas interfases se
calculará utilizando el programa incluido en el anexo B.3.
Figura 8.11: Ejemplo de mapa de densidad
Se representan las variaciones de densidad que sufre el sistema, demostrándose así, el
desplazamiento de los materiales conforme avanza la onda de choque.
Además, se distinguen ondas de choque reflejadas que se producen cada vez que la onda
de choque atraviesa una interfase entre dos materiales, concretamente se señala la que se
produce cuando la onda de choque pasa a la región del tubo. Al cambiar las propiedades
del medio en que se propaga la onda se producirá una onda reflejada, y otra que continuará
hacia el obstáculo. Las características de cada una dependen de la diferencia de densidades
entre los dos medios. Como se puede observar, se modificará la dirección de la onda al
atravesar la superificie de separación entre dos materiales distintos.
Observando la figura 8.11, se advierte que, al llegar al obstáculo de aluminio, la onda
de choque no atraviesa la interfase. Ocurrirá como en el resto del sistema, se propagará
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una onda por el aluminio, y otra se reflejará, propagándose en el tubo, que ahora contiene
el plasma que se ha expandido. Pero en este trabajo, la onda refractada no ha podido
detectarse bien en ninguna simulación. En un trabajo futuro podrían analizarse las ondas
reflejadas, y mejorar la detección en la región del obstáculo de aluminio.
De la misma manera, se realiza un mapa de temperaturas que incluye el valor de la
temperatura en cada instante de tiempo y espacio. También, se intuyen las ondas reflejadas
mediante las variaciones de temperatura.
Figura 8.12: Ejemplo de mapa de temperatura
8.6. Ajuste con parábolas
En los cinco estudios anteriores del sistema, se ha considerado constante la velocidad
de la onda de choque en cada material.
Por último, se realiza un ajuste con parábolas comprobando que la aceleración de la
onda en cada material despreciada hasta ahora, no es nula. Esto podría ser, por un lado,
porque la onda de choque considerada plana no lo sea, y tenga una estructura 2D. O por
otro lado, porque los términos de la ecuación 3.11 no considerados en ARWEN tengan un
valor no nulo. Por ejemplo, si el término de fuente de energía, S, fuese no nulo, la onda se
aceleraría conforme avanza la simulación. Por el contrario, como se muestra a continuación,
esta se frena durante el trancurso del tiempo, debido al efecto de la condución de calor,
qc, o del calor de radiación, qr.
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A continuación, en la tabla siguiente se compara el error del ajuste cometido en el
ajuste lineal y en el parabólico para una simulación con el 100% de energía y AMR2. El
error del ajuste representa la distancia media de los puntos a la curva o recta a la que se
ajusta.
Se adjuntan también las gráficas que recogen dichos ajustes para la simulación con
el 100% de energía y AMR2, trazándose en rojo los puntos de la trayectoria de la onda
utilizados para el ajuste. Se incluyen las ecuaciones de dichas curvas en cada gráfico, y
la posición teórica inicial de las interfases. Se irá analizando cada región con ayuda de la
tabla y de dichas gráficas.
Región Ajuste Error del ajuste
Lámina
Lineal 0.258
Parabólico 0.216
Cono
Lineal 14.263
Parabólico 4.556
Tubo
Lineal 15.924
Parabólico 7.083
Cuadro 8.6: Errores en los ajustes
En primer lugar, se observa la región de la lámina. El ajuste parabólico es ligeramente
mejor, pero el error es muy similiar, siendo este valor la distancia media de los puntos a
la curva o a la recta en cada caso. A continuación, gráficamente se muestra que en esta
región apenas hay diferencia entre los ajustes.
Figura 8.13: Ajuste con recta en la lámina de plástico
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Figura 8.14: Ajuste con parábola en la lámina de plástico
En la región del cono, se comprueba que el error cometido al ajustar la trayectoria de
la onda de choque a una recta, es muy elevado. En cambio se minimiza en gran medida
al realizar el ajuste a una parábola. Por lo tanto, en esta región cuando se ha considerado
la velocidad de la onda de choque constante se comete un error apreciable.
Figura 8.15: Ajuste con recta en el cono de plástico
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Figura 8.16: Ajuste con parábola en el cono de plástico
Por último, en el tubo de plástico, ocurre lo mismo que en la región del cono. Al
realizar el ajuste con una curva, el error cometido disminuye a la mitad. Siendo por lo
tanto, más precisa la representación de la trayectoria como una curva que como una recta.
Figura 8.17: Ajuste con recta en el tubo
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Figura 8.18: Ajuste con parábola en el tubo
Tras las tres comparativas, se afirma que es mejor y más preciso ajustar la trayectoria
de las ondas de choque a parábolas. El estudio de las velocidades considerando las acele-
raciones y deceleraciones durante la evolución de la simulación sería muy interesante para
un posible trabajo a continuación del presente.
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Capítulo 9
Conclusiones y trabajo futuro
Tras el estudio de un artículo científico, y su adaptación para el presente trabajo. La
posterior utilización del código de simulación ARWEN, para la realización de diferentes
simulaciones variando parámetros. Y realizándose una comparativa de los resultados de
dichas simulaciones, se deducen una serie de conclusiones planteadas en este capítulo.
También se presentan los límites de los análisis realizados, pudiendo continuarse estos
en trabajos posteriores.
Por último se incluye un breve análisis del del impacto económico, social y medioam-
biental del proyecto.
9.1. Conclusiones
Influencia de la velocidad de la onda de choque con la radiación
La comparativa de doce simulaciones, con dos niveles de resolución diferentes, demues-
tra que es despreciable el efecto de la radiación en el cálculo de la velocidad de la onda
de choque producida.
Esto proporciona la posibilidad de realizar las simulaciones sin radiación, de manera
que sean más sencillas y rápidas.
Esto sólo ha podido comprobarse en dos de las tres regiones, puesto que la región de
la lámina necesira un mallado más fino para su resolución.
Influencia de la velocidad de la onda de choque con la resolución
empleada
Observando los resultados obtenidos con dos niveles de resolución diferentes, no se
puede afirmar que la velocidad de la onda no esté influenciada por el nivel de refinamiento
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del mallado utilizado. Se necesita realizar dichas simulaciones con un nivel superior de
refinamiento para demostrar la convergencia respecto al tamaño de malla.
Sí se ha podido comprobar, para una misma energía del láser, la relación directa entre
el perfil de densidad electrónica y la energía absorbida. Y la dependencia de la onda de
choque con esta.
Dependencia de la velocidad de la onda de choque con la energía
absorbida
Se contempla la gran dependencia de la velocidad de la onda de choque con la energía
absorbida por el plasma, variando la energía del láser aplicado. Pudiéndo calcularse para
cada región del sistema la relación entre la energía y la velocidad.
Eficiencia del láser
El láser utilizado tiene una eficiencia en torno a un 69 %. Es decir, en torno a un 31 %
de la energía del láser se pierde sin poder ser absorbida por el plasma.
Se puede deducir para una velocidad de la onda de choque en una región del sistema, la
energía absorbida necesaria. Y sabiendo la tasa de eficiencia del láser, se conoce la energía
del láser que se debe utilizar. Pudiendo conocer a priori, la energía del láser necesaria para
que se genere una onda de choque con una velocidad deseada en una región del sistema.
Mapas lagrangianos
Mediante los mapas lagrangianos se pueden concentrar la variación de tres variables
de la simulación relacionadas. Siendo muy útil para variables como la densidad o la tem-
peratura.
Se puede observar en ellos las ondas reflejadas que se producen cuando la onda de
choque atraviesa una interfase del sistema.
9.2. Limitaciones
Se han comprobado dos limitaciones principalmente.
En primer lugar, la EOS utilizada contempla errores para rangos de temperatura bajos,
produciéndose los errores en las interfases debido a expansiones iniciales, imposibles de
evitar. Esto ha afectado a las simulaciones incluidas como se ha explicado, principalmente,
en la región de la lámina.
Además de las simulaciones explicadas se han realizado otras. En un comienzo, el
sistema de estudio presentaba otros materiales, las regiones de aluminio se diseñaron con
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hierro, al ser el material incluido en el artículo en el que se basa el trabajo, pero como tiene
una densidad muy superior (ρ = 7800 kg/m3), casi tres veces mayor que la del aluminio,
estas expansiones iniciales eran mucho más acusadas e impedian la simulación. También
ha afectado a las simulaciones de nivel 3 del sistema con los materiales del proyecto,
impidiendo su desarrollo.
Y en segundo lugar, la aproximación a rectas supone que no afectan fenómenos como
es la conducción de calor, lo cual no es cierto. Esto también supone un error en el valor
de las velocidades calculadas.
9.3. Trabajo Futuro
Para concluir, se proponen para futuros trabajos relacionados las siguientes ideas.
En primer lugar, la posible adecuación de la EOS a temperaturas bajas, para evitar
los problemas antes mencionados. Esto sería un proyecto de carácter diferente al presen-
te trabajo, pero solucionaría muchos problemas en futuras simulaciones similiares a las
incluidas en este.
En segundo lugar, una comparativa de los datos obtenidos para un nivel superior de
refinamiento. Una vez solucionado el problema de las EOS la realización de todas las
simulaciones con un nivel superior sería muy sencillo, únicamente habría que variar el
parámetro del input que indica el nivel de resolución. Se calcularían las velocidades de la
misma manera. Se podría así definir la región de la lámina con mayor precisión, y por otro
lado se podría comprobar la convergencia de las velocidades con el mallado en el resto del
sistema. De esta forma podrían responderse a las hipótesis planteadas en este proyecto.
En tercer lugar, podría realizarse un estudio de las ondas reflejadas, para ello habría
que modificar la velocidad de detección de la onda de choque en el sistema. También,
mejorando el mismo programa de detección, podría localizarse la onda que atraviesa el
obstáculo de aluminio. Ha ocurrido como con las ondas las reflejadas, al ser más lenta que
la velocidad límite no ha sido posible su detección.
Con estos dos estudios anteriores podrían determinarse todas las ondas de choque
producidas tras la irradiación con el láser. Sería necesario que se evitase las expansiones
iniciales para prevenir que se distorsione la detección de las ondas. Sería necesaria la
realización previa del primer trabajo mencionado.
Todos los análisis realizados podrían extrapolarse a la variación de otras variables, co-
mo la velocidad de los materiales del sistema, o la variación de la temperatura en el mismo.
Sería muy sencillo ya que todos los demás datos se obtienen siguiendo el procedimiento
ya descrito, sin necesidad de realizar más programas.
Otro posible proyecto a continuación, podría ser realizar un ajuste parabólico de la
posición de la onda de choque para todas las simulaciones. Analizando su frenado conforme
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avanza la simulación, definiendo así de forma más precisa las velocidades de las ondas de
choque. Este análisis también sería asequible partiendo del presente proyecto, puesto que
sólo habría que ajustar los datos a parábolas en lugar de a rectas. Sería interesante hacer
una evaluación de las aceleraciones en cada región.
Por último, un futuro trabajo muy interesante sería llevar a cabo el objetivo inicial del
presente trabajo, realizar el sistema exacto del artículo científico y poder así valorar las
capacidades y limitaciones del código ARWEN, lo que supondría algo muy positivo para
su desarrollo.
9.4. Impacto económico, social y medioambiental
Se va a incluir una breve reflexión sobre posibles impactos de este estudio en los
ámbitos económico, social y medioambiental.
Las investigaciones científicas tienen como objetivo el progreso de la sociedad a nivel
intelectual y cultural, y la mejora de la calidad de vida a través de la cultura y los avances
tecnológicos. Siempre de manera que dicha evolución no se desarrolle en contra o a costa
del ser humano o la naturaleza.
En este caso al tratarse de una simulación numérica, en sí no tiene impacto negativo ni
postivo. En cambio, sus resultados proporcionan información extrapolable a un fenómeno
astronómico, mejorando los conocimientos de la sociedad sobre el mundo que nos rodea.
Además, las mismas herramientas pueden trasladarse para investigaciones dirigidas al
desarrollo de la fusión como fuente de energía limpia e ilimitada. Esto es fundamental
hoy en día, dado que la población mundial crece cada año, los recursos disminuyen y la
contaminación se intensifica cada vez más.
Por ello, una energía no contaminante, al alcance de todos sería la solución al problema
más urgente que existe en la actualidad.
Por último, este proyecto sí tiene una repercusión económica directa, puesto que permi-
te la evaluación de un blanco experimental a través de simulaciones, permitiendo a centros
de investigación un ahorro en experimentos y ensayos obteniendo los mismos resultados.
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Organización y planificación del
proyecto
10.1. Planificación temporal
Se detalla a continuación la planificación y programación del proyecto. Se utiliza para
ello la Estructura de Descomposición del Trabajo (EDT) y el diagrama de Gantt.
10.1.1. Estructura de Descomposición del Trabajo
En este apartado se describen las actividades que tienen que efectuarse para la rea-
lización del proyecto, dichas actividades se definen al inicio de éste. Podrán efectuarse
cambios conforme se avanza en el trabajo.
Esto ha sucedido en el presente proyecto como se explica más adelante, en concreto en
las tareas del diseño y lanzamiento de simulaciones. En cambio, la estructura determinada
al principio de éste se ha mantenido sin modificaciones.
A continuación, se incluye la EDT del trabajo realizado, que serviría como punto de
partida para aquel que quiera llevar a cabo el presente estudio desde su inicio.
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Figura 10.1: Estructura de Descomposición del Trabajo
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Formación en competencias TIC
Antes de comenzar el proyecto se necesitan una algunos conocimientos informáticos
para su realización. Para trabajar con el código hidrodinámico ARWEN es necesario
un entorno Linux. Se requiere su instalación y configuración, como la instalación de los
diversos paquetes indispensables para su uso.
La siguiente tarea comprende el aprendizaje y familiarización de Linux y sus herra-
mientas, así como la conexión en remoto, y las herramientas que se usarán para el posterior
desarrollo del trabajo.
Los programas más utilizados son skelc, utilizado para procesar los datos de salida,
de manera que se creen mapas de colores para cada una de las variables, y por otro lado,
gnuplot usado para la generación de los gráficos incluidos, tanto los gráficos en 2D, como
los de 3D, utilizados para la formación de los mapas lagrangianos.
Se concluye esta fase con la práctica de la escritura en LATEX.
Documentación
Por un lado, ha sido imprescindible la documentación en la física de alta densidad de
energía (HEDP), basada principalmente en [1].
También se ha tomado como referencia proyectos y tesis anteriores desarrollados en el
IFN como son [11] y [14], tanto para el aprendizaje sobre HEDP como para el conocimiento
del código de simulación ARWEN.
Por último, se ha escogido como base del trabajo un artículo científico [16], relacionado
con la astrofísica de laboratorio en la que también ha sido fundamental informarse [13].
Diseño de las simulaciones
El sistema de las simulaciones se basa en uno explicado en el artículo [16], por lo que
requiere su adaptación para el desarrollo del input de la simulación.
Para un posterior análisis se ha decidido qué parámetros son objeto de estudio, para
incluir modificaciones y realizar comparativas.
Lanzamiento de las simulaciones
Como se ha mencionado en el apartado de las limitaciones, en un inicio se efectuaron las
simulaciones con hierro, pero tras numerosas experiencias fallidas, se detectó el problema,
minimizándolo al cambiar este material por aluminio.
Tras esa modificación se realizaron las simulaciones incluidas en el trabajo. El sistema
y los parámetros incluidos en el input, se describen en el capítulo 6, también se incluye
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una descripción exhaustiva en el capítulo 4 de cada campo que se requiere introducir en
el input de ARWEN.
Desarrollo de herramientas para el posterior análisis
Partiendo de los mismos programas diseñados por Manuel Cotelo, se lleva a cabo su
adaptación para las características de las simulaciones del presente trabajo.
Todos los programas utilizados se escriben en Python. En primer lugar, se elabora uno
para la detección de las ondas de manera que se logren trazar las trayectorias a lo largo
del sistema, como se recogen en el capítulo 8.
Después, se obtiene el programa para la realización de los mapas lagrangianos adjuntos
en el proyecto.
Y por último, se desarrolla el programa para el trazado de la posición a lo largo del
tiempo de las interfases presentes en la simulación.
Análisis de los resultados
Una vez se han desarrollado los programas antes descritos, se aplican a los datos
obtenidos en las simulaciones, para la realización de las tablas y gráficos del capítulo 8.
También se utilizarán comandos de Linux como se explica anteriormente.
Tras el procesado de estos datos, se calculan los errores, y se comparan y analizan los
resultados obtenidos.
Redacción del proyecto
La última fase consiste en la redacción de los capítulos que forman este proyecto,
incluyendo conclusiones, proyectos futuros y la planificación del mismo.
Tras la redacción son necesarias algunas revisiones.
10.1.2. Diagrama de Gantt
El diagrama de Gantt es una herramienta muy útil que permite la asignación de una
duración temporal aproximada a las actividades antes mencionadas, indicando si existen
restricciones o relaciones de precedencia.
Este diagrama suele diseñarse al inicio de un proyecto, pero en este caso se realiza una
vez finalizado éste, describiendo el tiempo real empleado en cada tarea, que se recoge en
la tabla a continuación.
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Fecha de inicio Fecha de fin
Número
de
semanas
Horas
totales
Formación en
competencias
TIC
27/09/16 30/12/16 16 80
Documentación 27/09/16 13/02/17 26 138
Diseño
simulación
14/02/17 8/03/17 3.5 18
Lanzamiento
simulaciones
09/03/17 29/05/17 11.6 60
Desarrollo
herramientas
15/03/17 30/03/17 2.6 14
Análisis
resultados
18/05/17 12/07/17 11 56
Redacción
proyecto
01/06/17 17/07/17 6.4 34
TOTAL 400
Cuadro 10.1: Planificación temporal del proyecto.
Se comienza el trabajo a finales del mes de septiembre, comenzando con la forma-
ción informática y documentación, antes descritas. La formación en competencias TIC
finalizará a finales de diciembre, pero hasta medidados de febrero no se concluye con la
documentación requerida.
Una vez superadas estas tareas previas necesarias, se comienza con el diseño de las
simulaciones, adaptando el artículo y elaborando diferentes escenarios para el estudio
posterior.
Una vez se han elaborado los input para el código ARWEN se inician las simulaciones,
y poco después se elaboran los programas antes explicados. El periodo de lanzamiento de
simulaciones tendrá una extensión mayor de la inicialmente diseñada. Aunque se ha ido
analizando conforme finalizaba cada simulación, pudiendo así, hacer en paralelo el análisis,
y el lanzamiento de otras. Los problemas con los materiales simulados ya mencionados,
han prolongado la duración de éste.
Por esta razón, se empieza la redacción del trabajo antes de finalizar la tarea del aná-
lisis, pudiendo realizarlas de manera simultánea, puesto que existen capítulos únicamente
descriptivos.
El total de horas dedicadas reune 400 horas, un número superior al asignado, que está
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en torno a 300−360 horas. La dedicación ha sido superior fruto de la motivación e interés
personal, y la decisión de realizar el proyecto en un periodo más largo de un cuatrimestre,
como está establecido.
En el diagrama de Gantt que se muestra a continuación se representa la planificación
temporal antes explicada.
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Figura 10.2: Diagrama de Gantt (I)
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Figura 10.3: Diagrama de Gantt (II)
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10.2. Memoria económica
Se describe a continuación la actividad económica que involucra el presente proyecto.
Teniendo en cuenta en la elaboración del presupuesto la dedicación empleada por parte
del alumno y el tutor, y los recursos empleados.
Coste asociado a la dedicación horaria
En primer lugar, se calcula el coste asociado a la dediación horaria del personal impli-
cado en el trabajo.
Horas trabajadas Precio(e/hora) Total (e)
Ingeniero Junior 400 25 10.000
Ingeniero Senior 48 50 2.400
TOTAL 12.400
Cuadro 10.2: Coste asociado a la dedicación horaria.
Coste supercomputación y ordenador personal
Por un lado, se han realizado las simulaciones por conexión remota a un ordenador del
IFN con la capacidad suficiente. Se estima este coste por analogía con la tarifa de Amazon
de supercomputación, que es de 0,212$/hora, es decir, de unos 0,186e/hora. Además de las
simulaciones, en el ordenador del IFN también se han ejecutado los programas utilizados
durante el análisis de resultados. Se estima que la suma del número de horas se encuentra
en torno a 300 horas, considerando que muchas simulaciones se lanzaron en paralelo, por
lo tanto el coste asciende a unos 60e en total.
Por otro lado, se ha trabajado en un ordenador personal, se incluye su amortización.
Se ha utilizado durante las 400 horas que comprende el trabajo. Se estima una duración de
4 años a razón de 8 horas al año. Se calcula el coste como 800e× 400h
1752h
. Siendo 1752 horas
el máximo de horas de trabajo que permite la ley. Esto supone un coste de 182,65e. El
coste energétio asociado al uso de dicho ordenador se considera despreciable.
Horas Precio(e/hora) Total (e)
Supercomutación 300 0.186 60
Ordenador personal 400 0.456 182,65
TOTAL 242,65
Cuadro 10.3: Coste supercomutación y ordenador personal.
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Coste software
En la partida del software se incluyen las licencias de los programas utilizados. El
sistema operativo Linux es un software libre, por lo que se asocia un coste cero. Al igual que
las distribuciones GNU, como Gnuplot utilizado para los gráficos. De la misma manera,
LaTeX, es gratuito.
Se estima el precio de la licencia del código hidrodinámico ARWEN en torno a 6,000e.
El periodo de validez de la licencia de códigos de este tipo es de 1 año, y como su utlización
ha sido de 10 meses, el coste es de 5,000e
En esta partida también se incluye el coste del paquete de Microsoft Office, 100e, para
un año. En el proyecto se utiliza durante diez meses, lo que supone un coste de 83e.
Precio licencia Periodo validez Periodo de uso Precio final
ARWEN 6.000 1 año 10 meses 5.000
Microsoft Office 100 1año 10 meses 83
TOTAL 5.083
Cuadro 10.4: Coste licencias.
Coste bibliografía y edición del trabajo
En cuanto al coste asociado a la bibliografía utilizada, se han utilizado proyectos y
tesis públicos, además de un libro de materia de alta densidad de energía [1], con un precio
de 89$, es decir, aproximadamente unos 78e.
Además se incluye el coste de la edición del presente trabajo, que se desconoce a priori,
se estima en torno a unos 60e
Coste total
Se concluye que el coste estimado del presente proyecto, que se calcula en torno a los
DIECISIETE MIL OCHOCIENTOS SESENTA Y CUATRO euros.
Cproyecto = Cdedicacio´n + Ccomputacio´n + Csoftware + Cbibliograf ı´a = 17.863,65 e
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Input de ARWEN
# ------------------ INPUTS TO MAIN PROGRAM -------------------
max_step = 25000 # maximum timestep
stop_time = 5.0e-8 # maximum problem time
# ------------------ INPUTS TO AMR CLASS ---------------------
geometry.coord_sys = 1 # 0 => cart, 1 => RZ
geometry.prob_lo = 0.0 -3.00E-04
geometry.prob_hi = 400.0e-6 1.5e-3
geometry.is_periodic = 0 0
amr.v = 1 # Verbose output?
amr.n_cell = 40 160 # number of base cells
amr.max_level = 1 # maximum level number allowed
amr.ref_ratio = 2 2 2 2 2 2 2 2 # refinement ratio
amr.regrid_int = 2 # how often to regrid
amr.n_error_buf = 2 2 2 2 2 2 2 2 # number of buffer cells in error est
amr.grid_eff = 0.7 # what constitutes an efficient grid
amr.blocking_factor = 4 # block factor in grid generation
#checkpoints
amr.check_file = ./chk/prueba # root name of checkpoint file
amr.check_int = 80
amr.plot_file = ./plt/plt
amr.plot_int = -1
#amr.outfile = test # root name for output file
amr.rwm_file = data
amr.rwm_int = 8
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amr.restart = init
amr.max_grid_size = 2048
amr.errmlt = 1.0
# ------------------ INPUTS TO PHYSICS CLASS -------------------
hyp.active = 1
hyp.unsplit = 1
hyp.use2t = 0
hyp.useion = 0
hyp.nadv = 0
hyp.v = 1 # Verbose output?
hyp.dt_cutoff = 0.0
hyp.cfl = 0.6 # cfl number for hyperbolic system
hyp.init_shrink = 0.01 # scale back initial timestep
# for RZ coordinates, it must be reduced more
hyp.change_max = 1.01 # scale back initial timestep
hyp.artvis = 0.1
hyp.gravity = 0.0
hyp.sum_interval = 0 # timesteps between computing mass
hyp.do_reflux = 1 # 1 => do refluxing
hyp.bogus_value = 5.0e+5
# ---------------- PROBLEM DEPENDENT INPUTS
Prob.lo_bc = 3 2
Prob.hi_bc = 2 2
# >>>>>>>>>>>>> BC FLAGS <<<<<<<<<<<<<<<<
# 0 = Interior/Periodic 3 = Symmetry
# 1 = Inflow 4 = SlipWall
# 2 = Outflow 5 = NoSlipWall
# --------------- EOG Poisson
solver.type = BiCGStab
solver.weight = 0.0
solver.maxIter = 40
solver.iterPicard = 15
solver.operator = opJ
solver.verbosity = 1
tag.err_tem = 1.0e-01
tag.err_den = 1.0e-02
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tag.floor_den = 1.0e+00
tag.floor_tem = 1.0e+06
tag.mat_idx = -1
tag.mat_lev = -1
cond.useOldSolver = 0
cond.active = 1
cond.solver_type = 0
cond.maxNumIter = 200
cond.fluxlimit = 0.1
cond.orderinterp = 2
cond.writecoeff = 0
cond.tolerance = 1.0e-6
cond.subcycle_order = 2
#cond.tolerance = 1.e-6
BC.cond_lo = 3 3
BC.cond_hi = 3 3
# Radiacion
# borde izquierdo (eje)=R, borde inferior=L (se necesita para datos T sup)
# borde derecho=R, borde superior= L
#
# las condiciones de contorno para radiación utiliza claves diferentes a las
# condiciones de contorno del problema.
# para radiación igual que para el problema - 1
BC.radt_lo= 2 1
BC.radt_hi= 1 1
# Cosas de transporte
rad.active = true #CON RADIACIÓN
rad.order = 6 # Orden Sn
rad.verbose = 2
rad.iter_energia= 0
rad.wrdata = 1
rad.radiom = 0
rad.tolerance = 1.0e-12
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rad.package = dafne
rad.reflux = true
rad.outer_tol = 1.0e-09
rad.inner_tol = 1.0e-09
rad.outer_it = 121
rad.inner_it_early = 121
rad.inner_it = 121
mat.nmat = 3
mat.eosid = 20000 13000 20000
mat.opaid = 01006 13000 01006
mat.zffid = 20000 13000 20000
mat.file_eos =
/home/cotelo/work/arwen/sim.arwen/sim.tfg/montaigne_sims/datos_tablas/eos_tfg_v2
/home/cotelo/work/arwen/sim.arwen/sim.tfg/montaigne_sims/datos_tablas/eos_tfg_v2
/home/cotelo/work/arwen/sim.arwen/sim.tfg/montaigne_sims/datos_tablas/eos_tfg_v2
mat.file_opa =
/home/cotelo/work/arwen/sim.arwen/sim.tfg/montaigne_sims/datos_tablas/Opac
/home/cotelo/work/arwen/sim.arwen/sim.tfg/montaigne_sims/datos_tablas/Opac
/home/cotelo/work/arwen/sim.arwen/sim.tfg/montaigne_sims/datos_tablas/Opac
mat.file_zff =
/home/cotelo/work/arwen/sim.arwen/sim.tfg/montaigne_sims/datos_tablas/eos_tfg_v2
/home/cotelo/work/arwen/sim.arwen/sim.tfg/montaigne_sims/datos_tablas/eos_tfg_v2
/home/cotelo/work/arwen/sim.arwen/sim.tfg/montaigne_sims/datos_tablas/eos_tfg_v2
mat.eos_tot = real
mat.eos_ion = real
mat.eos_ele = real
# Inicialización de zonas
reg.regions = 6 # numero de regiones
# Vacumm CH foil CH cone CH foam Al tube Al obstacle
reg.den = 1.0e-02 1.12e03 50 1.0e-02 2.70e+03 2.70e+03
reg.tem = 3.0e+02 3.0e+02 3.0e+02 3.0e+02 3.0e+02 3.0e+02
reg.ux = 0.0 0.0 0.0 0.0 0.0 0.0
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reg.uy = 0.0 0.0 0.0 0.0 0.0 0.0
reg.mat = 1 1 3 1 2 2
reg.densityAmbient = 1.0e-02
reg.temperatureAmbient = 300.0
reg.uxAmbient = 0.0
reg.uyAmbient = 0.0
reg.materialAmbient = 1
# Definicion del laser
laser.raytracing = 0 # laser.raytracing = 1 -> use raytracing
# laser.raytracing != 1 -> do not use raytracing
laser.nlaser = 1
laser.typepulse = 0
laser.lambda = 527e-09
laser.lasener = 2.25e+02 #ENERGÍA 75%
laser.rcen = 0.0e-06
laser.hwhmx = 200.0e-06
laser.tm = 3e-09
laser.fwhmt = 1.5e-09
laser.exphg = 3.5
laser.kabsnc = 0.20
reg.np = 5 5 5 9 8 5
reg.points=
#Region1
-1.00E+00 0.00E+00
-1.00E+00 -1.00E+00
1.00E+00 -1.00E+00
1.00E+00 0.00E+00
-1.00E+00 0.00E+00
#Region2
-1.00E+00 0
-1.00E+00 2.00E-05
1.00E+00 2.00E-05
1.00E+00 0
-1.00E+00 0
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#Region3
-3.33E-04 2.00E-05
-5.00E-05 2.45E-04
5.00E-05 2.45E-04
3.33E-04 2.00E-05
-3.33E-04 2.00E-05
#Region4
-5.00E-05 2.45E-04
-5.00E-05 2.65E-04
-1.50E-04 2.65E-04
-1.50E-04 1.27E-03
1.50E-04 1.27E-03
1.50E-04 2.65E-04
5.00E-05 2.65E-04
5.00E-05 2.45E-04
-5.00E-05 2.45E-04
#Region5
3.33E-04 2.00E-05
5.00E-05 2.45E-04
5.00E-05 2.65E-04
1.50E-04 2.65E-04
1.50E-04 1.27E-03
1.00E+00 1.27E-03
1.00E+00 2.00E-05
3.33E-04 2.00E-05
#Region6
-1.00E+00 1.27E-03
-1.00E+00 1.00E+00
1.00E+00 1.00E+00
1.00E+00 1.27E-03
-1.00E+00 1.27E-03
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Programas realizados
B.1. Programa para la detección de ondas de choque
import os
import sys
import argparse
import numpy as np
import arwen
desc = ’Locate shock’
eplg = ’Ana Nicolas, 2017’
defs = {’cpos’: 1,
’ceden’: 9,
’cfvol’: 11,
’cuy’: 4,
}
def get_prog_args(parser=argparse.ArgumentParser()):
parser.add_argument(’inp’, help=’input file names’, nargs="*", )
parser.add_argument(’--cpos’, help=’column with coordinate, default
{}’.format(
defs[’cpos’]), type=int, default=defs[’cpos’], )
parser.add_argument(’--ceden’, help=’column with electron density data,
default {}’.format(
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defs[’ceden’]), type=int, default=defs[’ceden’], )
parser.add_argument(’--cfvol’, help=’column with volumetric fraction data,
default {}’.format(
defs[’cfvol’]), type=int, default=defs[’cfvol’], )
parser.add_argument(’--cuy’, help=’column with y component of material
velocity data, default {}’.format(
defs[’cuy’]), type=int, default=defs[’cuy’], )
return parser.parse_args()
def locate_val(x, fx, val, rev=False):
i_begin = 0
i_end = len(x) - 1
i_inc = 1
if rev:
i_begin = len(x) - 1
i_end = 0
i_inc = -1
for i in range(i_begin, i_end, i_inc):
if ((fx[i] - val) * (fx[i + i_inc] - val) < 0.0):
a = (fx[i] - fx[i + i_inc]) / (x[i] - x[i + i_inc])
b = fx[i] - a * x[i]
return (val - b) / a
return x[0]
def main():
args = get_prog_args(argparse.ArgumentParser(
description=desc, epilog=eplg))
col_pos = args.cpos
col_eden = args.ceden
col_fvol = args.cfvol
col_uy = args.cuy
uy_limit = 5.0e+03 # 5 km/s
list_pos = []
for finp in sorted(args.inp):
f = arwen.fnc1d(finp)
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t = float(f.var(’time’)[0])
#locate shock wave position
xuy = locate_val(f.data[:, col_pos], f.data[:, col_uy], uy_limit, True)
## add data to list
list_pos.append([t, xuy, ])
for pi in list_pos:
for pij in pi:
print(’{:15.7e}’.format(pij), end=’’)
print()
return 0
if __name__ == ’__main__’:
sys.exit(main())
B.2. Programa para generar mapas lagrangianos
import os
import sys
import argparse
import numpy as np
import arwen
desc = ’Join slices to make a "lagranngial" plot’
eplg = ’Ana Nicolas, 2017’
# remember, Python indices start in 0
defs = {’cpos’: 1,
’cden’: 2,
’ceden’: 9,
’cfvol’: 11,
’cuy’: 4,
}
def get_prog_args(parser=argparse.ArgumentParser()):
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parser.add_argument(’inp’, help=’input file names’, nargs="*", )
parser.add_argument(’--cpos’, help=’column with coordinate, default
{}’.format(
defs[’cpos’]), type=int, default=defs[’cpos’], )
parser.add_argument(’--cden’, help=’column with density data, default
{}’.format(
defs[’cden’]), type=int, default=defs[’cden’], )
parser.add_argument(’--ceden’, help=’column with electron density data,
default {}’.format(
defs[’ceden’]), type=int, default=defs[’ceden’], )
parser.add_argument(’--cfvol’, help=’column with volumetric fraction data,
default {}’.format(
defs[’cfvol’]), type=int, default=defs[’cfvol’], )
parser.add_argument(’--cuy’, help=’column with y component of velocity
data, default {}’.format(
defs[’cuy’]), type=int, default=defs[’cuy’], )
return parser.parse_args()
def main():
# read command line arguments
args = get_prog_args(argparse.ArgumentParser(
description=desc, epilog=eplg))
# select columns for data in slice file
col_pos = args.cpos
col_den = args.cden
col_eden = args.ceden
col_fvol = args.cfvol
col_uy = args.cuy
# create list of input files; filter-out files with no slice data
list_inp = []
key = ’f_slcw’
for finp in sorted(args.inp):
if key in finp:
list_inp.append(finp)
# create a list of slices
list_slc = []
for finp in list_inp:
f = arwen.fnc1d(finp)
t = float(f.var(’time’)[0])
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y = f.data[:, col_pos]
den = f.data[:, col_den]
’’’
ux = f.data[:,col_ux]
uy = f.data[:,col_uy]
u2 = ux*ux + uy*uy
’’’
list_slc.append([t, y, den, ])
# sort list_of slices by time
# print data
for si in list_slc:
t = si[0]
y = si[1]
d = si[2]
ny = len(y)
for i in range(ny):
print(’{:15.7e} {:15.7e} {:15.7e}’.format(t, y[i], d[i]))
print()
return 0
if __name__ == ’__main__’:
sys.exit(main())
B.3. Programa para la detección de la posición de las
interfases
import os
import sys
import argparse
import numpy as np
import arwen
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desc = ’Locate shock’
eplg = ’Ana Nicolas, 2017’
defs = {’cpos’: 1,
’cfv1’: 20,
’cfv2’: 21,
’cfv3’: 22,
’cuy’: 4,
}
def get_prog_args(parser=argparse.ArgumentParser()):
parser.add_argument(’inp’, help=’input file names’, nargs="*", )
parser.add_argument(’--cpos’, help=’column with coordinate, default
{}’.format(
defs[’cpos’]), type=int, default=defs[’cpos’], )
parser.add_argument(’--cfv1’, help=’column with volumetric fraction data
for material 1, default {}’.format(
defs[’cfv1’]), type=int, default=defs[’cfv1’], )
parser.add_argument(’--cfv2’, help=’column with volumetric fraction data
for material 2, default {}’.format(
defs[’cfv2’]), type=int, default=defs[’cfv2’], )
parser.add_argument(’--cfv3’, help=’column with volumetric fraction data
for material 3, default {}’.format(
defs[’cfv3’]), type=int, default=defs[’cfv3’], )
parser.add_argument(’--cuy’, help=’column with y component of material
velocity data, default {}’.format(
defs[’cuy’]), type=int, default=defs[’cuy’], )
return parser.parse_args()
def locate_val(x, fx, val, rev=False):
i_begin = 0
i_end = len(x) - 1
i_inc = 1
if rev:
i_begin = len(x) - 1
i_end = 0
i_inc = -1
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for i in range(i_begin, i_end, i_inc):
if ((fx[i] - val) * (fx[i + i_inc] - val) < 0.0):
a = (fx[i] - fx[i + i_inc]) / (x[i] - x[i + i_inc])
b = fx[i] - a * x[i]
return (val - b) / a
return x[0]
def main():
args = get_prog_args(argparse.ArgumentParser(
description=desc, epilog=eplg))
col_pos = args.cpos
col_fv1 = args.cfv1
col_fv2 = args.cfv2
col_fv3 = args.cfv3
col_uy = args.cuy
uy_limit = 5.0e+03 # 5 km/s
fv_half = 0.5
list_pos = []
for finp in sorted(args.inp):
f = arwen.fnc1d(finp)
t = float(f.var(’time’)[0])
# select variables
var_pos = f.data[:, col_pos]
var_uy = f.data[:, col_uy]
var_fv1 = f.data[:, col_fv1]
var_fv2 = f.data[:, col_fv2]
var_fv3 = f.data[:, col_fv3]
# locate shock wave position
xuy = locate_val(var_pos, var_uy, uy_limit, True)
# locate interfaces
x1 = locate_val(var_pos, var_fv3, fv_half, True)
x2 = locate_val(var_pos, var_fv2, fv_half, True)
x3 = locate_val(var_pos, var_fv1, fv_half, True)
# add data to list
list_pos.append([t, xuy, x1, x2, x3, ])
for pi in list_pos:
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for pij in pi:
print(’{:15.7e}’.format(pij), end=’’)
print()
return 0
if __name__ == ’__main__’:
sys.exit(main())
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Abreviaturas, unidades y acrónimos
C.1. Acrónimos
AMR – Adaptative Mesh Refinement
CPA – Chirped Pulse Amplification
EOS – Equation of State
FWHM – Full Width at Half Maximum
HCL – Hidrodinámica
HED – High Energy Density
HEDP – High Energy Density Physics
HWHM – Half Width at Half Maximum
IFN – Instituto de Fusión Nuclear
ILE – Institute of Laser Engineering
L.A.S.E.R. – Light Amplified by the Stimulated Emission of Radiation
LMJ – Láser Mégajoule
LULI – Laboratoire pour l’Utilisation des Lasers Intenses
LULI2000 – Sistema láser situado en LULI
TIC – Tecnologías de la Información y la Comunicación
UPM – Universidad Politécnica de Madrid
C.2. Unidades
eV – electrón-voltio
GW – gigavatio
kg – kilogramo
km – kilómetro
J – julio
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m3 – metro cúbico
Mbar – megabar
MPa – megapascal
m – micrómetro
nm - nanómetro
ns- nanosegundo
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