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Abstract
Let a ⊕ b = max(a, b), a ⊗ b = a + b for a, b ∈ R := R ∪ {−∞}. By max-algebra we
understand the analogue of linear algebra developed for the pair of operations (⊕,⊗) extended
to matrices and vectors. Max-algebra, which has been studied for more than 40 years, is an
attractive way of describing a class of nonlinear problems appearing for instance in machine-
scheduling, information technology and discrete-event dynamic systems. This paper focuses
on presenting a number of links between basic max-algebraic problems like systems of linear
equations, eigenvalue–eigenvector problem, linear independence, regularity and characteristic
polynomial on one hand and combinatorial or combinatorial optimisation problems on the
other hand. This indicates that max-algebra may be regarded as a linear-algebraic encoding
of a class of combinatorial problems. The paper is intended for wider readership including
researchers not familiar with max-algebra.
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1. Introduction
Let
a ⊕ b = max(a, b)
and
a ⊗ b = a + b
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for a, b ∈ R := R ∪ {−∞}. By max-algebra we understand in this paper the ana-
logue of linear algebra developed for the pair of operations (⊕,⊗) extended to
matrices and vectors formally in the same way as in linear algebra, that is if A =
(aij ), B = (bij ) and C = (cij ) are matrices with elements from R of compati-
ble sizes, we write C = A⊕ B if cij = aij ⊕ bij for all i, j , C = A⊗ B if cij =∑⊕
k aik ⊗ bkj = maxk(aik + bkj ) for all i, j and α ⊗ A =
(
α ⊗ aij
)
for α ∈ R.
So 2 ⊕ 3 = 3, 2 ⊗ 3 = 5, (4,−1)⊗ (3, 6)T = 7 and the system(
1 −3
5 2
)
⊗
(
x1
x2
)
=
(
3
7
)
in the conventional notation reads
max(1 + x1,−3 + x2) = 3,
max(5 + x1, 2 + x2) = 7.
The attractivity of max-algebra is related to the fact that (R,⊕,⊗) is a commu-
tative semiring and (Rn,⊕,⊗) is a semimodule. Hence many of the basic tools we
are used to from linear algebra are available in max-algebra as well.
Max-algebra enables us to describe and study a class of nonlinear problems ap-
pearing for instance in machine-scheduling, information technology and discrete-
event dynamic systems, by applying the linear-algebraic approach. The following
simple example should give an indication how the need for this special transforma-
tion arises in real-life: Suppose two trains leave two different stations but arrive at
the same station from which a third train, connecting to the first two, departs. Let
us denote the departure times of the trains as x1, x2 and x3, respectively, and the
duration of the journeys of the first two trains (including the necessary times for
changing the trains) by a1 and a2, respectively. Then
x3 = max(x1 + a1, x2 + a2)
which in the max-algebraic notation reads
x3 = x1 ⊗ a1 ⊕ x2 ⊗ a2
thus a max-algebraic scalar product of the vectors (x1, x2) and (a1, a2). So if the
departure time of the third train is given say, as a constant b, and we need to find
the necessary departure times of the first two trains, we have to solve a simple max-
algebraic linear equation
x1 ⊗ a1 ⊕ x2 ⊗ a2 = b.
This paper aims at presenting an overview of results which demonstrate strong
links between basic max-algebraic problems and combinatorial or combinatorial op-
timization problems. These links are so significant that max-algebra may be regarded
as a linear-algebraic encoding of a class of combinatorial problems. Instances of such
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combinatorial problems are: the set covering problem (which in max-algebra is the
solvability problem of a linear system), the minimal set covering problem (unique
solvability of a linear system), existence of a directed cycle (strong regularity of a
matrix), existence of an even directed cycle (regularity of a matrix), maximal cycle
mean (eigenvalue), longest-distances (eigenvectors), best principal submatrices (co-
efficients of a characteristic polynomial). Some results are related to matrix scaling
and enable us to formulate a link between combinatorial problems so different as the
assignment problem and the longest-distances problem.
All results mentioned in this paper remain valid if ⊗ is defined as conventional
multiplication and a, b are restricted to non-negative reals. This is especially impor-
tant for the application to matrix scaling. Almost all (but not all) results straightfor-
wardly generalize to the case when the underlying algebraic structure is a linearly
ordered commutative group in which ⊗ is the group operation. So our previous two
definitions of max-algebra are derived from the additive group of reals (denoted
by G0) and multiplicative group of positive reals (G1), respectively. Unless stated
otherwise everywhere in this paper we deal with max-algebra based on G0 which is
called the principal interpretation [13].
It should also be noted that if ⊕ is set to the minimum rather than to the maximum
then we speak about the min-algebra in which all the results remain valid after appro-
priately amending the formulation, for instance after replacing  with , “positive”
with “negative”, “longest” with “shortest”, etc.
It is beyond the scope of this paper to provide a comprehensive survey of all
major existing results and works. But the following may help a reader who would
like to know more about max-algebra: Although first papers related to max-algebra
appeared as soon as in 1950s or even before, the first comprehensive monograph
seems to be [13] which was later extended and updated [15]. Algebraic aspects are
comprehensively studied in [27]. Other recommended sources are: monograph [1]
with many applications and various different approaches, papers [19,21] and thesis
[17]. A summer school’s proceedings [18] is a collection of a number of the state-
of-the-art papers including a thorough historical overview of the field. A chapter on
max-algebra can be found in [2].
Throughout the paper we shall use the following standard notation:
diag(a, b, c, . . .) =


a
b −∞
c
−∞ . . .
.
.
.


,
I = diag(0, 0, . . .).
Obviously
A⊗ I = I ⊗ A = A
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for any matrices A and I of compatible sizes. The matrix diag(a, b, c, . . .) will be
called diagonal if all of a, b, c, . . . are real numbers.
Any matrix which can be obtained from I by permuting the rows and/or columns
will be called a permutation matrix. A matrix arising as a product of a diagonal
matrix and a permutation matrix will be called a generalized permutation matrix.
If A is a square matrix then the iterated product A⊗ A⊗ · · · ⊗ A in which the
letter A stands k-times will be denoted as A(k). The symbol a(k) applies similarly to
scalars, thus a(k) is simply ka. This definition immediately extends to a(x) = xa for
any x real and in particular a(−1) denotes what in the conventional notation is −a.
As an exception and for simplicity of notation the last symbol will be written simply
a−1 as the conventional inverse will not be used in this paper. The symbol 0 will
denote both the number and the vector whose every component is zero. Throughout
the paper the letters M and N will stand for the sets {1, . . . , m} and {1, . . . , n},
respectively. Most of the results will be shown for matrices with real (finite) entries
as these demonstrate the aim of the paper most clearly.
If A = (aij ) ∈ R¯n×n then the symbols FA[ZA] will stand for the digraphs with
the node set N and arc set
E = {(i, j); aij > −∞} [E = {(i, j); aij = 0}] .
ZA will be called the zero digraph of the matrix A. DA will denote the arc-
weighted digraph arising from FA by assigning the weight aij to arc (i, j) for all
i, j ∈ N .
Conversely, if D = (N,E) is an arc-weighted digraph with weight function w :
E → R then AD will denote the matrix A = (aij ) ∈ R¯n×n defined by
aij =
{
w(i, j) if (i, j) ∈ E
−∞ else for all i, j ∈ N.
AD will be called the direct-distances matrix of the digraph D.
2. Linear system is set covering
If A = (aij ) ∈ Rm×n and b = (b1, . . . , bm)T ∈ Rm then the max-algebraic linear
system (“max-algebraic” will usually be omitted in the rest of the paper)
A⊗ x = b
written in the conventional notation is the nonlinear system
max
j=1,...,n
(aij + xj ) = bi (i = 1, . . . , m).
By subtracting the right-hand side values we get
max
j=1,...,n
(aij − bi + xj ) = 0 (i = 1, . . . , m).
A linear system whose all right hand-side constants are zero will be called normal-
ized and the above process will be called normalization. So for instance the system
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
−2 2 2
−5 −3 −2
−5 −3 3
−3 −3 2
1 4 6

⊗

x1x2
x3

 =


3
−2
1
0
5


after normalization becomes

−5 −1 −1
−3 −1 0
−6 −4 2
−3 −3 2
−4 −1 1

⊗

x1x2
x3

 =


0
0
0
0
0

 .
Normalization is of course nothing else than multiplying the system by the matrix
B = diag(b−11 , b−12 , . . . , b−1m )
from the left, that is
B ⊗ A⊗ x = B ⊗ b = 0.
Notice that the first equation of the normalized system above reads
max(x1 − 5, x2 − 1, x3 − 1) = 0.
So, if x = (x1, x2, x3)T is a solution to this system then x1  5, x2  1, x3  1
and at least one of these inequalities will be satisfied with equality. For x1 we then
get from the other equations: x1  3, x1  6, x1  3, x1  4, thus x1  min(5, 3, 6,
3, 4) = −max(−5,−3,−6,−3,−4) = x¯1 where −x¯1 is the column 1 maximum.
Clearly for all j then xj  x¯j where −x¯j is the column j maximum. On the other
hand equality must be attained in some of these inequalities so that in every row
there is at least one column maximum which is attained by xj . This was observed in
1970s [26] and is precisely formulated in the theorem below in which it is assumed
that we study a system
A⊗ x = 0,
where A = (aij ) ∈ Rm×n, and we denote
S = {x ∈ Rn;A⊗ x = 0},
x¯j = −max
i
aij for all j ∈ N,
x¯ = (x¯1, . . . , x¯n)T,
Mj =
{
k ∈ M; akj = max
i
aij
}
for all j ∈ N.
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Theorem 2.1 [26]. x ∈ S if and only if
(a) x  x¯ and
(b)⋃j∈Nx Mj = M, where Nx = {j ∈ N; xj = x¯j }.
It follows immediately that A⊗ x = 0 has no solution if x¯ is not a solution.
Therefore x¯ is called the principal solution [13]. More precisely we have
Corollary 2.1. The following three statements are equivalent:
(a) S /= ∅,
(b) x¯ ∈ S,
(c) ⋃j∈N Mj = M.
Corollary 2.2. S = {x¯} if and only if
(i) ⋃j∈N Mj = M and
(ii) ⋃j∈N ′ Mj /= M for any N ′ ⊆ N,N ′ /= N.
Let us consider the following problems:
[UNIQUE] SOLVABILITY. Given A = (aij ) ∈ Rm×n and b ∈ Rm does the system
A⊗ x = b have a [unique] solution?
[MINIMAL] SET COVERING. Given a finite set M and subsets M1, . . . ,Mn of M ,
is
n⋃
j=1
Mj = M
[is
n⋃
j=1
Mj = M but
n⋃
j=1
j /=k
Mj /= M
for any k ∈ {1, . . . , n}]?
Corollaries 2.1 and 2.2 show that for every linear system it is possible to straight-
forwardly find a finite set and a collection of its subsets so that SOLVABILITY
is equivalent to SET COVERING and UNIQUE SOLVABILITY is equivalent to
MINIMAL SET COVERING.
However, this correspondence is two-way, as the statement below suggests. Let
us assume without loss of generality that the given finite set is M = {1, . . . , m} and
its subsets are M1, . . . ,Mn. Define A = (aij ) ∈ Rm×n as follows:
aij =
{
1 if i ∈ Mj
0 else for all i ∈ M, j ∈ N,
b = 0.
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The following are easily proved.
Theorem 2.2.
⋃
j∈N Mj = M if and only if (∃x)A⊗ x = b.
Theorem 2.3.
⋃
j∈N Mj = M and
⋃
j∈N ′ Mj /= M for any N ′ ⊆ N,N ′ /= N if
and only if (∃!x)A⊗ x = b.
This section has demonstrated that every linear system is an algebraic representa-
tion of a set covering problem (as formulated above), and conversely.
3. Permanent is the optimal assignment problem value
Let A = (aij ) ∈ Rn×n and denote by Pn the set of all permutations of the set N .
Then the max-algebraic permanent of A can straightforwardly be defined as
maper(A) =
⊕
π∈Pn
⊗
i∈N
ai,π(i)
which in the conventional notation reads
maper(A) = max
π∈Pn
∑
i∈N
ai,π(i).
For π ∈ Pn the quantity
w(A, π) =
⊗
i∈N
ai,π(i) =
∑
i∈N
ai,π(i)
is called the weight of the permutation π. The problem of finding a permutation
π ∈ Pn of maximum weight (called optimal permutation or optimal solution) is the
well known assignment problem for the matrix A (see for instance [22] or other
textbooks on combinatorial optimization). There are a number of efficient solution
methods [5] for finding an optimal solution, one of the best known is the Hungarian
method of computational complexity O(n3). The set of all optimal permutations will
be denoted by ap(A), that is
ap(A) =
{
π ∈ Pn;maper(A) =
∑
i∈N
ai,π(i)
}
.
If A ∈ Rn×n is a zero–one matrix then the maximum number of zeros in this
matrix such that no two are from the same row or column is called the term rank of
A [3]. It is easily seen that this value is equal to maper(A¯) where A¯ arises from A by
replacing zeros by ones and vice versa.
A matrixA ∈ Rn×n will be called diagonally dominant if id ∈ ap(A).A diagonally
dominant matrix is called definite if all diagonal elements are zero. Thus there are
no positive cycles in DA if A is definite (since any positive cycle could be extended
using the complementary diagonal zeros to a permutation of N of positive weight).
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A non-positive matrix with zero diagonal is called normal (thus every normal
matrix is definite). A normal matrix whose all off-diagonal elements are negative
is called strictly normal. If |ap(A)| = 1 then A is said to have strong permanent.
Obviously, a strictly normal matrix has strong permanent.
The permanent plays a key role in many max-algebraic problems because of the
absence of the determinant due to the lack of subtraction. It turns out that the struc-
ture of the optimal solution set ap(A) is related to some max-algebraic properties
and especially to questions such as regularity of matrices.
If a constant c is added to a row or column of A then for any permutation π ∈ Pn
exactly one term in w(A, π) will change by c and therefore w(A, π) will change by
this constant and thus ap(A) remains unchanged. This very simple but crucial idea is
a basic principle of the Hungarian method which transforms any matrix A to a non-
positive matrix B in which at least one permutation has zero weight and therefore
ap(A) = {π ∈ Pn;w(B, π) = 0}. Since the term rank ofB is n, by a suitable permu-
tation of the rows (or columns) of B we obtain a normal matrix. Although this final
step is usually not part of the Hungarian method we will assume here for simplicity
that this is the case. This enables us to state the following theorem which plays a
fundamental role in combinatorial matrix theory and which is a direct consequence
of the Hungarian method. Here and in the rest of the paper we shall say that two
matrices are similar if one can be obtained from the other by adding constants to the
rows and columns and by permuting the rows and columns. Similarity is clearly an
equivalence relation.
Theorem 3.1. Every real square matrix is similar to a normal matrix.
One can easily see that adding constants c1, . . . , cn to the rows of a matrix A has
the same effect as the product C ⊗ A where C = diag(c1, . . . , cn). Similarly adding
d1, . . . , dn to the columns produces the matrix A⊗D where D = diag(d1, . . . , dn).
Permutation of the rows [columns] of A can be described by the max-algebraic mul-
tiplication of A from the left [from the right] by a permutation matrix. Hence we
have:
Proposition 3.1. Two matrices A,B are similar if and only if B = P ⊗ A⊗Q
where P and Q are generalized permutation matrices.
The above mentioned basic principle of the Hungarian method can be expressed
as follows:
Proposition 3.2. Let A,B be two n× n matrices.
(a) If B = C ⊗ A⊗D where C and D are diagonal matrices then ap(A) = ap(B).
(b) If B = P ⊗ A⊗Q where P and Q are generalized permutation matrices then
|ap(A)| = |ap(B)| .
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An alternative version of Theorem 3.1 can now be formulated as follows:
Theorem 3.2. For every real square matrix A there exist generalized permutation
matrices P and Q such that P ⊗ A⊗Q is normal.
Notes
• A normal matrix similar to a matrix A may not be unique. Any such matrix will be
called a normal form of A.
• Not every square matrix is similar to a strictly normal one (for instance constant
matrices). This question is related to so called strong regularity of matrices in
max-algebra which is discussed in the following section.
• The present section is closely related to matrix scaling as all discussion of this
section could straightforwardly be repeated in max-algebra based on G1, that is on
the multiplicative group of positive reals. Similarity of two positive matrices here
would mean that one of the matrices can be obtained from the other by multiplying
the rows and columns by positive constants and by permuting the rows and col-
umns. A normal matrix is a positive matrix whose all entries are 1 or less and all
diagonal entries are 1.
4. Strong regularity and cycles; regularity and even cycles
In this section we denote
S(A, b) = {x ∈ Rn;A⊗ x = b} for A ∈ Rm×n and b ∈ Rm,
T (A) = {|S(A, b)| ; b ∈ Rm} for A ∈ Rm×n.
Regularity and linear independence are closely related to the number of solutions
of linear systems. One good thing is that like in the conventional case the number of
solutions to a linear system can only be 0, 1 or ∞:
Theorem 4.1 [6]. |S(A, b)| ∈ {0, 1,∞} for any A ∈ Rm×n and b ∈ Rm.
On the other hand even if a system A⊗ x = b is uniquely solvable it is always
possible to find vectors b so that the system has no solution and so that it has an
infinite number of solutions (without changing A). However, the structure of T (A)
is simpler than in the conventional case and every matrix belongs to one of two
classes:
Theorem 4.2 [6]. T (A) is either {0,∞} or {0, 1,∞} for any A ∈ Rm×n.
We say that the columns of A are strongly linearly independent if 1 ∈ T (A). A
square matrix with strongly linearly independent columns is called strongly regular.
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It follows from Corollary 2.2 that if a normalized m× n system has a unique
solution then for every j ∈ N there is at least one i ∈ Mj such that i /∈ Mk for all
k /= j. Let us denote this index i by ij (take any in the case of a tie). Consider the
subsystem with row indices i1, i2, . . . , in (and with all columns). This is an n× n
system with unique column maximum in every column and in every row. Hence
again by Corollary 2.2 this system has a unique solution and so we have:
Proposition 4.1. Every normalized m× n system which has a unique solution con-
tains an n× n subsystem which has a unique solution.
This statement has already been known for some time in a stronger form [10]:
Theorem 4.3. A matrixA ∈ Rm×n has strongly linearly independent columns if and
only if it contains a strongly regular n× n submatrix.
Corollary 4.1. If a matrix A ∈ Rm×n has strongly linearly independent columns
then m  n.
Unique column maximum in every column and in every row is a property which
characterizes every normalized uniquely solvable square system. To see this just re-
alize that we require the sets M1, . . . ,Mn to form a minimal covering of the set N =
{1, . . . , n}. It is easily verified that this is only possible if all the sets are one-element
and pairwise-disjoint.
If a square matrix has a unique column maximum in every column and in every
row then the column maxima determine a permutation of the set N whose weight
is strictly greater than the weight of any other permutation and thus this matrix has
strong permanent. In other words, ifA is a square matrix andA⊗ x = 0 has a unique
solution then A has strong permanent. However, we know from Section 2 that nor-
malization of a system A⊗ x = b means to multiply A by a diagonal matrix from
the left. By Proposition 3.2(a) this does not effect ap(A) and hence we have proved:
Proposition 4.2. If A is strongly regular then A has strong permanent.
The converse is also true. This statement has been known for some time [10] (note
that the original long proof has now been substantially shortened [8]):
Theorem 4.4. A square matrix is strongly regular if and only if it has strong perma-
nent.
This result leads naturally to the idea of checking the strong regularity of a matrix
by checking whether this matrix has strong permanent. We now briefly discuss this
question.
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Let A = (aij ) ∈ Rn×n. Due to the Hungarian method we can easily find a normal
matrix B similar to A. By Corollary 3.2(b) B has strong permanent if and only if A
has this property. Every permutation is a product of cycles, therefore if w(B, π) = 0
for some π /= id then at least one of the constituent cycles of π is of length two or
more or, equivalently there is a cycle of the length two or more in the digraph ZB.
Conversely, every such cycle can be extended using the complementary diagonal
zeros in B to a permutation of zero weight with respect to B, different from id. Thus
we have:
Theorem 4.5 [6]. A square matrix is strongly regular if and only if the zero digraph
of any (and thus of all) of its normal form is acyclic.
We observe here that the transformation in the opposite direction is also possible:
Given a digraph D = (N,E) we may assume without loss of generality that D has
no loops. Set A = (aij ) ∈ Rn×n where
aij =
{
0 if (i, j) ∈ E or i = j
−1 else for all i, j ∈ N.
Then maper(A) = 0, id ∈ ap(A) and |ap(A)| = 1 if and only if D is acyclic.
Hence D is acyclic if and only if A is strongly regular.
It should be noted that an early paper [16] on matrix scaling contains results which
are closely related to Theorem 4.5.
We conclude that strong regularity is an algebraic way of describing acyclic di-
graphs.
There are several ways of defining linear independence and regularity which are
non-equivalent in max-algebra although they would be equivalent in linear alge-
bra. In contrast to the concepts defined earlier in this section we now define (max-
algebraic) linear independence and regularity. Let A1, . . . , An be the columns of the
matrix A = (aij ) ∈ Rm×n. We say that A1, . . . , An are linearly dependent if∑
j∈S
⊕
λj ⊗ Aj =
∑
j∈T
⊕
λj ⊗ Aj
holds for some real numbers λj and two non-empty, disjoint subsets S and T of
the set N. If such a representation is impossible, then the columns of A are called
linearly independent. A square matrix with linearly independent columns is called
regular.
To formulate a regularity criterion we need to introduce some more symbols: P+n
[P−n ] is the set of even [odd] permutations of the set N .
Theorem 4.6 (Gondran–Minoux [20]). A square matrix A of order n is regular if and
only if ap(A) ⊆ P+n or ap(A) ⊆ P−n .
Corollary 4.2. Every strongly regular matrix is regular.
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It follows straight from the definition of regularity that this property is not af-
fected by the similarity transformations. Hence a matrix A is regular if and only if
its normal form B is regular. Since id ∈ ap(B) and id is even, the regularity of the
normal matrix B = (bij ) is equivalent to the non-existence of an odd permutation
σ ∈ Pn such that bi,σ (i) = 0 for all i ∈ N. If the parity of a permutation σ is odd
then the parity of at least one of its constituent cycles is odd. Since the parity of
a cyclic permutation is odd if and only if this cycle is of an even length, we have
that a necessary condition for a permutation σ to be odd is that at least one of its
constituent cycles be even or, equivalently there is an even cycle in ZB. On the other
hand, obviously, if ZB contains an even cycle then this cycle can be extended by the
complementary diagonal zeros to an odd optimal permutation. We have proved:
Corollary 4.3 [7]. Let A ∈ Rn×n and let B be any normal form of A. Then A is
regular if and only if ZB does not contain an even cycle.
Note that the question of checking the existence of an even cycle in a digraph is a
hard combinatorial question and its polynomial solvability was open for many years
until 1999 when it was affirmatively answered [23].
It is not clear whether an analogue of Theorem 4.3 is true for linear independence
but we can prove an analogue of its corollary, Corollary 4.1:
Theorem 4.7. If a matrix A ∈ Rm×n has linearly independent columns then m  n.
Proof. Let A = (aij ) ∈ Rm×n and m < n. We shall show that A has linearly depen-
dent columns.
Since the linear independence of columns is not affected by ⊗ multiplying the
columns by constants, we may assume without loss of generality that the last row of
A is zero. LetB be anm×m submatrix ofAwith maximum maper(B). We may also
assume that B consists of the first m columns of A and that id ∈ ap(B) (if necessary,
we appropriately permute the columns of A). Let C be the n× n matrix arising
by adding n−m zero rows to A. Then clearly maper(C) = maper(B) and ap(C)
contains any permutation that is an extension of id from ap(B) to a permutation of
N . As A already had one zero row and we have added at least another one, C has at
least two zero rows, thus ap(C) contains at least one pair of permutations of different
parities (see Fig. 1).
Hence, by Theorem 4.6 C is not regular and if we denote the columns of C by
C1, . . . , Cn then∑
j∈S
⊕
λj ⊗ Cj =
∑
j∈T
⊕
λj ⊗ Cj
holds for some real numbers λj and two non-empty, disjoint subsets S and T of the
set N. This vector equality restricted to the first m components then yields the linear
dependence of the columns of A. 
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Again the conversion in the other direction is possible too: Given a digraph D =
(N,E) we may assume without loss of generality that D has no loops (as they cannot
be part of any even cycle). Set A = (aij ) ∈ Rn×n where
aij =
{
0 if (i, j) ∈ E or i = j
−1 else for all i, j ∈ N.
Then maper(A) = 0, id ∈ ap(A) and ap(A) ⊆ P+n if and only if there is no even
cycle in D. Hence D contains no even cycles if and only if A is regular.
We conclude that regularity is an algebraic representation of digraphs without
even cycles.
5. Regularity and sign-nonsingularity
A square (0, 1,−1) matrix is called sign-nonsingular (abbr. SNS) [3,25] if at least
one term in the standard determinant expansion of A is non-zero and all such terms
have the same sign. For instance(
1 1
−1 1
)
is SNS but(
1 0
1 0
)
and
(
1 1
1 1
)
are not. Obviously SNS is not affected by permutations of the rows and columns.
There is a direct connection between (max-algebraic) regularity and SNS. Before
we can see this we need to mention a remarkable combinatorial property of square
matrices which readily follows from the Hungarian method (and which may not be
immediately evident without it):
Theorem 5.1. Let A = (aij ) ∈ Rn×n and π ∈ Pn. If for every i ∈ N there is a σ ∈
ap(A) such that π(i) = σ(i) then π ∈ ap(A).
Proof. Without loss of generality id ∈ ap(A). Every matrix is similar to a matrix in
normal form, thus A is similar to a normal matrix B = P ⊗ A⊗Q where P and Q
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are diagonal. Then by Corollary 3.2(a) ap(A) = ap(B). Since for every i ∈ N there
is a σ ∈ ap(B) such that bi,π(i) = bi,σ (i) = 0 we have that π ∈ ap(B). 
Theorem 5.2. Let A = (aij ) ∈ Rn×n and A¯ = (a¯ij ) be the n× n zero–one matrix
defined as follows:
a¯ij =
{
1 if j = π(i) for some π ∈ ap(A)
0 else for all i, j ∈ N.
Then A is regular if and only if A¯ is SNS.
Proof. First note that due to Theorem 5.1 non-zero terms in the standard determinant
expansion of A¯ exactly correspond to permutations from ap(A) and at least one such
always exists since ap(A) /= ∅ for every matrix A. The sign of every non-zero term
is fully determined by the parity of the permutation as the non-zero entries of A¯ are
all one and so the theorem statement follows. 
Conversely, the question whether a square zero–one matrix B = (bij ) is SNS can
be converted to the regularity question for the matrix C = (cij ) defined as
cij =
{
0 if bij = 1
−1 if bij = 0 for all i, j ∈ N.
Namely, B can be assumed to have at least one non-zero term in its determinant
expansion (otherwise there is nothing to solve), thus maper(C) = 0 and there is a
one-to-one correspondence between permutations of zero weight w.r.t. C (that is
permutations in ap(C)) and non-zero terms in det(B). Since B is zero–one, the sign
of every non-zero term is fully determined by the parity of the permutation and hence
regularity of C means the same as SNS of B.
We conclude that regularity is an alternative algebraic description of zero–one
sign-nonsingularity.
6. The eigenproblem and graph balancing
The eigenvalue–eigenvector problem (shortly: the eigenproblem)
A⊗ x = λ⊗ x (6.1)
for A = (aij ) ∈ Rn×n was one of the first problems studied in max-algebra. Here
we only discuss the case when A does not contain −∞ as this case most visibly
exposes combinatorial features of the eigenproblem. In such a case the situation is
transparent—every matrix has exactly one eigenvalue:
Theorem 6.1 (Cuninghame-Green [13]). For every A = (aij ) ∈ Rn×n there is a
unique value of λ = λ(A)(called the eigenvalue of A) to which there is an x ∈ Rn
satisfying (6.1). The unique eigenvalue is the maximum cycle mean in DA that is
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λ(A) = max
σ
ω(A, σ)
l(σ )
(6.2)
where σ = (i1, . . . , ik) denotes an elementary cycle (that is a cycle with no repeated
node except the first and last one) in DA, ω(A, σ) = ai1i2 + · · · + aiki1 is the weight
of σ and l(σ ) = k is the length of σ. The maximization is taken over elementary
cycles of all lengths in DA, including the loops.
Note that (6.2) in the max-algebraic notation reads
λ(A) =
⊕
σ
l(σ )
√
ω(A, σ). (6.3)
It is beyond the aim and scope of the present paper to discuss numerous gener-
alizations of Theorem 6.1 not only to the cases when −∞ are among the entries
of A but also to various algebraic structures from which the entries of A are taken,
and infinite-dimensional generalizations. We also do not deal here with algorithms
for finding the eigenvalue (let us mention at least Karp’s O(n3) algorithm [15] and
Howard’s algorithm [12] of unproved computational complexity showing excellent
algorithmic performance). It follows from (6.3) that the existence of roots with re-
spect to⊗ is essential (cf. “radicability” [13]) and therefore the statement of Theorem
6.1 does not hold for instance in the max-algebra based on the additive group of
integers or multiplicative group of positive rationals.
If A = (aij ) ∈ Rn×n then the matrix (A) = A⊕ A(2) ⊕ · · · ⊕ A(n) is called the
metric matrix associated with A. Note that I ⊕ (A) describes the transitive closure
of a digraph D = (N,E) if A is defined as follows:
aij =
{
0 if (i, j) ∈ E
−1 else for all i, j ∈ N.
Any vector x satisfying (6.1) is called an eigenvector, the set of all eigenvectors
will be denoted sp(A) and called the eigenspace of A.
Theorem 6.2 ([13]). Let A = (aij ) ∈ Rn×n and suppose that (λ−1 ⊗ A) = (gij )
has columns g1, g2, . . . , gn. Then
sp(A) =


⊕
j∈N0
αj ⊗ gj ;αj ∈ R

 , (6.4)
where N0 = {j ∈ N; gjj = 0}.
Since the vectors gj , j ∈ N0, are the generators of the eigenspace they are called
the fundamental eigenvectors [13]. Note that it is not necessary to include all funda-
mental eigenvectors in (6.4) and it would be sufficient to keep one representative for
each of the critical cycles from the computation of the eigenvalue [13].
There are several combinatorial interpretations of the eigenproblem. One has
already appeared in Theorem 6.1: the eigenvalue has a very clear combinatorial
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meaning—it is the biggest of all cycle means. Another one is associated with graph
balancing [24]. One of the questions which are studied in graph balancing is: Given
an arc-weighted digraph D, amend the arc weights so that the cycle weights remain
unchanged but the maximum arc weight of arcs leaving a node is the same for every
node. Since the transformation of arc-weights aij → aij + xj − xi does not change
cycle weights, we may be looking for values x1, . . . , xn such that maxj=1,...,n(aij +
xj − xi) is a constant independent of i. If we denote this constant by λ then we have
maxj=1,...,n(aij + xj − xi) = λ for all i ∈ N or, equivalently
max
j=1,...,n
(aij + xj ) = λ+ xi for all i ∈ N
which in the max-algebraic notation is (6.1). Hence one combinatorial interpretation
of the eigenproblem is graph balancing.
7. The eigenproblem and the longest distances problem
One of the most classical combinatorial optimization problems is: Given an n× n
matrix A of direct distances between n places, find the matrix A∗ of shortest dis-
tances (that is the matrix of the lengths of shortest paths between any pair of places).
We may assume without loss of generality that all diagonal elements of A are 0. It
is known that the shortest-distances matrix exists if and only if there are no negative
cycles in DA in which case A∗ = A(n−1). This is perhaps a min-algebraic property
best known outside min-algebra.
To remain consistent with the rest of the paper we shall formulate this very basic
but important result in max-algebraic terms. It follows from the definition of definite
matrices (see Section 3) that all diagonal entries of a definite matrix A are 0 and all
cycles in DA have non-positive weights. Hence, λ(A) = 0 and thus eigenvectors are
exactly the fixed points of the mapping x → A⊗ x. Since I  A, we also have
I  A  A(2)  · · ·
and due to the absence of positive cycles
A(n−1) = A(n) = A(n+1) = · · · (7.1)
which altogether yield (A) = A(n−1). We have:
Theorem 7.1. If A ∈ Rn×n is a definite direct-distances matrix then the fundamen-
tal eigenvectors of A are all columns of the longest-distances matrix, that is vectors
of longest-distances to all nodes of DA.
8. The eigenproblem: a link between the longest distances problem and the
assignment problem
When solving the assignment problem for a matrix A it may be useful not only to
know an optimal solution (permutation) but to get a more comprehensive informa-
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tion, for instance to find alternative optimal solutions, or a best solution satisfying
certain conditions, etc. A very suitable workplace for this purpose is a normal form of
A in which optimal solutions are easily identified by zeros. It is an efficient encoding of
a set of a size up to n! using n2 entries. If the Hungarian method is used then the normal
form is a by-product of the solution method but when a different method is used then
an optimal solution may only be known without actually having a normal form. If an
optimal solution is known then it may be assumed to be id (otherwise we appropriately
permute the rows or columns). Due to Proposition 3.2(a) we may also assume that all
diagonal elements of A are zero. Then to find a normal form by a similarity transfor-
mation (matrix scaling) means to find x1, . . . , xn and y1, . . . , yn so that
yi + aij + xj  0 for all i, j ∈ N,
yi + aii + xi = 0 for all i ∈ N. (8.1)
Hence yi = −xi for all i ∈ N and the inequalities (8.1) are equivalent to
max
j∈N (−xi + aij + xj ) = 0 for all i ∈ N
or,
max
j∈N (aij + xj ) = xi for all i ∈ N
or, in the max-algebraic notation
A⊗ x = x. (8.2)
Note that maper(A) = 0, yielding that A is definite since any positive cycle could
be extended by complementary diagonal zeros to a permutation of positive weight.
Hence λ(A) = 0 and therefore (8.2) has a solution, namely every eigenvector of A
is a solution.
We have arrived at the following:
Theorem 8.1. The set of vectors which can be used for scaling a definite matrix A
to a normal form is sp(A). That is if A is definite then
sp(A) = {x = (x1, . . . , xn)T; (xi + aij − xj ) is normal}.
In particular, every longest-distances vector corresponding to the definite direct-
distances matrix A can be used to scale A to a normal form.
Note that to the author’s knowledge the relationship between the structure of the
set of normal forms and the structure of the eigenspace has not been studied yet.
9. The eigenproblem and matrix scaling
It follows from the definitions that every strictly normal matrix is normal and
every normal matrix is definite. We have also previously seen that every square ma-
trix is similar to a normal one (which can be found by the Hungarian method). Not
330 P. Butkovicˇ / Linear Algebra and its Applications 367 (2003) 313–335
every matrix is similar to a strictly normal matrix and it follows from Theorem 4.4
that strong regularity is a necessary condition for a matrix to be similar to a strictly
normal one. We will now show that this condition is also sufficient. This will enable
us to describe the set of vectors that can be used for scaling to strictly normal form.
Assume that A = (aij ) ∈ Rn×n is definite and that b ∈ Rn is a vector for which
the system A⊗ x = b has a unique solution, thus ap(A) = {id}. Let
B = diag(b−11 , b−12 , . . . , b−1n )⊗ A⊗ diag(b1, b2, . . . , bn).
Then (Proposition 3.2(a)) ap(B) = ap(A) = {id} and B has a unique column max-
imum in every row and column and zero diagonal. Hence B is strictly normal (and
thus strong regularity is a sufficient condition). Conversely, if A is definite and
diag(c1, . . . , cn)⊗ A⊗ diag(b1, b2, . . . , bn)
is strictly normal then ci ⊗ bi = 0 for all i ∈ N, yielding ci = b−1i for all i ∈ N.
Therefore in
diag
(
b−11 , b
−1
2 , . . . , b
−1
n
)⊗ A
all columna maxima are on the diagonal only and thus A⊗ x = b has a unique so-
lution. We have proved:
Theorem 9.1. Let A ∈ Rn×n be definite. Then diag(c1, . . . , cn)⊗ A⊗ diag(b1,
b2, . . . , bn) is normal if and only if ci = b−1i for all i ∈ N and the system A⊗ x = b
has a unique solution.
This result prompts us to investigate how to find a vector b for which the system
A⊗ x = b has a unique solution. Recall that we have defined matrices for which
such a vector exists as strongly regular and note that Theorem 4.5 gives a practical
criterion for checking that a matrix is strongly regular. Nevertheless it is still not
quite clear how to find such a vector b. First of all notice that if A is a strongly
regular definite matrix and A⊗ x = b has a unique solution x¯ then x¯ = b. Hence
b ∈ sp(A). However, not every eigenvector of A is satisfying the requirements for b.
To give a full answer to this question we introduce the following notation (here as
before A = (aij ) ∈ Rn×n):
Im(A) = {A⊗ x; x ∈ Rn},
SA =
{
b ∈ Rn;A⊗ x = b has a unique solution}.
Im(A) and SA are called the image set and the simple image set of A, respectively.
Since A(k+1) ⊗ x = A(k) ⊗ (A⊗ x) we have Im(A(k+1)) ⊆ Im(A(k)) for every k
natural. It follows then from (7.1) that for a definite matrix A,
Im(A) ⊇ Im(A(2)) ⊇ Im(A(3)) ⊇ · · ·
· · · ⊇ Im(A(n−1)) = Im(A(n)) = Im(A(n+1)) = · · · = sp(A),
see Fig. 2.
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Fig. 2.
Theorem 9.2 ([8]). If A is definite and strongly regular then SA = int(sp(A)).
So, our task of describing the scaling vectors of a definite, strongly regular matrix
A to a strictly normal form has now been reduced to that of finding internal points of
the eigenspace of A.
We will need the following notation: A˜ is the square matrix of the same order as
A whose all diagonal elements are −∞ and off-diagonal ones are same as in A. The
symbol VA(g) for g ∈ R will stand for the set{
v ∈ Rn;A⊗ v  g ⊗ v} .
Theorem 9.3 ([8]). If A is definite then
SA =
⋃
λ(A˜)g<0
V
A˜
(g).
Corollary 9.1. If A is definite and strongly regular then sp(A˜) ⊆ SA.
Proof. If A is strongly regular then λ(A˜) < 0 and A˜⊗ v = λ(A˜)⊗ v  g ⊗ v for
any g  λ(A˜). 
We summarise that to scale a definite [definite, strongly regular] matrix A to a
normal [strictly normal] form we may use any eigenvector of A [A˜].
10. Characteristic polynomial, the best principal submatrices and the exact
cycle cover
The max-algebraic characteristic polynomial called characteristic maxpolyno-
mial of a square matrix A = (aij ) ∈ Rn×n is defined [14] by
χA(x) := maper(A⊕ x ⊗ I ).
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Equivalently, it is the max-algebraic permanent of the matrix

a11 ⊕ x a12 · · · a1n
a21 a22 ⊕ x · · · a2n
...
...
...
an1 an2 · · · ann ⊕ x

 .
Hence
χA(x) = δ0 ⊕ δ1 ⊗ x ⊕ · · · ⊕ δn−1 ⊗ x(n−1) ⊕ x(n)
for some δ0, . . . , δn−1 ∈ R or, written using conventional notation
χA(x) = max
(
δ0, δ1 + x, . . . , δn−1 + (n− 1)x, nx
)
.
Thus, viewed as a function in x, the characteristic maxpolynomial of a matrix A is a
piecewise linear convex function whose slopes are from the set {0, 1, . . . , n}.
Theorem 10.1 ([4]). χA(x) as a function can be found in O(n4) steps.
The method in [4] is based on ideas from computational geometry combined with
solving assignment problems.
If for some k ∈ {0, . . . , n− 1} the inequality
δk ⊗ x(k) 
∑
i /=k
⊕
δi ⊗ x(i)
holds for every real x then the term δk ⊗ x(k) is called inessential, otherwise it is
called essential. Obviously, if δk ⊗ x(k) is inessential then
χA(x) =
∑
i /=k
⊕
δi ⊗ x(i)
holds for every real x. Thus inessential terms are not needed for the description
of χA(x) as a function of x. Note also that they will not be found by the method
described in [4].
It is known [15] that every max-algebraic polynomial can be expressed as a max-
algebraic product of a constant and of expressions of the form (x ⊕ β)(p) where β
and p are real constants. The constants β are called the corners of the max-polyno-
mial. The characteristic maxpolynomials have a remarkable property resembling the
conventional characteristic polynomials:
Theorem 10.2 ([14]). The greatest corner of χA(x) is λ(A).
The reader is referred to [1,14] for more information about characteristic max-
polynomials including an analogue of the Cayley–Hamilton theorem.
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We will now deal with combinatorial aspects of the characteristic maxpolynomial.
Let A = (aij ) be an n× n matrix. As usual, any matrix of the form

ai1i1 ai1i2 · · · ai1ik
ai2i1 ai2i2 · · · ai2ik
...
...
...
aiki1 aiki2 · · · aikik


with 1  i1 < i2 < · · · < ik  n is called a k × k principal submatrix of A. The set
of all k × k principal submatrices of A will be denoted as A(k).
The best principal submatrix problem (BPSM) is defined as follows: Given a
matrix A = (aij ) ∈ Rn×n and an integer k, 1  k  n, find
max
B∈A(k)
maper(B).
Theorem 10.3 ([14]). If A ∈ Rn×n then δk = maxB∈A(n−k) maper(B) for all k = 0,
1, . . . , n− 1.
So, in particular, δ0 = maper(A) and δn−1 = max(a11, a22, . . . , ann). It follows
from Theorem 10.1 that all coefficients δk corresponding to essential terms of the
characteristic maxpolynomial can be found in O(n4) time. Therefore BPSM for A
can be solved in polynomial time if all terms of χA(x) are essential.
However, no polynomial method is known to the author for solving the best prin-
cipal submatrix problem in general. We present now a few problems in the conven-
tional terminology which are equivalent to BPSM. All of these are related to the
special binary case when the matrices are over the set T = {0,−∞}. The set of
n× n matrices over T will be denoted by T n×n. Clearly, δk = 0 or −∞ for every k
if A ∈ T n×n. The question whether δk = 0 for a given k is very closely related to the
exact cycle cover problem in digraphs and can also easily be formulated in terms of
classical permanents:
Theorem 10.4 ([9]). Let A = (aij ) ∈ T n×n and k ∈ {0, . . . , n− 1}. Then the follow-
ing are equivalent:
• δn−k = 0.
• In the digraph ZA there is a set of k nodes which is the union of the sets of nodes
of node-disjoint cycles in ZA.
• There exists a k × k submatrix of the zero–one matrix eA = (eaij ) with positive
permanent.
Note that for some special types of matrices (such as diagonally dominant or
permutation matrices) BPSM can be solved in polynomial time [9]. Yet, no efficient
solution method seems to be known for general matrices over T . It may therefore be
of interest that the biggest value of k for which the answer to the three equivalent
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problems mentioned in Theorem 10.4 is affirmative, can always be found relatively
easily:
Theorem 10.5 ([9]). If A = (aij ) ∈ T n×n then the biggest value of k for which
δn−k = 0 is n+ maper(A⊕ (−1)⊗ I ) and therefore it can be determined in O(n3)
time.
Note that in [11] a generalization of this result has been proved for matrices over R¯.
11. Overview of links
Max-algebra Combinatorics Combinatorial Optimization
maper(A) Term rank Linear assignment problem
A⊗ x = b
∃x Set covering
∃!x Minimal set covering
∃b ∃!x Digraph acyclic Unique opt permutation
(A) if A definite Transitive closure Longest-distances matrix
A⊗ x = λ⊗ x
λ ∃ positive cycle Maximum cycle mean
x Vector of balancing coefficients
x if A definite Connectivity to a node Longest-distances to a node
x if A definite Scaling to normal form
A˜⊗ x = λ⊗ x
x if A definite, SR Scaling to strictly normal form
Regularity ∃/ even directed cycle All optimal permutations
of the same parity
0–1 sign-nonsingularity
Char. polynomial ∃ exact cycle cover Best principal submatrix
∃ principal submatrix
with positive permanent
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