This paper studies the Diffusion method for the load balancing problem in case of weighted torus graphs. Closed form formulae for the optimum values of the edge weights are determined using local Fourier analysis. It is shown that an extrapolated version of Diffusion can become twice as fast for the stretched torus graphs.
Introduction
The efficient use of the available computational resources for running parallel applications in a distributed computing environment leads to the load balancing problem. Many parallel applications produce different workload during execution time. Parallel weather prediction simulations constitute typical applications that require load balancing techniques. In such applications a geometric space is disrcetized by a 3d-mesh. Then a domain decomposition technique assigns a subdomain to each processor of the network. Each processor performs the computations on mesh points in each subdomain independently. The involved computations in these meshes are of two kinds: "dynamics" and "physics". The dynamics calculations correspond to the fluid dynamics of the atmosphere and are applied to the horizontal field. The physics calculations represent the natural procedures such as clouds, moist convection, the planetary boundary layer and surface processes and are applied to the vertical level. The computations of a vertical column are local, that is, they do not need data from the neighboring columns and are implicit in nature. As the "physics" computations differ from one subdomain to the other the processors have an unbalanced load. In such situations the load has to be rebalanced. Most of the existing iterative load balancing schemes [9] involve two steps. The first step calculates a balancing flow. This flow is used in the second step, in which load balancing elements are migrated accordingly. This paper focuses on the first step. It is well known that in distributed systems the communication complexity plays an important role. Therefore, a load balancing algorithm should have a minimum flow and use local communication. Iterative load balancing methods have these characteristics and this is the reason for the renewed interest in their study. Two main categories are the diffusion [1] , [4] and the dimension exchange [4] , [13] algorithms. The performance of a balancing algorithm can be measured in terms of number of iterations it requires to reach a balanced state and in terms of the amount of load moved over the edges of the underlying processor graph. In [6] it is shown that all local iterative diffusion schemes calculate a minimal flow with respect to a weighted l 2 -norm. In the Diffusion (DF) method [4] , [1] a processor simultaneously sends workload to its neighbors with lighter workload and receives from its neighbors with heavier workload. It is assumed that the system is synchronous, homogeneous and the network connections are of unbounded capacity. Under the synchronous assumption, the DF method has been proved to converge in polynomial time for any initial workload [1] . More specifically DF is given by the following iterative scheme
where c ij ≥ 0 are the edge weights (or diffusion parameters), A(i) is the set of the nearest neighbors of node i of the graph G = (V, E) and u (n) i , i = 0, 1, 2, . . . , |V | is the load after the nth iteration on node i. The main problem here is the determination of the parameters c ij such that the rate of convergence of DF is maximized. However, this is an optimization problem with multiple parameters. Indeed, one has to find a set of values for c ij 's which minimize the convergence factor γ of DF. Initially, Cybenko [4] suggested choosing c ij = 1/(1 + d(i)), where d(i) = |A(i)| and proved that for binary n-cubes this is an optimal choice. Similar convergence results were also obtained in [1] and [8] . A special case of the problem was solved by Xu and Lau [13] assuming all edge weights are equal to a single parameter and determined optimal values for the cases of the N-ary n-cube and its variant, the nD-torus using circulant matrix theory. A first attempt to find optimal values for c ij 's, using semidefinite programming, was made in [5] , where optimal numerical values for edge weights of certain graphs with small cardinality were computed. A second step towards this direction using results of Cartesian product of graphs was [7] . However, the value of the involved parameter, which optimizes the rate of convergence of the DF method, is computed numerically and therefore cannot be used to obtain optimum convergence. The difficulty focuses on the determination of the eigenvalues of the weighted Laplacian matrix since these are used to find the optimum value of the involved parameter by minimizing the P-condition number, the ratio of the maximum over the minimum eigenvalue of the Laplacian matrix, in a way similar to [14] . The reason being that now the weighted Laplacian is not a circulant matrix and the relevant theory cannot be applied. To circumvent this problem we use Fourier analysis [3] in a similar way as to the study of stability in partial differential equations. This approach is straight forward and can be easily applied to torus, ncubes and mesh graphs. In the present work we determine the optimum DF method for the weighted nD-torus and show that its convergence rate may reach an improvement of approximately twice as fast for stretched 2D-torus compared to the unweighted case. We begin our study by considering the EDF method, an extrapolated version of DF, and study its convergence analysis. Next, we consider the local EDF method, a multiparametric version of EDF, which involves a set of parameters τ i . Further, we extend our theory for ncube graphs as they are a special case of nD-torus and indicate the necessary modifications in order to be applied for nD-mesh graphs. By applying local Fourier analysis, in a similar way to [2] , [10] we are able to find a closed form formula for the set of the parameters τ i in the sense that the rate of convergence of local EDF is maximized for ring and torus weighted graphs. The optimum values of τ i depend only upon the local edge weights hence their computation requires only local communication. As a byproduct of our analysis we determine optimum values for the edge weights of the nDtorus. The rest of the paper is organized as follows. In section 2, we introduce the EDF method. In section 3, we examine the properties of the EDF iteration matrix. In section 4, we study the convergence analysis of the EDF method and introduce its local version involving a set of parameters τ i . In section 5, we determine the optimum values of the parameters τ i such that the convergence rate of the local EDF method is maximized. The determination of optimum values for the edge weights as well as a theoretical comparison with DF is presented in section 6. Also, in section 6 we extend our results for nD-torus and N -ary n-cubes. Section 7 presents our numerical experiments whereas our conclusions and future work are stated in section 8.
The Extrapolated Diffusion (EDF) method
Let G = (V, E) be a connected, weighted undirected graph with |V | nodes and |E| edges. Let c ij ∈ R be the weight of edge e ij ∈ E, u i ∈ R be the load of node 
where τ ∈ R \ {0} is a parameter that plays an important role in the convergence of the whole system to the equilibrium state. Then, the overall workload distribution at step n, denoted by u (n) , is the transpose of the vector (u
is the initial workload distribution. In matrix form (2) becomes
where M is called the diffusion matrix. 
, where L = BW B T is the weighted Laplacian matrix of the graph, W is a diagonal matrix of size |E| × |E| consisting of the coefficients c ij and B is the vertex-edge incident matrix. The iterative scheme (2) will be referred to as the Extrapolated Diffusion (EDF) method. Note that if τ = 1 in (2), then we obtain the DF method (1) proposed by Cybenko [4] and Boillat [1] , independently. If W = I, then we obtain the special case of the DF method with a single parameter τ (unweighted Laplacian). In the latter case and for network topologies such as chain, 2D-mesh, nD-mesh, ring, 2D-torus, nD-torus and nD-hypercube, optimal values for the parameter τ that maximize the convergence rate have been derived in [13] , [14] .
The characteristics of the EDF matrix
The diffusion matrix of EDF can be written as
where D = diag(L). Because of (4), (3) becomes u
The diffusion matrix M must have the following properties [4] , [1] : nonnegative, symmetric and stochastic. The last two properties hold for the matrix M , whereas for the first one we can verify the following. 
The convergence analysis of the EDF method
In this section we present the basic convergence theorem for the EDF method. Note that in the unweighted case (c ij = c) the EDF method becomes u
As a direct consequence of the above theorem we have the following.
Corollary 4 For the unweighted Laplacian we have c ij = c and the EDF method converges to the uniform distribution if and only if the network graph is connected and either (or both) of the following conditions hold:
(ii) the network graph is not bipartite.
Corollary 5 The DF method converges to the uniform distribution if and only if the network graph is connected and either (or both) of the following conditions hold:
Note that Corollary 5 is the basic convergence theorem for the DF method derived by Cybenko [4] . Before we close this section we consider the following version of EDF, which involves a set of parameters
Note that if τ i = τ for any i = 1, 2, . . . , |V |, then (7) yields the EDF method. The iterative scheme (7) will be referred to as the local EDF method.
Determination of the parameters τ i
In this section we determine approximations to the optimum values of the parameters τ i in case of the weighted Laplacian for ring and torus graphs. For this reason, we define the local EDF operator for the aforementioned graphs and apply Fourier analysis, in a similar way as in [10] , to find their eigenvalues in terms of the edge weights.
The ring
At a node i, the local EDF scheme (3) can be written as
where
) the local operator of the Laplacian matrix with 
with N denoting the order of the ring. The eigenvalues µ i of the local operator M i and λ i of the local operator L i , are related, because of (4), as follows:
Lemma 6 The spectrum of the operator L i is given by
where i = 1, 2, . . . , N − 1, k = 2π , and = 0, 1, 2, . . . , N − 1.
PROOF. Expressing (8) in terms of the error vector e
where u is the solution of Lu = 0. If the input error function e
, where
So we may view e ikx as an eigenfunction of L i with eigenvalues λ i (k). Moreover, we express (11) as
Since the Laplacian matrix L is symmetric it follows that cˆi ,î−1 = c i,i+1 for i = i + 1 or c i+1,i = c i,i+1 , which holds because the graph is undirected. 2
The case where the edge weights for the ring are constant means that there is no need of varying the parameter τ in (7) . In this case local EDF degenerates into DF and the problem of determining an optimum value for this parameter has been studied in [13] .
The 2D-Torus
Using a similar approach as in the previous section, we define M ij as the local EDF operator for the N 1 × N 2 torus. The local EDF scheme at a node (i, j) can be written as
Next, we impose the lexicografic ordering of the nodes and define
2 ) the local operator of the Laplacian matrix, with
denote the edge weights of the west, east, south and north neighbors of node (i, j). The operators
which are the forward-shift and backward-shift operators in the x 1 -direction, (x 2 -direction), respectively with u ij = u(ih 1 , jh 2 ) = u(x 1 , x 2 ), where
. Since the Laplacian matrix L is symmetric it follows that c i+1,j = c i−1,j and c i,j+1 = c i,j−1 . However, these conditions hold because of the same reasoning as in the ring. Next, we use the following notation for the edge weights
Then,
2 ), where
Lemma 7 The spectrum of the operator L ij is given by
PROOF. Expressing (13) in terms of the error vector e
If the input error function e (n) ij is the complex sinusoid e
we have
with
j ).
So we may view
as an eigenfunction of L ij with eigenvalues λ ij (k 1 , k 2 ) given by (17). It is easily verified that (17) yields (15). 2
The convergence rate of the EDF method depends on the convergence factor γ(M ) which is the second largest eigenvalue in absolute value of the matrix M . Following the same streamline we define the convergence factor γ ij of the operator M ij as the second largest eigenvalue in absolute value of M ij . The above approach known as local Fourier analysis [3] has two implicit assumptions. First, M ij should be space-invariant. Secondly, the problem domain should be either extended to infinity or be rectangular with Dirichlet or periodic boundary conditions. In our case γ ij is a spatially varying function (see (15)) and generally is not equal to the convergence factor γ(M ) of the EDF method. Nevertheless, if the edge weights are all equal to a constant value, then M ij and hence γ ij are space invariant in which case γ ij is equal to γ(M ). This is verified by the fact that in the unweighted case c
which coincides with the eigenvalues of the Laplacian matrix M determined in [13] using matrix analysis. Since
where not both k 1 , k 2 can take the value zero and
it follows that the minimum value of γ ij with respect to τ ij is attained at
where λ i,j,2 , λ i,j,N are the smallest and largest eigenvalues of the operator L ij , respectively. Moreover, the corresponding minimum value of γ ij (M ij ) is given by
is the P-condition number of L ij . The last quantity plays an important role in the behavior of γ opt ij . Indeed, from (22) it follows that γ opt ij is a decreasing function of P ij . Therefore, minimization of P ij has the effect of maximizing R(LEDF), the rate of convergence of the local EDF method, defined by
An important question to be answered is whether the knowledge of λ i,j,N and λ i,j,2 can provide us some information about the spectrum of the Laplacian matrix and in particular about λ N and λ 2 , the largest and smallest eigenvalues of the Laplacian matrix, respectively. Such information would be vital as we will be able to determine γ(M ) and hence evaluate the convergence rate of the EDF method. Two observations may help to answer the above question. Table 1 , where σ ij and σ 2 are given by (26) . 
(1)
for each of the above choices of l 1 , l 2 , which lead to the following
The maximum eigenvalue λ i,j,N is determined by letting 1 = , hence (15) yields
Using the expressions of λ i,j,2 and λ i,j,N given by (25) and (27), respectively in (21), (22) and (23) 
and its corresponding minimum is given by
If N 1 is odd and N 2 is even, then γ ij (M ij ) is minimized at
i (1 + cos
and is corresponding minimum is given by
i (2 + cos
i (1 + cos 
PROOF. Following the same reasoning as in Theorem 8 we have that (15) gives
Using (31), instead of (28), we can work similarly as in the previous theorem to find (29) and (30). The case where N 1 is even and N 2 is odd is treated in an analogous manner. 
j .
Up to this point we were concerned with the determination of optimum values for the set of parameters τ ij in terms of the edge weights c (1) i , i = 1, 2, . . . , N 1 and c (2) j , j = 1, 2, . . . , N 2 . In fact, we have solved the problem of maximizing the rate of convergence of local EDF assuming the edge weights of the graph are knowná priory. Next, we will try to determine the c (1) i s and c (2) j s such that P ij (and hence γ ij ) is minimized. Table 2 .
Even Even 1 3 + 2σ 2 − cos Table 2 Formulae for τ opt and γ opt PROOF. When N 1 , N 2 are even, it follows from (27) and (25), that the P-condition number of L ij is given by
Studying the behavior of the above expression with respect to σ ij we can easily verify that it is minimized at σ ij = σ 2 , hence (32) follows from (26). Substituting c (2) j , given by (32), in the expressions for τ opt ij and γ opt ij of case 1 in Table 1 we obtain (33), where τ opt and γ opt are given as in case 1 of Table  2 . An analogous treatment for case 3 of Table 1 yields case 2 of Table 2 . Cases 3 and 4 of Table 2 are derived using the upper branches of (29) and (30), respectively. Clearly, cases 2, 4 of Table 1 and the lower branches of (29) and (30) will produce the same results. 2 Clearly, similar results hold in case c (2) j is arbitrary. Applying the above theorem for the ring we have the following. From (32) we remark that if the edge weights in one dimension of the 2D-torus are all equal to a constant value, then the edge weights of the other dimension will be all equal to a constant value also. In case the edge weights in each dimension of a 2D-torus are all equal to a constant value the assumptions for the local Fourier analysis hold. This is justified as follows. The edge weights are associated with the coefficients of the Diffusion equation, as can be seen in [9] , whereas the periodicity in the boundary conditions is associated with the wrap around links of the torus. As a consequence, if the edge weights in one dimension are all equal to the same constant value, then the eigenvalues of the operator L ij , given by (15) 
Corollary 11 The convergence factor γ i (M i ) of the ring operator M i is minimized at
if N is even
PROOF. If N=N 1 =N 2 , then σ 2 =1 hence (36) and (37) are direct results of cases 1 and 2 of Table 2 . 2
The above corollary extends theorem 4.2 of [14] as it shows that γ(M ) attains the same minimum not only for equal edge weights but also for edge weights which are equal in each dimension of the 2D-torus satisfying (32). Letting c
= σ 2 for any j = 1, 2, . . . , N 2 , which is one of the infinite optimum values one can obtain by this relation. We will refer to this choice for the edge weights as the normalized one. From the above corollary and for the normalized edge weights we have the following. 
Comparison with DF
Since for N 1 = N 2 EDF and DF coincide at the optimum stage (corollary 13) it would be interesting to compare their convergence behavior in case N 1 = N 2 . It is expected that the rate of convergence of the EDF method will be at least as fast as that of DF at the optimum stage according to corollary 12. . Next, we consider case 1 of Table 2 , namely, that N 1 , N 2 are even. In this case the optimum value of γ EDF is (case 1 of Table 2 )
Corollary 15 Under the hypotheses of corollary 12 we have
On the other hand, the optimum value of γ DF is given by [13] 
It is readily verified that sign(γ where N 1 is even and N 2 is odd and vice-versa reveals that (38) holds also for these cases. 2
The stretched Torus
In order to be able to have a direct comparison of the convergence behavior of the EDF and DF methods we study the case, where one dimension of the torus is large compared to the other one (stretched torus).
Corollary 16 For stretched torus and under the hypotheses of corollary 12 we have
where R(EDF), R(DF) denote the rate of convergence of EDF and DF, respectively.
PROOF. Let N 1 N 2 and both are even, then R(EDF) is given by (see (24))
since − log (1 − x) x and (see case 1 of Table 2 )
Similarly, for the DF method we have (see (41))
since γ
. By dividing (45) and (47) we have
and noting that σ 2 → 0 for N 1 → ∞ and N 2 fixed, (48) yields (44).
where now σ 2 → ∞ for N 2 → ∞ and N 1 fixed and (49) yields (44). Following a similar treatment for the other cases of Table 2 we can easily verify that (44) is valid. 2
From the above corollary it follows that for stretched torus graphs the number of iterations of the EDF method is approximately half the number of iterations of DF for both methods to achieve the same balancing flow criterion.
The n-Dimensional Torus
Our approach can be generalized for an n-dimensional
It is easily verified that the spectrum of the Laplacian operator is now given by
From (50) it follows that (where for notation simplicity the subscript j 1 , j 2 . . . , j n will be denoted as )
for i = 1, 2, . . . , n and
(1) Table 3 Optimum τ and γ for the nD-torus where
Using (51) and (52) Further, a simple study of γ opt with respect to the quantity σ j 1 ,jp proves the following, which is a generalization of Theorem 10.
Theorem 18 The convergence factor γ (M ) is minimized when
and
for p = 2, 3, . . . , n and its corresponding minimum is γ opt , where
Again, the mixed cases can be derived similar to the above and are generalizations of cases 3 and 4 of Table 2 .
Since a N-ary n-cube network is a special case of a nD-torus with equivalent order in each dimension, we have the following. 
and its corresponding minimum is N=N i for any i = 1, 2 , . . . , n, then σ i =1 and all the edge weights are equal. In this case the optimum value for the parameter τ opt EDF is given by (58) which was also found in [14] .
Numerical experiments
In order to test our theoretical results obtained so far we applied the local EDF for different sizes of 2D-torus. The initial load of the network was placed on a single node of the graph, while we normalized the balanced load u=1. Hence, the total number of amount of load was equal to the total number of nodes in the graph. For purposes of comparison we considered the application of the local EDF and DF methods with optimum parameters (normalized edge weights) and kept iterating until an almost evenly distributing flow was calculated. The iterations were terminated when the criterion
for some small was satisfied. A comparison of the number of iterations and convergence factors is presented in Table 4 for both of the aforementioned methods. The results of Table 4 clearly show that fixing one dimension and increasing the other dimension the rate of convergence of local EDF becomes twice as fast as the DF method. As expected the two methods produce the same results when N 1 =N 2 . Finally, in Table 5 we also present the optimum values of τ opt , γ opt as these were computed using Matlab to find λ 2 and λ N , the second smallest and largest eigenvalues of the Laplacian matrix respectively. Also, for comparison we present the same quantities τ est , γ est as these were estimated by our approach using the formulas of Table 2 . The agreement between the optimum and estimated values is satisfactory verifying the validity of our theory.
Conclusions and future work
A first advantage of EDF is that it converges for any positive, real values of the weights c ij if τ ∈ (0, 1/||A|| ∞ ), whereas in DF it is required that c ij 's must satisfy the conditions j∈A(i) c ij < 1 for at least one i. The problem of Table 4 Comparison of number of iterations and convergence factors for DF and EDF methods Table 5 Comparison of the optimum values of τ opt and γ opt with the estimated ones τ est and γ est determined by Table 2 determining the edge weights c ij such that DF attains its maximum rate of convergence is an active research area [5] , [7] . Introducing the set of parameters τ i , i = 1, 2, . . . , |V |, the problem moves to the determination of the parameters τ i 's in terms of c ij 's. By adopting the local Fourier analysis we were able to determine good values (near the optimum) for τ i 's. These values become optimum in case the edge weights are constant in each dimension and satisfy the relation (32) (Corollaries 12, 13 and 14) . This result extends the applicability of theorem 4.2 of [14] , where the edge weights were all equal. Apart from the fact that our approach produces a monoparametric set of optimum values for the edge weights (see (32)) it also has the advantage of determining a closed form formula for the involved parameter τ and the convergence factor γ (see Table 2 ). These facts have two consequences. First, we avoid the computation of the second smallest and largest eigenvalue of the Laplacian matrix for the determination of the optimum value for τ . This is a time consuming process and was an open problem up to now as far as we know. Secondly, using the expression for γ we were able to study the convergence behavior of the EDF method and predict its performance. As a result we found that for square tori EDF has the same rate of convergence with DF, whereas for orthogonal tori EDF may become twice as fast as DF (stretched tori). In order to further improve, by an order of magnitude, the rate of convergence of EDF we can apply accelerated techniques (Semi-Iterative, Second-Order and Variable Extrapolation) following [11] , [12] . Again, for stretched torus we expect to attain approximately a 40% gain in the rate of convergence of EDF as compared to DF. In addition, our results apply straightforward to nD-meshes by a simple substitution of , respectively, in the formulae of Tables 1, 2 and 3. Finally, we plan to apply the same approach to study the convergence of local EDF in case of a heterogeneous system.
