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1. Introduction
Magnetic resonance imaging (MRI) is an important radiological technique for imaging
sections or volumes in clinical and scientic seings. Starting from its introduction
by Lauterbur [1] in 1973, it has evolved into a routine procedure. Because of the lack
of ionizing radiation, its excellent so tissue contrast, and its wide variety of imaging
modalities, it is now used in hospitals and research institutes worldwide.
An inherent problem of MRI is its low speed, since images are sampled line-by-line in
Fourier space. is low inherent speed has practical implications, e.g. movement during
the acquisitions degrades image quality, and dynamical processes impose requirements
on image timing. erefore, acceleration of MRI image acquisition has been a research
focus since its beginning.
A success in this drive for speed has been the introduction of fast low-angle shot
(FLASH) imaging in 1985[2–4], which reduced the imaging time from minutes to mere
seconds. is hastened the integration of MRI into routine clinical use. Further speed im-
provements based on FLASH MRI were possible by tackling the sampling: e introduction
of multiple receiver coils, combined with parallel MRI [5], allows image reconstruction
even from undersampled data. Pushing this undersampling further leads to the common
trade-o of increased imaging speed at the cost of decreased signal-to-noise ratio (SNR).
Nowadays, accelerated acquisition sequences coupled with sophisticated reconstruction
algorithms to cope with the high undersampling have pushed this even further, with
imaging times below 30 ms [6]. is enables the recording of MRI movies instead of
still images. Together with modern computer hardware, this led to the introduction of
real-time MRI, with both image acquisition and image reconstruction in real time.
While holding great promise, real-time MRI also poses new challenges: e increased
imaging speeds, for example, lead to large volumes of data which, together with com-
putationally intensive reconstruction algorithms, can diminish reconstruction speeds.
Furthermore, the high degree of undersampling can lead to unacceptable image artifacts.
is thesis introduces and evaluates approaches for handling these two problems. Chap-
ter 4 discusses coil compression methods for reducing the data volume, while a new coil
selection algorithm for streak artifact reduction is introduced in Chapter 5.
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2. Magnetic Resonance and Image
Reconstruction
is chapter provides a brief overview over nuclear magnetic resonance (NMR) and MRI,
and also an introduction into the reconstruction technique used in this work. A more
general introduction into MRI and the underlying physics is given in textbooks like
Bernstein, King, and Zhou [7] and Haacke et al. [8].
2.1. Magnetic Resonance Imaging
2.1.1. Principles
is section follows Chapters 1 and 9 of Haacke et al. [8].
MRI relies on the interaction of a magnetic moment µ with an external eld B0. e
magnetic moment in this case is the nuclear magnetic moment, generated by the nuclear
spin. e principal nucleus used in MRI is hydrogen in water, fat, and other organic
molecules.
For a hydrogen nucleus — a proton — in a magnetic eld B0, the Zeeman eect leads
to an energy dierence between parallel and anti-parallel alignment of the spin, with
alignment parallel to B0 having lower energy. e energy dierence is ~γB0, where ~ is
the reduced Planck constant and γ is the gyromagnetic ratio, a nucleus-dependent value.
While this constrains the nuclear magnetic moment in the direction of B0 to two
possible values, there is no such restriction in the transversal plane orthogonal to B0.
erefore, in analogy to a classical magnetic moment, the expectation value will start to
precess around B0. e frequency of this precession is called the Larmor frequency ω0
with ω0 = γB0. In an extended object made up of multiple spins, since there is no phase
coherence imposed on this precession, the transversal magnetic moments cancel out,
leaving a bulk magnetization parallel to B0.
Since the energy dierence between alignment parallel and anti-parallel to B0 is small
compared to the thermal energy at body temperature, the population dierence between
3
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the two states is also small — at 1 T, the population dierence is about 6 excess spins per
million [9, p. 36] — but it still leads to a macroscopic magnetization M0 which is large
enough for NMR eects. M0 is given by [8, p. 5] M0 = ρ0γ
2~2
4kT B0, where ρ0 is the number
of protons per unit volume, k is the Boltzmann constant, and T is the temperature.
Precession of the macroscopic magnetization can be achieved by resonant excitation.
e resonance condition is that the frequency of the magnetic excitation pulse B1(t)
needs to be the Larmor frequency. For the commonly used nuclei and eld strengths this
frequency is in the radio-frequency range, the excitation pulses are therefore commonly
called radio frequency (rf) pulses. e angle by which the magnetization is tipped is
called the ip angle, and it depends both on the eld strength and duration of the
rf pulse. e excitation pulse achieves its eect by two mechanisms: First, it will ip
spins from the lower energy parallel to the higher energy anti-parallel state, thereby
reducing longitudinal magnetization. Second, it will impose its phase onto the precession,
thereby causing a non-vanishing transversal magnetization. Combined, this leads to a
bulk magnetization that starts to precess and to tip over the duration of the rf pulse.
Suppose an rf pulse is applied that tips the magnetization into the transversal plane
(called a 90°-pulse). Directly aer this pulse, the bulk magnetization precesses in the
transversal plane. is magnetization will induce a changing magnetic ux in nearby
coils, which can be detected.
e longitudinal magnetization will eventually relax back into the equilibrium state.
is can be understood as the spins excited into the anti-parallel state ipping back into
the parallel state. is is an exponential process characterized by the spin-laice relaxation
time (T1). If the equilibrium magnetization is M0, the longitudinal magnetization will
recover according to:
M‖(t) = M0
(
1 − e− tT1
)
.
Furthermore, the dierent spins are not only aected by the external magnetic eld,
but also by the magnetic elds produced by other spins. is leads to slightly dierent
Larmor frequencies for each spin, causing a loss of phase coherence called dephasing
and thereby a loss of bulk transversal magnetization. is decay is characterized by the
spin-spin relaxation time (T2), following
M⊥(t) = M0e−
t
T2 .
T2 is always shorter thanT1, with typical values forT2 on the order of 1 ms to 100 ms and
for T1 on the order of 100 ms to 1000 ms. Inhomogeneities of the static magnetic eld B0
will lead to even faster dephasing, characterized by the eective spin-spin relaxation time
(T ∗2 ) with T ∗2 < T2.
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Application of an excitation pulse to an object generates a decaying signal called free
induction decay (FID). An alternative way to create a signal is by generating an echo. e
basic setup is the same: a 90°-pulse is applied to tip the magnetization into the transversal
plane, where they will dephase due to T2 decay. By applying a second rf-pulse aer τ ,
this time a 180°-pulse, the magnetization stays in the transversal plane but it is rotated by
180° about an axis within the transversal plane; or alternatively, the phase of each spin
is turned to its negative. is means that the spins that acquired excess phase between
excitation and 180°-pulse now lag behind and vice versa. erefore, the spins rephase at
t = 2τ and an echo forms. is is called a spin echo. e strength is still aenuated by
e−2τ/T2 due to T2 decay. Figure 2.1a shows a diagram of spin echo formation.
An echo can also be generated without using a second rf pulse. For this, the spins are
rst dephased by applying a gradient and then rephased by applying a gradient with the
same strength but with the opposite sign. e echo is formed at the instant where the
combined area under both gradients equals zero. e resulting echo is called a gradient
echo or gradient-recalled echo. In contrast to a spin echo, the gradient echo is aenuated
by the shorterT ∗2 , since the magnetic eld inhomogeneities are not canceled out by phase
inversion. Figure 2.1b depicts gradient echo formation.
(a) (b)
Figure 2.1: Diagram for (a) spin echo and (b) gradient echo formation. For the spin
echo in (a), no gradients are necessary: aer an inital 90° rf-pulse, the
FID signal begins to decay. Applying a 180°-pulse aer TE/2 leads to a spin
echo aerTE . e gradient echo in (b) shows the same FID decay aer the
90°-pulse, but the spins are then dephased and rephased with an applied
gradient. Ploed here is the gradient strength over time. Diagrams adapted
from [10].
For generating an image, it is necessary to relate spatial position and signal. e idea
in MRI is to use magnetic gradient elds and exploit the linear dependence of the Larmor
frequency on eld strength. is can be understood most easily in the one-dimensional
5
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case: By applying a linear gradient G(t) in x-direction the total magnetic eld becomes
B(x ,t) = B0 + xG(t). is changes the local Larmor frequency to ω(x ,t) = ω0 + ∆ω(x ,t)
with ∆ω(x ,t) = γxG(t). is is called frequency encoding, since the position of the spins
is hereby related to their precession frequency. e signal s(t) in MRI depends on the
eective spin density1 ρ(r ) and the phase of the precessing spins ϕ(r ,t) [8, p. 141],
s(t) =
∫
ρ(r )ei(ω0t+ϕ(r ,t)) d3r
where ϕ(r ,t) = −
∫ t
0 ω(r , t) dt . For a one-dimensional object ρ(r ) = ρ(x)δ (y)δ (z), the
signal aer frequency encoding and demodulation of ω0 becomes
s(t) =
∫
ρ(x)e−i
∫ t
0 ∆ω(x ,t) dt dx .
By noting that
∫ t
0 ∆ω(x ,t) dt = γz
∫ t
0 G(t) dt and introducing 2pik(t) :=γ
∫ t
0 G(t) dt , the
time dependence can be made implicit in k :
s(k) =
∫
ρ(x)e−2piikx dx .
Here, s(k) is the Fourier transform of ρ(x), and so can be inverted to obtain the spin
density from a frequency-encoded measurement ρ(x) =
∫
s(k)e2piikx dx . e k is naturally
identied as a vector in the reciprocal or Fourier space, called k-space in MRI. e
temporal evolution of the gradient determines k(t), which is referred to as the trajectory
in k-space. In practice, the signal cannot be recorded continuously but is sampled at
discrete points instead.
e gradient echo introduced above is an example of a trajectory that can be used to
sample a region around the center of k-space: e rst dephasing gradient moves the
sampling point away from the k-space center for a time τ . If the subsequent rephasing
gradient has the same gradient strength but twice the duration, a symmetric line around
the k-space center will be encoded in the signal. If it is sampled during the rephasing
gradient, this symmetric k-space line can be used to reconstruct the object by 1D Fourier
transformation.
For two-dimensional objects, there are several encoding schemes. One is radial encod-
ing, which will be explained in Section 2.1.2, another is Cartesian encoding. For Cartesian
encoding, parallel lines are sampled in k-space. Each line of k-space is measured with
frequency encoding in a separate repetition, so with a separate excitation pulse. To mea-
sure shied lines in k-space an additional gradient, called phase-encoding gradient, is
applied between excitation and frequency encoding. e direction of this gradient has
1e eective spin density is the plain spin density ρ0 with all constants absorbed into it. is simplies
the resulting expressions. See p. 141 of Haacke et al. [8] for an exact denition.
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to be orthogonal to the frequency-encoding direction. is gradient leads to a phase
shi in real space, which in turn implies a translation in k-space. For a certain choice of
line separation, gradient strength and sampling rate, the measured samples will lie on
a Cartesian grid in k-space, hence the name Cartesian encoding. e reconstruction is
simply a two-dimensional discrete Fourier transform. Figure 2.2a shows a diagram of a
Cartesian encoding scheme.
For imaging a slice of a three-dimensional object, slice selection can be used. Here,
a gradient orthogonal to the desired slice is applied during the excitation pulse. If the
gradient is such that it is zero in the desired slice, the Larmor frequency changes every-
where except in the slice itself, so the resonance condition is only fullled in the slice
and only it will be excited, yielding eectively a two-dimensional object for imaging.
For three-dimensional imaging, either phase encoding can be extended in the third
direction, or slice selection can be used to image each slice serially.
Image reconstruction in MRI invariably involves discretization, which introduces the
problem of sampling: the imaging procedures described above can only work if proper
sampling is taken into account, with the sampling rate subject to the Nyquist criterion
and the maximum k-space extent determining the resolution [8, Ch. 12]. Sampling and
associated artifacts are discussed in more detail in Section 2.3.
In general, the choice and timing of imaging gradients and rf pulses can modify the
contrast of MRI images to an astonishing degree, with far more possibilities than could
be described here. An overview over a large number of MRI sequences can be found in
Bernstein, King, and Zhou [7].
Modern MRI uses multiple receive coils. An advantage is the increased signal-to-noise
ratio (SNR), which comes from smaller coils which can be placed closer to the object.
Multiple coils with overlapping sensitivity proles can cover the same volume as a single
large coil. But, instead of the single global image reconstructed above, each coil contains
information from only part of the object. erefore, a combined image is normally calcu-
lated as the root-sum-of-squares of the individual coil images [11]. A further advantage of
multiple receive coils is the possibility of parallel imaging: 2D and especially 3D images
require a large number of repetitions, leading to long measurement times. e idea of
parallel imaging is to speedup this process by using the spatial information contained in
the sensitivity variation of the coils to replace time-consuming spatial encoding.
In Cartesian imaging, the speedup comes from skipping phase-encoding lines. is leads
to reduced coverage of k-space called undersampling. Special reconstruction techniques
are necessary to recover usable images, since naive Fourier reconstruction with skipped
phase-encoding lines leads to aliasing in the images. Common parallel imaging techniques
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include sensitivity encoding (SENSE)[12], generalized autocalibrating partially parallel
acquisition (GRAPPA)[13], and the non-linear inverse reconstruction (NLINV) used in
this thesis and described in Section 2.2. An overview over parallel imaging techniques
can be found in Deshmane et al. [5].
2.1.2. Radial FLASH
FLASH
e most important pulse sequence in this thesis is radial fast low-angle shot (FLASH).
FLASH is a technique for rapid acquisition of MRI images, introduced in 1985 by Frahm
et al. [2]. e acquisition scheme described above uses 90°-pulses, which maximizes the
usable transversal magnetization for imaging, but also necessitates waiting for full T1
recovery before the next excitation. FLASH uses gradient echoes and small angle pulses
with ip angles smaller than 15°. Combined with continuous imaging, this leads to the
development of a steady state, with the longitudinal magnetization lost to rf excitation
being recovered through T1 relaxation during the sequence. With continuous imaging,
even the transverse phase coherence does not relax completely. is needs to be rectied,
either by applying strong gradients, called crusher gradients, which completely dephase
the transverse magnetization; or by rf-spoiling, which applies a phase oset onto each
excitation pulse, thereby suppressing the buildup of a steady state of the transversal
magnetization [8, p. 500f]. For fast imaging, rf spoiling is preferred, since it avoids the
time-consuming crusher gradients. With rf-spoiled FLASH, repetition times on the order
of 2 ms are possible. e steady state which is built up during a FLASH acquisition
also dictates the contrast: Since this steady state is T1-dependent, FLASH-acquisitions
with short repetition times and short echo times on the order of milliseconds, like the
sequences used for real-time MRI, will show T1-weighting, with shorter T1 appearing
brighter.
Radial Imaging
Radial encoding is the other dierence to current routine MRI. Instead of recording lines
on a Cartesian grid in k-space, lines through the k-space center are recorded in a paern
similar to spokes on a wheel. While it is not necessary, the radial trajectories in this
thesis use equiangular spacing. A diagram of a radial trajectory is shown in Figure 2.2b.
It is immediately obvious that radial trajectories sample k-space non-uniformly. is is
a problem in the outer regions of k-space which contain high resolution information:
8
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 
(a)
 
(b)
Figure 2.2: Sequence and k-space diagrams for (a) Cartesian and (b) radial encoding.
e dashed gradient line in the sequence diagram corresponds to the
dashed k-space line in the k-space diagram. Both contain an α-pulse and
a slice selection gradient. In (a) Cartesian encoding, the same frequency-
encoding gradient is used during readout in all lines, only the phase-
encoding gradient changes. In (b) radial encoding, both x and y gradients
use frequency encoding, so both are present during readout. Diagrams
adapted from [10].
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e lower sampling in this region means that radial trajectories need to measure more
lines to achieve similar resolution to Cartesian trajectories. e higher sampling of k-
space close to the center, however, is an advantage over Cartesian imaging, since it leads
to reduced motion sensitivity. Another advantage is the absence of a phase-encoding
gradient, enabling shorter echo times and, together with FLASH, faster repetition rates.
Radial imaging also allows uniform readout oversampling. is means faster sampling
of the MRI signal, commonly doubling the sampling rate, thereby enlarging the eld of
view (FOV) without aecting the resolution. e aliasing artifacts arising from discrete
and nite sampling of k-space are hereby moved further from the region of interest.
Aer reconstruction, the excess part of the FOV is discarded again. Since it is done
during sampling, no additional imaging time is needed, and while readout oversampling
is limited to the frequency-encoding direction in Cartesian imaging, no such limitation
exists in radial imaging.
Reconstruction also changes with radial encoding: A simple inverse 2D Fourier trans-
form is no longer possible. Instead, there are two main ways to reconstruct images:
Projection reconstruction and gridding. Projection reconstruction relies on the Fourier
slice theorem, which states that the 1D Fourier transform of lines through the origin
of k-space are the projections orthogonal to the line. With this, each measured line can
be Fourier transformed, mapped to an angle, and then reconstructed with methods like
ltered backprojection or other techniques common in computed tomography (CT). Grid-
ding is an alternative approach, where the radial spokes are resampled onto a Cartesian
grid, which is then 2D Fourier transformed.
e most important advantage of radial trajectories is, however, the possibility of
uniform (azimuthal) undersampling: In Cartesian MRI, only the phase-encoding direction
can be undersampled reasonably; undersampling the frequency-encoding direction does
not lead to an appreciable decrease in measurement time. But the non-uniform sampling
achieved by skipping phase-encoding lines limits the degree of undersampling that can
be used. With radial sampling, since each spoke samples both low and high k-space
regions, measuring fewer spokes while retaining equiangular spacing leads to uniform
undersampling. For real-time MRI, where very high undersampling factors are used,
this uniform undersampling also helps with temporal resolution: In Cartesian MRI, the
central k-space which contains overall object shape is only measured once per frame.
In radial acquisition, each spoke measures the k-space center, so each spoke contains
equally important data. Undersampling and related image artifacts is described in more
detail in Section 2.3. e application of radial FLASH for real-time MRI is described, for
example, in Zhang, Block, and Frahm [14] and Uecker et al. [6].
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2.2. Non-linear Inverse Reconstruction
e most important ingredient for real-time MRI is the non-linear inverse reconstruction
(NLINV) introduced by Uecker et al. [15] in 2008.
A closer look at the signal in parallel MRI is necessary here. For a coil array with N
coils, the signal in the jth coil is given by [10, p. 25]:
sj(t) =
∫
ρ(x)cj(x)e−2piik(t)x dx + n(t)
with the proton density ρ, the complex-valued spatial sensitivity proles cj , receiver noise
n, and the used time-dependent k-space trajectory k(t). For MRI reconstruction, this has
to be discretized and becomes ([10, p. 32])
s = PkFCρ + n (2.1)
where C is the multiplication with the spatial sensitivity proles (coil proles), F is the
discrete Fourier transform, and Pk is the projection onto the trajectory.
If the spatial sensitivity proles (or coil proles) are known, this can be regarded as a
linear inverse problem ([10, Ch. 3.4.2])
y = Ax + n
with A = PkFC . e parallel imaging techniques mentioned in Section 2.1.1 can be
understood as two-step approaches, rst estimating the coil proles from calibration data
and then solving this linear inverse problem.
A problem with the two-step approach is that is does not use the available data optimally.
e idea of NLINV is to jointly estimate image content and coil proles, enabling beer
use of the available data and leading to higher image quality. Here, MRI is understood as
a non-linear operator equation
F (x) = y , with x =
©­­­­­«
ρ
c1
...
cN
ª®®®®®¬
(2.2)
with an operator F that maps the unknowns, the proton density ρ and the coil prole ci
for each of N coils, to the measured k-space data y .
For large undersampling factors both the linear and the non-linear parallel imaging
problems become ill-conditioned, leading to noise amplication. erefore, regularization
is introduced to curtail the noise amplication.
In this thesis, the iteratively regularized Gauss-Newton method (IRGNM) is used to
the solve the non-linear problem. e operator F takes the following form (compare
11
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Equation (2.1)):
F : x 7→
©­­­«
PkF c1ρ
...
PkF cN ρ
ª®®®¬ (2.3)
An obvious problem is the insucient separation between ci and ρ: multiplying each ci by
any complex function and dividing ρ by the same function leaves the product unchanged.
Even the extreme case of all proton density information in the coil proles c′i = ciρ,
ρ′ ≡ 1 is possible without further constraints. Since coil proles are generally smooth,
this problem can be solved with a regularization term penalizing high k-space frequencies
in the coil proles.
As further regularization, the distance to an initial guess can be used. In the context
of real-time MRI, a slightly dierent approach is useful: As long as the frame rate is
suciently high to resolve the dynamics of the measured object, subsequent frames will
be very similar. So instead of a penalty on the dierence to an initial guess, the dierence
to the preceding frame is penalized, constituting a form of temporal regularization.
Constraining the reconstruction through prior knowledge in this way is necessary to
recover the data missing because of undersampling. A more detailed description of the
IRGNM and its application to MRI can be found in Chapter 5 of Uecker [10] and in Uecker
et al. [15]. e implementation of NLINV used in this thesis is described in Section 3.1.2.
2.3. Undersampling and Image Artifacts
Undersampled MRI acquisitions are the basis of the real-time MRI used in this thesis,
because of the possibility for tremendous speedup. To understand undersampling, su-
cient sampling must be introduced rst. For radial sampling this leads to the following
statement: For a quadratic eld of view of length L and a desired resolution ∆x determined
by the highest sampled frequency kmax = 12∆x in k-space, the Nyquist criterion states that
the angular spacing ∆ϕ between the spokes has to fulll [7, p. 906]
kmax∆ϕ ≤ 1
L
.
Or equivalently the number of spokes nspokes has to fulll
nspokes ≥ piLkmax (2.4)
Compared to the needed number of phase-encoding steps nphase in Cartesian sampling
nspokes =
pi
2nphase (2.5)
holds, so approximately 57 % more excitations are necessary [7, p. 906].
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For real-time MRI, full Nyquist sampling per frame is too slow, so far fewer spokes are
generally recorded. e eects that this undersampling has on images can be understood
using the point spread function (PSF). It is the image of a single point produced by
the imaging process under consideration. So the image of an extended object is the
convolution of this object with the PSF. In MRI, the PSF is determined by the k-space
sampling paern. Figure 2.3a shows the PSF for a fully sampled radial acquisition. e
PSF consists of a central lobe determining the shape of an imaged point, surrounded by a
region where it is close to zero (called the artifact-free region), in turn surrounded by
artifact-generating side-lobes. In Figure 2.3a, the artifact-free region covers the entire
FOV. Using only half the Nyquist-dictated number of spokes as in Figure 2.3b leads to
larger side lobes covering the edge of the FOV, while even lower numbers of spokes
almost completely eliminate the artifact-free region (Figures 2.3c and 2.3d).
e artifacts generated by this imperfect PSF are mostly streak artifacts, which are
generated by each pixel of the object at a distance determined by the extent of the
artifact-free region. For real-time MRI, it is common to record less than 20 spokes per
frame, leading to a large problem with streak artifacts (Figure 2.3d). Since the image is the
convolution of the PSF with the object, high intensity regions of the object will generally
lead to more intense streak artifacts.
e problem of artifacts is partly mitigated by NLINV, through temporal regularization:
the PSF and therefore the streak artifacts are dierent in subsequent frames, so temporal
regularization leads to a dampening. But since streak artifacts are still a signicant
problem in some real-time MRI acquisitions, another possible mitigation strategy based
on coil selection is the subject of Chapter 5.
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(a) 403 spokes (fully sampled) (b) 201 spokes
(c) 85 spokes (d) 17 spokes
Figure 2.3: Absolute value of simulated point spread functions for (a) 403, (b) 201, (c)
85, and (d) 17 spokes. e FOV size is 256×256. According to Equation (2.5),
full Nyquist sampling requires more than 402 spokes. 17 and 85 spokes
were chosen since those are common values for the number of spokes per
single frame and per full frame in real-time MRI (for a denition of the
terminology see Section 3.1).
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3.1. Data Acquisition and Processing
All data used in this thesis was acquired using a MAGNETOM Primsat system (Siemens
Healthcare, Erlangen, Germany) at a eld strength of 3 T. For cardiac and abdominal
measurements a 32-channel coil array was used, consisting of anterior and posterior
16-channel arrays. For head measurements a 64-channel head coil was used. Phantoms
used either coil array.
A radial FLASH sequence developed in the insitute was used for acquisition. is
sequence uses a turn-based paern, where a set of nspokes spokes is acquired for each
frame. For the subsequent frame, this paern is rotated by 2pi/nturns · nspokes, so that aer nturns
frames the paerns overlap again. is is illustrated in Figure 3.1. nturns frames taken
together, containing all spoke orientations, are called a full frame.
Acquisition parameters for the datasets used in this thesis can be found in Table B.2 in
Appendix B, while descriptions of the datasets are gathered in Table B.1. Dataset labels
are typeset in small capitals (e.g. Head1) so that they can be quickly identied.
Figure 3.1: Diagram showing an acquisition with 5 spokes and 3 turns. e numbers
next to the spokes show the order in which they are acquired. Between
spokes, there is an angle of 360°/nspokes (here: 360°/5 = 72°), between turns an
angle of 360°/nspokes · nturns (here: 360°/5 · 3 = 24°). e (nturns+1)th turn is again
identical to the rst turn.
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3.1.1. Pre- and Postprocessing
ere are several pre- and postprocessing steps applied to the measured data. First is a
gradient delay correction using the rst full frame: due to imperfect gradient timing in
the MRI system, the actually measured k-space trajectory deviates from the expected
trajectory. is can partly be corrected by gradient delay correction. e procedure is
described in detail in Chapter 4 of Untenberger [16]. en, the data is compressed by a
principal component analysis (PCA) to fewer channels. is procedure is described in
Chapter 4. e corrected and compressed data is then interpolated on a square Cartesian
grid in a procedure called gridding, described, for example, in Chapter 13.2 of Bernstein,
King, and Zhou [7]. For beer accuracy of the interpolation, the Cartesian grid is chosen
with a 1.5 times higher sample density than the originally sampled k-space data. is is
called overgridding. e gridded frames are then reconstructed using NLINV.
e postprocessing steps depend on the application. For anatomical real-time MRI,
a pixelwise temporal median lter is applied: Each pixel in frame n is replaced by the
median of the same pixel in the frames n ± bnturns2 c. A non-local means lter for image
denoising, described in Klosowski and Frahm [17], is applied next.
For other applications, dierent postprocessing steps are needed. For phase-contrast
ow imaging the phase dierence map needs to be calculated, for example.
All pre- and postprocessing steps are available in two implementations: a MATLAB1
implementation and integrated in nlinv++. e MATLAB implementation is used for testing
and implementing new techniques, while nlinv++ can be used directly on the MRI scanner.
3.1.2. nlinv++
nlinv++ is a C++ program wrien in the institute. It can be used online (i.e. on the MRI
scanner) and oine. e online version is running as a “bypass server”, so instead of
forwarding the data to the vendor-supplied reconstruction pipeline, it is send to the
custom reconstruction pipeline instead. e reconstructed images are then wrien back
to the scanner, yielding seamless integration. Oine, nlinv++ can be used to reconstruct
previously measured data again.
nlinv++ is itself implemented as a pipeline. It consists of ve pipeline stages, each
running in its own thread with an additional thread for the controlling stage. e ve
pipeline stages are: datasource, preprocessor, reconstructor, postprocessor, and data-
sink. e stages are connected by channels, which are implemented as thread-safe
1MATLAB is a registered trademark of e MathWorks, Massachuses, USA.
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type-erased lists, so any kind of message may be passed along the pipeline. Each pipeline
stage decides on the appropriate action based on the type of this message2. Since the
NLINV algorithm contains Fourier transforms and matrix-products of large matrices, the
reconstructor stage uses graphics processing units (GPUs) to accelerate computation.
nlinv++ is running on dedicated Supermicro SuperServer 4027GR-TR system with
the Ubuntu 14.04 operating system, 2x Intel Xeon Ivy Bridge E5-2650 main processors,
8x NVIDIA GTX Titan Black (Kepler GK110) GPUs as accelerators, and 128 GiB main
memory.
e setup is as follows: the controlling main thread starts up and sets up the congura-
tion. It then starts up each of the pipeline stages:
datasource It reads in the raw measured data, either from a le or from a pipe connected
to the scanner. It buers data until enough data for one frame has been read and then
sends it on.
preprocessor It receives the raw data from the datasource one frame at a time. It uses
the rst full frame as calibration data to calculate the gradient delay values and the coil
compression matrix. It applies gradient delay correction, coil compression and gridding
to each frame. Coil compression is discussed in more detail in Chapter 4.
reconstructor e reconstructor is the only stage that is itself multithreaded, com-
monly using up to 4 threads. Each thread is identical, and each reads its input from
the common channel coming from the preprocessor. Since 8 GPUs are available, each
of nthreads reconstructor threads distributes its data onto b 8nthreads c GPUs. Each thread
independently reconstructs its frame and places it in the channel to the postprocessor.
postprocessor Receives reconstructed frames from the reconstructor and applies ap-
propriate postprocessing to them. In most cases, that means temporal median and non-
local means ltering. For phase-contrast ow MRI for example, it includes calculation of
the phase-contrast map.
datasink Receives postprocessed images and writes them to le. Since the reconstruc-
tor is multithreaded, it might receive frames out-of-order. In that case, it buers the out
of order frames while waiting for the next in-order frame.
2e type is only erased inside the channels, it is recovered in the pipeline stages to decide on the action
to be taken.
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Once all data has been read, the datasource produces a finished message. Each subse-
quent pipeline stage that receives this message produces its own finished message and
exits as well. e datasink, aer having wrien all output data, produces a finished
message for the controlling main thread. is nal message acts as a control that the
reconstruction nished successfully.
3.2. Data Visualization
e 2D images in this thesis are created using arrayShow3. Unless otherwise indicated,
images are individually windowed. is ensures that comparisons between images are not
unduly inuenced by, for example, dierences in total signal content. Furthermore, since
the data analyzed in this thesis stems from real-time MRI acquisitions, they are properly
understood as movies rather than still images. erefore, representative individual frames
were selected for this thesis.
Figure 3.2 shows the colormaps used in this thesis. For ease of identication, the
colormap in Figure 3.2a is used to directly represent complex data, while the colormap
in Figure 3.2b is used when showing the magnitude of complex data. A plain grayscale
colormap is used for purely real data.
e comparison of dierent methods in this thesis is done by visual inspection of images,
or by inspecting their dierence. is is done since no generally accepted criterion for
quantication of image quality exists in MRI, and since medical images are traditionally
interpreted through visual inspection by physicians. Furthermore, the postprocessing
lters described in Section 3.1.1 are not used on the images, so that the comparison is not
unduly inuenced by them.
3https://github.com/BiomedNMR/arrShow, arrayShow is a MATLAB image viewer for multidimensional ar-
rays, with a focus on MRI images.
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(a) Complex colormap (b) Magnitude colormap
Figure 3.2: Colormaps used in this thesis. Both (a) and (b) show the complex unit disk.
(a) shows the colormap used for directly representing complex-valued data,
with hue indicating phase angle and brightness indicating absolute value.
(b) shows the colormap used for representing the magntidue of complex
data. e colormap in (a) is the standard colormap of arrayShow for com-
plex data, while the colormap in (b) is the YlGnBu r (“yellow, green, blue,
reversed”) colormap from the matplotlib project, optionally available in
arrayShow. Purely real data is visualized with a grayscale colormap.
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4. Coil Compression
A challenge in modern MRI is the large amount of measurement data that can be acquired
with current systems. Arrays of 32 or 64 coils are in routine use today, with even larger
numbers of coils in consideration[18]. e use of very fast imaging techniques in real-time
MRI exacerbates this problem. One advantage of multiple receiver coils is the possibility
of parallel imaging for improved image quality and faster acquisition. e drawback is
increased computation time.
A way to address this problem is coil compression, that means nding a smaller
approximation of the data that still captures as much of the contained information as
possible. One possibility is combining the measured coils into a smaller set of “virtual
coils”, which is the approach taken here. One very fast approach is the use of linear
combinations of coils, calculated from some initial calibration data. is enables the use
of the once calculated compression operator on new data as it is coming in, in a way
suitable for online use. Furthermore, the channel compression can be represented as
a matrix product with the incoming data, which is advantageous because of the wide
availability of highly optimized matrix-matrix-product routines.
Especially the ease of online use is the reason why a linear method was chosen for the
current nlinv++ implementation, namely PCA.
4.1. Principal Component Analysis
Principal component analysis (see [19] for a general introduction) is a technique for
dimensionality reduction and feature extraction used in statistics. Here, the dimensionality
reduction is the important characteristic.
4.1.1. The PCA Algorithm
e input of the PCA algorithm is the ungridded raw data of the rst full frame from
scanner. is data consists of the measured samples for each line for each coil, so it is
an array of dimensions ncoils × nS × nsamples, which for PCA is treated as a matrix of
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dimensions ncoils ×nS · nsamples. Here, nS = nspokes · nturns is the number of spokes in a full
frame.
1. Take the input matrix A of size ncoils × nS · nsamples and calculate the ncoils × ncoils
matrix cov(A) :=A∗ · A, where ∗ is the conjugate transpose operation. cov(A) is
related to the covariance matrix of A, but diers in two important aspects. First,
the covariance matrix requires the columns of A to have zero mean. is is not
guaranteed for MRI data. e column means are, however, close enough to zero to
have negligible inuence on the method. Second, the covariance matrix needs to
be scaled by 1/nsamples, which cov(A) is not.1
2. Find an eigenvalue decomposition of cov(A), that means a unitary transformation
matrix I and a diagonal matrixΛ so that cov(A) = I ∗ ·Λ·I .Λ contains the eigenvalues
of cov(A) on its diagonal, and all eigenvalues are real since cov(A) is a normal
matrix2.
3. Jointly permute I and Λ so that the eigenvalues on the diagonal of Λ are in descend-
ing order.
4. Use the rst npc columns of I as the compression matrix, where npc is the desired
number of principal components.
is method can be understood in the following way: By applying I to the input data
it is transformed into a dierent coordinate system. In this system, the diagonal entries
of Λ are a measure of the variation contained in each direction. e variation contained
in the ith direction can be calculated as Λii/tr(Λ), where tr() is the trace. So the rst npc
columns of I are a transformation matrix which retains ∑npci=0 Λii/tr(Λ) of the variation in A.
is normalization with tr(Λ) is the reason why it is enough for the eigenvalues of Λ to
be proportional to the covariances.
4.1.2. Application in real-time MRI
For real-time MRI, the PCA algorithm is applied as a preprocessing step. In the prepro-
cessor stage (see Section 3.1.2 for a discussion of the pipeline stages), the data of the rst
full frame is used as input for the algorithm. In the current implementation, npc = 10, that
is the rst 10 principal components are used. is is a heuristically obtained, conservative
1So cov(A) can only be proportional to the covariance matrix. However, this is sucient, as will be
explained later.
2A matrix M is normal if M ·M∗ = M∗ ·M , which is obviously fulllled for cov(A)
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value [20, Ch. 6.3]. Images for comparison between npc = 10 and npc = ncoils are shown
in Figure 4.1.
ere are several shortcoming of this approach:
1. It is independent of the image under consideration. Some images, especially of phan-
toms, can naturally be described by fewer components. Furthermore, the number of
imaging coils is not taken into consideration. Using 10 principal components will
have vastly dierent results when using e.g. a 12-channel compared to a 64-channel
head coil.
2. 10 only has 2 and 5 as factors. When distributing coil data onto accelerators for
reconstruction (as described in Section 3.1.2), this might lead to some accelera-
tors containing more coil data to calculate than others. is will slow down the
accelerators having to do more work, and through synchronization between the
accelerators slow down the whole reconstruction.
3. PCA nds “virtual coils” (directions) of highest variance. But this is not necessarily
optimal for MRI: PCA will favor areas of high signal intensity at the expense of
areas of lower intensity, creating not only non-uniform image appearance, but it can
also lead to higher noise levels, since the coils with high sensitivity in the regions
of low intensity will be weighted less. is eect, of course, is less pronounced at
higher numbers of principal components.
erefore, an optimized coil compression algorithm was investigated in this thesis,
in order to lower the number of necessary principal components and thereby improve
reconstruction speeds.
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(a) npc = full (b) npc = 10
(c) npc = full (d) npc = 10
(e) npc = full (f) npc = 10
Figure 4.1: Comparison of using 10 principal components vs. using the full dataset for
a water phantom (Phan1) (a)–(b), a sagial slice through a human head
(Head1) (c)–(d), and a two-chamber view of a human heart (Heart1) (e)–
(f). e dierence in image quality is negligible. As an example Figure 4.2
shows the magnitude of the complex dierence beween (c) and (d).
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Figure 4.2: Magnitude of the complex dierence between Figures 4.1c and 4.1d, shown
as an example. Since the image is mostly noise with only lile structure in
the high intensity regions, it can be concluded that the PCA compression
to 10 coils does not impact image quality too much.
4.2. Optimized Combination
In order to address these shortcomings of PCA for MRI, Buehrer et al. [21] have introduced
an optimized coil compression algorithm for SENSE MRI [12]. A MATLAB implementation
adapted for real-time MRI was already available in the institute3, and was used for
evaluation of the method.
e optimized algorithm tries to overcome some of the shortcomings of plain PCA,
especially the non-uniform image appearance and the possible noise enhancement by
using the coil proles as weighting. Figures 4.3 to 4.5 show the dierent steps of the
algorithm applied to a water phantom dataset (Phan1).
1. Input to the optimized algorithm are thenpixels×npixels proton density R (Figure 4.3a)
and the npixels × npixels × ncoils coil sensitivity proles C (Figure 4.4) of a nished
NLINV run. Generate a npixels × npixels weighting matrixW with ∀ i,jWij = 1.
2. Only consider pixels of moderately high image intensity. e threshold for this
was set at 5 % of the maximum intensity: SetW to zero at { (i,j) | Rij < min(R) +
0.05 · (max(R) −min(R)) } (Figure 4.3b).
3. Calculate the combined sensitivity matrix S : Sij =
√∑ncoils
c=1 ‖Cijc ‖2.
3Wrien by Soeren Wolfers as part of an internship program. Because of the limited duration of the
internship, no performance evaluation was done at that time.
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4. Normalize coil sensitivity in each pixel, i.e. divide W at each point (i,j) by Sij
(Figure 4.3c).
5. Only considers pixels of moderately high combined coil sensitivity. Here, the same
threshold of 5 % of the maximum was chosen: Set W to zero at { (i,j) | Sij <
min(S)) + 0.05 · (max(S) −min(S)) } (Figure 4.3d).
6. Calculate weighted coil sensitivities: Cwijc = Cijc ·Wij (Figure 4.5)
7. Transpose and interpret the npixels ×npixels ×ncoils weighted coil sensitivities matrix
Cw as a ncoils × n2pixels matrix and use the PCA algorithm described in Section 4.1.1.
is algorithm takes some insights into account. First, by using the proton density
and coil sensitivity proles, it is possible to exclude irrelevant pixels in the calculation.
Furthermore, to generate more uniform image intensity and noise levels, the coil proles
are normalized prior to PCA compression. A disadvantage of this method is the need for
the output of a nished NLINV run.
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(a) (b)
(c) (d)
Figure 4.3: Visualization of dierent steps of the optimized algorithm. (a): magnitude
of the input proton density R. (b)–(d): weighting matrixW aer (b) 5 %
thresholding of the proton density, (c) normalization with the combined
sensitivities, (d) 5 % thresholding of the combined sensitivities. For this
dataset this last step leavesW unchanged, since the combined sensitivities
pass the threshold at every nonzero pixel.
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Figure 4.4: Complex-valued input coil proles C for the optimized algorithm.
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Figure 4.5: Weighted coil proles Cw of the optimized algorithm, used as input for
regular PCA.
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4.3. Performance Evaluation
Since the optimized algorithm has not already been added into nlinv++, the performance
evaluation was strictly done oine, using MATLAB. Routines implementing data reading and
preprocessing (including gradient delay correction and gridding) were already available.
For the reconstruction, a modied version of nlinv++ was wrien as part of this thesis,
which allows the input of data preprocessed in MATLAB and only uses the reconstructor
and datasink stages described in Section 3.1.2. is was done to prevent subtleties in the
reconstruction from inuencing the results of the evaluation.
Figures 4.6 to 4.10 provide an overview of the improvement that can be expected from
using the optimized compression algorithm over plain PCA.
As can be seen, for most datasets the improvement is limited to low numbers of
principal components (2 and 4); for 8 and 10 components, the dierence in all datasets is
very small.
In the head datasets (Figures 4.6, 4.8 and 4.9) for 2 principal components, the improve-
ment in image intensity uniformity can be cleary seen: e region of the lower jaw shows
very low intensity in the PCA images and only acceptable intensity in the optimized
images. is eect is less pronounced for higher numbers of principal components, where
PCA has more uniform images also.
e optimized combination also reduces streak artifacts in some images, most notably
between Figures 4.6d and 4.6e, and between Figures 4.9a and 4.9b. is can be understood
as a consequence of image intensity uniformity: In PCA, coils with very high but localized
intensity will be preferred. Streak artifacts originate from these high intensity regions
in these images. By preferring uniform images, the relative intensity of the artifacts is
reduced compared to the rest of the image.
For the water phantom (Figure 4.7) and the cardiac data set (Figure 4.10), the dierence
is small for all numbers of principal components.
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(a) PCA, npc = 2 (b) optimized, npc = 2 (c) dierence, npc = 2
(d) PCA, npc = 4 (e) optimized, npc = 4 (f) dierence, npc = 4
(g) PCA, npc = 8 (h) optimized, npc = 8 (i) dierence, npc = 8
(j) PCA, npc = 10 (k) optimized, npc = 10 (l) dierence, npc = 10
Figure 4.6: Dataset Head2 compressed with PCA (le column), the optimized combi-
nation (middle) and their dierence (right column). For 2 und 4 principal
components ((a)–(f)) the optimized combination yields clearly higher im-
age quality, especially regarding intensity distribution: while (a) contains
almost no intensity in the region of the lower jaw, (b) provides sucient
intensity there. For 8 and 10 principal components, there is almost no
visual dierence.
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(a) PCA, npc = 2 (b) optimized, npc = 2 (c) dierence, npc = 2
(d) PCA, npc = 4 (e) optimized, npc = 4 (f) dierence, npc = 4
(g) PCA, npc = 8 (h) optimized, npc = 8 (i) dierence, npc = 8
(j) PCA, npc = 10 (k) optimized, npc = 10 (l) dierence, npc = 10
Figure 4.7: Dataset Phan2 compressed with PCA (le column), the optimized com-
bination (middle) and their dierence (right column). While the SNR
increases with increasing number of principal components, the visual
dierence between PCA and the optimized combination is negligible.
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(a) PCA, npc = 2 (b) optimized, npc = 2 (c) dierence, npc = 2
(d) PCA, npc = 4 (e) optimized, npc = 4 (f) dierence, npc = 4
(g) PCA, npc = 8 (h) optimized, npc = 8 (i) dierence, npc = 8
(j) PCA, npc = 10 (k) optimized, npc = 10 (l) dierence, npc = 10
Figure 4.8: Dataset Head3 compressed with PCA (le column), the optimized combi-
nation (middle) and their dierence (right column). For 2 and 4 principal
components, the optimized combination yields preferable images, even
reducing the severity of streak artifacts in the neck region between (d)
and (e). For 8 and 10 principal components, the dierence is negligible.
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(a) PCA, npc = 2 (b) optimized, npc = 2 (c) dierence, npc = 2
(d) PCA, npc = 4 (e) optimized, npc = 4 (f) dierence, npc = 4
(g) PCA, npc = 8 (h) optimized, npc = 8 (i) dierence, npc = 8
(j) PCA, npc = 10 (k) optimized, npc = 10 (l) dierence, npc = 10
Figure 4.9: Dataset Head1 compressed with PCA (le column), the optimized com-
bination (middle) and their dierence (right column). For 2 principal
components PCA suers from reduced intensity in the region of the lower
jaw and exhibits more severe streak artifacts in the neck region. For 4
principal components, PCA shows higher intensity at the right and top
image border, but without major impact on image quality. For 8 and 10
principal components, the dierence is negligible.
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(a) PCA, npc = 2 (b) optimized, npc = 2 (c) dierence, npc = 2
(d) PCA, npc = 4 (e) optimized, npc = 4 (f) dierence, npc = 4
(g) PCA, npc = 8 (h) optimized, npc = 8 (i) dierence, npc = 8
(j) PCA, npc = 10 (k) optimized, npc = 10 (l) dierence, npc = 10
Figure 4.10: Dataset Heart1 (short-axis view of the human heart) compressed with
PCA (le column), the optimized combination (middle) and their dier-
ence (right column). For 2 principal components, the optimized combi-
nation has slightly higher signal in the region around the heart. For 4, 8,
and 10 principal components, the dierence is negligible.
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4.4. Discussion
Comparing the optimized combination to the current PCA method shows only improve-
ment for 2 or 4 principal components. e same is true for the possibility of reducing the
severity of streak artifacts.
e current implementation of the optimized combination requires the proton density
and coil proles from a nished NLINV. is is a problem in real-time MRI, where time is
very constrained. It also runs against the current design of nlinv++, requiring feedback
from the reconstructor to the preprocessor. is could conceivably be overcome by ap-
proximating the proton density and coil proles: e proton density can be approximated
as the root-sum-of-squares of all individually gridded coil data (which is the common
method of combining multi-coil data, see Larsson et al. [11]), with the coil proles ap-
proximated as the individual gridding reconstruction divided by the root-sum-of-squares
image. But this only partly addresses the problem, gridding and reconstructing data from
64 coils or more can still take too much time to be feasible in real-time MRI.
In the end, reducing the number of principal components to 8 provides too lile benet
to justify the switch to the optimized method, while reducing it to 4 or 6 principal
components can lead to unacceptable SNR losses.
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Streak artifacts are a common problem in undersampled radial MRI [22–25]. Even for
moderate undersampling image quality can be compromised. ough real-time MRI with
NLINV does provide some mitigation (temporal regularization and median ltering, for
example), it is still a problem in a large number of acquisitions. Figure 5.1 show examples
of NLINV reconstructions with both median and non-local means postprocessing lters
applied which still show streak artifacts.
e occurrence of streak artifacts can be understood as a conuence of several factors:
As Section 2.3 showed, the degree of undersampling necessary for real-time imaging will
invariably lead to artifacts in the resulting images. But most of these are unproblematic
since the mitigation techniques in NLINV will greatly reduce the impact. Oen, problems
arise from objects outside of the FOV. Here, both the static magnetic eld and the gradient
elds show larger inhomogeneities, leading to overestimated and distorted signal intensity
[26], which in turn leads to more intense streak artifacts. Streak artifacts are also oen
associated with fat which appears hyperintense in the T1-weighted FLASH sequences
used in real-time MRI, further amplifying the resulting artifacts.
e central insight justifying coil selection for streak artifact reduction is that only some
coils contain data leading to streak artifacts in the reconstructed image: is can be seen
by studying individual coil images. ese can be reconstructed with plain gridding and
subsequent Fourier-transform of individual coil data. Some examples of such individual
coil images are shown in Figures 5.2 and 5.3, with prominent streak artifacts in only
a subset of coils. Furthermore, excluding those coils during reconstruction can greatly
reduce or even remove streak artifacts. is can be seen in Figure 5.4, which shows
the comparison of the reconstruction of the dataset shown in Figure 5.2 with all coils
(Figure 5.4a) and with one coil removed (Figure 5.4b). Coil selection has to be applied
before coil compression: Aer coil compression, individual coils cannot be separated out
anymore, having been intermixed into the set of virtual coils.
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(a) Head1 (b) Heart2
(c) Phan2 (d) Heart3
(e) Head4 (f) Head5
Figure 5.1: Examples of streak artifacts in real-time images. (a) streaks in the neck
region, lower right, (b) streaks on the right side, (c) streaks coming from
top, (d) streaks in lower right, (e) streaks in the neck region, lower right,
(f) streaks in middle right (Head5). e streak artifacts are present even
though the median and non-local means postprocessing lters were ap-
plied. In (c), the streaks originate from a counterowing pipe outside of
the FOV.
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Figure 5.2: Gridding reconstructions of all 30 coils for Heart2. e white square
indicates the selected FOV. e three times larger size of the image matrix
is a consequence of 2 times oversampling and 1.5 times overgridding (see
Section 3.1). Not all coils contribute useful signal inside the FOV: Some
contain very lile signal at all, while some only contain signal outside of
the FOV. All images are shown with the same absolute windowing.
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(a) (b)
(c) (d)
Figure 5.3: Examples of gridding reconstructions of individual coils for Heart2,
showing a subset of Figure 5.2. (a) shows a coil which, while containing
some streaks, contains useful signal inside the FOV. (b) contains signal
mostly outside the FOV. (c) contains almost no signal, indicating a coil far
from the imaged plane. (d) contains unwanted streak artifacts intersecting
the FOV. All images are shown with the same absolute windowing.
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(a) all coils (b) manually-selected coils
Figure 5.4: Comparison of NLINV reconstruction of Heart2 with (a) all coils and (b)
without the coil shown in Figure 5.3d. As can be seen, the streaks in the
middle right have been removed almost completely by excluding a single
coil from the reconstruction.
5.1. Current Methods
5.1.1. Manual Selection
e most simple way of coil selection is manual selection, that means turning o unwanted
coils before a measurement or ignoring some coils during reconstruction. For almost
all MRI acquisitions, some coils are turned o: For example for a head measurement,
spine coils integrated in the patient table are generally turned o. However, this is not
feasible for routine use, since it is in general not possible to know which coils will produce
artifacts.
5.1.2. Xue et al.
In [27], Xue et al. introduced a method which seeks to provide automatic coil selection. It
is based on the insight that streak artifacts in radial imaging are associated with outer
k-space: Low resolution images will typically not contain excessive streak artifacts. is
can be immediately understood as a consequence of sampling: Close to the k-space center,
there is inherently closer sampling in radial acquisitions: For a xed number of spokes,
the violation of the Nyquist criterion is stronger further out in k-space. e algorithm is:
1. Grid and reconstruct the magnitude images Iorig for all coils.
2. Apply a low-pass Hanning lter to the k-space data and reconstruct low resolution
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magnitude images Iref.
3. Calculate the streak ratio Rstreak given by Rstreak =
mean(|Iorig−Iref |)
mean(Iref) .
4. Exclude coils where Rstreak is larger than a predetermined threshold.
However, this approach is not fully automatic, it needs a predened threshold for its streak
ratio. is threshold needs to be manually found for the current application. Furthermore,
it relies on image-space data, which means that data needs to be gridded and Fourier-
transformed. Especially gridding is a very expensive operation, limiting the usefulness
of this approach for real-time MRI. For these reasons, it was neither implemented nor
evaluated in this thesis.
5.1.3. Grimm et al.
Grimm et al. [28] introduced an alternative coil selection method based on the algorithm
of Xue et al. [27] which tries to overcome these deciencies. It replaces the threshold
above with a clustering method, thereby eliminating the need to manually set a threshold.
Furthermore, it uses k-space data directly and does not need gridding.
e algorithm is:
1. Generate a high-pass ltered variant hn and a low-pass ltered variant ln of the
ungridded k-space data for each coil n.
2. Calculate the streak ratio R˜n by R˜n = ‖hn ‖2‖ln ‖2 .
3. Apply k-means clustering to separate the coils into two groups based on their R˜n.
Two values of R˜n are randomly chosen as initial cluster centers.
4. Calculate the distance between the clustering centers. If it is less than twice the
average standard deviation, repeat step 3 up to ntries times. Otherwise, exclude the
group of coils with high R˜n.
Apart from the clustering and use of k-space data, it changes the Hamming window to a
simple box window separating the data into high and low frequency parts, and changes
the mean to the L2-norm. Furthermore, the k-means algorithm can automatically nd
appropriate groups, while also providing a check to not exclude coils if no suciently
separated groups can be found1. Furthermore, since it uses the ungridded raw data, it
1is is necessary since k-means will almost always generate two groups (if initialized with two centers),
regardless of whether those groups exist in the data or not. Without such a basic check, the algorithm
might exclude coils even if none of them contain any artifacts.
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is very fast. e repetition of k-means2 is done to ensure that the random choice of
the initial cluster centers does not prevent k-means from excluding coils. e k-means
algorithm itself and its random initialization make the algorithm non-deterministic: It is
not guaranteed that consecutive runs will exclude the same coils. But for most datasets
(and for all datasets shown in this thesis), the algorithm consistently gives the same
results. Since no generally applicable value for the cuto between high and low k-space
was given, several cutos were tried. In the end, for an acquisition of nsamples samples,
the inner nsamples/4 were dened as the low k-space part ln, with the rest assigned to hn.
Figure 5.5 shows a comparison between using all coils and using Grimm et al.’s [28]
selection for some datasets. As can be seen, Grimm et al.’s method [28] does not remove
the prominent streak artifacts in a number of acquisitions. By examining the streak ratios
R˜n assigned to various coils (see Figure 5.6), it can be seen that oen the values of R˜n
do not reect the severity of the artifacts. Another problem is the algorithm’s behavior
in the presence of mostly empty coils: Even if a coil does not contain usable signal,
white receiver noise will still be present, possibly dominating the calculated streak ratios.
is eect can be seen in Figure 5.7, for example. While excluding these coils does not
negatively inuence image quality, it also does not remove streak artifacts. In conclusion,
the performance for this method for real-time MRI was not satisfactory.
2Up to ntries = 100 times.
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(a) Head1, all coils (b) Head1, Grimm et al. coils
(c) Phan2, all coils (d) Phan2, Grimm et al. coils
(e) Heart2, all coils (f) Heart2, Grimm et al. coils
Figure 5.5: Comparison between using all coils (le column) and Grimm et al.’s [28]
selection algorithm (right column) for several datasets. For Head1 ((a)–
(b)), the streak artifacts in the neck region are removed almost completely,
while the other datasets still contain signicant artifacts. In all examples,
coils were removed; the criterion described in step 4 did not apply.
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(a)
(b) (c)
Figure 5.6: Example of calculated streak ratios of Grimm et al.’s method [28] for
Heart2. (a) shows the calculated streak ratios; gridding reconstructions
of the indicated coils are shown in (b) and (c). R˜n is not a good measure
for the streak content in the individual coils, since (c) is the single coil
responsible for streak artifacts in the nal reconstruction (see Figure 5.4).
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(a)
(b) (c)
Figure 5.7: Example of calculated streak ratios of Grimm et al.’s method [28] for
Heart2. (a) shows the calculated streak ratios, gridding reconstructions
of the indicated coils are shown in (b) and (c). High streak ratios were
assigned to both coils, while neither contains useful signal.
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5.2. Sinogram-based Selection
In order to address the shortcomings of Grimm et al.’s method [28] in the context of
real-time MRI, a modied algorithm was developed on its basis. e general idea is to
use sinograms to reach a compromise between the full image space information needed
in Xue et al.’s [27] algorithm and the pure k-space implementation of Grimm et al. [28].
Furthermore, low intensity coils are identied and ignored so that they do not inuence
the streak ratio calculation. ey are, however, not excluded, since the subsequent coil
compression will weigh them appropriately.
e algorithm, termed sinogram-based selection, is as follows:
1. For each coil n, generate a high-pass ltered variant hn and a low-pass ltered
variant ln of the ungridded k-space data.
2. Calculate the 1D discrete Fourier transform (DFT) along the sample direction,
yielding high and low resolution sinograms sh,n and sl ,n.
3. Approximate the signal contribution Fn of each coil to the FOV by the L2 norm of
the inner part of the high resolution sinogram. e width of this inner part is the
length of the diagonal of the FOV. Normalize by dividing by
∑
n Fn.
4. Calculate the mean µF and the standard deviation σF of the FOV contribution Fn.
Any coil with Fn < 13 (µF + σF ) is ignored for the rest of the algorithm. Renormalize
Fn for each coil.
5. Calculate the magnitude of the complex dierence sdi,n = |sh,n − sl ,n |, its standard
deviation σdi,n and its mean µdi,n.
6. For each coil n, apply thresholding to sdi,n with threshold T = µdi,n + 4 · σdi,n,
that means set sdi,n to zero where it is smaller than T , generating the thresholded
sTdi,n.
7. Calculate the streak ratio Rn for each coil as Rn =
sTdi,n
‖sl,n ‖ .
8. Apply k-means to sort the streak ratios into two groups clustered around two
centers.
9. If the ratio between the high and low centers is less than 2, repeat step 8 up to 100
times.
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10. If the combined FOV contribution of the coils in the high group is more than
20 %, exclude the coils with the highest streak ratio until 20 % excluded intensity is
reached, otherwise exclude all coils in the high group.
e thresholding of the dierence sinograms is done as a crude form of noise suppression:
By studying the histograms (see Figure 5.8b as an example), it can be seen that low
intensity pixels dominate the dierence sinogram. resholding in the way described in
step 6 can lter these pixels and thereby emphasize the important dierence between the
sinograms contained in few pixels. is is also the reason why sinograms are used: as
shown in Figure 5.9, the spatial origin of streak artifacts can be clearly determined from
the dierence sinogram. In k-space, this dierence is spread out over the entire space, so
no useful thresholding can be done.
e center ratio is used as a criterion for deciding if the k-means algorithm managed
to identify separate groups; if the center ratio is small the distance between the groups is
also small. e estimation of the contribution to the FOV is also used as a safety measure:
sucient signal in the resulting images has to be guaranteed, even at the expense of
remaining artifacts. 20 % has been used as compromise between allowing the algorithm
freedom to exclude coils and the need to preserve signal content in the reconstructed
images. It is, however, an estimate only, since the contribution of each coil is modied
by channel compression and by NLINV itself. Since sinogram-based selection shares the
same k-means initialization as Grimm et al.’s method [28], it is also not guaranteed to be
deterministic.
Figure 5.10 shows a comparison between using all coils and the proposed selection
for datasets where it worked well: comparing Figure 5.10 to Figure 5.5 shows marked
improvement over Grimm et al.’s [28] selection for real-time data.
But problems remain for other datasets: In Figures 5.11a and 5.11c, the streak artifacts in
the neck region are greatly reduced, but the nose region still contains signicant artifacts.
Similar behaviour can be seen in Figures 5.11d and 5.11f: Here, too, streak artifacts in
the nose region are unaected, while the artifacts in the neck region are only slightly
reduced. Bar diagrams of the streak ratios for these datasets can be found in Appendix A.
Because of the improved image quality gained by sinogram-based selection, a C++
implementation was wrien and added to the preprocessor of nlinv++ as part of this
thesis. is enables online use directly on the MRI scanner.
is implementation uses the existing calibration data3 which is already used to
calculate the gradient delay correction values and the coil compression matrix (PCA).
3e raw data of the rst full frame.
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Coil selection is now a step before these two others, deleting coils from the calibration
data if necessary. Gradient delay values and PCA matrix are then calculated on this
ltered calibration data. But the raw data sent on by the datasource still contains all coils,
so it is incompatible with the calculated PCA matrix. To overcome this, columns of all
zeros are added to the PCA matrix. Since the matrix-matrix product between incoming
raw data and the PCA matrix has to be calculated regardless of whether coil selection is
used or not, this makes applying the coil selection to subsequent frames free in terms of
added calculation time. So coil selection only has a cost during initial calibration of the
preprocessor. is cost is, however, quite small in terms of wall-clock time: For a common
dataset with 64 coils the sinogram-based selection takes less than 0.5 s. Furthermore, the
overall eect is that excluding coils through coil selection is indistinguishable from not
having measured these coils at all.
49
5. Coil Selection
0 1 2 3 4 5 6 7 8 9 18 19 22 26 27 28 29
Coil
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
St
re
ak
 R
at
io
approx. excluded intensity: 6.24%
(a)
0 0.002 0.004 0.006 0.008 0.01 0.012
Value of sdiff,26
0
50
100
150
200
250
300
F
re
q
u
e
n
c
y
Histogram for coil 26
(b)
Figure 5.8: (a): Example of the calculated streak ratios using the sinogram-based
seletion for dataset Heart2. e coils without any streak ratio were
ignored in step 4. e coil indicated in red is to be removed, which is
the same coil that was removed as part of the manual selection shown
in Figure 5.4. (b): Histogram of sdi,n for the indicated coil in (a) (see
Figure 5.3d for a gridding reconstruction). e frequency axis is truncated
to emphasize the small frequency values for larger values of sdi,n. e red
vertical line indicates the threshold calculated in step 6. e value of the
threshold is calculated so that the majority of the noisy low value pixels
are excluded.
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(a) (b)
(c) (d) (e)
Figure 5.9: (a) Gridded k-space and (b) gridding reconstruction of the rst full frame
of a streaked coil removed by sinogram-based selection from dataset
Head1 (see Figure 5.10a for an NLINV reconstruction). (c) High- and (d)
low-resolution sinogram, (e) thresholded dierence of sinograms for the
same coil. e spatial location of the streak origin can be clearly identied
in the thresholded dierence of the low- and high-resolution sinograms,
while it cannot be identied in the gridded k-space in (a). In (c), the area
used to estimate the signal contribution to the FOV is indicated in white
(see step 3).
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(a) all coils (b) Grimm et al. coils (c) sinogram-selected coils
(d) all coils (e) Grimm et al. coils (f) sinogram-selected coils
(g) all coils (h) Grimm et al. coils (i) sinogram-selected coils
Figure 5.10: Comparison between using all coils (le column), Grimm et al.’s method
[28] (center column) and the proposed sinogram-based selection (right
column) for several datasets. (a) (Head1) shows streak artifacts in the
neck region, which are greatly reduced in (c), as are the prominent streak
artifacts in (d) (Phan2) and (g) (Heart2). e artifacts in (d) and (g) are
not removed by Grimm et al.’s method [28].
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(a) all coils (b) Grimm et al. coils (c) sinogram-selected coils
(d) all coils (e) Grimm et al. coils (f) sinogram-selected coils
Figure 5.11: Comparison between using all coil (le column), Grimm et al.’s method
[28] (center column), and the proposed sinogram-based selection (right
column) for additional datasets. While both (b) and (c) (Head2) show
reduced streak artifacts in the neck region, some artifacts are still present
there. Furthermore, strong artifacts in the nose region remain unchanged
compared to (a). Similarly, both (e) and (f) (Head4) show artifacts in the
nose region of unchanged strength and only slightly reduced artifacts in
the neck region compared to (d).
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5.3. Discussion
e novel sinogram-based selection algorithm has been shown to provide beer artifact-
reduction than previous algorithms in the context of real-time MRI. But nontrivial prob-
lems with some datasets remain, where the streak artifact reduction is not totally satis-
factory.
As Grimm et al.’s method [28], the proposed sinogram-based selection is also non-
deterministic. While stable for most datasets, some datasets will show dierent selections
on consecutive runs, leading to non-reproducible reconstructions. A further problem is
the non-determined runtime: Since the k-means algorithm will try multiple times to nd a
selection matching all criteria, the number of tries can vary from run to run. Incidentally,
the worst runtime is for datasets where no coils will be excluded: Here the maximum
number of tries is exhausted, leading to longer runtimes which are still below 1 s.
In general, since the streak ratios used in both algorithms are scalars, the k-means
algorithm acts as a simple threshold. Finding an appropriate threshold with which the
k-means algorithm can be replaced would lead to both deterministic coil selection and
runtime. But so far, no such threshold has been found.
Another possible extension is the generalization of coil selection to coil weighting: If
the origin of streak artifacts are high intensity regions mostly outside of the FOV, then
simply weighing the coils appropriately could lessen the severity of the artifacts while
still including potentially useful signal contained in these coils. Coil selection is then
simply a limiting case of coil weighting, where the coils are assigned binary weights.
And nally, regularization of the reconstruction method can be used to constrain the
space of allowed solutions. So, if a method of regularization which excludes images with
strong streak artifacts from the solution space could be found, it would completely negate
the need for both coil selection or coil weighting methods. So far however, no methods
have been found which reliably exclude streak artifacts from in-vivo acquisitions.
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In this thesis, improvements for two data preprocessing steps in real-time MRI were
described, evaluated, and discussed.
Starting from the problem arising from multiple receiver coils in modern MRI, the
current PCA-based compression is introduced in Chapter 4. From there, an optimized
compression algorithm is described and its adaptation to real-time MRI is evaluated. is
revealed diculties with integrating the optimized combination into the current real-time
MRI pipeline. Furthermore, the improvement in image quality was judged as being too
small compared to these drawbacks to justify inclusion into the real-time pipeline.
Based on two existing algorithms, this thesis developed and evaluated a new algorithm
for coil selection in order to reduce streak artifacts (Chapter 5). e proposed sinogram-
based selection provides signicant improvement over existing algorithms for real-time
MRI. While still not capable of removing all streak artifacts, it does provide mitigation in
a number of datasets.
Further work is necessary to identify the reasons for this incomplete artifact removal.
Another area warranting further investigation is for acquisition modes other than anatom-
ical: In phase contrast ow MRI [29], the main problem is streak artifacts in the phase
map. ere, coil selection approaches like the proposed sinogram-based selection do not
provide a benet (see Figure 6.1). A reason for this is the dierent streak origin: Here,
susceptibility dierences lead to phase distortions which in turn lead to streak artifacts. In
Figure 6.1, the susceptibility dierence is between the venous blood and the surrounding
brain tissue. Since these are phase eects, magnitude-based coil selection methods are
not suited for these kinds of streak artifacts and alternatives need to be explored.
In general, sinogram-based selection leads to improved image quality in a number
of important acquisition schemes, including real-time MRI of the heart and head. A C++
implementation was therefore added to nlinv++ as part of the real-time pipeline and it is
currently used by default on all anatomical real-time MRI scans acquired in the institute.
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(a) all coils (b) sinogram-selected coils
(c) all coils (d) sinogram-selected coils
Figure 6.1: Phase-contrast ow dataset Flow1, showing a transversal slice through
the brain. (a) and (b) show the magnitude images with and without
sinogram-based coil selection. Neither image contains streak artifacts.
(c) and (d) show the corresponding phase dierence maps, which are pro-
portional to ow velocity perpendicular to the image plane. (c) contains
streak artifacts originating from a blood vessel in the anterior region of
the brain, the sagial sinus, which are not reduced by coil selection (d).
e streak ratios calculated by sinogram-based selection can be found in
Figure A.5 in Appendix A.
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Figure A.1: Result of the sinogram-based selection for dataset Phan1. Coils in red
are to be excluded.
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Figure A.2: Result of the sinogram-based selection for dataset Head1. Coils in red
are to be excluded.
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Figure A.3: Result of the sinogram-based selection for dataset Head2. Coils in red
are to be excluded.
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Figure A.4: Result of the sinogram-based selection for dataset Head4. Coils in red
are to be excluded.
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Figure A.5: Result of the sinogram-based selection for dataset Flow1. Coils in red
are to be excluded.
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Table B.1: Descriptions of sequences used in this thesis.
Phan1 Static commercial water phantom.
Phan2 Perfusion phantom during active ow.
Head1 Midsagial slice of the head during speaking. Human male
with no known illnesses, 24 years old.
Head2 Midsagial slice of the head during speaking. Human male
with no known illnesses, 28 years old.
Head3 Midsagial slice of the head during speaking. Human male
with no known illnesses, 26 years old.
Head4 Midsagial slice of the head while playing a brass instrument.
Human male with no known illnesses, 48 years old.
Head5 Midsagial slice of the head while playing a brass instrument.
Human female with no known illnesses, 26 years old.
Heart1 Short-axis view of the heart. Human male with no known
illnesses, 25 years old.
Heart2 Short-axis view of the heart. Human male with no known
illnesses, 20 years old.
Heart3 Short-axis view of the heart. Human male with no known
illnesses, 36 years old.
Flow1 Phase contrast ow acquisition of a transversal slice through
the brain. Human male with no known illnesses, 33 years old.
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Table B.2: Overview over sequences parameters.
Label
TR TE nspokes nturns α FOV Resolution Frame rate Bandwidth TNumber
[ms] [ms] [1] [1] [°] [mm2] [mm3] [1s ] [
Hz
pixel]
Phan1 1.63 0.95 7 7 10 256×256 1.6×1.6×6 30 1955 T3506
Phan2 2.32 1.58 17 5 8 192×192 1.2×1.2×6 25 1565 T11500
Head1 1.96 1.28 17 5 5 192×192 1.5×1.5×10 30 1860 T6954
Head2 2.02 1.28 9 7 5 192×192 1.4×1.4×8 55 1600 T16936
Head3 2.0 1.28 5 9 5 192×192 1.4×1.4×8 100 1670 T17086
Head4 1.96 1.23 17 5 5 192×192 1.5×1.5×10 30 1630 T25921
Head5 2.02 1.28 9 7 5 192×192 1.4×1.4×8 55 1600 T17037
Heart1 1.96 1.22 17 5 8 256×256 1.6×1.6×6 30 1565 T18907
Heart2 2.22 1.28 5 5 16 256×256 1.6×1.6×6 30 1040 T10366
Heart3 2.26 1.47 27 5 4 256×256 1.0×1.0×6 16 1395 T16228
Flow1 5.19 4.36 13 5 10 192×192 1.2×1.2×5 7 1250 T13480
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