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ABSTRACT
This paper proposes an unsupervised clustering algorithm
for multispectral images, which automatically determines the
number of statistically distinct clusters in the image. It uses
the multivariate student-t distribution as a more flexible un-
derlying statistical model, with the Gaussian as only a special
case. The algorithm shows better data modeling flexibility
than the Gaussian case. Excellent and reproducible clustering
results are observed for both simulated data and real data
from Worldview-2 multispectral sensor.
Index Terms— Multispectral, Student-t, Clustering,
Statistics, Remote Sensing
1. INTRODUCTION
Information extraction from multispectral datasets allows for
many useful applications including land mapping, change
detection, object detection, classification, segmentation, and
anomaly detection. In this research, we particularly deal with
unsupervised clustering of multispectral data. Many exist-
ing clustering algorithms have been applied to multispectral
data. These include the simple k-means algorithm [1], the
ISODATA algorithm [2], and hierarchical clustering meth-
ods [1]. The k-means algorithm partitions n observations
into k clusters with each observation belonging to the clus-
ter with the nearest mean. The ISODATA algorithm places
an arbitrary and pre-defined threshold on the spread of each
cluster, which results in splitting all large clusters. In gen-
eral, this approach will be problematic whenever the desired
clusters are not similar in size. The hierarchical clustering
algorithms compute the clustering results at many different
levels of clustering, followed by the application of a threshold
in the hierarchy to determine the appropriate level of clus-
tering. Another method, which is commonly used to cluster
multispectral data is the finite mixture model with a certain
chosen probability distribution, usually Gaussian. It is gen-
erally performed with the expectation maximization (EM)
algorithm [1], which optimizes the unknown cluster labels
by using Bayesian maximum likelihood (ML) or maximum
a posteriori (MAP) statistical inference. This procedure is
iterative and needs an initial segmentation or initial cluster
parameters, and then repeatedly improves the estimation in
two stages. The expectation stage (E-step) calculates the
probabilities of cluster memberships given the current es-
timated parameters, the data samples, and the prior cluster
probabilities. The maximization stage (M-step) then updates
the cluster parameters based upon the probabilities of cluster
memberships from the E-step, the previous parameters, and
the sample data.
The main drawbacks of the above and similar other clus-
tering methods are that: 1) the number of clusters needs to be
chosen in advance, 2) the chosen initial partition of the data
into clusters has a strong influence on the final cluster mem-
berships, and 3) all, except the EM algorithm, use hard thresh-
olds without considering statistical inferences. Specifically,
the first two drawbacks become very critical when the num-
ber of distinct ground truth classes are unknown or when the
collection of such information is infeasible. One example ap-
plication is the hazardous area reduction via earth observation
(EO) assets in humanitarian demining of land mines [3, 4].
Here, the high financial cost of demining and clearance activ-
ities mandates that the patches of hazard free land, inside the
suspected hazardous area, do not undergo unnecessary dem-
ining and clearance activities. Suspected mine infested land
is mapped using EO assets with generally little access to the
ground truth because of the obvious land mine hazard. Since
the number of distinct types of land surfaces is not known
apriori, the importance of an unsupervised land mapping al-
gorithm, with an automatic number of clusters and consistent
clustering results, becomes evident.
Recently, an unsupervised clustering algorithm, based on
EM method, resulting in an automatic number of classes has
been proposed for polarimetric synthetic aperture radar (Pol-
SAR) data by Doulgeris et al. [5,6], utilizing a suitable multi-
variate probability model. The notion of an automatic number
of classes is a very attractive feature in clustering algorithms,
therefore the suitability of this algorithm to cluster other types
of data, such as multispectral data, is also of great interest. It
is relevant to point out that non-Gaussian probability distribu-
tions often better model real multispectral data samples com-
pared to Gaussian models. In fact, it has been shown that mul-
tivariate elliptically contoured distributions (ECDs), specifi-
cally the multivariate student-t distribution, provide a more
general model for hyperspectral (and also multispectral) data,
with the multivariate Gaussian distribution as a special case
of ECDs [7]. With this motivation, we demonstrate the trans-
ferability of automatic clustering algorithm to cluster multi-
spectral data with the multivariate student-t distribution as the
underlying model.
2. MULTIVARIATE STUDENT-T DISTRIBUTION
A d-dimensional random vector x is said to follow a multi-
variate student-t distribution if its probability density function
(pdf) is given by [8]:
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where µ is the sample mean vector, ν > 0 is the degrees of
freedom (dof) or shape parameter, and C is the correlation
matrix related to the sample covariance matrix, Σ, by the re-
lation, C = ν−2ν Σ. Moreover, Γ(·) is the Euler’s Gamma
function, | · | is the matrix determinant, and (·)T is the ma-
trix transpose. The dof parameter controls the shape of the
pdf; smaller values of dof (e.g. ν = 1) result in heavier tails,
while greater values result in lighter tails. When the dof is
sufficiently large, ν →∞, Gaussian pdfs result.
3. T MIXTURES
The finite mixture model proposes the collective statistical
modeling of heterogeneous data as a composite of a finite
number of pure classes. This model gracefully applies to
heterogeneous multispectral image data, where the pdf for
the whole dataset is described as a weighted sum of pdfs of
each class. The gaussian mixture model (gmm) is quite well
known, but here we incorporate the t mixture model (tmm),
represented as:
fd(xn; Ψ) =
k∑
i=1
piifd(xn;µi,Ci, νi), (2)
where {x1, . . . ,xN} is the complete d-dimensional data, k is
the number of mixture components, pii are the prior probabil-
ities, and Ψ represents the collective parameter set:
Ψ = [pi1, . . . , pik,µ1, . . . ,µk,C1, . . . ,Ck, ν1, . . . , νk], (3)
which must be estimated for a given number of mixture com-
ponents.
4. ML ESTIMATION OF T MIXTURES USING EM
Given an initial estimate of Ψ, the EM algorithm can be used
to find the ML estimate of Ψ [9]. Let us examine the EM
algorithm at the (j + 1)th iteration:
4.1. E-Step
The E-step computes the normalized jth step posterior prob-
ability, λ(j)i,n, for each mixture component i over each pixel,
xn:
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4.2. M-Step
The parameters can be computed independently of each other
in the M-step. The closed form solutions for pi(j+1)i , µ
(j+1)
i ,
and C(j+1)i are listed as follows:
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where u(j)i,n incorporates the effect of ν in the M-step and is
defined as (see [9]):
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while the dof, ν(j+1)i , is the solution of the following equa-
tion:
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where P (j)i =
∑N
n=1 λ
(j)
i,n. We utilised a least squares based
non-linear solver implemented in MATLAB’s optimization
toolbox to numerically solve this equation.
The convergence of the EM algorithm is achieved when
the total data log likelihood, given by:
ln `(X; Ψ) =
N∑
n=1
log fd(xn; Ψ) (10)
changes by less than a tolerance, , between successive itera-
tions.
5. AUTOMATIC CLUSTERING ALGORITHM
The automatic clustering algorithm starts by considering the
entire image as a single, obviously poor fitted, cluster. Op-
tionally, a mask can be applied to the image to select only
some specific areas in the image. The EM-algorithm, ex-
plained previously, is then performed till convergence. This
is followed by Goodness-of-fit (Gof) testing of each cluster to
the model. The hypothesis test against the fitted model is de-
rived from a weighted class histogram. The test is performed
individually for each of the d dimensions, instead of the com-
pacted 1-dimensional test statistic, as it gives more sensitive
results. Pearson’s Chi-squared test, which compares the total
squared error of the cluster histogram to the fitted model pdf
has been used for Gof testing. A simple test statistic is derived
from the multinomial probability theory on equiprobable par-
tition of the data space, for which we found 10 to 20 bins to
be sufficiently accurate. This statistic is asymptotically Chi-
squared distributed with dof obtained after subtracting out the
number of derived parameters, 4 in the case of t distribution,
from the number of bins less 1. Thus a Gof test with a certain
confidence level (e.g. 95%) can be carried out. The algorithm
also allows sub-sampling i.e. to use only a certain percentage
of pixels for parameter estimation. This speeds up the algo-
rithm, but the Gof testing, which is dependent on the sample
size, becomes less sensitive with fewer samples.
If any cluster fails the Gof stage, the worst fitted cluster
is split into two and the control is passed back on to the EM-
algorithm. The splitting strategy is to pick the worst fitting
dimension and shift the two new class means to plus and mi-
nus one standard deviation in that dimension, make each prior
probability half the original class prior while keeping all other
parameters the same. The worst cluster at each iteration will
keep on splitting till all clusters pass the Gof testing. At this
stage the clustering is complete and a Markov Random Fields
(MRF) based smoothing is optionally performed on the full
image resulting in the segmented image. Figure 1 shows a
flow chart of the automatic clustering algorithm.
6. RESULTS
The automatic clustering has been implemented with both
multivariate t and Gaussian distributions as the underlying
statistical models, and the performance of these two versions
of the algorithm has been assessed on both simulated and real
multispectral data. In all our experiments we used a 95% con-
fidence level and  = 10−5.
6.1. Simulated Data
Assessment on simulated data helps to understand the accu-
racy of the algorithm when the data strictly follows the model.
Both multivariate Gaussian and t distributed data were simu-
lated with 7 distinct classes in a pre-defined test pattern. The
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Fig. 1. Flow chart of automatic clustering algorithm with
comments.
classes were simulated using parameters estimated from real
samples of Worldview-2 multispectral images. In each case,
both algorithm versions were applied to the simulated multi-
spectral image. The accuracy of both algorithm versions was
approximately the same (hence results are not shown here) on
Gaussian simulated images, which is expected as the Gaus-
sian distribution is only a special case of the t distribution
when ν → ∞. In this case, both algorithms correctly iden-
tified the 7 classes. On the other hand, when t distributed
simulated images were used the Gaussian algorithm version
over-splitted the image into 9 classes, while the non-Gaussian
version still correctly identified all the 7 classes as shown in
Fig. 2.
6.2. Real Data
The accuracy of any theoretical model on real world problems
entirely depends on how well it models the real world. In fact,
the exact distribution of real multispectral data is unknown,
and only approximate distributions can be proposed. There-
fore, it is vital to assess the accuracy of the proposed algo-
rithm on multispectral data acquired from a real world sensor.
We have used a portion of 8-band multispectral Worldview-
2 (W-2) satellite data over San Francisco, with approximate
off-nadir pointing of 20◦ and a ground sampling distance of
2m. The area is a collection of many different types of tar-
gets like water, urban, harbor, and park areas etc. The RGB
WV-2 reference image (band 5-3-2) is shown in Fig. 3(c),
while the clustering results using Gaussian and non-Gaussian
algorithm are shown in Figs. 3(a) and (b), respectively. Ex-
cellent harmony exists between the RGB image and the clus-
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Fig. 2. Results on t simulated test pattern.
tered images, visible by increasing the zoom. As expected,
the Gaussian algorithm resulted in identifying more classes
(24 classes) than the non-Gaussian algorithm (19 classes).
7. CONCLUSIONS
A useful unsupervised clustering algorithm for multispectral
data is proposed, which automatically determines the statisti-
cally distinct clusters in the data, and has the additional prop-
erty of being independent of initialization, resulting in con-
sistent clustering results. This algorithm was originally de-
veloped for clustering of PolSAR data, but has been tailored
to cluster other types of data including multispectral data.
This research serves as an excellent example of knowledge
transfer in terms of new areas of application of the aforemen-
tioned algorithm. The addition of non-Gaussian modeling by
the inclusion of the multivariate t distribution as the under-
lying model has increased the modeling flexibility of the al-
gorithm. The experiments conducted on simulated and real
images show very convincing clustering results.
8. ACKNOWLEDGEMENTS
This work has been funded by the EC FP7 project D-BOX,
grant agreement no:284996. The authors would like to thank
IEEE GRSS Data Fusion Technical Comittee (DFTC) and
DigitalGlobe for providing the data.
9. REFERENCES
[1] R. Duda, P. Hart, and D. Stork, Pattern classification, ser.
Pattern Classification and Scene Analysis: Pattern Clas-
sification. Wiley, 2001.
[2] G. H. Ball and D. J. Hall, “ISODATA. A novel method
of data analysis and pattern classification.” Menlo Park:
Stanford Research Institute, Tech. Rep., 1965.
[3] Y. Yvinec, D. Borghys, M. Acheroy, H. S, M. Keller,
M. Bajic, E. Wolff, S. Vanhuysse, I. Bloch, Y. Yu, and
O. Damanet, “Smart: Space and airborne mined area re-
duction tools - presentation,” 2003.
 
 
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
(a) Gaussian clustering
 
 
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
(b) Non-Gaussian clustering
(c) Optical, reference image
Fig. 3. Results on W-2 image over San Francisco.
[4] Y. Yu, I. Bloch, and A. Trouve, “A unified unsupervised
clustering algorithm and its first application to landcover
classification,” in Acoustics, Speech, and Signal Process-
ing, 2003. Proceedings. (ICASSP ’03). 2003 IEEE In-
ternational Conference on, vol. 3, 2003, pp. III–689–92
vol.3.
[5] A. Doulgeris, S. Anfinsen, and T. Eltoft, “Automated
non-gaussian clustering of polarimetric synthetic aper-
ture radar images,” IEEE Trans. Geosci. Remote Sens.,
vol. 49, no. 10, pp. 3665–3676, Oct. 2011.
[6] S. Khan and A. Doulgeris, “Unsupervised clustering
of PolSAR data using Polarimetric G Distribution and
Markov Random Fields,” in Proc. EUSAR, Berlin, Ger-
many, Jun. 2014, to appear.
[7] M. Farrell and R. Mersereau, “Estimation of ellipti-
cally contoured mixture models for hyperspectral imag-
ing data,” in Geoscience and Remote Sensing Sympo-
sium, 2004. IGARSS ’04. Proceedings. 2004 IEEE Inter-
national, vol. 4, 2004, pp. 2412–2415.
[8] S. Kotz and S. Nadarajah, Multivariate T-Distributions
and Their Applications. Cambridge University Press,
2004.
[9] M. D. Farrell and R. M. Mersereau, “Hyperspectral pa-
rameter estimation of elliptically contoured t mixture
models using expectation-maximisation,” International
Journal of Remote Sensing, vol. 26, no. 22, pp. 5071–
5097, 2005.
