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PREFACE 
The  A d a p t a t i o n  a n d  O p t i m i z a t i o n  P r o j e c t  o f  t h e  S y s t e m  a n d  
D e c i s i o n  S c i e n c e s  P r o g r a m  i s  c o n c e r n e d  w i t h  t h e  d e v e l o p m e n t  o f  
t o o l s  f o r  u s e  i n  o p t i m i z a t i o n  p r o b l e m s ,  p a r t i c u l a r l y  t h o s e  i n -  
v o l v i n g  u n c e r t a i n t i e s .  
I n  t h i s  p a p e r ,  t h e  a u t h o r ,  f r o m  t h e  U n i v e r s i t y  o f  W i s c o n s i n -  
h a d i s o n ,  c o n s i d e r s  how o p t i m i z a t i o n  p r o b l e m s  b e h a v e  when t h e  
f u n c t i o n s  d e f i n i n g  t h e m  a r e  c h a n g e d  ( e . g .  b y  c o n t i n u o u s  d e -  
f o r m a t i o n ) .  h e  p r e s e n t s  a  v e r y  s i m p l e  a n d  g e n e r a l  a p p r o a c h  t o  
t h e  c o n t i n u i t y  a n a l y s i s  o f  t h e  m a r g i n a l  f u n c t i o n  a n d  t h e  s e t  o f  
m i n i r ~ ~ i z e r s  o f  s u c h  a  p r o b l e m .  
T h i s  i s  t h e  s e c o n d  o f  t w o  p a p e r s  w r i t t e n  d u r i n g  t h e  a u t h o r ' s  
v i s i t  t o  I I A S A  d u r i n g  t h e  summer o f  1 9 8 3 .  
ANDRZEJ U I E R Z B I C K I  
C h a i  rn ian 
S y s t e m  a n d  D e c i s i o n  S c i e n c e s  

A f u n d a m e n t a l  q u e s t i o n  i n  n o n l i n e a r  o p t i m i z a t i o n  i s  t h a t  
o f  how o p t i m i z a t i o n  p r o b l e m s  b e h a v e  when t h e  f u n c t i o n s  d e f i n i n g  
t h e m  a r e  c n a n g e d  ( e . g . ,  b y  c o n t i n u o u s  d e f o r m a t i o n ) .  Many a u t h o r s  
h a v e  c o n t r i u b t e a  t o  o u r  k n o w l e d g e  i n  t h i s  a r e a .  T h i s  p a p e r  
p r e s e n t s  a  v e r y  s i m p l e  and  g e n e r a l  a p p r o a c h  t o  t h e  c o n t i n u i t y  
a n a l y s i s  o f  t h e  m a r g i n a l  f u n c t i o n  a n d  t h e  s e t  o f  m i n i m i z e r s  o f  
s u c h  a  p r o b l e r r ~ .  Two a b s t r a c t  p r o p e r t i e s  a r e  i d e n t i f i e d  a s  b e i n g  
c r u c i a l  t o  g o o d  b e h a v i o r  o f  a  p r o b l e m ,  a n d  t h e s e  a r e  t h e n  shown 
t o  e n s u r e  p e r s i s t e n c e  a n d  s t a b i l i t y  o f  l o c a l  o p t i m i z e r s  o f  
g e n e r a l  n o n l i n e a r  o p t i m i z a t i o n  p r o b l e m s .  

PERSISTENCE AiiD CONTINUITY OF LOCAL MItiIMIZERS 
Stephen M. Robinson 
U n i v e r s i t y  o f  Wisconsin-Madison 
DEDICATED TO PROFESSOR DR. KARL NICKEL ON HIS 60 th  BIRTHDAY 
1. I n t r o d u c t i o n .  
I n  t h e  l a s t  20 years many authors have c o n t r i b u t e d  t o  t h e  
l i t e r a t u r e  on s t a b i l i t y  i n  op t im iza t i on .  I n  b r i e f ,  t h i s  area deals 
w i t h  t h e  ques t i on  of what happens t o  an o p t i m i z a t i o n  problem when 
t h e  elements of t h e  problem are  i n  some way deformed. For example, 
i f  t h e  o r i g i n a l  problem had opt imal  so lu t i ons ,  one might  ask wether 
t h e  per tu rbed problem has s o l u t i o n s  and, i f  so, whether t hey  a r e  
i n  some sense c l o s e  t o  those o f  t h e  o r i g i n a l  problem i f  t h e  de fo r -  
mations a re  i n  some sense smal l .  Of course, i n  general t h e  answers 
t o  these quest ions  a re  "no" and "no," so people have t r i e d  t o  f i n d  
c o n d i t i o n s  t o  impose on t h e  o p t i m i z a t i o n  problem so t h a t  t h e  
answers become "yes" and, f requent ly ,  so t h a t  t h e  s o l u t i o n s  a re  
somehow w e l l  behaved as func t i ons  o f  t h e  p e r t u r b a t i o n  parameters. 
One o f  t h e  f i r s t  t o  consider  these quest ions was Berge 
[Z], who proved theorems about t h e  c o n t i n u i t y  o f  s o l u t i o n s  and 
opt ima l  va lues  (marginal func t ions)  of  general o p t i m i z a t i o n  
problems. Others who con t r i bu ted  e a r l y  work i n  t h i s  area 
Sponsored by t h e  U.S. Nat iona l  Science Foundation under Grant 
No. MCS-8200632 a t  t h e  U n i v e r s i t y  of Wisconsin-Madison. Th i s  
paper was w r i t t e n  a t  t h e  I n t e r n a t i o n a l  I n s t i t u t e  f o r  App l ied  
Systems Analys is ,  Laxenburg, Aus t r ia ,  d u r i n g  t h e  au tho r ' s  v i s i t  
t h e r e  i n  May and June o f  1983. 
inc luded Dantzig, Fol  kman and Shapiro [3], Evans and Gould [5], 
Fiacco [6], and Robinson and Day [9] t o  name o n l y  a  few. Also, 
more r e c e n t l y  a great  many papers have presented more s p e c i f i c  
r e s u l t s  about smoothness o r  L i p s c h i t z  c o n t i n u i t y  o f  s o l u t i o n s  i n  
t h e  case o f  problems w i t h  a d d i t i o n a l  r e s t r i c t i o n s  p laced on t h e  
data. A  comprehensive overview o f  much work i n  parametr ic  
o p t i m i z a t i o n  i s  given i n  t h e  book by Bank -- e t  a l .  [I]. 
A1 though t h e  r e s u l t s  of Berge were among t h e  e a r l  i e s t  
i n v e s t i g a t i o n s  i n  t h i s  area, they  have n o t  been d i r e c t l y  used by 
many o f  t h e  l a t e r  workers. Th is  i s  p r i m a r i l y  because Berge's 
theorems r e q u i r e  hypotheses t h a t  experience has shown t o  be very 
d i f f i c u l t  t o  v e r i f y  i n  s i t u a t i o n s  occu r r i ng  i n  p rac t i ce .  On t h e  
o the r  hand, many i n v e s t i g a t i o n s  have shown t h a t  v a r i a n t s  o f  two basic 
proper t ies ,  which might  l o o s e l y  be c a l l e d  " c o n s t r a i n t  q u a l i f i c a t i o n "  
and "compact l e v e l  sets," a re  basic t o  t h e  ana lys i s  o f  s t a b i l i t y .  
These p r o p e r t i e s  nave appeared i n  many d i f f e r e n t  forms, usual l y  
f a i r l y  s p e c i f i c .  
The aim of t h i s  paper i s  t o  show how a  s l i g h t  adapta t ion  
o f  Berge's approach can be made t o  y i e l d  a b s t r a c t  forms o f  j u s t  
these two proper t ies ,  and thus  t o  prov ide  a  general framework f o r  
t h e  ana lys i s  o f  s t a b i l i t y .  Th is  framework i s  developed i n  Sect ion  
2, where i t  i s  app l ied  t o  t h e  g loba l  o p t i m i z a t i o n  problem o r i g i -  
n a l l y  considered by Berge. It y i e l d s  a  theorem s i m i l a r  t o  Berge's 
"Maximum Theorem" except fo r  a  c e r t a i n  c r i t i c a l  d i f f e r e n c e  i n  one 
assumpti on. 
I n  Sect ion  3 we app ly  these g loba l  o p t i m i z a t i o n  r e s u l t s  
t o  produce i n f o r m a t i o n  about t he  s t a b i l i t y  o f  a  l o c a l  min imizer ,  
such as one f r e q u e n t l y  encounters i n  p r a c t i c e .  We prove t h e r e  
t h e  main r e s u l t  of t h e  paper, which s ta tes ,  rough ly  speaking, t h a t  
if t h e  two bas ic  p r o p e r t i e s  p rev ious l y  mentioned ho ld  a t  a  l o c a l  
min imizer  t hen  t h e  s e t  of l o c a l  min imizers i s  p e r s i s t e n t  and s tab le .  
I n  t h e  r e s t  of t h i s  sect ion,  we e s t a b l i s h  n o t a t i o n s  and 
convent ions t h a t  we s h a l l  need i n  what fo l lows.  For s i r r ~ p l i c i t y ,  
we represent  an a b s t r a c t  parametr ic  o p t i m i z a t i o n  problem by a  
f u n c t i o n  f : R m  x  Rn + [- =, + -1, w i t h  the  understanding t h a t  f o r  
m 
each f i x e d  p  E R we w ish  t o  min imize over x: i.e., t o  compute 
t h e  value a t  p  of  t h e  f u n c t i o n  #:Rm + [- , + -1 d e f i n e d  by 
) ( P I  : = i n f  f(p,x), (1.1) 
and t h i s  4 ,  as a  f u n c t i o n  o f  t h e  p e r t u r b a t i o n s  p, i s  t h e  marginal  
f u n c t i o n  assoc ia ted  w i t h  f. O f  course, t h e  in f imum i n  (1.1) 
might  n o t  be a t ta ined ,  b u t  i n  any case we can d e f i n e  
X(p) : = ,  I xERnl f(p,x) = ( ( p ) I ,  (1.2) 
w i t h  t h e  understanding t h a t  t h e  m u l t i f u n c t i o n  X might  t a k e  empty 
values f o r  some ( o r  a1  1 )  p. I f  X(p) i s  n o t  empty, o f  course, i t  
i s  p r e c i s e l y  the  s e t  of a l l  opt imal  s o l u t i o n s  o f  t h e  m in im iza t i on  
prob l  em wi  t h parameter p. 
Wi th  t h i s  n o t a t i o n  establ ished,  we can t r e a t  i n  considerable 
g e n e r a l i t y  a  wide v a r i e t y  o f  o p t i m i z a t i o n  problems; c o n s t r a i n t s  
cause no d i f f i c u l t y  s ince  f o r  g iven p, t h e  e f f e c t i v e  domain o f  f (p, . ) ,  
dom f(p,-) :  = '  { x l f (p , x )<  + -1, 
can be regarded as t h e  " f e a s i b l e  set . "  Indeed, i t  i s  o n l y  f o r  
XE dom f ( p , - )  t h a t  t h e  infimum opera t i on  i n  (1.1) becomes a t  a1 1  
i n t e r e s t i n g ,  and thus  t h e  use o f  an extended rea l - va lued  f u n c t i o n  
f permi ts  easy rep resen ta t i on  o f  c o n s t r a i n t s .  I n  o rde r  t o  ensure 
t h a t  dom f ( p , - )  i s  nonempty we f requen t l y  r e q u i r e  f(p;) t o  be 
proper :  i.e., t o  t ake  - nowhere and n o t  t o  t a k e  + everywhere. 
The use o f  such a  f u n c t i o n  f has been common i n  convex 
ana lys is ,  where i t  was int roduced by R o c k a f e l l a r  [ lo ] .  More 
r e c e n t l y ,  Rockafe l la r  and Wets [Ill have begun t o  i n v e s t i g a t e  a  
v a r i e t y  o f  quest ions about t h e  general p r o p e r t i e s  o f  such 
f u n c t i o n s  (which they  c a l l  v a r i a t i o n a l  systems). Most o f  t he  
g e n e r a l i t y  i n  [ll] w i l l  n o t  be requ i red  here, as we s h a l l  need 
o n l y  bas i c  ideas o f  compactness and c o n t i n u i t y .  
Given t h i s  framework f o r  op t im iza t i on ,  t h e  quest ions we 
want t o  ask can be s ta ted  very simply: g iven a  f i x e d  p o ~ ~ m ,  
what p r o p e r t i e s  need t o  be imposed on f i n  o r d e r  t o  ensure t h a t  1 
and X have good c o n t i n u i t y  p r o p e r t i e s  a t  p  ? It w i l l  t u r n  o u t  
0 
t h a t  i n  t h i s  case "good" should mean t h a t  1 i s  cont inuous a t  p  
0 
and X i s  upper semicontinuous ( i n  t h e  sense app rop r ia te  t o  
mu1 t i f u n c t i o n s )  there.  The nex t  sec t i on  develops these r e s u l t s .  
2. S t a b i l i t y  i n  g loba l  op t im iza t i on :  a  r e v i s e d  Maximum Theorem. 
I n  t h i s  sec t i on  we prove a  general theorem about pers is tence 
and s t a b i l i t y  of  g loba l  minimizers. Th i s  theorem i s  c l o s e l y  r e l a t e d  
t o  t h e  F.hximum Theorm o f  Berge, b u t  i t  d i f f e r s  from Berge's r e s u l t  
i n  t h a t  i t  weakens c e r t a i n  of  t he  hypotheses i n  a  way s u i t a b l e  f o r  
use i n  t he  l o c a l  m in im iza t i on  ana lys i s  o f  Sect ion 3. 
The hypotheses needed f o r  our  g loba l  o p t i m i z a t i o n  theorem 
can be conven ien t l y  s t a t e d  i n  terms o f  another  m u l t i f u n c t i o n  c l o s e l y  
m n  
r e l a t e d  t o  f. The l e v e l - s e t  m u l t i f u n c t i o n  A:R +R i s  defined, f o r  
a 
any f i x e d  a ER, by 
na(p) : = ' t X E R ~  1 l fP,x) < a}. 
'The requirements t h a t  we s h a l l  p lace  on A  i n v o l v e  two key concepts 
a 
f o r  mu1 t i f u n c t i o n s :  1  ocal  boundedness and semicont inu i  t y .  A 
m u l t i f u n c t i o n  F :R~+& i s  s a i d  t o  be l o c a l l y  bounded a t  a  p o i n t  
k  
xOrR i f  t h e r e  e x i s t s  a  neighborhood N o f  xo such t h a t  the  s e t  
i s  bounded. T h i s  idea i s  c l o s e l y  r e l a t e d  t o  t h a t  o f  upper semi- 
c o n t i n u i t y  [usc)  a t  xo, which i s  s a i d  t o  h o l d  i f  f o r  any open 
s e t  G c o n t a i n i n g  ~ ( x ~ ) ,  t he re  i s  some neighborhood N  o f  x  such 
0 
t h a t  G ~ F ( N ) .  I n  f a c t ,  if F(xo) i s  compact then F  i s  l o c a l l y  
bounded a t  xo i f  i t  i s  upper semicontinuous there,  w h i l e  i f  a l s o  
k  F  i s  c losed ( i .e . ,  i t s  g r a p h ' {  (x ,y ) lycF(x) }  i s  c losed i n  R x  d ) ,  
then the  converse ho lds  too. F i n a l l y ,  if yorF(x ) then F  i s  sa id  0 
t o  be -- lower semicontinuous at (xo,yo) if f o r  any neighborhood M of  yo 
t he re  i s  a  neighborhood I( o f  xo such t h a t  i f  XEN then F(x)  meets 
M. This  p rope r t y  o f  lower s e n ~ i c o n t i n u i t y  a t  a  p o i n t  has a  dual 
form i n v o l v i n g  the  inverse  mu1 t i  f u n c t i o n  F-I defined by 
~ - l ( y )  : = { x l y  r F(x) 1 .  We can r e s t a t e  t h e  d e f i n i t i o n  o f  
lower semicon t i nu i t y  by saying t h a t  F  i s  l s c  a t  (xo,yo) i f  
and o n l y  i f  f o r  each neighborhood I4 of y F- ' (M)  i s  a  neighborhood 0'  
o f  xo, and when t h i s  holds we say F" i s  open - a t  (yo,xo). 
I n c i d e n t a l l y ,  another form o f  lower semicont inu i ty ,  w ide ly  used 
i n  t h e  l i t e r a t u r e ,  de f ines  F  t o  be 1sc a t  xo i f  i t  i s  l s c  a t  
(xo,y) f o r  each y i n  F(xo). This i s ,  f o r  example, t h e  form used by 
Berge [2]. However, i t  has been found by experience t h a t  t h i s  
s t ronger  form o f  lower semicont inu i ty  i s  d i f f i c u l t  o r  impossib le 
t o  v e r i f y  i n  ac tua l  p rac t i ce ,  whereas the  form given here, which 
seems t o  have been int roduced by Dolecki  [4], can be v e r i f i e d  i n  
many common s i t u a t i o n s .  
The theorem we s h a l l  e s t a b l i s h  here r e s t s  on t h r e e  
p r i n c i p a l  assumptions, as ide from t h e  fundamental one o f  lower 
semicon t inu i t y  o f  f. The f i r s t  says t h a t  we are  l o o k i n g  a t  a  
p o i n t  p  a t  which t h e  func t i on  f(po,.) i s  bounded below i n  the 
0 
second va r iab le :  t h a t  i s ,  the marginal func t ion  does n o t  take 
the  value - a t  Po . The second assumption says t h a t  i f  y 
i s  a  r e a l  number g rea te r  than t#(po) than f o r  a l l  p  c lose t o  po 
there  w i l l  e x i s t  some x  w i t h  f (p,x)  2 Y . This hypothesis,  
a l though s ta ted  i n  terms of t h e  l e v e l  s e t  A i s  a c t u a l l y  Y * 
equ iva len t  t o  t h e  upper semicon t inu i t y  of f a t  p  . As we s h a l l  0 
see l a t e r ,  i n  p r a c t i c e  one t y p i c a l l y  obta ins t h i s  p roper t y  by 
means o f  a  c o n s t r a i n t  q u a l i f i c a t i o n .  F i n a l l y ,  the  t h i r d  assumption 
t h a t  we make i s  t h a t  f o r  some a grea te r  than +(po) the l e v e l  se ts  
A (p )  a re  uni formly bounded on some neighborhood o f  po. Th is  a 
assumption i s  q u i t e  st rong,  b u t  a  l i t t l e  l a t e r  we s h a l l  see how 
i t  can be f inessed i n  the  case o f  l o c a l  minima, which i s  t h e  case 
one encounters most f requent ly  i n  ac tua l  p rac t i ce .  
THEOREM 2.1: - L e t  f --- be a lower semicontinuous, extended 
r e a l  valued func t i on  on Rm x R~ such t h a t  f o r  some p O ~ ~ m ,  
- - --'-- 
(L) ) ( p o l  > - -s and 
( i  - i )  -- For each y > t ( p o ) ,  pO€ i n t  dom A Y I (m For some a > 4(po), ha - i s l o c a l l y  bounded a t  po. 
Then the re  i s  a neighborhood N o f  po such t h a t  f o r  each 
---- - ---- 
PEN, f(p,.)  - i s proper,  $ (p)  - i s f i n i t e  and X(p) - i s 5 nonempty 
compact set.  Fur ther ,  - i s cont inuous - a t  po - and X - i s upper 
semicontinuous there. 
PROOF: Assurr~ptions ( i )  and ( i i i )  t oge the r  imply t h a t  
)(po) i s  f i n i t e .  Condi t ion ( i i )  i m p l i e s  t h a t ,  f o r  t he  y given, 
the re  i s  a neighborhood of  p on which b(p)  does n o t  exceed y. 
0 
But  s ince t h i s  i s  t o  h o l d  f o r  each y > 4(Po). i t  f o l l o w s  t h a t  
b(po) ? I i m  sup ( (p) .  which means t h a t  4 i s  upper semi- P ' Po 
continuous a t  p . 
0 
Using ( i i i )  together  w i t h  ( i i )  ( f o r  y = a), we can f i n d  a 
compact s e t  KC Rn and a neighborhood U1 o f  po i n  Rm such t h a t  i f  
p E U1 then 1 f A (p )  c K. Choose any r e a l  number y < ((Po) and 
a 
note t h a t  f(po,x) > y fo r  a l l  x and, i n  p a r t i c u l a r ,  f o r  a l l  x E K. 
Since f i s  lower  sernicontinuous and K i s  compact, there  i s  a 
neighborhood N o f  po w i t h  N C Ul , such t h a t  f (p,x) > y whenever 
p E N and x E K. But fo r  any p E N, i f  x ' &  K then f(p,x) > cx > y, 
so i n  f a c t  f ( p , * )  remains everywhere s t r i c t l y  g rea te r  than y. 
But then f (p , - )  i s  proper and (p )  i s  f i n i t e .  Fur ther ,  i f  we t 
s e l e c t  any f3 < + ( P ~ )  and any 13' s t r i c t l y  between f3 and ((Po), then 
an argument l i k e  t h e  one j u s t  made w i l l  show t h a t  f o r  p near 
Po * f(p,a) remains everywhere g rea te r  than B ' ,  and the re fo re  t h a t  
must be g rea te r  than B. It f o l l ows  t h a t  4 i s  lower semi- 
cont inuous a t  po, hence continuous the re  ( s i n c e  we have a l ready 
shown i t  t o  be upper semicontinuous a t  p ). 
0 
I f  p E U1 then we know A (p)  i s  nonempty; however, t h i s  
a 
s e t  i s  a l so  c losed by lower semicont inu i ty  o f  f(p,.), and i t  i s  
contained i n  t h e  compact s e t  K and hence i s  i t s e l f  compact. Hence 
X(p) i s  nonempty; i t  i s  compact because i t  i s  a l e v e l  s e t  o f  f ( p ,  .). 
A t  t h i s  p o i n t  we have on ly  t o  show t h a t  X i s  upper semi- 
cont inuous a t  po. To do so, l e t  G be any open s e t  con ta in ing  X(po). 
For p E N and x E R" def ine g(p,x) t o  be f (p ,x )  - This  
d e f i n i t i o n  makes sense because ( i s  f i n i t e  on N. The f u n c t i o n  g i s  
lower semicontinuous on { po x R~ since we have a l ready shown t h a t  
) i s  cont inuous a t  po. Further,  on t h e  compact s e t  K\G we have 
g(po,.) s t r i c t l y  p o s i t i v e .  Therefore, we can f i n d  a neighborhood 
U2 o f  po, w i t h  u2LN, such t h a t  i f  p E U2 and x E K\ then g(p,x) 
> 0. But then x cannot be i n  X(p), and s ince we a l ready  know 
X ( p ) c K  we must have X(p)C G. Thus X i s  upper semicontinuous a t  
Po and t h i s  completes the  proof .  
The conclus ions o f  Theorem 2.1 app ly  t o  g loba l  min imizat ion.  
Although they l ead  t o  s t rong conclusions about t h e  behavior  o f  t h e  
s e t  of g loba l  min imizers,  they depend on s t r o n g  assumptions about 
t h e  problem, some o f  which are u n l i k e l y  t o  be e a s i l y  v e r i f i a b l e  i n  
p rac t i ce .  Fur ther ,  i n  p r a c t i c e  one i s  o f ten  more concerned w i t h  
l o c a l  min imiza t ion ,  and w i t h  the  pers is tence and good behavior  o f  
l o c a l  min imizers.  Therefore, i n  Sect ion 3 we s h a l l  adapt the 
g loba l  conclus ions o f  Theorem 2.1 t o  t h e  case o f  l o c a l  min imizat ion,  
and i n  t h e  process we s h a l l  see t h a t  t h e  hypotheses become a  good 
deal more pa la tab le .  
3. S t a b i l i t y  i n  l o c a l  min imiza t ion :  main r e s u l t .  
Th is  s e c t i o n  develops t h e  main r e s u l t  o f  t h e  paper: a  s e t  
o f  c r i t e r i a  f o r  pe rs i s tence  and s t a b i l i t y  o f  l o c a l  minimizers. These 
c r i t e r i a  a re  based on t h e  hypotheses o f  Theorem 2.1, s u i t a b l y  
extended t o  cover  t h e  case o f  l o c a l  min imiza t ion .  To formulate the  
idea o f  l o c a l  m in im iza t i on  i n  t h e  g e n e r a l i t y  t h a t  we need here, we 
in t roduce t h e  f o l l o w i n g  d e f i n i t i o n  o f  a  s t r i c t  l o c a l  min imiz ing  se t :  
DEFINITION 3.1: L e t  g  be an extended r e a l  valued func t i on  
n  
on R . A nonempty subset  M o f  Rn i s  a  s t r i c t  l o c a l  min imiz inq  s e t  
f o r  g  w i t h  respect  t o  an open s e t  G D M ,  i f  t h e  s e t  o f  min imizers 
- -
o f  g  on c l  G i s  M. 
Note t h a t  i n  t h i s  d e f i n i t i o n  t h e  f u n c t i o n  g  must take t h e  
same value a t  each p o i n t  of  M, and t h a t  va lue must be s t r i c t l y  l e s s  
than t h e  value assumed by g  a t  any p o i n t  o f  t h e  boundary of G. I f  M 
happens t o  be a  s ing le ton ,  i t  i s  u s u a l l y  c a l l e d  a  s t r i c t  l o c a l  
min imizer  o f  g. O f  course, t h e  s e t  o f  g l o b a l  min imizers  o f  g  i s  
always a s t r i c t  l o c a l  min imiz ing  s e t  ( t ake  G = Rn). 
We s h a l l  see how t o  adapt Theorem 2.1 t o  descr ibe  the  
behavior of s t r i c t  l o c a l  m in im iz ing  sets, r a t h e r  than t h a t  o f  g loba l  
min imiz ing  sets.  Roughly speaking, we s h a l l  do t h i s  by r e d e f i n i n g  
the  func t i on  be ing  minimized so t h a t  i t  i s  + ou ts ide  c l  G. However, 
i n  o rder  t o  apply Theorem 2.1 i n  t h i s  case we need t o  a l t e r  
i t s  hypotheses somewhat, i n  p a r t i c u l a r  making them more l o c a l  i n  
nature. As a f i r s t  s tep  we show how t o  do t h i s  w i t h  hypothesis  ( i i ) .  
The f o l l o w i n g  lemma uses a m u l t i f u n c t i o n  D, de f i ned  f o r  t he  f u n c t i o n  
f appearing i n  t h e  p rev ious  fo rmu la t i on  by D(p) = '  ( x J f ( p , x ) <  + - I .  
I n  the  usual non l i nea r  p r o g r a m i n g  model, t h e  s e t  D(p) i s  t h e  s e t  of  
p o i n t s  f e a s i b l e  f o r  t h e  m in im iza t i on  problem w i t h  parameter p. Note 
t h a t  i n  t h e  hypothesis  o f  the  l e m a ,  we make the  assumption t h a t  f 
i s  upper semicontinuous r e l a t i v e  t o  graph D; t h i s  i s  done because, 
i n  general,  no func t i on  l i k e  f cou ld  be expected t o  be upper semi- 
cont inuous r e l a t i v e  t o  t h e  e n t i r e  space, s ince  i t  i s  pe rm i t t ed  t o  
take values o f  + - . However, i n  t h e  usual n o n l i n e a r  p r o g r a m i n g  
s i t u a t i o n ,  f i s  a r e l a t i v e l y  t r a c t a b l e  f u n c t i o n  on graph D and i s  
+ m elsewhere, so t h a t  ou r  assumption o f  upper semicon t i nu i t y  
r e l a t i v e  t o  graph D captures  t h i s  idea o f  t r a c t a b i l i t y .  
LEfUiA 3.2: - L e t  f -- be an extended r e a l  valued f u n c t i o n  on 
- -
m Rm x Rn, -- and f o r  p E R m N D ( p )  = { x l f ( p , x ) < + -  1 .  H p o  E R , 
and suppose --- t h a t  f o r  some a, > b(po)  there  e x i s t s  xo w i t h  f(po,xo) 
< a  and such t h a t  0--- 
(I) D -- i s  lower  semicontinuous - a t  (po,xo), and 
( i i )  f i s  upper semicontinuous - a t ( p  ,x ) r e l a t i v e  t o  graph D. 0 0 -
Then po E i n t  dom A . 
a 0 
PROOF: Since f i s  usc a t  (po,xo) r e l a t i v e  t o  graph D, and 
s ince  f (po ,xo) < a t h e r e  e x i s t  neighborhoods U1 o f  p i n  Rm and V 0 0 
o f  xo i n  Rn, such t h a t  i f  p E Ul, x E V, and (p,x) E graph D then 
f (p,x)  < aO. Fu r the r ,  s i n c e  D i s  l s c  a t  (pO,x0) t h e r e  e x i s t s  a 
neighborhood U2 o f  po, w i t h  U2 C U1, such t h a t  i f  ~ E U ~  t h e n  
D ( p ) n  V + 4 .  Fo r  any pcU2 t h e r e  i s  then  an x r D ( p ) A  V, and f o r  
t h i s  x we have f ( p , x )  < a. and t h e r e f o r e  xrAa (p ) .  Bu t  t hen  
0 
p~ i n t  dam Aa as c la imed,  and t h i s  completes t h e  p r o o f .  
0 
The n e x t  theorem fo rmu la tes  t he  main r e s u l t  abou t  s t a b i l i t y  
f o r  l o c a l  m i n i m i z a t i o n .  I n  t h e  theorem we use t h e  n o t a t i o n  $A f o r  
t he  i n d i c a t o r  f u n c t i o n o f  a s e t  A: Q ~ ( x )  i s  zero i f  XEA and i s  + 
THEOREM 3.3: - L e t  f be a lower  semicont inuous, extended 
m m 
r e a l  va lued  f u n c t i o n  on  R x R ~ .  - L e t  p0cR , assume f(po,.) i s  proper,  
and l e t  M be a bounded, s t r i c t  l o c a l  m i n i m i z i n g  s e t  f o r  f(po,.) w i t h  
r e s p e c t  t o  the  bounded open s e t  G C R ~ .  Suppose t h a t  f o r  some x0cM, 
f i s  upper semicont inuous a t  (pO,xO) r e l a t i v e  t o  graph D, - and D i s  
l owe r  semicont inuous a t  (pO,x0). Define g(p,x):=f(p,x) + $cl G ( ~ ) ,  
Then Y(po) = M, and t h e r e  e x i s t s  a neighborhood U o f  po such 
t h a t  i f  ~ E U  then 
a .  g(p,.) i s  proper ,  n ( p )  i s  f i n i t e ,  and ~ ( p )  i s  nonempty 
- 
and comDact. 
b. ~ ( p )  i s  a s t r i c t  l o c a l  m i n i m i z i n g  s e t  f o r  f(p,.) w i t h  
- 
r espec t  to G. 
Fu r the r ,  0 i s  con t inuous  a t  p and Y i s  upper semicont inuous t he re .  0 -  
PROOF: Y(po) = M by the d e f i n i t i o n  o f  s t r i c t  l o c a l  m i n i m i z i n g  
se t ,  which a l s o  ensures t h a t  n (po )  = g(po,xo) = f(po,xo). Since f(po,.) 
i s  proper,  n ( p o )  > - ( s i n c e  the  in f imum i s  a t t a i n e d ) ,  w h i l e  i f  n(p0)  
were + then f would be cons tan t  ( +  a )  on c l  G, c o n t r a d i c t i n g  t he  
hypo thes is  t h a t  M i s  a s t r i c t  l o c a l  m i n i m i z i n g  s e t .  Thus n (po )  i s  
a c t u a l l y  f i n i t e .  We know t h a t  g i s  l s c  on Rm x Rn, s i n c e  f was l s c  
t h e r e  and c l  G i s  a c l o s e d  se t .  Next, f o r  each p ~ ~ m  d e f i n e  E(p) := 
don g(p,.); f o r  each p, E(p )  = ~ ( ~ ) n  ( c l  G), so t h a t  graph E C graph D, 
and thus g i s  usc a t  (pO,xO) r e l a t i v e  t o  graph E s i nce  we assumed i t  was 
usc t h e r e  r e l a t i v e  t o  graph D. Also, s i nce  x0cG = i n t  c l  6, lower  semi- 
c o n t i n u i t y  o f  D a t  (pO,xO) imp1 i e s  lower  s e m i c o n t i n u i t y  o f  E there .  I f  
y > n ( p o )  then g(po,xo) > y; app l y i ng  Lemna 3.2 t o  g we conc lude t h a t  
p0€ i n t  dom K , where K i s  t h e  l e v e l  - s e t  mu1 t i f u n c t i o n  assoc ia ted  w i t h  g: 
Y Y 
K~(P):=IXI~(P,X) YI = A Y P A  c GI. 
F i n a l l y ,  s i n c e  K ( p )  C c l  G f o r  any p, t he  m u l t i f u n c t i o n  K i s  l o c a l l y  
Y Y 
bounded a t  po. 
App l y i ng  Theorem 2.1 t o  g, we conclude t h a t  f o r  some neighborhood 
U o f  po and f o r  each ~ E U ,  g(p,.) i s  proper ,  n ( p )  i s  f i n i t e ,  and Y(p) i s  a 
nonempty compact s e t .  Fur ther ,  n i s  con t inuous  a t  po and Y i s  upper semi- 
cont inuous there .  B u t  Y(po) i s  conta ined i n  t h e  open s e t  G, so i f  we 
choose U t o  be sma l l  enough then Y(p) CG f o r  each pcU, and thus f o r  such 
p ~ ( p )  i s  a c t u a l l y  a s t r i c t  l o c a l  m i n i m i z i n g  s e t  f o r  f(p,.) w i t h  r espec t  
t o  G. T h i s  completes t h e  p r o o f  o f  Theorem 3.3. 
There a r e  two e s s e n t i a l  assumptions i n  Theorem 3.3: t h a t  t h e  
l o c a l  m i n i m i z i n g  s e t  M i s  bounded, and t h a t  D i s  l owe r  semicont inuous 
a t  (pO,xO). I n  non l  i n e a r  programming problems encountered i n  p r a c t i c e ,  
t he  f i r s t  c o n d i t i o n  i s  t y p i c a l l y  s a t i s f i e d  by assuming t h a t  t he  second- 
o r d e r  s u f f i c i e n t  o p t i m a l i t y  c o n d i t i o n  ho lds  a t  t he  p o i n t  i n  ques t ion ,  
a1 though t h i s  assumption i s  a c t u a l l y  s t r onge r  than i s  needed f o r  
Theorem 3.3. 
The second c o n d i t i o n  ( l o w e r  s e m i c o n t i n u i t y  o f  D a t  (pO,xO)) 
i s  g e n e r a l l y  met by assuming t h a t  one o f  t h e  s tandard  c o n s t r a i n t  
qual  i f i c a t i o n s  ho lds  a t  xo f o r  t he  problem with p = po. For example, 
t he  Mangasarian-Fromovi t z  c o n s t r a i n t  qual  i f i c a t i o n  [7], s u i t a b l y  
genera l ized,  i s  a p p r o p r i a t e  f o r  t h i s  purpose. For d e t a i l s  on t he  use 
o f  t he  second-order s u f f i c i e n t  c o n d i t i o n  and t h e  gene ra l i zed  
Mangasarian-Fromovi t z  c o n d i t i o n  i n  nonl  i n e a r  programming, see [8]. 
The r e s u l t  o f  Theorem 3.3 g i ves  a complete and genera l  
c r i t e r i o n  f o r  s t a b i l i t y  i n  t he  sense o f  upper s e m i c o n t i n u i t y  o f  t he  
m i n i m i z i n g  se t .  Sometimes one wants more than t h i s :  i n  some appl  i- 
c a t i o n s  i t  may be necessary t o  e s t a b l i s h  bounds on the  r a t e  a t  which 
the  s e t  o f  l o c a l  o p t i m i z e r s  can vary .  Such r e s u l t s  f o r  n o n l i n e a r  
programming problems a r e  t r e a t e d  i n  [8]. 
This  paper was o r i g i n a l l y  prepared under t h e  t i t l e  "Modelling 
f o r  Management" f o r  p r e s e n t a t i o n  a t  a  Nate r  Research Cent re  
(U.K. ) Conference on "River  P o l l u t i o n  Con t ro l " ,  Oxford, 
9 - 1 1  A s r i l ,  1979. 
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