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1. INTRODUCTION 
It is well known that under smooth perturbation of a fixed domain 52, 
the eigenvalues and eigenfunctions of the operator -A with Neumann, 
Dirichlet, or mixed boundary conditions vary continuously (see, for 
example, [6 and 21). On the other hand, when the perturbation is only C”, 
the problem is much more difficult. This was pointed out in [63 and has 
received considerable attention in the last few years (see C3, 5, 8-14-j). 
The following example from [6] points out the singular behavior of the 
eigenvalues under Co-perturbation. Let 0, be the unit square in R2 and Q, 
be the domain shown in Fig. 1.1 with r = Ed. 
The domain 52, can be viewed as a CO-perturbation of Sz,, but not C’. 
Let us consider the unbounded operator A, on L2(Qn,) with domain 
D(A,) c L’(Q,) consisting of those u E H’(Q,) that satisfy homogeneous 
Neumann boundary conditions and defined by A,u = -Au. Note that 0 is 
always the first eigenvalue of A, for any E 2 0. Let {A;;} denote the nth 
eigenvalue of A,. Then 2: is a positive number while it is shown in [6] that 
2: -+ 0 as E + 0. As a consequence of the results in Section 3 and 5, for 
n 2 2, we show that 2: + lzP i as E -+ 0. In particular, this implies that {A:} 
is bounded away from zero for E sufficiently small. 
For some cases, a CO-perturbation does not yield singular behavior of 
the eigenvalues of A,. A trivial example can be obtained by modifying the 
previous one. Instead of attaching a complicated part to Q,, we put a 
simple rectangle with length E and height a4 to form Q, (see Fig. 1.2). In 
this case, 25 + 1-i as E -+ 0. 
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FIGURE 1.1 FIGURE 1.2 
The idea of the construction of the above perturbations is simple. First 
attach some parts to a fixed domain and then shrink them to a fixed single 
point in the boundary. Roughly speaking, in the first one, the ratio of the 
vertical and the horizontal shrinking rates in each part is different while, in 
the other case, it is the same. This suggests that singular behavior relies on 
the way the original domain is perturbed. It will turn out that the relative 
sizes of the domains used as perturbation play an essential role whereas 
their shape is of no importance. 
It is interesting in applications to consider also connected domains 52, 
which converge in some sense to a domain $2, as E + 0 with Sz, either not 
having the same dimension as R, at some point or perhaps being discon- 
nected. Following [S], let us consider the case where Q, is disconnected 
and is the union of Srt and Qt, Q,L and Q: are two disjoint unit squares. 
For E > 0, let Q, be a connected domain in R2 consisting of three parts, Qk, 
Szt, and R,, where R, is a channel connecting Q,” and Q,” and is contained 
in a rectangle of height E. In [S], the channel R, was chosen in a very 
delicate way and had the generic shape shown in Fig. 1.3. 
Let us consider the same operator A, as before. For E = 0, the first eigen- 
value of A, has multiplicity two, whereas, for E > 0, the first eigenvalue of 
A, is simple. Let {i;) and {A:) denote respectively the second and third 
eigenvalues of A,. It is shown in [8] that, for the special domains R, 
alluded to above, 2; + 0 and (1;) is bounded away from zero as E + 0. In 
this case, there is no singular behavior in the first eigenvalue at E = 0. As 
we will show, this is a consequence of the fact that the perturbed part R, 
shrinks to a line segment with the same rate in the vertical direction and 
does not depend upon the special form of R, used in [8]. 
Based on this example, Jimbo in [9] gave a complete description of the 
convergence of the eigenvalues and eigenfunctions. His results, together 
with those in [S and 141, rely on the shape of the attached part R,, which 
has to be a “nice” domain. In fact, it always is required that the boundary 
of R, be curves of concave functions and that there be no holes in R,. We 
will show that such requirements are not necessary. 
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FIGURE 1.3 
We now describe the contents of our paper. We first give a complete 
description of the convergence of the eigenvalues and eigenfunctions for a 
domain Q2, = 8, u R, u D, which will include the first example. We give the 
situation where two small domains D, and R, are attached to Q, and 
approach a fixed point on the boundary of R, as E -+ 0. We show that the 
relative scaling of the domains determines the behavior and give explicit 
criteria which imply that 14 + 0 and {A; 1 is bounded away from zero as 
E + 0. The analytic expression of the perturbation is given in Section 2. In 
Section 3, we state and prove a basic proposition which will be used 
repeatedly throughout this paper. It essentially states that functions U, 
which are uniformly bounded in H’(R,) have the property that 
~/uJ r~,R,J + 0 as E 4 0, where R, is the part which shrinks the most rapidly. 
Sections 4 and 5 are devoted to the Neumann problem in which we obtain 
a singular behavior. We show that A; -+ 0 and 2: + Ai-, as E + 0. In 
Section 6 we study the mixed boundary value problem and prove that, for 
the perturbation given in Section 2, the existence of the singular behavior 
depends only on the boundary conditions imposed near the point where 
the perturbed part is attached rather than the whole boundary. In 
Section 7, we give a generalization of the perturbation of Section 2 and 
show that a perturbation can be given for which 1: + 0 for 2 < IPI ,< r + 1 
and i; + %i-, for m >r + 2 as E +O for any fixed positive integer r. In 
Remark 7.1, we construct an example of an extremely singular behavior 
in which all the eigenvalues in R, with Neumann boundary condition 
approach zero as E -+ 0. Finally, in Section 8, we generalize the results in 
[S] to domains Qk u Q,R u R, to show that very irregular perturbations R, 
still have the property that 14 --) 0 and { 2:) is bounded away from zero as 
& --t 0. 
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2. DEFINITION OF 52, 
In this section we give a precise definition of the family of domains Q, 
which will be regarded as a perturbation of a fixed domain Sz,. Roughly 
speaking this perturbation will be constructed by adding to R, at some 
fixed point of its boundary another set R, LJ D, which shrinks to a point 
when E tends to zero. One important thing to point out about the special 
construction of R, v D, is the different shrinking rates of R, and D, which 
in turn will be the key point in the discussion below. 
To be precise, let Q,, D, c RN be bounded, connected, and smooth 
domains such that 
(1) there exist LY, fi > 0 satisfying 
{(x,y)~Rx R”-’ : IsI<ct, IIy(I<P)nQ,=((x,y): -a<x<O, Ilyll<p’, 
and 
{(x, y) E R x RN- ’ : O<.u<2c(,II~~ll <j?}nD,= {(a,~):cl<x<2ctIly/l <j?} 
(2) 05, n 0, = 0, 
Consider R,c{(x,)l)~RxR”-‘:O~?c6cc, ll~lj</I}, any connected set, 
such that 
(3) 52, u D L u R, is a bounded connected smooth domain in R” (see 
Fig. 2.1). 
It is important to note that R, is never an open set. Set r: = SQ, n i?R,. 
FIGURE 2.1 
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The set RI nr: is not empty and the set (R,\r:)u D, is a bounded, 
connected domain with smooth boundary except probably at some points 
of l-i. Let q > 0 be a constant which will be fixed later. For E > 0 small, 
define 
R, = ((Ex, Py) : (?I, y) E R, 1 
and 
D,={(E?c,E?‘):(x,~‘)ED,). 
Clearly, there exists an q,>O such that, for every EE (0, E,,), we have 
a0nn4,=fZI and R,u6,c{(?1,~):O~.~<tl, )IJJ(I <a}. 
Define 8, = Q, u R, u D,, which under the assumptions above is a 
bounded connected smooth domain (see Fig. 2.2). 
If p denotes Lebesgue measure, then Q2, is a perturbation of Q, with the 
property that ,u(Q,\Q,) --f 0, as E --* 0. However, it is not a C’-perturbation. 
Nevertheless, for fixed E, E (0, E,,), R, is a Cl-perturbation of Q,, as E + E,. 
We introduce some notations which will be used throughout the paper. 
Let 
I-;=S.C&naR,, rt=aD,n?R,, 
z, = ssz,:,,r;, cl, = i?D ,\ l-f, 
r, = ?R,\,,(r: u rfj, 
and, for each E E (0, co), let 
r,l = SR, n aR,, l-f = ao, n aR,, 
r, = i?R,\(rt u r,‘). 
FIGURE 2.2 
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With this notation, it is clear that 
tf&=qvl-:=z,ul-f:, 
dD,=d,ul-,Z, aR,=r,urfur,'. 
Remark 2.1. The fact that XJ, is a piece of a hyperplane near (0,O) is 
merely technical. For general domains, we proceed in the following way. 
For 1’ small enough, let B(0, y) denote the ball in RN centered at the 
origin with radius 7 and x : B(0, y) + B(0, 7 ) a local and smooth change of 
coordinates near (0,O) with 
If Q, is a C” domain with k 3 1, the function x can be chosen as a Ck- 
diffeomorphism on B(0, 7). Using a change of coordinates, it is clear that 
there exist two positive constants c ,, c2 depending only on x such that, if 
OcB(O,y) is any set, 8=x--‘(O), and fi~H’(b)for some O<r<k, then 
the inequality 
holds for any multi-index u= (a,, a?, . . . . c(,\~) with O<a, +cc,+ ... +c(,dr. 
For E small enough, we have R,v D,c B(0, 7). We define l?,=x-‘(R,), 
6,=x-'(D,), and ~,=Q0vl?,v61,. Inequality (2.1) applied to 0 = R,. 
O=D,, or 0= ((x,~): x<O) n B(0, 7) guarantees that all of the 
arguments below will be valid for the perturbation si, and so the results 
apply to this new situation. 
3. A PROPOSITION 
The following result will play an important role in the next sections. 
PROPOSITION 3.1. rf there are constants e0 > 0, C> 0 and a ~farnil~~ of 
.functions u, E H’(Q,) with lluEll H~(R,j < C for E E (0, E,,), then 
lim /I~IL~R~~=O. (3.1) E-0 
Proof Let so be chosen as in the previous section. Choose 0; c 
{~~,.Y)ED~:u<.Y<~u, llyll </I} such that Q. v R, u 0; is a connected 
smooth domain in RN (see Fig. 3.1). Detine R’, = R, v D’,, l&=.Q,u R’,, 
and R: = ((Ex, E~J) : (x, y) E R’, ).. 
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FIGURE 3.1 
It is clear that R, c Ri c R,v D, and that R:=Q,v RLcQ, is a con- 
nected, bounded, and smooth domain. We will prove that 
(3.2) 
which implies (3.1). 
For 0 <E <so, we define r?l c Sz, by the relation 
R:= {(-x,I’): (x,y)eR;} 
and let iiE=nE 1~; and v,(x,~)=G,( -.u,y) for (x,J~)E RL. If we let 
w,(x, 4’) = u,(x, J) - u,(x, 1,) for (x, 4’) E R:, then it is clear that 
(1) 0, E ff’(R:); 
(2) co,=0 on r,l; 
t3) ll%ll H’(R;) G Ib,I,HI(R;) + ilt’~iIHl(R;) < 2c. 
We claim that 
lim IIuJ L2cR;j = 0. 
E’O (3.3) 
In fact, (3.3) is equivalent to lim,,, Ijn,IIL2(~;, =O. By the Sobolev 
embedding theorem, there is a p > 2 such that H’(Qo)~LP(Qo) and, by 
Holder’s inequality, there is a constant C(p) such that, for O<E <E’, we 
have 
which proves (3.3). 
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From (3.3), we see that (3.2) is equivalent to 
To prove (3.4), we use the following lemma. 
LEMMA 3.2. For 0 <E <co, consider the eigenvalue problem 
-Au=k in RL 




If ni is the first eigenvalue qf (3.5), then 
lim 1: = x8. (3.6) 
E-O 
Note that problem (3.5) is well-posed because the portion of the boundary 
where we impose the Neumann condition is smooth. Actually, this is the 
only reason that we have introduced the domain D’, and with it we have 
constructed R: . 
Suppose the lemma is proved. Let us prove (3.4) by contradiction. If 
(3.4) does not hold, then there exist a strictly positive real number 6 and 
a sequence {E,, )z= L converging to zero such that IIo,nllr:cRL,, > 6. On the 
other hand, for any integer n, we have 
which contradicts the lemma. Thus, Proposition 3.1 will be proved if we 
supply the proof of Lemma 3.2. 
Proof qf Lemma 3.2. By the minmax principle, 
and by a change of coordinates which transforms R’, onto R:, it is easy to 
obtain 
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where 1: is the first eigenvalue of the same problem as in (3.5) but in R; . 
Since 1: is strictly positive, we obtain (3.6) from (3.7) and the lemma is 
proved. 
Remark 3.3. As can be seen from the proof of Proposition 3.1, the 
positive number q plays no essential role and could be any fixed positive 
constant. Actually, a more general proposition can be proved in same way: 
Consider Q, as in Section 2 and let Q, be any bounded set contained in 
((x,, x’): Odx, <a, Ilx’II G/3} such that Sz, u Q, is a connected smooth 
domain. Define 
lim 
Illax{&,.....; -0 II&, enI1 L’(Q,, - 0. .c,) -
Remark 3.4. One cannot obtain a result about the behavior of 
lI”,II L*(D,) without imposing restrictions on q. Actually, for r] small, say 
v= 1, we have lim,,, IIu,II~I~~,) = 0. On the other hand, for 
q > (N+ l)/(N- l), it is possible to construct U, E H’(S2,) for E E (0, so), 
with II~EllH~~n,, d 1 and ll~~ll L2(D,l + 1, as E + 0; i.e., all the mass of the 
function is concentrated on D,. 
4. NEUMANN BOUNDARY PROBLEM 
In this section, we state the main results concerning the behavior of the 
eigenvalue problem for homogeneous Neumann boundary conditions when 
E approaches zero. It is here that we impose restrictions on q which will 
guarantee singular behavior for the eigenvalues at E = 0. 
Consider the eigenvalue problem in the perturbed domain 52, for 
O<&<Eo, 
-Au=Lu in Q2, 
all (4.1) 
=-&=o on aq, 
and also in the original domain 52, 
(4.2) 
-Au=ilu in Q. 
K, zi- on X2,. 
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Denote by {Iz;}~= L for EE (0, Q,) and (A~},“=, the corresponding sets 
of eigenvalues of (4.1) and (4.2) arranged in increasing order and with 
multiplicity. Clearly 1; = 2: = 0 and, if 0”; = l/~(Sr,)‘~’ and WY = l/p(Q,)’ ’ 
are the corresponding eigenfunctions, we have wt -+ WY in Hk(Q,) for all 
integers k >, 1. 
We define S, (see Fig. 4.1) by the relation 
There is a -J’~ > 0 such that, for 0 < 7 < yO, we have Si. c {(x, .v) E R x RN ~ ’ : 
-sr<xQO, (/y/l <fi), 
For O<E<E,,, we denote by {o~},~=, a set of orthonormal eigen- 
functions corresponding to {AzH}z=, for the problem (4.1). 
Regarding the second eigenpair 1; and Q;, we have 
THEOREM 4.1. For q > (N + 1 )/( N - 1 ), the following conclusions hold 
( 1) (Convergence qf the second eigenvalue) 
lim 14 = 0. (4.3) 
F’O 
(2) (HI-convergence of the second eigenfunctions) As E + 0, 
CO;+0 in H’(R,), (4.4) 
lb411 HZ(&) + 0, (4.5) 
Ila L+D,J -+ 1, (4.6) 
AD,). hr(~~lr + 1, (4.7) 
dwe mDk(w;) = (l/p(D,)) SDc co;. 
(3) (HI-convergence of the second eigenfunction) Zf 0, is a C”-domain, 
then, for an)’ integer 12 1, \ve have 
Therefore, for any y E (0, yo), the function (0;) together with all derivatives 
up to order 1 converges to zero pointwisely in ~2, and uniformly in Q,\S, as 
& + 0. 
For the remainder of the eigenvalues and eigenfunctions, we have 
THEOREM 4.2. For rl> (N + 1 )/( N - 1 ), the following conclusions hold 
(1) (Convergence of the eigenvalues) 
lim A”,, = I.:,- , ,for m 2 3. (4.9) 
Cd0 
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FIGURE 4.1 
(2) (Convergence of the eigenjimctions) For any sequence oj‘ positive 
numbers (ck ) F=, with Ed ---t 0 as k -+ .x, there exist a subsequence {S, )F= , 
and a complete system of orthogonal eigenfzmctions {co”, >,X=. , of (4.2) such 
that, for every m 2 3, we have 
0 wz+w,n-, in H’(R,) as k-+ #xx;, (4.10) 
as k +O. (4.11) 
Moreover, $fn, is a C”-domain, then, for anI> integer I> 1. we have 
for any y E (0, yO). mf+op,-, in H’(ft,\S,.) as k --* LE. (4.12) 
Therefore, the sequence of functions {uf; > k”;-. I together with their derivatives 
up to order I converges to wz,- 1 as k + ,x, pointwisely in Q. and uniform/J? 
in Q,\S, for any y E (0, yo). 
Let us make a few remarks about these results. Suppose that we ignore 
the set R, and consider the eigenvalue problem on the disconnected 
domain Sz, u D,. On the domain D,, the only eigenvalue that remains 
bounded as E + 0 is the eigenvaIue zero. Therefore, on the domain Q, u D,, 
there is no singular behavior in the eigenvalues or eigenfunctions as E + 0. 
Theorems 4.1 and 4.2 assert that the double eigenvalue zero on the discon- 
nected domain 52, u D, becomes two simple eigenvalues, zero and 25, with 
i.“, + 0 as E -+ 0, and the other eigenvalues converge to the ones on 52, 
p;ovided that they remain bounded. Of course, this is under the restrictions 
on q mentioned above. If q is too small, then the eigenvaiue problem on a, 
may not correspond so well to the one on the disconnected domain 
Q,u D,. 
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5. PROOFS OF THE MAIN RESULTS 
The basic tools used in the proofs are the minmax principle for the 
characterization of eigenvalues, some Sobolev embedding theorems, the 
second Poincare inequality, and some results about comparison of eigen- 
values for different types of boundary conditions (see [6]). 
Proof of Theorem 4.1. ( 1) Let us recall that coordinates in Q, are 
(s, J)ER x R”-‘. Let us consider a function (P,E H’(B,) n C(Q,) which 
depends only upon the s-variable such that (Pi = l/(p(D,))“* = 









By the minmax principle, for E E (0, so), 
Using (5.2) and the special shape of cp, and R,, there is a constant Co such 





which goes to zero as E approaches zero if q > (N + 1 )/( N - 1). Therefore, 
1; = O(& “(~~l’~(.Y*“) and this concludes the proof of the first part of 
Theorem 4.1. 
(2) By the fact that Jn, o:= 0, we have 
and therefore 
s 
OJ;+0 as E -0. (5.3) 
Qo 
From the second Poincart inequality in the fixed domain Q,, we see 
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that, if 2: is the second eigenvalue for the operator -A with Neumann 
boundary conditions in Q,, then 
But the right hand of (5.4) goes to zero as E + 0. In fact, this follows from 
(5.3) and the relation 
llV~“,II $(Qo, G Ilv~;ll &Q,) = 24 lI~;ll&2,, = 4 + 0 as s--+0. (5.5) 
Therefore, 
Ilo;ll L2,Qo, + 0 as E + 0. (5.6) 
Now, (5.5) and (5.6) imply that /lo411 HIIRo, -+ 0 as E + 0 and (4.4) is proved. 
Relation (4.5) is a straightforward consequence of Proposition 3.1 and 
(5.5). 
From (4.4) and (4.5) it is clear that lj~~ll~+~~~~,, +O as E + 0. Using 
this observation and the fact that IIw;(I~z,~~)= 1 for 0 <E<E~, we have 
Ib;il L2(D,b + 1 as E + 0 and (4.6) is proved. 
By the second Poincare inequality applied to D,, we have 
where v(D,) is the second eigenvalue for -A in D, with Neumann boundary 
conditions. Clearly v( D,) = ( l/s*) v( Do) and thus 
& IlvO;ll $,D,, + ’ as E -+O. 
E 
Moreover, by Holder’s inequality, 
~(De)CmD,(w;)l~ Q /l~~ll~+~ ). E (5.9) 
Taking limits in (5.7) and (5.9), and taking into account (5.8) and (4.6), we 
obtain (4.7). 
(3) Although the proof of (4.8) follows standard arguments, we 
include a proof for the sake of completeness. Let us prove (4.8) by 
induction on 1. For f = 1, it is already proved in (4.4). Suppose it is true for 
I- 1, that is, 
for any 11 E (0, y. 1, 0; +O in H’-‘(Q,\S,.) as a-+0. (5.10) 
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Let us construct a C”-function r: [0, cc ) --t [0, l] by 
r(x) = 0 .y E co, $21, 
0 < Y(X) d 1 x E [y/2, yl, (5.11) 
r(x) = 1 s E [y, ,x ). 
We define e(x) = r( 1x1) for x E 52, and consider the function f3wt, in R,. 
We have 
-A(B@)= -(Ae)w;-eAo;+2vevo~ 
= -(Ad - &?;) w; + 2Vo Vo;. 
Moreover, from the special construction of 0 and for E small enough, say 




f,= -(de-e(l;+ i))o;+2vevw;. (5.13) 
Therefore, by the regularity theorem for elliptic equation (see [7]), there 
is a constant C(/, Sz,) such that 
clew HLtno, d cu, Q,) U-J Wl-+Ro,. 
From (5.13) and from the fact that 0 = 0 on S,:,, there is a constant 
C(l), I, Q,) such that 
Therefore, 
II~I~~,~, .s..) G lwwil HL(Qo) G C(Y? L J&J Ib;IIH’-~(RO ..s,). (5.14) 
But by the induction hypothesis (5.10), we have Ilo”,lI H~-~,Ro,S.,z, + 0 as 
E + 0. This relation together with (5.14) implies (4.8). 
The remaining statement of (3) follows in a straightforward manner from 
the Sobolev embedding theorems and from (4.8). 
Remark 5.1. In the proof of (1) and (2) the hypotheses for 04 that we 
use are that o; is an eigenfunction of (4.1) with jni w; = 0 and that, if 1; 
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is its corresponding eigenvalue, then ,I; + 0 as E 40. The pair (,I:, 0;) 
need not be the second eigenpair. Therefore, if (AL, ut) is the mth eigen- 
pair with m > 1, and if Ai, + 0 as t‘ --t 0, then oEZ verities all the statements 
of (2) and (3). This will be used in the proof of Theorem 4.2 to show that 
,I:,, for m > 2 is bounded away from zero. 
We furnish the proof of Theorem 4.2 in the remainder of this section. Let 
us prove first that {AZ,,} f or m > 3 is bounded away from zero as E -+ 0. 
LEMMA 5.2. (24 > is bounded b I e ow rom zero as E + 0; that is, f 
lim inf A; > 0. 
E-0 
Proof Suppose that there exists a sequence {Ed}:= L with &k + 0 as 
k -+ cc such that limk _ ~ 2: = 0. Let oy be the eigenfunction corresponding 
to Af. By Remark 5.1, we have that 
PP,,hJEk(~3]2 + 1 as k-r cr, (5.15) 
IlGll L+Qg” Rep) -+ 0 as k+‘x. (5.16) 
On the other hand, 
The first term of (5.17) approaches zero as k -+ cc by Holder’s inequality 
and (5.16). Taking into account Remark 5.1, (5.8), and using Holder’s 
inequality and the second Poincare inequality in D,,, we see that the 
second term approaches zero also. But by (5.15) and (4.7) the third term 
is bounded away from zero as k + CC and therefore the right hand side of 
(5.17) cannot approach zero. This contradiction completes the proof of the 
lemma. 
LEMMA 5.3. For each mk 3, ‘,;I: } is bounded above as E + 0. More 
precisely, there are positive constants E,(m) and C(m) such that, for 
0 <E <e(m), we have 2; < C(m). 
Proof: Fix m k 3. If I): is the mth eigenvalue for the operator -A in Q, 
with Dirichlet boundary condition, by comparison theorems of eigenvalues 
(see [l]) we have 
A; < I$ < I’Zr (5.18) 
for E small enough. 
NONSMOOTHLYPERTURBED DOMAINS 39 
LEMMA 5.4. For each m > 3, 
Proof: By Lemma 5.3, for O-CC <E,(M), we have 
Ib~llHQ2,, G 1 + 11: Q c,,, (5.19) 
where c,, is a constant depending only on m. By Proposition 3.1, it is clear 
that 
lim Il@,,II L?fR,l = 0. E-O 
So we need only to prove that 
lim Ib~,ll L3D,, = 0. E-O 
Suppose there is a sequence (Ed):=, with .sk -+ 0 as k + ‘CC and a 6 > 0 
such that lb”,“;11 L~(D,,I 2 6 for all k. Following the same procedure as in the 
proof of Theorem 4.1 (2), we can show that 
As we did above in expression (5.17); this will contradict the fact that 
Jn,, CD:; uy = 0. The lemma is proved. 
Let us prove (4.9), (4.10), and (4.11) by induction on m. We formulate 
the result as the following proposition. 
PROPOSITION 5.5. Let (Ed} be a sequence ofpositive numbers with Ek + 0 
as k -+ We. Then, for any positive number Ma 3, there exists a subsequence 
(6,) of (&k} and afinite number offunctions {WY, wz, . . . . co”,-, > defined in 
S2,, which are orthogonal in L”(Q,), such that, for each m with 3 <m < M, 
the eigenvalues { 1:; } satisfj 
)I&,]0 ‘m *,,1 - 1 as k+a (5.20) 
and the eigenfunctions (co?) satisJv (4.10) and (4.11); that is, 
wpo$-, in W(S2,j as k + w2 (4.10) 
b%L(R,jk~D~k) +’ as k--,x’. (4.11) 
In fact, co”, is an eigenfunction of (4.2) with respect to 1.0, for 1 d m < M- 1 
and coy can be chosen as l/[p(Q,)]’ ‘. 
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Proof: First we prove the result for M= 3. Consider any sequence 
{E~}F=, with ak-+O as k+ cc. If (A:, 07) is the third eigenpair for the 
problem (4.1), then, by Lemma 5.2 and expressions (5.18) and (5.19) for 
m = 3, there exist a number I2 >O, a function li, in H’(Q,), and a sub- 
sequence of {Ed}, again denoted by {Q}, such that 
,- 
A? + 2, 
(5.21) 
mEk + c 3 2 weakly in H’(Q,) and strongly in L*(Q,). 
We claim that (&, tiz) is an eigenpair of (4.2). To see this, let us con- 
struct a bounded open set Q’ with smooth boundary containing every 8, 
for E small. For any $ E H’(Q,), we consider a bounded extension to 
H’(Q), which is also called @. Then we have 
lim ll$ll - 0. 
c-0 
H’(R,U &I - 
Since (A?, WY) is an eigenpair of (4.1) in Q,,, it follows that 
By letting k + DZ, we see that 
which holds for any # E H ‘(a,). By (5.21) and Lemma 5.4, we have 
ll~2ll L2cRol = )$ 11411 L+,kl = 1 (5.23) 
and 
s 22 o”= lim ? I 
OEk ,$k = 0 (5.24) 
Do k - =, I 
31’ 
a,, 
where o; = l/[p(Q,)]“‘. Therefore, Lemma 5.2, (5.22), and (5.23) yield 
that (i,, ti2) is an eigenpair of (4.2) with fi, >O and I(ti211L2~n0, = 1. 
Moreover, (5.24) and the minmax principle imply that I,> 2:. 
Claim. li, = 2:. 
Proof of the claim. It suffices to prove that 
1, ,< 2;. (5.25) 
For the problem (4.2), choose an eigenfuntion 6: of 1: with 
ll$iY f+20, = 1 and extend it by reflection across r: to a domain containing 
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8, for each EE (0, .Q). Call the extension also 6: and define &,4 = 6i(Q,, 
which is well-defined in H’(Q,) and in fact is bounded in H’(Q,) uniformly 
for E E (0, E,,). Note that 5,; is not in general an eigenfunction for (4.1). We 
have 
and 
as k -+ a because of Holder’s inequality, Proposition 3.1, and Theorem 4.1. 
Therefore for k large enough (oy, oy, 6?} are linearly independent and 
we can apply the Gram-Schmidt procedure to find a function 
$,, = U,(EJ q+ U2(&k) coy + ii f5,4" 
such that jn,, 4,~": = 0, In,, d,uy = 0, and fn,, JbEk12 = 1. The coefficients 
a,(~,+), uZ(sp), and ii are unique up to a change of sign. From 
straightforward calculations, we see that a,(~~) + 0, aZ(sk) + 0, and 
Ia( -+ 1 as k + a. Therefore, by the minmax principle, it is clear that 
where I(&~) + 0 as k + >x. 
From the special construction of 6?, we have 
as k + co and therefore (5.25) is proved. 
To prove (4.10) and (4.11), choose oi= liz. Then we have WY -09 
weakly in Hr(s2,) as k + ISC and 
lim sup Il4ll iltQo, k-x <&li$l +A?)< 1 +%;= IIW;I/~l,QO). 
From here, we obtain (4.10) for m= 3 (see [4]). Moreover, a direct 
calculation yields Ilo~ll L1(R,kU D,k) -+ 0 as k -+ ~8 and therefore (4.11) is 
proved for nz = 3. This completes the proof for M= 3. 
We use induction to supply the proof for the case for M> 3. Suppose it 
is true for some A4 >, 3; that is, for the sequence (Q} with .Q -+ 0 as k + m, 
there exist a subsequence {S,) or (Ed) and a finite number of functions 
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(my, w!, . . . . CIJL- L } defined in Q,,, which are orthonormal in I,‘(@,), such 
that, for each m with 3 <m G M, we have (5.20), (4.10), and (4.11). Let us 
consider M+ 1. 
By the same reasoning as before, for the (M+ 1 )-eigenpair (A$+, , o$+ L) 
for the problem (4.1), there exist a positive number 1, > 0, a function C,,,, 
in H’(Q,), and a subsequence of (bk}, which we call (6,) again, such that 
) 6a “.w+, 44
G,I -+fi.w weakly in H’(Q,) and strongly in L’(Q,). 
(5.26) 
Similarly, we have that (i,, CM) is an eigenpair of (4.2) with Jlti,wlJ r~,noj= 1
and jn, op k, = 0 for i= 1, . . . . M- 1 which, in turn, shows that fi,> AL. 
Analogously, we claim that 
L < 1:. (5.27) 
To prove this, choose the eigenfunction CAL of (4.2) with respect to the 
eigenvalue I.“, with /15,0,11 r~(noj = 1 and ~,,5~,wp=O for i= l,..., M- 1, 
and then proceed as for the case M= 3. 
Proof of Theorem 4.2. We denote that, in (5.20) for fixed m 3 3, the 
eigenvalue AH, _ , does not depend on the choice of the sequence {.Q) 
although the eigenfunction wfl _ , does. This completes the proof of 
Theorem 4.2( 1). 
By the standard diagonal method, it is clear that a subsequence {~5~) can 
be chosen such that (4.10) and (4.11) are true for all m23. 
To complete the proof of the Theorem 4.2, we have to show (4.12). The 
proof is basically the same as what we did in Theorem 4.1(3). Once 
we have 06*+wo in H’(Q,), consider the same function 8, set 
M$ = rY(wz -%z _ ,‘i,-And apply the regularity theorem to the differential 
equation verified by ~2; that is, 
on Xl,, 
for some f$. 
6. MIXED BOUNDARY PROBLEM 
In the previous sections, we have seen that the Neumann boundary 
problem presents a singular behavior. The natural question arising at 
this point is what happens with a more general boundary condition. We 
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give in this section an answer to this question for the standard boundary 
conditions. 
Let us consider the operator B0 defined by 
B,(x, u) = g + U&Y) u on fc52, 
(6.1 j 
l&(x, u) = u on r” = IX?,\& 
where go is a piecewise continuous bounded nonnegative function on r and 
r” is a regular subset of dQo. With B0 defined in this way, we consider the 
eigenvalue problem on Q, 
-Au=h in Q0 
(6.2) 
B,u=O on ai2,, 
which corresponds to a Dirichlet problem on r” and a mixed problem 
on r. 
To define the perturbed problem in Q,, we need to consider a boundary 
operator B, acting on &2, which approximates in some sense the operator 
B,. We need the sets z,, r,, and d, defined in Section 2. We will choose 
B, = B, on zE, but the values of B, on r,ud, will depend on the value of 
B, in a neighborhood of (0,O) E Ss2, in the following way. 
Part 1 (Neumann boundary conditions near zero). If (0,O) E r and 
(TV = 0 in a neighborhood of (0, 0), then 
BE(X, u) = g on r,ucI,. (6.3) 
Part 2. If (0.0) E r”, then 
BE(X) u) = u on rEudE. (6.4 
Part 3. If (0,O) E r and (T,, > 0 in a neighborhood of (0, 0), then 
BE(X, u) = g + a,(x) u on r,ud,, (6.5 
where a, satisfies m, d a,(x) < M, for x E rE u d, with mE = inf,, r; a,(?r) and 
M, = supXs r; a,(x). 
For example, if aO(x) = O0 constant in a neighborhood of (0,O) E da,,, we 
will define B, = au/& + 5,~ on rs u d,. 
44 ARRIETA, HALE, AND HAN 
Hence, we can consider the perturbed problem 
-Au=Lu in R, 
Beu=O on iiQ2,. 
(6.6) 
In any of the three cases, we denote by {AP,},:=, and {A~}~= I the eigen- 
values of (6.2) and (6.6) arranged in increasing order and with multiplicity 
and {o;}z=, the eigenfunctions corresponding to {A:}:=,. To avoid 
technicalities and to make the statements of the theorems more clear, we 
suppose that A’: > 0, which is certainly true for cases 2 and 3 and will also 
be true for case 1 if we assume that either e0 f 0 or r x # 0. 
We have the following results. 
THEOREM 6.1 (Neumann conditions near (0,O)) (Singular behaoior). For 
n > (N + 1 )/( N - 1 ), the following assertions hold: 
( 1) (Convergence of eigenualues) 
lim A; = 0, (6.7) E-0 
lim Ak=Ajj,-, for rn> 2. (6.8) 
E-0 
(2) (Convergence of the first eigenfuction) 
CO;+0 in H’(O,) as E +O. (6.9) 
(3) (Convergence of the remainder of the eigenfunctions) For an) 
sequence of positive numbers {Ed )p=, with Ed + 0 as k + CJZ, there exist a 
subsequence {S,} F=, and a complete system of orthonormal eigenfunctions 
{qXL of(6.2) such that, for any positive integer m 2 2, 
0 w;-+o,,-, in H’(Qo) as k+ XI. (6.10) 
For the other boundary conditions in Parts (2) and (3), we have 
THEOREM 6.2 (Other boundary conditions near (0,O)) (Regular behavior). 
With only the restriction g > 1, the following assertions hold: 
(1) (Convergence of eigenvalues) For any m 2 1, 
lim Ai, = A:,. (6.11) 
E--10 
(2) (Convergence of the eigenfunctions) For any sequence of positive 
numbers {Ed > p= , with .sk -+ 0 as k + 00, there exists a subsequence {6,},“=, 
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and a complete system of orthonormal eigenfunctions {oO,}~= L of (6.2) such 
that, for any positive integer m 2 1, 
&k -+ coo m ,?I in H’(Q,) as k--t 0s. (6.12) 
Remark 6.3. It is clear from Theorems 6.1 and 6.2 that the existence of 
singular behavior in the eigenvalue problem depends only on the value of 
the boundary operator B, near (0,O). 
Idea of the Proofs 
The proofs are basically the same as the one in the previous section for 
Neumann conditions on &2,. The only difference is that, in these new 
cases, we will need to use some trace theory since the weak version of 
(6.2) and (6.6) and the minmax principle involve some integrals over the 
boundary. 
Part 1. For example, to prove (6.7), we define a function 
(P,E H’(QE) n C(Q,) depending only on the x-variable such that 
cp& = 1/(@,)‘~2) Eni on D,, cp, = 0 in Q, and is linear on R,. By the 
minmax principle, 
as E -+ 0, which proves (6.6). Then we can verify (6.9). Statements (6.8) and 
(6.10) are proved in the same way as in Theorem 4.2. 
Part 2. Note that this case includes the Dirichlet problem (r” = &2,), 
which has been studied extensively by other authors in a somewhat more 
general context (higher order elliptic operators and more general perturba- 
tions of the domain) and they have proved the continuity of eigenfunctions 
(see [2]). In the situation where r X # K?,, the proof does not differ 
essentially from the one in [2]. Basically, we prove that, if U,E H’(Q,), 
BEuE=O, and JIu II E H~(R,, <C for some C independent of E, then 
lim E-0 lI~,Il L~,R,vD,J =0. Using now standard properties of weak and 
strong convergence in H’(Q,), the minmax principle, and some trace 
theory, Theorem 6.2 can be proved easily. 
Part 3. In this case, we need the following analogue of Proportion 3.1. 
PROPORTION 6.4. if there are a constant C > 0 and a family of functions 
uE~H1(Q,) with IIu,II~I,~,,<C and 
jDt tvu2 + j a,uzd C for cE(O,e,), 
4 
(6.13) 
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then 
lim Il~EllL~(RiuDr~=O. (6.14) 
E’O 
ProoJ By Proposition 3.1, we only need to prove that 
lim Ilu,I/ L2(D,J = 0. (6.15) E-.0 
If (6.15) is false, then there exists a sequence {Ed} with .Q + 0 as k + cc 
and a positive number S such that 
Ik,II LZ(L&) 2 6. (6.16) 
If 1, denotes the first eigenvalue of the eigenvalue problem 
-Au=lu in D, 
au ~+b”u=o on d, 
au 
G=O on rF, 
then by the minmax principle, (6.13), and (6.16), we deduce that 
But direct calculations show that 1, + a as E +O. This contradiction 
completes the proof of Proposition 6.4. 
Once we have Proposition 6.4, we proceed to prove Theorem 6.2 in the 
way that was indicated in Part 2. 
7. A PERTURBATION WITH r COMPONENTS 
So far we have dealt with a perturbation of a fixed domain Q, by adding 
a single set R, u D, which shrinks to a point Poe 8R, as E + 0. Clearly 
a natural generalization of this perturbation can be done by adding r 
different sets Ri u Di, . . . . R,‘u 0: which shrink to r different points 
PI, . . . . P, on &2, as E + 0. Let us call this new perturbation Szi. 
From Section 6, it is clear that the effect of a perturbation by adding 
R; u Df for 1 < i < r will depend only on the boundary condition on aQo. 
Therefore, roughly speaking, we can say that the singular behavior of the 
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eigenvalue problem on Q: will be the sum of the singular behaviors of the 
problems when we add the single set Ri u 0: for 16 i < r. For example, 
it is clear that, under Dirichlet boundary conditions, we will obtain 
continuity of eigenvalues and eigenfunctions when E -+ 0 and the proof is 
the same as in Section 6, Part 2. 
For Neumann boundary conditions, we will have 
lim A;=0 for 26m<r+l 
E-O 
lim A”, = At,-, for m > r+ 2, 
E’O 
where {lf,,}~=, and {AL}:=, are the sets of eigenvalues in 52: and Qo, 
respectively, arranged in increasing order and with multiplicity. Similar 
results hold for eigenfunctions. In other words, we obtain r eigenvalues 
going to zero. The proof is essentially the same as the proof of Part 2 of 
Theorem 6.1. 
For mixed boundary conditions, if, for example, B, = du/lJn near 
P,, . . . . P, and B,= u near P,, Ir . . . . P, for some 1 <s < r, then we will 
obtain 
lim A”,, = 0 
E--.0 
for l<m<s 
lim A; = Ai-, for r>s+l 
E-0 
and similar statements for the eigenfunctions. 
Remark 7.1. We can construct now a perturbation R, of a fixed 
domain Q, such that the Neumann problem presents an extremely singular 
behavior in the sense that, for any positive integer m, 1: -+ 0 as E + 0; that 
is, for any 6 > 0, 
lim #(O<A<6:A is an eigenvalue in 52,) = + Ixj. (7.1) 2’0 
The idea is to create perturbations as described in Section 2 such that as 
E -+ 0 the number of points at which this kind of perturbations are attached 
grows up to infinity. Moreover, we can construct R, and determine positive 
constants C and IX in such a way that 1: ,< C.9 for all E sufficiently small. 
Now it is not diflicult to construct a continuous family of domains fi, 
with the properties 
and 
diam (6,) + 0 as E+O (7.2) 
I;+0 as E+O (7.3) 
505.91 1.4 
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for any positive integer m, where km is the mth eigenvalue of -A in fi, with 
Neumann boundary condition. In fact, define fi, = P’SZ, with 0 < p < u/2. 
Clearly, (7.2) and (7.3) are verified. 
8. DOMAINS WITH THIN CHANNELS 
In order to study the bifurcation of equilibria of a nonlinear parabolic 
equation under perturbation of the domain, Hale and Vegas [S] and 
Vegas [ 141 imposed some restrictions on the perturbed domain Q, to 
ensure nonsingular behavior of the Neumann eigenvalue problem as E + 0. 
To be precise, the situation in those papers is as follows: Q, is the union 
of two connected smooth domains $2: and Qt, Qn, is a connected smooth 
domain, and p(Q,\Q,) -+ 0 as E + 0. Moreover, if 1: is the kth eigenvalue 
for -A in Q, with Neumann boundary condition then 
(Hl) A; is continuous in E, simple for E sufficiently small, and 2; + 0 
as E + 0; 
(H2) IR,..RO Iw;12 + 0 as E + 0 for any eigenfunction of 1: of norm one 
in L’(Q,); 
(H3) A; is bounded away from zero in a neighborhood of E = 0; 
(H4) for E > 0, there is a linear extension operator E, : L.‘(Q,) -+ 
L2(R”) with E,(H’(Q,))c H1(RN) such that IIE,I( <C(E) as a linear 
operator in Y(L2(Q,), L’(R”)) as well as A?(H’(R,), H’(RN)), where C(E) 
is bounded in compact sets of (0, 11. For E = 0, there is a bounded linear 
extension operator E,,:L’(Q,) + L2(RN) with E,,(H’(Q,)) c HL(RN). 
FIGURE 8.1 
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In Section 7 of [8], an example is given of domains QE in R2 which 
verify hypotheses (Hl)-(H4). The domain 8, resembled a barbell with a 
handle. On the other hand, in the verification of the hypotheses 
(Hl )-( H4), they used in an essential way that the handle is a very nice 
domain in the sense that the boundary of R, is given by the graph of a 
function with some properties of convexity and concavity (see Fig. 8.1). 
It is the purpose of this section to give a more general example of a 
family of domains Q, verifying (Hl )-(H4). 
Consider sZ,$, Q,” c RN bounded connected smooth domains such that 
(1) there exist c(, 8, y > 0 satisfying 
and 
{(x,y)~Rx R”- ’ :o<x<y+cc, 111’11 <p}nR,R 
= {(x,J’):y<-~<Y+‘% IIJ’II <P>; 
(2) B,LnB,R=IZj. 
Consider R, c {(x, y) E R x RN- ’ : 0 d x d 7, I()‘II < fl}, any connected 
set, such that: 
(3) Q,” u Q,” is a bounded connected smooth domain in R”. 
Define RE={(x,.zy):(x,y)~Rl} and Q,=Q~uR,uQ,R. We have the 
following proposition similar to Proposition 3.1. 
PROPOSITION 8.1. If there are a constant C > 0 and a family of functions 
u, E ff’(Q,) tt-ith IIu,II H1(R,l < C for E E (0, q,) such that [IVU~II~I~~,, + 0 as 
E + 0, then 
lim IIu,II~Q,~=O. (8.1) 
E-0 
It is clear that once this proposition is proved, hypotheses (Hl )-(H2) 
are proved with the same method as in [S]. From the definition of R,, it 
is clear that (H4) is verified. 
Proofoftheproposition. ChooseD,c{(~,),)ERxR~-‘:y<x<y+C(, 
II ~‘11 < /?} such that Q,” u R, u D, is a connected smooth domain in RN. Set 
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i?, = R, u D, and R, = {(x, sy) : (x, y)~ k,}. Then it is clear that 
R, c R, c 52,. We will prove that 
lim Il~,ll L2(~,) = 0, (8.2) E-0 
which implies (8.1). 
Consider a C”-function r : [0, y] + [0, l] such that 
Y(X) = 1 x E co, 4.21, 
O<r(x)< 1 x E Cd29 @I, 
r(x) = 0 -I, E ca, ?/I, 
and define a function 11, in i?, as 
u,(x, I’) = 
0, for (x,J~)ER,, cr<x<lj 
u,( -x, y ) . r(x) for (x,~)ER,, O<.x<cc. 
If we let QE = {(x, Y) : --CI <.x < 0, Ilyll <BE), then IId Lq~,) G IMI L2(Q& BY 
the Sobolev embedding theorem and the Holder inequality, IIu,II~~(~~, + 0 
as E + 0 and therefore 
as E -0. (8.3) 
Moreover, 
IIVLl,ll L2(Rc) Q cL Iivu,II L2(Qe) + c2 II”,II L2(Qz) + o as E + 0. (8.4) 
Define w, = U, - D, in 8,. By the construction of v,, it is clear that w, = 0 
on f: =ai?,ndQ2,L. Furthermore, by (8,3) and (8.4), lim,,, (Iw,-u~((~z(~~) 
=0 and JIVO,JI~Z(,Q+O as s-+0. 
Suppose (8.2) is not true. Then there exist a strictly positive real number 
6 and a sequence { sk}kr, L converging to zero such that ))o,,(( L2(~,,j >, 6 and 
IIVw,,Ij L+~,,, + 0 as k -+ co. This means that, if 1, is the first eigenvalue of 
the problem, 
-Au=h in R, 
u= 0 on ri 
au 
an= 
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But 
and by a change of coordinates which transforms ii, onto ii,, it is easy to 
obtain 
where 1, is the first eigenvalue of 
-Au=h in r?, 




Since this eigenvalue is strictly positive, we have lim inf, _ o i, > 1, which 
contradicts (8.5). 
Remark 8.2. In the same spirit as in Remark 2.1, we can eliminate the 
restriction that Qt and Szt have a piece of a hyperplane in their boundaries 
and even the fact that R, converges to a line instead of a curve. 
Consider two C’-domains si,’ and 6,” for which the closures have 
empty intersection. Let P, E h," and P,E~: be two points and let 
C : [0, l] + RN be a Cl-function satisfying 
(i) C(O)= PL, C(l)= P,, 
(ii) C(s)Ea(BgLusi,“) for any s~(0, l), 
normili’,e~;bo,) . n( PL) # 0, C’( 1) . n( PR) # 0, where n( . ) denotes the 
For a fixed fi, we define 
6,={C(s)+B(O,P):sE[O, 11) 
Ol,={(.u,?,)~R":OQxdl,lyl<p)uB((O,O),p)uB((1,O),p). 
Using partition of unity, the smoothness of the function C and the 
smoothness of the boundary a(si,” usi,“), as well as hypotheses (i), (ii), 
and (iii), we can find (for j3 sufficiently small) a C’-diffeomorphism 
x : 8, -+ 0, such that 




w%n&)= (641’): IA <b) 
x(a~,“n~,)={(l,~~):I~l<P} 
&\Cf(b,“)) = {(A-, y) E 0, : 0 < .Y < 1). 
Now we can define R, c 0, as we did above and let & = x ~ ‘(R,) E 6,. 
Let si,=si~~l?~vtigR be our perturbation of the disjoint domain 
si,’ u Lg. Using the same technique as in Remark 2.1, we can prove 
Proposition 8.1 for the perturbation fi, and therefore hypotheses 
(HI )-(H3) are satisfied for this new perturbation. To verify that hypothesis 
(H4) is satisfied for fi, is a simple exercise of extension theory for 
operators. 
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