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REMARKS ON THE EXTENDED GROSS-KEATING
DATA AND THE SIEGEL SERIES OF A QUADRATIC
FORM
SUNGMUN CHO, TAMOTSU IKEDA, HIDENORI KATSURADA,
AND TAKUYA YAMAUCHI
Abstract. The Gross-Keating invariant is a key ingredient to
compare the arithmetic intersection number on orthogonal Shimura
varieties with the central derivative of the Fourier coefficients of the
Siegel-Eisenstein series in the context of Kudla’s program.
In this paper, we give a formula for obtaining the Gross-Keating
invariant and the extended GK (=Gross-Keating) datum defined
over any finite extension of Zp (for p > 2) and over any finite
unramified extension of Z2.
Introduction
Motivation of the content. In 1993, B. Gross and K. Keating (cf.
[6]) computed certain arithmetic intersection number in the self-product
Y0(1)×Y0(1)/Z of the moduli stack Y0(1) of elliptic curves over Z. One
amazing fact in their work is to describe it purely in terms of (Euler
product and) certain invariant of a ternary quadratic form over Zp in-
vented by themselves. This invariant is later generalized to a quadratic
lattice (or a half-integral symmetric matrix) of any degree defined over
a finite extension of Zp. It is nowadays called the Gross-Keating in-
variant.
S. Kudla later confirmed that the arithmetic intersection number of
Gross-Keating does match with the central derivative of the Fourier
coefficients of the Siegel-Eisenstein series of weight 2 and of degree 3.
He further proposed a program in [10] that the arithmetic intersec-
tion number on GSpin(n, 2) Shimura varieties would match with the
derivative of the Fourier coefficients of the Siegel-Eisenstein series of
weight 2 (or 3/2) and of degree n + 1, so-called the Kudla’s program.
His program is proved when n ≤ 3 by Kudla, Kudla-Rapoport, and
Kudla-Rapoport-Yang.
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A major (and the most difficult) step in Kudla’s program is to com-
pare the local intersection multiplicity with the derivative of the Siegel
series. Here, the Siegel series is the local factor of the Fourier coeffi-
cient of the Siegel-Eisenstein series, associated to a quadratic lattice
defined over a finite extension of Zp. A main strategy used in all works
handling with n ≤ 3 is to precisely compute both sides of the local
intersection multiplicity and the Siegel series, and then to compare
them directly. There had not been known a conceptual evidence of the
relation between both sides.
Recently, in [8], two (Ikeda and Katsurada) of us proved that the
Siegel series associated to a local quadratic lattice of any degree is
completely determined by the Gross-Keating invariant imposed with
additional datum, called the extended GK datum. On the other hand,
when n ≤ 3, the local intersection multiplicity is also formulated in
terms of the Gross-Keating invariant.
Therefore, the subject of our paper plays a crucial role to under-
stand the relation between both sides conceptually, beyond matching
their values, and to study the general case with n ≥ 4, because it would
formulate both the local intersection multiplicity and the Siegel series.
In this direction, two (Cho and Yamauchi) of us recently studied a con-
ceptual relation in Gross-Keating’s case and in Kudla’s program with
n ≤ 3 in [5], using the formula of the extended GK datum explained
in this paper.
Another motivation of studying the extended GK datum is the con-
tribution to the theory of the local density. The local density α(L, L′)
for given two quadratic lattices (L, qL) and (L
′, qL′) defined over a fi-
nite extension of Zp is a very important object in number theory. For
example, if L′ = Hk, then the local density α(L,Hk) is nothing but the
Siegel series associated to a quadratic lattice (L, qL). If L = L
′, then
the local density α(L, L) is the local factor of the Smith-Minkowski-
Siegel mass formula, which is an essential tool in the classification of a
global quadratic form.
In general, the local density α(L, L′) is notoriously difficult to com-
pute and to study conceptually. It is also hard to find which invariant
of a quadratic lattice determines the local density. We expect that it
might be formulated in terms of the extended GK datum’s, stated in
the following problem:
Problem 0.1. ([4], Problem 1.1) For given two quadratic lattices (L, qL)
and (L′, qL′), can the local density α(L, L
′) be determined by certain se-
ries of the extended GK datum’s?
3The paper [8] confirmed it, in the case L′ = Hk. On the other
hand, it is also confirmed in the case that L is defined over a finite
unramified extension of Z2 and L
′ = L by Theorem 1.2 of [4] which
uses the formula of this paper. Therefore, having a precise formula of
the extended GK datum would be necessary to approach the general
case of the proposed problem.
Introduction of the content. Let F be a non-archimedean local
field of characteristic 0, and oF the ring of integers in F . As explained
in the above subsection, it is an important problem to give an explicit
formula for the Siegel series of a half-integral symmetric matrix (or
a quadratic lattice) over oF . In [9], the third named author gave an
explicit formula for the Siegel series in the case oF = Zp. However
the formula is complicated at a glance in the case p = 2 and it is not
clear which invariant of a half-integral symmetric matrix determines the
Siegel series. To overcome these, in [7] we introduced the extended GK
datum, which is an extended version of the Gross-Keating invariant,
and in [8] we gave an explicit formula for the Siegel series of a half-
integral symmetric matrix B over oF for any F in terms of it. We
note that the Gross-Keating invariant is obtained through an optimal
decomposition of B, which is not so simply obtained as its Jordan
decomposition.
One of the main purposes of this paper is to give a formula for
the extended GK datum, denoted by EGK(B), and for a naive EGK
datum of a half-integral symmetric matrix B in the case that F is a
finite unramified extension of Q2. We note that these two datums can
easily be given in the case F is a non-dyadic field (cf. Theorem 4.4).
Remarkably, EGK(B) is given through weak canonical decomposition
of B, which is more simply obtained than the optimal decomposition
of B.
Moreover, in the case F = Qp, we describe an explicit formula for
the Siegel series b(B, s) of B in terms of a naive EGK datum of B
(cf. Theorem 5.5). This formula essentially coincides with [[9], The-
orem 4.3] but the former is canonical whereas the latter depends on
a chosen matrix. We note that such a formula is generalized to any
non-archimedean local field of characteristic 0 in more sophisticated
manner in [[8], Theorem 1.1]. However, our formula has the advan-
tage of being useful for computing the Siegel series because we have an
effective formula for obtaining naive EGK data.
We now explain the content of this paper. In Section 1, we recall
the Gross-Keating invariants and the extended GK datum following
[7]. In Section 2, we introduce the notion of pre-optimal forms, and
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give a key theorem for obtaining an induction formula for naive EGK
data of pre-optimal forms (cf. Theorem 2.1) in the case F is a finite
unramified extension of Q2. In Section 3, we give an explicit formula
for the Gross-Keating invariant. In Section 4, we recall EGK data and
naive EGK data, and give an explicit formula for naive EGK datum
of a half-integral symmetric matrix in the case F is a finite unramified
extension of Q2. In Section 5, we give an explicit formula for the Siegel
series in terms a naive EGK data in the case F = Qp.
Acknowledgments This research was partially supported by the
JSPS KAKENHI Grant Number 16F16316, 25247001, 17H02834, and
16H03919.
Notation. Let F be a non-archimedean local field of characteristic
0, and o = oF its ring of integers. The maximal ideal and the residue
field of o is denoted by p and k, respectively. We put q = [o : p]. F
is said to be dyadic if q is even. We fix a prime element ̟ of o once
and for all. The order of x ∈ F× is given by ord(x) = n for x ∈ ̟no×.
We understand ord(0) = +∞. Put F×2 = {x2 | x ∈ F×}. Similarly,
we put o×2 = {x2 | x ∈ o×}. When R is a ring, the set of m × n
matrices with entry in R is denoted by Mmn(R) or Mm,n(R). As usual,
Mn(R) = Mn,n(R). The identity matrix of degree n is denoted by 1n.
For X1 ∈ Ms(R) and X2 ∈ Mt(R), the matrix
(
X1 0
0 X2
)
∈ Ms+t(R)
is denoted by X1 ⊥ X2. The diagonal matrix whose diagonal entries
are b1, . . ., bn is denoted by diag(b1, . . . , bn) = (b1) ⊥ · · · ⊥ (bn).
For two sequences A = (A1, . . . , Ar) and B = (B1, . . . , Bs) of num-
bers or sets, we denote by (A,B) the sequence (A1, . . . , Ar, B1, . . . , Bs).
1. Extended GK datum
The set of symmetric matrices B ∈ Mn(F ) of degree n is denoted by
Symn(F ). For B ∈ Symn(F ) and X ∈ GLn(F ), we set B[X ] = tXBX .
When G is a subgroup of GLn(F ), we shall say that two elements
B1, B2 ∈ Symn(F ) are called G-equivalent, if there is an element X ∈ G
such that B1[X ] = B2. We say that B = (bij) ∈ Symn(F ) is a half-
integral symmetric matrix if
bii ∈ oF (1 ≤ i ≤ n),
2bij ∈ oF (1 ≤ i ≤ j ≤ n).
The set of all half-integral symmetric matrices of degree n is denoted
by Hn(o). An element B ∈ Hn(o) is non-degenerate if detB 6= 0. The
set of all non-degenerate elements of Hn(o) is denoted by Hn(o)nd. For
5B = (bij)1≤i,j≤n ∈ Hn(o) and 1 ≤ m ≤ n, we denote the upper left
m×m submatrix (bij)1≤i,j≤m ∈ Hm(o) by B(m).
When two elements B,B′ ∈ Hn(o) are GLn(o)-equivalent, we just
say they are equivalent and write B ∼ B′. The equivalence class of B
is denoted by {B}, i.e., {B} = {B[U ] |U ∈ GLn(o)}.
Definition 1.1. Let B = (bij) ∈ Hn(o)nd. Let S(B) be the set of all
non-decreasing sequences (a1, . . . , an) ∈ Zn≥0 such that
ord(bii) ≥ ai (1 ≤ i ≤ n),
ord(2bij) ≥ (ai + aj)/2 (1 ≤ i ≤ j ≤ n).
Put
S({B}) =
⋃
B′∈{B}
S(B′) =
⋃
U∈GLn(o)
S(B[U ]).
The Gross-Keating invariant GK(B) of B is the greatest element of
S({B}) with respect to the lexicographic order  on Zn≥0.
Here, the lexicographic order  is, as usual, defined as follows. For
distinct sequences (y1, y2, . . . , yn), (z1, z2, . . . , zn) ∈ Zn≥0, let j be the
largest integer such that yi = zi for i < j. Then (y1, y2, . . . , yn) 
(z1, z2, . . . , zn) if yj > zj . We define (y1, y2, . . . , yn)  (z1, z2, . . . , zn) if
(y1, y2, . . . , yn)  (z1, z2, . . . , zn) or (y1, y2, . . . , yn) = (z1, z2, . . . , zn).
A sequence of length 0 is denoted by ∅. When B is the empty matrix,
we understand GK(B) = ∅. By definition, the Gross-Keating invariant
GK(B) is determined only by the equivalence class of B. Note that
GK(B) = (a1, . . . , an) is also defined by
a1 = max
(y1,...)∈S({B})
{y1},
a2 = max
(a1,y2,...)∈S({B})
{y2},
· · ·
an = max
(a1,a2,...,an−1,yn)∈S({B})
{yn}.
Definition 1.2. B ∈ Hn(o) is optimal if GK(B) ∈ S(B).
By definition, a non-degenerate half-integral symmetric matrix B ∈
Hn(o)nd is equivalent to an optimal form.
Let L be a free module of rank n over o, and Q a o-valued quadratic
form on L. The pair (L,Q) is called a quadratic module over o. The
symmetric bilinear form (x, y)Q associated to Q is defined by
(x, y)Q = Q(x+ y)−Q(x)−Q(y), x, y ∈ L.
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When there is no fear of confusion, (x, y)Q is simply denoted by (x, y).
If ψ = {ψ1, . . . , ψn} is an ordered basis of L, we call the triple (L,Q, ψ)
a framed quadratic o-module. Hereafter, “a basis” means an ordered
basis. For a framed quadratic o-module (L,Q, ψ), we define a matrix
B = (bij) ∈ Hn(o) by
bij =
1
2
(ψi, ψj).
The isomorphism class of (L,Q, ψ) (as a framed quadratic o-module) is
determined by B. We say that B ∈ Hn(o) is associated to the framed
quadratic module (L,Q, ψ). If B is non-degenerate, we also say (L,Q)
or (L,Q, ψ) is non-degenerate. The set S(B) is also denoted by S(ψ).
If B is optimal, then ψ is called an optimal basis. We consider Aut(L)
acting on L from the right. We note that the equivalence class of B is
determined by the isomorphism class of the quadratic modules (L,Q).
Conversely, for B ∈ Hn(o), we can take a framed quadratic o-module
(L,Q, ψ) such that B is associated to (L,Q, ψ). Then we write L as
LB. Let B = B1⊥B2 with Bi ∈ Hn(o) (i = 1, 2). Then LBi can be
regarded as a o-submodule of LB in a natural way.
For B ∈ Hn(o)nd, we put DB = (−4)[n/2] detB. If n is even, we
denote the discriminant ideal of F (
√
DB)/F by DB. We also put
ξB =

1 if DB ∈ F×2,
−1 if F (√DB)/F is unramified and [F (
√
DB) : F ] = 2,
0 if F (
√
DB)/F is ramified.
Definition 1.3. For B ∈ Hn(o)nd, we put
∆(B) =
{
ord(DB) if n is odd,
ord(DB)− ord(DB) + 1− ξ2B if n is even.
Note that if n is even, then
∆(B) =
{
ord(DB) if ord(DB) = 0,
ord(DB)− ord(DB) + 1 if ord(DB) > 0.
For a = (a1, a2, . . . , an) ∈ Zn≥0, we write |a| = a1 + a2 + · · ·+ an. We
review some results in [7].
Theorem 1.1. ([7], Theorem 0.1) For B ∈ Hn(o)nd, we have
|GK(B)| = ∆(B).
For a non-decreasing sequence a = (a1, a2, . . . , an) ∈ Zn≥0, we set
Ga = {g = (gij) ∈ GLn(o) | ord(gij) ≥ (aj − ai)/2 if ai < aj}.
7Theorem 1.2. [7], Theorem 0.2) Suppose that B ∈ Hndn (o) is optimal
and GK(B) = a. Let U ∈ GLn(o). Then B[U ] is optimal if and only
if U ∈ Ga.
For a = (a1, a2, . . . , an) ∈ Zn≥0, we put a(m) = (a1, a2, . . . , am) for
m ≤ n.
Theorem 1.3. [7], Theorem 0.3) Suppose that B ∈ Hn(o) is opti-
mal and GK(B) = a. If ak < ak+1, then B
(k) is also optimal and
GK(B(k)) = a(k).
Definition 1.4. The Clifford invariant (see Scharlau [13], p. 333) of
B ∈ Hndn (o) is the Hasse invariant of the Clifford algebra (resp. the
even Clifford algebra) of B if n is even (resp. odd).
We denote the Clifford invariant of B by ηB. If B is GLn(F )-
equivalent to diag(b′1, . . . , b
′
n), then
ηB =〈−1,−1〉[(n+1)/4]〈−1, detB〉[(n−1)/2]
∏
i<j
〈b′i, b′j〉
=

〈−1,−1〉m(m−1)/2〈−1, detB〉m−1
∏
i<j
〈b′i, b′j〉 if n = 2m,
〈−1,−1〉m(m+1)/2〈−1, detB〉m
∏
i<j
〈b′i, b′j〉 if n = 2m+ 1.
(See Scharlau [13] pp. 80–81.) If H ∈ Hnd2 (o) is GL2(F )-isomorphic to
a hyperbolic plane, then ηB⊥H = ηB. In particular, if n is odd, then
we have
ηB =
{
1 if B is split over F ,
−1 otherwise.
Theorem 1.4. [7], Theorem 0.4) Let B,B1 ∈ Hndn (o). Suppose that
B ∼ B1 and both B and B1 are optimal. Let a = (a1, a2, . . . , an) =
GK(B) = GK(B1). Suppose that ak < ak+1 for 1 ≤ k < n. Then the
following assertions (1) and (2) hold.
(1) If k is even, then ξB(k) = ξB(k)1
.
(2) If k is odd, then ηB(k) = ηB(k)1
.
Definition 1.5. LetB ∈ Hn(o) be an optimal form such that GK(B) =
a. Write
GK(B) = (m1, . . . , m1︸ ︷︷ ︸
n1
, . . . , mr, . . . , mr︸ ︷︷ ︸
nr
)
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with m1 < · · · < mr and n = n1 + · · ·+ nr−1 + nr. For j = 1, 2, . . . , r
put
n∗j =
j∑
u=1
nu.
We define ζs = ζs(B) by
ζs = ζs(B) =
{
ξB(n∗s ) if n
∗
s is even,
ηB(n∗s ) if n
∗
s is odd.
Then put EGK(B) = (n1, . . . , nr;m1, . . . , mr; ζ1, . . . , ζr). For B ∈
Hndn (o), we define EGK(B) = EGK(B′), where B′ is an optimal form
equivalent to B.
By Theorem 1.4, this definition does not depend on the choice of B′.
Thus EGK(B) depends only on the equivalence class of B. We call
EGK(B) the extended GK datum of B.
From now on, we assume that F is a dyadic field. Now we recall
the notion of reduced form. We denote by Sn the symmetric group of
degree n. Recall that a permutation σ ∈ Sn is an involution if σ2 = id.
Definition 1.6. For an involution σ ∈ Sn and a non-decreasing se-
quence a = (a1, . . . , an) of non-negative integers, we set
P0 = P0(σ) = {i |1 ≤ i ≤ n, i = σ(i)},
P+ = P+(σ) = {i |1 ≤ i ≤ n, ai > aσ(i)},
P− = P−(σ) = {i |1 ≤ i ≤ n, ai < aσ(i)}.
Write a as
a = m1, . . . , m1︸ ︷︷ ︸
n1
, . . . , mr, . . . , mr︸ ︷︷ ︸
nr
)
with m1 < · · · < mr and n = n1 + · · ·+ nr−1 + nr. For j = 1, 2, . . . , r
put
n∗j =
j∑
u=1
nu
and
Is = {n∗s−1 + 1, . . . , n∗s}.
We say that an involution σ ∈ Sn is an a-admissible involution if the
following two conditions are satisfied.
(i) P0 has at most two elements. If P0 has two distinct elements i
and j, then ai 6≡ aj mod 2. Moreover, if i ∈ Is ∩ P0, then i is
the maximal element of Is, and
i = max{j | j ∈ P0 ∪ P+, aj ≡ ai mod 2}.
9(ii) For s = 1, . . . , r, there is at most one element in Is ∩ P−. If
i ∈ Is ∩ P−, then i is the maximal element of Is and
σ(i) = min{j ∈ P+ | j > i, aj ≡ ai mod 2}.
(iii) For s = 1, . . . , r, there is at most one element in Is ∩ P+. If
i ∈ Is ∩ P+, then i is the minimal element of Is and
σ(i) = max{j ∈ P− | j < i, aj ≡ ai mod 2}.
(iv) If ai = aσ(i), then |i− σ(i)| ≤ 1.
This is called a standard a-admissible involution in [7], but in this
paper we omit the word “standard”, since we do not consider an a-
admissible involution which is not standard.
Definition 1.7. For a = (a1, . . . , an) ∈ Zn≥0, put
M(a) =
{
B = (bij) ∈ Hn(o) ord(bii) ≥ ai,ord(2bij) ≥ (ai + aj)/2, (1 ≤ i < j ≤ n)
}
,
M0(a) =
{
B = (bij) ∈ Hn(o) ord(bii) > ai,ord(2bij) > (ai + aj)/2, (1 ≤ i < j ≤ n)
}
.
Definition 1.8. Let σ ∈ Sn be an a-admissible involution. We say
that B = (bij) ∈ M(a) is a reduced form with GK-type (a, σ) if the
following conditions are satisfied.
(1) If i /∈ P0 and i ≤ j = σ(i), thenord(2bi σ(i)) =
ai + aσ(i)
2
if i /∈ P0,
ord(bii) = ai if i ∈ P−.
(2) If i ∈ P0, then
ord(bii) = ai.
(3) If j 6= i, σ(i), then
ord(2bij) >
ai + aj
2
,
We often say that B is a reduced form with GK-type a without
mentioning σ. We formally think of a matrix of degree 0 as a reduced
form with GK-type ∅. The following theorems are fundamental in our
theory.
Theorem 1.5. ([[7], Corollary 5.1]) Let B be a reduced form of GK
type (a, σ). Then we have GK(B) = a.
Theorem 1.6. ([[7], Theorem 4.1]) Assume that GK(B) = a for B ∈
Hn(o)nd. Then B is GLn(o)-equivalent to a reduced form of GK type
(a, σ) for some a-admissible involution σ.
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By Theorem 1.6, any non-degenerate half-integral symmetric matrix
B over o is GLn(o)-equivalent to a reduced form B
′. Then we say that
B has a reduced decomposition B′. For later purpose, we give the
following:
Proposition 1.1. Let B be a reduced form of type (a, σ).
(1) Assume that degB is odd and let i0 ∈ P0. Then
ord(bi0,i0) ≡ ord(detB) mod 2.
(2) Assume that degB is even and ξB = 0. Then, for any integer
k, there is an integer i0 ∈ P0 such that
ord(bi0,i0) ≡ k mod 2.
Proof. The assertion follows from Theorem 1.1. 
2. Pre-optimal forms
Throughout this section and the next, we assume that F is a finite
unramified extension of Z2, and o be its ring of integers in F . We
denote by Sm(o)e (resp. Sm(o)d) the set of even integral symmetric
(resp. diagonal) matrix of degree m with entries in o. For a sequence
a = (a1, · · · , an) ∈ Zn, put |a| = a1 + · · · + an, and ai = ai. For two
sequences a = (a1, · · · , ar) and b = (b1, · · · , bs) we write b ⊂ a if r ≥ s
and bi = ai for any i ≤ s.
Definition 2.1. We say that an element B ofHn(o)nd is a weak canon-
ical form if it satisfies the following conditions:
(1) B can be expressed as
B = 2k1J1⊥ · · ·⊥2krJr
with k1 ≤ · · · ≤ kr, where Ji ∈ Sni(o)d∩GLni(o) with 1 ≤ ni ≤
2 or Ji ∈ 12(S2(o)e ∩GL2(o)).
(2) If Ji ∈ Sni(o) ∩ GLni(o), then ki < ki+1 and for any j ≤ i − 1
such that kj = ki, Jj belongs to
1
2
(S2(o)e ∩GL2(o)).
(3) Suppose that ki+1 = ki + 1, Ji and Ji+1 are diagonal matrices ,
and that deg(2k1J1⊥ · · ·⊥2kiJi) and ord(2k1J1⊥ · · ·⊥2kiJi) are
even, then ξ2k1J1⊥···⊥2kiJi = 0.
The notion of ‘weak canonical form’ is essentially weaker than the
‘canonical form’ in [16] though a canonical form is not necessarily a
weak canonical form. We say that an element B of Hn(o)nd has a weak
canonical decomposition if there is a weak canonical form B′ such that
B ∼ B′. By using the same argument as in the proof of the main
result in [16] combined with Theorem 2.4 of [3] , we can prove that
every B ∈ Hn(o)nd has a weak canonical decomposition.
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Definition 2.2. Let B be an element of Hn(o) such that
B = 2k1C1⊥ · · ·⊥2krCr
with ki ≥ 0, where Ci is a unimodular diagonal matrix or belongs to
1
2
(S2(o)e∩GL2(o)). For a positive integer j ≤ r putB[j] = 2k1C1⊥ · · ·⊥2kjCj.
Moreover, for a non-negative integer m put
Dm = {1 ≤ j ≤ r | kj = m and Cj is diagonal},
and
Em = {1 ≤ j ≤ r | kj = m and Cj ∈ 1
2
(S2(o)e ∩GL2(o))}.
We say that B is pre-optimal if B satisfies the following conditions:
(PO1) For any non-negative integer m we have∑
j∈Dm
degCj ≤ 2
and there is an integer 1 ≤ i ≤ j such that
Em = {i, i+ 1, . . . , j − 1}.
Here we make the convention that Em = φ if i = j.
(PO2) Let 1 ≤ i < j ≤ r.
(1) Suppose that i ∈ Dm1 and j ∈ Dm2 . Then m1 ≤ m2.
(2) Suppose that i ∈ Em1 and j ∈ Em2. Then m1 ≤ m2.
(3) Suppose that i ∈ Dm1 and j ∈ Em2 . Then m1 ≤ m2 − 1.
(4) Suppose that i ∈ Em1 and j ∈ Dm2 . Then m1 ≤ m2 + 1.
(PO3) If Ci is a diagonal unimodular matrix of degree 2. Then, i ≥ 2
and one of the following conditions hold:
(1) degB[i] is even and ξB[i−1] = ξB[i] = 0.
(2) degB[i−1] is odd and ord(detB[i−1]) + ki is even.
(PO4) Suppose that ki = ki−1 − 1, Ci is diagonal, and that Ci−1 ∈
1
2
(S2(o)e ∩GL2(o)). Then degCi = 2, or degCi = 1 and one of
the following conditions holds:
(1) degB[i] is even and ord(detB[i]) is even
(2) degB[i] is odd and ξB[i−1] = 0.
(PO5) Suppose that Ci is diagonal, Ci+1 ∈ 12(S2(o)e ∩ GL2(o)) and
that ki = ki+1 − 1. Then degCi = 1, and one of the following
conditions holds:
(1) degB[i] is even and ord(det(B[i])) is odd.
(2) degB[i] is odd and ξB[i−1] 6= 0 if i ≥ 2.
(PO6) We have ξB[i] = 0 if degB
[i] is even and Ci and Ci+1 are uni-
modular diagonal and ki+1 = ki + 1.
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We call (2k1C1, · · · , 2krCr) the set of pre-optimal components of B and
denote it by POC(B).
We easily obtain the following.
Proposition 2.1. Let B = 2k1J1⊥ · · ·⊥2krJr be a weak canonical form
in Hn(o)nd.
(1) Suppose that deg Jr = 1, and put B1 = 2
k1J1⊥ · · ·⊥2kr−1Jr−1.
Then there is a pre-optimal form B′1 such that B
′
1 is equivalent
to B1 and B
′ := B′1⊥2krJr is pre-optimal, and POC(B′) =
(POC(B′1), 2
krJr).
(2) Suppose that Jr = u1⊥u2 with u1, u2 ∈ o×, and put B1 =
2k1J1⊥ · · ·⊥2kr−1Jr−1.
(2.1) Suppose that either n is even and ξB1 = ξB = 0, or n
is odd and ord(detB1) + kr is even. Then, there is a pre-
optimal form B′1 such that B
′
1 is equivalent to B1 and B
′ :=
B′1⊥2krJr is pre-optimal, and POC(B′) = (POC(B′1), 2krJr).
(2.2) Suppose that B does not satisfy the condition in (2.1).
Then, there is a pre-optimal form B′1 such that B
′
1 is equiv-
alent to B1 and B
′ := B′1⊥2kru1⊥2kru2 is pre-optimal, and
POC(B′) = (POC(B′1), 2
kru1, 2
kru2).
(3) Suppose that Jr = ⊥mi=1Ki with Ki ∈ 12(S2(o)e ∩GL2(o)).
(3.1) Suppose that kr = kr−1 + 1 and Jr−1 = u with u ∈ o×.
(3.1.1) Suppose that one of the following conditions holds
(a) degB[r−1] is even and ord(detB[r−1]) is even.
(b) r ≥ 3, degB[r−2] is odd, and ξB[r−2] = 0.
Put B1 = 2
k1J1⊥ · · · 2kr−2Jr−2. Then there is a pre-
optimal form B′1 such that B
′
1 is equivalent to B1 and
B′ := B′1⊥⊥mi=12krKi⊥2kr−1Jr−1 is pre-optimal, and
POC(B′) = (POC(B′1), 2
krK1, . . . , 2
krKm, 2
kr−1Jr−1).
(3.1.2) Suppose that B does not satisfies the condition in
(3.1.1). Put B1 = 2
k1J1⊥ · · ·⊥2kr−2Jr−2. Then there
is a pre-optimal form B′1 such that B
′
1 is equivalent
to B1 and B
′ := B′1⊥2kr−1Jr−1⊥⊥mi=12krKi is pre-
optimal, and
POC(B′) = (POC(B′1), 2
kr−1Jr−1, 2
krK1, . . . , 2
krKm).
(3.2) Suppose that kr = kr−1+1, Jr−1 = u1⊥u2 with u1, u2 ∈ o×.
(3.2.1) Suppose that one of the following conditions holds
(a) r = 2.
(b) r ≥ 3, degB[r−2] is even, and ξB[r−2] 6= 0.
(c) degB[r−2] is odd, and ord(det(B[r−2]) + kr−1 is
odd.
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Put B1 = 2
k1J1⊥ · · · 2kr−2Jr−2. Then there is a pre-
optimal form B′1 such that B
′
1 is equivalent to B1 and
B′ := B′1⊥⊥mi=12krKi⊥2kr−1Jr−1 is pre-optimal, and
POC(B′) = (POC(B′1), 2
kr−1u1, 2
krK1, . . . , 2
krKm, 2
kr−1u2).
(3.2.2) Suppose that one of the following conditions holds
(a) r ≥ 3, degB[r−2] is even, and ξB[r−2] = ξB[r−1] =
0.
(b) degB[r−2] is odd, and ord(det(B[r−2]) + kr−1 is
even.
Put B1 = 2
k1J1⊥ · · ·⊥2kr−2Jr−2. Then there is a pre-
optimal form B′1 such that B
′
1 is equivalent to B1 and
B′ := B′1⊥⊥mi=12krKi⊥2kr−1Jr−1 is pre-optimal. and
POC(B′) = (POC(B′1), 2
krK1, . . . , 2
krKm, 2
kr−1Jr−1).
(3.2.3) Suppose that r ≥ 3, degB[r−2] is even, and ξB[r−2] = 0
and ξB[r−1] 6= 0. Put B1 = 2k1J1⊥ · · ·⊥2kr−2Jr−2.
Then there is a pre-optimal form B′1 such that B
′
1 is
equivalent to B1 and B
′ := B′1⊥⊥mi=12krKi⊥2kr−1u1⊥2kr−1u2
is pre-optimal, and
POC(B′) = (POC(B′1), 2
krK1, . . . , 2
krKm, 2
kr−1u1, 2
kr−1u2).
(3.3) Suppose that kr ≥ kr−1+2 and put B1 = 2k1J1⊥ · · ·⊥2kr−1Jr−1.
Then there is a pre-optimal form B′1 such that B
′
1 is equiv-
alent to B1 and B
′ := B′1⊥⊥mi=12krKi is pre-optimal, and
POC(B′) = (POC(B′1), 2
krK1, . . . , 2
krKm).
In particular, any element B of Hn(o)nd is GLn(o)-equivalent to a
pre-optimal form.
Let
B = 2k1C1⊥ · · ·⊥2krCr
be a pre-optimal form, and put B[j] = 2k1C1⊥ · · ·⊥2kjCj as stated
above. For i let l(i) be the least integer such that i ≤ degB[l(i)].
Example 2.1. From now on for i = 1, 2, 3, 4 let ui ∈ o× and Ki ∈
1
2
(GL2(o) ∩ S2(o)e).
(I) The following (1) ∼ (6) are weak canonical forms.
(1) B = 2k1K1⊥2k2K2 with k1 ≤ k2 is a pre-optimal form and
POC(B) = (2k1K1, 2
k2K2).
(2) B = 2k1K1⊥2k2u2⊥2k3u3 with k1 ≤ k2 ≤ k3 is a pre-optimal
form and POC(B) = (2k1K1, 2k2u2, 2k3u3).
(3) B = 2k1u1⊥2k2K2⊥2k3u3 with k1 < k2 ≤ k3 is a pre-optimal
form and POC(B) = (2k1u1, 2
k2K2, 2
k3u3).
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(4) B = 2k1u1⊥2k2u2⊥2k3K3 with k1 ≤ k2 < k3.
(4.1) Suppose that k3 ≥ k2−2 or k3 = k2−1 and k1+k2 is odd.
Then, B is pre-optimal and POC(B) = (2k1u1, 2k2u2, 2k3K3).
(4.2) Suppose that k3 = k2−1 and k1+k2 is even. Then, B is not
pre-optimal. But B′ = 2k1u1⊥2k3K3⊥2k2u2 is equivalent to
B and pre-optimal, and POC(B′) = (2k1u1, 2k3K3, 2k2u2).
(5) B = 2k1u1⊥2k2u2⊥2k3u3⊥2k4u4 with k1 ≤ k2, k2 + 2 ≤ k3 ≤ k4
is pre-optimal.
(5.1) Suppose that k3 = k4 and ξB(2) = ξB = 0. Then POC(B) =
(2k1u1, 2
k2u2, 2
k3u3⊥2k3u4).
(5.2) Suppose that B does not satisfy the condition in (5.1).
Then, POC(B) = (2k1u1, 2k2u2, 2k3, 2k4u4).
(6) B = 2k1u1⊥2k2u2⊥2k3u3⊥2k4u4 with k1 ≤ k2 = k3 < k4 is pre-
optimal.
(6.1) Suppose that k1+k2 is even. Then POC(B) = (2k1u1, 2k2u2⊥2k3u3, 2k3u4).
(6.2) Suppose that k1+k2 is odd. Then, POC(B) = (2k1u1, 2k2u2, 2k3, 2k4u4).
(II) Let B = 2k1u1⊥2k2u2⊥2k3u3⊥2k4u4 with k1 ≤ k2, k2+1 = k3 ≤ k4
(II.1) Suppose that ξB(2) = 0. Then B is weak-canonical and pre-
optimal, and the same property as (5) holds.
(II.2) Suppose that ξB(2) 6= 0. Then B is neither weak-canonical nor
pre-optimal. But there are u′1, u
′
2 ∈ o× such that 2k1u′1⊥2k2u′2⊥2k3u3⊥2k4u4
is equivalent to B and satisfies the same condition as (II.1).
Lemma 2.1. Let
B = 2k1C1⊥ · · ·⊥2krCr
be a pre-optimal form in Hn(o) as above. Let
B1 = 2
k1C1⊥ · · ·⊥2kr−1Cr−1
and
B2 = 2
krCr.
Then we have the following.
(1) We have
(GK(B)1, · · · ,GK(B)n1)  GK(B1).
(2) If there are integers bn1+1, · · · , bn1+n2 such that
(GK(B1), bn1+1, · · · , bn1+n2) ∈ S({B}), then
GK(B1) = (GK(B)1, · · · ,GK(B)n1).
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Proof. The first assertion follows from [[7], Lemma 1.2]. Suppose that
there are integers bn1 , · · · , bn and U ∈ GLn(o) such that (GK(B1), bn1 , · · · , bn) ∈
S(B[U ]). Then we have (GK(B1), bn1+1, · · · , bn)  (a1, · · · , an), and in
particular GK(B1)  (a1, · · · , an1). This proves the assertion. 
Theorem 2.1. Let
2k1C1⊥ · · ·⊥2krCr
be a pre-optimal form in Hn(o), and B1 = 2k1⊥ · · ·⊥2kr−1Cr−1. Put
n1 = degB1, and m = kj or m = kj − 2 according as Cj is unimodular
diagonal or not. Suppose that the following conditions hold
(1) There are integers bn1+1, . . . , bn such that (GK(B1), bn1+1, . . . , bn) ∈
S({B})
(2) an1+1 ≤ m+ 2.
Then there is an optimal basis {ui}1≤i≤n of LB such that {ui}1≤i≤n1 is
an optimal basis of LB1.
Proof. Let GK(B) = (a1, · · · , an). Then by the assumption (1) and
Lemma 2.1, we have GK(B1) = (a1, . . . , an1). We note that we have
an1 ≤ m + 2 by the assumption (2). Let {ψ1, · · · , ψn} be an optimal
basis of LB. First suppose that B2 = 2
kǫ. Then m = k. Let φ˜n be a
basis of LB2 . For i = 1, · · · , n, write ψi = φi + ciφ˜n with ci ∈ o, where
φi is an element LB1 . Then there is an integer 1 ≤ i ≤ n such that
ci ∈ o∗. Take the greatest integer i0 satisfying such a condition, and for
1 ≤ i ≤ n such that i 6= i0 put
φ′i =
{
φi − c−1i0 ciφi0 if i ≤ i0 − 1
φi if i ≥ i0 + 1,
and Φ′ = {φ′i (1 ≤ i ≤ n, i 6= i0)}. Then Φ′ forms a basis of LB1 , and
can be expressed as
φ′i = ψi + diψi0 + 2eiφ˜n
with some di, ei ∈ o such that di = 0 if i > i0. We note that
(φ′i, φ
′
j) + 4eiej(φ˜n, φ˜n)
= (ψi, ψj) + di(ψi0 , ψj) + dj(ψi0 , ψi) + didj(ψi0 , ψi0)
and
ord(4eiej(φ˜n, φ˜n)) ≥ m+ 3
for any 1 ≤ i, j ≤ n such that i 6= i0, j 6= i0. Hence we have
ord(2−δi,j(φ′i, φ
′
j)) ≥ (ai + aj)/2
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for any 1 ≤ i, j ≤ n such that i 6= i0 and j 6= i0. This implies that the
sequence (b1, . . . , bn−1) defined by
bi =
{
ai if 1 ≤ i ≤ i0 − 1
ai+1 if i0 ≤ i ≤ n− 1
belongs to S(Φ′), and hence we have (b1, · · · , bn−1) = GK(B1) remark-
ing that (a1, . . . , an−1)  (b1, . . . , bn−1). Put Φ = Φ′ ∪ {ψn}. Then Φ
forms a basis of LB, and since we have an ≤ kr + 2, we easily see that
ord((φ′i, ψn)) ≥ (an + ai)/2
for any 1 ≤ i ≤ n such that i 6= i0. Hence we have (a1, . . . , an) ∈ S(Φ),
and Φ is an optimal basis of LB. This implies that Φ satisfies the
required property.
Suppose that B2 = 2
kC with degC = 2. Then m = k or m = k − 2
according as C is unimodular diagonal or not. Let φ˜n1, φ˜n2 be a basis
of LB2 . Then by using the same argument as above, we can show that
there are two integers 1 ≤ i1 < i2 ≤ n and a basis φ′i (i 6= i1, i2) of LB1
such that
φ′i = ψi + di1ψi1 + di2ψi2 + 2ei1φ˜n1 + 2ei2φ˜n2,
where dij, eij ∈ o such that di1 = 0 if i > i1 and di2 = 0 if i > i2. Put
Φ′ = {φ′i (1 ≤ i ≤ n, i 6= i1, i2)} and
bi =

ai if 1 ≤ i ≤ i1 − 1
ai+1 if i1 ≤ i ≤ i2 − 1
ai+2 if i2 ≤ i ≤ n− 1.
We note that
(φ′i, φ
′
j) + 4{ei1ej1(φ˜n1, φ˜n1) + (ei1ej2 + ei2ej1)(φ˜n1, φ˜n2) + ei2ej2(φ˜n, φ˜n2)}
= (ψi, ψj) + di1(ψi1 , ψj) + di2(ψi2 , ψj) + dj1(ψi1 , ψi) + dj2(ψi2 , ψi)
+ di1dj1(ψi1 , ψi1) + (di1dj2 + dj1di2)(ψi1 , ψi2) + di2dj2(ψi2 , ψi2)
and
ord(4{ei1ej1(φ˜n1, φ˜n1)+(ei1ej2+ei2ej1)(φ˜n1, φ˜n2)+ei2ej2(φ˜n, φ˜n2)}) ≥ m+3
for any 1 ≤ i, j ≤ n such that i 6= i1, i2, j 6= i1, i2. Put Φ = Φ′ ∪
{ψn−1, ψn}. Then similarly to above we can show that
ord(2−δi,j(φ′i, φ
′
j)) ≥ (ai + aj)/2
for any 1 ≤ i, j ≤ n such that i 6= i1, i2, j 6= i1, i2,
ord((φ′i, ψj)) ≥ (ai + aj)/2
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for any 1 ≤ i ≤ n− 2, n− 1 ≤ j ≤, and
ord(2−δij (ψi, ψj) ≥ (ai + aj)/2
for any n− 1 ≤ i, j ≤ n. Thus, by using the same argument as above,
we can prove the assertion.

Let B ∈ Hn(o). Let n be odd. Then we recall that
∆(B) = ord(detB) + n− 1.
Let n be even. Then we remark that
∆(B) =
 ord(detB) + n− 2 if ord(detB) ≡ 1 mod 2ord(detB) + n− 1 if ord(detB) ≡ 0 mod 2 and ξB = 0ord(detB) + n if ξB 6= 0.
Hence, we easily obtain:
Lemma 2.2. Let B = 2k1C1⊥ · · ·⊥2krCr be a pre-optimal form in
Hn(o). Put B1 = 2k1C1⊥ · · ·⊥2kr−1Cr−1, and B2 = 2krCr.
(1) Let n2 = 1.
(1.1) Let n1 be even. Then
∆(B)−∆(B1) =
 kr + 2 if ord(detB1) is oddkr + 1 iford(detB1) is even and ξB1 = 0
kr if ξB1 6= 0.
(1.2) Let n1 be odd. Then
∆(B)−∆(B1) =
 kr if ord(detB) is oddkr + 1 iford(detB) is even and ξB1 = 0
kr + 2 if ξB 6= 0.
(2) Let n2 = 2 and Cr is unimodular diagonal. Then
∆(B) = ∆(B1) + 2kr + 2.
(3) Let Cr = H or Y. Then
∆(B) = ∆(B1) + 2kr.
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3. Explicit formula for GK invariant
Theorem 3.1. Let r ≥ 2. Let B = 2k1C1⊥ · · ·⊥2krCr be a pre-optimal
form of degree n, and let GK(B) = (a1, . . . , an). For each 1 ≤ s ≤ r
put n˜s = degC1 + · · ·+ degCs. Then, for any 1 ≤ s ≤ r we have the
following:
(1) Let Cs ∈ 12(S2(o) ∩GL2(o)). Then
(an˜s−1, an˜s) = (ks, ks).
(2) Let Cs be a unimodular diagonal matrix of degree 1.
(2.1) Suppose that n˜s is odd. Then
an˜s =

ks + 2 if ord(detB
[s−1]) is odd
ks + 1 if ord(detB
[s−1]) is even and ξB[s−1] = 0
ks if ξB[s−1] 6= 0.
(2.2) Suppose that n˜s is even. Then
an˜s =

ks if ord(detB
[s]) is odd
ks + 1 if ord(detB
[s]) is even and ξBs] = 0
ks + 2 if ξB[s] 6= 0.
(3) Let Cs be a unimodular diagonal matrix of degree 2. Then
(an˜s−1, an˜s) = (ks + 1, ks + 1)
To prove the above theorem, we need some preliminary results.
Lemma 3.1. Let n,m and k be non-negative integers such that 1 ≤
m ≤ 2 and n > m. Let B1 be a reduced form of degree n−m with GK
type (a′, σ′) and C a diagonal unimodular matrix of degree m, and put
B = B1⊥2kC. Assume that there is an integer j0 ∈ P0(σ′) such that
ord(bj0,j0) ≡ k mod 2. Then there is a matrix B′ which is equivalent to
B such that (B′)(n−m) = B(n−m), and (a′, k + 1, k + 1) ∈ S(B′).
Proof. Put a′ = (a1, . . . , an−m) and bj0,j0 = 2
k0uj0 with uj0 ∈ o×. First
let C = un−1⊥un with un−1, un ∈ o×. We can take elements vj0,n−1 and
vn−1,n−1 of o
× such that uj0v
2
j0,n−1
−un−1 ∈ 2o and un−1v2n−1,n−un ∈ 2o.
Put
B′ = (b′ij) = B


1 0 0 0 0 0
0 1 0 0 2(k−k0)/2vj0,n−1 0
0 0 1 0 0 0
0 0
...
...
...
0 0 0 ... 1 vn−1,n
0 0 0 ... 0 1

 .
Then, we have (B′)(n−m) = B(n−m), and
ord(2b′i,j) ≥ (ai + k + 1)/2 for any 1 ≤ i ≤ n−m,n−m ≤ j ≤ n,
19
and
ord(21−δijb′ij) ≥ k + 1 for any n−m+ 1 ≤ i, j ≤ n.
Namely, B′ satisfies the required conditions. Similarly the assertion
holds in the case degCr = 1.

Proposition 3.1. Let r ≥ 2. Let B = 2k1C1⊥ · · ·⊥2krCr be a pre-
optimal form of degree n, and B1 = 2
k1C1⊥ · · ·⊥2kr−1Cr−1. Put nr =
degCr and GK(B1) = (b1, . . . , bn−nr). Suppose that b1, . . . , bn−nr satisfy
the condition in Theorem 3.1. Then there are integers cn−nr+1, . . . , cn
such that
(GK(B1), cn−nr+1, . . . , cn) ∈ S({B}).
Proof. Let B˜1 be a reduced form with GK type (GK(B1), σ1) such that
B˜1 ∼ B1 and put B˜ = B˜1⊥2krCr. Put kr = (kr) or kr = (kr, kr)
according as nr = 1 or 2. We divide the proof into several cases.
(1) Suppose that kr ≥ kr−1 + 2. Then, by the assumption, bn−nr ≤ kr,
and (GK(B1),kr) ∈ S(B˜).
(2) Suppose that Cr−1 ∈ 12(S2(o)e ∩ GL2(o)) and kr−1 ≤ kr. Then, by
the assumption bn−nr = kr−1 ≤ kr. Hence (GK(B1),kr) ∈ S(B˜).
(3) Suppose that kr = kr−1 + 1, Cr−1 is a diagonal matrix, and that
Cr ∈ 12(S2(o)e ∩ GL2(o)). Then, by (PO5), and by the assumption,
bn−2 = kr−1, and hence (GK(B1), kr, kr) ∈ S(B˜).
(4) Suppose that kr = kr−1 + 1 and that Cr−1 and Cr are diagonal.
First suppose that degCr = 2. If degB1 is even, then ξB1 = ξB =
0 by (PO3) (1). Hence, by the assumption bn−2 ≤ kr−1 + 1, and
(GK(B1), kr, kr) ∈ S(B˜). If degB1 is odd, then ord(detB1) + kr is
even. Hence, by Proposition 1.1, there is an integer j0 ∈ P0(σ1) such
that ord(bj0,j0) ≡ kr mod 2. Then, by Lemma 3.1, there is an element
B˜′ ∈ Hn(o) such that B˜′ ∼ B˜ and (GK(B1), kr + 1, kr + 1) ∈ S(B˜′).
Next suppose that degCr = 1. If degB1 is even, then ξB1 = 0, and
bn−1 ≤ kr−1 + 1. Hence, (GK(B1), kr) ∈ S(B˜). Suppose that degB1
is odd. If bn−1 ≤ kr−1 + 1, then (GK(B1), kr) ∈ S(B˜). If bn−1 =
kr−1 + 2, then r ≥ 3, degCr−1 = 1 and ord(detB(n−2)) is odd. This
implies that ord(detB1) + kr is even. Then, by Proposition 1.1, there
is an integer j0 ∈ P0(σ1) such that ord(bj0,j0) ≡ kr mod 2. Then, by
Lemma 3.1, there is an element B′ ∈ Hn(o) such that B˜′ ∼ B˜ and
(GK(B1), kr + 1) ∈ S(B˜′).
(5) Suppose that kr = kr−1 and that degCr−1 = degCr = 1. If r = 2,
then the assertion holds. Suppose that r ≥ 3. If degB(n−2) is even, then
ord(detB(n−2)) is even by (PO2). Then bn−1 ≤ kr−1 + 1 and using the
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same argument as above, we can prove that there is a matrix B˜′ which
is equivalent to B˜ such that (GK(B1), kr + 1) ∈ S(B˜′). If degB(n−2)
is odd, then ord(detB1) is odd again by (PO2). Then bn−1 = kr and
(GK(B1), kr) ∈ S(B˜).
(6) Suppose that kr = kr−1−1. Then r ≥ 3, Cr−1 ∈ 12(S2(o)e∩GL2(o))
and Cr is diagonal by (PO3). Moreover, bn−nr = kr−1. First suppose
that degCr = 1. If degB is even, then ord(detB) is even by (PO3)
(1). Then, there is an integer 1 ≤ j0 ≤ n − 3 such that bj0,j0 6= 0 and
ord(bj0,j0) ≡ kr mod 2. Hence, by Lemma 3.1, there is a matrix B˜′
such that B˜′ is equivalent to B˜ and (GK(B1), kr + 1) ∈ S(B˜′).
If degB is odd, then ξB1 = 0. Then, by Proposition 1.1 and Lemma 3.1,
there is a matrix B˜′ such that B˜′ ∼ B˜ and (GK(B1), kr + 1) ∈ S(B˜′).
Next suppose that degCr = 2. If degB is even, then ord(detB) is
even. If degB is odd, then ord(detB1) + kr is even. In any case, by
using the same argument as above we can prove the assertion.

Proof of Theorem 3.1 It suffices to prove the assertion for the case
s = r. Clearly the assertion holds for r = 1. Let r > 1 and suppose
that the assertion holds for r−1. Then, by Proposition 3.1 and Lemma
2.2, we have GK(B[r−1]) = (a1, . . . , an−nr) with nr = degCr. Then the
assertion follows from Lemma 2.2 and Theorem 1.1.
4. Explicit formula for a naive EGK data of a
half-integral symmetric matrix
First we introduce some definitions. Put Z3 = {0, 1,−1}.
Definition 4.1. An element H = (a1, . . . , an; ε1, . . . , εn) of Z
n
≥0 × Zn3
is said to be a naive EGK datum of length n if the following conditions
hold:
(N1) a1 ≤ · · · ≤ an.
(N2) Suppose that i is even. Then εi 6= 0 if and only if a1 + · · ·+ ai
is even.
(N3) If i is odd, then εi 6= 0.
(N4) ε1 = 1.
(N5) If i ≥ 3 is odd and a1+ · · ·+ai−1 is even, then εi = εi−2εai+ai−1i−1 .
We denote the set of naive EGK data of length n by NEGKn.
Definition 4.2. Let G = (n1, . . . , nr;m1, . . . , mr; ζ1, . . . , ζr) be an ele-
ment of Zr>0 × Zr≥0 × Zr3 . Put n∗s =
∑s
i=1 ni for s ≤ r. We say that G
is an EGK datum of length n if the following conditions hold:
(E1) n∗r = n and m1 < · · · < mr.
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(E2) Suppose that n∗s is even. Then ζs 6= 0 if and only if m1n1 +
· · ·+msns is even.
(E3) Suppose that n∗s is odd. Then ζs 6= 0. Moreover, we have
(a) Suppose that n∗i is even for any i < s. Then we have
ζs = ζ
m1+m2
1 ζ
m2+m3
2 · · · ζms−1+mss−1 .
In particular, ζ1 = 1 if n1 is odd.
(b) Suppose that m1n1 + · · ·+ms−1ns−1 +ms(ns − 1) is even
and that n∗i is odd for some i < s. Let t < s be the largest
number such that n∗t is odd. Then we have
ζs = ζtζ
mt+1+mt+2
t+1 ζ
mt+2+mt+3
t+2 · · · ζms−1+mss−1 .
In particular, ζs = ζt if t + 1 = s.
We denote the set of EGK data of length n by EGKn. Thus EGKn ⊂∐n
r=1(Z
r
>0 × Zr≥0 × Zr3).
Let H = (a1, . . . , an; ε1, . . . , εn) be a naive EGK datum. We define
n1, n2, . . . , nr by
a1 = · · · = an1 < an1+1,
an1 < an1+1 = · · · = an1+n2 < an1+n2+1,
· · ·
an1+···+nr−1 < an1+···+nr−1+1 = · · · = an1+···+nr
with n = n1 + · · ·+ nr. For s = 1, 2, . . . , r, we set
n∗s =
s∑
u=1
nu, ms = an∗s , and ζs = εn∗s .
The following proposition can be easily verified.
Proposition 4.1. Let H = (a1, . . . , an; ε1, . . . , εn) be a naive EGK da-
tum. Then G = (n1, . . . , nr;m1, . . . , mr; ζ1, . . . , ζr) is an EGK datum.
We define a map Υ = Υn : NEGKn → EGKn by Υ(H) = G. We
call G = Υ(H) the EGK datum associated to a naive EGK datum H .
We also write Υ(a) = (n1, . . . , nr;m1, . . . , mr), if there is no fear of
confusion.
Proposition 4.2. The map Υ : NEGKn → EGKn is surjective. Thus
for any EGK datum
G = (n1, . . . , nr;m1, . . . , mr; ζ1, . . . , ζr)
of length n, there exists a naive EGK datum H such that Υ(H) = G.
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Proposition 4.3. Let F be a non-archimedean local field of charac-
teristic 0, and o the ring of integers in F . Let B ∈ Hndn (o). Then
EGK(B) is an EGK datum of length n.
We say that HB is a naive EGK data of B if Υ(HB) = EGK(B). We
note that HB is not necessarily uniquely determined by B.
We give an explicit formula for a naive EGK datum. We assume
that F is a finite unramified extension of Q2 in Theorems 4.1,4.2,4.3
and Example 4.1.
Theorem 4.1. Let B = 2k1C1⊥ · · ·⊥2krCr ∈ Hn(o) be a pre-optimal
form. Then there is an optimal basis {φ1, . . . , φn} of LB such that
{φ1, . . . , φn−nr} is an optimal basis of LB[r−1].
Proof. The assertion follows from Theorems 2.1 and 3.1, and Proposi-
tion 3.1 
Corollary 4.1. Let the notation be as above. Then there is an optimal
form B˜ which is equivalent to B such that B˜[i] is an optimal form which
is equivalent to B[i] for any 1 ≤ i ≤ r.
Theorem 4.2. Let B = 2k1C1⊥ · · ·⊥2krCr be a pre-optimal form of
degree n, and GK(B) as
GK(B) = (m1, . . . , m1︸ ︷︷ ︸
n1
, . . . , ms, . . . , ms︸ ︷︷ ︸
ns
)
with m1 < · · · < ms and n = n1 + · · ·+ ns−1 + ns. For j = 1, 2, . . . , s
put
n∗j =
j∑
u=1
nu.
Then we have the following
(1) For any 1 ≤ j ≤ s there is a positive integer lj ≤ r such that
B(n
∗
j ) = B[lj ].
(2) For each 1 ≤ j ≤ s define ζj as
ζj =
{
η
B[lj ]
if n∗j is odd
ξ
B[lj ]
if n∗j is even
.
Then EGK(B) = (n1, . . . , ns;m1, . . . , ms; ζ1, . . . , ζs).
Proof. The assertion (1) follows from Theorem 3.1. Let B˜ be that in
Corollary 4.1. Then, we have B[lj ] ∼ B˜[lj ]. Thus the assertion (2)
holds. 
23
Theorem 4.3. Let B = 2k1C1⊥ · · ·⊥2krCr be a pre-optimal form of
degree n with ni = degCi. Let GK(B) = (a1, . . . , an). We define εi as
εi =

1 if i = 1
ξB(i) if i is even and i = n1 + · · ·+ ns
with some 1 ≤ s ≤ r
ηB(i) if i is odd and i = n1 + · · ·+ ns ≥ 3
with some 1 ≤ s ≤ r
ηB(i+1)ξ
ai
B(i+1)
if i is odd and i = n1 + · · ·+ ns − 1 ≥ 3
with some 1 ≤ s ≤ r such that ns = 2
and a1 + · · ·+ ai+1 is even
0 if i is even and i = n1 + · · ·+ ns − 1
with some 1 ≤ s ≤ r such that ns = 2
and a1 + · · ·+ ai is odd
±1 if i = n1 + · · ·+ ns − 1 ≥ 2
with some 1 ≤ s ≤ r such that ns = 2
and i+ 1 + a1 + · · ·+ a2[(i+1)/2] is odd,
and, for any 1 ≤ s ≤ r, and put H [s] = (ε1, . . . , εn1+···+ns; a1, . . . , an1+···+ns).
Then H [s] is a naive EGK datum of B[s].
Proof. We prove the assertion by induction on s. The assertion clearly
holds if s = 1. Suppose that s > 1 and that the assertion holds for
s − 1. Take an optimal form B˜ satisfying the condition in Corollary
4.1. Put n˜s = n1 + · · ·+ ns. Suppose that degCs = 1 and n˜s is even.
Then by definition, a1 + · · ·+ an˜s is even if and only if ξB˜[s] 6= 0. This
is equivalent to saying that εn˜s 6= 0. This implies that H [s] is a naive
datum. Suppose that degCs = 1 and n˜s is odd. Then εn˜s = ηB[s] and
we easily see that H [s] is a naive EGK datum if a1 + · · · + an˜s−1 is
odd. Suppose that a1 + · · · + an˜s−1 is even. Then εn˜s−2 = ηB[s−2] or
ηB[s−1ξ
an˜s−1
B[s−1]
according as degCs−1 = 1 or 2. In any case, by [7], Lemma
3.4, we have εn˜s = εn˜s−2ε
an˜s+an˜s−1
n˜s−1
. This implies that H [s] is a naive
EGK datum. Similarly we can prove that H [s] is a naive EGK datum
in the case degCs = 2. Moreover in any case, we can easily prove that
Υn˜s(H
[s]) = EGK(B[s]). This completes the induction. 
Example 4.1. From now on for i = 1, 2, 3, 4 let ui ∈ o× and Ki ∈
1
2
(GL2(o) ∩ S2(o)e).
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(1) Let B = 2k1K1⊥2k2K2 with k1 ≤ k2. Then,
HB = (k1, k1, k2, k2; 1, ξB(2), ηBξ
k2
B , ξB)
is a naive EGK datum of B.
(2) Let B = 2k1K1⊥2k2u2⊥2k3u3 with k1 ≤ k2 ≤ k3, and put HB =
(k1, k1, k2, k
′
3; 1, ξB(2), ε3, ξB), where
(k′3; ε3) =

(k3;±1) if k2 + k3 6≡ 0 mod 2
(k3 + 1;±1) if k2 + k3 ≡ 0 mod 2 and u2u3 ≡ 1 mod 4
(k3 + 2; ηBξ
k3
B ) if k2 + k3 ≡ 0 mod 2 and u2u3 ≡ −1 mod 4.
Then, HB is a naive EGK datum of B.
(3) Let B = 2k1u1⊥2k2K2⊥2k3u3 with k1 ≤ k2 ≤ k3+1 and suppose
that B is pre-optimal. Put HB = (k1, k2, k2, k
′
3; 1, ε2, ηB(3) , ξB),
where
k′3 =

k3 if k1 + k3 6≡ 0 mod 2
k3 + 1 if k2 + k3 ≡ 0 mod 2 and u2u3 ≡ 1 mod 4
k3 + 2 if k2 + k3 ≡ 0 mod 2 and u2u3 ≡ −1 mod 4,
and
ε2 =
{
0 if k1 + k2 6≡ 0 mod 2
±1 if k1 + k2 ≡ 0 mod 2.
Then HB is a naive EGK datum of B.
(4) Let B = 2k1u1⊥2k2u2⊥2k3K3 with k1 ≤ k2 < k3 and suppose
that B is pre-optimal. Put HB = (k1, k
′
2, k3, k3; 1, ξB(2), ε3, ξB),
where
(k′2; ε3) =

(k2;±1) if k1 + k2 6≡ 0 mod 2
(k2 + 1;±1) if k1 + k2 ≡ 0 mod 2 and u1u2 ≡ 1 mod 4
(k2 + 2; ηBξ
k3
B ) if k1 + k2 ≡ 0 mod 2 and u1u2 ≡ −1 mod 4.
Then HB is a naive EGK datum of B.
(5) B = 2k1u1⊥2k2u2⊥2k3u3⊥2k3u4 with k1 ≤ k2 < k3 ≤ k4 and
suppose that B is pre-optimal.
(5.1) Suppose that k3 = k4 and ξB(2) = ξB = 0. Put HB =
(k1, k
′
2, k3 + 1, k3 + 1; 1, 0,±1, 0), where
k′2 =
{
k2 if k1 + k2 6≡ 0 mod 2
k2 + 1 if k1 + k2 ≡ 0 mod 2.
Then HB is a naive EGK datum of B.
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(5.2) Suppose that B does not satisfy the condition (5.1). Put
HB = (k1, k
′
2, k
′
3, k
′
4; 1, ξB(2), ηB(3) , ξB), where
(k′2, k
′
3, k
′
4) =

(k2, k3 + 2, k4 + 2) if k1 + k2 6≡ 0 mod 2
(k2 + 1, k3 + 1, k4 + 2) if k1 + k2 ≡ 0 mod 2 and ξB(2) = 0
(k2 + 2, k3, k4 + 1) if ξB(2) 6= 0 and ξB = 0
(k2 + 1, k3, k3 + 2) if ξB(2) 6= 0 and ξB 6= 0.
Then HB is a naive EGK datum of B.
(6) Let B = 2k1u1⊥2k2u2⊥2k2u3⊥2k3u4 with k1 < k2 < k3 and
suppose that B is pre-optimal.
(6.1) Suppose that k1 + k2 is even. Put HB = (k1, k2 + 1, k2 +
1, k′3; 1, 0, ηB(3), ξB), where
k′3 =

k3 if k1 + k3 6≡ 0 mod 2
k3 + 1 if k1 + k3 ≡ 0 mod 2 and ξB = 0
k3 + 2 if ξB 6= 0.
Then HB is a naive EGK datum of B.
(6.2) Suppose that k1 + k2 is odd. Put HB = (k1, k2, k2 +
2, k′3; 1, 0, ηB(3), ξB), where
k′3 =

k3 if k1 + k3 6≡ 0 mod 2
k3 + 1 if k1 + k3 ≡ 0 mod 2 and ξB = 0
k3 + 2 if ξB 6= 0.
Then HB is a naive EGK datum of B.
Finally we recall a result in the non-dyadic case (cf. [7], Proposition
6.1).
Theorem 4.4. Assume that F is non-dyadic field. Let T = (t1) ⊥
· · · ⊥ (tn) be a diagonal matrix such that ord(t1) ≤ ord(t2) ≤ · · · ≤ (tn).
Put ai = ord(ti) and
εi =
{
ξT (i) if i is even,
ηT (i) if i is odd.
Then (a1, . . . , an; ε1, . . . , εn) is a naive EGK datum of T .
5. Explicit formula for the Siegel series
In this section we give an explicit formula for the Siegel series in
terms of naive EGK data in the case F = Qp.
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Definition 5.1. For integers e, e˜, a real number ξ, we define rational
functions C(e, e˜, ξ;X) and D(e, e˜, ξ;X) in X1/2 by
C(e, e˜, ξ;X) =
pe˜/4X−(e−e˜)/2−1(1− ξp−1/2X)
X−1 −X
and
D(e, e˜, ξ;X) =
pe˜/4X−(e−e˜)/2
1− ξX .
For a positive integer i put
Ci(e, e˜, ξ;X) =
{
C(e, e˜, ξ;X) if i is even
D(e, e˜, ξ;X) if i is odd.
.
Definition 5.2. For a sequence a = (a1, . . . , an) of integers and an
integer 1 ≤ i ≤ n, we define ei = ei(a) as
ei =
{
a1 + · · ·+ ai if i is odd
2[(a1 + · · ·+ ai)/2] if i is even.
We also put e0 = 0.
For a naive EGK datum H = (a1, . . . , an; ε1, . . . , εn) we define a
rational function F(H ;X) in X1/2 as follows: First we define
F(H ;X) = X−a1/2 +X−a1/2+1 + · · ·+Xa1/2−1 +Xa1/2
if n = 1. Let n > 1. Then H ′ = (a1, . . . , an−1; ε1, . . . , εn−1) is a naive
EGK datum of length n− 1. Suppose that F(H ′;X) is defined for H ′.
Then, we define F(H ;X) as
F(H ;X) = Cn(en, en−1, ξ; Y,X)F(H ′; 21/2X)
+ ζCn(en, en−1, ξ;X
−1)F(H ′; 21/2X−1),
where ξ = εn or εn−1 according as n is even or odd, and ζ = 1 or εn
according as n is even or odd.
First we easily see that the following.
Proposition 5.1. Let B = (b) ∈ H1(Z2) with ord(b) = a1. Then, we
have
F˜ (B,X) =
a1∑
i=0
X i−(a1/2).
We give induction formulas for F˜ (B,X). First we review induction
formulas in [9].
Theorem 5.1. Let B = 2k1J1⊥ · · · 2krJr ∈ Hn(Z2) be a weak canonical
form with Jr a unimodular diagonal matrix.
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(1) Suppose that deg Jr = 1. Put
an =

kr + 2 if n is odd and ord(detB
(n−1)) is odd
or n is even ξB 6= 0
kr + 1 if n is odd, ord(detB
(n−1)) is even and ξB(n−1) = 0
or n is even and ξB = 0
kr if n is odd and ξB(n−1) 6= 0
or n is even and ord(detB) is odd,
and ei = ei(GK(B
(n−1), an) for i = n− 1, n. Then we have
F˜ (B,X) =Cn(en, en−1, ξ;X)F˜ (B
(n−1), 21/2X)
+ ηCn(en, en−1, ξ;X
−1)F˜ (B(n−1), 21/2X),
where ξ =
{
ξB if n is even
ξB(n−1) if n is odd,
and η =
{
1 if n is even
ηB if n is odd.
(2) Suppose that Jr = 2 and put Jr = u1⊥u2.
(2.1) Suppose that either n is even and ξB = ξB(n−2) = 0, or n
is odd and ord(detB(n−2)) + kr is even. Let (an−1, an) =
(kr, kr) and ei = ei(GK(B
(n−2), an−1, an) for i = n− 2, n−
1, n. Then we have
F˜p(B,X)
= Cn(en, en−1, 0;X)Cn−1(en−1, en−2, 0; 2
1/2X)F˜ (B(n−2), 2X)
+ Cn(en, en−1, 0;X
−1)Cn−1(en−1, en−2, 0; 2
1/2X−1)F˜ (B(n−2), 2X−1)
+ {Cn(en, en−1, 0;X)η′Cn−1(en−1, en−2, 0; (21/2X)−1)
+ ηCn(en, en−1, 0;X
−1)Cn−1(en−1, en−2, 0; (2
1/2X−1)−1)}F˜ (B(n−2), X)
where η =
{
1 if n is even
ηB if n is odd,
and
η′ =
{
±1 if n is even
ηB(n−2) if n is odd.
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(2.2) Suppose that B does not satisfy the condition in (2.1). If
n is even, put
(an−1, an) =

(kr + 1, kr + 2) if ξB(n−2) = 0 and ξB 6= 0
(kr, kr) if ξB(n−2) 6= 0 and ord(detB) is odd
(kr, kr + 1) if ξB(n−2) 6= 0 and ord(detB) is even
and ξB = 0
(kr, kr + 2) if ξB(n−2) 6= 0 and ξB 6= 0.
If n is odd, put (an−1, an) = (kr, kr +2). In both cases, put
ei = ei((GK(B
(n−2)), an−1, an) for i = n− 2, n− 1, n. Then
we have
F˜p(B,X)
= Cn(en, en−1, ξB;X)Cn−1(en−1, en−2, ξB(n−2) ; 2
1/2X)F˜ (B(n−2), 2X)
+ Cn(en, en−1, ξBi;X
−1)Cn−1(en−1, en−2, ξB(n−2) ; 2
1/2X−1)F˜ (B(n−2), 2X−1)
+ {Cn(en, en−1, ξB;X)ηB(n−1)Cn−1(en−1, en−2, 0; (q1/2X)−1)
+ Cn(en, en−1, ξB;X
−1)Cn−1(en−1, en−2, 0; (2
1/2X−1)−1)}F˜ (B(n−2), X).
Proof. (1) follows from [[9], Theorem 4.1]. (2) follows from [[9], Theo-
rem 4.2]. 
Theorem 5.2. Let B = 2k1J1⊥ · · · 2krJr ∈ Hn(Z2) be a weak canonical
form, and suppose that ks+1 = · · · = kr and Js+1, · · · , Jr ∈ 12(S2(Z2)e ∩
GL2(Z2)) for some 0 ≤ s ≤ r − 1.
(1) Let ks = kr − 1, Js = ⊥nsj=1uj with 1 ≤ ns ≤ 2 and u1, u2 ∈ o×
and put
B1 = 2
k1J1⊥ · · ·⊥2ks−1Js−1⊥2ksuns−1⊥2krJs+1⊥ · · ·⊥2krJr.
Here we make the convention that
2k1J1⊥ · · ·⊥2ks−1Js−1⊥2ksuns−1 = 2k1J1⊥ · · ·⊥2ks−1Js−1
if ns = 1. Suppose that one of the following conditions hold:
(1.1) n is even and ord(detB) is even.
(1.2) n is odd, ξB1 = 0.
Put
an =

kr + 1 if n is even and ξB 6= 0
kr if n is even and ξB = 0
kr + 1 if n is odd and ord(B1) is odd
kr if n is odd and ord(B1) is even,
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and ei = ei((GK(B1), an)) for i = n− 1, n. Then we have
F˜ (B,X) =Cn(en, en−1, ξ;X)F˜ (B1, 2
1/2X)
+ ηCn(en, en−1, ξ;X
−1)F˜ (B1, 2
1/2X),
where ξ =
{
ξB if n is even
ξB1 if n is odd,
and
η =
{
1 if n is even
ηB if n is odd.
(2) Suppose that B does not satisfies the condition in (1). Let
(an−1, an) = (kr, kr) and ei = ei(GK(B
(n−2), an−1, an). Then
F˜p(B,X)
= Cn(en, en−1, ξ;X)Cn−1(en−1, en−2, ξ
′; 21/2X)F˜ (B(n−2), qX)
+ Cn(en, en−1, ξ;X
−1)Cn−1(en−1, en−2, ξ
′; 21/2X−1)F˜ (B(n−2), qX−1)
+ {Cn(en, en−1, ξ;X)η′Cn−1(en−1, en−2, ξ′; (21/2X)−1)
+ ηCn(en, en−1, ξ;X
−1)Cn−1(en−1, en−2, ξ
′; (21/2X−1)−1)}F˜ (B(n−2), X)
where
ξ =

ξB if n is even
0 if n is odd and a1 + · · ·+ an−1 is odd
±1 if n is odd and a1 + · · ·+ an−1 is odd,
η =
{
1 if n is even
ηB if n is odd,
and
ξ′ =

ξB(n−2) if n is even
0 if n is odd and a1 + · · ·+ an−1 is odd
±1 if n is odd and a1 + · · ·+ an−1 is even,
η′ =

ηBξ
an
B if n is even and a1 + · · ·+ an is even
±1 if n is even and a1 + · · ·+ an is odd
ηB(n−2) if n is odd.
Proof.
(3) The assertion (1) for the case deg Jr = 1 follows from [[9], Theorem
4.1], the assertion (1) for the case deg Jr = 2 can also be proved by
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using the same argument as in the proof of [[9], Theorem 4.2]. (2)
follows from [[9], Theorem 4.2].

By rewriting Theorems 5.1 and 5.2, we obtain the following two
theorems.
Theorem 5.3. Let B = 2k1C1⊥ · · ·⊥2krCr ∈ Hn(Z2) be a pre-optimal
form. Suppose that deg Jr = 1. Let an be that defined in Theorem 3.1
(2), and put ei = ei((GK(B
(n−1)), an)) for i = n− 1, n. Then
F˜ (B,X) =Cn(en, en−1, ξ;X)F˜ (B
(n−1), 21/2X)
+ ηCn−1(en, en−1, ξ;X
−1)F˜ (B(n−1), 21/2X),
where ξ =
{
ξB if n is even
ξB(n−1) if n is odd,
and
ξ =
{
1 if n is even
ηB if n is odd.
Theorem 5.4. Let B = 2k1C1⊥ · · ·⊥2krCr be a pre-optimal form. Sup-
pose that deg Jr = 2. Let (an−1, an) be that defined in Theorem 3.1
(1),(3), and put ei = ei((GK(B
(n−2)), an−1, an)) for i = n− 2, n− 1, n.
Then,
F˜p(B,X)
= Cn(en, en−1, ξ;X)Cn−1(en−1, en−2, ξ
′; 21/2X)F˜ (B(n−2), qX)
+ Cn(en, en−1, ξ;X
−1)Cn−1(en−1, en−2, ξ
′; 21/2X−1)F˜ (B(n−2), qX−1)
+ {Cn(en, en−1, ξ;X)η′Cn−1(en−1, en−2, ξ′; (21/2X)−1)
+ ηCn(en, en−1, ξ;X
−1)Cn−1(en−1, en−2, ξ
′; (21/2X−1)−1)}F˜ (B(n−2), X)
where
ξ =

ξB if n is even
0 if n is odd and a1 + · · ·+ an−1 is odd
±1 if n is odd and a1 + · · ·+ an−1 is odd,
η =
{
1 if n is even
ηB if n is odd,
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and
ξ′ =

ξB(n−2) if n is even
0 if n is odd and a1 + · · ·+ an−1 is odd
±1 if n is odd and a1 + · · ·+ an−1 is even,
η′ =

ηBξ
an
B if n is even and a1 + · · ·+ an is even
±1 if n is even and a1 + · · ·+ an is odd
ηB(n−2) if n is odd.
Now we give an explicit formula for the Siegel series of B in terms
of its naive EGK datum.
Theorem 5.5. Let B ∈ Hn(Zp). Then there exits a naive EGK datum
H such that
F˜ (B,X) = F(H ;X).
Proof. First assume that p = 2. We prove the assertion by induction on
n. The assertion holds for B ∈ H1(Z2) by Proposition 5.1. Let n ≥ 2
and assume that the assertion holds for any n′ < n and B′ ∈ Hn′(Z2).
Let B ∈ Hn(Z2). We may assume that B = 2k1C1⊥ · · ·⊥2krCr is a pre-
optimal form. Take the naive EGK datumH = H [r] = (a1, . . . , an; ε1, . . . , εn)
of B as in Theorem 4.3. First assume that degCr = 1. Then H
[r−1]
is a naive EGK datum of B(n−1). We note that (εn−1, εn) = (ξB, 1)
or (ηB, ξB(n−1)) according as n is even or odd. Hence, by Theorem 5.3
combined with the induction assumption, we have
(1) F˜ (B,X) = F(H ;X).
Similarly the equality (1) for degCr = 2 follows from Theorem 5.4.
This completes the induction.
Next assume that p is odd. Then, the assertion can be proved in
the same manner as above by [[9], Theorem 4.1] , Theorem 4.4 and
Proposition 5.1.

Remark 5.1. (1) F(H,X) is a Laurent polynomial in X1/2 and
it is uniquely determined by EGK(B) (cf. [[8], Theorem 4.1]).
Therefore, Theorem 5.5 implies that F˜ (B,X) can be expressed
explicitly in terms of EGK(B). This holds for any non-archimedean
local field F of characteristic 0 and any B ∈ Hn(o) (cf. [[8],
Theorem 1.1).
(2) Assertions similar to Theorems 5.1 and 5.2 can easily be proved
by using the same argument in the proofs of [[9], Theorems 4.1
and 4.2] in the case that F is a non-dyadic field or a finite
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unramified extension of Q2. Therefore, Theorem 5.5 can be
proved in this case without using the results of [8].
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