Brain-computer interface is a kind of communication system which establishes information output pathways that is independent from the common brain information output pathways between the brain and the outside world. P300 potential is an ordinary electroencephalogram (EEG) used to construct the brain-computer interface systems. In this paper, P300 EEG signals are preprocessed to extract the features, at last Support Vector Machine (SVM) is used to classify and recognize the EEG signals, and the brain-computer interface data classification research is successfully implemented.
Introduction
Brain is the human nervous system control center, which controls people's thinking, behavior, emotions and other activities (Manfredsson et al., 2018; Shoemaker et al., 2018; Schoedel et al., 2018; Chen et al., 2018; Mirfeizi et al., 2017; Uribe-Perez and Pous, 2017; Chen et al., 2018; Schoedel et al., 2018; Shoemaker et al., 2018) . After the brain parses and processes information of external environment, it uses external nerve conduction pathways and muscle tissues to control the peripheral equipment or interact with the external environment. However, some diseases such as brainstem stroke, spinal cord injury (SCI), amyotrophic lateral sclerosis (ALS), and serious movement disorders caused by accidents, would result in impaired conduction of the brain and peripheral nerves and muscle pathways, making it impossible to communicate with the outside world in language or limbs, thus bringing great inconvenience to life (Cattran et al., 2018; Poncet et al., 2018; Holleman et al., 2018; ) . But the brains of the patients with these diseases can still work normally, their minds are still active, they can hear and understand what is happening around them, but they cannot control their nerve conduction and muscles. Therefore, how to restore the abilities of patients with these diseases and to communicate with the external environment, how to help them express their ideas and intentions, and improve their quality of life has been the goal that the medical rehabilitation field has been trying to achieve for many years. In recent years, the research of brain-computer interface technology has aroused widespread interest in the world and has achieved rapid development (Jiao et al., 2018; Zhang and Chase, 2018) . It uses brain electricity to achieve no-action humancomputer interaction, which can provide a new type of communication tool that doesn't rely on normal peripheral nerve and muscle output channels for neuromuscular injury patients. It can also provide assist-control channels for normal people or provide control pathways under special environment, and it has great social value and application prospects.
Principle of P300
P300 is a kind of evoked potential that appears in the cerebral cortex (Shao et al., 2004; Bramon et al., 2004; Tao et al., 2004; Polich, 2004; Chudzik et al., 2004; Tao and Luo, 2004) . It reflects the entire bioelectricity activity procedure of nerve center in the process of information stimulation and mental processing. The complex multi-level psychological cognitive activity is closely linked with it, and it reflects potential changes of sensory perception, memory, attention, understanding, thinking, intelligence and other advanced neuropsychological processes. The peak of P300 occurs approximately 300ms after the relevant event occurs, i.e., in the time domain, when the target in the stimulus interface appears for about 300ms, a positive peak potential shift occurs in the cerebral cortex with an amplitude between 0.3-50 μV and a frequency between 2-8 Hz (Soskins et al., 2001; Price, 2000; Wall et al., 1991; ) . The waveform is shown in Figure 1 . The smaller the probability of occurrence of related events, the more obvious the evoked P300 is, and it is most obvious in the parietal region of the head (middle or posterior). Since the specific waveform and potential distribution have a strict lock-time relationship with the stimulus, the visual evoked potentials can be used to determine which target the subject is looking at. Because visual stimuli are relatively simple and easy to achieve, most of the current braincomputer interface systems based on P300 use visual stimuli (Gao et al., 2016; Takano et al., 2009; Bennington and Polich, 1999) . Figure 2 shows the visually evoked interface of this experiment. SVM SVM, invented by Vapnik, is a new generation of learning algorithm developed on the basis of statistical learning theory. It has become an important tool in the field of machine learning and data mining. Different from the existing statistical methods, SVM is a new small-sample learning method. The performance of traditional statistical methods can be guaranteed only when the number of samples tends to infinity, and it is difficult to obtain ideal results with limited samples in practical application, however, SVM has achieved very good results in this field (Ma et al., 2016; Zhang et al., 2012; ) . In addition, the complexity of the SVM is related to the number of support vectors, therefore, usually, over fitting won't happen to SVM (Lin et al., 2015; Tian et al., 2017) . SVM is developed from the optimal separating hyperplane in the case of linear separability, it's basic idea can be illustrated by the two classification situations in Figure 3 . The Semicircle solid points and full circle points in the graph represent two types of samples, respectively. The hyperplane H is described by the weight vector w and the offset b as f x x • w b. It can be seen that there are many such hyperplanes that can classify the data into two categories. The so-called optimal separating hyperplane requires that the hyperplane not only can correctly separate the two categories, but also require that the classification interval is the largest, and the samples on interval are called the support vectors (Du, 2016) . When the samples are linearly inseparable, since there is no hyperplane that makes the classification interval take a positive value, we need to apply a nonlinear transformation to transform the input space into a higher dimensional space so that the data samples cannot be linearly classified in the original space can be linearly classified in the higher dimensional space.
The algorithm of higher dimensional space SVM can be described as: for n known observation samples (x1, y1), (x2, y2), (x3, y3),…, (xn, yn), in which xi (i=1,2,…,n) is the observation data, yi (i=1, 2,…, n) is the corresponding category labels, yi are binaryzation values, which can be set as +1 and -1, after transforming linear-inseparable data into a higher dimensional space according to some non-linear transformation, use the linear classifier to classify the data, its classification discrimination formula is: The SVM classification function is only related to the number of support vectors and not related to the dimension of the data space. It can better solve small-sample learning problems and outperform existing learning methods in many aspects. Therefore, this paper selects SVM to classify and recognize P300 EEG signals.
SVM-based P300 data classification Research data introduction
The research data in this paper is collected from the BCI2000 system, which is a flexible braincomputer interface research and development platform that provides a variety of brain signal processing methods and user applications. During the experiment, the EEG signals were recorded through the 32 sampling electrodes on the scalp of the subject's brain at a sampling frequency of 250 Hz. During the experiment, the subjects looked at a 10*4 character matrix as shown in Figure 2 .
According to the principle of appearance of P300 EEG evoked potentials, the stimulus of the expected character appearing with a small probability is the target stimulus, and the stimulus that is not the expected character is the nontarget stimulus. When a specific character is highlighted, the brain is stimulated to evoke a P300 potential. According to the correspondence between the stimulus and the evoked potential, the specified character can be discriminated from the detected visual evoked potential.
EEG signal preprocessing
At present, brain-computer interface experiments are all conducted in a quiet, low-electron-relyradiation environment to avoid outside interference as much as possible. However, due to its own factors, it may cause interference to brain signals. Even if the subject consciously controls it, such interference still cannot be suppressed completely, and it would cause serious interference to the identification and analysis of EEG signals, therefore, it is necessary to preprocess the EEG signals (Aler et al., 2012; ) .
The preprocessing of the collected original signals includes the following procedures: filtering, filtering the initial signals according to the desired potential and removing the useless frequency segments, in this study, the signal processing uses a filtering method of Butterworth band-pass filter; downsampling, since most of the potential signals are slow-wave signals, in order to reduce the amount of data processing at a later stage, this study uses a downsampling method to reduce dimensionality of initial data; removing the artifacts, because the collected original EEG signals may include interferences such as eyes, ECG, EMG, or external noise, in order to facilitate later extraction and classification, these noisy signals need to be removed; signal regularization, in order to facilitate later processing, we have scaled the amplitude of all sample points to the range of [1,-1].
EEG signal feature extraction
The feature extraction of EEG signals is essentially to reduce the dimensionality of EEG signals, reduce the computational burden on SVM, and increase the discrimination speed of SVM classifiers so as to improve the information transmission rate of BCI systems. This paper uses wavelet analysis to extract the features. The specific implementation process of the wavelet decomposition of the signal x(n) is as follows: Finite layer wavelet decomposition can be conducted to any single signal to finally obtain an approximate signal and several detail components of multiple scale layers. The approximate coefficients are similar to the time-domain waveform characteristics of the original signal, so the approximate coefficients can be used to characterize the time domain features of the P300 EEG.
The sign used to distinguish whether it is a small-probability target stimulus event is to see if there is a P300 potential waveform after stimulation. It is considered that when the frequency domain of P300 is between 2-8Hz, the approximate coefficients obtained by wavelet decomposition can reflect the characteristics of P300 potential waveform. In order to obtain the approximate coefficient in the range of 2-8Hz, the EEG signal is first up-sampled to 320Hz, and then four-layer wavelet decomposition is performed on the EEG. The approximate component frequency of the decomposed signal is reduced to 0-10Hz, the dimensionality of the characteristic data amount is reduced to 16. After wavelet decomposition, the feature vector of a single character has become 4*5*16.
EEG Signal Classification
We divide the experimental data of P300 into two parts, some data are taken as training data, by which we can conduct model training to establish the SVM classification model, other data are taken as the test data to verify the accuracy of the EEG signal classification model. In this study, we use the RBF kernel as the kernel function of the SVM, so the parameters C and σ of the SVM are optimized on the training set to obtain the optimal SVM. This study uses the grid search method to find the best parameters of the SVM (Hoffmann et al., 2017) . Through experiments we finally determined that the two parameters of the SVM take C=38 and γ=0.0012. The experimental results of the test data are shown in the following 
Conclusions
This paper first introduces the principles of P300 and SVM, then on this basis, it systematically studies the implementation method of using SVM to classify the P300 EEG signals. The final test set character recognition accuracy rate is 97%, which achieves a better classification accuracy. It can be seen that the SVM has great advantages in solving P300 EEG signal classification.
