For iterative sequences that converge to the solution set of a linear matrix inequality, we show that the distance of the iterates to the solution set is at most O( 2 ?d ). The nonnegative integer d is the so{called degree of singularity of the linear matrix inequality, and denotes the amount of constraint violation in the iterate. For infeasible linear matrix inequalities, we show that the minimal norm of {approximate primal solutions is at least 1=O( 1=(2 d ?1) ), and the minimal norm of {approximate Farkas{ type dual solutions is at most O(1= 2 d ?1 ). As an application of these error bounds, we show that for any bounded sequence of {approximate solutions to a semi-de nite programming problem, the distance to the optimal solution set is at most O( 2 ?k ), where k is the degree of singularity of the optimal solution set.
Introduction
Linear matrix inequalities play an important role in system and control theory, see the book by Boyd et al. 3] . Recently, considerable progress has been made in optimization over linear matrix inequalities, i.e. semi-de nite programming, see 1, 6, 8, 9, 16, 19, 18, 23, 25] and the references cited therein.
We study the linear matrix inequality (LMI) X 2 B + A X 0;
where X 0 means positive semi-de niteness, B is a given (real) symmetric matrix and A is a linear subspace of symmetric matrices. where F 0 ; F 1 ; : : : ; F m are given symmetric matrices. This is a conic form LMI
(1) with B = F 0 and A is the span of fF 1 ; F 2 ; : : : ; F m g.
Recently developed interior point codes for semi-de nite programming make it possible to solve LMIs numerically. Such algorithms generate sequences of increasingly good approximate solutions, provided that the LMI is solvable. For a discussion of interior point methods for semi-de nite programming, see e.g. 8, 23] . A typical way to measure the quality of an approximate solution, is by evaluating its constraint violation.
For instance, if we denote the smallest eigenvalue of an approximate solutioñ X by min (X), then we may say thatX violates the constraint`X 0' by an amount of ? min (X)] + , where the operator ] + yields the positive part. In fact, ? min (X)] + is the distance, measured in the matrix 2{norm, of the approximate solutionX to the cone of positive semi-de nite matrices. The matrix 2{norm is a convenient measure for the amount by which the positive semi-de niteness constraint is violated, but other matrix norms can in principle be used as well.
Similarly, we say thatX violates the constraint`X 2 B + A' by an amount of dist(X; B + A), where dist( ; ) denotes the distance function (for a given norm). The total amount of constraint violation inX, i.e. dist(X; B + A) + ? min (X)] + ; (2) is called the backward error ofX with respect to the LMI (1) . The backward error indicates how much we should perturb the data of the problem, such that X is an exact solution to the perturbed problem.
However, the backward error does not (immediately) tell us the distance from X to the solution set of the original LMI; this distance is called the forward error ofX.
Without knowing any exact solution, there is no straightforward way to estimate the forward error. For linear inequality and equation systems however, the forward error and backward error are of the same order of magnitude, see Ho man 7] . The equivalence between forward and backward errors holds also true for systems that are described by convex quadratic inequalities, if a Slater condition holds, see Luo and Luo 12] . In these cases, we have a relation of the form forwarderror = O(backwarderror); which is called a Lipschitzian error bound. For systems of convex quadratic inequalities without Slater's condition, an error bound of the form forwarderror = O((backwarderror) 1=2 d ) (3) was obtained by Wang and Pang 26] . They also showed that d n + 1, where n is the dimension of the problem. Error bounds for systems with a nonconvex quadratic inequality are given in Luo and Sturm 14] , and references cited therein.
An error bound of the form (3) is called a H olderian error bound. A H olderian error bound has been demonstrated for analytic inequality and equation systems, if the size of the approximate solutions is bounded by a xed constant, see Luo and Pang 13] . However, there are no known positive lower bounds on the exponent , except in the linear and quadratic cases that are mentioned above, or when a Slater condition holds 4], For a comprehensive survey of error bounds, we refer to Pang 20] .
Some issues on error bounds for LMIs and semi-de nite programming were recently addressed by Deng In this paper, we show for LMIs in n n matrices, that (3) holds for a certain d 2 f0; 1; 2; : : :; n?1g, the so{called degree of singularity, provided that the size of the approximate solutions is bounded. We interpret the degree of singularity in the context of Ramana{type regularized duality. It is basically the number of elementary regularizations that are needed to obtain a fully regularized dual. Under Slater's constraint quali cation, the irregularity level d is zero. (Notice that this is also true for convex quadratic systems, see Wang and Pang 26] .) The degree of singularity of the optimal solution set of a semi-de nite programming problem is at most one, if strict complementarity holds. The concept of singularity degrees thus embeds the Slater and strict complementarity conditions in a hierarchy of singularity for LMIs. This paper is organized as follows. In Section 2, we introduce the concept of regularized backward errors, which is closely related to the concept of minimal cones 2]. In this section, we also show that there is a close connection between the regularized backward error and the forward error. We will then estimate in Section 3 how the regularized backward error depends on the usual backward error. In Section 4, we apply the error bound for LMIs to semi-de nite programming problems. The paper is concluded in Section 5.
Notation. Let S n n denote the space of n n real symmetric matrices. The cone of all positive semi-de nite matrices in S n n is denoted by S n n + , and we write X 0 if and only if X 2 S n n + . The interior of S n n + is the set of positive de nite matrices S n n ++ , and we write X 0 if and only if X 2 S n n ++ .
We let N := n(n + 1)=2 denote the dimension of the real linear space S n n . To see why (5) is a special case of (6), we must interpret S n n + as a convex cone in < N . This can be established by choosing an orthonormal basis of S n n , say an orthonormal set of symmetric matrices fS 1]; S 2]; : : :; S N]g, where N := n(n + 1)=2 is the dimension of S n n . We can then associate with any matrix X 2 S n n a coordinate vector x 2 < N into this basis, and vice versa. Namely, we let x i = S i] X for i = 1; : : : ; N, and X = P N i=1 x i S i]. Due to the orthonormality of the basis, we have X Y = x T y, for all matrices X; Y 2 S n n with coordinate vectors x; y 2 < N .
As a convention, we use upper{case symbols, like X and B, for symmetric matrices, and we implicitly de ne the corresponding lower{case symbols, like x and b, to be the associated coordinate vectors, as described above. Furthermore, we use calligraphic letters, such as S n n + , to denote sets. With the established one{to{one correspondence between S n n and < N in mind, we do not only use S n n + for the set of positive semi-de nite matrices in S n n , but also for the set of coordinate vectors of positive semi-de nite matrices, which is a convex cone in the Euclidean space < N . We will also use such a convention for other sets of symmetric matrices. In particular, we reformulate (4) The all{zero matrix is obviously the only matrix that is both positive and negative semi-de nite, i.e. S n n + \?S n n + = f0g. Also, the cone of positive semide nite matrices is self{dual, i.e. (S n n + ) = S n n + . Thus, taking K = S n n + and L = A ? in (6) 
which is an error bound for the case that A intersects the semi-de nite cone only at the origin.
Assume now that A \ S n n + 6 = f0g, and let X 2 relint ( A \ S n n + ). By applying a basis transformation if necessary, we may assume without loss of generality that we can partition X as X = X B 0 0 0 ; X B 0:
Using this notation, we can partition an arbitrary matrix X 2 S n n as
Lemma 1 Let X 2 relint ( A \ S n n + ), and suppose without loss of generality that X is of the form (9). Then it holds for all X 2 A \ S n n + , that X U = 0 and X N = 0.
Proof. Suppose to the contrary that X N is not the all-zero matrix, and let y T = 0 y T N be such that X N y N 6 = 0. Then for any 2 <, y T (X + X)y = y T N X N y N ; y T N X N y N > 0; where we used the fact that X is positive semi-de nite. Consequently, we have for all > 0 that X + X 2 A \ S n n + ; X ? X 6 2 S n n + ;
which contradicts the fact that by de nition, X is in the relative interior of A \ S n n + . We have now shown by contradiction that X N = 0. Since X is positive semi-de nite, it follows that also X U = 0.
Q.E.D.
A face of S n n + is by de nition a cone of the form face(S n n + ; Z) = fX 2 S n n + j Z X = 0g; Below are more remarks on the regularized error bound of Lemma 3.
Remark 1 Lemma 3 states that the mere existence of fX( ) j > 0g satisfying (12) for all > 0 implies that (B + A) \ S n n + 6 = ;, even though X( ) is not necessarily bounded for # 0. In the case of weak infeasibility, i.e. if dist(B + A; S n n + ) = 0; (B + A) \ S n n + = ;;
we can therefore conclude that if X( ) satis es (7) 
Regularization steps
In order to bound the regularized backward error (11) in terms of the original backward error (2), we use a sequence of regularization steps.
In the preceding, we have partitioned n n matrices according to the structure of X , given by (9) . In this section, we will also partition n n matrices into blocks, but with respect to a possibly di erent eigenvector basis; the sizes of the blocks can be di erent as well. We will denote the blocks by the subscripts 11 , 12 and 22 , i.e. X = X 11 X 12 X T 12 X 22 :
We will also encounter the dual cone of a face of S n n + , viz. Otherwise, proceed with Step 2.
Step 2 Let Q 1 ; Q 2 be such that Z ( In the above procedure, we start with the full dimensional cone S n n + , and in the rst iteration we determine a face of this cone. Next, we arrive at a face of this face, and so on. We claim that this procedure nally arrives at the minimal cone. To see this, notice that at any given step d = 0; 1; : : :; d( A) above, we perform a regularization step as described in Lemma 4. Recall from (5) Q.E.D.
We arrive now at the main result of this paper, namely an error bound for LMIs. Proof. Let X 2 relint ( A \ S n n + ), and suppose without loss of generality that X is of the form (9). Using the same 2 2 partition as in (9) 
Partitioning Y (0) , we have
We shall now construct fY (k) j k = 0; 1: : : : ; d( A)g such that
for 0 < 1. Remark from (21){ (22) that (23) 
Q.E.D.
We remark from the proof of Theorem 3 that the matrices Y (0) and Z (k) , k = 0; 1; : : : ; d( A) ? 1, provide a nite certi cate of the infeasibility of the LMI.
Together, these matrices form essentially a solution to the regularized Farkas{ type dual of Ramana 22] , see also 10, 15] . Thus, the degree of singularity is the minimal number of layers that are needed in the perfect dual of Ramana.
As discussed in the introduction, it is easy to calculate the backward error of an approximate solution. However, the error bound for the forward error of an LMI, as given in Theorem 1, does not only involve the backward error, but also the degree of singularity. We will now provide some easily computable upper bounds on the degree of singularity.
Lemma 6 Q.E.D. This example shows that (in)feasibility can be hard to detect. Namely, for n = 10 and a backward error = 10 ?8 we have kX(10 ?8 )k 2 < 11, which is not unusually large; yet, the problem is infeasible. In principle, we can apply our error bound results for LMIs directly to the above system. But, tighter bounds can be obtained by exploring its special structure.
Consider a bounded trajectory of approximate primal and dual solutions f(X( ); Z( )) j > 0g, satisfying 
