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Abstract
In this work we perform a numerical study of a rotating, harmonically trapped, Bose-Einstein
condensate of microcavity polaritons. An efficient numerical method (toolbox) to solve the complex
Gross-Pitaevskii equation is developed. Using this method, we investigate how the behavior of the
number of vortices formed inside the condensate changes as the various system parameters are
varied. In contrast to the atomic condensates, we show, there exists an (experimentally realizable)
range of parameter values in which all the vortices can be made to vanish even when there is a
high rotation. We further explore how this region can be tuned through other free parameters and
also discuss how this study can help to realize the synthetic magnetic field for polaritons and hence
paving the way for the realization of the quantum Hall physics and many other exotic phenomena.
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I. INTRODUCTION
Ever since the observation of the Bose-Einstein condensate (BEC) of ultracold (∼100 nK)
87Rb atoms at NIST-JILA, in 1995 [1], the field of cold atoms has grown enormously in the
last two decades [2]. The primary factor that still remains a great challenge for experimental-
ists in cold atom physics is the extremely low temperature required to perform experiments.
Hence soon after this breakthrough many other counterparts of the Rubidium BEC were
sought for, in alternative bosonic systems. In 2006 Kasprzak et al. reported the first obser-
vation of a BEC of microcavity polariton (MCP) [3], which was theoretically proposed in
[4]. The microcavity polariton condensate (MPC) was realized only at a few Kelvins. MCP
are bosonic quasi-particles formed as a superposition of semiconductor excitons and photons
trapped inside a microcavity [5]. It can be shown that [6], when the exciton and photon are
in a strong coupling regime, then the internal structure of the polariton can be ignored and
an effective one-particle description can be used.
The reason for having such a high critical temperature for the MPC is, when the in-
plane wave vector vanishes (k = 0), the effective mass of the MCP is about three orders
of magnitude smaller than that of the bare quantum well exciton. Recent experiments
on polariton BEC have achieved even higher temperatures [7, 8]. This increase in critical
temperature in MPCs paved the way for a lot of theoretical and experimental works. In
particular, because of their finite life-time, which can be experimentally controlled [9], the
MPC are the best candidates for studying dynamic condensates [10–14]. These studies have
also resulted in various technological advancements [6, 8, 9]. A review of recent progress in
this area can be found in [5].
In this work, we confine ourselves to the study of the steady state situation, i.e., we
ignore all the time evolutions and assume the system has achieved a (dynamic) equilibrium
state. This dynamical nature of a polariton BEC is an artifact of the competition between
various energy scales, namely, inter-particle interaction, kinetic energy, cavity pumping,
particle decay. The effects of inter-particle interaction has been studied in [15]. The effects
of pumping and decay in these condensates have also been the subject of several recent
works [11]. However, these two (tunable) parameters play a very crucial role in deciding
the steady state of the condensate. In our work we focus on how the vortex formation in a
MPC [16] is affected by these parameters. Particularly, we search for a region of parameters
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Figure 1: Schematic of the model: The semiconductor microcavity which consists of two
distributed Bragg reflectors. The semiconductor material used inside (in the middle of the
cavity) has a quantum well which traps the excitons, i.e., a bound electron (e) and hole
(h) pair. The semiconductor excitons get strongly coupled to the cavity photon to form
polaritons. A stress trap is used to generate a harmonic potential [19]. The trap is created
by the tip of a pin (red inverted cone). Finally, the entire system is made to rotate by an
angular speed of Ω about the z-axis.
where the vortices can be made to vanish, even when the condensate is rotating with a
very high angular speed. The physical implication of such a parameter regime would be to
facilitate the study of synthetic magnetic field on MCP systems [17, 18]. We postpone the
introduction to synthetic magnetic field until Sec. II.
The Model: We consider a MPC in the superfluid phase. The condensate is trapped
inside a harmonic potential trap. The trap can be realized in many ways as described in
[19, 20]. Here we have chosen a method described in [19], which uses the tip of a pin to
realize a harmonic trap. The polaritons are incoherently injected into the cavity (along the
z-axis) and they form an inhomogeneous condensate inside it. The size of such a condensate
is decided by the spot size of the pumping or illuminating laser. However, in this work, we
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do not address the issue of how the spot size of the pump laser will affect the MPC. We
mechanically rotate the entire system in a specific frequency, Ω. As an alternative way of
achieving rotation, a Laguerre-Gauss mode of laser beam with a non-zero orbital angular
momentum can also be used [21]. The stirring time is kept shorter than typical vortex
nucleation time, also the choice of the pump power is kept low enough to avoid spontaneous
vortex formation [12, 22]. In most cases, polaritons have a lifetime shorter than the cooling
time and the system remains in quasi-equilibrium. However, Deng et al. [10] showed that
above a certain threshold pump power and a large positive detuning, the thermalization
time can be shorter than the polariton lifetime and for a time interval the system can be
brought to thermal equilibrium with the lattice. We restrict ourselves to such a regime of
pump power.
We also assume the system is under a critical rotation, i.e. when the trap frequency and
the rotation frequency are very close to each other. We will see this is a condition which has
to be satisfied in order to engineer artificial magnetic field. The paper is organized in the
following way: in the Sec. II we provide the theoretical background of synthetic magnetic
field, the theory of MCP and discuss the complex Gross-Pitaevskii equation (cGPE). Then in
the Sec. III, we describe the numerical procedures used to find out the steady state solutions
of the cGPE. In Sec. IV we discuss how these steady state of the system are affected by
various control parameter. In Sec. V, we discuss how the time-evolution (of these steady
states) depends on the parameters, and then we conclude.
II. SYNTHETIC GAUGE FIELD FOR MCP
As compared to the conventional solid state systems, the high degree of control in case of
cold atomic systems or MCP systems allows us to verify and study a broad range of physics,
including many exotic quantum phenomena. A phenomenon with perennial interests is
motion of a charged particle in a magnetic field. However, both cold atomic systems and the
MCP systems are neutral systems and the electromagnetic (gauge) field can only be coupled
to a charge particle. Nevertheless, now it is well established that similar physics (effective
theories) can also be simulated even with neutral particles [23]. Various methods to generate
synthetic or artificial gauge field are discussed in [18]. Using these methods for cold atomic
system physicists have successfully simulated many exotic quantum phenomena, such as
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Hall effect [24], Landau levels [25], Hofstadter butterfly [26] structure and many more. Here
we briefly describe one of the simplest method to engineer synthetic magnetic field for MCP,
i.e. by rotating the system [27].
The single particle Hamiltonian of a harmonically trapped quantum particle under rota-
tion can be written as
Hˆ =
|p|2
2m
+
1
2
mω2⊥(x
2 + y2)−Ω.r× p
=
1
2m
(
|p|2 − 2mp.Ω× r
)
+
1
2
mω2⊥(x
2 + y2). (1)
So clearly when the rotation frequency (Ω) is very close to the trap frequency (ω⊥) the
resulting Hamiltonian becomes equivalent to a charged particle in a magnetic field. This
analogy provides a quasi charge of q = m and a synthetic magnetic field of strengthB = 2Ωzˆ.
One must be cautioned here that the rotation does not cause emergence of any real magnetic
field but the effective Hamiltonian of the system just becomes equivalent to a charge moving
in a magnetic field. Although the polaritons are neutral particles, but we can mimic the
dynamics of a charged particle by realizing such artificial field. This idea can also be well
extended to many-particles provided there exists no singularity (or, vortex) in the many-
particle wave function. This is the key motivation of our work: to find out an experimentally
viable range of parameter regime, where we can avoid singularities or vortices.
The dynamics of the quantum fluid of polaritons can be studied under mean-field ap-
proximation. The Gross-Pitaeveskii equation (GPE) is a mean-field model to deal with the
many-body problems [28]. For temperature below certain critical temperature, the classical
field or the macroscopic wave function of the condensate, Ψ(r, t) is used to replace the field
operator. Similarly, the dynamics of a weakly (repulsively) interacting polariton superfluid
can be described by the complex GPE (cGPE) [13]. This is a generic mean-field model for
non-equilibrium (or, quasi-equilibrium for a given pumping rate) MPCs, considering effects
from pumping, dissipation, potential trap, relaxation and interactions [11],
ı~
∂Ψ
∂t
=
[
− ~
2∇2
2m
+ V (r) + g|Ψ|2 + ı~∇.(Ω× r) + ı(γeff − Γ|Ψ|2)
]
Ψ. (2)
Since we consider incoherent pumping, γeff = γ − κ is introduced to describe the net
gain; γ describes the rate of stimulated scattering of polaritons into the condensate and
κ describes polariton decay out of the cavity. The constant Γ is introduced to ensure the
condensate density saturates and an equilibrium density is attained. g = 4pi~2as/m is the
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effective interaction strength, where as is the s-wave scattering length (positive for repulsive
interaction and negative for attractive interaction). V (r) = m(ω2xx
2+ω2yy
2)/2 is the external
harmonic trap. m is effective-mass of the MCP. Unless stated, we assume ωx = ωy = ω⊥.
Ω is the angular frequency of rotation. In order to derive the time-dependent cGPE in (2),
one needs to impose the stationary condition
δ
[
− i~
∫
Ψ¯
∂
∂t
Ψdrdt+
∫
Edt
]
= 0 , E(Ψ,Ψ) =
∫
L dr,
L = ~
2
2m
|∇Ψ|2 + V (r)|Ψ|2 + g
2
|Ψ|4 − ΩΨLzΨ + ı
(
γeff − Γ
2
|Ψ|2
)
|Ψ|2 . (3)
For studying the steady state of the condensate [28] we consider the time-independent
cGPE. For the computation of this classical ground state or ”equilibrium state”, one needs
to minimize the energy functional, E(Ψ,Ψ). It must be noted that we work under the
normalization constraint, ‖Ψ‖20 :=
∫
Rd Ψ¯Ψdx = 1, (Ψ¯ is the conjugate field of Ψ). This
might not be a good approximation for a strongly non-linear regime since the effective mass
induced by the non-linearity might cause huge change in the norm in every computation
step, however for a typical experimental scenario (see e.g. [12]) this might be a suitable
approximation.
Keeping all these situations in mind, we proceed to discuss the numerical investigation
of the cGPE. Our numerical tool [29] is primarily based on [30] and references there in. In
this toolbox we can tune various free parameters in the problem and minimize the energy
functional. In the next section we briefly discuss how the toolbox works. It must be noted
that, in a strict sense, this is not equivalent to minimization of free-energy to find the
ground state of the system. In fact, since we are considering an open and driven system this
minimization may not be defined, since the entropy cost of putting energy in the system is
not fixed. So, in our context, what we mean by ”minimization” is, given a ground state, we
determine how the system evolves to a equilibrium state by computing the energy functional
on every iteration and making the functional drop below a certain threshold value. Note,
henceforth we refer to the final state as equilibrium state, instead of steady state. This will
be addressed in more detail in the following section.
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III. COMPUTATION OF STATIONARY STATES
In this section we describe the procedure to obtain the numerical solution of Eq. (2),
but before that, we introduce [3, 19, 30] the scales used for removing dimensions from the
problem in Table I.
Table I: Notations and scaling parameters used. Here ω⊥ = min(ωx, ωy) and a0 is the
oscillator length
√
~/mω⊥. The typical ranges of the parameters are also provided based on
the experiments of [3, 12, 19].
Variable/ Parameter Notation Scale Range
Time t 1/ω⊥ –
Energy E ~ω⊥ –
Length x a0 1 - 10
Condensate Density |Ψ(x, t)|2 1/a30 0 - 1
Rotation Frequency Ω ω⊥ 0 - 1
Interaction strength g a30~ω⊥ 0 - 50
Complex interaction Γ a30~ω⊥ 0 - 50
Effective gain γeff ~ω⊥ 0 - 20
After scaling all the variables by appropriate scales we use an initial data which has a
gaussian form (since the ground state of an harmonic oscillator is a gaussian wave function).
The form of the gaussian is [30]
Ψinit(x) =
(1− Ω)φ0(x) + Ωφ1(x)
||(1− Ω)φ0(x) + Ωφ1(x)|| ,
φ0(x) =
(ωxωy)
1/4
√
pi
exp−(ωxx
2+ωyy2)/2
φ1(x) =
(ωxx+ iωyy)√
pi
exp−(ωxx
2+ωyy2)/2 . (4)
For large rotation frequencies (& 0.5) the initial choice automatically picks up a vortex at
the center of the condensate. The end result of the minimization procedure does not depend
on the type of initial choice we have, rather such a condition on the initial choice ensures
faster convergence towards the final state [30].
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The imaginary time method: There is a great variety of methods to compute stationary
states for Gross-Pitaevskii equations. A well-known method is the imaginary time method
[31–36]. Mathematically, it consists in a projected gradient applied to the energy associated
to the Gross-Pitaevskii equation [37]. This method is divided in two consecutive steps: a
gradient flow and a projection on the constraint space. That is, we iteratively: solve the
so-called imaginary time Gross-Pitaevskii equation on a time step and then normalize the
solution. Considering a uniform time discretization t0 = 0 < t1 < t2 < ... with δt = tn+1−tn,
∀n ∈ N, and applying the imaginary time method to (3), we obtain

−~∂tφ =
(
1
2
∇2 + ΩLz − V (r)− g|φ|2 − i
[
γeff − Γ|φ|2
])
φ, tn < t < tn+1,
φ(r, tn+1) = lim
τ→tn+1
φ(r, τ)
||φ(·, τ)||0 ,
(5)
with an initial data φ(·, 0) = φ0. It has been shown that, under certain hypothesis, this type
of method computes an energy diminishing sequence (φ(·, tn))n∈N [37]. Therefore, we obtain
the following approximation of a stationary state φg, φ(·, tn) ≈
n→∞
φg.
However, in practice, we have to fix a stoping criterion. Since the objective is to compute
a critical point of the energy (3), we set the following criterion based on the evolution
of the energy between two iterations, |E(φn+1, ¯φn+1) − E(φn, φ¯n)| < εδt, where we denote
φn = φ(·, tn) and with ε  1. Finally, we have to choose a time and space discretization
for the Eq. (5) in order to efficiently compute this sequence. In [38, 39], the authors show
that a Backward Euler time discretization and a pseudo-spectral approximation leads to an
efficient scheme called BESP. Moreover, by using Krylov subspaces solvers, the scheme is
made fast and robust [39].
Based on the above described methods a Matlab toolbox, called GPELab [29] is de-
veloped. It computes stationary states as well as dynamical solutions of a large class of
Gross-Pitaevskii equations and is developed around spectral schemes and includes the BESP
scheme [29]. Since this code is easy to use and flexible, we choose to compute the stationary
states of the cGPE with the help of this toolbox. In Appendix A we describe it’s working in
bit more detail. In the following two sections we present our results. First we discuss how
the equilibrium state can be controlled by the free parameters and then in the next section,
we discuss how the time evolution to these states can be affected by these parameters.
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IV. THE EQUILIBRIUM STATE
The peculiarity of a rotating condensate is presence of vortices inside the condensate,
which are the singularities present in the condensate density. This phenomenon is similar
to the rotation of 4He superfluid. The control over the vortices in a rotating condensate can
facilitate investigation of many quantum behaviors on a macroscopic level. As mentioned
before, our primary motivation for this work is to understand how the vortex number can
be controlled using tunable-parameters, in the equilibrium state (∂Ψ/∂t = 0). A key obser-
vation would be to note that the damping term iγeff can always be removed from the cGPE
by the following gauge transformation :
Ψ(x, t)→ Ψ(x, t) exp(iγeff t/~). (6)
Hence the equilibrium state is not going to be affected by γeff , however, the evolution to
that particular state is going to depend on the value of γeff . Physically, γeff models the
effects of the finite life-time of the polaritons inside the cavity, therefore, it is quite natural
that γeff does not bring any difference in the configuration of the equilibrium state, except
deciding the time scale of evolution. Hence in this section we only consider the effects of
g,Ω,Γ.
For illustrative purposes, in Fig. 2a, for (g,Γ, γeff ,Ω) = (50, 0, 20, 0.95), we show the
condensate density distribution (with the help of a color map) over the real space. The
vortices correspond to the points inside the condensate where the density abruptly vanishes
(blue dots with white rings around). The phase of the wave function is depicted in Fig. 2b.
We can see the vortices are also singularities in the phase of the wave function since the
phase varies from −pi to pi (or the other way around) in there vicinity. In the equilibrium
state the vortices are always found to arrange themselves in a triangular lattice (the so-called
Abrikosov lattice), where the lattice constant is of the order of the oscillator length a0.
With the help of our code we perform a set of numerical experiments and obtain the
trend of variation of vortex number with other free parameters.
Results for varying Γ: We find that the number of vortices (for fixed g,Ω) decreases as
the value of Γ increases (see Fig. 3) and ultimately, after a certain value, the vortices. And
ultimately after a certain value the vortices completely disappear. This value of Γ is referred
to as the critical gamma or Γ0. It might happen that there are few vortices on the edge but
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(a) (b)
Figure 2: The vortices (Nv = 14) are found to arrange themselves in a triangular lattice.
The two black solid arrows are the lattice vectors. The vortices are marked by white colored
rings. Figure (a) is the amplitude of the wave function and (b) is the phase part of the
wave function. The color map bar in (a) is a density map, red is highly dense and blue is
minimum density. The color map bar in Figure (b) shows variation of angle from −pi (blue)
to pi (red). This figures corresponds to (g,Γ, γeff ,Ω) = (50, 0, 20, 0.95).
as the condensate rotates these vortices continue forming and disappearing with time. This
will be a discussed in the next section (see Fig. 6). Since this critical value of gamma exists,
we emphasize that one can realize a vortex free condensate and hence realize the synthetic
magnetic field on such systems.
This behavior can be understood from the hydrodynamic equations of the MCP super-
fluid. We will provide its full justification immediately after we derive the steady-state
hydrodynamic equations for the cGPE in the next section. Now we present another obser-
vation: how the value of Γ0 varies with g or Ω. These variations are shown in Fig. 4.
Result for varying Ω: It is a well established fact [28] that the number of vortices increases
as the rotation frequency increases, or the interaction strength increases. In case of MCP,
this also holds true. Hence, what we verified is, how the Nmaxv depends on Ω, see Fig. 5a.
This is trivially a consequence of the fact that Nv increases with Ω. It may be noted that,
since we are mostly interested in critical rotation, we restrict our study to Ω ' 1.
Result for varying g: Similar to the previous case, we study the variation of Nmaxv with
10
Figure 3: Variation of number of vortices Nv with Γ are shown by the solid red (Ω = 0.9)
and blue (Ω = 0.8) lines. The variation is a step function since the vortex number can not
be non-integer. Condensate size is 16a0, g = 50, γeff = 20.
g, see Fig. 5b. As expected Nmaxv increases with g [40].
The mean vortex density increases with the rotation frequency or inter-particle interac-
tion [41]. From mean-field calculations it can also be shown that the separation between
the vortices decreases as the rotation frequency increases [42]. Hence one can expect the
total number of the vortices in the condensate to increase with increasing rotation speed or
interaction strength.
V. TIME-EVOLUTION
We solve the the full time-dependent cGPE in Eq. (2) using GPELab (the method
briefed in appendix A and further details on dynamic calculations can be found in [29]). In
order to understand the time-evolution of the MPC to it’s equilibrium state we first derive
11
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Figure 4: Variation of Γ0 with: (a) inter-polariton interaction strength (g). The two lines
correspond to Ω = 0.90 (red) and 0.96 (blue); (b) variation with rotation frequency (g = 40,
γeff = 20).
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Figure 5: (a) Variation of number of vortices with rotation frequency (Γ = 16, γeff = 20, g =
50). Blue line corresponds to the average variation; (b) variation of maximum number of
vortices formed (Nmaxv , that is when Γ is set to zero, refer to Figure 3), with inter-polariton
interaction strength, g. The red and blue lines are average variations for rotation frequencies
Ω = 0.93, 0.96, respectively.
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the hydrodynamic equations. Considering the system to be large enough such that the
Thomas-Fermi approximation applies, the equation of motion of the condensate can be well
described by the hydrodynamics theory of superfluids [43]. A similar equation of motion of
the polariton superfluid, in a frame rotating with angular velocity Ωzˆ, can be derived from
Eq. (2),
∂nc
∂t
+∇ · [nc(vs −Ω× r)] = 2(γeff − Γnc)nc/~, (7)
∂vs
∂t
+∇
[v2s
2
+
V
m
+
gnc
m
− vs.(Ω× r)
]
= 0. (8)
Eq. (7) is the continuity equation and (8) is Bernoulli’s equation. The derivations are
provided in the Appendix B. Assuming the gas to be dilute we have replaced the density of
the gas, |Ψ(r, t)|2 with the condensate density, nc(r, t). The equilibrium state solutions in
the rotating frame can be obtained by setting ∂n/∂t = ∂v/∂t = 0. Moreover, the behavior
of the condensate can be explained from these hydrodynamics equations.
Let us now explain the existence of Γ0 using these equations: in the equilibrium state the
linear imaginary part and the non-linear imaginary part of the cGPE become equal, see (7).
Hence if Γ increases, keeping all other parameters fixed, then |Ψ|2 decreases or the number
of particles decreases, i.e. the condensate shrinks. Hence the vortices start vanishing. We
illustrate this process in Fig. 6, where we rotate the condensate with a critical gamma.
Furthermore, when Γ is set to Γ0, the condensate reaches the critical size needed to expel
all the vortices to its boundary. As we know, the number of vortices increases with increasing
ω, or g, hence, one has to increase the value of Γ0 to obtain a vortex-free condensate. This
result is in agreement with what we observe in Fig. 4.
Results for γeff : As mentioned before, γeff does not affect the steady-state but it affects
the time-evolution to the steady-state. Considering the damping term γeff not equal to
zero, we can easily deduce from Eq. (7) that the condensate will take more time to evolve
to a steady-state as the value of γeff decreases. In Fig. 7, we illustrate the evolution of a
condensate for a finite value of the γeff .
VI. CONCLUSION
Now we summarize our main results. We found that in the equilibrium state, the MPC
always forms triangular vortex lattice (see Fig. 2). For the MPC, we re-established that
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Figure 6: The process of condensate evolution till an equilibrium state is achieved. The
time taken (in the unit of 1/ω⊥) is written corresponding to every snapshot. With time the
vortex gradually comes towards the edge of the condensate and ultimately the central part
of the condensate becomes vortex free. The value of other parameters are Ω = 0.95, g =30,
Γ = 20 (> Γ0), γeff = 20. The size of the condensate is 16a0.
the number of vortices, Nv increases as the rotation frequency, Ω or the interaction strength
increases (Fig. 4). Our primary result is that, we show, for a given rotation frequency there
exists a critical value of Γ, beyond which the condensate becomes vortex free (see Fig. 6).
We explained this result using the hydrodynamic theory of superfluid. Further, this critical
value can also be controlled by tuning rotation frequency or the interaction strength. We
hope this result will be helpful for experimentalists to tune the right range of parameters
for the MPC such that synthetic magnetic field can be realized.
There are certain questions which are yet to be addressed. Such as to see how (the time
scale in which) the condensate will relax if we suddenly switch of the (a) trap potential, or
(b) the rotation. As a natural extension, one can consider asymmetric trap potentials and
study how the anisotropy will provide a directional preference to the condensate dynamics.
Many of these studies can be accomplished through the GPELab, with certain amount of
modifications.
14
Figure 7: Evolution of the condensate until an equilibrium state is reached. The time taken
(in the unit of 1/ω⊥) is written corresponding to every snap. With time the vortex gradually
comes towards the edge of the condensate and ultimately the central part of the condensate
becomes vortex free. The value of other parameters are Ω = 0.92, g =40, Γ = 15, γeff =
20. The size of the condensate is 16a0.
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APPENDIX
Appendix A: GPELab
In order to launch a computation with GPELab, we have to write a script to define the
parameters of the scheme and the definition of the physical problem. We now show how
we wrote the scripts that are used in this paper. Before launching the simulation, we have
to define three structures: the Method ( resp. the Geometry2D) structure that includes all
the parameters concerning the method ( resp. the geometry) of the computation and the
Physics2D structure where the operators of the complex Gross-Pitaevskii equation have to
be defined. In our computations, we choose a time step equal to 0.1 and a stopping criterion
ε = 10−12 in the parameters of the imaginary time method. This is coded in Table II where
we define the Method structure by using the Method Var2d function.
Computation = ’Ground’;
Ncomponents = 1;
Type = ’BESP’;
Deltat = 1e-1;
Stop time = [];
Stop crit = {’Energy’, 1e-12};
Method = Method Var2d(Computation,Ncomponents, Type, Deltat, Stop time,
Stop crit);
Table II: Defining the Method structure.
Next, we define the Geometry2D structure. The computational box is set to O =
[−15, 15]2. We fix a number of grid points of 29 + 1 in the x- and y-directions.
We now have to set the physical problem. That is, we have to define each operators of
cGPE: the Laplace operator −1
2
∇2, the potential operator V (x), the rotational operator
ΩLz, and the nonlinear operator g|Ψ|2 + i [γeff − Γ|Ψ|2].
GPELab is able to handle general Gross-Pitaevskii equations and includes functions that
define several types of operators [29]. That is, we can compute the stationary state of a
16
nonlinear Schro¨dinger equation of the form
i∂tΨ = D(−i∇)Ψ +
d∑
j=1
Gj(x)∂xjΨ + V (x)Ψ + F (Ψ,x)Ψ, (A1)
where D is a dispersion operator, Gj∂xj are gradient operators, V is a potential opera-
tor and F is a nonlinear operator. In Table III, we set the operators of cGPE by us-
ing the Dispersion Var2d, Potential Var2d, Nonlinearity Var2d, Gradientx Var2d and
Gradienty Var2d functions (see [29] for more details). Furthermore, we fix here, for exam-
ple, the parameters g = 50, γeff = 5, Γ = 50, Ω = 0.5 and γx = γy = 1.
Physics2D = Physics2D Var2d(Method,1,1);
Physics2D = Dispersion Var2d(Method, Physics2D, ...
@(fftx,ffty) (1/2)*(fftx.^2+ffty.^2));
Physics2D = Potential Var2d(Method, Physics2D, ...
@(x,y) (1/2)*(gamma x.*x.^2+gamma y.*y.^2));
Physics2D = Nonlinearity Var2d(Method, Physics2D, ...
@(phi,x,y) g*abs(phi).^2 + 1i*(gamma eff - Gamma*abs(phi).^2) );
Physics2D = Gradientx Var2d(Method, Physics2D,@(x,y) 1i*Omega*y);
Physics2D = Gradienty Var2d(Method, Physics2D,@(x,y) -1i*Omega*x);
Table III: Defining the Physics2D structure.
The initial data is computed with the help of the InitialData Var2d provided in
GPELab. Before launching the computation, we have to define additional structures that
we do not detail here. These structures are used to define the outputs computed during the
simulation (e.g. drawing the solution, computing quantities such as the energy, the angular
momentum, etc.). At the end of the simulation, we can proceed to extract the outputs and
analyze the data.
Appendix B: Hydrodynamic theory of cGPE
In this appendix we show that the amplitude part and the phase part of the cGPE in
Eq. (2) can be decoupled into two hydrodynamic equations, viz. the equation of continuity
(EoC) and equation of motion (EoM). For simplicity we write Ψ(r, t) as Ψ. The cGPE of
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our consideration is
ı~
∂Ψ
∂t
=
[
− ~
2∇2
2m
+ V (r) + g|Ψ|2 + ı~∇.(Ω× r) + ı(γeff − Γ|Ψ|2)
]
Ψ. (B1)
Notice we have used the vector identity ∇.(Ω×r) = r.(∇×Ω)+Ω.(r×∇). Since the frame
is rotating with a constant angular velocity, Ω = Ωzˆ, the first term on the right hand side
vanishes. Now we show the real part of this equation is the EoC and the imaginary part is
equivalent to the EoM or Bernoulli’s equation.
Equation of Continuity : Multiplying Ψ¯ on both sides of the equation (B1) and subtracting
its conjugate we get
ı~
∂ΨΨ¯
∂t
= − ~
2
2m
(
Ψ¯∇2Ψ− Ψ¯∇2Ψ
)
+ ı~∇.(Ω× r)|Ψ|2 + 2ı(γeff − Γ|Ψ|2)|Ψ|2. (B2)
The first term on the right hand side can be identified with divergence of fluid current
density, ∇ · j(r, t), where j = −i~(Ψ¯∇Ψ − Ψ¯∇Ψ)/2m. Assuming the gas to be dilute we
can identify density of the gas, |Ψ(r, t)|2 with the condensate density, nc(r, t)
∂nc
∂t
+∇ · j −∇.(Ω× r)nc = 2(γeff − Γnc)nc/~ (B3)
Using Madelung transformation, Ψ(r, t) =
√
nc(r, t)e
ıφ(r,t), the order parameter can be
expressed in terms of its amplitude and phase factor: j(r, t) = nc(r, t)vs(r, t), vs(r, t) =
~∇φ(r, t)/m. Here, vs(r, t) is the velocity of fluid flow, which is irrotational ( ∇ × vs =
0 ). The subscript in the velocity stands for ’superfluid’, as irrotational flow is one of
the characteristics of superfluids. So the equation of continuity for a rotating condensate
becomes
∂nc
∂t
+∇.[nc(vs −Ω× r)] = 2(γeff − Γnc)nc/~. (B4)
Bernoulli’s Equation of Motion: We express the order parameter in terms of amplitude
and phase and rewrite the left hand side of the cGPE as
ı~∂t(
√
nce
ıφ) =
ı~eıφ
2
√
nc
∂tnc − ~√nceıφ∂tφ. (B5)
The EoC and the cGPE can be used to simplifying this further to
ı~e−ıφ√
nc
∇.(Ω× r)√nceıφ + ı~
2nc
∇.[nc(vs −Ω× r)] =
ı~2
2mnc
∇nc∇φ+ ı~
2
2m
∇2φ− ~∇φ.(Ω× r). (B6)
18
Inserting the above two equations we finally obtain (rewriting this equation by using ∇φ =
mvs/~, and taking divergence of both sides of the equation)
m
∂vs
∂t
+∇
[mv2s
2
+ V + gnc −mvs.(Ω× r)− ~
2
2m
∇2√nc√
nc
]
= 0. (B7)
The last term, called the ’quantum pressure’ [28] term, has important significance for inho-
mogeneous gases. However, if the density of the gas changes slowly in space, then this term
can be neglected. In the ground state of the condensate the pressure term scales almost as
the inverse square of the size of the cloud. In our case we assume the size of the conden-
sate is much larger than the healing length ξ = ~/
√
2mgnc, hence drop the pressure term
(Thomas-Fermi approximation) and obtain
∂vs
∂t
+∇
[v2s
2
+
V
m
+
gnc
m
− vs.(Ω× r)
]
= 0. (B8)
This is the Bernoulli’s equation of hydrodynamics. It must be noted that, Thomas-Fermi
approximation is equivalent to ignoring the kinetic term in the original cGPE.
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