ABSTRACT Cluster ensemble aims at discovering the intrinsic structure of a given dataset robustly and stably, and achieves this by combining multiple base partitions into a single final one. Some cluster ensemble algorithms in the literature are based on a co-association matrix, which can be viewed as a space transformation of the original dataset. However, the co-association matrix does not always depict the cluster structure well. In this paper, we propose a method to refine the co-association matrix and make it describe the structure more accurately. The main idea is to define an inter-cluster similarity with the co-association matrix, then repeatedly combine the most similar cluster pair of a base partition. In turn, the co-association matrix is updated in terms of the combined cluster pair. Furthermore, based on the refined co-association matrix, three consensus schemes are designed to generate the final clustering. The experimental results on eight synthetic datasets and eight real datasets demonstrate that the refined co-association matrix depicts the cluster structure more accurate than the original one, and the proposed ensemble schemes with the refined matrix can produce clusterings with high quality compared with the several state-of-the-art methods.
I. INTRODUCTION
For a given dataset, clustering is to determine its intrinsic groups automatically. As it is an ill-posed problem, a universal clustering algorithm that can deal with all kinds of datasets does not exist [1] - [3] . Meanwhile, as users have generally not any prior knowledge about their datasets, thus it is difficult for them to select a suitable clustering algorithm or parameters [4] . To alleviate this dilemma to a certain extent, two kinds of clustering methods have been studied in the literature: multi-objective based clustering [5] - [7] and clustering ensemble [8] - [21] .
Handl and Knowles [5] minimized connectivity and overall deviation simultaneously so that datasets with some composite structures of compactness and connectedness can be processed. For soft subspace clustering, two objective functions, of which one is the within-cluster dispersion and the other one is the combination of the negative weight entropy and the separation between clusters, were designed and optimized by Xia et al. [6] in order that the proposed algorithm is insensitive to its parameters. To determine the number of clusters, Saha and Bandyopadhyay [7] took two cluster validity indices as objective functions and optimized them simultaneously.
Cluster ensembles have emerged to combine multiple base clusterings and generate a consolidated final partition which are generally robust and stable. A cluster ensemble is composed of two components: generation of base clusterings and combination of them. The main concern in the first component is diversity of the base clusterings. Some works in the literature claim that the high quality of the final clustering is correlated to the high diversity [22] , [23] , while others claim that a moderate diversity [24] and a selective ensemble [25] benefit the final clustering.
There exist a lot of methods to yield different base partitions. These methods can be roughly classify into the following categories: single clustering algorithm with varied parameters or initializations [26] , [27] , different clustering algorithms [21] , [28] , and subspace based clustering [29] , [30] . Practically, the first kind is simpler than the second one, while the third one is generally employed to cope with high dimensional datasets.
For the second component, the key point is to design an effective consensus scheme, which is also the dominant task of cluster ensemble. Consensus schemes should be capable of mapping the base partitions into the final clustering, and are usually categorized into two groups: median partition based consensus and co-occurrence based consensus. The median partition based consensus is to find the partition with the highest similarity among all the base partitions [31] , [32] . Co-occurrence based consensus includes voting-based and co-association matrix-based approaches. In the voting-based approach, the final clustering is achieved by processing the information of how frequently an object is covered by a cluster [33] , [34] , while in the co-association matrix-based approach the final clustering is achieved by processing the information of how frequently a pair of objects are covered by the same cluster [21] , [26] .
In a co-association matrix-based cluster ensemble, the quality of the matrix is crucial for the final clustering. However, this matrix does not always represent well the cluster structure of the dataset. In this paper, we propose a method to iteratively refine the co-association matrix, and the motivation is to make the matrix conveys more correct information of the cluster structure. The main contributions are as follows:
1) A self-refinement mechanism towards co-association matrix is designed; 2) Three ensemble process based on the self-refined co-association matrix are proposed. The rest of the paper is organized as follows. Section II discusses the related work, Section III depicts the proposed refinement mechanism, Section IV describes the cluster ensemble schemes based on the refined co-association matrix, Section V presents the experimental results and further discussions, and Section VI concludes the paper.
II. PROBLEM FORMULATION AND RELATED WORK A. PROBLEM FORMULATION
Let X = {x 1 , x 2 , . . . , x N } be the dataset to be analyzed, = {π 1 , π 2 , . . . , π M } be a set of base partitions, where
is the number of the base partitions, C iK i is a cluster of π i , and K i is the number of the clusters of π i . Cluster ensemble is to find out a new partition π * = {C * 1 , C * 2 , . . . , C * K } so that π * depicts the intrinsic structure of X more accurately than any partition of , where C * i is a cluster of π * and K is the number of clusters of π * .
B. REPRESENTATIONS OF THE BASE PARTITIONS
Normally, a consensus scheme deals with the base partitions by designing and analyzing a transformation or representation of them. A co-occurrence based consensus generally handles the following three kinds of representations: co-association matrix, binary cluster-association matrix and inter-cluster association matrix, which are shown in Fig. 1 .
FIGURE 1.
Matrices processed by co-occurrence based consensus methods. An entry of the co-association matrix is the frequency of the corresponding two objects simultaneously being in the same cluster, and it is formally defined in Eq. 1. While an entry of the binary cluster association matrix (BM) indicates whether the object in one row belongs to the clusters in the columns. And an entry of the inter-cluster association matrix is defined by Eq. 3.
A co-association matrix (CM ) is defined as:
where C ml is the lth base cluster in π m , and s(i, j, C ml ) is an indicator:
One of typical cluster ensemble algorithms based on co-association matrix can be found in [21] . This algorithm directly applies a linkage-based algorithm, such as singlelinkage [35] , to the co-association matrix, because the matrix can be viewed as the similarities of objects. Although the algorithm can deal with some datasets like the half-rings in [21] , it fails towards some more complex datasets.
Fern and Brodley proposed a bipartite graph-based cluster ensemble through exploiting the binary cluster matrix (BM ) [37] . Furthermore, Iam-On et al. [16] dug out some hidden information beyond BM for ensemble, that is, two clusters in the same base partition may be similar to a certain degree. This means that in a base partition even two objects do not belong to the same cluster, they may have a certain relation via the third cluster from the other base partition. Based on this hidden information, the BM is refined.
Mimaroglu and Aksehirli [36] focused on the intercluster association matrix. They defined the similarity of VOLUME 6, 2018 two clusters C ik and C jl as:
where sim(x, x ) denotes the similarity of data point x and x with respect to the CM , i.e., sim(x, x ) = CM (e, f ), if x and x' are corresponding to the eth and f th data points in X , respectively. It is worthy to note that the elements on the diagonal of the inter-cluster association matrix are different, see Fig. 1 . This implies that the stabilities of clusters in the base partitions may be not identical.
III. ITERATIVELY REFINE CO-ASSOCIATION MATRIX A. THE MOTIVATION
To produce the base partitions, if K i is large, π i will be composed of small clusters. Although they are generally homogeneous (here a homogeneous cluster means that the data points of it belong to a genuine cluster), the small clusters reveal only the local information of the dataset. On the contrary, if K i is small, π i will contain some big clusters, but these clusters are prone to being heterogeneous. Therefore, the produced co-association matrices from the both situations of K i do not depict the cluster structure well. However, for a co-association matrix based cluster ensemble, the quality of the final partition is primarily dependent on the matrix. To make a co-association matrix describe the cluster structure well, we will produce initially the base partitions with a large cluster number, and then combine them into some big clusters and at the same time keep them as homogeneous as possible.
B. AN OBSERVATION
Applying a split and merge based clustering [40] - [42] , or an agglomerative hierarchical clustering such as singlelinkage [35] , one can observe the following phenomenon: in the process of merge, the generated clusters in the previous stage are of high homogeneity, while in the later stage are of high heterogeneity.
If the algorithm in [21] is applied single-linkage to the coassociation matrix, the phenomenon may emerge. In Fig. 2 , for example, the synthetic dataset is call pathbased and taken from [43] , it has 300 objects which belong to three clusters: two Gaussian distributed clusters and one unclosed ring cluster surrounding the first two. In the left figure, 9 clusters are achieved after 291 rounds of merge, and these 291 merge steps are expected, because each of the 9 clusters are basically homogenous. But in the right figure, the 292th merge step combines the cluster 8 and 9 from the left and a heterogenous cluster is generated. Therefore, this merge step is unexpected.
This observation indicates that for a merge criterion, the co-association matrix will not always depict the intrinsic structure of a dataset. In the early merge stage, clusters are generally small, and the co-association matrix is effective. But when the clusters become big, the effectiveness of the co-association matrix will be degraded. With the above observation in mind, we devise a concrete scheme to refine the co-association matrix as follows.
C. THE OVERVIEW OF THE REFINEMENT SCHEMES
The overviews of the refinement scheme is illustrated in Fig. 3 . Initially, the co-association matrix CM is constructed by the M base partitions π 1 , . . . , π M , and is viewed as the initial co-association matrix of each base partition. Iteratively, for each partition, the most similar cluster pair is computed with its co-association matrix and combined, and then the matrix is updated in terms of the combination. Finally, the M refined co-association matrices are averaged into the final CM .
D. ITERATIVELY REFINE THE CO-ASSOCIATION MATRIX
For each partition, an iteration of refinement consists of three operations: combine the most similar cluster pair, update the co-association matrix and the similarities of the clusters.
We use Eq. 3 to define the pairwise similarities of clusters for each partition. From Eq. 3, one can see that the similarities are determined by the co-association matrix. Since the merge of the most similar cluster pair is trivial, we discuss the update of the matrix and the similarities as follows.
Suppose that CM
is the co-association matrix after qth merge of base partition π i , then CM (q+1) i is defined as:
where CM (q) i is defined as: i2 , is combined, the most similarities keep unchanged, and only those between the new cluster C
i2 and the others need to be computed. More efficiently, the new similarities with respect to C (q+1) im can be obtained by combining the old ones on C (q) i1 and C (q) i2 rather than using Eq. 3.
Let S(C
ik ) be the similarity of cluster C (q) ij and C (q) ik before the (q + 1)th merge. Suppose C
ik , where j = m, k = 1 and 2. We have:
From the above equation, we can see the process of updating the similarities is efficient. The merge process should be stopped before the number of clusters reaching the true K , according to the observation in Section III-B: the merges in the later stage are prone to producing heterogenous clusters, and have negative contribution to the refinement of the co-association matrix. We call the difference between the stop number and the true K a stop interval δ. We will discuss this interval in the Section V-F2.
As each base partition π i has its own refined co-association matrix CM i , the final refined matrix CM ref is achieved by averaging the matrices:
We call the above mechanism of refining the CM a selfrefined process. From Eq. 3, one can see the cluster similarities are computed from the CM . From Eq. 4, the similarities, on which the merge operations rely, in turn, update the CM .
We employ the technique of visual assessment of tendency (VAT) [44] to demonstrate the improvement of the capability of the updated CM to discern the cluster structure. The VAT algorithm reorders the similarity matrix of the objects in order to represent the intrinsic structure as dark blocks along the diagonal of the matrix [45] , we call this reordered matrix a VAT matrix.
In Fig. 4 , the Pathbased dataset is used as an example for VAT-based analysis. The cluster number of the base partitions are generally determined by the three schemes: true-K , fixed-K and random-K [16] . The VAT pictures of the base partitions generated with the three schemes are illustrated, where the true-K is 3, the fixed-K is K = 2 √ N , and the random-K is selected K from 2 to 2 √ N . The number of the base partitions for each case is always 25. In Fig. 4(a) , the VAT picture is corresponding to the original 25 base partitions generated by K-means with K = 35. From this grey-mapped picture, the cluster structure is not clear. With the partitions being combined, from (b) to (d), the structure is emerging. The VAT picture of the averaged CM in Fig. 4 (e) can discover the structure more clearly. The pictures from fixed K = 3 and randomly selected K are illustrated in Fig. 4 (f) and (g), respectively. Although the cluster structures discovered in Fig. 4 (f) and (g) are obvious, the accuracy of the structures is less than that in Fig. 4 (e), because the block sizes in Fig. 4 (e) match those of ground truth based matrix, which is shown in Fig. 4 
(h).
From the point of view of the VAT matrix, the refined co-association matrix is improved. The performance of the refined matrix will be discussed further in Section V-E1.
The algorithm of refining the CM is shown in Algorithm 1.
IV. CLUSTER ENSEMBLE WITH THE REFINED CM
The whole ensemble scheme is composed of the following three steps: generating M base partitions, yielding the initial co-association matrix and refining it, and combining one base partition to achieve the final clustering.
In the first step, K-means is repeatedly applied to X to generate M base partitions, each partition has Coef × √ N clusters, where Coef is a constant. In the second step, the CM is produced and refined as described in Section III. In the last step, three schemes are designed for the final partition: randomly select a base partition and combine it, randomly select multiple base partitions and 1) determine the best one VOLUME 6, 2018 FIGURE 4. Grey-mapped pictures of the VAT matrices on dataset Pathbased. The VAT matrix in (a) is obtained by reordering the original CM, which is produced by the 25 base partitions with 35 clusters each. In (b), (c) and (d), the CMs are the averages after merging the base partitions into 20, 15 and 5 clusters, respectively. The CM illustrated in (e) is the average of the 25 final updated CMs. In (f), the CM is produced by 25 base partitions with true-K clusters each. The CM in (g) is produced by 25 base partitions, each has randomly selected K clusters, from 2 to 35. In (h), the similarity matrix is generated by the labels, 1 for a pair with the same label, 0 for different labels.
Algorithm 1 Refinement of the CM
Input: Base partitions , number of clusters K , stop interval δ. Output: Refined co-association matrix CM ref .
Step 1. Compute the CM from in terms of Eq. 1, initialize
Step 2. For each π i ∈ , compute the pairwise cluster similarities with CM i in terms of Eq. 3.
Step 3. For each π i ∈ , repeatedly combine the most similar pair of clusters, update CM i and the cluster similarities according to Eq. 4 and Eq. 6, respectively, until the number of clusters is K + δ.
Step 4. The final refined co-association matrix CM ref is computed by Eq. 7.
for the final merge, or 2) combine them to obtain multiple solutions and select the best one.
A. THE BASE PARTITIONS
In the proposed cluster ensemble, we employ K-means to generate base partitions. To use K-means, we must specify one parameter first: the number of clusters K . As mentioned above, three solutions have been proposed, i.e. true-K , fixed-K and random-K . However, in the proposed ensemble schemes, fixed-K is selected for two reasons. One is that in the ensemble schemes we employ the refinement process, in which fixed-K is used. The other one is that we achieve the final result by merging a base partition, and the high homogeneity of the base clusters is expected, but true-K and random-K will produce more heterogeneous clusters.
In general, the number of cluster is supposed, as a rule of thumb, to be not more than the square root of N [38] , [39] . Iam-On et al. [16] fixed the K to √ N , and used other two schemes: a true-K and random-K s in the range of {2,
Coef is a real number greater than 1, because for producing homogenous clusters on some complex datasets a large number of K is required. Coef will be discussed further in Section V.
A large K may generally reduce the diversity of the base partitions. However, the maximum number of iterations, say MaxIt, for the convergence of K-means can also adjust the diversity. A large MaxIt will lead to a more stable but less diversified partition, therefore we use a relative small MaxIt to compensate the selection of a large K . This parameter will also be discussed in Section V.
B. FINAL PARTITION
To generate the final partition, we iteratively combine clusters in one base partition with the refined co-association matrix. Step 1. Randomly select a base partition π from .
Step 2. Compute the pairwise cluster similarity of π in terms of Eq. 3 with CM ref .
Step 3. Iteratively combine the most similar cluster pair, until the number of clusters is K .
Compared with to combine data points in [21] , to combine clusters is more efficient.
1) ONE-BASE-PARTITION
For simplicity, this one-base-partition scheme is to randomly select a partition for merge. The merge operation is based on the cluster pairwise similarities generated by ECS with CM ref , and the similarities will not be updated in the merge process. This process is described in the Algorithm 2.
Although the above scheme is simple, the final partition is not so stable. Therefore, we consider the multiple base partitions.
2) MULTIPLE BASE PARTITIONS
We randomly select M can base partitions as the candidates, and the most similar candidate to is determined and combined into the final clustering. It is called Select-and-Merge. An alternative is to combine the M can base partitions and then select the most similar one to as the final result. It is called Merge-and-Select.
Average Normalized Mutual Information (ANMI) [30] is employed to measure the similarity between one partition and a set of partitions. Suppose π is a partition, is a set of partitions and M = | |, ANMI is defined as follows.
The algorithms of the two schemes are shown in Algorithm 3 and Algorithm 4, respectively.
V. PERFORMANCE EVALUATION
In this section, we evaluate the performance of the refined co-association matrix and the proposed cluster ensemble schemes. For the refined CM , the evaluation focuses on how accurately it describes the true partition. For the proposed cluster ensemble scheme, the quality of the clustering results is evaluated, and the related parameters are discussed. The computational complexity of the refinement and the cluster ensemble schemes is analyzed. The performance evaluation is implemented with MATLAB (2009) and WINDOWS XP. Step 3. For each combined partition π i , compute the ANMI with respect to , and the one with the maximum ANMI can be selected as the optimal final partition.
Algorithm 3
Cluster Ensemble: Select-and-Merge CENEM
A. DATASETS
We use eight synthetic datasets 1 and eight real datasets in the evaluation. The descriptions of the datasets are shown in the Table 1 , and the eight synthetic datasets are visualized in Fig. 5 . We may group different datasets by clustering algorithms, since for a dataset, a relatively suitable clustering algorithm can be determined. Handl and Knowles categorized clustering algorithms in terms of the optimized objective functions into three groups: connectedness-based, compactness-based and spatial separation-based methods [5] . Clustering algorithms like single-linkage use the objective function of connectedness, while algorithms like K-means employ compactness. However, clustering algorithms seldom take spatial separation directly, because it is difficult to be quantified. We may use a density separation instead, because if two clusters are not density reachable, then we can suppose there exists a spacial gap between them.
Dataset Spirals in Fig. 5 are connectivity separated, the three clusters can be discovered by minimizing the connectivity. For example, single-linkage algorithm can deal with this dataset well. Datasets Half rings and Bowl are density separated, one can achieve the expected clusters by applying density-based clustering algorithms such as DBSCAN [50] . For the remaining five datasets, it is difficult to find the correct clusters by a single clustering objective based algorithm. However, cluster ensemble methods are more universal than those based on single clustering objective function.
B. INDICES TO MEASURE THE PERFORMANCES
The performance of the refined co-association matrix is evaluated by a generalized Adjusted Rand Index ARImp [51] , which measures the similarity between a co-association matrix and the true partition.
Suppose CM is a co-association matrix, and π = {C 1 , · · · , C K } is the partition. ARImp is defined as:
where
When CM is uncorrelated to π and the dataset is big enough, ARImp(CM , π) will approach to 0; if CM is the coassociation matrix of π , ARImp(CM , π) will be 1.
Two indices are used in the experiments to measure the clustering quality: Classification Accuracy (CA) [52] and Normalized Mutual Information (NMI ) [30] .
Suppose π * = {C * 1 , · · · , C * K } is the external true partition, π i = {C i1 , · · · , C iK i } is a partition produced by a clustering algorithm.
Let lb_obj(x, π * ) denote the label of the object x assigned in π * , lb_clu(C ij , π * ) denote the label of the cluster C ij , which is determined as lb_clu(C ij , π * ) = mode({lb_obj(x, π * )|x ∈ C ij }), where mode returns the number that appears most often in the set. Then, the classification accuracy of π i w.r.t. π * is defined as:
NMI is an index to measure the similarity of two partitions. Its definition is included in Eq. 8. We use it here to measure the quality of the final partition w.r.t. the ground truth.
C. COMPARED CLUSTER ENSEMBLE METHODS
To analysis the clustering accuracy of the proposed ensemble method, we employ the following three counterparts for comparison: co-association matrix based ensemble [21] , graph based ensemble [30] , and link-based ensemble with SPEC [16] .
Fred and Jain proposed a co-association matrix based ensemble (EAC) [21] , in which the co-association matrix is directly used as a new similarity matrix of objects. Then single-linkage is applied to the matrix to produce the final partition.
The graph-based cluster ensembles proposed by Strehl and Ghosh [30] include three schemes: Cluster-Based Similarity Partitioning Algorithm (CSPA), Hyper-graph Partitioning Algorithm (HGPA), and Metaclustering Algorithm (MCLA). Similar to EAC, CSPA takes the co-association matrix as a new similarity matrix on which the final partition depends. A similarity graph is induced from the matrix by viewing objects as vertices, and similarities as edge weights. The graph is then partitioned with METIS [53] . HGPA first constructs a hyper-graph with the base partitions: one object is a vertex, and one cluster is a hyperedge. To obtain the K unconnected components from this hyper-graph, the minimal number of hyperedges are removed by HMETIS [54] . In MCLA, each cluster in the base partitions is a vertex and Jaccard similarity between a pair of vertices is the edge weight. Therefore, a meta-graph can be constructed. METIS is then applied to the graph to yield K meta-clusters. The final partition is produced by assigning an object to the most associated meta-cluster. In the experiments, the three schemes are compared.
Three link-based ensemble schemes were proposed by Iam-On et al. [16] . The main idea is to refine the binary matrix by three different methods, i.e., Weighted Connected-Triple (WCT), Weighted Triple-Quality (WTQ) and Combined Similarity Measure (CSM). Then feature-based partition and spectral graph partitioning techniques are used to achieve the final partition. We select the spectral graph partitioning for comparison.
D. PARAMETER SETTING
In the proposed method, K-means is employed to generate the base partitions. The number of clusters is fixed to a relatively large number, Coef × √ N , where Coef is set to 2 in the experiments for all of the datasets except Spirals. For Spirals, it is set to 4, because the clusters in it are well-separated in connectedness and entangled with each other in shape. If Coef is set to 2, there will exit a number of heterogenous clusters in the base partitions. In [16] , the fixed-K is set to √ N , i.e. Coef = 1. Therefore, we can say the number of clusters in the proposed cluster ensemble schemes is quite large for the purpose of producing homogeneous clusters.
Another parameter of K-means is the maximum iteration number for the convergence. In K-means of Matlab, the default value of the maximum iteration number is 100, but in the process of producing base partitions, we set the value to 6 for the all datasets, and discuss this parameter further in Section V-F2. But in the three compared methods, for the sake of fair comparison, Coef is set to 1 and MaxIt is the default, which are consistent to those in [16] .
The number of base partitions M is 25, for the proposed ensemble scheme and the methods to be compared. In the merge process of the proposed, the stop interval is set to 3.
In Algorithm 3 (CENEM) and Algorithm 4 (CENME), the final partition is obtained by selecting the best candidate.
In the experiments, we set the number of candidates M can to 5.
Each algorithm runs 50 times on each dataset, the average performances are compared.
E. EXPERIMENTAL RESULTS

1) REFINED CO-ASSOCIATION MATRIX
The refined co-association matrix is tested in two ways: 1) comparing the similarities between the true partition and the two matrices, respectively; 2) measuring the performance of some clustering algorithms that employ the refined versus original matrix.
We compare the similarities on the 16 datasets. For the consistency of the experiments, the base partitions are generated with parameters Coef = 2 and MaxIt = 6, and the refinement process sets the stop interval δ = 3. Each similarity on a dataset is the average of 50 runs. The result measured by ARImp is illustrated in Fig. 6 . From the figure, one can see that the refined matrices are more similar to the true partitions than the original ones over all the 16 datasets except WPBC, in which the two values are 0.0002 and 0.0019. Therefore, on the basis of the generalized Adjusted Rand Index, the refined co-association matrix is of higher quality than the original one.
The ultimate goal of refining the co-association matrix is to improve the performance of the cluster ensemble algorithms that use the matrix. Then we test the refined matrix further VOLUME 6, 2018 TABLE 2. The original EAC and CSPA vs. the refined CM used versions. The average performance of 50 runs measured by CA and NMI. EAC-AL: EAC with average-linkage; EAC-R-AL: EAC with the refined CM and average linkage; EAC-SL: EAC with single-linkage; EAC-R-SL: EAC with the refined CM and single linkage; CSPA-R: CSPA with the refined CM. The bold data is selected by comparing the counterparts, eg. EAC-AL vs. EAC-R-AL. with some real ensemble algorithms. The method EAC in [21] and CSPA in [30] are selected as the host algorithms, since they are based on the the co-association matrix. The two versions of EAC, i.e., EAC with single-linkage and EAC with average-linkage, are tested. The index CA and NMI are used to measure the quality of the clustering results.
In Table 2 , the majority of the clustering results produced by the ensemble methods that use the refined CM are better than those produced by the corresponding original methods. Especially, the performance of EAC methods with the refined CM (EAC-R-AL, EAC-R-SL) are significantly improved. Since CSPA has already relatively good clustering results, CSPA-R has a slight improvement compared with the original.
In sum, the refined co-association matrix is more similar to the base partitions, and the performance of the CM -based clustering ensemble algorithms is improved by using the refined CM instead.
2) CLUSTER ENSEMBLE SCHEMES
The propose cluster ensemble schemes (CENOP, CENEM, CENME) are compared with the methods in [16] (WCT, WTQ, CSM), [30] (CSPA, HGPA, MCLA) and in [21] (EAC-AL, EAC-SL) over the 16 datasets. The experimental results are measured by CA and NMI and shown in Table 3 and 4, respectively.
From the experimental results on the 8 synthetic datasets in Table 3 , we can see the proposed methods are generally better than the others except for Spirals and D31. Especially for Half rings, Bowl and 7-cluster, the methods proposed in [30] are much worse than the others, this is because the clusters in these datasets are unbalance in size, while the methods in [30] try to partition the hypergraphs evenly. From the 8 real datasets, the performance of proposed methods approach to that of the other methods.
The data shown in Table 4 is generated by NMI , which measures the similarities between a final partition and the ground truth. This table indicates that the proposed CENME is with high performance. Except for dataset Spirals, D31, Iris, Diabetes and WPBC, its NMI scores are ranked the first.
The average performance is used in Table 3 and 4 for the comparisons. However, it can not always depict well the overall quality of some clusterings. For example, given two sets of clusterings A and B, if they are with the same average NMI or CA score, but A has a small standard deviation and B has a large one. It is possible that A does not contain a clustering that discovers the true cluster structure, but B does.
Since the 8 synthetic datasets are two-dimensional, we can manually determine a base line of CA or NMI score for each of the 8 datasets so that if the score of a clustering is equal to or larger than it, one can consider the partition being capable of discovering the cluster structure. Taking the measure CA, we further analyze the experimental results on the synthetic datasets as follows.
The base line CA of each synthetic dataset is experimentally defined in Table 5 . As the clusters in Spirals and HALF RINGS are well-separated, the both base line values are 1.000. While some of clusters in the remaining 6 datasets are connected, the data points in the connecting regions may be misclassified, but this may not impact on identifying the cluster structures. Therefore, the base lines are set to some values less than 1. For Bowl, the base line is the smallest one, because there exist relative more points in the connecting region of this dataset.
From the 50 runs of each method, the ratios of the final partitions that can identify the correct cluster structure are illustrated in Fig. 7 . For all the 8 datasets, the proposed methods have relatively stable and good performance. As for the compared methods, the figure indicates that they are not stable. Link-based approaches WCT, WTQ and CSM show their powerful capability over dataset Bowl, D31, R15 and S1. Graph-based CSPA, HGPA and MCLA can discern the cluster structures of R15 and S1, but only some of them have good performance on Spirals and D31. For EAC-based methods, EAC-SL is only effective on Spirals, Half rings and R15, while EAC-AL has always poor performance.
From the above experimental results and analysis, the proposed cluster ensemble method is effective.
F. COMPUTATIONAL COMPLEXITY AND PARAMETERS 1) COMPUTATIONAL COMPLEXITY
For simplicity, we suppose that K-means partitions the dataset evenly in the following analysis. First, we focus on the the refinement process. The running time of the process is composed of the following parts: initializing the similarities of the pairs of clusters in each base partition, determining the most similar pair and merging it, updating the co-association matrix.
The similarity of a pair of clusters is computed with Eq. 3. In [36] , it is claimed that the computational cost is linear to the number of clusters in a partition, i.e., Coef √ N , then for the pairwise cluster similarities of one base partition the cost is O (Coef 3 N 1.5 ) .
Since the the maximum number of cluster pairs is Coef √ N (Coef √ N − 1)/2, the time complexity to find the most similar pairs and combine them in one partition is O (Coef 3 N 1.5 ).
In each round of updating CM , the running time is determined by how many pairs of data points cross the the two combined clusters. Suppose that the first two combined clusters have N /(Coef √ N ) data points each, and the last two have N /(K +δ), then to update CM for one partition, the running time, T CM , can be computed as follows:
where K is the true number of clusters which is not less than 2, and δ is the stop interval and is set to 3 in the experiments. The time complexity of updating similarities for one partition is similar to that of finding the maximum similar cluster pair, i.e. O (Coef 3 N 1.5 ) . Therefore, the total complexity of the refinement process is
where M is the number of the base partitions. Second, we analyze the computational complexity of the proposed cluster ensemble scheme. It consists of four components: generating the base partitions, constructing the co-association matrix, refining the matrix and producing the final partition.
The time complexity of K-means is O(KNId), where K is the number of clusters, N is the number of data points, I is the iteration number and d is the dimensionality of the dataset. Since in this paper we do not consider the high dimensional problem, and the maximum iteration number is set to a small number, the complexity can be rewritten as
For the construction of CM , the computational cost T cons is:
where π i denotes a base partition. As each base partition has Coef √ N clusters, we have
To produce the final partition, CENOP randomly selects a base partition and repeatedly combines its clusters, the running time of this step is CoefN 1.5 . CENEM randomly selects multiple base partitions and finds out the best one with ANMI , and yield the final partitions. Its running time is CoefM can MN 1.5 + CoefN 1.5 . CENME generates M can final partitions, and then selects the best one, and its time complexity is M can CoefN 1.5 + CoefM can MN 1.5 . Taking the all components, CENOP, CENEM, CENME have the following time complexity: T CENME = T + M can CoefN 1.5 + CoefM can MN 1.5 where
In sum, the time complexity of CENOP, CENEM and CENME is O(N 2 ).
2) DISCUSSION OF PARAMETERS
The following three parameters in the proposed method are discussed: the stop interval δ, the number of clusters related coefficient in a base partition Coef and the maximum iteration number for K-means MaxIt. When we refine the co-association matrix, parameter δ is used to determine when the merge process stops. As CM is refined by repeatedly merging the most similar pair of clusters, for some datasets with complex cluster structures the later merge steps may produce heterogenous clusters. Therefore, we ignore the last several merge steps so that the produced clusters are homogeneous. In Fig. 8 , we test the different δs from 1 to 6 on the 8 synthetic datasets.
The parameter has an obvious impact on Pathbased: when the stop interval is 1 or 2 the quality of the clustering results is relatively low, but for the remaining δs, it almost keeps unchanged. The impact on the other datasets is quite small. This is because the ring cluster in Pathbased is very fragile in the process of clustering, and there exist relatively more heterogenous clusters in the base partitions. At the same time, a large δ may weaken the effect of the refinement mechanism of the CM . Therefore, we can set δ to 3.
Although the number of clusters for fixed-K is set to √ N in [16] , we prefer to a relatively large number. In Fig. 9 , Coef s are tested on the 16 datasets. Since CENOP and CENEM are similar to CENME on Coef , we only show the case of CENME. Coef s are varied from 0.5 to 4. For each Coef , MaxIt are selected from 2 to 20 and the average performance is used. From the figure, Coef can be set from 1 to 2. In the experiments, Coef is set to 2, which means the number of clusters in a base partition is 2 √ N . After the number of cluster in a base partition is determined, the maximum iterative number of K-means is concerned, since the parameter can also affect the diversity of the base partitions, as well as homogeneity of the clusters in a partition. We test the impact of different MaxIts on the final VOLUME 6, 2018 FIGURE 9. The impact of Coef on the clustering results produced by CENME. The horizontal axis is Coef , and the vertical axis is the accuracy measured by CA. clusterings, and the result is shown in Fig. 10 . The figure also only concerns CENME. We can see that the impacts of MaxIt on Pathbased, Spirals, Bowl and Iris are noticeable, while on the other datasets are slight. A relative optimal value can be set to 6 for the proposed cluster ensemble schemes.
VI. CONCLUSION
A refinement method of the co-association matrix is presented. The refinement mechanism is self-refined: on the one hand the co-association matrix determines which pair of clusters in a base partition is the most similar, on the other hand the merge of the most similar pair of clusters update the matrix. As a result, the refined matrix can depict the cluster structure accurately. As this refinement process is independent on a concrete cluster ensemble algorithm, it can be incorporated into anyone that employs the co-association matrix, and accordingly improve the clustering results. These performances are demonstrated over the 16 datasets by the generalized Adjusted Rand Index and cluster ensemble methods, respectively.
By exploiting the refined co-association matrix, three cluster ensemble schemes, CENOP, CENEM and CENME, are proposed. CENOP simply and randomly selects a base partition and iteratively combines the most similar pair of clusters according to the refined matrix. CENOP is simple, but it is not so stable. As the remedy, CENEM randomly selects multiple base partitions and determines a best one to generate the final clustering. While CENME generates multiple clustering results and select the best one as the final result. The schemes are compared with three well-known cluster ensemble methods proposed in the literature, and the experimental results show the effectiveness.
One constraint of the proposed refinement scheme is that it can only be applied to the base partitions generated with fixed-K , but not to true-K or random-K . For true-K , there is no merge space; for random-K , the base partitions have different number of clusters and can not be combined simultaneously.
The future work could be investigation of the relationship between co-association matrix and the space transformation, as the matrix can be viewed as a kernel transformation of the original dataset. 
