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VI. CONCLUSION
A new quaternion-based solution to the attitude tracking problem, without velocity measurement, has been proposed. Our approach is based on the use of a unit-quaternion auxiliary system whose input is related to the vector part of the unit quaternion errorq via a passive map, under an appropriate unit quaternion-based feedback. The proposed control scheme includes the attitude regulation problem as a particular case, and guarantees almost global asymptotic stability of the equilibrium point (R := RR T d = I , ? = 0). In the regulation case, our control scheme is a pure quaternion feedback, and consequently, the designer can set, in a straightforward manner, the upper bound for the control effort in terms of the control gains.
I. INTRODUCTION
Minimax robust control of uncertain stochastic systems, in which perturbations are restricted to satisfy a constraint on probability laws associated with disturbances, has been actively developed in the past decade [1] - [3] . This theory covers problems of robust LQG control and filtering, and also nonlinear control systems [1] , [3] , controllability, observability, and performance aspects of robust controllers and filters [4] , [5] . The theory is however limited in that it only applies to systems subject to Gaussian disturbances. In this paper, we expand the boundaries of this theory to include nonlinear hybrid stochastic systems governed by a discrete-state uncertain mode process. In addition, dynamics of each mode of the system are subject to disturbances.
The problem in the focus of this paper is that of nonlinear robust switching control design via optimization of the worst-case performance of an uncertain stochastic system driven by an uncertain noise and subject to abrupt changes of system parameters. We wish to find a state-feedback switching control solution u 3 to the worst-case perfor- E Q c(x(t); u(t); r(t))dt: (1) Here, x(t) is the state process and r describes a discrete-event random mechanism of mode changes. Both processes evolve under an uncertain probability measure Q, and have uncertain probability distributions subject to the constraint Q 2 4 d ; 4 d is a given set. We refer to Section II for rigorous definitions. A controller sought is allowed to access both x and r.
The major novelty of this paper is the 'hybrid' uncertainty model which combines the uncertainties in the discrete-event and continuousstate components of the system. Indeed, in a hybrid system, plant modeling errors may depend on the state of the mode process. Also, probabilities of switching from one operation mode to another mode may de-pend on the state of the uncertain plant too. Our uncertain jump parameter model accounts for such possibilities; it is more general than those describing uncertain systems governed by perfectly defined Markov chains [6] or those in which transition probabilities of the governing Markov chain are unknown but fixed [7] , [8] , or those in which transitions between system modes are governed by an externally driven finite-state automaton, independently of the continuous state of the underlying system [9] .
The minimax approach to robust control design of uncertain systems with uncertain and state-dependent transition probabilities in this paper exploits the duality between dynamic games and risk-sensitive control problems [10] , [11] . It owes its success in solving a number of robust LQG control and filtering problems [1] , [2] to the fact that the related risk-sensitive control problems admit a tractable dynamic programming solution expressed in terms of Riccati equations. In the general nonlinear case the problem of computing the optimal sensitivity/performance has not yet been addressed at a satisfactory level of generality [3] . The corresponding DP equations are not easy to solve [12] , and different techniques for grading the performance of suboptimal minimax solutions are needed [3] . In this paper we address the problem by developing Markov chain approximation techniques which extend those developed in [13] (while this paper was under review, similar approximation techniques have also been reported in [14] ). Under certain 'local consistency' conditions, weak convergence results can be established that allow the original nonlinear risk-sensitive control problem to be approximated by an analogous risk-sensitive control problem on approximating these Markov chain dynamics which can be solved numerically.
The paper is organized as follows. A brief overview of uncertain Markov chains [11] and a definition of an uncertain system governed by an uncertain chain are given in Section II. As in [1] , [2] , to quantify the discrepancy between the two systems, our uncertainty description involves the relative entropy between probability laws of the chain and noise processes governing dynamics of the true and reference systems. This leads to a mathematically tractable uncertainty model which accounts for aforementioned couplings between uncertain system dynamics and uncertain statistics of the governing chain. The robust control problem is discussed in Section III where we present sufficient and, under certain additional assumptions, necessary conditions for the existence of a robust minimax (sub)optimal solution. It is shown in Section III-A that a suboptimal guaranteed cost controller can be found using a search amongst controllers which solve the associated family of non-classical risk-sensitive control problems. The stronger minimax optimality property of this solution is established in Section III-B. A numerical way for constructing such controllers for the state-feedback control case is discussed in Section IV. [11] , [17] .
II. MATHEMATICAL PRELIMINARIES

A. Uncertain Markov Chains
It is shown in [11] that uncertain perturbations of the reference chain r can be expressed in terms of perturbations of the reference measure (1) For all T > 0, there exists a perturbation probability measure 
B. Jump Parameter Systems Governed by Uncertain Chains
The approach to modeling uncertain perturbations using perturbed probability measures can be extended to describe stochastic uncertain systems driven by a chain and a Brownian motion defined on a joint probability space. For the nominal system, such a reference probability space (;F;P) can be thought of as the complete product-space of ( r ; F r ; P r ) and the canonical space of a standard Wiener process w(t) with unity covariance, denoted ( w ; F w ; P w ). The standard embedding r(t; r; w) = r(t); w(t; r; w) = w(t) renders the reference processes r; w independent in (;F;P). The true uncertain chain and process noise may however be dependent.
Since the structure of the underlying reference probability space will not matter in the remainder of this section and Section III, we will generally consider an abstract reference complete probability space (;F; fFt;t 0g;P).However,in Section IV it will be convenient to utilize the product structure of the reference probability space to facilitate the development of a suitable computational approach. Since we will deal with processes defined weakly, the later use of this productspace structure in the computational algorithms does not limit, in any way, our results.
To define the class of uncertain dynamics for the problem (1), first consider a reference stochastic system defined on (;F; fFt;t 0g;P) and describing unperturbed dynamics dx(t) = f (x(t);u(t);r(t))dt + (x(t); r(t))dw(t);
The chain r(t) is assumed to inherit all of the properties discussed in Section II-A. Here, x(t) 2 R n is the state, z(t) 2 R q is the uncertainty output, u(t) is the control input which takes values in a compact metric space U , and f; g; are continuous and globally Lipschitz in x, uniformly in u mappings of appropriate dimensions. Also, 8e 2 , the set fx : sup u2U g(x; u; e) g is assumed to be compact for each > 0 and (x; e) 0 (x; e) 0 I > 0 for all x 2 R n ; e 2 . The latter condition limits the dimension of the noise w to be greater than the dimension of the state vector x. This technical assumption is required to apply some of the results of [12] .
We focus on the class U D of 'deterministic' (nonrandomized) Markov controls u(t) = K(x(t);r(t)); K is a measurable function. For any control of U D , (2) has an a.s. unique solution adapted to F t ; also see [18] where a more general class of randomized controls is considered.
Following the approach outlined in Section II-A, along with the reference probability measure P r , we will consider collections of probability measures fQ T ; T > 0g defined on (; FT ) such that h(Q T kP T ) < 1; P T is the restriction of P to (; F T ). For each T > 0, the set of such probability measures Q T will be denoted P T , and the system (2) under a probability measure Q T 2 PT will be regarded as a perturbed system. Although admissible perturbations of the nominal model remain unknown, they are usually assumed to be restricted in magnitude. As in [1] , [2] , we use the relative entropy functional to define the class of admissible perturbations 4 d . 
Example. Admissible Uncertain System With Interdependent Chain and Process Noise: Consider a system (2) governed by a feedback control u = u(x; i); x 2 R n ; i 2 . Also, consider a two-component non-randomized Markov disturbance policy (v 1 ; v 2 ) : R n 2 ! R p 2R, with v2 > 0. This class of disturbance policies will be denoted V D . In this example, we assume that v 1 ; v 2 are bounded functions, and for simplicity, g = 0.
To define a perturbed system corresponding to this disturbance, we first define a perturbed Markov chainr whose transition probability rates areji =ji(x; v2) = ji 2 (v2=v2), if j 6 = i, andii = ii (x; v 2 ) = 0 l6 =i li (x; v 2 ). Then, define the following perturbed system in (; F;P): dx(t) = (f(x(t);ũ(t);r(t)) + (x(t)r(t)) 2ṽ1(t))dt + (x(t);r(t))dw(t) z(t) = g(x(t);ũ(t);r(t)) u(t) : = u(x(t);r(t)) v 1 (t) : = v 1 (x(t);r(t)): (4) Note that in the case v1 0, v2 1, this system reduces to the nominal controlled system (2) .
Next, consider the Girsanov-like transformation of the composite martingale process (w(t);N j t 0 t 0 b j s ds; j 2 ), defined on the trajectories of the Markov process (x(t); r(t)) [19] as shown in (5) at the bottom of the page where j t := (v2(x(t);j)=v2(x(t); r(t))) and we used the notation s := lim s !s s . Since v1; v2 are bounded, then for each T > 0, the process f t ; F t ; t 2 [0; T ]g is a martingale [19] . The probability measure Q T defined by this martingale, Q T = (T )P T , has the property that under Q T ;w . Thus, in (; F T ; Q T ), the process (x(t); r(t)) satisfies the equation dx(t) = (f(x(t);u(x(t); r(t)); r(t)) + (x(t)r(t)) 2 v1(x(t); r(t)))dt + (x(t); r(t))dw(t) z(t) = g(x(t); u(x(t); r(t)); r(t)); x(0) = x 0 2 R n (6) and hence is equivalent to the process (x(t);r(t)) defined by (4) under P T . Finally we note that Q T 2 PT since the condition (1=T)h(Q T kP T ) d < 1; 9d > 0, is trivially satisfied in view of v 1 ; v 2 being bounded and g = 0. Hence, v 1 ; v 2 define an admissible uncertainty, and Q T 2 4 d .
III. ROBUST CONTROL PROBLEM
A. Guaranteed Cost Control via Risk-Sensitive Control
The robust control problem in the focus of this paper is to optimize the worst-case performance of the nonlinear uncertain system (2) subject to the uncertainty constraint (3); i.e., we wish to find a suboptimal solution u 3 to the constrained optimization problem (1).
The running cost c in (1) is a nonnegative function R n 2 U 2 ! R 1 , continuous in (x; u) for each e 2 and such that the set fx : sup e2 ;u2U c(x; u; e) g is compact for each > 0. The variable Q and the notation Q 2 4 d in (1) refer to an admissible collection of perturbed measures fQ T ; T > 0g. The suboptimal controller u 3 is sought in the class UD and is required to provide certain robust closed-loop stability. Also, the controller u 3 is desirable which gives a tight bound on the worst-case performance so that inequality (1) becomes the exact equality.
In [12] , solutions to a related risk-sensitive control problem (see (7) below) for the nominal system were sought in the class of nonrandomized Markov controls u 2 UD for which the process (x(t); r(t)) generated by the closed-loop reference system (2) has a unique invariant probability measure on R n 2 . A similar blanket assumption of positive recurrence was used in [18] . Control strategies which result in this property were termed in [12] stabilizing policies. Later we will introduce a class of controls with similar properties, see Definition 3. However, in the presence of uncertain perturbations an invariant measure may not exist. To account for this fact, we present the stability property relevant to the uncertain system (2). 
A connection between problems (1) and (7) 
If c(x; u; i) kxk 8i 2 , then the controller obtained from (8) is an absolutely stabilizing controller.
B. Minimax Optimality of the Guaranteed Cost Controller
Theorem 1 shows that the search for robust controllers can be restricted to the class of "risk-sensitive optimal" controllers 1 . We will now show that the right-hand side of (8) gives the optimal worst-case performance, provided robust controllers of interest are those which exercise stationary stabilizing Markov state-feedback policies. However, in contrast to [12] , the uncertainties will not be restricted to those resulting in ergodic dynamics. for any Borel set B 2 R n . The set of all stationary stabilizing controllers will be denoted U DS .
To present a rigorous formulation of the necessity result to complement that of Theorem 1, some additional technical conditions on control solutions are needed. As in [1] , the derivation of such result assumes that for any guaranteed cost control u 2 UDS solving Theorem 1 in the sense that sup Q24 J(u; Q) < 1, we have sup Q lim inf T !1 (1=T )E Q T 0 c(x(t); u(t); r(t))dt = +1, the supremum is taken over all perturbations of the nominal system. That is, if the uncertainty is not constrained to the admissible set, then there exist perturbations Q 6 2 4 d yielding arbitrarily poor performance (and our problem is nontrivial). In the linear case, this condition is related to the controllability of the closed-loop system via the noise input w [2] and is consistent with our condition 0 0 I; also, see [4] for details.
The next two conditions are taken from [12] , and will allow us to apply some of the results of that reference. They will also be applied to guaranteed cost controls u 2 UDS solving Theorem 1 in the sense that sup Q24 J(u; Q) < 1. The first condition was needed in [12] for establishing the existence of optimal ergodic controls; see [12, Assumption (A1)].
Condition 1:
Let P u (t; (x; i); B 2 fjg) denote the transition probability function for the nominal composite Markov process (x(t); r(t)). Let a control solving Theorem 1 be stationary stabilizing, u = u(x; i) 2 U DS , and let there exist a u > 0, a -finite measure u on R n 2 and a function q u (x; i; y; j) such that q u (x; i; y; j) > 0 for u -almost all (x; i) 2 R n 2 and a) P u ( u ; (x; i); B 2 fjg) = B q u (x; i; y; j) u (dy; j); b) For all " > 0 there exists a > 0 such that if jx0x 0 j < then N j=1 R jq u (x; i; y; j) 0 q u (x 0 ; i; y; j)j u (dy; j) < ".
To present the second condition of [12] required to establish a tight version of Theorem 1, consider a two-component nonrandom- Section II-B. Using this disturbance, we introduced in Section II-B the 1 However, we deal with a nonclassical risk-sensitive control problem in this paper, due to the fact that the running cost of the problem (7) depends on the "risk-sensitivity" parameter . Condition 2: For a stationary stabilizing guaranteed cost control solving Theorem 1, u 2 UDS, there exists a nonnegative function u 2 C 2 (R n 2 ) such that u (x; i) and j(@ u =@x)(x; i)j 2 have polynomial growth in x, and hence lim jxj!1 u (x; i) = 1, and also there exists > 0; " > 0 such that (A u;v u )(x; i) < 0" for jxj > and i 2 , and j(@ u =@x)(x; i)j 2 > 01 0 .
Conditions 1 and 2 guarantee that for any Markov disturbance
v( 1 ) 2 V d , the system (4) has a unique invariant probability measure u;v [12] , this fact will allow us to apply Theorem 4 of that reference. We now introduce a new class of controllers denoted UDS and consisting of elements of U DS that also meet Conditions 1 and 2.
Lemma 1: If a controller u 3 2 U DS satisfies sup Q24 J(u 3 ; Q) < a < 1 and is stabilizing so that 
One can now see that we must have > 0, since if = 0, then (9) contradicts the "controllability-via-noise-input" property of the closedloop system 
IV. DYNAMIC PROGRAMMING AND NUMERIC SOLUTIONS Although [12] proposes a dynamic programming equation for the risk-sensitive control problem (7) it is generally not possible to find a direct solution for that equation, and numeric approximation techniques must be considered. In this section, we consider a numeric approximated solution to the risk-sensitive control problem (7), [13] , and [14] , in which the risk-sensitive control problem for unperturbed continuous-time hybrid dynamics (2) is approximated by a risk-sensitive control problem posed on controlled discrete-time Markov chain dynamics.
We proceed in three steps: the proposal of a suitable Markov chain approximation; the establishment of weak convergence of the approximating Markov chain to the unperturbed continuous-time dynamics (2) ; and finally, we provide the dynamic programming solution for a suitable risk-sensitive control problem (7) posed on the approximating Markov chain.
A. Markov Chain Approximation
We consider a Markov chain approximation for our unperturbed continuous-time dynamics motivated by the approach taken in ([13, Ch.
5])
. Let us define di to be indicator column vectors of length n; i.e., the ith element of d i equals 1 and this element is the only non-zero element. Then a uniform grid of size h is defined as follows: ( yj x; u; e) denotes the transition probability from state x k = x to state x k+1 = y when r k = e and control action u 2 U is applied, and P hr (jje) denotes the transition probability from r k = e to r k+1 = j.
To develop an approximating Markov chain with transition probabilities consistent with our original unperturbed continuous-time dynamics we define a fixed time step as follows: We assume h is small enough so that 0 jeej1 t h < 1.
The discrete-time approximation of the mode process has transition probability matrix
). We obtain a Markov chain approximation of the continuous-valued state using the standard construction [13] , [14] . For each e 2 we consider a discrete-time Markov ( 1 ) has the same probability law as r.
C. Risk-Sensitive Control of Discrete-Time Markov Chains
Once weak convergence has been shown, the final step is to introduce a suitable Markov chain risk-sensitive control problem. Consider 
V. CONCLUSION
The paper extends existing approaches to the robust control design for nonlinear stochastic uncertain systems governed by uncertain chains in several directions. Our uncertainty model allows for a most general situation where the uncertainty in the governing chain can influence, and be influenced by uncertain diffusions. For this general uncertainty model, we established a connection between the robust control problem and the associated risk-sensitive control problem which complements the existing results by directly incorporating constraints on uncertain perturbations in the design algorithm. We have presented conditions under which our controller achieves a minimax optimal performance. Further, we have discussed the Markov chain approximation technique which has enabled the numerical design of a robust state-feedback controller.
[ Abstract-The main contribution of this technical note is to establish a link between the exponential stability of an unforced system and the input-to-state stability (ISS) via the Liapunov-Krasovskii methodology. It is proved that a system which is (globally, locally) exponentially stable in the unforced case is (globally, locally) input-to-state stable when it is forced by a measurable and locally essentially bounded input, provided that the functional describing the dynamics in the unforced case is (globally, on bounded sets) Lipschitz and the functional describing the dynamics in the forced case satisfies a Lipschitz-like hypothesis with respect to the input. Moreover, a new feedback control law is provided for delay-free linearizable and stabilizable time-delay systems, whose dynamics is described by locally Lipschitz functionals, by which the closed-loop system is ISS with respect to disturbances adding to the control law, a typical problem due to actuator errors.
and Jiang extended the definition of the ISS-Liapunov function to Liapunov-Krasovskii functional and presented a sufficient condition to guarantee the ISS property. Also, a recent paper by Liberzon [5] is devoted to the quantized approach and ISS using Teel's propositions.
The interest of the scientific community in the ISS property for time-delay systems is now rapidly increasing. In this context, we hope that this work will open even more perspectives with regard to this topic. Specifically, in this technical note, we will exhibit a link between exponential stability and the ISS property. Exponential stability has proved its efficiency in networked control. However, the influence of disturbances on the solutions behavior have to be more deeply analyzed from both a qualitative and a quantitative point of view. For networked control systems, the first work in this direction is [6] relying on Teel's results, which may be somewhat conservative due to the use of Razumikhin-Liapunov functions. Characterization of ISS for nonlinear time-delay systems is still a difficult task despite recent results [4] , [7] , [8] .
We show in this technical note a link between ISS and exponential stability for a large class of systems. It is proved that a system which is (globally, locally) exponentially stable in the unforced case is (globally, locally) input-to-state stable when it is forced by a measurable and locally essentially bounded input, provided that the functional describing the dynamics in the unforced case is (globally, on bounded sets) Lipschitz and the functional describing the dynamics in the forced case satisfies a Lipschitz-like hypothesis with respect to the input. Moreover, a new feedback control law is provided for delay-free linearizable and stabilizable time-delay systems, whose dynamics is described by locally Lipschitz functionals, by which the closed-loop system is ISS with respect to disturbances adding to the control law, a typical problem due to actuator errors. n and for ' 2 C, k'k c = sup 00 j'()j. For a given positive real H > 0, let CH be the subset of C consisting of elements ' whose norm k'k c is bounded above by H. With the symbol k 1 k a (see [4] ), we indicate any seminorm in C, such that, for some positive reals a and a, the following inequalities hold:
a j(0)j kk a a kk c 8 2 C:
For any continuous function x(s) defined on 0 s < A, A > 0, and any fixed t, 0 t < A, the standard symbol x t will denote the element of C defined by xt() = x(t + ), 0 0. 
