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Abstract
Differential graphical models are designed to represent the difference between the conditional
dependence structures of two groups, thus are of particular interest for scientific investigation.
Motivated by modern applications, this manuscript considers an extended setting where each group
is generated by a latent variable Gaussian graphical model. Due to the existence of latent factors,
the differential network is decomposed into sparse and low-rank components, both of which are
symmetric indefinite matrices. We estimate these two components simultaneously using a two-stage
procedure: (i) an initialization stage, which computes a simple, consistent estimator, and (ii) a
convergence stage, implemented using a projected alternating gradient descent algorithm applied
to a nonconvex objective, initialized using the output of the first stage. We prove that given
the initialization, the estimator converges linearly with a nontrivial, minimax optimal statistical
error. Experiments on synthetic and real data illustrate that the proposed nonconvex procedure
outperforms existing methods.
Keywords: Alternating projected gradient descent; Differential network; Functional connectiv-
ity; Latent variable Gaussian graphical model.
1 Introduction
Gaussian graphical models (Lauritzen, 1996) are used to capture complex relationships among
observed variables in a variety of fields, ranging from computational biology (Friedman, 2004),
genetics (Lauritzen and Sheehan, 2003), to neuroscience (Smith et al., 2011). Each node in a
graphical model represents an observed variable and the (undirected) edge between two nodes is
present if the nodes are conditionally dependent given all the other variables; thus (sparse) graphical
models are highly interpretable and have been adopted for a wide variety of applications.
Of particular interest in this manuscript are applications to cognitive neuroscience, specifically
functional connectivity; the study of functional interactions between brain regions, thought to be
necessary for cognition (Bullmore and Sporns, 2009). Importantly, functional connectivity is a
promising biomarker for mental disorders (Castellanos et al., 2013), where the primary object of
study is the differential network, that is the differences in connectivity between healthy individuals
and patients. See Bielza and Larran˜aga (2014) for a detailed review. In genetics, scientists are
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interested in understanding differences in gene networks between experimental conditions (that
is, the case-control study), to elucidate potential mechanisms underlying genetic functions. The
differential network between two groups provides important signals for detecting differences. The
interested reader can find more details on estimating genetic network differences in Hudson et al.
(2009), de la Fuente (2010), and Ideker and Krogan (2012).
In many applications, it is clear that relationships between the observed variables are confounded
by the presence of unobserved, latent factors. For example, physiological and demographic factors
may have confounding effects on graphical model estimates in neuroscience and genetics (Gaggiotti
et al., 2009; Willi and Hoffmann, 2009; Durkee et al., 2012). The standard approach of estimating
sparse Gaussian graphical models is of limited use here as, due to the confounding, the marginal
precision matrix is not sparse. Instead of sparsity of the marginal graph, latent variable Gaussian
graphical models exploit the observation that the marginal graph of the observed variables can be
decomposed into a superposition of a sparse matrix and a low-rank matrix (Chandrasekaran et al.,
2012; Meng et al., 2014).
This manuscript addresses the estimation of differential networks with latent factors. Suppose
two groups of observed variables are drawn from latent variable Gaussian graphical models and
one is interested in differences in the conditional dependence structure between the two groups,
which can be reduced to estimating the difference of their respective precision matrices. For
this task, we develop a novel estimation procedure that does not require separate estimation
for each group, which allows for robust estimation even if each group contains hub nodes. We
propose a two-stage algorithm to optimize a nonconvex objective. In the first stage, we derive
a simple, consistent estimator, which then serves as initialization for the next stage. In the
second stage, we employ projected alternating gradient descent with a constant step size. The
iterates are proven to linearly converge to a region around the ground truth, whose radius is
characterized by the statistical error. Compared with potential convex approaches, our nonconvex
approach would enjoy lower computation costs and hence be more time efficient. Extensive
experiments validate our conceptual and theoretical claims. Our code is available at https:
//github.com/senna1128/Differential-Network-Estimation-via-Nonconvex-Approach.
2 Background
2.1 Notations
Throughout the paper, we use Sdˆd, Qdˆd, Id to denote the set of d ˆ d symmetric, orthogonal
matrices, and identity matrices respectively. Given an integer d, we let rds “ t1, 2, . . . , du be the
index set. For any two scalars a and b, we denote a À b if a ď cb for some constant c. Similarly,
a Á b if b ď ca for some constant c. We write a — b if a À b and b À a. We use a^ b “ minpa, bq and
a_ b “ maxpa, bq. For matrices A,B P Sdˆd, we write A ă B if B´A is positive definite and A ĺ B
if B ´A is positive semidefinite. We use xA,By “ trpATBq. For a matrix A, σminpAq and σmaxpAq
denote the minimum and maximum singular values, respectively. For a vector a, }a}p denotes its
`p norm, p ě 1, and }a}0 “ |supppaq| denotes the number of nonzero entries of a. For a matrix
A, }A}p denotes the matrix induced p-norm, }A}F denotes the Frobenius norm, }A}˚ denotes the
nuclear norm, and }A}p,q “ třjpři |Aij |pqq{pu1{q, which is calculated by computing `q norm of the
vector whose each entry corresponds to the `p norm of a column of A. For example, }A}0,q “ }a}q
where j-th entry of a is aj “ }A¨,j}0, and similarly }A}p,8 “ }a}8 with aj “ }A¨,j}p. Given a set
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C Ď Rdˆr, the projection operator PCp¨q is defined as PCpUq “ arg minV PC }V ´ U}F .
2.2 Preliminaries and related work
A Gaussian graphical model (Lauritzen, 1996) consists of a graph G “ pV,Eq, where V “ t1, . . . , du is
the set of vertices and E is the set of edges, and a d-dimensional random vector X “ pX1, . . . , XdqT „
Npµ‹X ,Σ‹Xq that is Markov with respect to G. The precision matrix of X, Ω‹X “ pΣ‹Xq´1, encodes
the conditional independence relationships underlying X and the graph structure G where
Xi K Xj | tXk : k P V zti, juu ðñ pi, jq R E ðñ pΩ‹Xqi,j “ 0.
See Drton and Maathuis (2017) for a recent overview of literature on structure learning of Gaussian
graphical models with applications.
Latent variable Gaussian graphical models extend the applicability of Gaussian graphical models
by assuming the existence of latent factors, XH P Rr, that confound the observed conditional
independence structure of the observed variables XO P Rd. In particular, the observed and hidden
components are assumed to be jointly normally distributed as pXTO, XTHqT „ Npµ‹,Σ‹q with
µ‹ “
ˆ
µ‹XO
µ‹XH
˙
, Σ‹ “
ˆ
Σ‹OO Σ‹OH
Σ‹HO Σ‹HH
˙
, Ω‹ “ pΣ‹q´1 “
ˆ
Ω‹OO Ω‹OH
Ω‹HO Ω‹HH
˙
. (1)
While the joint precision matrix Ω‹ is commonly assumed sparse, the marginal precision matrix of
the observed component XO „ Npµ‹XO ,Σ‹OOq is given as
pΣ‹OOq´1 “ Ω‹OO ´ Ω‹OHpΩ‹HHq´1Ω‹HO, (2)
and in general is not sparse. The marginal precision matrix of observed variables XO has a sparse
plus low-rank structure, since the precision matrix of the conditional distribution of XO given XH ,
Ω‹OO “ tΣ‹OO ´ Σ‹OHpΣ‹HHq´1Σ‹HOu´1, is sparse and positive definite, while the second term in (2)
is a rank-r positive semidefinite matrix, which in general is not sparse.
We study the problem of estimating the differential network, which is characterized by the
difference between two precision matrices, from two groups of samples distributed according to
latent variable Gaussian graphical models. More specifically, suppose that we have independent
observations of d variables from two groups of subjects: Xi “ pXi1, . . . , XidqT „ Npµ‹X ,Σ‹Xq for
i “ 1, . . . , nX from one group and Yi “ pYi1, . . . , YidqT „ Npµ‹Y ,Σ‹Y q for i “ 1, . . . , nY from the
other. The differential network is defined as the difference between two precision matrices, denoted
as ∆‹ “ Ω‹X ´Ω‹Y , where Ω‹X “ pΣ‹Xq´1 and Ω‹Y “ pΣ‹Y q´1. We assume that the differential network
can be decomposed as
∆‹ “ S‹ `R‹, (3)
where S‹ is sparse and R‹ is low-rank and they are both symmetric, but indefinite matrices. Such
structure arises under the assumption that the group specific precision matrices have the sparse plus
low rank structure as in (2). Here, R‹ corresponds to the difference of two low-rank matrices, whose
rank is upper bounded by the sum of their ranks, hence it’s natural for R‹ to be low-rank. However,
imposing the sparse plus low rank structure on the differential networks puts fewer restrictions on
the data generating process. For example, (3) also appears if one group is from the latent model
while the other is from regular graphical model.
3
Estimating the differential network ∆‹ can be na¨ıvely achieved by estimating group-specific
precision matrices first and then taking their difference. A related approach is to learn the
group-specific precision matrices by maximizing the penalized joint likelihood of samples from
both groups with a penalty that encourages the estimated precision matrices to have the same
support. Both of these approaches require imposing strong assumptions on the individual precision
matrices and are not robust in practice (Shojaie, 2020). For example, when hub nodes are
present in a group-specific network (Baraba´si and Oltvai, 2004), estimation of an individual
precision matrix is challenging as the sparsity assumption is violated, while direct estimation of
the differential network is possible without imposing overly restrictive assumptions. Zhao et al.
(2014) directly estimated the differential network ∆‹ by minimizing }∆}1,1 subject to the constraint
}Σ̂X∆Σ̂Y ´ pΣ̂Y ´ Σ̂Xq}8,8 ď λ. Under suitable conditions, the truncated and symmetrized
estimator satisfies }∆̂ ´∆‹}F À tpnX ^ nY q´1}∆‹}0,1 log du1{2. Liu et al. (2014) and Kim et al.
(2019) developed procedures for estimation and inference of differential networks when X and Y
follow a general exponential family distribution. See Shojaie (2020) for a recent review. In the
presence of latent factors, the differential network is not guaranteed to be sparse and, therefore,
the aforementioned methods are not applicable. We develop methodology to learn the differential
network from latent variable Gaussian graphical models.
Chandrasekaran et al. (2012) estimated a precision matrix under a latent variable Gaussian
graphical model by minimizing the penalized negative Gaussian log-likelihood
pŜX , R̂Xq “ arg min
S,R
trtpS `Rq Σ̂Xu ´ log detpS `Rq ` λn
`
γ}S}1,1 ` }R}˚
˘
,
subject to S `R ą 0, ´R ľ 0,
(4)
where Σ̂X is a sample covariance based on nX samples. Under suitable identifiability and regularity
conditions, γ´1}ŜX ´S‹X}8,8_}R̂X ´R‹X}2 À pd{nXq1{2 when λn — pd{nXq1{2. Meng et al. (2014)
developed an alternating direction method of multipliers for more efficient minimization of (4) and
showed that }Ω̂X ´Ω‹X}F À ps log d{nXq1{2`prd{nXq1{2 with s “ }S‹X}0,1 being the overall sparsity
of S‹X . The main drawback of minimizing (4) arises from the fact that in each iteration of the
algorithm, the matrix R is updated without taking its low-rank structure into account. Xu et al.
(2017) explicitly represented the low-rank matrix as R “ ´UUT for U P Rdˆr and minimized the
resulting nonconvex objective using the alternating gradient descent. Our alternating gradient
descent procedure is closely related to this work, but more challenging in several aspects. First, the
log-likelihood is not readily available for differential networks. We hence rely on a quasi-likelihood,
which reaches its minimum at ∆‹. Second, the low-rank matrix R‹ in our setup is indefinite, so we
have to estimate the positive index of inertia for R‹ as well. Third, in order to establish theoretical
properties of our estimator, we avoid relying on the concentration of }Σ̂X}1 that requires nX — d2.
By a more careful analysis, we improve the sample complexity to nX — d log d.
Finally, our work is related to a growing literature on robust estimation where parameter matrices
have the sparse plus low-rank structure. Example applications include robust principal component
analysis (Cande`s et al., 2011; Chandrasekaran et al., 2011), robust matrix sensing (Fazel et al.,
2008), and robust multi-task learning (Chen et al., 2011). Zhang et al. (2018) proposed a unified
framework to analyze convergence of alternating gradient descent when applied on sparse plus
low-rank recovery. However, our problem is more challenging and does not satisfy conditions required
by their framework. In particular, we use noisy covariance matrices to recover the difference of their
true inverses via a quadratic loss. The Hessian matrix in our problem is pΣ̂Y bΣ̂X`Σ̂XbΣ̂Y q{2 with
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b denoting the Kronecker product, which is different compared to examples in robust estimation
where the expectation of the Hessian is identity. As a result, the Condition 4.4 in Zhang et al.
(2018) fails to hold and hence we need a problem-oriented analysis. We address three main technical
challenges. First, the low-rank matrix R‹ is indefinite, while the existing procedures only handle
positive semidefinite low-rank matrices. We develop an estimator that consistently recovers the
positive index of inertia of R‹. Second, the analysis of the estimator is challenging as the incoherence
condition is naturally imposed on U‹, but in the analysis, e.g., when bounding the error in the
gradient of the loss, the low-rank component U‹ is always multiplied by a sample covariance
matrix. Finally, we use properties of the Wishart distribution to provide finer analysis, avoid any
concentration of sample covariance matrices in } ¨ }1 norm, and improve the sample complexity
established in Xu et al. (2017).
3 Methodology
3.1 Empirical loss
We introduce the estimator of the differential network ∆‹ based on observations from latent variable
Gaussian graphical models described in §2.2. Since ∆‹ satisfies pΣ‹X∆‹Σ‹Y ` Σ‹Y ∆‹Σ‹Xq {2´ pΣ‹Y ´
Σ‹Xq “ 0, one can minimize the quadratic loss Lp∆q “ tr t∆Σ‹X∆Σ‹Y {2´∆ pΣ‹Y ´ Σ‹Xqu. This loss
has been used in Xu and Gu (2016) and Yuan et al. (2017) to learn sparse differential networks.
Using the decomposition in (3) and substituting the true covariance matrices with sample estimates,
we arrive at the following empirical loss
LnpS,Rq “ tr
!
pS `RqΣ̂XpS `RqΣ̂Y {2´ pS `RqpΣ̂Y ´ Σ̂Xq
)
, (5)
where S P Sdˆd denotes the sparse component, R P Sdˆd denotes the low-rank component with rank
r, and Σ̂X “ n´1X
řnX
i“1pXi ´ µ̂XqpXi ´ µ̂XqT with µ̂X “ n´1X
řnX
i“1Xi and Σ̂Y is similarly defined.
The empirical loss LnpS,Rq in (5) is convex with respect to the pair pS,Rq and strongly convex if
either of the two components is fixed.
Directly minimizing LnpS,Rq over a suitable constraint set would be computationally challenging
as in each iteration R would need to be updated in Rdˆd, without utilizing its low-rank structure.
To that end, we explicitly factorize R as R “ UΛUT, where columns of U P Rdˆr are aligned with
eigenvectors that correspond to nonzero eigenvalues, and Λ P Rrˆr is the diagonal sign matrix with
diagonal elements being the sign of each eigenvalue. Without loss of generality, we assume Λ has
`1 entries on the diagonal first, followed by ´1 entries. This factorization implicitly imposes the
constraints that rankpRq “ r and R “ RT. Different from estimating the single latent variable
Gaussian graphical model in (2), where the low-rank component is positive semidefinite and can be
factorized as R “ UUT, R‹ in our model (3) is only symmetric as it corresponds to the difference
of two low-rank positive semidefinite matrices. Thus, R‹ “ U‹Λ‹U‹T and we need to estimate Λ‹
as well. Plugging the factorization into (5), we aim to minimize the following empirical nonconvex
objective
L¯npS,U,Λq “ LnpS,UΛUTq “ tr
 pS ` UΛUTqΣ̂XpS ` UΛUTqΣ̂Y {2
´ pS ` UΛUTqpΣ̂Y ´ Σ̂Xq
(
, (6)
over a suitable constraint set that we discuss next.
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We assume S‹ P Sdˆd has at most s nonzero entries overall and each column (row) has at most
a certain fraction of nonzero entries. In particular, we assume
S‹ P Spα, sq “  S P Sdˆd : }S}0,1 ď s, }S}0,8 ď αd(
for some integer s and fraction α P p0, 1q. Furthermore, to make the low-rank component separable
from the sum S‹ `R‹, we require R‹ to be not too sparse. One way to ensure identifiability is to
impose the incoherence condition (Cande`s and Romberg, 2007), which prevents the information in
column (or row) spaces of R‹ from being concentrated in few columns. The incoherence condition
guarantees that the elements of R‹ are roughly of the same magnitude and are not spiky. It
is commonly used in the literature on low-rank matrix recovery (Chen et al., 2014; Chen, 2015;
Yi et al., 2016). Specifically, suppose R‹ “ L‹Ξ‹L‹T is the reduced eigenvalue decomposition,
where L‹ P Rdˆr satisfies L‹TL‹ “ Ir and Ξ‹ “ diagpλR‹1 , . . . , λR‹r q. Then, we assume L‹ satisfies
β-incoherence condition, that is,
L‹ P Upβq “
!
L P Rdˆr | }LT}2,8 ď pβr{dq1{2
)
.
Without loss of generality, the eigenvalues are ordered so that, for some integer r1 P t0, . . . , ru,
signpλR‹i q “ 1 for 1 ď i ď r1 and signpλR‹i q “ ´1 for r1 ` 1 ď i ď r. Here, r1, so called the positive
index of inertia of R‹, is unique by Sylvester’s law of inertia (cf. Theorem 4.5.8 in Horn and Johnson,
2013), although eigenvalue decomposition is not.
3.2 Two-stage algorithm
We develop a two-stage algorithm to estimate the tuple pS‹, U‹,Λ‹q. We start from introducing the
second stage. Given a suitably chosen initial point pS0, U0,Λ0q, obtained by the first stage that
we introduce later, we use the projected alternating gradient descent procedure to minimize the
following nonconvex optimization problem
min
S, U
L¯npS,U,Λ0q ` 1
2
}UT1 U2}2F ,
subject to S P Spα¯, s¯q, U P Up4β}U0}22q,
(7)
where U “ pU1, U2q with U1 P Rdˆr̂1 , U2 P Rdˆpr´r̂1q, r̂1 is the number of `1 entries of Λ0, used
as an estimate of r1, and α¯, s¯ are user-defined tuning parameters. The quadratic penalty in
(7) biases the components U1, U2 of the matrix U to be orthogonal and can also be written as
}UTU ´ Λ0UTUΛ0}2F {16.
Before we detail steps of the algorithm, we define two truncation operators that correspond to
two different sparsity structures. For any integer s and A P Rdˆd, the hard-truncation operator
Jsp¨q : Rdˆd ÞÑ Rdˆd is defined as
rJspAqsi,j “
#
Ai,j if |Ai,j | is one of the largest s elements of A,
0 otherwise.
For any α P p0, 1q, the dispersed-truncation operator Tαp¨q : Rdˆd ÞÑ Rdˆd is defined as
rTαpAqsi,j “
#
Ai,j if |Ai,j | is one of the largest αd elements for both Ai,¨ and A¨,j ,
0 otherwise.
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Algorithm 1. Stage II: projected alternating gradient descent for solving (7).
Input: Sample covariance matrices Σ̂X , Σ̂Y ; Initial point tuple pS0, U0,Λ0q; Step sizes η1,
η2; Tuning parameters α¯, s¯, β.
For k “ 0 to k “ K ´ 1
Sk`1{2 “ Sk ´ η1∇SL¯npSk, Uk,Λ0q;
Sk`1 “ Tα¯
 Js¯pSk`1{2q(;
Let Ck “ Up4β}Uk}22q;
Uk`1{2 “ Uk ´ η2∇U L¯npSk, Uk,Λ0q ´ η22 UkpUkTUk ´ Λ0UkTUkΛ0q;
Uk`1 “ PCkpUk`1{2q;
Output SK , UK .
In the above definitions, JspAq keeps the largest s entries of A, while TαpAq keeps the largest α
fraction of entries in each row and column. Therefore, the operator Jsp¨q projects iterates to the
constraint set }S}0,1 ď s, while Tαp¨q projects to the set }S}0,8 ď αd.
We summarize the projected alternating gradient descend procedure in Algorithm 1. Both the
sparse and low-rank components are updated, with the other component being fixed, by the gradient
descent step with a constant step size, followed by a projection step. Explicit formulas for ∇SL¯n and
∇U L¯n are provided in §A in the Supplementary Material. The sign matrix Λ0 is not updated in the
algorithm. We will show later that, under suitable conditions, the first stage estimate consistently
recovers Λ‹, that is, Λ0 “ Λ‹. Computationally, the update of the low-rank matrix in each iteration
requires only updating the factor U , which can be done efficiently.
The projection operator PUpβqp¨q can be computed in a closed form as
rPUpβqpUqsi,¨ “
#
Ui,¨ if }Ui,¨}2 ď pβr{dq1{2,
pβr{dq1{2{}Ui,¨}2 ¨ Ui,¨ otherwise.
Next, we describe how to get a good initial point, pS0, U0,Λ0q, needed for Algorithm 1. The
requirements on the initial point are presented in Theorem 1. Our initial point is obtained from a
rough estimator of ∆‹. Let ∆̂0 “ pΣ˜Xq´1´pΣ˜Y q´1, where Σ˜X “ nX{ pnX ´ d´ 2q Σ̂X (similarly for
Σ˜Y ) is the scaled sample covariance matrix. The scaled covariance matrix, so called Kaufman-Hartlap
correction (Paz and Sa´nchez, 2015), is used for the initialization step so to have EpΣ˜´1X q “ Ω‹X .
By rescaling the sample covariance, we are able to show that }pΣ˜Xq´1 ´ Ω‹X}8,8 — plog d{nXq1{2
with high probability, leading to a better sample size compared to }pΣ̂Xq´1 ´ Ω‹X}8,8 — d{nX `
plog d{nXq1{2. We obtain S0 by truncating ∆̂0. Next, we extract r eigenvectors, corresponding to
the top r eigenvalues in magnitude of the residual matrix R0 “ ∆̂0 ´ S0. U0 and Λ0 are further
derived from the reduced matrix. See Algorithm 2 for details. Theorem 2 shows that the positive
index of inertia is correctly recovered by the initial step, Λ0 “ Λ‹, and pS0, U0q lies in a sufficiently
small neighborhood of pS‹, U‹q.
Throughout the two-stage algorithm, we only compute the (reduced) eigenvalue decomposition
once in the first stage. Therefore, it is computationally efficient compared to related convex
approaches, mentioned in §G in the Supplementary Material, where in each iteration one needs to
compute an eigenvalue decomposition to update R.
In our experiments, we set α¯ “ α̂ and s¯ “ ŝ and use cross-validation to select them together
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Algorithm 2. Stage I: initialization.
Input: Scaled sample covariance matrices Σ˜X , Σ˜Y ; Tuning parameters α̂, ŝ, r, β.
Let ∆̂0 “ pΣ˜Xq´1 ´ pΣ˜Y q´1, S0 “ Tα̂tJŝp∆̂0qu, and R0 “ ∆̂0 ´ S0;
Compute R0 “ L0Ξ0L0T the eigenvalue decomposition of R0, let Ξ0r P Rrˆr be the
diagonal matrix with largest r eigenvalues in magnitude and L0r P Rdˆr be the
corresponding eigenvectors;
Let r̂1 “ |ti P rrs : rΞ0rsi,i ą 0u|, Λ0 “ diagpIr̂1 ,´Ir´r̂1q, and P 0 be the permutation
matrix such that signpΞ0rq “ P 0Λ0P 0T;
Let U¯0 “ L0r |Ξ0r |1{2P 0 where |Ξ0r | is computed elementwise;
Let U0 “ PC
`
U¯0
˘
with C “ Up4β}U¯0}22q;
Output S0, U0, Λ0.
with r and β. Our theory requires more stringent conditions on α¯, s¯ in Algorithm 1 than on α̂, ŝ in
Algorithm 2, where we only require α̂ ě α and ŝ ě s. See Theorems 1 and 2.
4 Theoretical analysis
We establish the convergence rate of iterates generated by Algorithm 1 by first assuming that the
initial point pS0, U0,Λ0q lies in a suitable neighborhood around pS‹, U‹,Λ‹q. Next, we prove that
the output of Algorithm 2 satisfies requirements on the initial point with high probability. The
convergence rate of Algorithm 1 consists of two parts: the statistical rate and algorithmic rate.
The statistical rate appears due to the approximation of population loss by the empirical loss, and
it depends on the sample size, dimension, and the problem parameters including the condition
numbers of covariance matrices. The algorithmic rate characterizes the linear rate of convergence
of the projected gradient descent iterates to a point that is within statistical error from the true
parameters.
The convergence rate is established under the following two assumptions.
Assumption 1 (Constraint sets). Let ∆‹ “ S‹`R‹ be the differential network and R‹ “ L‹Ξ‹L‹T
be the reduced eigenvalue decomposition of the rank-r matrix R‹. There exist α, β and s such that
S‹ P Spα, sq and L‹ P Upβq.
Assumption 2. There exist 0 ă σXd ď σX1 ă 8 and 0 ă σYd ď σY1 ă 8 such that σXd Id ĺ Σ‹X ĺ
σX1 Id and σ
Y
d Id ĺ Σ
‹
Y ĺ σY1 Id.
We start by defining the distance function that will be used to measure the convergence rate of the
low-rank component. From the reduced eigenvalue decomposition of R‹, R‹ “ L‹Ξ‹L‹T “ U‹Λ‹U‹T
with Λ‹ “ signpΞ‹q “ diagpIr1 ,´Ir´r1q and U‹ “ L‹pΞ‹Λ‹q1{2. While Λ‹ is uniquely characterized
by the positive index of inertia r1, U
‹ is not unique in the sense that it is possible to have
U‹Λ‹U‹T “ UΛ‹UT but U ‰ U‹. We deal with this non-uniqueness issue by using the following
distance function.
Definition 1 (Distance function). Given two matrices U1, U2 P Rdˆr and an integer r1 P t0, . . . , ru,
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we define Πr1pU1, U2q “ infQPQrˆr
r1
}U1 ´ U2Q}F , where
Qrˆrr1 “
 
Q P Qrˆr : QΛQT “ Λ with Λ “ diagpIr1 ,´Ir´r1q
(
“
!
Q P Qrˆr : Q “ diagpQ1, Q2q with Q1 P Qr1ˆr1 , Q2 P Qr´r1ˆr´r1
)
.
In the following, we will simply use Πp¨, ¨q to represent Πr1p¨, ¨q with r1 being the positive inertia
of R‹. Based on the following lemma, we see that ΠpU,U‹q measures }UΛ‹UT ´ U‹Λ‹U‹T}F .
Lemma 1 (Properties of Πp¨, ¨q). Suppose U‹ P Rdˆr has orthogonal columns and Λ‹ “ diagpIr1 , Ir´r1q.
Let σ1 (σr) be the largest (smallest) singular value of U
‹ and let U P Rdˆr.
(a) If ΠpU,U‹q ď σ1, then }UΛ‹UT ´ U‹Λ‹U‹T}F ď 3σ1ΠpU,U‹q.
(b) If }UΛ‹UT ´ U‹Λ‹U‹T}2 ď σ2r{2, then ΠpU,U‹q ď tp
‘
2´ 1q1{2 σru´1}UΛ‹UT ´ U‹Λ‹U‹T}F .
By Lemma 1, UΛ‹UT “ U‹Λ‹U‹T ðñ Π2pU,U‹q “ 0. Thus, once we can correctly recover Λ‹,
that is Λ̂ “ Λ‹, the distance function in Definition 1 is a reasonable surrogate for }R̂´R‹}F , since
}R̂´R‹}F “ }Û Λ̂ÛT ´ U‹Λ‹U‹T}F “ }ÛΛ‹ÛT ´ U‹Λ‹U‹T}F — ΠpÛ , U‹q.
Let σR
‹
1 “ σmaxpR‹q, σR‹r “ σminpR‹q and define the condition numbers κX “ σX1 {σXd , κY “
σY1 {σYd , and κR‹ “ σR‹1 {σR‹r . We further define the following quantities that depend only on the
covariance matrices
T1 “
"
κXκY p}Ω‹Y }1}Σ‹X}1 ` }Ω‹X}1}Σ‹Y }1q
σXd σ
Y
d
*2
, T2 “
ˆ
1
σXd
` 1
σXd
˙2
, T3 “
ˆ}Σ‹X}1
σX1
˙2
`
ˆ}Σ‹Y }1
σY1
˙2
,
T4 “ pσ
X
d σ
Y
d q2
κ4Xκ
4
Y
 pσY1 }Σ‹X}1q2 ` pσX1 }Σ‹Y }q2( , T5 “
!
}pΩ‹Xq1{2}21 ` }pΩ‹Y q1{2}21
)2
, T6 “
ˆ
κX
σXd
` κY
σYd
˙2
.
Finally, for S P Sdˆd and U P Rdˆr, we define the total error distance to be
TDpS,Uq “ }S ´ S‹}2F {σR‹1 `Π2pU,U‹q.
The error for the sparse component is scaled by σR
‹
1 in order to have the two error terms on the
same scale, based on the first part of Lemma 1. With this, we have the following result on the
convergence of iterates obtained by Algorithm 1.
Theorem 1 (Convergence of Algorithm 1). Suppose Assumptions 1 and 2 hold. Furthermore,
suppose the following conditions hold: (a) sample size
pnX ^ nY q ě C1
#
d log d
T3β
_ pκXκY q
4 pT1 ¨ s log d` T2 ¨ rdq
pσR‹r q2
+
, (8)
and sparsity proportion α ď c1T4{ pβrκR‹q; (b) step sizes η1 ď c2{
`
σX1 σ
Y
1 κXκY
˘
, η2 “ c3η1{σR‹1 ,
and tuning parameters 2ps¯{sq ´ 1 ě α¯{α ě C2 pκXκY q4; (c) initialization point Λ0 “ Λ‹, S0 P Sdˆd,
U0 P Up9βσR‹1 q with TDpS0, U0q ď c4σR‹r {pκXκY q2; then the iterates pSk, Ukq of Algorithm 1
satisfy Sk P Sdˆd and
TDpSk, Ukq ď
ˆ
1´ c5
κ2Xκ
2
Y κR‹
˙k
TDpS0, U0q ` C3κ
2
Xκ
2
Y
σR‹r
¨ T1 ¨ s log d` T2 ¨ rd
nX ^ nY , (9)
with probability at least 1 ´ C4{d2 for some fixed constants pCiq4i“1 sufficiently large and pciq5i“1
sufficiently small.
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The two terms in (9) correspond to the algorithmic and the statistical rate of convergence,
respectively. The statistical error is of the order O pps log d` rdq { pnX ^ nY qq, which matches the
minimax optimal rate (Chandrasekaran et al., 2012). In particular, the term O ps log d{ pnX ^ nY qq
corresponds to the statistical error of estimating S‹, while O prd{ pnX ^ nY qq corresponds to the
statistical error of estimating R‹. We stress that the condition on α is common in related literature.
For example, Yi et al. (2016) requires α À 1{βrpκR‹q2, which is stronger than our condition in terms
of the power of κR‹ ; Zhang et al. (2018) requires α À 1{βrκR‹ , which is comparable with ours. Under
the condition on α, we have α¯ ă 1. The sample complexity requirement in (8) has an extra d log d{β
term compared to typical results in robust estimation (see Corollary 4.11 and Corollary 4.13 in Zhang
et al. (2018) for results in robust matrix sensing and robust principal component analysis). This
increased sample complexity is common in estimation of latent variable Gaussian graphical models.
For example, Xu et al. (2017) requires nX Á d2 to show convergence of }Σ̂X}1. Theorem 1 improves
the sample size requirement to d log d. In (6), we need to control the low-rank components Σ̂XU
‹
(and Σ̂Y U
‹) and the large sample size guarantees that the incoherence condition can transfer from
U‹ to Σ̂XU‹. Furthermore, the covariance matrices Σ̂X and Σ̂Y work as design matrices in (6) and
bring additional challenges compared to robust estimation problems. The design matrix in robust
principal component analysis is identity, while in robust matrix sensing its expectation is also identity.
Thus, their loss functions all satisfy Condition 4.4 in Zhang et al. (2018), which is not the case for
(6). Without Condition 4.4, their proof strategy fails to show the convergence of alternating gradient
descent. By direct analysis, we first establish what conditions we need on Σ̂XU
‹ and Σ̂Y U‹, and
then show that these conditions hold under incoherence condition on U‹. Finally, we observe that
the algorithmic error decreases exponentially and, after O plog tnX ^ nY { ps log d` rdquq iterations,
the statistical error is the dominant term.
Next, we show that the output pS0, U0,Λ0q of Algorithm 2 satisfies requirements on the ini-
tialization point of Algorithm 1 presented in condition (c) in Theorem 1. The requirement that
S0 P Sdˆd is easy to achieve. The following lemma suggests that Λ0 “ Λ‹ is implied by an upper
bound on }R0 ´R‹}2, which further connects to the upper bound on TDpS0, U0q by Lemma 1.
Lemma 2. For any R P Sdˆd, let R “ LΞLT be the eigenvalue decomposition. Let Ξr P Rrˆr be
the diagonal matrix with r largest entries of Ξ in magnitude, and let r̂1 be the number of positive
entries of Ξr. If }R´R‹}2 ď σR‹r {3, then r̂1 “ r1 and Λr “ diagpIr̂1 ,´Ir´r̂1q “ Λ‹.
The next theorem shows the sample complexity under which the conditions on the initial point
are satisfied and }R0 ´R‹}2 ď σR‹r {3, which implies Λ0 “ Λ‹, using Lemma 2.
Theorem 2 (Initialization). Suppose Assumptions 1 and 2 hold. If α̂ ě α, ŝ ě s, the sample sizes
and dimension satisfy
pnX ^ nY q ě C1 pT5ŝ log d` T6dqpσR‹r q2 , d ě C2βŝ
1{2rκR‹ ,
then S0 P Sdˆd, }R0 ´R‹}2 ď σR‹r {4, U0 P Up9βσR‹1 q, and
TDpS0, U0q ď C3
"
r pT5 ¨ ŝ log d` T6 ¨ dq
σR‹r pnX ^ nY q `
ŝβ2r3κR‹σR
‹
1
d2
*
with probability 1´C4{d2 for some fixed constants pC1q4i“1 sufficiently large. Furthermore, if ŝ — s,
pnX ^ nY q Á rκ
2
Xκ
2
Y
pσR‹r q2
`
T5 ¨ s log d` T6 ¨ d
˘
, d Á βs1{2r3{2κR‹κXκY , (10)
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then TDpS0, U0q À σR‹r { pκXκY q2.
From Theorem 2, the requirement for the initial point is satisfied under (10). The sample com-
plexity required for initialization, Opprs log d` rdq{pσR‹r q2q, is smaller than the one for convergence,
Opd log d{β ` ps log d` rdq{pσR‹r q2q. When d Á βs1{2r3{2κR‹κXκY and α À T4{pβrκR‹q, combining
Theorems 1 and 2 shows that the iterates generated by two-stage algorithm converge linearly to a
point with an unavoidable minimax optimal statistical error.
We briefly discuss exact recovery of the support of S‹ and the rank of R‹. Throughout the paper,
we assume that the rank r of R‹ is known. This assumption is commonly used in the literature
on alternating gradient descent for low-rank matrix recovery (e.g., Yi et al., 2016; Xu et al., 2017;
Zhang et al., 2018). The rank r is used to truncate the eigenvalues of R0 and to choose the number
of columns of the iterates U in Algorithm 1. However, we note that the rank r can be exactly
recovered under a suitable assumption on the signal strength, σR
‹
r . After dropping higher order
terms, Theorem 2 shows that }R0´R‹}2 À td{pnX^nY qu1{2. Therefore, if σR‹r Á 2td{pnX^nY qu1{2,
one can recover r by thresholding small eigenvalues of R0. From the proof of Lemma A.5 in the
Supplementary Material, }S0´S‹}8,8 ď tlog d{pnx^nY qu1{2, which allows us to recover the support
of S‹ by thresholding elements of S0 that are smaller in magnitude than tlog d{pnx ^ nY qu1{2, if
the nonzero elements of S‹ are bigger than 2tlog d{pnx ^ nY qu1{2 in magnitude. Finally, if the
support set of S‹ is consistently estimated, then α and s can be estimated as well. Therefore, under
suitable assumptions on the signal strength, α, s, and r, are all consistently estimable. Similar signal
strength assumptions are also needed even for convex approaches to exactly recover the sparsity
and rank (Chandrasekaran et al., 2012; Zhao et al., 2014).
5 Simulations
5.1 Data generation and implementation details
We compare the performance of our estimator with two procedures that directly learn the differential
network under the sparsity assumption, the `1-minimization (Zhao et al., 2014) and `1-penalized
quadratic loss (Yuan et al., 2017), and two procedures that separately learn latent variable Gaussian
graphical models, sparse plus low-rank penalized Gaussian likelihood (4) (Chandrasekaran et al.,
2012) and constrained Gaussian likelihood (Xu et al., 2017). Table 1 summarizes the procedures. In
the Supplementary Material, we provide additional simulation results, including comparison with
alternative convex approaches.
Table 1: Competing methods
Abbr. Reference Type Setup
M1 Zhao et al. (2014) joint, convex differential network is sparse
M2 Yuan et al. (2017) joint, convex differential network is sparse
M3 Chandrasekaran et al. (2012) separate, convex single network is sparse ` low-rank
M4 Xu et al. (2017) separate, nonconvex single network is sparse ` low-rank
M* present paper joint, nonconvex differential network is sparse ` low-rank
Data are generated from the latent variable Gaussian graphical model (1) described in §2.2. We
set µ‹XO “ µ‹XH “ µ‹YO “ µ‹YH “ 0. The blocks of Ω‹ are generated separately. For Ω‹OO P Rdˆd, we
set diagonal entries to be one and, following Xia et al. (2015), off-diagonal entries to be generated
according to one of the following four models.
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Model 1: pΩ‹p1qOO qi,i`1 “ pΩ‹p1qOO qi`1,i “ 0.6, pΩ‹p1qOO qi,i`2 “ pΩ‹p1qOO qi`2,i “ 0.3;
Model 2: pΩ‹p2qOO qi,j “ pΩ‹p2qOO qj,i “ 0.5 for i “ 10k ´ 9, 10k ´ 6 ď j ď 10k, 1 ď k ď d{10;
Model 3: pΩ‹p3qOO qi,j “ pΩ‹p3qOO qj,i „ 0.8 ¨ Bernoullip0.1q for i` 1 ď j ď i` 3;
Model 4: pΩ‹p4qOO qi,j “ pΩ‹p4qOO qj,i „ 0.5¨Bernoullip0.5q for i “ 2k´1, 2k ď j ď p2k`2q^d, 1 ď k ď d{2.
The blocks Ω‹OH ,Ω‹HO are generated entrywise from the following mixture distribution
pΩ‹HOqj,i “ pΩ‹OHqi,j „ 0.1 ¨ δ0 ` 0.9 ¨Uniformp0.5, 1q, i “ 1, . . . , d, j “ 1, . . . , r,
and Ω‹HH “ Ir. Combining the blocks, we get the following four models
Ω‹piq “
˜
Ω
‹piq
OO Ω
‹
OH
Ω‹HO Ω‹HH
¸
, i “ 1, 2, 3, 4.
Last, we let Σ‹i “ rD1{2tΩ‹piq ` pιi ` 1qId`ruD1{2s´1, where ιi “
ˇˇ
min
 
eigpΩ‹piqq(ˇˇ and D P
Rpd`rqˆpd`rq is a diagonal scaling matrix with Di,i „ Uniformp0.5, 2.5q. In our models, each latent
variable is connected to roughly 90% of observed covariates and hence the effect of latent variables
is spread-out and the corresponding low-rank matrix is incoherent (Chandrasekaran et al., 2012).
We generate X using Σ‹1 and denote it as the control group, while generate Y using Σ‹i , i “ 2, 3, 4,
and denote it as the test i´ 1 group. Under this generation process, both XO and YO have precision
matrices with sparse plus low-rank structure.
Throughout the simulations, we set the sample size equal for both groups, nX “ nY “ n. For
each combination of the tuple pn, d, rq, we generate a training and a validation set with sample size
n. For each method, we choose the corresponding tuning parameters that minimize the empirical
loss LnpŜ, R̂q on the validation set (alternative loss functions are discussed in the Supplementary
Material, see §H.3). We measure the performance by }Ŝ ´ S‹}F and }∆̂´∆‹}F {‘σmaxpR‹q, where
the latter is used as a surrogate for the total error distance TDpŜ, Ûq. Errors are computed on
test sets with the same sample size based on 40 independent runs. For our method, the step
sizes are set as η1 “ 0.5, η2 “ η1{σ2maxpU0q, where U0 is the output of the initialization step;
the sparsity proportion α¯ (“ α̂) is chosen from t0.01, 0.03, 0.05, 0.1, 0.3, 0.5, 0.8u and s¯ (“ ŝ) from
t2d, 4d, 6d, 15d, 25d, 30du; the rank used in Algorithm 1 and 2 is chosen from t0, 1, 2, 3, 4u; and
the incoherence parameter β is chosen from t1, 3u. For methods of Zhao et al. (2014) and Yuan
et al. (2017), we use the loss function (5) to choose among 5 different λ values, which denote
tuning parameters in their papers and are generated automatically by their packages. For the
method of Chandrasekaran et al. (2012), we use the implementation in Ma et al. (2013), where we
greedily choose the tuning parameters α P t0.01, 0.05, 0.1u and β P t0.15, 0.25, 0.35u (see (2.1) in Ma
et al. (2013)), while other parameters including the step size, augmented Lagrange multiplier, and
initialization are kept as in their implementation. For the method of Xu et al. (2017), we select the
rank and sparsity in the same way as for our method, while the other parameters are kept as in Xu
et al. (2017) as well.
5.2 Results
Simulation results are summarized in Table 2. We see that our method outperforms other methods
when r “ 2, corresponding to the case where rankpR‹q “ 4 as R‹ is the difference of two low-rank
components. When r “ 1, Chandrasekaran et al. (2012) is comparable with our method on the
12
Table 2: Simulation results for five algorithms. The estimation errors of the differential network and its sparse component are
averaged over 40 independent runs, with standard error given in parentheses. The control group is generated by covariance Σ‹1 while
the test i group is generated by Σ‹i`1 for i “ 1, 2, 3. Throughout the table, the smallest error under the same setup is highlighted.
Control - Test 1 Control - Test 2 Control - Test 3
Method }Ŝ ´ S‹}F 1‘σmaxpR‹q}∆̂´∆‹}F }Ŝ ´ S‹}F 1‘σmaxpR‹q}∆̂´∆‹}F }Ŝ ´ S‹}F 1‘σmaxpR‹q}∆̂´∆‹}F
n “ 1000, d “ 100, r “ 1
M* 20.02(0.56) 10.35(0.45) 18.73(0.71) 9.33(0.53) 18.59(0.59) 7.94(0.20)
M1 26.40(0.67) 11.18(0.27) 27.58(0.93) 11.26(0.37) 30.22(0.67) 12.07(0.26)
M2 30.05(0.32) 12.48(0.14) 31.04(0.53) 12.41(0.21) 32.77(0.46) 12.75(0.18)
M3 22.49(0.35) 9.52(0.14) 22.54(0.44) 9.23(0.17) 22.91(0.47) 9.18(0.18)
M4 33.72(0.61) 14.16(0.26) 33.62(0.63) 13.61(0.26) 34.45(0.58) 13.62(0.23)
n “ 10000, d “ 100, r “ 2
M* 12.55(0.35) 4.87(0.13) 11.10(0.38) 4.52(0.14) 10.61(0.38) 4.37(0.15)
M1 39.50(0.87) 14.91(0.33) 50.09(0.36) 19.49(0.14) 37.64(0.56) 14.82(0.22)
M2 27.86(0.25) 10.41(0.09) 32.99(0.22) 12.77(0.09) 29.58(0.22) 11.56(0.09)
M3 30.54(0.17) 11.51(0.06) 34.11(0.20) 13.27(0.08) 31.80(0.14) 12.47(0.06)
M4 18.88(0.19) 6.58(0.07) 17.44(0.21) 6.44(0.09) 14.63(0.30) 5.60(0.11)
n “ 200, d “ 50, r “ 0
M* 11.40(0.41) 11.40(0.41) 11.73(0.24) 11.73(0.24) 9.86(0.44) 9.86(0.44)
M1 10.88(0.33) 10.88(0.33) 11.92(0.27) 11.92(0.27) 10.64(0.25) 10.64(0.25)
M2 11.37(0.54) 11.37(0.54) 10.81(0.40) 10.81(0.40) 10.37(0.38) 10.37(0.38)
M3 11.04(0.16) 10.85(0.17) 11.23(0.18) 10.86(0.17) 10.48(0.20) 10.37(0.21)
M4 13.51(0.60) 13.51(0.60) 14.79(0.65) 14.79(0.65) 12.71(0.67) 12.71(0.67)
M*, the proposed method; M1, `1-minimization in Zhao et al. (2014); M2, `1-penalized quadratic loss in Yuan et al.
(2017); M3, penalized Gaussian likelihood in Chandrasekaran et al. (2012); M4, constrained Gaussian likelihood in Xu
et al. (2017); detailed descriptions of each method are given in Table 1 and the choice of tuning parameters is discussed
in §5.1.
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(a) Statistical rate of convergence of estimating S‹. From left to right, pd, rq “ p50, 0q, p100, 1q, p150, 2q.
(b) Statistical rate of convergence of estimating R‹. The left panel
corresponds to pd, rq “ p100, 1q, while the right panel corresponds to
pd, rq “ p150, 2q.
Figure 1: Statistical rate of convergence. All trends in figures increase linearly, which validates the
results in Theorem 1.
first two data generating models, while our method compares favorably in the third case. When
r “ 0, there are no latent variable and our method is comparable to methods of Zhao et al. (2014)
and Yuan et al. (2017) that are specifically designed for sparse differential network estimation
without considering latent variables. In comparison, the approach of Chandrasekaran et al. (2012)
misestimates the low-rank component. Overall, the proposed nonconvex method accurately estimates
both the low-rank and sparse components at a low computational cost. In the Supplementary
Material, we show that when the differential network has the sparse plus low-rank structure, while
the group specific precision matrices do not have any structure, our method outperforms all the
competitors significantly.
Figure 1(a) and 1(b) illustrate the statistical rate of convergence by plotting }Ŝ ´ S‹}F versus
pd log d{nq1{2 and }R̂´R‹}F versus prd{nq1{2, respectively. We set pd, rq “ p50, 0q, p100, 1q, p150, 2q
for each case and vary n only. Although the estimation errors for S‹ and R‹ are combined in
Theorem 1, we expect a linear increasing trend in both figures since d log d{n — rd{n. In the
Supplementary Material, we illustrate that the rank and the positive index of inertia are consistently
selected by cross-validation.
6 Application to fMRI functional connectivity
We apply our method to the task of estimating differential brain functional connectivity from
functional Magnetic Resonance Imaging (fMRI). In particular, we analyze the Center for Biomedical
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Research Excellence (COBRE) dataset, which is publicly available in nilearn package in Python
(Abraham et al., 2014). This dataset includes fMRI data from 146 subjects across two groups: 74
subjects are healthy controls and 72 subjects are diagnosed with schizophrenia. Each subject data
includes resting-state fMRI time series with 150 samples. We remove time points with excessive
motion as recommended by standard analyses, and apply Harvard-Oxford Atlas to automatically
generate 48 regions of interests. This dataset has been carefully analyzed using the NeuroImaging
Analysis Kit1.
We first estimate the differential network between the schizophrenia and control groups. We
collect all fMRI series in one group across all subjects, thus assuming individuals in the same group
share the same brain functional connectivity. Equivalently, we simply stack all time series from the
subjects together to obtain one dataset for each group. The proposed approach and all the baseline
methods remain the same as described in §5. The sparse plus low-rank decomposition is reasonable
for estimating the differential network as it considers most pressing demographic confounders such
as age and gender, and the number of confounders is assumed to be small compared with the number
of nodes in a brain, which is a conventional setup in fMRI study (Greve et al., 2013; Geng et al.,
2019). The sparse component of the differential network is the parameter of scientific interest.
The estimated sparse component is reported in Figure 2, where each region corresponds to a
vertex, each edge corresponds to an entry of the precision matrix, and the color corresponds to
the magnitude of entries. Since Harvard-Oxford Atlas is a 3D parcellation atlas with lateralized
labels, we show the detected connectomes in the left hemisphere only. We see that Zhao et al.
(2014) approach fails to recover a clear pattern; Chandrasekaran et al. (2012) recovers one negative
edge in Central Opercular Cortex and one negative edge in Middle Frontal Gyrus; our method,
together with methods in Yuan et al. (2017) and Xu et al. (2017), show that the sparse network has
two obvious edges, one positive and one negative, in Central Opercular Cortex area, which is also
consistent with some recent analysis that also discovered Central Opercular Cortex is one of regions
differs the most for the schizophrenia (Sheffield et al. (2015); Geng et al. (2019)). Upon closer
analysis, we find that the network estimated by the proposed method has smaller quadratic loss (5)
on the test sets. We let Lnp∆̂q denote the empirical test loss, where ∆̂ is the estimator and the
covariance matrices are calculated on the test set. Our estimator has the test loss Lnp∆̂q “ ´3.64,
with }∇Lnp∆̂q}8,8 “ 0.11 and }∇Lnp∆̂q}F “ 1.56. All three quantities are smaller than other
methods, though they are not designed for minimizing (5).
To further quantitatively validate our claims, we consider an individual-level analysis. In
particular, we select 10 subjects from each group and consider the 190 possible pairs among them –
100 out of 190 pairs are across-group while the remaining 90 pairs are within-group. We estimate the
differential network for each pair and calculate }Ŝ}F . Based on the group differences, one expects
the sparse differential network for within-group pairs to have smaller norms than across-group pairs.
Applying an unpaired two-sample t test, the p-value for the proposed method is 0.09 while greater
than 0.16 for M1 to M4. This further validates that our method also outperforms other methods at
the individual level.
7 Discussion
We study the estimation of differential networks in the setting where the effects of the latent
variables are diffused across all the observed variables leading to a low-rank component, and where
1https://github.com/SIMEXP/niak
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(a) M1 (b) M2
(c) M3 (d) M4
(e) M*
Figure 2: Glass brains for the estimated sparse component of the differential network.
the low-rank component of the difference satisfies an incoherence condition. In this setting, we are
able to estimate the subspace spanned by the unobserved variables. Extending our approach to
identify the difference in the complete connectivity of the graph, which includes latent variables,
is of additional interest. Vinyes and Obozinski (2018) studied the problem of identification and
estimation of the complete connectivity of the graph in the presence of latent variables using
a carefully designed convex penalty. In the limit of an infinite amount of data, under suitable
assumptions, their procedure is able to identify the complete graph structure. However, finite
sample properties of this procedure are not known. High-dimensional setting presents several
challenges. First, additional assumptions are needed on the low rank component, R‹, such as
a sparsity assumption on the effect of latent variables on observed variables. However, such an
assumption makes identification of parameters more difficult, since we need to be able to distinguish
the low-rank component from the sparse component. This is an identification problem and it is
a challenge for both convex and nonconvex approaches. Second, when estimating a differential
network, the matrix R‹ is indefinite and, as a result, development of a new penalty is required.
Third, the initialization step in our algorithm requires us to compute the inverse of the sample
covariance matrix, which is rank deficient in a high-dimensional setting. Therefore, a suitable and
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computationally efficient initialization strategy needs to be developed in a high-dimensional setting.
Finally, the gradient error }∇SL¯npS‹, Uk,Λ‹q ´∇SL¯npS‹, U‹,Λ‹q}F , which is a key ingredient in
the proof, is well controlled only if Σ̂XU
‹ (and Σ̂Y U‹) satisfies the incoherence condition. Since the
incoherence condition is imposed on U‹, we need the sample size to satisfy pnX ^nY q Á d log d. One
possible approach to developing a nonconvex estimation procedure for high-dimensional differential
network estimation could be based on a thresholding step for the low-rank component (Yu et al.,
2018).
Recent work on differential networks have focused on statistical inference, including developing
statistical tests for the global null H0 : ∆
‹ “ 0 (Xia et al., 2015; Cai et al., 2019) and development
of confidence intervals for elements of the differential network (Kim et al., 2019). The regression
approach of Ren et al. (2015) can be used to construct asymptotically normal estimators of the
elements of the differential network in the presence of latent variables. Such an approach would
require both the individual precision matrices to be sparse and the correlation between latent and
observed variables to be weak. How to develop an inference procedure that requires only week
conditions on the differential network remains an open problem.
In our simulation and real data application, we propose to choose the tuning parameters using
cross-validation. Zhao et al. (2014) proposed to tune the parameters by optimizing approximate
Akaike information criterion in the context of sparse differential network estimation, however, there
are no theoretical guarantees associated with the chosen parameters. Extending ideas of Foygel and
Drton (2010) in the context of sparse plus low-rank estimation and showing that Akaike or Bayesian
information criterion can be used for consistent recovery is of both practical and theoretical interest,
as it would allow for faster parameter tuning compared to cross-validation.
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Supplementary material: Estimating Differential Latent Variable
Graphical Models with Applications to Brain Connectivity
We proposed a directed procedure to estimate the differential networks under the existence of latent
variables. In the present setup, the differential network can be decomposed into sparse component
and low-rank component. Our method minimizes a nonconvex objective function via a two-stage
procedure. In the first stage, we obtain a good initialization by truncating the sample precision
matrices directly, while in the second stage, we conduct projected gradient descent to obtain a
sequence of iterates, which can converge linearly to a neighborhood of the ground truth. The radius
of the neighborhood is characterized by the optimal statistical error rate. In this Supplementary
Material, we provide extended proofs, and then show additional simulation results including the
comparison with potential convex approaches.
A Main Lemmas
In this section, we state lemmas needed to prove Theorems 1 and 2. Their proofs are presented
in Appendix B. We first introduce additional notations. Partial derivatives of the empirical loss
functions in (5) and (6) are given as
∇SL¯npS,U,Λq “ 1
2
Σ̂XpS ` UΛUTqΣ̂Y ` 1
2
Σ̂Y pS ` UΛUTqΣ̂X ´ pΣ̂Y ´ Σ̂Xq,
∇U L¯npS,U,Λq “ Σ̂XpS ` UΛUTqΣ̂Y UΛ` Σ̂Y pS ` UΛUTqΣ̂XUΛ´ 2pΣ̂Y ´ Σ̂XqUΛ,
∇SLnpS,Rq “ ∇RLnpS,Rq “ 1
2
Σ̂XpS `RqΣ̂Y ` 1
2
Σ̂Y pS `RqΣ̂X ´ pΣ̂Y ´ Σ̂Xq.
(A.1)
Partial derivatives of the population loss are similarly obtained by replacing Σ̂X , Σ̂Y with Σ
‹
X ,Σ
‹
Y
in (A.1). We further define γ1 “ α¯{α, γ2 “ s¯{s, and the following quantities
Υ1 “ pσX1 σY1 q2 d log dnX ^ nY `
!
pσY1 }Σ‹X}1q2 `
`
σX1 }Σ‹Y }1
˘2)
β, Υ2 “ σXd σYd ` 9σX1 σY1 ,
Υ3 “ σX1 σY1 σXd σYd , Υ4 “ pσY1 }Σ‹X}1q2 `
`
σX1 }Σ‹Y }1
˘2
, Ψ2 “ σ
R‹
r
κ2Xκ
2
Y
,
Cpγ1, γ2q “
#
1`
ˆ
2
γ1 ´ 1
˙1{2+2 #
1` 2pγ2 ´ 1q1{2
+
.
(A.2)
For ease of presentation, we generically use Ci to denote constants and their values may vary for
each appearance. The following two lemmas characterize the error based on one-step iteration of
Algorithm 1.
Lemma A.1 (One-step iteration for sparse component). Suppose Assumptions 1 and 2, nX Á κ2Xd,
nY Á κ2Y d, and following conditions hold
Λ0 “ Λ‹, Sk P Sdˆd, Uk P Up9βσR‹1 q X tU P Rdˆr : ΠpU,U‹q ď
‘
σR
‹
1 {2u.
1
If η1 ď 8{p3Υ2q, then Sk`1 P Sdˆd and
}Sk`1 ´ S‹}2F
Cpγ1, γ2q ď
ˆ
1´ 9Υ3
4Υ2
η1
˙
}Sk ´ S‹}2F ` 3p1` γ2qs
ˆ
Υ2η1
Υ3
` η21
˙
}∇SLnpS‹, R‹q}28,8
` C1Υ2Υ1
Υ3
p1` γ1qαrσR‹1 η1Π2pUk, U‹q ` 7pσX1 σY1 q2η21}UkΛ0UkT ´ U‹Λ‹U‹T}2F ,
with probability 1´ C2{d2, where pCiq2i“1 are fixed constants.
Lemma A.2 (One-step iteration for low-rank component). Suppose conditions of Lemma A.1 hold.
If η2 ď 1{p18Υ2σR‹1 q, then
Π2pUk`1, U‹q ď
"
1´ 3σ
R‹
r Υ3η2
2Υ2
` C1Υ2Υ1
Υ3
p1` γ1qαrσR‹1 η2
*
Π2pUk, U‹q ´ 27Υ3η2
16Υ2
}Rk ´R‹}2F
` 5κXκY Υ2η2Π4pUk, U‹q ` η2
"
9Υ3
4Υ2
` C2σR‹1 pσX1 σY1 q2η2
*
}Sk ´ S‹}2F
` η2r
ˆ
16Υ2
9Υ3
` 4
Υ2
` 54σR‹1 η2
˙
}∇RLnpS‹, R‹q}22,
with probability 1´ C3{d2, where pCiq3i“1 are fixed constants.
Combining the above two lemmas, we obtain the decrease of the total error in one iteration.
Lemma A.3. Suppose Assumptions 1 and 2 hold. Furthermore, suppose the following conditions
hold: (a) sample sizes and sparsity proportion
pnX ^ nY q ě
«`
σX1 σ
Y
1
˘2
Υ4
d log d
β
_
!
pκX _ κY q2 d
)ff
, α ď Υ
2
3
C1Υ22Υ4γ2
¨ 1
βrκR‹
,
(b) step sizes η1 ď 1{pC2κXκY Υ2q, η2 “ η1{
`
36σR
‹
1
˘
, tuning parameters γ1 ě 1 ` 8Υ22{
`
Υ23η
2
1
˘
,
γ2 ě p1` γ1q {2; (c) the k-th iterate satisfies
Λ0 “ Λ‹, Sk P Sdˆd, Uk P Up9βσR‹1 q X tU P Rdˆr : Π2pU,U‹q ď Ψ2{C3u.
Then, with probability at least 1´ C4{d2,
TDpSk`1, Uk`1q ď
ˆ
1´ σ
R‹
r Υ3η2
2Υ2
˙
TDpSk, Ukq ` 1
κXκY Υ3σR
‹
1
¨ γ2s}∇SLnpS‹, R‹q}28,8
` r}∇RLnpS‹, R‹q}22
(
,
where pCiq4i“1 are fixed constants.
From Lemma A.3, we observe that the successive total error distance decreases with linear
contraction rate ρ “ 1 ´ `σR‹r Υ3η2˘ { p2Υ2q ă 1 up to a statistical error, which comes from the
approximation of population loss LpS,Rq. The statistical error bound is given in the next lemma.
2
Lemma A.4 (Statistical error bound). The gradients of LnpS,Rq, defined in (A.1), satisfy
pr
#
}∇RLnpS‹, R‹q}2 Á pκXσY1 ` κY σX1 q
ˆ
d
nX ^ nY
˙1{2+
À 1
d2
,
pr
#
}∇SLnpS‹, R‹q}8,8 Á
`}Ω‹Y }1}Σ‹X}1 ` }Ω‹X}1}Σ‹Y }1˘ˆ log dnX ^ nY
˙1{2+
À 1
d2
.
The proof of Theorem 1 combines Lemma A.1, A.2, A.3, A.4 and is given in Appendix C. The
next lemma establishes the error bound for S0 in the initialization step.
Lemma A.5 (Error bound for S0). Suppose Assumptions 1 and 2 hold. If α̂ ě α, ŝ ě s,
d ď cpnX ^ nY q for c P p0, 1{2q, then
}S0 ´ S‹}F ď 17ŝ1{2
«!
}pΩ‹Xq1{2}21 ` }pΩ‹Y q1{2}21
)ˆ log d
nX ^ nY
˙1{2
` βrσ
R‹
1
d
ff
,
with probability at least 1´ 8{d2.
B Proofs of Main Lemmas
B.1 Proof of Lemma A.1
We study the k-th iteration for updating sparse component in Algorithm 1. Recall that α¯ “ γ1α
and s¯ “ γ2s. Define
S¯k`1{2 “ Jγ2spSk`1{2q, Ω¯k “ supppS‹q Y supppSkq, Ωk “ Ω¯k Y supppS¯k`1{2q. (B.1)
Since ∇SL¯npSk, Uk,Λ0q and Sk are symmetric, so is Sk`1{2. From Lemma F.1 and F.2, we have
Sk`1 P Sdˆd and, therefore, Ωk, Ω¯k Ď V ˆ V are two symmetric index sets. With some abuse of the
notations, we use PΩp¨q to denote the projection onto the Ω. For a matrix A P Rdˆd, PΩpAq P Rdˆd
with elements rPΩpAqsi,j “ Ai,j ¨ 1tpi,jqPΩu, where 1t¨u is an indicator function. From the updating
rule in Algorithm 1,
PΩkpSk`1{2q “ PΩkpSkq ´ η1PΩk
!
∇SL¯npSk, Uk,Λ0q
)
“ Sk ´ η1PΩk
!
∇SL¯npSk, Uk,Λ0q
)
. (B.2)
Combining (B.1) and (B.2), and noting that supppS¯k`1{2q Ď Ωk,
S¯k`1{2 “ Jγ2spSk`1{2q “ Jγ2s
!
PΩkpSk`1{2q
)
“ Jγ2s
”
Sk ´ η1PΩk
!
∇SL¯npSk, Uk,Λ0q
)ı
.
3
Further, from Lemma F.1 and F.2,
}Sk`1 ´ S‹}2F “ }Tγ1αpS¯k`1{2q ´ S‹}2F ď
#
1`
ˆ
2
γ1 ´ 1
˙1{2+2
}S¯k`1{2 ´ S‹}2F
“
#
1`
ˆ
2
γ1 ´ 1
˙1{2+2 ››››Jγ2s ”Sk ´ η1PΩk !∇SL¯npSk, Uk,Λ0q)ı´ S‹››››2
F
ď
#
1`
ˆ
2
γ1 ´ 1
˙1{2+2 #
1` 2pγ2 ´ 1q1{2
+››››Sk ´ η1PΩk !∇SL¯npSk, Uk,Λ0q)´ S‹››››2
F
“ Cpγ1, γ2q
´
}Sk ´ S‹}2F ´ 2η1I1 ` η21I2
¯
, (B.3)
where Cpγ1, γ2q is defined in (A.2) and
I1 “
@
Sk ´ S‹,PΩk
!
∇SL¯npSk, Uk,Λ0q
)D
, I2 “
››PΩk !∇SL¯npSk, Uk,Λ0q) ››2F .
Using Lemma D.1 to lower bound I1 and Lemma D.2 to upper bound I2,
}Sk`1 ´ S‹}2F
Cpγ1, γ2q ď
ˆ
1´ 9Υ3
4Υ2
η1
˙
}Sk ´ S‹}2F ` 3p1` 2γ2qs
ˆ
4Υ2
9Υ3
η1 ` η21
˙
}∇SLnpS‹, R‹q}28,8
`C1Υ2Υ1
Υ3
p1` γ1qαrσR‹1 η1Π2pUk, U‹q ` 27pσ
X
1 σ
Y
1 q2η21
4
}UkΛ0UkT ´ U‹Λ‹U‹T}2F
´η1
ˆ
8
Υ2
´ 3η1
˙
}∇SL¯npSk, Uk,Λ0q ´∇SL¯npS‹, Uk,Λ0q}2F ,
with probability 1´ C2{d2 for some large enough constants C1, C2 ą 0. With η1 ď 8{p3Υ2q,
}Sk`1 ´ S‹}2F
Cpγ1, γ2q ď
ˆ
1´ 9Υ3
4Υ2
η1
˙
}Sk ´ S‹}2F ` 3 p1` 2γ2q s
ˆ
4Υ2
9Υ3
η1 ` η21
˙
}∇SLnpS‹, R‹q}28,8
`C1Υ2Υ1
Υ3
p1` γ1qαrσR‹1 η1Π2pUk, U‹q ` 27pσ
X
1 σ
Y
1 q2η21
4
}UkΛ0UkT ´ U‹Λ‹U‹T}2F , (B.4)
which completes the proof.
B.2 Proof of Lemma A.2
Suppose Qk P Qrˆrr1 satisfies ΠpUk, U‹q “ }Uk ´ U‹Qk}F . Using the bound on }Uk}2 in (D.10), we
know U‹ P Up4β}Uk}22q “ Ck, so does U‹Qk. Let PCkp¨q be the projection operator onto Ck. Due to
the non-expansion property of PCkp¨q,
Π2pUk`1, U‹q ď }Uk`1 ´ U‹Qk}2F “ }PCkpUk`1{2q ´ PCkpU‹Qkq}2F ď }Uk`1{2 ´ U‹Qk}2F
“ }Uk ´ η2∇U L¯npSk, Uk,Λ0q ´ η2
2
UkpUkTUkT ´ Λ0UkTUkΛ0q ´ U‹Qk}2F
ď Π2pUk, U‹q ´ 2η2I3 ` 2η22I4 ´ η2I5 ` η
2
2
2
I6, (B.5)
4
where
I3 “xUk ´ U‹Qk,∇U L¯npSk, Uk,Λ0qy, I4 “ }∇U L¯npSk, Uk,Λ0q}2F ,
I5 “xUk ´ U‹Qk, UkpUkTUk ´ Λ0UkTUkΛ0qy, I6 “ }UkpUkTUk ´ Λ0UkTUkΛ0q}2F .
Similar to (B.3), we will lower bound I3, I5 and upper bound I4, I6. Using Lemma D.3, we bound
the term I3. Using (A.1) and the triangle inequality,
I4 “ 4}∇RLnpSk, RkqUkΛ0}2F
ď 12›› !∇RLnpSk, Rkq ´∇RLnpSk, R‹q)Uk››2F ` 12›› !∇RLnpSk, R‹q ´∇RLnpS‹, R‹q)Uk››2F
` 12}∇RLnpS‹, R‹qUk}2F .
Using Ho¨lder’s inequality and the bound in (D.10), we further have
I4 ď 27σR‹1 }∇RLnpSk, Rkq ´∇RLnpSk, R‹q}2F ` 27σR‹1 }Σ̂XpSk ´ S‹qΣ̂Y }2F
` 12r}∇RLnpS‹, R‹q}22}Uk}22
ď 27σR‹1 }∇RLnpSk, Rkq ´∇RLnpSk, R‹q}2F ` 2434 σ
R‹
1 pσX1 σY1 q2}Sk ´ S‹}2F
` 27rσR‹1 }∇RLnpS‹, R‹q}22. (B.6)
By Lemma F.10,
I5 ě 1
8
}UkTUk ´ Λ0UkTUkΛ0}2F ´ 12Π
4pUk, U‹q, (B.7)
and by (D.10),
I6 ď }Uk}22 ¨ }UkTUk ´ Λ0UkTUkΛ0}2F ď 9σ
R‹
1
4
}UkTUk ´ Λ0UkTUkΛ0}2F . (B.8)
Combining pieces in (B.5), (B.6), (B.7), (B.8) and Lemma D.3, there exist constants C1, C2, C3 ą 0,
such that
Π2pUk`1, U‹q ď
ˆ
1` C1p1` γ1qαrσ
R‹
1 Υ1η2
C32,1
˙
Π2pUk, U‹q ´ η2
"
9Υ3
2Υ2
´ p2rq 12 C33,1
*
}Rk ´R‹}2F
´ η2 ´ 9σ
R‹
1 η
2
2
8
}UkTUk ´ Λ0UkTUkΛ0}2F ` η2
"
1
2
` C31 ` p2rq 12 C33,2 ` 9σ
X
1 σ
Y
1
4C32,2
*
Π4pUk, U‹q
` η2
"
C32,1 ` 9σ
X
1 σ
Y
1 C32,2
4
` C2σR‹1 pσX1 σY1 q2η2
*
}Sk ´ S‹}2F
´ η2
ˆ
8
Υ2
´ 1
C31
´ 54σR‹1 η2
˙››∇RLnpSk, Rkq ´∇RLnpSk, R‹q››2F
`
#
p2rq 12 pC33,1 ` C33,2q
C33,1C33,2
η2 ` 54rσR‹1 η22
+
}∇RLnpS‹, R‹q}22,
with probability at least 1´ C3{d2 for any C31, C32,1, C32,2, C33,1, C33,2 ą 0. We let
C31 “Υ2
2
, C32,1 “ 9Υ3
8Υ2
, C32,2 “ σ
X
d σ
Y
d
2Υ2
, C33,1 “ 9Υ3
8 p2rq1{2 Υ2
, C33,2 “ Υ2
2 p2rq1{2 .
5
With η2 ď 1{p18Υ2σR‹1 q, there exists a constant C4 ą 0 such that
Π2pUk`1, U‹q ď
"
1` C4Υ2Υ1
Υ3
p1` γ1qαrσR‹1 η2
*
Π2pUk, U‹q ´ 27Υ3η2
8Υ2
}Rk ´R‹}2F
´ η2 ´ 9σ
R‹
1 η
2
2
8
}UkTUk ´ Λ0UkTUkΛ0}2F ` 5η2κXκY Υ2Π4pUk, U‹q
` η2
ˆ
16rΥ2
9Υ3
` 4r
Υ2
` 54rσR‹1 η2
˙
}∇RLnpS‹, R‹q}22
` η2
"
9Υ3
4Υ2
` C2σR‹1 pσX1 σY1 q2η2
*
}Sk ´ S‹}2F . (B.9)
Focusing on the second and the third term in above inequality, we write
27Υ3η2
8Υ2
}Rk ´R‹}2F `
ˆ
η2
8
´ 9σ
R‹
1 η
2
2
8
˙
}UkTUk ´ Λ0UkTUkΛ0}2F
“27Υ3η2
16Υ2
}Rk ´R‹}2F ` η2
ˆ
27Υ3
4Υ2
1
4
}Rk ´R‹}2F ` 116}U
kTUk ´ Λ0UkTUkΛ0}2F
˙
` η2
8
ˆ
1
2
´ 9σR‹1 η2
˙
}UkTUk ´ Λ0UkTUkΛ0}2F .
Without loss of generality, Υ2 ą 1 and 27Υ3{ p4Υ2q ă 1. Then, by Lemma F.10,
27Υ3η2
8Υ2
}Rk ´R‹}2F `
ˆ
η2
8
´ 9σ
R‹
1 η
2
2
8
˙
}UkTUk ´ Λ0UkTUkΛ0}2F
ě 27Υ3η2
16Υ2
}Rk ´R‹}2F ` 3η2σ
R‹
r Υ3
2Υ2
Π2pUk, U‹q.
Plugging into (B.9), we obtain the error recursion for one-step iteration for the low-rank component
Π2pUk`1, U‹q ď
"
1´ 3η2σ
R‹
r Υ3
2Υ2
` C4Υ2Υ1
Υ3
p1` γ1qαrσR‹1 η2
*
Π2pUk, U‹q
` 5η2κXκY Υ2Π4pUk, U‹q ` η2
"
9Υ3
4Υ2
` C2σR‹1 pσX1 σY1 q2η2
*
}Sk ´ S‹}2F
` η2
ˆ
16rΥ2
9Υ3
` 4r
Υ2
` 54rσR‹1 η2
˙
}∇RLnpS‹, R‹q}22 ´ 27Υ3η216Υ2 }R
k ´R‹}2F , (B.10)
which completes the proof.
B.3 Proof of Lemma A.3
Under the assumptions of the lemma, the conditions of Lemma A.1 are satisfied. By the definition
of the total error distance, we combine (B.4) and (B.10) to get
TDpSk`1, Uk`1q ďM1 }S
k ´ S‹}2F
σR
‹
1
`M2Π2pUk, U‹q `M3}Rk ´R‹}2F
`M4}∇SLnpS‹, R‹q}28,8 `M5}∇RLnpS‹, R‹q}22, (B.11)
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with probability at least 1´ C4{d2, where
M1 “
ˆ
1´ 9Υ3
4Υ2
η1
˙
Cpγ1, γ2q ` σR‹1 η2
"
9Υ3
4Υ2
` C1σR‹1 pσX1 σY1 q2η2
*
,
M2 “ 1´ 3σ
R‹
r Υ3
2Υ2
η2 ` C2Υ2Υ1
Υ3
p1` γ1qαrσR‹1 η2 ` C2Υ2Υ1Υ3 Cpγ1, γ2qp1` γ1qαrη1
` 5η2κXκY Υ2Π2pUk, U‹q,
M3 “ 27pσ
X
1 σ
Y
1 q2η21
4σR
‹
1
Cpγ1, γ2q ´ 27Υ3η2
16Υ2
,
M4 “ 3p1` 2γ2qs
σR
‹
1
`4Υ2
9Υ3
η1 ` η21
˘
Cpγ1, γ2q,
M5 “ η2r
`16Υ2
9Υ3
` 4
Υ2
` 54σR‹1 η2
˘
,
for some constants pCiq4i“1. We proceed to simplify pMiq5i“1 under the assumptions. Under the
conditions on γ1 and γ2, ˆ
1´ 9Υ3η1
4Υ2
˙
Cpγ1, γ2q ď 1´ Υ3η1
4Υ2
. (B.12)
Furthermore, using the bounds on η1 and η2, we obtain
σR
‹
1 η2
"
9Υ3
4Υ2
` C1η2σR‹1 pσX1 σY1 q2
*
“ Υ3η1
16Υ2
` C1η
2
1
362
pσX1 σY1 q2 ď Υ3η18Υ2 .
Combining the last two inequalities, M1 ď 1´Υ3η1{ p8Υ2q. Similarly,
M2 ď 1´ 3σ
R‹
r Υ3η2
2Υ2
` C2Υ2Υ1
Υ3
p1` γ1qαrσR‹1 t1` 36Cpγ1, γ2qu η2 ` 5κXκY Υ2η2Π2pUk, U‹q.
Since nX ^ nY ě β´1tp}Σ‹X}1{σX1 q2 ` p}Σ‹Y }1{σY1 q2u´1d log d, we have Υ1 ď 2Υ4β. Furthermore, if
following conditions hold
α ď Υ
2
3
4C2Υ22Υ4p1` γ1q t1` 36Cpγ1, γ2qu
¨ 1
βrκR‹
, Π2pUk, U‹q ď Υ3
10κXκY Υ22
¨ σR‹r ,
we can get
M2 ď 1´ 3σ
R‹
r Υ3η2
2Υ2
` σ
R‹
r Υ3η2
2Υ2
` σ
R‹
r Υ3η2
2Υ2
“ 1´ σ
R‹
r Υ3η2
2Υ2
.
The above conditions on α and Π2pUk, U‹q are implied by the ones in lemma, noting that 1`γ1 ď 2γ2,
Cpγ1, γ2q ď 2 due to the setup of η1 and (B.12), and Υ3σR‹r {p10κXκY Υ22q — σR‹r {pκ2Xκ2Y q — Ψ2. For
the term M3, we note that M3 ď 0 ðñ η1 ď p144Cpγ1, γ2qκXκY Υ2q´1. Since Cpγ1, γ2q ď 2, by
choosing the constant in the learning rate η1 big enough, the right hand side condition holds so that
M3 ď 0. For the term M4, we have
M4 ď 6p1` 2γ2q
"
4Υ2
9Υ3
η1 ` η21
*
s
σR
‹
1
ď γ2s
κXκY Υ3σR
‹
1
,
7
and for M5,
M5 “ η1
36
ˆ
16Υ2
9Υ3
` 4
Υ2
` 3η1
2
˙
r
σR
‹
1
ď Υ2η1r
Υ3σR
‹
1
ď r
κXκY Υ3σR
‹
1
.
Plugging all the bounds back into (B.11),
TDpSk`1, Uk`1q ď
ˆ
1´ Υ3η1
8Υ2
˙ }Sk ´ S‹}2F
σR
‹
1
`
ˆ
1´ σ
R‹
r Υ3η2
2Υ2
˙
Π2pUk, U‹q
` 1
κXκY Υ3
"
γ2s
σR
‹
1
}∇SLnpS‹, R‹q}28,8 ` rσR‹1
}∇RLnpS‹, R‹q}22
*
.
The proof is completed by noting pΥ3η1q { p8Υ2q ě
`
σR
‹
r Υ3η2
˘ { p2Υ2q.
B.4 Proof of Lemma A.4
From (A.1), we have
∇RLnpS‹, R‹q
“ 1
2
Σ̂X
`
S‹ `R‹˘Σ̂Y ` 1
2
Σ̂Y
`
S‹ `R‹˘Σ̂X ´ pΣ̂Y ´ Σ̂Xq
“ 1
2
Σ̂X
`
Ω‹X ´ Ω‹Y
˘
Σ̂Y ` 1
2
Σ̂Y
`
Ω‹X ´ Ω‹Y
˘
Σ̂X ´ pΣ̂Y ´ Σ̂Xq
“ 1
2
`
Σ̂XΩ
‹
X ´ Id
˘
Σ̂Y ` 1
2
Σ̂X
`
Id ´ Ω‹Y Σ̂Y
˘` 1
2
Σ̂Y
`
Ω‹XΣ̂X ´ Id
˘` 1
2
`
Id ´ Σ̂Y Ω‹Y
˘
Σ̂X
“ 1
2
`
Σ̂X ´ Σ‹X
˘
Ω‹XΣ̂Y ` 12Σ̂XΩ
‹
Y
`
Σ‹Y ´ Σ̂Y
˘` 1
2
Σ̂Y Ω
‹
X
`
Σ̂X ´ Σ‹X
˘` 1
2
`
Σ‹Y ´ Σ̂Y
˘
Ω‹Y Σ̂X .
(B.13)
Using Lemma F.11 and (D.1), there exists a constant C1 ą 0 such that
}∇RLnpS‹, R‹q}2 ď}Ω‹X}2}Σ̂Y }2}Σ̂X ´ Σ‹X}2 ` }Ω‹Y }2}Σ̂X}2}Σ̂Y ´ Σ‹Y }2
ÀpκXσY1 ` κY σX1 q
ˆ
d
nX ^ nY
˙1{2
with probability at least 1´ C1{d2. Furthermore, since ∇SLnpS‹, R‹q “ ∇RLnpS‹, R‹q, it follows
from (B.13) that
∇SLnpS‹, R‹q “ 1
2
`
Σ̂X ´ Σ‹X
˘`
Ω‹X ´ Ω‹Y
˘`
Σ̂Y ´ Σ‹Y
˘` 1
2
`
Σ̂Y ´ Σ‹Y
˘`
Ω‹X ´ Ω‹Y
˘`
Σ̂X ´ Σ‹X
˘
` 1
2
`
Σ̂X ´ Σ‹X
˘
Ω‹XΣ‹Y ` 12Σ
‹
XΩ
‹
Y
`
Σ‹Y ´ Σ̂Y
˘` 1
2
Σ‹Y Ω‹X
`
Σ̂X ´ Σ‹X
˘` 1
2
`
Σ‹Y ´ Σ̂Y
˘
Ω‹Y Σ‹X .
Therefore,
}∇SLnpS‹, R‹q}8,8 ď }Σ̂Y ´ Σ‹Y }8,8}Ω‹Y }1}Σ‹X}1 ` }Σ̂X ´ Σ‹X}8,8}Ω‹X}1}Σ‹Y }1
` }Σ̂X ´ Σ‹X}8,8}Σ̂Y ´ Σ‹Y }8,8}Ω‹X ´ Ω‹Y }1,1, (B.14)
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where we use three inequalities: }ABC}8,8 ď }A}8,8}C}8,8}B}1,1, }AB}8,8 ď }A}8,8}B}1, and
}AB}8,8 ď }A}8}B}8,8. From Lemma 1 in Rothman et al. (2008), there exists a constant C2 ą 0
such that (similar for Σ̂Y )
pr
ˆ
}Σ̂X ´ Σ‹X}8,8 À
ˆ
log d
nX
˙1{2 ˙
ě 1´ C2
d2
.
Therefore, the last term in (B.14) only contributes a high-order term and
pr
ˆ
}∇SLnpS‹, R‹q}8,8 À
`}Ω‹Y }1}Σ‹X}1 ` }Ω‹X}1}Σ‹Y }1˘ˆ log dnX ^ nY
˙1{2 ˙
ě 1´ C3
d2
,
for a constant C3 ą 0.
B.5 Proof of Lemma A.5
Let S¯0 “ Jŝp∆̂0q. Then S0 “ Tα̂pS¯0q. Since supppS‹´S0q Ď supppS‹qY supppS0q, we consider the
following cases that depend on pi, jq location.
Case 1. If pi, jq P supppS0q, then
|S‹i,j ´ S0i,j | “ |S‹i,j ´ ∆̂0i,j | “ |∆‹i,j ´ ∆̂0i,j ´R‹i,j | ď }∆‹ ´ ∆̂0}8,8 ` }R‹}8,8. (B.15)
Case 2. If pi, jq P  supppS‹qzsupppS0q(X supppS¯0q, then
|S‹i,j ´ S0i,j | “ |S‹i,j | ď |∆‹i,j | ` |R‹i,j | ď |∆̂0i,j | ` }∆‹ ´ ∆̂0}8,8 ` }R‹}8,8. (B.16)
We claim that
|∆̂0i,j | “ |S¯0i,j | ď }S¯0 ´ S‹}8,8. (B.17)
Consider otherwise. Since S‹ has an α-fraction of nonzero entries per row and column, S¯0 ´ S‹
differs from S¯0 on at most α-fraction positions per row and column. If |S¯0i,j | ą }S¯0 ´ S‹}8,8, then
S¯0i,j is one of the largest αd entries in the i-th row and j-th column of S¯
0. Furthermore, it is one
of the largest α̂d entries, since α̂ ě α. This contradicts the assumption that pi, jq R supppS0q.
Therefore, from (B.16) and (B.17),
|S‹i,j ´ S0i,j | ď }S¯0 ´ S‹}8,8 ` }∆‹ ´ ∆̂0}8,8 ` }R‹}8,8. (B.18)
Next, we bound }S¯0 ´ S‹}8,8. We have two subcases. For any pk, lq P supppS¯0q,
|S¯0k,l ´ S‹k,l| “ |∆̂0k,l ´∆‹k,l `R‹k,l| ď }∆̂0 ´∆‹}8,8 ` }R‹}8,8. (B.19)
For any pk, lq P supppS‹qzsupppS¯0q,
|S¯0k,l ´ S‹k,l| “ |S‹k,l| ď |∆̂0k,l| ` }∆‹ ´ ∆̂0}8,8 ` }R‹}8,8. (B.20)
In this case, we claim
|∆̂0k,l| ď }∆̂0 ´ S‹}8,8. (B.21)
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Otherwise, assume |∆̂0k,l| ą }∆̂0 ´ S‹}8,8. Then ∆̂0k,l is one of the largest s entries of ∆̂0, since S‹
only has s nonzero entries overall and ∆̂0 ´ S‹ differs from ∆̂0 on at most s positions. Moreover,
since ŝ ě s, pk, lq P supppS¯0q, which contradicts the condition. By (B.20) and (B.21),
|S¯0k,l ´ S‹k,l| ď }∆̂0 ´ S‹}8,8 ` }∆‹ ´ ∆̂0}8,8 ` }R‹}8,8 ď 2}∆‹ ´ ∆̂0}8,8 ` 2}R‹}8,8. (B.22)
Combining (B.19) and (B.22),
}S¯0 ´ S‹}8,8 ď 2}∆‹ ´ ∆̂0}8,8 ` 2}R‹}8,8. (B.23)
Finally, plugging (B.23) back into (B.18),
|S‹i,j ´ S0i,j | ď 3}∆‹ ´ ∆̂0}8,8 ` 3}R‹}8,8. (B.24)
Case 3. If pi, jq P supppS‹qz  supppS0q Y supppS¯0q(, then (B.22) gives us
|S‹i,j ´ S0i,j | “ |S‹i,j | ď 2}∆‹ ´ ∆̂0}8,8 ` 2}R‹}8,8, (B.25)
since supppS‹qz  supppS0q Y supppS¯0q( Ď supppS‹qzsupppS¯0q. Combining (B.15), (B.24), (B.25),
}S0 ´ S‹}8,8 ď 3}∆‹ ´ ∆̂0}8,8 ` 3}R‹}8,8.
From Lemma F.12, with probability at least 1´ 8{d2,
}∆‹ ´ ∆̂0}8,8 ď }Ω‹X ´ pΣ˜Xq´1}8,8 ` }Ω‹Y ´ pΣ˜Y q´1}8,8
ď 4
!
}pΩ‹Xq1{2}21 ` }pΩ‹Y q1{2}21
)ˆ log d
nX ^ nY
˙1{2
.
Since R‹ “ L‹Ξ‹L‹T with L‹ P Upβq, }R‹}8,8 ď }Ξ‹}8,8}L‹T}22,8 ď βrσR‹1 {d, and further
}S0 ´ S‹}8,8 ď 12
!
}pΩ‹Xq1{2}21 ` }pΩ‹Y q1{2}21
)ˆ log d
nX ^ nY
˙1{2
` 3βrσ
R‹
1
d
.
With this and
}S0 ´ S‹}2 ď }S0 ´ S‹}F ďp2ŝq1{2 }S0 ´ S‹}8,8,
we complete the proof.
C Proofs of Main Theorems
C.1 Proof of Theorem 1
We show that, under assumptions of Theorem 1, we can apply Lemma A.3 by replacing pΥiq4i“2 with
its corresponding orders. First, we check the conditions on the step sizes. Since Υ2 — σX1 σY1 ùñ
κXκY Υ2 — κXκY σX1 σY1 , we immediately see that the conditions on the step sizes in Lemma A.3 are
satisfied. Furthermore, since 1` 8Υ22{
`
Υ23η
2
1
˘ — Υ22{ `Υ23η21˘ — pκXκY q4, the conditions on γ1 and
γ2 are also satisfied. For the sparsity proportion α, since γ2 — κ4Xκ4Y , we have Υ23{
`
Υ22Υ4γ2
˘ — T4,
which implies the condition on α in Lemma A.3 is satisfied. Since Υ4{
`
σX1 σ
Y
1
˘2 — T3, condition (a)
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in Theorem 1 implies the sample complexity in Lemma A.3. Finally, we verify that the condition
(c) in Lemma A.3 holds for all iterations from 0 to k. For k “ 0 the condition is satisfied, since, for
any constant C1 ą 0,
TDpS0, U0q ď Ψ2{C1 ùñ U0 P tU P Rdˆr : Π2pU,U‹q ď Ψ2{C1u.
Therefore, we can apply Lemma A.3 and A.4 for k “ 0. Let ρ “ 1 ´ `σR‹r Υ3η2˘ { p2Υ2q. Since
γ2 pκXκY Υ3q´1 p}Ω‹Y }1}Σ‹X}1 ` }Ω‹X}1}Σ‹Y }1q2 — T1 and pκXκY Υ3q´1
`
κXσ
Y
1 ` κY σX1
˘2 — T2,
TDpS1, U1q ď ρTDpS0, U0q ` C2T1s log d` T2rd
σR
‹
1 pnX ^ nY q
,
with probability at least 1 ´ C3{d2 for constants C2, C3. Let τ 1 “ T1s log d ` T2rd. Since 1 ´
ρ — 1{ `κ2Xκ2Y κR‹˘ and pnX ^ nY q Á pσR‹r q´2κ4Xκ4Y τ 1, we can bound C2τ 1{ `σR‹1 pnX ^ nY q˘ ď
p1´ ρqΨ2{C1. Therefore, we further get TDpS1, U1q ď Ψ2{C1. Moreover, since U1 P Up4β}U0}22q
by the Algorithm 1 and }U0}2 satisfies (D.10), U1 P Up9βσR‹1 q. Therefore the condition (c) in
Lemma A.3 holds for pS1, U1q. Applying this reasoning iteratively and noting, for any iteration k,
TDpSk, Ukq ď ρTDpSk´1, Uk´1q ` C2τ
1
σR
‹
1 pnX ^ nY q
,
we have
TDpSk, Ukq ď ρkTDpS0, U0q ` C2τ
1
p1´ ρqσR‹1 pnX ^ nY q
,
with probability at least 1´ C3{d2. Plugging the order of ρ completes the proof.
C.2 Proof of Theorem 2
The proof follows in few steps. First, we use Lemma A.5 to upper bound }S0 ´ S‹}F . Next, we
upper bound }R0 ´R‹}2 and show that under the sample size assumption the bound guarantees
}R0 ´R‹}2 ď σR‹r {4. Finally, we upper bound Π2pU0, U‹q and TDpS0, U0q.
It directly follows from the algorithm that S0 is symmetric. By Lemma A.5, with probability at
least 1´ C1{d2,
}S0 ´ S‹}F ď C2ŝ1{2
«!
}pΩ‹Xq1{2}21 ` }pΩ‹Y q1{2}21
)ˆ log d
nX ^ nY
˙1{2
` βrσ
R‹
1
d
ff
. (C.1)
We bound }R0 ´R‹}2 as
}R0 ´R‹}2 “ }∆̂0 ´ S0 ´∆‹ ` S‹}2 ď }S‹ ´ S0}2 ` }pΣ˜Xq´1 ´ Ω‹X}2 ` }pΣ˜Y q´1 ´ Ω‹Y }2. (C.2)
For the term }pΣ˜Xq´1 ´ Ω‹X}2, we know
}pΣ˜Xq´1 ´ Ω‹X}2 “}nX ´ d´ 2nX pΣ̂Xq
´1 ´ pΣ‹Xq´1}2
“nX ´ d´ 2
nX
}pΣ̂Xq´1
`
Σ‹X ´ nXnX ´ d´ 2Σ̂X
˘
Ω‹X}2
ďnX ´ d´ 2
nX
2
pσXd q2
} nX
nX ´ d´ 2Σ̂X ´ Σ
‹
X}2
ďnX ´ d´ 2
nX
2
pσXd q2
ˆ
}Σ̂X ´ Σ‹X}2 ` d` 2nX ´ d´ 2}Σ̂X}2
˙
,
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where the first inequality follows from Ho¨lder’s inequality and (D.1). From Lemma F.11, with
probability 1´ C3{d2,
}pΣ˜Xq´1 ´ Ω‹X}2 ` }pΣ˜Y q´1 ´ Ω‹Y }2 ď C4
ˆ
κX
σXd
` κY
σYd
˙ˆ
d
nX ^ nY
˙1{2
, (C.3)
Combining (C.1), (C.2), and (C.3),
}R0 ´R‹}2 ď C5
´
ŝ1{2ϕ1 ` ϕ2
¯
with probability at least 1´ C6{d2, where
ϕ1 “
!
}pΩ‹Xq1{2}21 ` }pΩ‹Y q1{2}21
)ˆ log d
nX ^ nY
˙1{2
` βrσ
R‹
1
d
, ϕ2 “
ˆ
κX
σXd
` κY
σYd
˙ˆ
d
nX ^ nY
˙1{2
.
Under the assumptions of the theorem, }R0 ´R‹}2 ď σR‹r {4. From Lemma 2, Λ0 “ Λ‹. By Weyl’s
inequality, }R‹}2{2 ď }U¯}22 “ }R0}2 ď 3}R‹}2{2. Therefore, U0 P Up4β}U¯}22q Ď Up9βσR‹1 q and
U‹ P Up4β}U¯}22q “ C. Moreover,
}U¯0Λ‹U¯0T ´ U‹Λ‹U‹T}2 “ }U¯0Λ0U¯0T ´ U‹Λ‹U‹T}2 “ }L0rΞ0rL0Tr ´R‹}2
ď }L0rΞ0rL0Tr ´R0}2 ` }R0 ´R‹}2 ď 2}R0 ´R‹}2 ď σR‹r {2, (C.4)
since }L0rΞ0rL0Tr ´R0}2 ď σr`1pR0q “ σr`1pR0q ´ σr`1pR‹q ď }R0 ´R‹}2 with σr`1pR0q denoting
the pr ` 1q-th singular value of R0. Suppose Π2pU¯0, U‹q “ }U¯0 ´ U‹Q}2F , then
Π2pU0, U‹q ď }U0 ´ U‹Q}2F “ }PCpU¯0q ´ PCpU‹Qq}2F ď }U¯0 ´ U‹Q}2F “ Π2pU¯0, U‹q.
By Lemma 1 and (C.4),
Π2pU¯0, U‹q ď 1p‘2´ 1qσR‹r }U¯0Λ‹U¯0T ´ U‹Λ‹U‹T}2F
ď 2rp‘2´ 1qσR‹r }U¯0Λ‹U¯0T ´ U‹Λ‹U‹T}22 ď 8rp‘2´ 1qσR‹r }R0 ´R‹}22. (C.5)
Combining Lemma A.5 with (C.5), with probability at least 1´ C7{d2,
TDpS0, U0q “ }S
0 ´ S‹}2F
σR
‹
1
`Π2pU0, U‹q ď C8 r
σR‹r
´
ŝ1{2ϕ1 ` ϕ2
¯2
.
Since
r
σR‹r
´
ŝ1{2ϕ1 ` ϕ2
¯2 — rŝϕ21
σR‹r
` rϕ
2
2
σR‹r
— r pT5ŝ log d` T6dq
σR‹r pnX ^ nY q `
ŝβ2r3κR‹σR
‹
1
d2
,
the first part of the theorem follows. The second part follows, since r
`
ŝ1{2ϕ1 ` ϕ2
˘2 {σR‹r ď Ψ2 —
σR
‹
r { pκXκY q2 under the sample complexity in (10). This completes the proof.
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D Complementary Lemmas
Lemma D.1. Under the conditions of Lemma A.1, we have
I1 ě 9
8
Υ3
Υ2
}Sk ´ S‹}2F ` 4Υ2 }∇SL¯npS
k, Uk,Λ0q ´∇SL¯npS‹, Uk,Λ0q}2F
´ 4Υ2
9Υ3
!
C1 ¨ p1` γ1qαrσR‹1 Υ1Π2pUk, U‹q ` p1` γ2qs}∇SLnpS‹, R‹q}28,8
)
with probability 1´ C2{d2 for some fixed constants C1, C2 ą 0 large enough.
Proof. We start by bounding the sample covariance matrices Σ̂X and Σ̂Y . Let δ “ 1{p2d2q in
Lemma F.11. Then, for some constant C1 ą 0,
pr
#
}Σ̂X ´ Σ‹X}2 ď C1}Σ‹X}2
ˆ
d
nX
˙1{2
and }Σ̂Y ´ Σ‹Y }2 ď C1}Σ‹Y }2
ˆ
d
nY
˙1{2+
ě 1´ 1
d2
.
We will on the event
E “
!
σid{2 ď σminpΣ̂iq ď σmaxpΣ̂iq ď 3σi1{2, for i P tX,Y u
)
, (D.1)
which occurs with probability at least 1 ´ 1{d2 by Lemma F.11, since nX Á κ2Xd and nY Á κ2Y d.
By definition of I1 and (A.1),
I1 “
@
Sk ´ S‹,PΩk
!
∇SL¯npSk, Uk,Λ0q
)D “ xSk ´ S‹,∇SL¯npSk, Uk,Λ0qy
“ xSk ´ S‹,∇SL¯npSk, Uk,Λ0q ´∇SL¯npS‹, Uk,Λ0qy ` xSk ´ S‹,∇SL¯npS‹, U‹,Λ‹qy
` xSk ´ S‹,∇SL¯npS‹, Uk,Λ0q ´∇SL¯npS‹, U‹,Λ‹qy
“ xSk ´ S‹, Σ̂XpSk ´ S‹qΣ̂Y y ` xSk ´ S‹,∇SL¯npS‹, U‹,Λ‹qy
` 1
2
xSk ´ S‹, Σ̂XpUkΛ0UkT ´ U‹Λ‹U‹TqΣ̂Y ` Σ̂Y pUkΛ0UkT ´ U‹Λ‹U‹TqΣ̂Xy
“ I11 ` I12 ` I13. (D.2)
We bound I11, I12, I13 from below separately. By Lemma F.8 and on the event E in (D.1),
I11 ě 9Υ3
4Υ2
}Sk ´ S‹}2F ` 1Υ2 }Σ̂XpS
k ´ S‹qΣ̂Y ` Σ̂Y pSk ´ S‹qΣ̂X}2F
“ 9Υ3
4Υ2
}Sk ´ S‹}2F ` 4Υ2 }∇SL¯npS
k, Uk,Λ0q ´∇SL¯npS‹, Uk,Λ0q}2F . (D.3)
Using Ho¨lder’s inequality, for any C12 ą 0 to be determined later,
I12 ě ´}Sk ´ S‹}1,1}∇SL¯npS‹, U‹,Λ‹q}8,8
ě ´tpγ2 ` 1qsu1{2 }Sk ´ S‹}F }∇SL¯npS‹, U‹,Λ‹q}8,8
ě ´tpγ2 ` 1qsu
1{2
2C12
}∇SLnpS‹, R‹q}28,8 ´ C12 tpγ2 ` 1qsu
1{2
2
}Sk ´ S‹}2F , (D.4)
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where the second inequality is due to the fact that supppSk ´ S‹q Ď Ω¯k and |Ω¯k| ď pγ2 ` 1qs, and
the third inequality uses the equation ∇SL¯npS‹, U‹,Λ‹q “ ∇SLnpS‹, R‹q with Ω¯k defined in (B.1).
Similarly, for any C13 ą 0,
I13 ě ´1
2
}Sk ´ S‹}F
››PΩ¯k !Σ̂XpUkΛ0UkT ´ U‹Λ‹U‹TqΣ̂Y )
` PΩ¯k
!
Σ̂Y pUkΛ0UkT ´ U‹Λ‹U‹TqΣ̂X
) ››
F
ě ´}Sk ´ S‹}F
››PΩ¯k !Σ̂XpUkΛ0UkT ´ U‹Λ‹U‹TqΣ̂Y ) ››F
ě ´C13
2
}Sk ´ S‹}2F ´ 12C13
››PΩ¯k !Σ̂XpUkΛ0UkT ´ U‹Λ‹U‹TqΣ̂Y ) ››2F , (D.5)
where the second inequality is due to the fact that Ω¯k is symmetric and, hence, from Lemma F.7,
PΩ¯k
!
Σ̂Y pUkΛ0UkT ´ U‹Λ‹U‹TqΣ̂X
)
“
”
PΩ¯k
!
Σ̂XpUkΛ0UkT ´ U‹Λ‹U‹TqΣ̂Y
)ıT
.
We further upper bound the second term on the right hand side of (D.5). Let Qk P Qrˆrr1 be the
optimal rotation of U‹ such that Π2pUk, U‹q “ }Uk ´ U‹Qk}2F and define
Âk “ Σ̂XUk, Â‹ “ Σ̂XU‹Qk, A‹ “ Σ‹XU‹Qk,
B̂k “ Σ̂Y Uk, B̂‹ “ Σ̂Y U‹Qk, B‹ “ Σ‹Y U‹Qk.
Since Λ0 “ Λ‹,››PΩ¯k !Σ̂XpUkΛ0UkT ´ U‹Λ‹U‹TqΣ̂Y ) ››2F
“ ››PΩ¯k !Σ̂XpUkΛ0UkT ´ U‹QkΛ‹QkTU‹TqΣ̂Y ) ››2F
“ }PΩ¯k
`
ÂkΛ‹B̂kT ´ Â‹Λ‹B̂‹T˘}2F
“
ÿ
pi,jqPΩ¯k
|pÂki,¨qTΛ‹B̂kj,¨ ´ pÂ‹i,¨qTΛ‹B̂‹j,¨|2
“
ÿ
pi,jqPΩ¯k
ˇˇpÂki,¨ ´ Â‹i,¨qTΛ‹pB̂kj,¨ ´ B̂‹j,¨q ` pÂ‹i,¨qTΛ‹pB̂kj,¨ ´ B̂‹j,¨q ` pB̂‹j,¨qTΛ‹pÂki,¨ ´ Â‹i,¨qˇˇ2
ď 3
ÿ
pi,jqPΩ¯k
´
}Âki,¨ ´ Â‹i,¨}22}B̂kj,¨ ´ B̂‹j,¨}22 ` }Â‹i,¨}22}B̂kj,¨ ´ B̂‹j,¨}22 ` }B̂‹j,¨}22}Âki,¨ ´ Â‹i,¨}22
¯
ď 3
2
max
iPrds
}Âki,¨ ´ Â‹i,¨}22
ÿ
jPrds
ÿ
iPΩ¯k¨,j
}B̂kj,¨ ´ B̂‹j,¨}22 ` 32 maxjPrds }B̂
k
j,¨ ´ B̂‹j,¨}22
ÿ
iPrds
ÿ
jPΩ¯ki,¨
}Âki,¨ ´ Â‹i,¨}22
` 3 max
iPrds
}Â‹i,¨}22
ÿ
jPrds
ÿ
iPΩ¯k¨,j
}B̂kj,¨ ´ B̂‹j,¨}22 ` 3 max
jPrds
}B̂‹j,¨}22
ÿ
iPrds
ÿ
jPΩ¯ki,¨
}Âki,¨ ´ Â‹i,¨}22,
where Ω¯ki,¨ “ tj | pi, jq P Ω¯ku and Ω¯k¨,j “ ti | pi, jq P Ω¯ku. For any i, j P rds, |Ω¯ki,¨|_ |Ω¯k¨,j | ď p1`γ1qαd
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and, therefore,
}PΩ¯k
!
Σ̂XpUkΛ0UkT ´ U‹Λ‹U‹TqΣ̂Y
)
}2F
ď 3p1` γ1qαd
2
}pÂk ´ Â‹qT}22,8}B̂k ´ B̂‹}2F ` 3p1` γ1qαd2 }pB̂
k ´ B̂‹qT}22,8}Âk ´ Â‹}2F
` 3p1` γ1qαd}Â‹T}22,8}B̂k ´ B̂‹}2F ` 3p1` γ1qαd}B̂‹T}22,8}Âk ´ Â‹}2F
“ 3p1` γ1qαd}B̂k ´ B̂‹}2F
"
1
2
}pÂk ´ Â‹qT}22,8 ` }Â‹T}22,8
*
` 3p1` γ1qαd}Âk ´ Â‹}2F
"
1
2
}pB̂k ´ B̂‹qT}22,8 ` }B̂‹T}22,8
*
. (D.6)
We bound each term involving Â above as
}Âk ´ Â‹}2F “ }Σ̂X
`
Uk ´ U‹Qk˘}2F ď 9pσX1 q24 }Uk ´ U‹Qk}2F “ 9pσX1 q24 Π2pUk, U‹q (D.7)
and
}Â‹T}2,8 ď}Â‹T ´A‹T}22,8 ` }A‹T}2,8 “
›› !pΣ̂X ´ Σ‹XqU‹Qk)T ››2,8 ` }pΣ‹XU‹QkqT}2,8
ď›› !pΣ̂X ´ Σ‹XqU‹Qk)T ››2,8 ` }Σ‹X}1}U‹T}2,8
ď›› !pΣ̂X ´ Σ‹XqU‹Qk)T ››2,8 ` }Σ‹X}1 ˆβrσR‹1d
˙1{2
,
where the second inequality comes from Lemma F.9 and the last inequality is due to the incoherence
condition in Assumption 1. From Lemma F.13, with probability at least 1´ 2{d2,
}`pΣ̂X ´ Σ‹XqU‹Qk˘T}2,8 ď 11 `}U‹TΣ‹XU‹}2σX1 ˘1{2 ˆr log dnX
˙1{2
.
Since }U‹}22 ď σR‹1 , with probability at least 1´ 2{d2,
}Â‹T}2,8 ď 11
´
rσR
‹
1
¯1{2 #
σX1
ˆ
log d
nX
˙1{2
` }Σ‹X}1
ˆ
β
d
˙1{2+
. (D.8)
We bound }pÂk ´ Â‹qT}2,8 analogously. We have
}pÂk ´ Â‹qT}2,8 “
›› !Σ̂XpUk ´ U‹Qkq)T ››2,8
ď ›› !pΣ̂X ´ Σ‹XqpUk ´ U‹Qkq)T ››2,8 ` ›› !Σ‹XpUk ´ U‹Qkq)T ››2,8
ď ›› !pΣ̂X ´ Σ‹XqpUk ´ U‹Qkq)T ››2,8 ` }Σ‹X}1`}UkT}2,8 ` }U‹T}2,8˘
ď ›› !pΣ̂X ´ Σ‹XqpUk ´ U‹Qkq)T ››2,8 ` 4}Σ‹X}1 ˆβrσR‹1d
˙1{2
, (D.9)
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where the second inequality is due to Lemma F.9, the last inequality is due to the incoherence
condition and assumption that Uk P Up9βσR‹1 q. For the first term in (D.9), from Lemma F.13, with
probability at least 1´ 2{d2,
}`pΣ̂X ´ Σ‹XqpUk ´ U‹Qkq˘T}2,8 ď 11!}pUk ´ U‹QkqTΣ‹XpUk ´ U‹Qkq}2σX1 )1{2 ˆr log dnX
˙1{2
.
Since ΠpUk, U‹q ď ‘σR‹1 {2 and ΠpUk, U‹q ě }Uk ´ U‹Qk}2,‘
σR
‹
1
2
ď ‘σR‹1 ´ΠpUk, U‹q ď }Uk}2 ď ‘σR‹1 `ΠpUk, U‹q ď 3‘σR‹12 . (D.10)
Thus,
}pUk ´ U‹QkqTΣ‹XpUk ´ U‹Qkq}2 ď 2.52σR‹1 σX1 ,
and further
}`pΣ̂X ´ Σ‹XqpUk ´ U‹Qkq˘T}2,8 ď 28σX1 ˆrσR‹1 log dnX
˙1{2
.
Combining with (D.9), with probability at least 1´ 2{d2,
}pÂk ´ Â‹qT}2,8 ď 28
´
rσR
‹
1
¯1{2 #
σX1
ˆ
log d
nX
˙1{2
` }Σ‹X}1
ˆ
β
d
˙1{2+
. (D.11)
Similar to (D.7), (D.8), (D.11), we can bound }B̂k´ B̂‹}2F , }B̂‹T}2,8, and }pB̂k´ B̂‹qT}2,8. Putting
everything together and combining with (D.6), we know for some constant C2 ą 0, with probability
at least 1´ 8{d2,
}PΩ¯k
!
Σ̂XpUkΛ0UkT ´ U‹Λ‹U‹TqΣ̂Y
)
}2F ď C2p1` γ1qαrσR‹1 Υ1Π2pUk, U‹q, (D.12)
where Υ1 is defined (A.2). Together with (D.5), we have
I13 ě ´C13
2
}Sk ´ S‹}2F ´ C22C13 p1` γ1qαrσ
R‹
1 Υ1Π
2pUk, U‹q. (D.13)
Setting C12 and C13 in (D.4) and (D.13) as
C12 “ 9
8 tpγ2 ` 1qsu1{2
Υ3
Υ2
, C13 “ 9
8
Υ3
Υ2
,
and combining with (D.2), (D.3), (D.4), (D.13), we have
I1 ě 9
8
Υ3
Υ2
}Sk ´ S‹}2F ` 4Υ2 }∇SL¯npS
k, Uk,Λ0q ´∇SL¯npS‹, Uk,Λ0q}2F
´ 4Υ2
9Υ3
!
C2 ¨ p1` γ1qαrσR‹1 Υ1Π2pUk, U‹q ` p1` γ2qs}∇SLnpS‹, R‹q}28,8
)
with probability at least 1 ´ C3{d2 for some constant C2, C3 large enough. This completes the
proof.
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Lemma D.2. Under the conditions of Lemma A.1, we have
I2 ď 3}∇SL¯npSk, Uk,Λ0q ´∇SL¯npS‹, Uk,Λ0q}2F ` 3p1` 2γ2qs}∇SLnpS‹, R‹q}28,8
` 27pσ
X
1 σ
Y
1 q2
4
}UkΛ0UkT ´ U‹Λ‹U‹T}2F
with probability at least 1´ 1{d2.
Proof. Using the fact that ∇SL¯npS‹, U‹,Λ‹q “ ∇SLnpS‹, R‹q and |Ωk| ď p2γ2 ` 1qs, by definition
of I2,
I2 “
››PΩk !∇SL¯npSk, Uk,Λ0q) ››2F
ď 3››PΩk !∇SL¯npSk, Uk,Λ0q ´∇SL¯npS‹, Uk,Λ0q) ››2F ` 3}PΩk t∇SLnpS‹, R‹qu }2F
` 3››PΩk !∇SL¯npS‹, Uk,Λ0q ´∇SL¯npS‹, U‹,Λ‹q) ››2F
ď 3}∇SL¯npSk, Uk,Λ0q ´∇SL¯npS‹, Uk,Λ0q}2F ` 3p1` 2γ2qs}∇SLnpS‹, R‹q}28,8
` 3
4
››PΩk !Σ̂XpUkΛ0UkT ´ U‹Λ‹U‹TqΣ̂Y ` Σ̂Y pUkΛ0UkT ´ U‹Λ‹U‹TqΣ̂X) ››2F
ď 3}∇SL¯npSk, Uk,Λ0q ´∇SL¯npS‹, Uk,Λ0q}2F ` 3p1` 2γ2qs}∇SLnpS‹, R‹q}28,8
` 3}Σ̂XpUkΛ0UkT ´ U‹Λ‹U‹TqΣ̂Y }2F ,
where the second inequality is due to the fact that |Ωk| ď p1` 2γ2qs. For the last term above, using
Ho¨lder’s inequality and event E in (D.1),
}`Σ̂XpUkΛ0UkT ´ U‹Λ‹U‹TqΣ̂Y ˘}2F ď 9pσX1 σY1 q24 }UkΛ0UkT ´ U‹Λ‹U‹T}2F ,
with probability at least 1´ 1{d2. The proof follows by combining the last two displays.
Lemma D.3. Under the conditions of Lemma A.2, for any C31, C32,1, C32,2, C33,1, C33,2 ą 0
I3 ě
#
9Υ3
4Υ2
´ p2rq
1{2C33,1
2
+
}Rk ´R‹}2F ´
ˆ
C32,1
2
` 9σ
X
1 σ
Y
1 C32,2
8
˙
}Sk ´ S‹}2F
`
ˆ
4
Υ2
´ 1
2C31
˙
}∇RLnpSk, Rkq ´∇RLnpSk, R‹q}2F
´ p2rq
1{2 pC33,1 ` C33,2q
2C33,1C33,2
}∇RLnpS‹, R‹q}22 ´ C12C32,1 p1` γ1qαrσ
R‹
1 Υ1Π
2pUk, U‹q
´
˜
C31 ` p2rq1{2C33,2
2
` 9σ
X
1 σ
Y
1
8C32,2
¸
Π4pUk, U‹q,
with probability at least 1´ C2{d2 for some fixed constants C1, C2 ą 0 large enough.
Proof. Let Rk “ UkΛ0UkT “ UkΛ‹UkT and Θk “ Uk ´ U‹Qk. Using formulas in (A.1),
I3 “ xUk ´ U‹Qk,∇U L¯npSk, Uk,Λ0qy “ xUk ´ U‹Qk, 2∇RLnpSk, RkqUkΛ0y
“ 2xpUk ´ U‹QkqΛ0UkT,∇RLnpSk, Rkqy “ xRk ´R‹ `ΘkΛ‹ΘkT,∇RLnpSk, Rkqy
“ I31 ` I32 ` I33, (D.14)
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where
I31 “ xRk ´R‹ `ΘkΛ‹ΘkT,∇RLnpSk, Rkq ´∇RLnpSk, R‹qy,
I32 “ xRk ´R‹ `ΘkΛ‹ΘkT,∇RLnpSk, R‹q ´∇RLnpS‹, R‹qy,
I33 “ xRk ´R‹ `ΘkΛ‹ΘkT,∇RLnpS‹, R‹qy.
We bound the three terms separately. First, using (A.1)
I31 “ xRk ´R‹ `ΘkΛ‹ΘkT, 1
2
Σ̂XpRk ´R‹qΣ̂Y ` 1
2
Σ̂Y pRk ´R‹qΣ̂Xy
“ xRk ´R‹, Σ̂XpRk ´R‹qΣ̂Y y ` xΘkΛ‹ΘkT, 1
2
Σ̂XpRk ´R‹qΣ̂Y ` 1
2
Σ̂Y pRk ´R‹qΣ̂Xy.
By Lemma F.8,
xRk ´R‹, Σ̂XpRk´R‹qΣ̂Y y
ě 9Υ3
4Υ2
}Rk ´R‹}2F ` 1Υ2 }Σ̂XpR
k ´R‹qΣ̂Y ` Σ̂Y pRk ´R‹qΣ̂X}2F
“ 9Υ3
4Υ2
}Rk ´R‹}2F ` 4Υ2 }∇RLnpS
k, Rkq ´∇RLnpSk, R‹q}2F .
For any C31 ą 0 to be determined later,
xΘkΛ‹ΘkT, 1
2
Σ̂XpRk ´R‹qΣ̂Y ` 1
2
Σ̂Y pRk ´R‹qΣ̂Xy
ě ´ }ΘkΛ‹ΘkT}F ¨ }∇RLnpSk, Rkq ´∇RLnpSk, R‹q}F
ě´ C31
2
}Θk}4F ´ 12C31 }∇RLnpS
k, Rkq ´∇RLnpSk, R‹q}2F .
Combining the last two inequalities,
I31 ě 9Υ3
4Υ2
}Rk ´R‹}2F ´ C312 Π
4pUk, U‹q `
ˆ
4
Υ2
´ 1
2C31
˙
}∇RLnpSk, Rkq ´∇RLnpSk, R‹q}2F .
(D.15)
Next, we bound the term I32 as (notation of Ω¯k is in (B.1))
I32 “ xRk ´R‹ `ΘkΛ‹ΘkT, 1
2
Σ̂XpSk ´ S‹qΣ̂Y ` 1
2
Σ̂Y pSk ´ S‹qΣ̂Xy
“ 1
2
xΣ̂X
`
Rk ´R‹ `ΘkΛ‹ΘkT˘Σ̂Y ` Σ̂Y `Rk ´R‹ `ΘkΛ‹ΘkT˘Σ̂X , Sk ´ S‹y
“ 1
2
@PΩ¯k !Σ̂XpRk ´R‹ `ΘkΛ‹ΘkTqΣ̂Y )` PΩ¯k !Σ̂Y pRk ´R‹ `ΘkΛ‹ΘkTqΣ̂X) , Sk ´ S‹D
ě ´}Sk ´ S‹}F
››PΩ¯k !Σ̂XpRk ´R‹ `ΘkΛ‹ΘkTqΣ̂Y ) ››F
ě ´}Sk ´ S‹}F
››PΩ¯k !Σ̂XpRk ´R‹qΣ̂Y ) ››F ´ }Sk ´ S‹}F }PΩ¯k`Σ̂XΘkΛ‹ΘkTΣ̂Y ˘}F
ě ´}Sk ´ S‹}F
››PΩ¯k !Σ̂XpRk ´R‹qΣ̂Y ) ››F ´ 9σX1 σY14 }Sk ´ S‹}F }Θk}2F ,
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where the first inequality is due to Lemma F.7. Using the same derivation as in (D.5) to obtain
(D.12), for any C32,1 ą 0,
´ }Sk ´ S‹}F }PΩ¯k
`
Σ̂XpRk ´R‹qΣ̂Y
˘}F
ě ´C32,1
2
}Sk ´ S‹}2F ´ C12C32,1 p1` γ1qαrσ
R‹
1 Υ1Π
2pUk, U‹q.
with probability at least 1´ 8{d2 for some constant C1. Also, for any C32,2 ą 0,
´9σ
X
1 σ
Y
1
4
}Sk ´ S‹}F }Θk}2F ě ´9σ
X
1 σ
Y
1 C32,2
8
}Sk ´ S‹}2F ´ 9σ
X
1 σ
Y
1
8C32,2
Π4pUk, U‹q.
Therefore, with probability at least 1´ 8{d2,
I32 ě ´
ˆ
C32,1
2
` 9σ
X
1 σ
Y
1 C32,2
8
˙
}Sk ´ S‹}2F ´ C12C32,1 p1` γ1qαrσ
R‹
1 Υ1Π
2pUk, U‹q
´ 9σ
X
1 σ
Y
1
8C32,2
Π4pUk, U‹q.
(D.16)
For the term I33, for any C33,1, C33,2 ą 0,
I33 “ xRk ´R‹ `ΘkΛ‹ΘkT,∇RLnpS‹, R‹qy
ě ´ }∇RLnpS‹, R‹q}2
`}Rk ´R‹}˚ ` }ΘkΛ‹ΘkT}˚˘
ě´ p2rq1{2 }∇RLnpS‹, R‹q}2
`}Rk ´R‹}F ` }ΘkΛ‹ΘkT}F ˘
ě´ p2rq1{2
ˆ
C33,1 ` C33,2
2C33,1C33,2
}∇RLnpS‹, R‹q}22 ` C33,12 }R
k ´R‹}2F ` C33,22 Π
4pUk, U‹q
˙
.(D.17)
Combining (D.14), (D.15), (D.16), and (D.17), we complete the proof.
E Proofs of Other Lemmas
E.1 Proof of Lemma 1
Since U‹ has orthogonal columns, σ21 (σ2r ) is the largest (smallest) singular value of U‹Λ‹U‹T. Then,
for any Q P Qrˆrr1 ,
}UΛ‹UT ´ U‹Λ‹U‹T}2F
“ }UΛ‹UT ´ U‹QΛ‹QTU‹T}2F
“ }pU ´ U‹QqΛ‹pU ´ U‹QqT ` pU ´ U‹QqΛ‹QTU‹T ` U‹QΛ‹pU ´ U‹QqT}2F
ď 3}U ´ U‹Q}22}U ´ U‹Q}2F ` 6σ21}U ´ U‹Q}2F
ď 3}U ´ U‹Q}4F ` 6σ21}U ´ U‹Q}2F .
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We minimize the right hand side over Q to obtain
inf
QPQrˆrr1
 
3}U ´ U‹Q}4F ` 6σ21}U´U‹Q}2F
(
“ 3 inf
QPQrˆrr1
}U ´ U‹Q}4F ` 6σ21 inf
QPQrˆrr1
}U ´ U‹Q}2F
“ 3Π4pU,U‹q ` 6σ21Π2pU,U‹q
ď 9σ21Π2pU,U‹q,
which completes the proof of the first part. For the second part of the result, based on Lemma F.4,
inf
QPQrˆr
}U ´ U‹Q}2F ` }UΛ‹ ´ U‹Λ‹Q}2F “ inf
QPQrˆr
´2trpUTU‹Qq ´ 2trpΛ‹UTU‹Λ‹Qq
“ ´2 sup
QPQrˆr
tr
`pUTU‹ ` Λ‹UTU‹Λ‹qQ˘
ď 2p‘2´ 1qσ2r }UΛ‹UT ´ U‹Λ‹U‹T}2F .
(E.1)
Let U “ pU1, U2q with U1 P Rdˆr1 and U2 “ Rdˆpr´r1q, and analogously U‹ “ pU‹1 , U‹2 q. Furthermore,
suppose the following singular value decompositions UT1 U
‹
1 “ A1Σ1BT1 , UT2 U‹2 “ A2Σ2BT2 . Then,
UTU‹ ` Λ‹UTU‹Λ‹ “ 2
ˆ
UT1 U
‹
1
UT2 U
‹
2
˙
“ 2
ˆ
A1
A2
˙ˆ
Σ1
Σ2
˙ˆ
BT1
BT2
˙
.
The optimal Q that achieves the supremum in (E.1) is
Q “
ˆ
B1A
T
1
B2A
T
2
˙
.
Since Q P Qrˆrr1 ,
inf
QPQrˆr
}U ´ U‹Q}2F ` }UΛ‹ ´ U‹Λ‹Q}2F “ inf
QPQrˆrr1
}U ´ U‹Q}2F ` }UΛ‹ ´ U‹Λ‹Q}2F
“ inf
QPQrˆrr1
}U ´ U‹Q}2F ` }U ´ U‹ Λ‹QΛ‹loomoon
Q
}2F
“ 2 inf
QPQrˆrr1
}U ´ U‹Q}2F
“ 2Π2pU,U‹q.
(E.2)
Combining (E.2) with (E.1) completes the proof.
E.2 Proof of Lemma 2
By Sylvester’s law of inertia (cf. Theorem 4.5.8 Horn and Johnson, 2013), R‹ has r1 positive
eigenvalues and r ´ r1 negative eigenvalues, denoted as λ‹1 ě ¨ ¨ ¨ ě λ‹r1 ą 0 ą λ‹r1`1 ě ¨ ¨ ¨λ‹r.
Therefore σR
‹
r “ mintλ‹r1 , |λ‹r1`1|u. Similarly, we denote the eigenvalue of R as λ1 ě ¨ ¨ ¨ ě λr̂1 ě
1 ě ¨ ¨ ¨ ě d´r ě λr̂1`1 ě ¨ ¨ ¨λr, where tλiuri“1 denote the r eigenvalues with the largest magnitude,
r̂1 of which are positive. In particular, |i| ď |λj |, i “ 1, . . . , d´ r, j “ 1, . . . , r.
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Suppose r̂1 ă r1. Then 1 will correspond to λ‹¯j for some j¯ P tr̂1 ` 1, . . . , r1u. Based on Weyl’s
inequality (cf. Theorem 4.3.1 Horn and Johnson, 2013),
1 ě λ‹¯j ´ |1 ´ λ‹¯j | ě λ‹¯j ´ }R´R‹}2 ě λ‹r1 ´ }R´R‹}2 ě 2σR
‹
r {3. (E.3)
On the other hand, λj˜ for some j˜ P tr̂1 ` 1, . . . , ru corresponds to the zero eigenvalue of R‹. Then,
by Weyl’s inequality,
|λj˜ | ď }R´R‹}2 ď σR
‹
r {3. (E.4)
Combining (E.3) and (E.4), 1 ą |λj˜ |, which is a contradiction. Using the same technique, assuming
that r̂1 ą r1 allows us to show that d´r will be one of the r largest eigenvalues of R, leading to a
contradiction. Therefore r̂1 “ r1.
F Auxiliary Results
Lemma F.1 (Lemma B.3 in Zhang et al. (2018)). Let S‹ P Sdˆd satisfy }S‹}0,8 ď αd. Then for
any S P Sdˆd and γ ą 1, we have TγαpSq P Sdˆd and
}TγαpSq ´ S‹}2F ď
#
1`
ˆ
2
γ ´ 1
˙1{2+2
}S ´ S‹}2F .
Lemma F.2 (Lemma 3.3 in Li et al. (2016)). Let S‹ P Sdˆd satisfy }S‹}0,1 ď s. Then for any
S P Sdˆd and γ ą 1, we have JγspSq P Sdˆd and
}JγspSq ´ S‹}2F ď
#
1` 2pγ ´ 1q1{2
+
}S ´ S‹}2F .
Lemma F.3 (Proposition 1.1 in Hsu et al. (2012)). Let X „ N p0,Σq. Then, for any δ ą 0,
pr
´
}X}22 ď }Σ}2
”
d` 2 td log p1{δqu1{2 ` 2 log p1{δq
ı¯
ě 1´ δ.
Lemma F.4 (Lemma 5.14 in Tu et al. (2016)). Let M1,M2 P Rd1ˆd2 be rank-r matrices with the
reduced singular value decomposition Mi “ UiΣiV Ti , i “ 1, 2. Let Xi “ UiΣ1{2i and Yi “ ViΣ1{2i . If
}M2 ´M1}2 ď σrpM1q{2, then
inf
QPQrˆr
}X2 ´X1Q}2F ` }Y2 ´ Y1Q}2F ď 2‘2´ 1 }M2 ´M1}2FσrpM1q ,
where σrpM1q denotes the r-th singular value of M1.
Lemma F.5 (Lemma C.1 in Wang et al. (2017)). Let U P Rd1ˆr, V P Rd2ˆr,
Z “
ˆ
U
V
˙
, Z¯ “
ˆ
U
´V
˙
.
For any Z‹ P Rpd1`d2qˆr, we define Q “ arg infQPQrˆr }Z ´ Z‹Q}F . Then
xZ¯Z¯TZ,Z ´ Z‹Qy ě 1
4
}Z¯TZ}2F ´ 14}Z ´ Z
‹Q}4F .
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Lemma F.6 (Lemma 5.4 in Tu et al. (2016)). Let U, V P Rdˆr and let σr be the r-th singular
value of V . Then
inf
QPQrˆr
}U ´ V Q}2F ď 12p‘2´ 1qσ2r }UUT ´ V V T}2F .
Lemma F.7. Suppose Ω Ď rds ˆ rds is a symmetric index set. For any matrix A P Rdˆd, we have`PΩpAq˘T “ PΩpATq.
Proof. For any pi, jq P rds ˆ rds, we have
rPΩpATqsi,j “
#
rATsi,j if pi, jq P Ω
0 otherwise
“
#
Aj,i if pi, jq P Ω
0 otherwise
“
#
Aj,i if pj, iq P Ω
0 otherwise
“ rPΩpAqsj,i.
This completes the proof.
Lemma F.8. Suppose S1, S2 P Sdˆd are two symmetric matrices and Σ1,Σ2 P Rdˆd satisfy
0 ă σi,dId ĺ Σi ĺ σi,1Id for i “ 1, 2. Then
xΣ1pS1 ´ S2qΣ2, S1 ´ S2y
ě σ1,1σ2,1σ1,dσ2,d
σ1,1σ2,1 ` σ1,dσ2,d }S1 ´ S2}
2
F ` 14`σ1,1σ2,1 ` σ1,dσ2,d˘}Σ1pS1 ´ S2qΣ2 ` Σ2pS1 ´ S2qΣ1}2F .
Proof. For a symmetric matrix S P Sdˆd, let FpSq “ 12trpSΣ1SΣ2q. Then, for any S1, S2 P Sdˆd,
FpS1q ´ FpS2q ´ x∇FpS2q, S1 ´ S2y “1
2
tr rpS1 ´ S2qΣ1 pS1 ´ S2qΣ2s .
Therefore,
σ1,dσ2,d
2
}S1 ´ S2}2F ď FpS1q ´ FpS2q ´ x∇FpS2q, S1 ´ S2y ď σ1,1σ2,12 }S1 ´ S2}
2
F ,
implying that Fp¨q is a σ1,1σ2,1-smooth and σ1,dσ2,d-strongly convex function. Furthermore,
xΣ1pS1 ´ S2qΣ2, S1 ´ S2y
“ x∇FpS1q ´∇FpS2q, S1 ´ S2y
ě σ1,1σ2,1σ1,dσ2,d
σ1,1σ2,1 ` σ1,dσ2,d }S1 ´ S2}
2
F ` 1σ1,1σ2,1 ` σ1,dσ2,d }∇FpS1q ´∇FpS2q}
2
F
“ σ1,1σ2,1σ1,dσ2,d
σ1,1σ2,1 ` σ1,dσ2,d }S1 ´ S2}
2
F ` 14`σ1,1σ2,1 ` σ1,dσ2,d˘}Σ1pS1 ´ S2qΣ2 ` Σ2pS1 ´ S2qΣ1}2F ,
where the inequality is due to Lemma 3.5 in Bubeck (2015).
Lemma F.9. Let A P Rdˆd, U P Rdˆr, and Q P Qrˆr. Then }pAUQqT}2,8 ď }AT}1}UT}2,8.
Proof. Note that }pAUQqT}2,8 “ }QTUTAT}2,8 “ }UTAT}2,8. Suppose UT “
`
U1, . . . , Ud
˘
, where
Ui P Rr is the i-th row of U . Then
}UTAT}2,8 “max
jPrds
›› dÿ
i“1
Aj,iUi
››
2
ď max
jPrds
dÿ
i“1
|Aj,i|}Ui}2 ď max
jPrds
`
max
iPrds
}Ui}2
˘ dÿ
i“1
|Aj,i|
“}UT}2,8max
jPrds
}Aj,¨}1 “ }UT}2,8}AT}1,8 “ }UT}2,8}AT}1.
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Lemma F.10. Let U‹ P Rdˆr have orthogonal columns with the r-th singular value being σr. For
any U P Rdˆr and r1 P t0, . . . , ru, let Q “ arg infQPQrˆrr1 }U´U
‹Q} and Λ “ diagpIr1 ,´Ir´r1q. Then
the following two inequalities hold
xU ´ U‹Q,U`UTU ´ ΛUTUΛ˘y ě 1
8
}UTU ´ ΛUTUΛ}2F ´ 12Π
4pU,U‹q,
}UTU ´ ΛUTUΛ}2F ě 8p
‘
2´ 1qσ2rΠ2pU,U‹q ´ 4}UΛU ´ U‹ΛU‹T}2F .
Furthermore, we have
xU ´ U‹Q,UpUTU ´ ΛUTUΛqy ě p‘2´ 1qσ2rΠ2pU,U‹q ´ 12}UΛU ´ U‹ΛU‹T}2F ´ 12Π4pU,U‹q.
Proof. We only prove two inequalities. The last argument comes from two inequalities immediately.
Let V “ UΛ, V ‹ “ U‹Λ, and
Z “
ˆ
U
V
˙
, Z¯ “
ˆ
U
´V
˙
, Z‹ “
ˆ
U‹
V ‹
˙
, Z¯‹ “
ˆ
U‹
´V ‹
˙
.
The r-th singular value of Z‹ is
‘
2σr. From (E.1) and (E.2), we know Q “ arg infQPQrˆr }Z´Z‹Q}F .
By Lemma F.5,
xZ¯Z¯TZ,Z ´ Z‹Qy ě 1
4
}Z¯TZ}2F ´ 14}Z ´ Z
‹Q}4F . (F.1)
We can rewrite the left hand side of (F.1) as
xZ¯Z¯TZ,Z ´ Z‹Qy “ tr`pUTU ´ V TV qZ¯TpZ ´ Z‹Qq˘
“ tr ``UTU ´ V TV ˘ tUTpU ´ U‹Qq ´ V TpV ´ V ‹Qqu˘
“ tr`pUTU ´ V TV qUTpU ´ U‹Qq˘´ tr`pUTU ´ V TV qV TpV ´ V ‹Qq˘. (F.2)
Since ΛQΛ “ Q and by the definition of V , the second term in above equation can be written as
´tr`pUTU ´ V TV qV TpV ´ V ‹Qq˘ “ ´tr`pUTU ´ V TV qΛUTpU ´ U‹ΛQΛqΛ˘
“ ´tr`pUTU ´ V TV qΛUTpU ´ U‹QqΛ˘
“ ´tr`ΛpUTU ´ V TV qΛUTpU ´ U‹Qq˘
“ tr`pUTU ´ V TV qUTpU ´ U‹Qq˘,
which is the same as the first term. Using the definition of V and plugging the above display into
(F.2), we have
xU ´ U‹Q,UpUTU ´ ΛUTUΛqy “ 1
2
xZ¯Z¯TZ,Z ´ Z‹Qy. (F.3)
For the right hand side of (F.1), by the definition of Z, Z¯, and (E.2), we have following relations
}Z¯TZ}2F “ }UTU ´ ΛUUTΛ}2F , }Z ´ Z‹Q}2F “ 2Π2pU,U‹q. (F.4)
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Combine (F.4) with (F.1), (F.3) and we prove the first inequality in the argument. Moreover, since
U‹ has orthogonal columns, Z¯‹TZ‹ “ U‹TU‹ ´ V ‹TV ‹ “ U‹TU‹ ´ ΛU‹TU‹Λ “ 0. Therefore,
}Z¯TZ}2F “ xZZT, Z¯Z¯Ty “ xZZT, Z¯Z¯Ty ` xZ‹Z‹T, Z¯‹Z¯‹Ty
“ xZZT ´ Z‹Z‹T, Z¯Z¯T ´ Z¯‹Z¯‹Ty ` xZZT, Z¯‹Z¯‹Ty ` xZ¯Z¯‹, Z‹Z‹Ty
ě xZZT ´ Z‹Z‹T, Z¯Z¯T ´ Z¯‹Z¯‹Ty
“ }UUT ´ U‹U‹T}2F ´ 2tr
`pUV T ´ U‹V ‹TqpV UT ´ V ‹U‹Tq˘` }V V T ´ V ‹V ‹T}2F
“ 2}UUT ´ U‹U‹T}2F ´ 2}UΛUT ´ U‹ΛU‹T}2F
“ }ZZT ´ Z‹Z‹T}2F ´ 4}UΛUT ´ U‹ΛU‹T}2F . (F.5)
By Lemma F.6 and (E.2),
}ZZT ´ Z‹Z‹T}2F ě 2p
‘
2´ 1qp‘2σrq2 inf
QPQrˆr
}Z ´ Z‹Q}2F “ 8p
‘
2´ 1qσ2rΠ2pU,U‹q.
Combining with relations in (F.4) and (F.5), we prove the second inequality.
Lemma F.11 (Concentration of sample covariance). Let X1, . . . , Xn be independent realizations
of X, which is d-dimensional random vector distributed as N pµ,Σq. Let
Σ̂ “ 1
n
nÿ
i“1
pXi ´ µ̂qpXi ´ µ̂qT, µ̂ “ 1
n
nÿ
i“1
Xi, (F.6)
be the sample covariance and mean, respectively. Then there exists a constant C1 ą 0 such that
pr
˜
}Σ̂´ Σ}2 ď C1}Σ}2
«"
d` logp1{δq
n
*1{2 ł d` logp1{δq
n
ff¸
ě 1´ δ.
Moreover, suppose σd ď σminpΣq ď σmaxpΣq ď σ1, then if n Á κ2d with κ “ σ1{σd being the
condition number,
pr
ˆ
σd
2
ď σminpΣ̂q ď σmaxpΣ̂q ď 3σ1
2
˙
ě 1´ 1
d2
.
Proof. Since Σ̂ “ n´1 řni“1pXi ´ µqpXi ´ µqT ´ pµ̂´ µqpµ̂´ µqT, we have
}Σ̂´ Σ}2 ď
›››› 1n
nÿ
i“1
pXi ´ µqpXi ´ µqT ´ Σ
››››
2
` }µ̂´ µ}22.
Using equation (6.12) in Wainwright (2019), there exists a constant C ą 0, so that››››› 1n
nÿ
i“1
pXi ´ µqpXi ´ µqT ´ Σ
›››››
2
ď C}Σ}2
«"
d` logp1{δq
n
*1{2 ł d` logp1{δq
n
ff
with probability at least 1´ δ. For the second term, we have µ̂´ µ „ N p0,Σ{nq. By Lemma F.3,
}µ̂´ µ}22 ď }Σ}2n
”
d` 2 td logp1{δqu1{2 ` 2 logp1{δq
ı
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with probability at least 1´ δ. The proof of the first part follows by combining the last two displays.
Moreover, let δ “ 1{d2. We see if n Á κ2d then }Σ̂´ Σ}2 ď σd{2 with probability at least 1´ 1{d2.
By Weyl’s inequality (cf. Theorem 4.3.1 Horn and Johnson, 2013), we can further get
σminpΣ̂q ě σminpΣq ´ }Σ̂´ Σ}2 ě σd
2
.
Similarly, the upper bound satisfies
σmaxpΣ̂q ď σmaxpΣq ` }Σ̂´ Σ}2 ď 3σ1
2
.
This completes the second part of proof.
Lemma F.12. Let X1, . . . , Xn be independent copies of X „ N pµ,Σq P Rd and let Σ˜ “ n{pn ´
d´ 2qΣ̂ with Σ̂ defined in (F.6) be the scaled sample covariance. Suppose d ď cn for c P p0, 1{2q,
pr
#
}Σ˜´1 ´ Σ´1}8,8 ą }Σ´1{2}21
ˆ
8 log d
n
˙1{2+
ď 4
d2
.
Proof. We only prove the result for µ “ 0. The same technique can be applied for a general µ. Let
Yi “ Σ´1{2Xi „ N p0, Idq for i “ 1, . . . , n. Then
}Σ˜´1 ´ Σ´1}8,8 “ }Σ´1{2
`
Σ1{2Σ˜´1Σ1{2 ´ Id
˘
Σ´1{2}8,8
ď }Σ´1{2}21}p 1n´ d´ 2
nÿ
i“1
YiY
T
i q´1 ´ Id}8,8. (F.7)
Let Sn,d “ 1n´d´2
řn
i“1 YiY Ti , ∆n,d “ Sn,d ´ Id, and ωpn,dqj,k “
´
S´1n,d
¯
j,k
for j, k “ 1, . . . , d. We first
consider the case when d “ 2. For a large enough sample size n, we have }∆n,2}1 ď 1{2 and
pI2 `∆n,2q´1 “
8ÿ
k“0
p´1qk∆kn,2 “ I2 ´∆n,2 `∆n,2pI2 `∆n,2q´1∆n,2.
Then
}S´1n,2 ´ I2}8,8 “}pI2 `∆n,2q´1 ´ I2}8,8
ď}∆n,2}8,8 ` }∆n,2pI2 `∆n,2q´1∆n,2}8,8. (F.8)
Since }∆n,2}1 ď 1{2, we have
}∆n,2pI2 `∆n,2q´1∆n,2}8,8 ď }∆n,2}8,8}∆n,2}1
8ÿ
k“0
}∆n,2}k1
ď }∆n,2}8,8}∆n,2}1
1´ }∆n,2}1 ď }∆n,2}8,8.
Combining with (F.8), we have }S´1n,2´I2}8,8 ď 2}∆n,2}8,8. By Lemma 1 in Rothman et al. (2008),
there exists a constant κ ą 0, such that
pr
ˆ
}S´1n,2 ´ I2}8,8 ą t
˙
ď pr
ˆ
}∆n,2}8,8 ą t
2
˙
ď 4 expp´nt2q, |t| ď κ. (F.9)
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Next, we consider a general d. We divide Sn,d into 2ˆ 2 block matrix as
Sn,d “
˜
S1,1n,d S
1,2
n,d
S2,1n,d S
2,2
n,d
¸
where S1,1n,d P R2ˆ2 and S2,2n,d P Rpd´2qˆpd´2q. Let S11¨2n,d “ S1,1n,d ´ S1,2n,dpS2,2n,dq´1S2,1n,d. Due to the
structure of S´1n,d, it suffices to show concentration of two representative entries: p1, 1q-entry ωn,d1,1
and p1, 2q-entry ωn,d1,2 . By the block matrix inversion formula (cf. Theorem 2.1 in Lu and Shiou,
2002), ωn,d1,1 “ rpS11¨2n,d q´1s1,1 and ωn,d1,2 “ rpS11¨2n,d q´1s1,2. By Proposition 8.7 in Eaton (2007), we have
that S11¨2n,d is equal in distribution to pn´ d´ 2q´1
řn´d`2
i“1 ZiZTi where Zi, i “ 1, . . . , n´ d` 2, are
independently drawn from N p0, I2q. In particular, we have that S11¨2n,d is equal in distribution topn´ d` 2q{pn´ d´ 2q ¨ Sn´d`2,2. Therefore,
|ωn,d1,1 ´ 1| _ |ωn,d1,2 | ď }
n´ d´ 2
n´ d` 2S
´1
n´d`2,2 ´ I2}8,8 ď }S´1n´d`2,2 ´ I2}8,8 `
4
n´ d.
Further, we have
pr
´
|ωn,d1,1 ´ 1| ą t
¯
_ pr
´
|ωn,d1,2 | ą t
¯
ďpr
ˆ
}S´1n´d`2,2 ´ I2}8,8 ą t´
4
n´ d
˙
ď4 exp
#
´pn´ d` 2q
ˆ
t´ 4
n´ d
˙2+
,
for |t´ 4{pn´ dq| ď κ, using (F.9). Setting t “ p8 log d{nq1{2, taking union bound over all entries,
ignoring smaller order term 4{pn´ dq, and combining with (F.7), we finally complete the proof.
Lemma F.13. Let X1, . . . , Xn be independent copies of X „ N pµ,Σq P Rd and let Σ̂ be the sample
covariance defined in (F.6). For any U P Rdˆr and Q P Qrˆr,
pr
#
}`pΣ̂´ ΣqUQ˘T}2,8 ą 11 p}UTΣU}2}Σ}2q1{2 ˆr log d
n
˙1{2+
ď 2
d2
.
Proof. Let Yi “ Xi ´ µ, i “ 1, . . . , n. Then
}`pΣ̂´ ΣqUQ˘T}2,8 “}`pΣ̂´ ΣqU˘T}2,8
ď}UT` 1
n
nÿ
i“1
YiY
T
i ´ Σ
˘}2,8 ` }UTpµ̂´ µqpµ̂´ µqT}2,8. (F.10)
For the first term in (F.10), we have
}UT` 1
n
nÿ
i“1
YiY
T
i ´ Σ
˘}2,8 “ max
jPrds
sup
vPRr,
}v}2ď1
1
n
nÿ
i“1
vTUTYiY
T
i ej ´ E pvTUTY Y Tejq ,
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where ej P Rd denotes the j-th canonical basis of Rd. Let N be a 1{2-net of tv P Rr : }v}2 ď 1u.
Then |N| ď 6r and
max
jPrds
sup
vPRr,
}v}2ď1
1
n
nÿ
i“1
vTUTYiY
T
i ej ´ E pvTUTY Y Tejq
ď 2 max
jPrds
sup
vPN
1
n
nÿ
i“1
vTUTYiY
T
i ej ´ E pvTUTY Y Tejq
using (4.10) and Lemma 4.4.1 of Vershynin (2018). Note that vTUTYiY
T
i ej is a sub-Exponential
random variable with the Orlitz ψ1-norm (c.f. Definition 2.7.5 Vershynin, 2018) bounded as
}vTUTYiY Ti ej}ψ1 ď }UTΣU}1{22 }Σ}1{22 . Using Bernstein’s inequality (cf. Theorem 2.8.1 in Vershynin,
2018) with t “ 5}UTΣU}1{22 }Σ}1{22 pr log d{nq1{2 and the union bound over j P rds and v P N, we
have
pr
#
}UT` 1
n
nÿ
i“1
YiY
T
i ´ Σ
˘}2,8 ą 5}UTΣU}1{22 }Σ}1{22 pr log d{nq1{2
+
ď 1
d2
. (F.11)
For the second term in (F.10), we proceed similarly. With w “ µ̂´ µ, for any t ą 0,
pr p}UTwwT}2,8 ą tq ď d6rpr
ˆ
vTUTwwT ej ą t
2
˙
ď d6r exp
˜
´ nt
2}UTΣU}1{22 }Σ}1{22
¸
.
Setting t “ 6}UTΣU}1{22 }Σ}1{22 r log d{n, we get
pr
!
}UTpµ̂´ µqpµ̂´ µqT}2,8 ą 6}UTΣU}1{22 }Σ}1{22 r log d{n
)
ď 1
d2
. (F.12)
Combining (F.11) and (F.12) with (F.10) completes the proof.
G Convex approaches
We propose two convex relaxation approaches for estimating ∆‹ defined in (3). First, given the
empirical loss in (5), we solve the following regularized convex problem
min
S,R
LnpS,Rq ` λ1}S}1,1 ` λ2}R}˚, (G.1)
where the sparse and low-rank constraints are removed, and the `1 and nuclear norm penalties
are used to encourage sparse and low-rank solutions. The tuning parameters λ1 and λ2 are user
specified and control the sparsity of S and the rank of R, respectively. Our second convex proposal
is to solve the following optimization problem
min
S,R
}S}1,1 ` λ}R}˚,
s.t.
››Σ̂XpS `RqΣ̂Y ´ pΣ̂Y ´ Σ̂Xq››8,8 ď η{λ,››Σ̂XpS `RqΣ̂Y ´ pΣ̂Y ´ Σ̂Xq››2 ď η.
(G.2)
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The constraints in (G.2) are obtained by restricting the gradient ∇∆Lnp∆q by the dual norms
of regularizers in (G.1). Both of them are typically solved by alternating direction method of
multipliers, which suffers from high computational cost since each iteration requires an eigenvalue
decomposition of R to compute the proximal update corresponding the nuclear norm penalty. Ma
et al. (2013) and Wang et al. (2013) proposed accelerated algorithms targeting the above mentioned
drawback. In comparison, nonconvex procedures are widely used to speed up estimation problems
involving low-rank matrices (Tu et al., 2016; Park et al., 2018; Chi et al., 2018; Yu et al., 2018).
We will compare the estimator in (G.1) with the proposed nonconvex approach in the next
section. We detail an alternating direction method of multipliers for solving (G.1), which can be
rewritten as
min
S,R,∆
1
2
trp∆Σ̂X∆Σ̂Y q ´ trt∆pΣ̂Y ´ Σ̂Xqu ` λ1}S}1,1 ` λ2}R}˚,
subject to ∆ “ S `R,
(G.3)
with the augmented Lagrange function
L̂νpS,R,∆; Φq “ 1
2
trp∆Σ̂X∆Σ̂Y q ´ trt∆pΣ̂Y ´ Σ̂Xqu ` λ1}S}1,1 ` λ2}R}˚
´ xΦ,∆´ S ´Ry ` 1
2ν
}∆´ S ´R}2F .
A natural alternating direction method of multipliers has the following iterations$’’’’&’’’’%
∆k`1 “ arg min L̂νpSk, Rk,∆; Φkq,
Sk`1 “ arg min L̂νpS,Rk,∆k`1; Φkq,
Rk`1 “ arg min L̂νpSk`1, R,∆k`1; Φkq,
Φk`1 “ Φk ´ p∆k`1 ´ Sk`1 ´Rk`1q{ν.
(G.4)
For the first iteration, ∆k`1 is obtained by solving the following linear system"
1
2
pΣ̂X b Σ̂Y ` Σ̂Y b Σ̂Xq ` 1
ν
Id2
*
vecp∆q “ vec
"
1
ν
pSk `Rkq ` Φk ` Σ̂Y ´ Σ̂X
*
,
where vecp∆q P Rd2 is the vector obtained by vectorizing ∆. Solving the above system, however,
requires Opd6q computations per iteration and is prohibitive even for a small dimensional problem.
In comparison, the proposed nonconvex approach requires only Opd2rq computations per iteration.
We further remark on the computational cost of the alternating direction method of multipliers used
to estimate a single group Gaussian graphical model with latent variables (Chandrasekaran et al.,
2012; Ma et al., 2013). There, each iteration of Ω “ S ` R (which denotes the precision matrix
of a single group instead) requires two eigenvalue decompositions, which are also computationally
expensive, albeit cheaper than solving the linear system above. The other iterates in (G.4) can be
obtained explicitly as$’&’%
Sk`1 “ arg min 12ν }S `Rk ` νΦk ´∆k`1}2F ` λ1}S}1,1 “ Softp∆k`1 ´Rk ´ νΦk, νλ1q,
Rk`1 “ arg min 12ν }R` Sk`1 ` νΦk ´∆k`1}2F ` λ2}R}˚ “ Softp∆k`1 ´ Sk`1 ´ νΦk, νλ2q,
Φk`1 “ Φk ´ p∆k`1 ´ Sk`1 ´Rk`1q{ν,
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where, suppose U “ QΛQT is the eigenvalue decomposition of U and Λ is the diagonal matrix,
tSoftpU, ξqui,j “
$’&’%
Ui,j ´ ξ if Ui,j ą ξ,
Ui,j ` ξ if Ui,j ă ξ,
0 otherwise,
SoftpU, ξq “ QSoftpΛ, ξqQT.
From the above iteration regime, we note that an eigenvalue decomposition for d-dimensional matrix
is required in each iteration.
H Additional experiments
H.1 Recovery of rank and positive index of inertia
We provide the empirical evidence of the recovery of the rank, r, and the positive index of inertia, r1,
via cross-validation. For pd, rq “ p50, 1q, p100, 1q and varying n, we check whether the rank chosen
by cross-validation is consistent with the true rank and how often we can consistently estimate the
positive index of inertia. From the result shown in Figure 3, we see that r and r1 are consistently
selected in both cases when pd log d{nq1{2 ď 0.25.
Figure 3: Recovery of rank (left) and positive index of inertia (right) of R‹. The above two panels
correspond to pd, rq “ p50, 1q, while the bottom two panels correspond to pd, rq “ p100, 1q. The left
figures take value either 0 or 1, where 1 represents the rank chosen by cross-validation is consistent
with the true rank. The right figures are the proportion over 40 independent runs that have correct
estimate of the positive index of inertia. In both figures, the blue line is covered by the green line.
Both of them are correctly recovered when sample size is large enough.
29
Table 3: Simulation results for the convex and nonconvex comparison. The estimation errors of the
differential network and its sparse component are averaged over 40 independent runs, with standard
error given in parentheses. Data are generated following the steps in §5 with n “ 10000, d “ 100,
r “ 2. The smallest error under the same setup is highlighted.
Control - Test 1 Control - Test 2 Control - Test 3
}Ŝ ´ S‹}F M* 12.55(0.35) 11.10(0.38) 10.61(0.38)convex 29.29(0.27) 32.58(0.29) 28.31(0.23)
1‘
σmaxpR‹q}∆̂´∆‹}F
M* 4.87(0.13) 4.52(0.14) 4.37(0.15)
convex 11.31(0.10) 12.84(0.11) 11.33(0.09)
time in seconds
M* 3.25(0.65) 3.91(0.51) 6.01(0.43)
convex 109.36(5.27) 107.95(6.70) 96.25(3.25)
H.2 Comparison of convex and nonconvex estimators
We compare our nonconvex approach with the alternating direction method of multipliers described
in the previous section on both the estimation precision and the time required to compute the
estimator. We let n “ 10000, d “ 100, and r “ 2 and generate the covariance matrices as in
§5. In particular, the control group is generated from Σ‹1, while the test i group is generated
from Σ‹i`1 for i “ 1, 2, 3. For the alternating direction method of multipliers, we initialize the
iterates and ν as in the implementation in Ma et al. (2013), while λ1 P t0.01, 0.05, 0.1, 0.15u
and λ2 P t0.15, 0.25, 0.35, 0.45u are chosen to minimize the objective function in (G.3) on the
validation data. The results are summarized in Table 3. Comparing with Table 2, we see that the
convex approach for joint estimation outperforms than the convex approach for separate estimation
(Chandrasekaran et al., 2012). However, we also see that the proposed nonconvex approach is
preferred both from estimation accuracy and computational efficiency perspectives.
H.3 Loss functions in cross-validation
We discuss some alternative loss functions that can be used to tuning parameters for other methods.
Recall that there are no competing methods designed to directly estimate the differential network
from observations comping from Gaussian graphical models with latent variables. Therefore,
throughout the implementation we use the loss function in (5) to tune parameters for other methods.
This is a reasonable approach since the loss function in (5) is simply a quadratic function of the
differential network, which in the limit of infinite samples is minimized at the true differential
network ∆‹. Due to the quadratic curvature, the smaller the loss value the estimator has, the closer
it is to the true network.
We provide a comprehensive evaluation of alternative approaches and consider different loss
functions to tune parameters for each method. We consider two settings. In the first, we estimate
sparse differential networks with pn, d, rq “ p200, 50, 0q, while in the second the differential network
has latent variables with pn, d, rq “ p10000, 100, 2q. Data generating process follows the description
in §5. Results are averaged over 40 independent simulation runs.
The method in Zhao et al. (2014) has a tuning parameter λ, which controls the sparsity of the
differential network. See (2) in Zhao et al. (2014). They proposed two alternative loss functions,
30
Table 4: Estimation of the differential network using the method of Zhao et al. (2014) with tuning
parameter λ chosen to minimize different loss functions on the validation data.
n “ 200, d “ 50, r “ 0
Control - Test 1 Control - Test 2 Control - Test 3
}Ŝ ´ S‹}F
L1 10.88 11.92 10.64
L2 14.72 15.12 13.90
L3 14.47 18.20 16.04
n “ 10000, d “ 100, r “ 2
}Ŝ ´ S‹}F
L1 39.50 50.09 37.64
L2 44.94 57.83 41.05
L3 39.54 49.88 38.62
1‘
σmaxpR‹q}∆̂´∆‹}F
L1 14.91 19.49 14.82
L2 17.11 22.58 16.30
L3 14.92 19.40 15.81
L1, the loss in (5); L2, the loss 2nL8p∆q ` }∆}0,1; L3, the loss 2nLF p∆q ` }∆}0,1;
L8 and LF are defined in (H.1).
2nL8p∆q ` }∆}0,1 and 2nLF p∆q ` }∆}0,1, where
L8p∆q “}Σ̂X∆Σ̂Y ´ pΣ̂Y ´ Σ̂Xq}8,8,
LF p∆q “}Σ̂X∆Σ̂Y ´ pΣ̂Y ´ Σ̂Xq}F ,
(H.1)
to chose the tuning parameter λ. These two losses are motivated by the Akaike information criterion.
Table 4 summarizes estimation results when different loss functions are used to tune the parameter
λ in Zhao et al. (2014). When r “ 0, we report }Ŝ ´ S‹}F only, as it is the same as }∆̂´∆‹}F . We
see that using our loss function to tune λ results in a better estimate of the differential network
when ∆‹ is sparse. Furthermore, results are comparable to using the loss 2nLF p∆q ` }∆}0,1.
The method in Yuan et al. (2017) also has a tuning parameter λ, which controls the sparsity of
the differential network. See (2) in Yuan et al. (2017). In addition to the loss functions used above,
we also consider the following two loss functions proposed in Yuan et al. (2017) based on Bayesian
information criterion, 2nL¯8p∆q ` logp2nq}∆}0,1 and 2nL¯F p∆q ` logp2nq}∆}0,1, where
L¯8p∆q “}pΣ̂X∆Σ̂Y ` Σ̂Y ∆Σ̂Xq{2´ pΣ̂Y ´ Σ̂Xq}8,8,
L¯F p∆q “}pΣ̂X∆Σ̂Y ` Σ̂Y ∆Σ̂Xq{2´ pΣ̂Y ´ Σ̂Xq}F .
(H.2)
Table 5 summarizes estimation results when different loss functions are used to tune the parameter
λ in Yuan et al. (2017). We see that when pn, d, rq “ p200, 50, 0q and the loss function (5) is used to
choose the tuning parameter the estimation error is smallest. When pn, d, rq “ p10000, 100, 2q, the
loss function (5) and 2nLF p∆q ` }∆}0,1 give comparable results. Therefore, using our loss function
to tune parameters in Yuan et al. (2017) is reasonable.
The method used to estimate single latent variable Gaussian graphical model Chandrasekaran
et al. (2012); Ma et al. (2013) requires selecting the tuning parameters α and β. See (2.1) in Ma et al.
(2013). We consider three alternative loss functions: L8p∆q, LF p∆q, and the penalized Gaussian
likelihood, which was used in Chandrasekaran et al. (2012); Ma et al. (2013) and is given as
LppΩq “ trpΩΣ̂q ´ log detpΩq ` α}S}1,1 ` β}R}˚, (H.3)
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Table 5: Estimation of the differential network using the method of Yuan et al. (2017) with tuning
parameter λ chosen to minimize different loss functions on the validation data.
n “ 200, d “ 50, r “ 0
Control - Test 1 Control - Test 2 Control - Test 3
}Ŝ ´ S‹}F
L1 11.37 10.81 10.37
L2 14.75 11.80 14.24
L3 11.47 11.80 13.97
L4 14.78 15.25 13.60
L5 14.57 11.89 13.99
n “ 10000, d “ 100, r “ 2
}Ŝ ´ S‹}F
L1 27.86 32.99 29.58
L2 33.28 39.15 35.14
L3 27.80 32.56 29.76
L4 41.44 39.23 35.79
L5 33.21 38.79 35.60
1‘
σmaxpR‹q}∆̂´∆‹}F
L1 10.41 12.77 11.56
L2 12.72 15.35 13.94
L3 10.38 12.58 11.65
L4 15.76 15.39 14.20
L5 12.69 15.22 14.13
L1, the loss in (5); L2, the loss 2nL8p∆q ` }∆}0,1; L3, the loss 2nLF p∆q ` }∆}0,1;
L4, the loss 2nL¯8p∆q ` logp2nq}∆}0,1; L5, the loss 2nL¯F p∆q ` logp2nq}∆}0,1; L8
and LF are defined in (H.1), while L¯8 and L¯F are defined in (H.2).
where Ω “ S ` R is the precision matrix of a single group and Σ̂ is either Σ̂X or Σ̂Y . For the
penalized Gaussian likelihood, it is designed for estimating a single group, hence we have to tune
parameters separately for each group when using such loss function. The differential network is then
obtained by computing the difference between the estimated precision matrices. The results are
summarized in Table 6 and show that all the loss functions are comparable, with no loss function
dominating others.
Xu et al. (2017) estimates a single latent variable Gaussian graphical model using a nonconvex
estimator. We tune parameters ŝ and r, while other tuning parameters are kept as in their
implementation. We consider three loss functions: L8p∆q, LF pδq, and the Gaussian likelihood.
Estimation results are summarized in Table 7. When r “ 0, we report only }Ŝ´S‹}F , as the correct
rank is selected using any of the loss functions. We observe that all loss functions lead to similar
choice of tuning parameters and results.
Based on the additional simulation results in this section, we find that using the loss function
(5) to select the tuning parameters of all the procedures leads to comparable estimates to those that
would be obtained by alternative loss functions. In particular, our approach to tuning parameter
selection does not favor our estimation procedure.
H.4 Algorithmic convergence and initialization
We study how the initialization in Algorithm 2 affects the convergence rate. The data generating
procedure is as in §5 with pn, d, rq “ p150, 100, 1q and p150, 100, 2q. We compare with random
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Table 6: Estimation of the differential network using the method of Ma et al. (2013) with tuning
parameter α and β chosen to minimize different loss functions on the validation data.
n “ 200, d “ 50, r “ 0
Control - Test 1 Control - Test 2 Control - Test 3
}Ŝ ´ S‹}F
L1 11.04 11.23 10.48
L2 11.90 11.75 12.71
L3 12.99 12.20 12.41
L4 11.23 11.37 10.76
1‘
σmaxpR‹q}∆̂´∆‹}F
L1 10.85 10.86 10.37
L2 11.57 10.70 12.31
L3 12.77 12.00 12.05
L4 11.24 11.37 10.76
n “ 10000, d “ 100, r “ 2
}Ŝ ´ S‹}F
L1 30.54 34.11 31.80
L2 30.27 34.32 31.69
L3 30.50 34.08 31.81
L4 30.52 34.09 31.74
1‘
σmaxpR‹q}∆̂´∆‹}F
L1 11.51 13.27 12.47
L2 11.63 13.44 12.64
L3 11.49 13.25 12.48
L4 11.50 13.26 12.49
L1, the loss in (5); L2, the loss L8p∆q; L3, the loss LF p∆q; L4, the penalized
Gaussian likelihood defined in (H.3).
initialization, where S0 “ 0dˆd, pU0qi,j „ N p0, 3q for 1 ď i ď d and 1 ď j ď r, and L0 “ U0Λ‹U0T.
In particular, we assume the rank and the positive index of inertia of R‹ are both correctly specified.
Figure 4 shows the error in estimation, 2 logt}∆̂ ´ ∆‹}F {‘σmaxpR‹qu, against the iteration
number. We plot the first 300 iterations for random initialization, as, typically, around 3000
iterations are needed for the algorithm to converge when randomly initialized. Furthermore, we
observe that the iterates diverge in the first few steps for random initialization. We resolve this
problem by adjusting the learning rates to η1{k and η2{k, where k is the iteration number, whenever
we observe an increase in the objective value. From the results, we observe that our method
converges smoothly to a stationary point with a nearly linear rate of convergence, as suggests by
Theorem 1. For random initialization, even after reducing the step size to fix the divergence problem,
we observe that the accuracy of the estimator is not comparable to our estimator, as summarized in
Table 8. This illustrates the necessity for having a good initialization in the proposed two-stage
algorithm.
H.5 Advantages of direct estimation
We run additional simulations to better illustrate benefits of our direct estimator of the differential
network. Here we consider more general structures on single group precision matrices. Compared to
direct estimators in Zhao et al. (2014) and Yuan et al. (2017), we allow the differential network to
have a low-rank component. Compared to separate estimation procedures in Chandrasekaran et al.
33
Table 7: Estimation of the differential network using the method of Xu et al. (2017) with tuning
parameter ŝ and r chosen to minimize different loss functions on the validation data.
n “ 200, d “ 50, r “ 0
Control - Test 1 Control - Test 2 Control - Test 3
}Ŝ ´ S‹}F
L1 13.51 14.79 12.71
L2 13.59 19.23 15.38
L3 13.51 15.12 12.79
L4 13.51 15.11 12.78
n “ 10000, d “ 100, r “ 2
}Ŝ ´ S‹}F
L1 18.88 17.44 14.63
L2 16.62 15.27 19.92
L3 16.55 17.41 14.69
L4 18.96 17.41 14.71
1‘
σmaxpR‹q}∆̂´∆‹}F
L1 6.58 6.44 5.60
L2 6.03 5.78 7.29
L3 5.99 6.45 5.69
L4 6.61 6.45 5.64
L1, the loss in (5); L2, the loss L8p∆q; L3, the loss LF p∆q; L4, the Gaussian likelihood.
(a) Algorithmic convergence when estimating ∆‹ with pn, d, rq “ p150, 100, 1q.
(b) Algorithmic convergence when estimating ∆‹ with pn, d, rq “ p150, 100, 2q.
Figure 4: Algorithmic convergence. The left plots illustrate convergence of Algorithm 1 when
initialized with Algorithm 2, while the right plots correspond to random initialization.
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Table 8: Comparison of random initialization with Algorithm 1. The error in estimation is measured
by }∆̂´∆‹}F {‘σmaxpR‹q.
Setup Initialization Control - Test 1 Control - Test 2 Control - Test 3
p150, 100, 1q Algorithm 2 34.14 35.36 36.09
Random 79.09 169.29 114.25
p150, 100, 2q Algorithm 2 41.65 44.25 45.83
Random 114.81 381.35 109.12
(2012) and Xu et al. (2017), we do not rely on group specific precision matrices to have structure.
We consider two additional data generating settings: (i) only the differential network has sparse
plus low-rank structure, while each group has no structure; (ii) one group has a sparse precision
matrix, while the other has a sparse plus low-rank precision matrix. For the setting (i), we first set the
precision matrices Ω‹i , i “ 1, . . . , 4, as described in §5. We then modify the top left dˆ d submatrix
of each precision matrix by adding a symmetric positive definite matrix P “ d ¨ Id ` pP1 ` PT1 q{2,
where pP1qi,j is generated independently from Uniformp0, 1q. Let Ω¯‹i denote the modified precision
matrices and Σ¯‹i “ pΩ¯‹i q´1. The control group X is generated based on Σ¯‹1, while Σ¯‹i are used
to generate test i ´ 1 groups for i “ 2, 3, 4. Note that under this data generating process, the
differential network still has the same sparse plus low rank structure as in §5. However, the marginal
precision matrices of the observed variables do not have the sparse plus low-rank structure, since
they are blurred by a positive definite matrix P . For the setting (ii), the precision matrix for the
control group is sparse, while the precision matrix for the test group is generated as in §5. The
sparse precision is generated as follows: we let Ω‹OH and Ω‹HO be zero matrices, and Ω‹HH be the
identity matrix. The diagonal entries of ΩOO are all equal to 1, and pΩOOqi,d`1´i “ 1 for ď i ď d,
pΩOOqi,d´i “ pΩOOqi`1,d`1´i “ 0.6 for 1 ď i ď d´ 1, and pΩOOqi,d´1´i “ pΩOOqi`2,d`1´i “ 0.3 for
1 ď i ď d ´ 2. Then Ω‹OO “ ΩOO ` pι ` 1qId where ι “ |minteigpΩOOqu|. Combining all blocks
together, the covariance matrix for the control group is pΩ‹OOq´1.
Using the two models described above, we generate data with pn, d, rq “ p5000, 30, 0q, p10000, 30, 1q,
and p20000, 30, 2q. The implementation details for the proposed and competing methods are de-
scribed in §5. We report the average error over 40 independent runs. Results are summarized in
Tables 9-11. Unsurprisingly, our method outperforms other methods in almost all cases. Specifically,
we observe that when each network has no structure, but the differential network is decomposable
as sparse plus low-rank matrix, our method performs strictly better than all other methods. This
illustrates that our direct estimation procedure does not rely on the structure of a single group and
results in a wider applicability.
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Table 9: Simulation results for five algorithms corresponding to the data generating process in Appendix H.5.
n “ 5000, d “ 30, r “ 0
Control - Test 1 Control - Test 2 Control - Test 3
Method }Ŝ ´ S‹}F 1‘σmaxpR‹q}∆̂´∆‹}F }Ŝ ´ S‹}F 1‘σmaxpR‹q}∆̂´∆‹}F }Ŝ ´ S‹}F 1‘σmaxpR‹q}∆̂´∆‹}F
Case (i)
M* 10.23 10.23 9.42 9.42 8.12 8.12
M1 14.01 14.01 12.03 12.03 10.32 10.32
M2 13.40 13.40 16.26 16.26 12.36 12.36
M3 13.21 13.21 11.32 11.32 9.67 9.67
M4 20.70 20.70 21.00 21.00 20.58 20.58
Case (ii)
M* 1.95 1.95 1.38 1.45 1.69 1.69
M1 1.93 1.93 2.16 2.16 1.95 1.95
M2 1.94 1.94 2.07 2.07 1.99 1.99
M3 2.37 2.37 2.06 2.06 2.23 2.23
M4 2.15 2.15 2.00 2.00 2.24 2.24
M*, the proposed method; M1, `1-minimization in Zhao et al. (2014); M2, `1-penalized quadratic loss in Yuan et al.
(2017); M3, penalized Gaussian likelihood in Chandrasekaran et al. (2012); M4, constrained Gaussian likelihood in Xu
et al. (2017); detailed descriptions of each method are given in Table 1 and the choice of tuning parameters is discussed
in §5.1.
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Table 10: Simulation results for five algorithms corresponding to the data generating process in Appendix H.5.
n “ 10000, d “ 30, r “ 1
Control - Test 1 Control - Test 2 Control - Test 3
Method }Ŝ ´ S‹}F 1‘σmaxpR‹q}∆̂´∆‹}F }Ŝ ´ S‹}F 1‘σmaxpR‹q}∆̂´∆‹}F }Ŝ ´ S‹}F 1‘σmaxpR‹q}∆̂´∆‹}F
Case (i)
M* 9.01 5.76 8.11 5.39 7.99 5.27
M1 19.80 12.07 21.11 12.63 23.08 13.62
M2 19.04 11.54 17.51 10.37 20.08 11.86
M3 18.39 11.22 19.56 11.72 21.28 12.58
M4 16.18 9.70 16.38 9.55 16.26 9.36
Case (ii)
M* 3.20 1.06 2.53 1.05 3.22 1.00
M1 4.72 1.41 4.53 1.30 4.87 1.50
M2 5.08 1.53 4.86 1.46 5.14 1.54
M3 7.03 3.18 6.56 3.20 6.43 2.89
M4 3.77 1.91 5.36 1.08 5.72 1.04
M*, the proposed method; M1, `1-minimization in Zhao et al. (2014); M2, `1-penalized quadratic loss in Yuan et al.
(2017); M3, penalized Gaussian likelihood in Chandrasekaran et al. (2012); M4, constrained Gaussian likelihood in Xu
et al. (2017); detailed descriptions of each method are given in Table 1 and the choice of tuning parameters is discussed
in §5.1.
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Table 11: Simulation results for five algorithms corresponding to the data generating process in Appendix H.5.
n “ 20000, d “ 30, r “ 2
Control - Test 1 Control - Test 2 Control - Test 3
Method }Ŝ ´ S‹}F 1‘σmaxpR‹q}∆̂´∆‹}F }Ŝ ´ S‹}F 1‘σmaxpR‹q}∆̂´∆‹}F }Ŝ ´ S‹}F 1‘σmaxpR‹q}∆̂´∆‹}F
Case (i)
M* 9.18 4.77 8.65 4.59 8.31 4.46
M1 26.79 13.13 31.90 15.53 31.80 14.91
M2 22.00 10.30 25.73 12.11 24.66 11.14
M3 24.95 12.21 29.64 14.41 29.52 13.82
M4 12.91 5.98 13.03 5.99 13.32 5.83
Case (ii)
M* 3.83 0.97 2.86 0.83 4.63 1.03
M1 6.12 1.49 6.27 1.58 7.42 1.84
M2 6.82 1.83 6.63 1.68 7.65 1.98
M3 10.44 4.02 10.01 3.91 11.62 4.31
M4 6.99 1.83 6.73 0.77 7.68 0.78
M*, the proposed method; M1, `1-minimization in Zhao et al. (2014); M2, `1-penalized quadratic loss in Yuan et al.
(2017); M3, penalized Gaussian likelihood in Chandrasekaran et al. (2012); M4, constrained Gaussian likelihood in Xu
et al. (2017); detailed descriptions of each method are given in Table 1 and the choice of tuning parameters is discussed
in §5.1.
38
References
S. Bubeck. Convex optimization: Algorithms and complexity. Foundations and Trends R© in Machine
Learning, 8(3-4):231–357, 2015.
V. Chandrasekaran, P. A. Parrilo, and A. S. Willsky. Latent variable graphical model selection via
convex optimization. Ann. Statist., 40(4):1935–1967, 2012.
Y. Chi, Y. M. Lu, and Y. Chen. Nonconvex optimization meets low-rank matrix factorization: An
overview. arXiv preprint arXiv:1809.09573, 2018.
M. L. Eaton. Multivariate statistics, volume 53 of Institute of Mathematical Statistics Lecture
Notes—Monograph Series. Institute of Mathematical Statistics, Beachwood, OH, 2007. A vector
space approach, Reprint of the 1983 original [MR0716321].
R. A. Horn and C. R. Johnson. Matrix analysis. Cambridge University Press, Cambridge, second
edition, 2013.
D. Hsu, S. Kakade, and T. Zhang. A tail inequality for quadratic forms of subgaussian random
vectors. Electron. Commun. Probab., 17(52):1–6, 2012.
X. Li, R. Arora, H. Liu, J. Haupt, and T. Zhao. Nonconvex sparse learning via stochastic optimization
with progressive variance reduction. arXiv 1605.02711, 2016.
T.-T. Lu and S.-H. Shiou. Inverses of 2ˆ 2 block matrices. Comput. Math. Appl., 43(1-2):119–129,
2002.
S. Ma, L. Xue, and H. Zou. Alternating direction methods for latent variable gaussian graphical
model selection. Neural Computation, 25(8):2172–2198, 2013.
D. Park, A. Kyrillidis, C. Caramanis, and S. Sanghavi. Finding low-rank solutions via nonconvex
matrix factorization, efficiently and provably. SIAM J. Imaging Sciences, 11(4):2165–2204, 2018.
A. J. Rothman, P. J. Bickel, E. Levina, and J. Zhu. Sparse permutation invariant covariance
estimation. Electron. J. Stat., 2:494–515, 2008.
S. Tu, R. Boczar, M. Simchowitz, M. Soltanolkotabi, and B. Recht. Low-rank solutions of linear
matrix equations via procrustes flow. In M. F. Balcan and K. Q. Weinberger, editors, Proceedings
of The 33rd International Conference on Machine Learning, volume 48 of Proceedings of Machine
Learning Research, pages 964–973, New York, New York, USA, 2016. PMLR.
R. Vershynin. High-dimensional probability, volume 47 of Cambridge Series in Statistical and
Probabilistic Mathematics. Cambridge University Press, Cambridge, 2018. An introduction with
applications in data science, With a foreword by Sara van de Geer.
M. J. Wainwright. High-Dimensional Statistics. Cambridge University Press, 2019.
H. Wang, A. Banerjee, C.-J. Hsieh, P. K. Ravikumar, and I. S. Dhillon. Large scale distributed sparse
precision estimation. In Advances in Neural Information Processing Systems, pages 584–592,
2013.
39
L. Wang, X. Zhang, and Q. Gu. A unified computational and statistical framework for nonconvex low-
rank matrix estimation. In A. Singh and X. J. Zhu, editors, Proceedings of the 20th International
Conference on Artificial Intelligence and Statistics, AISTATS 2017, 20-22 April 2017, Fort
Lauderdale, FL, USA, volume 54 of Proceedings of Machine Learning Research, pages 981–990.
PMLR, 2017.
P. Xu, J. Ma, and Q. Gu. Speeding up latent variable gaussian graphical model estimation via
nonconvex optimization. In Advances in Neural Information Processing Systems 30, pages
1933–1944, 2017.
M. Yu, Z. Yang, T. Zhao, M. Kolar, and Z. Wang. Provable gaussian embedding with one observation.
In S. Bengio, H. M. Wallach, H. Larochelle, K. Grauman, N. Cesa-Bianchi, and R. Garnett,
editors, Advances in Neural Information Processing Systems 31: Annual Conference on Neural
Information Processing Systems 2018, NeurIPS 2018, 3-8 December 2018, Montre´al, Canada.,
pages 6765–6775, 2018.
H. Yuan, R. Xi, C. Chen, and M. Deng. Differential network analysis via lasso penalized D-trace
loss. Biometrika, 104(4):755–770, 2017.
X. Zhang, L. Wang, and Q. Gu. A unified framework for nonconvex low-rank plus sparse matrix
recovery. In International Conference on Artificial Intelligence and Statistics, volume 84, pages
1097–1107, 2018.
S. D. Zhao, T. T. Cai, and H. Li. Direct estimation of differential networks. Biometrika, 101(2):
253–268, 2014.
40
