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Abstract-Two recipes for preparing a linear recnrrence for execution on p processors are proposed, 
requiring O(logp) multiplications of recurrence coefficients to obtain the transformed equation and 
O(p) multiplications to compute extra terms of the sequence. For recursive filters, these counts are 
both O(p). The lower estimates are based upon Strassen’s degree bound and linear independence of 
polynomials. A brief discussion of speedups and stability is included. 
1. INTRODUCTION 
Let us consider a linear recurrence of the form 
U n= UlU,-1 + u2u,-2 + . . . + arun-r. (1) 
Sequences of this kind have been extensively studied for purposes of random numbers generation 
[I]. A slightly more general dependence is called a recursive filtration or a linearfeedbaclc system: 
u, = AIU,_I + Asun- + . . . + Arun+ + B,,v, + . . . + BSv,_,. (2) 
As the notation implies, u,v belong to some additive group and A,B are endomorphisms, e.g., 
recurrence entries are vectors and coefficients are (non-commuting) matrices. In seismic applica- 
tions, (2) is used for “deconvolution” of time series, a generic name applied to all the methods 
of signal enhancement which try to remove source/receiver impact on wave records, as well as 
reverberations and spectral unconformities [a]. The 20 recursive filtration (inputs, outputs and 
coefficients have two indices) is a widely adopted means of digital image processing. (The follow- 
ing results apply to the 20 csse as well.) 
Expressions (l), (2) for u, are fairly good for sequential processing, but one hardly can run 
them in parallel. Since u, depends on u,_r, they possess only limited degree of parallelism, 
that of dot product [3]. When the order of the recurrence T + s is less than the number of the 
processors p, a lot of idleness occurs and some other patterns of concurrent execution should be 
used. 
The patterns we need were found long ago. In fact, “A. Weiss (Jour. fir Math., 38 (1849), 148- 
157) expressed a general term tk of a recurrent sequence of order T in terms oft,, tp-1,. . . , tp_,.+lr 
where Q is a fixed integer. W. Scheibner (1864) considered a series with a three-term recursion 
formula, deduced a linear relation between any three terms, not necessarily consecutive, and 
applied his results to continued fractions and Gauss’ hypergeometric function.” [4] 
Preparing the recurrence for running on SIMD (single instruction flow-multiple data flow) 
computer, either the Weiss or Scheibner transformation may be applied, 
%I = Cl%-p + czzl,-p-1 + . . . + CrUn-p--r+1 (3) 
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(looking ahead p steps of the recurrence) or 
U - ClU,_p + c2u,_2p + . . . + c,u,-,p 
(p-stretching). Parallel evalultin of recurrence entries proceeds as follows. 
(4) 
For the looking-ahead transformation, the initial values of uo,. ,u,__l are extended to the 
p terms 21 ,., . . , IL,+,,-1. After that, for any n > r + p, u,, . . . , ‘~l,+~_l may be evaluated 
concurrently, provided that an exchange of results between the processors is maintained. 
For p-stretching, the first np entries are evaluated and then the calculation splits: p independent 
processes can run without any communication. 
The main aim of the following is to find out the multiplicative complexity of the computation 
of transfer coefficients cl, . . . c,. The evaluation of extra recurrence entries (which may be even 
more expensive) is treated only loosely in Section 3. 
2. MULTIPLICATIVE COMPLEXITY OF 
LOOKING-AHEAD TRANSFORMATION 
As can be easily seen, the coefficients cl, . . . , c, are solutions of the same recurrence (l), the ini- 
tial values for them being (l,O, , . . , 0), . . . , (0,. . . 0,l) (ordered as u,_~, . . . , ~0). For the transfer 
matrix, 
the coefficients cl,. . ,c, constitute the first row of the matrix A P. Another description of these 
coefficients can be given in terms of the characteristic polynomial, 
u(X) = Xf - alxf-1 - . . . - U,_lA-1 - a,. (6) 
All the solutions of transformed recurrence (3) satisfy the equation (1); therefore, its characteristic 
polynomial, 
c(X) = Xp+r-l + clxr-1 + . . + &.-1x1 + c,, (7) 
is a multiple of the original one, which is uniquely determined by the condition that its terms of 
degree r,r + l,... ,p + r - 2 vanish. To find the number of multiplications needed to compute 
coefficients of (3), (7), we shall apply Strassen’s degree bound [5] (hereafter log z = log, z): 
THEOREM. Let fi(al,...,a,),...,fr(al,...,a,) be a set of r rational functions of r variables. 
The number of multiplications/divisions arising in any calculation of f’s starting from al, . . . , a, 
is not less than log#f-l(y), w h ere f is the corresponding map of r-dimensional fine spaces 
and y stands for any point of the target space. 
To use this result we note that to recover the original polynomial (6) from its looking-ahead 
multiple (7), T roots of the latter should be chosen, representing one of the possible divisors of 
degree P. As the number of possible choices is (” +T - ‘) , complexity of the looking-ahead transfor- 
mation is 2 log (’ + F - ’ ) . Applying Stirling’s formula for n!, we can see that it is asymptotically 
equal to T log p. 
Algorithms approaching this lower bound can be constructed with standard application of 
additive chains terminating at AP [I] , that yields r”2logp as an upper estimate, w being the 
exponent of the matrix multiplication used. Thus, we have proven the following: 
PROPOSITION A. To obtain a looking-ahead form of linear recurrence, log (‘+c- ‘) nonscalar 
muJtiplications/divisions are necessary and rw2 logp are sufficient, with w < 3. 
The polynomial algebra suggests another way to find c(X). Since c(X) = u(X)j(X) for some 
f, and since the reverse polynomial, c’(X) : = X PfP-l~(X-l), is equal to 1 modulo XP,_f(X) is 
uniquely determined by the congruence (a’, f’ are the reverse polynomials of a, f), 
a’(X)f’(X) E 1 modXP, degf = p - 1. 
The inverse polynomial f’ = a’-‘modXP may be found iteratively, fi+l = fi(2 - fin’), 
modX2’ [6], resulting in const2r”‘sPl multiplicative operations. This overhead (of order p) is 
considerably greater, but it is inevitable when the recursive filter is preprocessed (see below). 
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To stretch a sequence, we must find a polynomial which is divisible by u(X) and has the 
form c(Xp). The substitutions X + <X, where C is a pth root of unity, preserve the stretched 
polynomial. Therefore, c(Xp) is also divisible by all the a(CX); hence an explicit formula: 
c’(XP) = J-J u’((X). 
<:CP=l 
(The reverse polynomials are used to get rid of the multiplicative constant Crp(J’-l)/‘.) 
Applying Strassen’s method once more we calculate the number of ways to restitute u(X) from 
c(X). Passing to the roots zi of a(X), we see that a restitution is equal to the choice of a represen- 
tative in each of the classes {<xi} with zi fixed and (^ running over all 
pth roots of unity. Assuming that c(X) h as no multiple roots (this is a generic condition im- 
posed on a(X)), this number is p’, which yields rlogp as the lower bound for the number of 
multiplicative operations required. This estimate turns to be exact: pstretching with p = 2k 
may be accomplished as a sequence of $ = logp 2-stretchings, the latter being a simple trans- 
formation u(X) + a&,(X) - a&(X) which undoubtedly can be performed in T nonscalar 
multiplications. Thus, we have proven: 
PROPOSITION B. To stretch a linear recurrence p times we need precisely r loga p nonscalar 
multiplications. 
The remaining question is, how to evaluate the rp - T extra terms of the sequence? Since all 
these terms are linearly independent (having increasing degrees as polynomials in ai), it takes not 
less than up - T nonscalar operations to compute them [S]. The upper estimate is the recurrence 
itself, which results in r”p - r2 multiplications. Hence, O(p) is the complexity of preparation of 
the recurrence entries. 
4. APPLICATION TO RECURSIVE FILTERING 
Let u(X) be the generating function for the sequence u,, u(X) = C u,Xsn. The input and 
output of the recursive filter (2) satisfy the relation a(X)u(X) = b(X)v(X), where a(X) is 
polynomial (6); b(X) = BoXS + . . . + B,_lX + B,. 
Preparing the formula (2) for parallel execution we proceed along the same lines as in Sections 
2 and 3. Both sides should be multiplied either by a polynomial which makes u’(X) equal to 1 
modulo XP, (looking ahead, Case A) or by u(CX),CP = 1 (pstretching, Case B). But the new 
problems arise: 
First, the multiplicative complexity of both transformations is of order p, not logp, because 
the product (c(X)/u(X)) b(X) must be evaluated. The coefficients of the polynomial be/a are 
themselves linearly independent polynomials in AI,. . . , A, and Bo, . . . , B,, the number of these 
(s + p - 1 and s + rp - r, respectively) being the lower bound of nonscalar operations required. 
Second, the stability of the filter (which is of primary concern in signal processing) may worsen 
with the looking-ahead transformation, since roots added to the transfer function may lie outside 
the unit circle. 
Third, as the degree of the multiple of b(X) (say, i(X) ) a so 1 increases, recursive filtering be- 
comes computationally more expensive, which affects the speedup of running in parallel. More- 
over, since long filters work faster in the frequency domain (when the time series is finite) [7], for 
some p’s both transforms should be inappropriate. 
T_he speedup achieved is the ratio of the terms degu(X) + deg b(X) and (degu(X) + 
deg b(X))/p, which is (r + s)/ (r i- s + p - 1)/p in Case A, and (r + s)/((p - 1)~ + s + r)/p in 
Case B. As p + co, the speedup tends increasingly to T + s (Case A) and to 1 + s/r (Case B). 
Hence, in neither of the cases the pfold speedup (that of linear recurrence) is achieved. 
5. CONCLUSIONS 
Two recipes of conversion of linear recurrences to a form suitable for parallel (SIMD) execu- 
tion, looking-ahead transformation and pstretching, were considered. They are compared in the 
following table. 
50 A.B. KUT'IN 
Table 1. 
transformation object 
looking-ahead recurrence 
preparation speed- speed- 
complexity, up* UP* 
(F) p=2 P+m 
10g(r+:,-1) 2 p 
stability 
may worsen 
p-stretching recurrence rlogp 
I 
2 
I 
P not affected 
looking-ahead filter 
I 
sfp-1 
I 
2 r+s may worsen 
I I I I I 
p-stretching filter 
I 
s+Tp-T 1 w 1 1 + $ ) not affected 1 
I I I I I I 
Hence, both transforms are suitable for parallel evaluation of linear recurrences and recursive 
filters, though for the latter the gain is not so impressive. Looking ahead is the best strategy when 
the stability is of no concern or is not affected. Stretching is preferrable when the interprocessor 
communication is slow or when the recursive part is short (the filter is close to a convolution). 
Both transforms are also applicable to 2D and matrix (multichannel) filters. 
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