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Abstract
The generalization of high bandwidth networks (cable, ADSL,...) per-
mits us to consider a larger use of the Internet such as video streaming. We
can imagine generalization of video on demand (VoD) and television chan-
nels on Internet. Nevertheless, the growth of multimedia contents transmit-
ted on the network also increases the risk of congestion. Therefore, it is
necessary to optimise the use of this one and to limit the trafﬁc to the strict
necessary while assuring fault tolerance. In the ReActiVE project1 (Active
Network for the transmission of Video at ENST Bretagne) we have designed
a platform to transmit video contents on IP network. It is based on the distri-
bution of contents and computing resources on the different nodes of the net-
work, associated with multi-diffusion techniques in order to decrease stream
circulation. In this article we describe the architecture we have implemented
to build the platform.
1 Introduction
Although the goal of the Internet network at the beginning was rather to ex-
change textual information without speciﬁc real time constraints, many experts
[8, 9] agree to say now that the next big challenge of the Internet deals with the
streaming of video. Television is an inescapable media and it seems logical that
telecommunication operatorsenter activelyinthismarketin order tooffer services
that go beyond the plain broadcasting infrastructure supply.
1Project partially funded by France Telecom R&D and by the Foundation Louis Leprince-
Ringuet
1We understand that the underlying problems to the generalization of the mul-
timedia stream transport on actual networks mainly deals with the transportation
capacities of thesenetworks. Paradoxically, themostimportantproblemmay be at
the local level. In this setting, xDSL technologies are especially interesting since
they provide (or will provide,in a short time) to the user enough bandwidth to fol-
low one or several television channels simultaneously with a good quality because
of video CODEC improvement at the same time. But the generalization of such
technologies will lead to saturation issues on the intermediate network, between
the local access and a backbone, or at the level of the backbones themselves. In-
deed, the interest to open out such technologies—to be different of the classic
broadcast network (and of the terrestrial digital video broadcast network)—deals
with the ability to provide to the user interactivity, software and services with a
high added value that have made the success of the Internet.
Let us imagine a simple service of video on demand [13, 12, 15]. The service
does not have interest (competitively to the classical television, if we think about
the digital television and the multiple channels offered) if it does not provide to
the user the possibility to pause or to browse in the stream. It implies to associate
with a stream one and only one customer. We understand that the generalization
of video streaming on Internet would require to have a very important bandwidth
even on the backbones and overshoots the present technologies. It is therefore
necessary to reduce the bandwidth usage [7].
The objective of this article is to present the hardware and software architec-
ture hold to design an active network [4] for multimedia streaming. At ﬁrst, we
present the global architecture of the designed network (section 2) before present-
ing the software architecture on which is based the design of the platform and
more especially the active nodes used to support the architecture of the project
(section 3). We conclude this article on the work we have already done and the
possibilities to continue it.
2 Hardware architecture
Starting from the fact that it is necessary to reduce streams circulation on the inter-
mediate networks, we propose in this article an architecture based on intermediate
nodes (active routers) with a local storage for the more streamed video contents
[11] as an “inside the network” peer to peer architecture.
The circulationof a videocontentbetweena video-on-demandserver andmul-
tiple customers that are visioning the same movie simultaneously requires many
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Figure 1: Streaming of video contents.
transmission channels: a channel per customer. At the end, we risk to create a net-
work congestion [10, 1]. In ﬁgure 1(a), we showhow the creation of manystream-
ing channels between customers and the video-on-demand server can clutter the
bandwidth (representing the ways used by video streams. Our main hypothesis
relies on the fact that often many customers ask for the same video content but
at different times of its visualization and want some interactivity on the viewed
content, thus a channel by customer is needed.
Our solution to face theses congestion troubles due to the multiple demands
of a same movie consists in reducing the path between the customer and the video
3server. For this, we place intermediate nodes in the used network to store a part or
the totality of the asked content. These nodes are placed closed to the customers,
for them they play an access node role, so that the path between the storage’splace
of the movie and the customer is reduced to the strict minimum. Figures 1(b)
and 1(c) present the setting up of these ReActiVE nodes within the network and
demonstrate the contribution to the solution. This approach consisting in placing
some active programs within the network come from the active network domain
[19, 18].
Nevertheless, the solution remains incomplete because several channels con-
tinue to exist between ReActiVE nodes and the video server (ﬁgure 1(b)). The
next step consists in using multicast technology [6, 14] to factorize the multime-
dia streams to be transmitted on the backbone [3]. Indeed, when one of the nodes
asks for a movie, it is sent on a multicast channel on which the set of nodes in-
terested in this content can register to get the stream and store it locally. The
ﬁrst customer that asks for a movie at a node initiates indirectly the retrieval from
the video server so that the following customers take advantage from the content
proximity on their access node.
Several ReActiVE nodes can be placed between the server or the video source
and the ﬁnal node at which the customers are connected. This ﬁnal node sup-
plies access to the ReActiVE network that is in charge to answer the demands of
customers. ReActiVE nodes are going to have potentially three roles:
 offer the possibility to the customers to reach the ReActiVE network, there-
fore it acts as an interface for customers (access supplier);
 a central role of interconnection with the other ReActiVE nodes and man-
agement of available content on a node (caching policy, etc.);
 a role of interface with the video source (a video source may be a server of
video content such as a television channel, a web cam or any other element
able to provide video content after digitization in MPEG format).
The global architecture of the ReActiVE network is described by the ﬁgure 2.
We have video sources that are connected to ReActiVE nodes and that permit to
inject content in the ReActiVE network. Customers can join some nodes strategi-
cally placed closed to them. The set of ReActiVE nodes makes a mesh in which
some have only a role of interconnection, used to make the link between sev-
eral nodes and to store some content, always in the goal to reduce the distance
between contents and customers. The placement strategy of the nodes relies on
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Figure 2: ReActiVE architecture with its differents roles
two aspects: the ﬁrst one consists in distributing access nodes where the users are
and the second one in placing some intermediate nodes to interconnect the access
nodes in order to form a reasonable lattice. The interconnection nodes also con-
tribute the more to the storage the closer they are to the users because the storage
capacity of the access nodes is not unbound. Therefore, they are used to optimise
storage nodes capacities in the most adequate way while storing the content that
interest customers. For this last aspect, we must use algorithms based on a notion
of interest in the content in relation to users for the hidden caching policies.
53 Software architecture of the nodes
The three different roles played by ReActiVE nodes are directly translated in the
software functionalities. In this section, we focus on the active aspect that con-
stitutes the central role of these nodes The proposed model is based on 6-tiers
architecture that we are going to describe in this section.
3.1 The proposed model
In the network area, the layer model (OSI - Open System Interconnection) is the
reference [5, 17, 2] and is interesting because every protocol layer can be de-
scribed, speciﬁed, implemented and used at its level by using only the described
and speciﬁed services from its closest layer below. This classical model has
proved itself useful for many years in the data processing and network area (open-
ing, standardization, good development properties, etc.).
If this layer model can not be used in the system that we describe, an inter-
esting parallel can be done with this model, and an analogous approach can be
led with a slightly different perspective. Nevertheless, it is to notice that the layer
model OSI is quite valid in the perspective of layers networks which takes the
global system as a basis, but offer little interest to the look of the connection poli-
cies dawn to not generalized in the proposed architecture network.
The ﬁgure 3 presents the approach kept in the setting of the methodology of
design of the ReActiVE software, and identify six layers.
3.2 Layer 6 : management of ﬂowing strategies
This layer is the higher layer level since is deals with the notion of streaming strat-
egy, that is the service given to the user. It takes into account the set of constraints
on the network and transforms a user request in distributed streaming events. A
strategy of diffusion is like a task scheduling process whose tasks are data stream-
ing. A diffusion strategy may be for example to broadcast the ﬁrst third of a
content from the cache stored in the local node, while the second third will be
meanwhile stored locally from another node and the third of the multimedia con-
tent will be streamed directly from a third node.
This layer permits to maintain at any moment the set of the current streaming
strategies on all the network and therefore to offer the context allowing to build
new optimized diffusion strategies to answer new user requests.
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Figure 3: Layers model
Like all layers at the control level (from level 3 up to 6), the layer 6 is a
communicating layer. Therefore it looks like a distributed layer on the set of
active nodes, that means that every node cooperates with the set of the other nodes
to offer the services of this layer.
3.3 Layer 5 : data ﬂow management
This layer manages all the content streams in all the network. Since the multicast
is heavily used, a stream is represented like a multicast tree with a source node
and a set of recipients nodes. This notion of stream deals with a part of the mul-
timedia content, that is the model of sending information, in a continuous mode
(streaming) from a source node toward a set of nodes recipients and is at a higher
level than the stream notion in the network area.
The ﬁfth layer register the list of all the content streams on all the network
every time. It also manages allocation problems about multicast channels such as
unique multicast IP group address or port number across all the network.
73.4 Layer 4 : contents management
This layer offers content management services across the network. It maintains
a valid state of the contents list and their availability in every network node at
any time. XML messages are used to inform the other nodes about the available
contents. In a same way, a demand of suppression or addition of content can be
transmitted to all the connected nodes.
3.5 Layer 3 : segments management
This layer introduces the notion of content segmentation. Its main interest is to
represent, in an identical way, video contents coming from movies or those com-
ing from live digitalization such as a TV channel. Every segment is number se-
quentially. All the segments are split in RTP packet for transmission between the
nodes and reassembled on the target nodes.
3.6 Layer 2 : RTP
This layer deals with the multimedia data stream using RTP (Real Time Transport
Protocol), more suitable for non-reliable and voluminous real time data transport
[16] by ordering packets and avoiding duplication.
This layer is the low level implementation and more classical streaming view
of the layer 5 higher level stream representation.
The RTP packets have a payloadidentiﬁer to describe the type of data (MPEG-
2 video or audio,...), a sequence number to ensure the packet ordering and a time-
stamp for just in time play-back.
Encoding and decoding, receiving and broadcasting of RTP streams are man-
aged at this level using the multicast services of the layer below to offer a segment
interface to the layer above.
Since RTP is a natively non-reliable UDP-based protocol and we may also use
it to transfer information to the cache of some other ReActiVE nodes interested in
the streamed content, we also use in this case a protocol to send again the lacking
packets.
3.7 Layer 1 : multicast IP
The ReActiVE application heavily rely on IP multicasting that is implemented a
this level.
8Whereas the previous layers are implemented in user land by the ReActiVE
application, thislayer is indeed directlyimplemented withinthe GNU/Linuxoper-
ating system with the help of the mrouted routing engine dealing with DVMRP.
Having the network layer independent of the ReActiVE node application im-
proves the reliability of the system because, even if upper layers fail, the multicast
infrastructure will go on for the other nodes.
3.8 Network management
This layer is a little bit special since it is shown on ﬁgure 3. It goes across all
the different identiﬁed layers and that’s why it is used by most other layers. It
maintains in every node at all times the global state of the network, the list of the
working active nodes, the network topology, the activity on each link, etc.
3.9 Summary
Whereas layers 1 and 2 deal with data, layers 3 to 6 are in charge of the control.
The layer model is analogous to the OSI model since every layer relies on
some services offered by the layer immediately below. However, one of the major
features of this model is that all layers from 3 and above are distributed, com-
municating and synchronized on the set of the active nodes connected at a given
time.
Whereas the active network technology invalidates or at least fades the OSI
model (it places all network functionalities at the applicative level), our model
introduced a new view of a layer model very similar but that details the active
network functionalities.
4 Conclusion
4.1 Present
We have presented a network architecture dedicated to the diffusion of multimedia
contents on IP network. Our solution is based on the contents distribution in order
to bring them closer to the users and we use multicast techniques to factorize sim-
ilar ﬂows. Our approach consists in placing programs and storage communicating
in a peer-to-peer way within crossroads of the Internet roads in order to be able to
control the multimedia data ﬂows. ReActiVE is therefore a software architecture
9(active programs managed in an out-of-band way) using the present network in-
frastructures. Computers (active nodes) are deployed through the network to run
these programs and to optimize the multimedia stream control.
A platform prototype has been developed to test the architecture presented in
this article. This platform has been developed mainly in java (for the active node
part) and in C/C++ (for the streaming video part) and use public domain software
(VideoLan, mpgtx,...). Experimentations have been led on a computer network
interconnected by 100-Mbit/s links and have shown the validity of our approach.
Nevertheless more experimentations on a larger network with 340 computers us-
ing the student house at ENSTBr are in development.
This platform has also been deployed at France Telecom Research & Devel-
opment in the frame of a research contract.
4.2 Perspectives
Several directions are possible to go on this work.
4.2.1 Infrastructure
A ﬁrsttrack to exploreconsistsin doinga quantitativeassessmentofperformances
of such an architecture deployment. It would be interesting to evaluate the gain
in term of network resource economy, in relation with an classical client-server
architecture, on a given topology. It could be made while comparing the per-
formance of the ReActiVE architecture with the performance gotten by a clas-
sic architecture, on the same topology, and to value the bandwidth economy and
therefore the global gain on the whole network.
4.2.2 New services
A second track, based of the present software platform, is to develop new services
with higher value for the user by using the node computation power such as real-
time program grids, program mosaic to visualize the set of available contents by
users, implicit video recorder, TV channel digitalizing, video security services,...
4.2.3 Optimizations
Many parts of the application are still to be optimized to get better performance.
Most of the low level Java code has to be moved out of the application down to
10the VideoLAN server or the kernel. The algorithms used in the management of
the strategies of diffusion and caching of contents according to criteria such as
the behaviour of users connected in a particular region (statistics on the type of
movies often asked,...) are to be reﬁned too.
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