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Resumen: 
En este artículo se presenta un nuevo criptosistema gráfico para cifrar imágenes basado en autómatas celulares reversibles con memoria. 
Su principal característica es que las imágenes original y cifrada están definidas por la misma paleta de colores y que la imagen 
recuperada es idéntica a la imagen original, es decir, no hay pérdida de resolución ni de definición en todo el protocolo, al contrario de lo 
que ocurre en la mayor parte de los criptosistemas gráficos presentados hasta la fecha. Además, el criptosistema propuesto es seguro 
frente a ataques por fuerza bruta, estadísticos y al texto claro elegido. 
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1. Introducción 
En el diseño de criptosistemas se han usado frecuentemente sistemas dinámicos (véase [4]). 
No obstante, no han sido muchos los protocolos basados en sistemas dinámicos que se han 
propuesto específicamente para el cifrado de imágenes (véase [2]). El principal problema 
que presentan es que son difíciles de implementar computacionalmente debido a la 
diferencia entre la aritmética caótica definida por el sistema dinámico usado y la aritmética 
discreta del ordenador. Además, la imagen descifrada suele presentar una pérdida de 
resolución que, aunque la hace reconocible, no es exactamente igual a la original.  
Recientemente se ha propuesto el uso de autómatas celulares en protocolos  criptográficos 
para imágenes (ver, por ejemplo [1, 3]), cuya principal característica es que se recupera la 
imagen original sin pérdida alguna de resolución. 
En este artículo se propone el uso de un autómata celular reversible con memoria para el 
diseño de un criptosistema simétrico gráfico. Mediante este nuevo método se cifran 
imágenes definidas por cualquier número de colores, siendo sus características 
fundamentales que la imagen cifrada es del mismo tamaño y está definida por la misma 
paleta de colores que la imagen original, y que la imagen descifrada es igual a la original. 
El resto del artículo está organizado como sigue: En la Sección 2 se presentan los conceptos 
básicos relacionados con los autómatas celulares con memoria. En la Sección 3 se introduce 
el nuevo criptosistema para imágenes, y se prueba la seguridad del protocolo propuesto. En 
la Sección 4 se muestra un ejemplo y, finalmente, en la Sección 5 se presentan las 
conclusiones y las líneas futuras de trabajo. 
2. Autómatas celulares con memoria 
Un Autómata Celular (AC) es un sistema dinámico discreto formado por un número finito 
o infinito de objetos idénticos llamados células, cada una de las cuales está dotada de un 
estado que va cambiando con el paso discreto del tiempo según una regla determinista. De 
forma más precisa, todo AC se puede definir como un conjunto A = (C, S, V, f), donde C es 
el espacio celular formado por n células, denotándose cada una de ellas por < i >, 0 ≤ i ≤ n-
1. S es el conjunto de estados, es decir, todos los posibles valores que puede tomar cada 
célula. En este trabajo supondremos que S es finito con |S| = k, por lo que tomaremos S = 
Zk. El conjunto de índices de C es el subconjunto finito ordenado Z⊂V , |V| = m, tal que 
para cada celda < i > ∈ C, su vecindad, Vi, es el conjunto ordenado de m células dado por: 
{ }. con  ,,,1 ViiV imi ∈++= ααα   Además, la función de transición local, f : Sm→S, es 
la función que determina la evolución del AC a lo largo del tiempo, es decir, los cambios de 
estado de cada célula teniendo en cuenta sus vecindades. Así, si Sa ti ∈
)(  representa el 
estado de la célula < i > en el instante t, y )(tiV  es el conjunto de estados de la vecindad de 
la célula < i > en ese instante t, el siguiente estado de la célula viene dado por: 
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Como el espacio celular es finito, se deben establecer condiciones de contorno para 
asegurar que está bien definida la evolución del AC. En este trabajo se consideran 
condiciones de contorno periódicas, es decir si ( )  nji mod≡ entonces )()( tjti aa = . 
El conjunto de estados de todas las células en el instante t se denomina configuración en el 
instante t y se representa por el vector ( ) . ,, )( 1)(0)( ntntt SaaC ∈= −  En particular, C(0) es la 
configuración inicial. Si denotamos por C al conjunto de todas las configuraciones posibles 
del AC, se denomina función de transición global del AC a la transformación lineal 
)1()(: +→Φ tt CC  C,C , que asigna a cada configuración su evolución en el tiempo. Si Φ 
es biyectiva entonces existe otro autómata celular, llamado inverso, cuya función global es 
Φ-1. Cuando existe este AC inverso, se dice que el autómata celular es reversible y su 
evolución hacia atrás en el tiempo es posible. 
Hasta el momento hemos supuesto que la evolución del AC considera que el estado de cada 
célula en el instante de tiempo t+1 depende del estado de las células vecinas en el instante t, 
. )(tiV  Sin embargo, se puede considerar que esta evolución también depende del estado de 
otras células en instantes de tiempo anteriores: t-1, t-2, etc. En este caso, la función de 










i Vfa  donde cada 
f(t-h) es una función de transición local específica. A este tipo de AC se les denomina 
autómatas celulares con memoria. 
3. Criptosistema para imágenes 
Sea I una imagen definida por n = r×s ≥ 128 pixels y una paleta de c colores. Dicha imagen 
puede ser representada como una matriz, M, de orden n = r×s, con coeficientes en Zc, 
donde c = 2b y b = 1, 8, 24, para imágenes en blanco y negro, escala de grises y en color, 
respectivamente. El coeficiente (i, j) de la matriz M representa el color que posee el pixel (i, 
j) de la imagen I. Esta representación matricial da lugar, si concatenamos las sucesivas filas 
de la matriz M, a una secuencia de n enteros P = (p0,...,pn-1), que denominaremos 
representación secuencial de la imagen I. 
El criptosistema propuesto consta de tres fases. En la primera (fase de inicialización) los 
dos usuarios (el emisor y el receptor) se ponen de acuerdo en la clave que van a compartir 
para cifrar la imagen que van a intercambiar y se define el AC que van a usar. En la 
segunda fase (fase de cifrado), el emisor cifra la imagen secreta para mandársela al 
receptor. Finalmente, en la tercera fase (fase de descifrado), el receptor usa el AC inverso al 
usado por el emisor en la primera fase y descifra la imagen recibida. 
Fase de inicialización. Antes de cifrar propiamente la imagen I, el emisor y el receptor se 
ponen de acuerdo en usar una semilla de 1024 bits, K, que hará las veces de clave del 
criptosistema, mediante la cual el emisor generará una secuencia pseudoaleatoria de 2n + 2 
bits usando el generador de bits pseudoaleatorios criptográficamente seguro BBS. Así se 
obtendrán dos secuencias de n + 1 bits cada una: ( ) )0()0(00 ,, nbbK =  y ( ))1()1(01 ,, nbbK = . 
Posteriormente el emisor construye la representación secuencial P de la imagen I, y  
mediante el uso de un generador de números aleatorio construye una secuencia de n enteros 
en Zc, { }. ,, 10 −= nzzZ   Finalmente se construye el AC reversible con memoria, A = (C, S, 
V, f), para ser usado en el criptosistema, cuyas características son las siguientes: el espacio 
celular C, es una secuencia de n = r×s células; el conjunto de estados viene dado por S = Zc; 
las vecindades están definidas por V = {-n/2,...,n/2}; y finalmente, la función de transición 
es: 



















i                                                   (1) 
Obsérvese que el AC con memoria así definido es reversible, siendo la función de 
transición del AC inverso la dada por: 



















i                                                       (2) 
Obsérvese que estamos suponiendo que n =r×s es par. Si en la imagen original no fuera así, 
añadiríamos un último entero adicional para que fuera par. 
Fase de cifrado. En esta fase el emisor define las primeras configuraciones del AC: C(0) = 
P, C(1) = Z, y aplica la función de transición dada por (1), calculando así las configuraciones 
C(2) y C(3). La imagen cifrada a enviar, J, está formada por la concatenación de las 
imágenes, J1 y J2,  cuyas representaciones secuenciales son las configuraciones C(2) y C(3). 
Esta concatenación se hace como una única imagen con doble número de columnas que 
la imagen original: J2 se pondría debajo de J1 formando una imagen de tamaño 2n = (2r)×s.  
La configuración C(1) debe ser diferente para cada imagen, y puede ser destruida una vez 
aplicado el protocolo. El número máximo de colores de la imagen cifrada, J, es, por 
construcción, de nuevo c; por tanto, I y J son imágenes definidas por la misma paleta de 
colores. 
Fase de descifrado.  Para descifrar una imagen cifrada, J, el receptor calcula, a partir de la 
representación secuencial de J, las dos configuraciones )3()0( CC =  y  )2()1( CC = , y aplica 
el AC inverso definido por (2) dos veces, obteniendo  )3( PC = , que es la representación 
secuencial de la imagen originalmente enviada. Obsérvese que la imagen recuperada es 
idéntica a la original debido a las propiedades de reversibilidad del AC usado. 
Obsérvese que si el número de píxeles de la imagen original es n = r×s, donde 16 ≤ n ≤ 127, 
el anterior protocolo funciona correctamente en virtud de las condiciones de contorno 
periódicas establecidas. 
El criptosistema propuesto es seguro frente a ataques por fuerza bruta dada la longitud de la 
clave: 1024 bits. Por otra parte, el criptosistema está a salvo del ataque estadístico. Ello es 
debido a que la configuración del autómata celular, C(1), se obtiene en el protocolo de 
cifrado mediante un generador de números aleatorios, y a que el generador de bits utilizado 
es el BBS. Además, el criptosistema propuesto es seguro frente a ataques al texto claro 
elegido. Así, si un posible atacante quisiera cifrar una imagen convenientemente elegida, 
por ejemplo, una imagen homogénea de un mismo color: ,10   ,Z)0( −≤≤∈= nipa ci  
entonces para obtener las secuencias de bits usadas, K0 y K1, habría de resolver el sistema 
de  2n ecuaciones no lineales con 3n+2 incógnitas, kkjj zabb =
)1()1()0( ,, , con nj ≤≤0 , 
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4. Ejemplo 
La imagen (a) de la Figura 1 es una imagen definida en tonos de gris y  con un tamaño de 
512×512 píxeles. Su imagen cifrada mediante el protocolo anterior es la imagen (b) de la 
misma figura. Como se comentó anteriormente está formada por la concatenación de las 
dos configuraciones obtenidas después de aplicar el autómata celular. Su tamaño es 
512×1024 píxeles y está definida por 256 tonos de grises. 
 
Figura 1. (a) Imagen original  (b) Imagen cifrada 
5. Conclusiones y futuras líneas de investigación 
En este trabajo se ha presentado un nuevo algoritmo para el cifrado de imágenes basado en 
el uso de autómatas celulares reversibles con memoria. Su principal característica es que no 
se produce ninguna pérdida de resolución en la imagen recuperada, siendo por tanto ésta, 
exactamente igual a la original. Además, dicho criptosistema es seguro frente a ataques por 
fuerza bruta, ataques de carácter estadístico y ataques al texto claro elegigo. Es, también, 
fácilmente implementable en una computadora debido a las propiedades intrínsecas de los 
autómatas celulares. 
Como futura línea de investigación, nos centraremos en tratar de reducir el tamaño de la 
imagen cifrada que, en este modelo, es el doble de la imagen original. 
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