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1. INTRODUCTION 
The first part of this article (Section 2) is dedicated to proving a fixed 
point theorem (Theorem 2.2) which is closely related to Krasnoselskii’s [8] 
theorem on operators compressing a cone in a Banach space (Theorem 2.1). 
In some sense, Theorem 2.2 is the converse of a result established by Voss 
[ 121. He proved a modified version of Krasnoselskii’s theorem on 
operators expanding a cone. Krasnoselskii’s theorems on operators 
compressing or expanding a cone in a Banach space are powerful tools to 
prove existence of solutions for nonlinear elliptic boundary value problems 
(see Amann [ 11). In [ 121 a superlinear (and thus expanding) boundary 
value problem was discussed. Our purpose in the second part (Section 3) 
of the present paper is to give an application of Krasnoselskii’s theorem on 
operators compressing a cone and its modified version Theorem 2.2. 
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We consider positive solutions to nonlinear boundary value problems of 
the form 
Lu(x) = -u”(X) + p(x) u’(x) + q(x) u(x) 
=f(x, u(x), u’(x)), x E (0, 1 h 
Bu= (B,u, B,u) 
= (au(O) + bu’(O), cu( 1) + U(l)) = (0, O), 
(l.la) 
(l.lb) 
where the linear part (L, B) is (weakly) inverse-monotone (i.e., Lu < 0 and 
Bu = (0,O) imply u < 0). In our applications the nonlinear term has the form 
f(x, u(x), u’(x)) = k(x)C4x)l-z Cu’(x)l”, (1.2) 
where CI > 0, e > 0, and k is a nonnegative real and Lebesgue measurable 
function. By using Green’s function G(x, S) for the pair (L, B), we trans- 
form (l.la), (l.lb) into the equivalent equation 
u(x) = i%(x) : = J; G( 4 s)f(s, ds), u’(s)) & XE [O, 11. (1.3) 
Then the abovementioned fixed point theorems are applied to establish the 
existence of positive solutions. 
Problems like (l.la), (l.lb) with j’ given by (1.2), appear in the study of 
similarity solutions for the equation 
e,=v. (zqe) IIveIp-1 ve), (1.4) 
which arises in different physical situations. For example, it models water 
infiltration or the flow of a gas through porous media (in these applications 
0 stands for the volumetric moisture content and the gas density, 
respectively, and l/p ranges from 1 (for laminar flow) to 2 (for completely 
turbulent flow) (see [6] and their references). 
The solution of certain initial, boundary, and free boundary problems for 
Eq. (1.4) depends only on the similarity variable 
v=r.t-ll(P+l) > 
where r is a radial variable. By using a transformation, the analysis of these 
problems reduces to finding concave solutions for the equation 
(1.5) 
subject to appropriate boundary conditions (here k(x) = C[K(x)] i/P and 
n = 1,2, 3 correspond to plane, cylindrical, and spherical symmetry). 
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Consider, for example, the one-dimensional case (n = 1). The initial- 
boundary value problem with data 19(0, t) = 1, 0(x, 0) = 0, for t > 0 and 
x > 0, and the initial problem with datum 
Qb,O)= o 
1 
1 if x<O 
if x>O 
correspond to solve (1 S) with boundary conditions 
u(0) = u’(0) = 0, (1.5a) 
or 
u(0) = u( 1) = 0, 
respectively. Another boundary condition is 
(1.5b) 
u(0) = 0, u(l)-&L(l)=O, D> 1, (1.5c) 
which appears when the value 0 = 1 is assumed to be attained at a moving 
boundary x = yi . t’j”‘+ ‘) and is related to a model for the growth of 
precipitate particles by diffusion (see [3, 73, and the references). 
This analogy between Eq. (1.5) with boundary conditions (1.5a), (1.5b), 
or (1.5~) and those initial-boundary, initial, and free boundary problems 
for Eq. (1.4) was pointed out in [4]. We also refer to [4] for a 
bibliographic review on the two kinds of papers: the previous work 
concerning similarity solutions for Eq. (1.4), and those dealing only with 
singular elliptic problems like ( 1.1 a), ( 1.1 b). 
In Section 3 we first study the case cr = 0, and Krasnoselskii’s 
Theorem 2.1 is applied to establish the existence of a positive solution. For 
the case d > 0, however, in which the nonlinear term also depends on u’(x), 
it is no longer possible to use Theorem 2.1 directly. Instead, in such a case 
we apply its modified version (Theorem 2.2) to prove the existence of a 
solution. We restrict our application to the abovementioned case: 
Lu = -u”, and Bu = (u(O), u( 1) - Du'( 1 )), where D > 1. 
Both cases cr = 0 and 0 > 0 require the construction of suitable subcones 
of the cone C, [0, 1) of nonnegative, continuous functions on [0, 11. One 
of the advantages of the approach used here is that the geometrical 
structure of these subcones leads directly to pointwise bounds for the 
solutions which can be improved iteratively via the cone iteration 
techniques introduced by Sprekels and Voss (cf. [ 10, 111). 
One interesting feature of problem (l.la), (1 .l b) with the nonlinear term 
given by (1.2) appears when at least one of the boundary conditions is of 
Dirichlet type in view of the singularity at u = 0. In such cases, in spite of 
the regularity that p, q, and k could have, problem (l.la), (1.1 b) cannot 
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always have a regular solution. There are cases where the problem (Lla), 
(l.lb) cannot even have a solution in the class C ’ [0, 1 ] (for example, 
when c1> 1 and k is a constant). 
In dealing with singular problems, it is a common practice to study first 
a more regular (and then more tractable) case, then, by using some limit 
process, try to consider the more general singular situation. In all our 
applications of Section 3 we assume that the function k satisfies the condi- 
tion (3.5) which is a necessary and sufficient condition to have solutions 
with continuous derivative in [0, 11. More general results concerning the 
integrability of the function k(x) can be obtained by using other techni- 
ques, as shown in the Appendix. Another kind of approach that could be 
used (see [7]) is as follows: First solve (l.la), (l.lb), avoiding the 
singularity by replacing the nonlinear term by 
f,(x, u(x), u’(x)) =f(x, 4x) + 6, u’(x)). 
If E > 0, the solution is in the class C ‘[O, 11. Then a comparison result 
allows us to pass to the limit as E -Y 0. 
2. THE FIXED POINT THEOREMS 
As mentioned in the Introduction, our purpose in this section is to prove 
a generalization of Krasnoselskii’s (cf. [S]) theorem on operators 
compressing a cone, modified to cones that allow plastering. We make it 
the content of the following theorem. 
THEOREM 2.1 (cf. [8]). Let the closed cone K # { 0} in the Banach space 
(X, I/. 11) allow plastering; i.e., let there exist a continuous linear functional 
A: K + [w + and some constant y > 0 such that 
A(u) 2 Y Ilull, for all u E K. (2.1) 
Furthermore, let there exist some h E K\ (0) and real numbers 0 < r < R such 
that the completely continuous operator 
T:K,,.={~EK[~QA(~)GR}+K 
satisfies 
Tu#(l +&)U, whenever u E K, A(u) = R, and E > 0, 
Tu#u-Ah, whenever UEK, A(u)=r, andA>O. 
Then there is some U E K,, R such that ii = Tii 
(2.2) 
(2.3) 
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Remark 1. Note that C, [0, l] does not allow plastering; i.e., we must 
use proper subcones of C, [0, 11. 
Remark 2. An operator T satisfying (2.2) (2.3) for 0 < r < R is called a 
compression of the cone K (cf. [8]). If (2.2), (2.3) hold with O< R <r, T is 
called an expansion of the cone K; in this case a corresponding fixed point 
result is true (cf. [S] ). 
Our modified version of Theorem 2.1 is the following: 
THEOREM 2.2. Let K # { 0 > denote a closed cone in the real Banach space 
(X, 11. II), and let A: K + [w + denote a linear and continuous functional. 
Suppose there exist 0 < r < R, b > 0, and some u0 E K, such that 
44 > b, llhll < r, (2.4) 
and such that the completely continuous operator 
T: Kh, r, R = llullBR;max(~,~)>lj--K 
satisfies the conditions 
A(Tu)bb, whenever ZJE K, //u/l Q r, and A(u) = b, (2.5a) 
u#tTu+(l-t)u,, whenever t E [0, 1) and 
u E K with Ilull = r, A(u) < b, 11 Tull > r, (2.5b) 
Tu#(l +e)u, whenever E > 0 and u E K, II u II = R. (2.5~) 
Then T has at least one fixed point U in K with llUl[ <R and max(A(zi)/b, 
Il4/r) 3 1. 
Remark 3. K,, r, R iS nonempty Since obviously u0 E Kb, r, R. 
Remark 4. The typical geometrical situation of the theorem is depicted 
in Fig. 1, where the positive quadrant stands for K, the hatched region 
indicates the region containing the fixed point, and U is the set used in the 
upcoming proof. 
To prove Theorem 2.2, we need some properties of the fixed point index 
which are listed in the following lemma: 
LEMMA 2.3. Let Q be a retract of a Banach space (X, /I .II). For every 
open bounded subset U of Q and every completely continuous operator 
T: U-P Q which has no fixed points on the boundary 8U of U, there exists 
an integer i( T, U, Q) (the fixed point index) with the properties: 
(i) i( T, U, Q) = 1, for every constant map T: U + U; 
(ii) tf i( T, U, Q) # 0, then T has a fixed point in U; 
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(iii) if U, , U2 are disjoint subsets of U such that T has no fixed points 
in O\(U, u U,) then 
i(T, U,Q)=iCT U1, Q)+i(T, U,,Q); 
(iv) if H: [0, 1 ] x u + Q is completely continuous with u # H( t, u) 
for every (t, u) E [0, 1 ] x au, then i(H( t, ), U, Q) is well-defined and 
independent of t E [O, 11. 
ProoJ: See [ 11, 
Proof of Theorem 2.2. Extend T onto K, : = {u E K ( lIz.IJ < R} by 
putting 
1 
TU, if Ilull Q R and max(A(u)/b, Ilulllr) B 1, 
Fu = Xmax(4u)/b, ll~lllr) - WI Tu, 
if l/2 <max(A(u)/b, Ilull/r) d 1, 
0, otherwise. 
Clearly, i? K, -+ K is completely continuous. 
114 = r 
FIGURE 1 
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Moreover, if n(u) = b and /ull 6 r, then max(A(u)/h, /lull/r) = 1, and thus 
% = Tu, from which /i( %) = A( Tu) 2 b, by (2Sa). 
Next, if Ilull = r, ,4(u) < b, and jlTul\ > r, then again pu= TM and thus 
u # t% + (1 - t) u0 whenever t E [0, 1). 
Applying Lemma 2.2 in [12], we can conclude either 
F-ii = u, for some U E K with n(ti) = b and /Itill <r 
(in which case U is a fixed point of T in Kh. r, R), (2.6a) 
or 
i(F, U, K)=O, where U= {UE K I A(u) < b, Ilull <r}. (2.6b) 
Assume (2.6a) does not hold, and assume also there is no U E K with 
IlUll = R and U = Tzi. We show that this implies 
i(F, K,, K)= +l. (2.7) 
Once (2.7) is proved, the excision property of the fixed point index yields 
i( F, KR\ 0, K) = + 1; i.e., T has a fixed point U E KR\ 0 which implies that 
U= Tii. To verify (2.7), consider the mapping H(t, U) = t% on [0, 1 ] x K,. 
It follows that u # H(t, u), whenever UE K, Ilull = R. Indeed, if [lull = R and 
u = H(r, u) = th = tTu, then obviously t # 0, and also t # 1, by assumption. 
Thus Tu = (l/t)u with t E (0, l), which contradicts (2.5~). The homotopy 
invariance yields 
i(T, KR, K)=i(H(O,.), K,, K)=i(u-+O, KR, K)= +l. 
This concludes the proof. 1 
3. APPLICATIONS 
In this section we consider the nonlinear boundary value problem (l.Ia), 
(l.lb) with f given by (1.2). Let p, qE C[O, 11, a, b, c, d be such that 
(L, B) is weakly inverse-monotone; i.e., whenever Lu(x) 3 0 on [0, l] and 
Bu = (0,O) for some UE C*[O, 11, then u(x)>0 on [0, 11. Let G(x, s) be 
the Green’s function associated with (L, B). G is continuous on 
[0, 1 ] x [0, l] and, due to the weak inverse-monotonicity, positive on 
(0, 1) x (0, 1). In this section, by a solution of (l.la), (l.lb) we mean a 
function u in the space 
W:‘(O, l)={u~C’[0, l] I Bu=(O,O) 
and u has a generalized second derivative U” E L’ (0, 1) 1 
such that (l.la) holds for almost every (a.e.) XE (0, 1). 
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3.1. The Case Q = 0 
In this case the problem (l.la), (l.lb) can be transformed into the 
Hammerstein equation 
u(x) = Tu(x) : = jO’ G(x, s) k(s)[u(s)] -’ ds, XE [O, 11. (3.1) 
In order to apply Krasnoselskii’s Theorem 2.1 to solve Eq. (3.1), we need 
to construct suitable subcones of C, [0, 11. To this end, we show: 
LEMMA 3.1. Let 2~ (0, 1) be arbitrary, and fet y, z E C*[O, l] satisfy 
Ly(x) = 0 = Lz(x), in co, 1 I, (3.2a) 
B, y= B,z=O, y(X) = 1 = z(X). (3.2b) 
Let (p,,, !P,,EC+[O, l] be given by 
cpo(x) = 
i 
y(x), XdX 
Ye(x) = 
i 
z(x), x<x 
z(x), x2-f y(x), x > 2 
Then, for every u E W, 2, ‘(0, 1) with Lu(x) 3 0, for a.e. x E (0, 
ing inequalities are satisfied: 
1 ), the follow- 
(3.4) 
(3.3) 
Proof: Let UE Wi ‘(0, 1) be given such that u(x) := Lu(x) 2 0, a.e. in 
(0, 1). If UE C2[0, 11, then the assertion follows from [12, Lemma 3.11. If 
u$C*[O, 11, define u, := pE * u, where, for E > 0, pE denotes the standard 
mollifier. Defining u by zero outside [0, 11, we have u, E C” [0, l] and 
v, -+ u in L’(0, 1 ), as E + 0 + . Moreover, u, is obviously nonnegative on 
[O, 11. Consequently, the (unique) solution U,E C’[O, l] of the linear 
problem Lu, = v,, Bu, = (0, 0), satisfies (3.4). Now, for any x E [0, 11, 
I&) - u(x)1 G lo1 lG(x, s)l . Iv(s) - u,(s)1 ds 
d max 
(x. S)E co, 112 
IW, s)l lb - u,Il L~(o, 1j, 
and thus U, -+ u, uniformly on [0, 11. Taking the limit as E + O+, we 
obtain that (3.4) also holds for u, which concludes the proof. 1 
Remark 5. Obviously, cpo(x) > 0, Ye(x) > 0, for XE (0, 1). Furthermore, 
if x E (0, 11, then either cpo(x) > 0 or cpb(x) # 0. Suppose that u E W$ ‘(0, 1) 
is a solution of (l.la), (l.lb). Lemma 3.1 implies that also u(x)>0 for 
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x E (0, l), and if x E (0, 1 }, then either u(x) > 0 or u’(x) # 0. Since 
ku-*EL’(O, l), then also kq;‘EL’(O, 1). Conversely, we will show that if 
kv;“EL’(O, l), then problem (l.la), (l.lb) has a solution in W%‘(O, 1). 
In the sequel, let X E (0, 1) be fixed, say X = l/2. Motivated by 
Lemma 3.1, we introduce the linear functional 
A:c+[o,1]+R+, A(u) = u(X), 
and, for cp, YE C, [0, l] with cp d Y and Y#O, the cone 
K(cp, Y) := {UEC+[O, l] 1 U(x)(p(x)6U(x)<U(x) Y(x), XE [O, 11). 
Obviously, K(cp, Y) allows plastering with respect to the functional A. 
Moreover, we have: 
LEMMA 3.2. Let cpO, Yy, be defined by (3.3), and let k satisfy 
f 
I 
k(s)[cp,(s)] --a ds < +co. (3.5) 
0 
Furthermore, put K : = K(cp,, Yo) and, for 0 < r < R, 
K r,R:= (u~K1 rdA(u)<R}. (3.6) 
Then T: K, R + K is completely continuous. 
ProoJ: Let 0 < r < R be given. Then, for any u E K, R, 
R~“[Y,,(x)]~“< [u(x)]- “<r~-“[qo(x)]~“, XE (0, 1). (3.7) 
In view of (3.5), this implies that the set T(K, R) is uniformly bounded. 
Moreover, for any x, y E [0, 11, u E K, R, 
ITu(x)- Tu(y)l dr-” 
s ’ IG(x, s) - G(Y, s)l k(sKcpob)l-a 4 (3.8) 0 
i.e., T(K,, R) is equicontinuous. 
To see the continuity of T on K, R, let {u,} c K, R converge uniformly 
to UEK,,~. Then, u,,(x)>~, u(x)>O, for XE(O, 1) and thus, [U,(X)]-“+ 
[U(X)]-“, pointwise in (0, 1). By Lebesgue’s theorem, Tu,(x) -+ Tu(x), 
pointwise in [0, 11. The equicontinuity of T(K, R) shows that Tu,(x) + 
Tu(x), uniformly. 
Thus, T is a completely continuous operator from K,, R into C[O, 11. To 
see that T(K, R) c K, let u E K,, R and u = Tu. Then, due to the general 
properties of the Green’s function, u E C1 [0, l] and Bo = (0,O). It thus 
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remains to show that v has a generalized second derivative v” EL’(O, 1) 
such that Lv(x)>O, a.e. in (0, 1). To this end, put w=ku-“. Then 
w~L’(0, l), and 
w, + w in L’(0, l), as s--*0+, (3.9) 
where, for E > 0, w, = pE * w, with the standard mollifier pE. Next, let 
o, E C*[O, l] denote the solution of Lv, = w,, Bv, = (0,O). Obviously, as 
c-O+, 
0, + v and vi -+ u’, uniformly on [0, 11. (3.10) 
From Lv,= w, we obtain that, for any cp~c,“(O, l), 
s 
1 1 
v’(x) q’(x) dx = lim 
0 s 
v:(x) q’(x) dx = lim 
c+o+ 0 s ’ (-4’(x)) v(x) dx C-of 0 
= I ; (w(x) -P(X) v’(x) -q(x) v(x)) dx) dx. (3.11) 
Thus, v has the generalized second derivative v” = -w + pv’ + qo E L’(0, 1 ), 
and moreover, 
Lv(x) = w(x) = k(x)[u(x)] -cL > 0, 
which concludes the proof. 
a.e. in (0, l), (3.12) 
We are now prepared to prove the following theorem: 
THEOREM 3.3. Suppose k satisfies the condition (3.5) and is positive on a 
set of nonzero Lebesgue measure. Define 0 c r< R by 
[j 
’ G(x,s)k(s)[!Po(s)]-*ds 1 
l/(0: + I ) 
r:= , (3.13a) 
0 
I/Car + 1) 
RI= G(x, s) k(s)[cp,(s)] --Ix ds 
1 
. (3.13b) 
Then the operator T defined in (3.1) has a fixed point ii E K, R (and, 
consequently, (l.la), (l.lb) has a solution). 
Proof In view of Theorem 2.1 and Lemma 3.2, it suffices to show that 
Tu(X) 
<u(X), if UEK, u(X)=R 
2 u(X), if u E K, u(X) = r. 
(3.14) 
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To this end, let u E K, u(X) = R. Then 
i%(X) = I’ G(f, s) k(s)[u(s)] -’ ds < [u(X)] -OL i“ G(x, s) k(s)[cp,(s)] -’ ds 
0 0 
Q u(X), by definition of R. 
The other inequality follows similarly. 1 
Remark 6. We have the bound 
w,(x) d U(x) < RY,(x), Odxdl, (3.15) 
and the method of cone iteration, introduced in [ 10, 1 I], can be applied to 
construct increasing (decreasing) sequences { cp,,} ({ Y,, )) c C, [0, l] such 
that, with 
r ‘= n . 
[J 
o1 G(% s) W)CY’,(s)l --I ds 1 
l/(2 + 1) 
, 
[I 
1 1 
I/(* + 1) 
R, :.= G(% 3) k(sfC~&)l -J ds , 
0 
there follows 
V{u~K(cp,-~, Yn-l) I rn- 6~bKR-,})~K(cp,, Y,), 
and thus 
r,(P, (xl G 4x) d R, y, b), 06x61, nEN. 
For details we refer to [ 10, 11). 
(3.16a) 
(3.16b) 
rzEN, 
(3.17) 
(3.18) 
Remark 7. It should be clear that the result of Theorem 3.3 can be 
generalized to nonlinearities 
f(x, u) = g(x, u) + 4x1 (3.19) 
having the property that h~L’(0, 1) is nonnegative and 
k,(x) u-‘dg(x, u)<kz(x) up’, for XE [0, 11, u>O, (3.20) 
where k, satisfies (3.5) and k, is positive on a subset of (0, 1) with nonzero 
Lebesgue measure. It would even suffice to have such asymptotic growth 
conditions for u T co and u 10. 
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3.2. A Particular Case for o > 0 
We restrict ourselves to the case Lu = -1.4” and Bu = (u(O), u( 1) - 
Du’( 1 )), where D > 1. We thus want to determine a function u > 0 such that 
U’(X) Z 0 and 
-d(x) = k(x)[u(x)] -OL [u’(x)]“, x E (0, 11, 
u(0) = 0, Du’( 1) = U( 1). 
(L, B) is inverse-monotone with the Green’s function 
(3.21a) 
(3.21b) 
XQS 
X>S’ 
(3.22) 
We treat (3.2 1) in the fixed point form 
Tu(x) : = I ’ G(x, s) k(x)[u(s)] -’ [u’(s)]” ds = u(x), XE [O, 11. 0 
(3.23) 
Here we are going to show how Theorem 2.2 can be applied to solve the 
fixed point problem (3.23). In [3, 71 problem (3.21) with 0 < 1 was studied 
by using another kind of approach. Again, we assume that k is positive on 
a set of positive Lebesgue measure. Since 0 > 0, we will have to look for 
fixed points of T in suitable subcones of Ci+ [0, l] := C'[O, l] n 
C, [0, 11. We observe that the following inequalities hold for any (x, s) E 
co, 11 x [IO, 11: 
xG(1, s) < G(x, s), (3.24a) 
x ; G(x, s) < G(x, s) < y(D - 1 +x) ; G(x, s), (3.24b) 
G(L SK; G(O, s), (3.24~) 
where y = min ( 1, D - 1 }. We thus introduce the subcone 
K= {ud’+[O, l] 1 U’ is nonnegative and decreasing on [0, 11, 
u( 1) < u’(O), and for any x E [0, l] 
there hold the inequalities 
xu( 1) d u(x), xu’(x) < U(X) < y(D - 1 + x) U’(X)}. 
(3.25) 
Observe that, for any u E K, 
Ilull = max(Il4,, lI4l,) =max(41), u’(O))= u’(O). (3.26) 
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Next, we define the continuous linear functional 
A:K+R+, A(u) = 41 h 
and for O<hbr<R 
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(3.27) 
We have the following analogue of Lemma 3.2: 
LEMMA 3.4. Assume that o > c1> 0 and that 
s 
1 
k(s) s-’ ds < +a~. (3.29) 
0 
Then the operator T in (3.23) is completely continuous from Kb,r,R into K 
whenever 0 < b < r < R. 
Proof: Let O<b<r<R, and let UEK~,~,~. Then, for O<xbl, 
[u(x)]-” [u’(x)]“~x~a[u’(x)]“-“~x~“[u’(0)]”-”~x-”R”--”. (3.30) 
In view of (3.29) we may argue as in the proof of Lemma 3.2 to see that 
T is a completely continuous mapping from K,, r, R into C \ [0, 11. The 
result now follows from the properties (3.24at(3.24c) of the Green’s 
function. 1 
For what follows we always assume 0 >cc >O and (3.29). In order to 
apply Theorem 2.2 we have to construct u. E K and 0 < b < r < R such that 
(2.4) and (2.5at(2.k) hold. Now note that, for UE K\(O), 
A(Tu)= Tu(l)=jO 
2y-O s ’ G( 0 
I 
ay-” s (31 0 
if only 
G( 1, s) k(s)[u(s)] -’ [u’(s)]” ds 
, s) ~(s)[u(s)]~-~ (D- 1 +s)-“ds 
,s)k(s)s”-‘(D-1 +s))Ods[u(l)]“P’~u(l), 
cut1 11 
1+=-a< ,y-O J G(l,s)k(s)s”-“(D-1 +s)-Ods =:6,. (3.31) 
0 
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Assume now that 
l>a-a>O. 
From (3.31) (3.32) we conclude that n(Tu)>/l(u), whenever 
/i(u)=u(l)< [~,]1/(1+~+0), 
Now choose 
(3.32) 
r > b, and u0 E K such that A(Q) > b and 11 +/I < r. Then (2.4), (2Sa), and 
obviously also (2Sb), are satisfied. To construct some R >O with (2.5c), 
observe that, for UE K\(O), 
IjTu/) = (Tu)’ (0) = j; g G(0, s) k(s)[u(s)] --I [u’(s)]” ds 
d s 
:; G(O,s)k(s)sFds.u’(O)“~” 
provided that 
G u’(O) = I/4, 
Ilull >p := s,’ & G(O,s)k(s)s~‘ds)l’ii+‘ui 
( 
(3.34) 
Thus Tu # (1 + E)U, whenever u E K, I/uJI 2 p, and E > 0. Since k is positive 
on a set of positive measure, we have p > b. It follows that (2.5~) holds for 
the choice 
R : = max(p, r + T), (3.35) 
where 7 > 0 is arbitrary. 
Summarizing, we have the following result: 
THEOREM 3.5. Suppose k satisfies (3.29) and is positive on a set of non- 
zero Lebesgue measure, and suppose that 1 > o - c( B 0. Then the fixed point 
equation (3.23) has a positive solution ii such that UE K, IlUll <p, and 
A(U) > b, with b and p given by (3.33) and (3.34), respectively. Moreover, 
UE wy(O, 1) ( i.e., U is a solution of (3.6a), (3.6b)). 
Proof It remains to show that 11” EL’(0, 1). But this follows 
immediately from (3.21a), since (3.30) implies w : = k(ii’)” (zi-” E 
L’(O, 1). I 
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Remark 8. Condition (3.29) is just (3.5), modified to the present situa- 
tion. 
Remark 9. Unfortunately, we have not been able to prove complete 
continuity in the case 0 < 0 < CL Indeed, if 0 < a < a we have the estimate 
(O<x< 1) 
[u(x)]-” [u’(x)]“>x-“[u(x)]“-“>/x”cu(l)]O-~. (3.30)’ 
But from u E &, r, R we cannot deduce a lower bound for u( 1). 
Remark 10. The assumptions (3.29) and (3.32) are not too restrictive. 
Indeed, consider k(x) = 1, and let CI > 1 and a - o! > 1. Integrating 
Eq. (3.21a) from x to 1 we obtain 
[d(x)12-~=~ {U(1)1-%4(X)‘~~}+24’(1)~-~. (3.36) 
But this is impossible because the right-hand side of the above equation 
tends to -cc as x+0+. 
Remark 11. From the proof of Theorem 3.5 it follows that (3.23) 
cannot have any solutions in K with either A(u) <b or [lull > p. 
Remark 12. The results of Theorem 3.5 for a < 1 can be extended to 
consider functions kc L’(0, 1) (see [3, 71). 
4. APPENDIX 
In this appendix we show how the results of Theorem 3.3 can be 
extended to include a wider class of functions k. To simplify, we consider 
Dirichlet boundary conditions B, u = u(O), B,u = u( 1 ), and we assume 
q(x) 3 0. 
THEOREM 4.1. Let k satisfy 
I I k(s)[q,(s)] -‘+I ds < co. 0 (4.1) 
Then, under the above conditions, the operator T defined in (3.1) has a fixed 
point 24 E C[O, 11. 
Proof: This theorem was proved in [S] for Lu = --u” and Q = 1. Their 
arguments can be reproduced here, and we will sketch them in what 
follows. Define 
if XE [l/n, 1 - l/n], 
elsewhere. (4.2) 
409/153/2-11 
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Each of these functions satisfy the conditions of Theorem 3.3. Thus, there 
exists U,E W? ‘(0, 1) such that 
u,(x) = f G( x, s) k,(s)Cu,(s)l--l 4 for XE [0, 11. (4.3) 
0 
In order to pass to the limit in both sides of (4.3) we need the following 
two results: 
(a) Let O<k,dkz, a.e. in (0, 1). If, for i = 1,2, ui is a solution 
corresponding to ki, then ui < u2 on [0, I]. This is a consequence of the 
maximum principle (cf. [9]). 
(b) For fixed XE (0, l), G(x, s)/(pO(s) is a bounded function. 
To prove this assertion we need to determine G and ‘pO. Let U(x) be the 
solution of LU = 0 satisfying the initial conditions U(0) = 0, U’(0) = 1. Let 
l’(x) be the solution of LV=O satisfying V(l)=O, V’(l)= -1. The 
Green’s function G is defined by (cf. [2]) 
if 0 <x d s, 
if sdx<l, (4.4) 
where W= UV’ - VU’ is the Wronskian of U and V. W is a strictly 
negative and continuous function on [0, 11. According to the definition of 
cpO(x) in Lemma 3.1, for X= l/2 
q&) = u(x) 1 1 
U( l/2)’ 
if xQ-, 
2 
cp()(x) c-w 
V( l/2)’ 
if x2-. 
2 (4.5) 
Consider first 0 < x < l/2. Then 
f U(f) V(x), 
if s d x, 
G(x,s) -1 m U(x) V(s) 
cpds) =- W(s) Us) ’ 
if x<s<$, (4.6) 
We conclude the proof of the assertion recalling that U(s) is a strictly 
positive function for s > 0. A similar argument holds for x 2 l/2. 
Combining (a) and (b), we conclude that {u,} is a nondecreasing 
sequence of uniformly bounded functions that converges pointwise on 
[O, 11 to a function U(X) which satisfies the fixed point problem (3.1). 
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