Abstract. For some continued fractions Q = 60 + al/(bx + • ■ ■ ) with mth convergent Qm, it is shown that relative errors are monotone in some arguments. If all the entries a and ft; in Q are positive, then the relative error \Q",/Q -1| is bounded by \Q",/Qm+\ -1|, which is nonincreasing in the partial denominator />; for each j > 0, as is \Qm/Q -1| for j ^ m + 1.
For computation of various functions in suitable regions, continued fractions provide the current method of choice because of their speed of convergence for a given accuracy. Another advantage is that in certain cases error bounds are rather easily available at each stage, since one or two successive convergents are alternately above and below the final result. Thus, even in regions where continued fractions are less efficient than other methods, they may provide checks on the accuracy of those methods, which may lack such easy error bounds of their own. Then, monotonicity properties of the errors in some of the arguments are useful in reducing the amount of checking to be done. This note treats such monotonicity properties, specifically for Laplace and Gauss continued fractions useful in computing hypergeometric functions and thus probabilities of the gamma and beta families such as Poisson and binomial probabilities. For a different monotonicity property of continued fractions, see [9] . 1 . Continued Fractions. A continued fraction is given by two sequences of numbers ( K} " > o and {an}n>x, and will be written as (1.1) 0 = ^0 + 7^1 bx+ b2 + In this paper all the a-and bj will be real numbers. Let Tn(z):= an/(bn + z) for any z (the symbol " := " means "equals by definition"). Then the with convergent of the continued fraction is given by Qm = bo+Tx(T2(---(Tm(0))---))
if this is defined, where 0/0 is undefined but a/0 = oo for a =£ 0 and b/(c + oo) = 0 for any finite b, c. Qm is usually written as
The continued fraction will be called convergent to a finite value Q if for m large enough, Qm is defined and finite and limm_00(2m = Q-A convergent continued fraction will be said to terminate at the m th term for the least value of m such that am = 0. Associated with a continued fraction is the Wallis-Euler recurrence formula [15, p. 5] If for a given _/' = 0,1,2,..., the vectors (Aj_x,Aj) and (Bj x,Bj) are linearly independent (as is true for j' = 0 by the definitions), then the two-dimensional space of all sequences {Xj}i>J_1 satisfying (1.3) for i>j + 1 has a basis given by M/}/> y-i an(l {-®i}i>y-i-^ne linear independence is equivalent to non vanishing of the determinant Z)-:= A^_XB--AjBj_x, where
The following fact is known; for example, it follows from a special case of [13, Eq. (8) ], and follows rather directly from [16, Eq. (6.1)]. It has been applied to study the propagation of errors; here it will be used in proving monotonicity properties. Proof. For j > 1, this is the last form in (1.10) with 3/36, interchanged with the limit Qk -* Q. To justify the interchange, first note that if the continued fraction has terminated by i = j, then simply Q = Qk, k >y. Otherwise, the Qj¡k defined in (1.6) are the convergents of a continued fraction converging to some Qjao, and we have If (2.1) applies, and Q converges, one can stop calculating Q when Qm-X/Qm is as close to 1 as desired. In this case it may be better to use (1.3) individually rather than " two terms at a time" as in (1.4). Next, here is a first monotonicity result. respectively. Now by Theorem 2.1, (2, -0.,-x has the sign of (-l)i+1. Also, since j' -1 < m, Q2 i -Qm+iQm has the sign (-l)J. So, the displayed expressions have sign opposite to that of Qm -Qm+X (or are 0), which implies the first result. For the case of Qm/Q, with j < m + 1, the proof is essentially the same, using The following fact is known, at least in some cases [12, Qi < 04 < Qi < 08 < • • < Q < • • • < Qi < 06 < 03 < 02-If Q fads to converge, the inequalities are true with " < Q < " deleted.
For an alternating continued fraction, in view of (3.1), Q is between Qm and Qm+2 f°r any w, so it is natural to consider the error after two more terms, rm,2{Q) ■= (QJQm+2) -l.
To compute Q to a given relative error (neglecting rounding errors), we can iterate (1.3) and (1.4), stopping when \rm 2(Q)\ is as small as desired. For ratios of cumulative to individual probabilities we have 
The lower cumulative binomial B(k,n,p) need not be treated separately, since it equals E(n -k, n, q) -1 -E(k + 1, n, p). Now the relative errors rm2(Q) := Qm/Qm+1 -1 in some of the above continued fractions will be treated as functions of A or p. 5.7. Theorem. For any fixed integers k and m > 0, the relative error \rm2(Q)\ in (5.2) is decreasing in X for X > k and converges to 0 as X î + oo. Likewise in (5.5), \rm2(Q)\ is increasing in X for X < k + 1 and converges to 0 as X |0. In (5.6), for fixed k, n and m, \rm2(Q)\ is increasing in p for p < (k + l)q/(n -k) and converges to 0 for p 10.
Proof. In all three of these continued fractions we have b0 = 0, ax = 1 and br = 1 for all r > 1. All are alternating, for the ranges of variables being considered, so that (3.1) and (3.2) apply. We consider pairs of variables (a2j, a2J+x) for j = 1,2,... .In (5.2), replacing A by ¡i > X multiplies both a2j and fl2y+i by À/u. Equivalently, one can leave a2j and a2j + x fixed and replace b2j = 1 by b2j = u/A. By On such "deceptive" convergence see also [7] .
Waadeland [17] considers partial derivatives dQ/dak when bn = 1. His results do not seem strongly related to those in (1.10) and (1.11) above.
