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Abstract
In this article we give two criteria for bounding the number of non-contractible limit cycles of a family
of differential systems on the cylinder. This family includes Abel equations as well as the polar expression
of several types of planar polynomial systems given by the sum of three homogeneous vector fields.
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Résumé
En cet article nous donnons deux critères pour borner le nombre de cycles limite non-contractibles d’une
famille des systèmes différentiels sur le cylindre. Cette famille inclut des équations d’Abel aussi bien que
l’expression polaire de plusieurs types de systèmes polynomiales planaires données par la somme de trois
champs de vecteurs homogènes.
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We consider systems in the cylinder R × R/[0,2π] of the form{
dρ
dt
= ρ˙ = α˜(θ)ρ + β˜(θ)ρk+1 + γ˜ (θ)ρ2k+1,
dθ
dt
= θ˙ = b(θ) + c(θ)ρk, (1.1)
where t is real, k ∈ Z+ and all the above functions in θ are smooth, 2π -periodic and either
vanish identically or have finitely many zeros. For these systems there are two types of periodic
orbits, the ones that can be deformed continuously to a point which we call contractible periodic
orbits, and the ones that are not, which will be called non-contractible periodic orbits. As usual,
a periodic orbit isolated in the set of all the periodic orbits will be called limit cycle. In this work
we will focus our attention on non-contractible limit cycles of the above system.
Note that Abel equations are included in the above form: take k = 1, b(θ) ≡ 1 and c(θ) ≡ 0.
Also planar polynomial systems of the form
(x˙, y˙) = X1(x, y) + Xk+1(x, y) + Y2k+1(x, y),
where Xi are homogeneous vector fields of degree i, for i = 1, k + 1 and
Y2k+1(x, y) =
(
xf2k(x, y), yf2k(x, y)
)
,
being f2k(x, y) a homogeneous polynomial of degree 2k, write in polar coordinates in the
form (1.1). In particular, quadratic systems are contained in the above expression with k = 1
and Y3 = 0. It is well-known that there are examples of quadratic systems having 4 limit cycles,
three surrounding one critical point and one more surrounding a different critical point. Writ-
ing these examples in the form (1.1) we obtain systems with k = 1, having three contractible
limit cycles and a non-contractible one and, similarly, having one contractible limit cycle and
three non-contractible ones. Moreover, by increasing k, examples with more contractible or non-
contractible limit cycles can be constructed. Hence, criteria to control the number of limit cycles
of (1.1) are needed.
Our main results will be precisely stated bellow, but in few words what we do is consider the
next two functions associated to system (1.1):
A(θ) = k(c(θ)2α˜(θ) + b(θ)2γ˜ (θ) − b(θ)β˜(θ)c(θ)),
B(θ) = −2kc(θ)α˜(θ) + kb(θ)β˜(θ) + c(θ)b′(θ) − b(θ)c′(θ), (1.2)
and prove results that allow to control the number of non-contractible limit cycles of system (1.1)
when one of the functions A(θ), B(θ), b(θ)A(θ) or b(θ)B(θ) does not change sign.
It is not difficult to see that in the cases where system (1.1) is obtained from a planar vector
field by changing it to polar coordinates, the function b(θ) controls the behaviour near the origin.
More specifically, if b(θ) does not vanish then the origin of the plane is a monodromic point
(a focus or a center) while if the function b(θ) has a zero of odd multiplicity, then the origin
of the plane has an orbit tending to it, either in backward or forward time, see [1]. The first
situation (b(θ) = 0) with γ˜ (θ) ≡ 0 has been widely studied in the literature because, as we will
see later, there is a useful and well-known change of variables – the Cherkas’ transformation –
that converts system (1.1) into a differential Abel equation, see for instance [2–4]. The case with
b(θ) = 0 and γ˜ (θ) ≡ 0 has been already considered in [7]. Nevertheless, the change of variables
mentioned above can not be applied in the second situation (i.e. when b(θ∗) = 0 for certain θ∗)
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are over the function A(θ), see [3,5,6].
Our main result focus on the case b(θ) vanishing, takes into account both functions A and B
and it is not restricted to systems coming from planar differential equations. Our approach is
inspired in the study of the Abel equations done by Pliss in [10, Theorem 9.7].
Theorem A. Consider system (1.1) in the cylinder and suppose that the function b(θ) has at least
one zero. Define the functions A(θ) and B(θ) given in (1.2). Then
(a) If one of the functions A(θ) or B(θ) does not change sign then system (1.1) has at most 2
non-contractible limit cycles if k is odd, or at most 4 non-contractible limit cycles if k is
even. Furthermore both bounds are sharp.
(b) If one the functions b(θ)A(θ) or b(θ)B(θ) does not change sign then system (1.1) has at
most 3 non-contractible limit cycles if k is odd, or at most 6 non-contractible limit cycles if
k is even.
In the above result we do not know if the upper bounds given in the case (b) are sharp.
Next result when k is odd is more or less of common knowledge, but we have not found any
reference to the even case in the literature. We prove,
Theorem B. Consider system (1.1) in the cylinder and suppose that the function b(θ) has no
zeroes. Define the functions A(θ) and B(θ) given in (1.2).
If one of the functions A(θ) or B(θ) does not change sign then system (1.1) has at most 3
non-contractible limit cycles if k is odd or at most 5 non-contractible limit cycles if k is even.
Furthermore both bounds are sharp.
As we will see in Section 4, the above results can be improved when one of the functions A,B
or b is identically zero.
In Section 5 we give a list of systems of the form (1.1) where one of the associated functions
A,B,bA,bB does not change sign while the other three do change. In this sense we can say that
the four criteria, presented in the above theorems for giving upper bounds for the number of non-
contractible limit cycles of (1.1), are independent. In that section we also apply these theorems
to a family of planar vector fields.
Remark 1.1. It is curious, and useful to use the theorems, to observe that the functions A(θ)
and B(θ) can be seen as next determinants:
A(θ = k
∣∣∣∣∣
α˜(θ) β˜(θ) γ˜ (θ)
b(θ) c(θ) 0
0 b(θ) c(θ)
∣∣∣∣∣ ,
B(θ) =
∣∣∣∣b′(θ) c′(θ)b(θ) c(θ)
∣∣∣∣− k
∣∣∣∣2α˜(θ) β˜(θ)b(θ) c(θ)
∣∣∣∣ .
As we have said before, the function A(θ) has appeared several times in the literature asso-
ciated to planar systems that can be transformed into system (1.1). On the other hand, as far as
we know, the results obtained using the function B(θ) when b(θ) vanishes are completely new.
For this reason we pay more attention to this case and we study the following problem: Are there
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function B does not change sign? In Section 6 we prove,
Theorem C. Let X2n+1 be the linear space of planar real polynomial vector fields of the form
X1 + X2n+1 endowed with the coefficients norm. The set of vector fields having an associated
function B not vanishing is an open non empty subset of X2n+1.
The paper is organized as follows: in Section 2 we prove some preliminary results about
Eq. (1.1); in Section 3 we prove Theorems A, B; in Section 4 we study the cases where one of
the functions b(θ), A(θ) or B(θ) is identically zero; Section 5 is devoted to give several examples
of applications of our main results and, finally, in Section 6 we prove Theorem C.
2. Preliminary results and geometry of the curve {θ˙ = 0}
In order to control the number of non-contractible limit cycles of system (1.1), we present
next lemmas which prove that it is enough to study the case k = 1.
Lemma 2.1. Consider system (1.1) with k an odd number. Then, it is conjugated to the following
one: {
r˙ = α(θ)r + β(θ)r2 + γ (θ)r3,
θ˙ = b(θ) + c(θ)r, (2.1)
defined on the cylinder, with u(θ) = ku˜(θ) for u ∈ {α,β, γ }.
Proof. To prove that both systems are conjugated it is enough to apply the change of variables
r = ρk to system (1.1), obtaining system (2.1). 
Lemma 2.2. Consider system (1.1) with k an even number and system (2.1) assuming u(θ) =
ku˜(θ) for u ∈ {α,β, γ }. The following statements are true:
(a) Assume that b(θ) has no zeroes. System (2.1) has  non-contractible limit cycles in r  0, if
and only if system (1.1) has 2 − 1 non-contractible limit cycles.
(b) Assume that b(θ) vanishes. System (2.1) has  non-contractible limit cycles in r  0 if and
only if system (1.1) has 2 non-contractible limit cycles.
Proof. First of all, we note that if (ρ(t), θ(t)) is a limit cycle of system (1.1) with k an even
number, then (−ρ(t), θ(t)) is also a limit cycle of such system. We also remark that, depending
whether b(θ) vanish or not, we will have or not ρ = 0 as a periodic orbit of system (1.1) (if b(θ)
does not vanish, ρ = 0 is always a periodic orbit of system (1.1)). Former statement is also true
for system (2.1).
In order to know how many non-contractible limit cycles system (1.1) has, it is enough to
double the number of non-contractible limit cycles that system (1.1) has in ρ > 0 and, depending
whether b(θ) vanish or not, to add or not one more. Taking this fact into account, the proof of
statement (b) follows easily by using the same arguments than in the proof of statement (a).
To prove (a), if we apply the change of variables r = ρk to system (1.1) when ρ  0, then it
is transformed into system (2.1) with r  0. System (2.1) has  non-contractible limit cycles in
r  0 if and only if system (1.1) has  non-contractible limit cycles in ρ  0 and, by using former
considerations, system (1.1) has 2 − 1 non-contractible limit cycles. 
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Now we will study the geometry of the curve {θ˙ = 0} = {(r, θ) ∈ R×R/[0,2π]: θ˙ = 0}.
Lemma 2.3. Let us consider system (2.1) and assume that the function b(θ) has at least one zero.
1. The curve {θ˙ = 0} is the graph of the function r = −b(θ)/c(θ).
2. The curve {θ˙ = 0} is a finite union of curves given by sectors of type (a), (b), (c), (d), (e), (f)
or (g) of Fig. 1.
3. If {θ˙ = 0} has any sector of type (a) then system (2.1) has no non-contractible limit cycles.
4. The shadowed regions of sectors (b) and (c) in Fig. 1 are positively or negatively invariant
for the flow of system (2.1).
Proof. The proof of the first statement is trivial.
If there is a θ∗ ∈ [0,2π] such that b(θ∗) = c(θ∗) = 0, then the curve {θ = θ∗} is invariant
by the flow of system (2.1) and {θ˙ = 0} has a component of type (a). Moreover, because of its
invariance, the system cannot have non-contractible limit cycles. This proves the third statement
of the lemma.
Given θ1, θ2 such that b(θi)c(θi) = 0 (but not both zero at the same time) for i = 1,2 and
consecutive (i.e. if θ ∈ (θ1, θ2) then b(θ)c(θ) = 0), we have the different sectors depending on
the different cases according to which of the function is zero and which is the sign of the other
one. For instance, in the case that b(θ1) = c(θ2) = 0, and c(θ1) > 0, b(θ2) > 0 we have sector (b)
and so on.
The proof of the last statement is a simple computation of the sign of the flow on the different
lines θ = θi . 
Remark 2.4. Although we have reduced the study of the case k even to the case k = 1, we want
to remark that in the even case, the curve {θ˙ = 0} can have empty sectors. This will occur for
those θ such that b(θ)c(θ) > 0.
In next lemma, we prove that the orbits of system (2.1) that make a complete turn around the
cylinder cannot intersect the curve {θ˙ = 0}. In particular next lemma applies to non-contractible
periodic orbits.
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Lemma 2.5. Let Γ be a piece of an orbit of system (2.1), not necessarily periodic, that gives a
complete turn around the cylinder. Assume that function b(θ) vanishes. Then Γ cannot intersect
the curve {θ˙ = 0}.
Proof. If Γ intersects the curve {θ˙ = 0}, then r˙ = 0 in the contact point because, otherwise
such a point will be an equilibrium point of the system. Hence, Γ intersects the curve {θ˙ = 0}
transversally.
Observe that Γ cannot cross sectors (b) and (c) because of the invariance of the shadowed
regions proved in the previous lemma.
Suppose then that Γ crosses one of the sectors (d) or (f) (the cases (e) and (g) are similar). As
the curve {θ˙ = 0} separates the regions θ˙ > 0 and θ˙ < 0, when Γ meets {θ˙ = 0} it must change the
sign of its angular component. But because of the uniqueness of the solution, it cannot cross itself
and hence such an orbit could not give, in forward time, a complete turn around the cylinder. See
Fig. 2 to see its behaviour when it intersects a sector of type (d); the other cases are similar. 
Remark 2.6. By using the former lemma, observe that γ = {(r(t), θ(t))} is a non-contractible
periodic orbit of system (2.1) if and only if γ = {r = r(θ)} is a solution of the differential equa-
tion
dr
dθ
= α(θ)r + β(θ)r
2 + γ (θ)r3
b(θ) + c(θ)r , (2.2)
satisfying r(0) = r(2π). Hence, from now on, in order to simplify the notation, we will refer
to the non-contractible limit cycles γ = {(r(t), θ(t))} of system (2.1) as r = r(θ), 2π -periodic
solutions of Eq. (2.2).
Next lemma will be useful to prove Theorem A(a) when the function B(θ) does not change.
Lemma 2.7. Let Γ1 and Γ2 be two pieces of orbits of system (2.1), not necessarily periodic, which
give a complete turn around the cylinder and write them as Γi = {(θ, ri(θ)), θ ∈ [0,2π]}, i =
1,2. Assume that b(θ) vanishes. Then sign( b(θ)+c(θ)r1(θ)
r1(θ)
) = sign( b(θ)+c(θ)r2(θ)
r2(θ)
).
Proof. First, we observe that Γ1 and Γ2 cannot intersect {r = 0}, because this curve is invariant
by the radial flow. Hence, for each i, ri(θ) is either positive or negative for all θ . By using that
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lemma we have that Γ1 and Γ2 are in the same connected component of {θ˙ = 0} if and only if
r1(θ)r2(θ) > 0, as we wanted to prove. 
3. Proofs of Theorems A, B
Proof of Theorem A. By Lemmas 2.1 and 2.2 we know that we can restrict our attention to the
case k = 1. Furthermore from Remark 2.6 we have that in order to study the number of non-
contractible limit cycles of system (2.1) it is enough to study the number of limit cycles of the
differential equation (2.2).
(a) First we prove that if function A(θ) does not change sign then differential equation (2.2)
has at most two 2π -periodic solutions. Suppose that it has three 2π -periodic solutions. Let us
call r = ri(θ), i = 1, . . . ,4, these three solutions plus the curve r = 0. We can suppose that
r1(θ) < r2(θ) < r3(θ) < r4(θ).
We define the positive function
H(θ) = (r1(θ) − r4(θ))(r2(θ) − r3(θ))
(r1(θ) − r3(θ))(r2(θ) − r4(θ)) . (3.1)
Some easy computations leads us to
d(ln(H(θ)))
dθ
= −b(θ)A(θ) (r1(θ) − r2(θ))(r3(θ) − r4(θ))∏4
i=1(b(θ) + c(θ)ri(θ))
. (3.2)
Since one of the functions ri(θ) is identically zero, one of the factors in the denominator is
b(θ) + c(θ)ri(θ) ≡ b(θ), that cancels out with b(θ) in the numerator.
By one hand, if we integrate the left-hand side of expression (3.2) between 0 and 2π , then we
obtain
2π∫
0
d(ln(H(θ)))
dθ
dθ = ln(H(θ))]2π0 = ln
(
(r1(θ) − r4(θ))(r2(θ) − r3(θ))
(r1(θ) − r3(θ))(r2(θ) − r4(θ))
)]2π
0
= 0, (3.3)
because the solutions ri(θ) are 2π -periodic.
On the other hand, from Lemma 2.5, we have that b(θ) + c(θ)ri(θ) = 0 for all ri ≡ 0 and
as A(θ) does not change sign and it is a continuous function, we have that the right-hand side of
the equality (3.2) has a definite sign and, when we integrate it between 0 and 2π , is not equal to
zero. Whence, we get a contradiction with (3.3).
Now we prove that if the function B(θ) does not change sign then the same upper bound
holds. Similarly, in this case we define the function
H(θ) = (r1(θ) − r4(θ))(r2(θ) − r3(θ))H1,4(θ)H2,3(θ)
(r1(θ) − r3(θ))(r2(θ) − r4(θ))H1,3(θ)H2,4(θ) , (3.4)
where
Hi,j (θ) = 2c(θ)ri(θ)rj (θ) + b(θ)
(
ri(θ) + rj (θ)
)
.
Note that, whenever ri(θ)rj (θ) ≡ 0 we can write
Hi,j (θ) =
(
b(θ) + c(θ)ri(θ)
r (θ)
+ b(θ) + c(θ)rj (θ)
r (θ)
)
ri(θ)rj (θ). (3.5)i j
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Easy computations leads us to
d(ln |H(θ)|)
dθ
= 2bB (r1 − r2)(r3 − r4)(r3r4H1,2 + r1r2H3,4)
H1,3H2,3H1,4H2,4
, (3.6)
where we have skipped the dependence on θ in the right-hand side of the equality.
Observe that, as one of the functions is the zero function, two of the Hi,j of the denominator
and one in the numerator have a b(θ) as a common factor and cancel out; for instance, if r3(θ) ≡ 0
the expression (3.6) is
d(ln |H(θ)|)
dθ
= 2b(θ)B(θ) (r1(θ) − r2(θ))(−r4(θ))r1(θ)r2(θ)r4(θ)b(θ)
r1(θ)b(θ)r2(θ)b(θ)H1,4(θ)H2,4(θ)
= −2B(θ)(r1(θ) − r2(θ))r
2
4 (θ)
H1,4(θ)H2,4(θ)
.
If we integrate (3.6) between 0 and 2π we obtain, by one hand,
2π∫
0
d(ln |H(θ)|)
dθ
dθ = ln∣∣H(θ)∣∣]2π0 = 0, (3.7)
because the solutions ri are 2π -periodic.
On the other hand, as B(θ) does not change sign and it is a continuous function, we have that
the right-hand side of (3.6) has a definite sign. We arrive to a contradiction with (3.7).
To prove that the upper bounds given above are sharp consider{
r˙ = r(1 − r)(4 − r) = 4r − 5r2 + r3,
θ˙ = sin(θ)2 + r.
The solutions r = 1 and r = 4 are non-contractible limit cycles of the system. We compute now
the functions A(θ) and B(θ), and we get
A(θ) = 4 + sin
2(θ)
4
+ 5
2
sin(θ) > 0, for all θ ∈ [0,2π],
B(θ) = −8 − 5
2
sin(θ) + cos(θ)
2
< 0, for all θ ∈ [0,2π].
Hence, we have proved that our results are sharp.
(b) The proof of this item is similar to the proof of the previous one. We omit some details.
Suppose there exist four 2π -periodic solutions of Eq. (2.2). Let us call r = ri(θ), i = 1, . . . ,5,
these solutions plus the curve r = 0, that for simplicity we assume that is the second one, i.e.
r2(θ) ≡ 0. We also suppose that, r1(θ) < r2(θ) < r3(θ) < r4(θ) < r5(θ).
By taking the positive function
H(θ) = (r1(θ) − r5(θ))(r3(θ) − r4(θ))
(r1(θ) − r4(θ))(r3(θ) − r5(θ)) ,
it turns out that
d(ln(H(θ)))
dθ
= −b(θ)A(θ) (r1(θ) − r3(θ))(r4(θ) − r5(θ))∏5
(b(θ) + c(θ)ri(θ))
,i=1,i =2
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2π∫
0
d(ln(H(θ)))
dθ
dθ = ln(H(θ))]2π0 = 0, (3.8)
we arrive, as in the case (a), to a contradiction. From this contradiction we prove that if the
function b(θ)A(θ) does not change sign then the bound for the number of limit cycles of Eq. (2.2)
is three.
Similarly, we prove now that if the function b(θ)B(θ) does not change sign then the bound
for the number of limit cycles of Eq. (2.2) is also three. In this case we define the function
H(θ) = (r1(θ) − r5(θ))(r3(θ) − r4(θ))H1,5(θ)H3,4(θ)
(r1(θ) − r4(θ))(r3(θ) − r5(θ))H1,4(θ)H3,5(θ) ,
where functions Hi,j are given in (3.5). Observe that, as before, because of Lemma 2.7 we have
that H(θ) = 0, for all θ ∈ [0,2π].
Some easy computations leads us to
d(ln |H(θ)|)
dθ
= 2bB (r1 − r3)(r4 − r5)(r4r5H1,3 + r1r4H4,5)
H1,4H3,4H1,5H3,5
, (3.9)
where we have skipped again the dependence on θ of the right-hand side of the equality. Pro-
ceeding as in the previous cases we arrive again to a contradiction. 
Proof of Theorem B. As in the proof of Theorem A, by Lemmas 2.1 and 2.2, we can restrict
our attention to the case k = 1. Furthermore from Remark 2.6 we have that in order to study
the number of non-contractible limit cycles of system (2.1) it is enough to study the number of
2π -periodic orbits of the differential Eq. (2.2). Finally, when the function b(θ) has no zeroes we
can apply the Cherkas’ transformation to Eq. (2.2), see [3]. This transformation is (r, θ) → (x =
r/(b(θ) + c(θ)r), θ) and it writes this system as the Abel equation
dx
dθ
= A(θ)
b(θ)
x3 + B(θ)
b(θ)
x2 + C(θ)
b(θ)
x. (3.10)
Furthermore it transforms the non-contractible limit cycles of system (1.1) into isolated 2π -
periodic orbits of this Abel equation. By using [4, Theorems A and B] the result follows because
these theorems assert that if one of the functions A/b or B/b does not change sign then the
maximum number of 2π -periodic solutions of the above Abel equation is 3.
To prove that our bound is sharp it suffices to consider the system{
r˙ = r(1 − r)(4 − r) = 4r − 5r2 + r3,
θ˙ = 1. 
Remark 3.1. Notice that given a trigonometrical function C(cos(θ), sin(θ)) the problem of
knowing whether it changes sign or not can be treated as a problem of studying the maxima
and minima of the two variable function C(x, y) subject to the restriction x2 + y2 = 1, i.e. a
Lagrange‘s multipliers problem. This problem is algebraic solvable for low degrees of C.
4. Some degenerate cases
In this subsection we will deal with three cases of system (1.1) that we call “degenerate”. The
first one is when the function b(θ) ≡ 0; the second one, when A(θ) ≡ 0; and the third one when
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improved.
As in the previous section we know that it is not restrictive to fix our attention to the case
k = 1 and either to Eq. (2.2) when b(θ) vanishes or to the Abel equation (3.10) when b(θ) does
not vanish. The result in this second case follows easily from the results of [4] and Lemmas 2.1
and 2.2. We have:
Theorem 4.1. Consider system (1.1) and assume that the function b(θ) has no zeroes.
(a) If A(θ) ≡ 0 then either it has a continuum of non-contractible periodic orbits or it has at
most 2 non-contractible limit cycles if k is odd or at most 3 if k is even. Moreover, these two
bounds are sharp.
(b) If B(θ) ≡ 0 then either it has a continuum of periodic orbits or it has at most 3 non-
contractible limit cycles. Moreover, this bound is sharp.
Remark 4.2. Observe that case (b) of the above theorem is the only one along the paper where the
bounds for non-contractible limit cycles coincide, whatever k odd or k even is. This is because
system (1.1) with k odd and B(θ) ≡ 0 is also symmetric with respect x = 0, once we have
transformed it into an Abel equation through the Cherkas’ transformation.
For the case b(θ) vanishing we have the following results:
Theorem 4.3. Consider system (1.1) and assume that b(θ) ≡ 0.
(a) It has no contractible periodic orbits.
(b) It has either a continuum of non-contractible periodic orbits or at most 2 non-contractible
limit cycles if k is odd or at most 4 if k is even. Moreover, these two bounds are sharp.
Proof. (a) Note that contractible periodic orbits of system (1.1) must intersect the set {θ˙ =
c(θ)ρk = 0}. This is impossible because the set {ρ = 0} is full of critical points and if there
exists some θ∗ such that c(θ∗) = 0 then the line θ = θ∗ is invariant by the flow.
(b) Non-contractible periodic orbits of system (1.1) can only exist when c(θ) does not vanish.
Thus we can consider the differential equation (2.2) that, in our case, writes as
dr
dθ
= α(θ)r + β(θ)r
2 + γ (θ)r3
c(θ)r
= α(θ) + β(θ)r + γ (θ)r
2
c(θ)
,
which is a Ricatti equation. It is well known, see for instance [8], that this equation has, either a
continuum of periodic orbits or at most two closed solutions that will be the two non-contractible
limit cycles of the system. The upper bound of limit cycles is reached by taking suitable constant
functions. 
Theorem 4.4. Consider system (1.1) and assume that the function b(θ) has at least one zero.
(a) If A(θ) ≡ 0 then either it has a continuum of non-contractible periodic orbits or it has at
most 1 non-contractible limit cycle if k is odd or at most 2 if k is even. Moreover, these two
bounds are sharp.
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most 1 non-contractible limit cycle if k is odd or at most 2 if k is even. Moreover, these two
bounds are sharp.
Proof. (a) Consider the differential equation (2.2) and suppose that it has two non-contractible
periodic orbits. Let us prove that, in this case, all the other solution r = r(θ) of this equation
that give a complete turn around the cylinder are non-contractible periodic orbits. To fix ideas,
let us call r1(θ) and r2(θ) the two non-contractible periodic orbits; let r3(θ) be any other of such
solutions and let r4(θ) be function r4(θ) ≡ 0.
For simplicity we assume that r1(θ) < r2(θ) < r3(θ) < r4(θ). All the other cases can be
treated similarly.
By using the function H(θ) as defined in expression (3.1), we have that d ln(H(θ))
dθ
≡ 0. Then,
H(θ) is a constant function and in particular H(0) = H(2π). If we impose this condition, then
we get
H(0) = r1(0)(r2(0) − r3(0))
r2(0)(r1(0) − r3(0)) =
r1(2π)(r2(2π) − r3(2π))
r2(2π)(r1(2π) − r3(2π)) = H(2π).
This equality implies that r3(2π) = r3(0), as we wanted to prove. Then, either system (1.1) has
a continuum of periodic orbits or it has at most one non-contractible limit cycle.
To prove that the bound given in the statement of the theorem is sharp, consider next system{
r˙ = r(1 − r)( sin(θ)2 + r)= sin(θ)2 r + (1 − sin(θ)2 )r2 − r3,
θ˙ = sin(θ)2 + r.
Obviously r = 1 is a limit cycle of the system because θ˙ > 0 over it. It is easy to check that
A(θ) ≡ 0. Then, we have proved that the bound for k = 1 is sharp. As usual, the other cases
follow by using Lemmas 2.1 and 2.2.
(b) Again it suffices to study the differential equation (2.2). From Lemma 2.7, we can assume,
changing time if necessary, that all non-contractible periodic orbits of the system are contained
in the subset of the cylinder {(b(θ) + c(θ)r)/r > 0}. Suppose now that Eq. (2.2) has two non-
contractible periodic orbits, r1(θ) and r2(θ). Let r3(θ) be another solution that gives a complete
turn around the cylinder and r4(θ) ≡ 0. Consider the situation r1(θ) < r2(θ) < r3(θ) < r4(θ);
any other ordering can be treated similarly.
Consider the function H(θ), as defined in expression (3.4), i.e.
H(θ) = r
2
1 (θ)(r2(θ) − r3(θ))H2,3(θ)
r22 (θ)(r1(θ) − r3(θ))H1,3(θ)
,
where we recall that each Hi,j (θ), i ∈ {1,2} and j = 3, is defined as in expression (3.5) and,
hence, it is such that Hi,j (θ) = 0. Even more, we have that H(θ) > 0 for all θ and that
d(ln(H(θ)))
dθ
= 2B(θ)(r1(θ) − r2(θ))r
2
3 (θ)
H1,3(θ)H2,3(θ)
≡ 0.
Hence the function H(θ) is constant and in particular H(0) = H(2π). Imposing this equality we
get
(
r3(0) − r3(2π)
)(b(0) + c(0)r3(0) + b(2π) + c(2π)r3(2π))= 0.
r3(0) r3(2π)
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also a non-contractible periodic orbit. Whence, either system (1.1) has a continuum of periodic
orbits or it has at most, one non-contractible limit cycle.
To prove that the bound is sharp for k = 1, consider{
r˙ = r(1 − r)(f (θ) + r) = f (θ)r + (1 − f (θ))r2 − r3,
θ˙ = sin(θ)2 + r,
where
f (θ) = cos(θ) + sin(θ)
4 + sin(θ) .
It is clear that {r = 1} is a non-contractible limit cycle and some computations give that function
B(θ) ≡ 0. As usual, the other cases follow by using Lemmas 2.1 and 2.2. 
Remark 4.5. Observe that in the case A(θ) ≡ 0, the curve {θ˙ = 0} is a curve of critical points,
since r˙|θ˙=0 = −A(θ)/b(θ)2 ≡ 0.
5. Examples
In this section we give several examples of application of Theorems A and B.
5.1. Systems on the cylinder
In this subsection we give a list of systems of the form (1.1) with k = 1 where one of the
associated functions A,B,bA,bB does not change sign while the other three do change, and
study their number of non-contractible limit cycles. Notice that similar examples with different
values of k can be constructed by using Lemmas 2.1 and 2.2.
We start with two examples for which the function b(θ) has no zeroes. In the first one A(θ)
does not change sign and B(θ) does; in the second one A(θ) changes its sign meanwhile B(θ)
does not. In both cases we prove that they have exactly 3 non-contractible limit cycles.
As a first example, consider system (1.1) given by{
r˙ = r(1 − r)(f (θ) − r) = f (θ)r − (1 + f (θ))r2 + r3,
θ˙ = 1 + r, (5.1)
with
f (θ) = (cos(θ) + 2 sin(θ))2 − 1.
We compute the functions A(θ) and B(θ) and we get:
A(θ) = 2(cos(θ) + 2 sin(θ))2  0,
B(θ) = 2 − 3(cos(θ) + 2 sin(θ))2.
The last function does change sign because B(0)B(3π/4) < 0
We prove now that system (5.1) has three non-contractible limit cycles. Observe that r = 0
and r = 1 are limit cycles of the system. Let us compute the stability of r = 1 by using the
Poincaré map, h(r), which is defined between {θ = 0} and {θ = 2π}, in a neighborhood of the
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by next integral
h′(r)|r=1 = exp
( 2π∫
0
∂S
∂r
(r, θ)
∣∣∣∣
r=1
dθ
)
= exp
(
1
2
2π∫
0
(
1 − f (θ))dθ
)
= exp
(−π
2
)
< 1,
where dr
dθ
= S(r, θ). Then, r = 1 is a stable non-contractible limit cycle.
Observe that if we take the curve r = M  1 and we compute the vector field on it, we get
r˙ > 0 and θ˙ > 0. Then, the vector field points up and, roughly speaking, this means that the
infinity is attractor. But, r = 1 was attractor too and there are no other critical points on the strip
S = {1  r M} for system (5.1). Hence, by using the Poincaré–Bendixson Theorem on the
cylinder, there must exists at least one more non-contractible limit cycle in S . Whence, system
(5.1) is an example of system (1.1) with A(θ) not changing sign, B(θ) changing sign and having
exactly three non-contractible limit cycles.
As a second example, consider system (1.1) given by{
r˙ = r(1 − r)(g(θ) − f (θ)r) = g(θ)r − (f (θ) + g(θ))r2 + f (θ)r3,
θ˙ = 1, (5.2)
with
f (θ) = 1
10
(
(3 + 2√2) cos2(θ) + 10 sin2(θ) + cos(θ)(11 sin(θ) − 2 − 2√2)),
g(θ) = 1
10
(−3 sin(θ) − (4 + 3√2) cos(θ) sin(θ) + cos2(θ) + 5 sin2(θ)).
We compute the functions A(θ) and B(θ) and we get A(θ) = f (θ),B(θ) = −(f (θ) + g(θ)).
It turns out that A(θ) changes its sign because A(π/4)A(7π/4) < 0, but the function B(θ)
does not, as it can be easily checked.
As in the previous example we have that r = 1 and r = 0 are non-contractible limit cycles of
the above system (because θ˙ > 0 on each of them). To prove that system (5.2) has one more non-
contractible limit cycles, as in former example, we compute their stability through the Poincaré
return map, h(r). We obtain that r = 0 and r = 1 are both unstable limit cycles.
Hence we obtain that another limit cycle must exist between r = 0 and r = 1. Whence, system
(5.2) is an example of system (1.1) with A(θ) changing sign, B(θ) not changing sign and having
exactly three non-contractible limit cycles.
Finally we give four examples of system (1.1) with k = 1, such that in each of them, one of
the concerned functions A(θ), B(θ), b(θ)A(θ) or b(θ)B(θ) does not change sign while the other
three do change.
Consider next four systems:{
r˙ = fi(θ)r + (1 − fi(θ))r2 − r3 = r(1 − r)(fi(θ) + r), i = 1,2,
θ˙ = sin(θ)2 + r,
(5.3)
and {
r˙ = fi(θ)r − (1 + fi(θ))r2 + r3 = r(1 − r)(fi(θ) − r), i = 3,4,
θ˙ = sin(θ)2 + r,
(5.4)
where
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Summary of the examples of Section 5.1 with b(θ) vanishing
(5.3)
f1
(5.3)
f2
(5.4)
f3
(5.4)
f4
Does A(θ) change sign? Yes Yes No Yes
Does B(θ) change sign? No Yes Yes Yes
Does b(θ)A(θ) change sign? Yes Yes Yes No
Does b(θ)B(θ) change sign? Yes No Yes Yes
Number limit cycles 2  2 2  2
Maximum number limit cycles 2 3 2 3
f1 = cos(θ) − 18 cos
2(θ) + sin(θ)
4 + sin(θ) ,
f2 = sin(θ)(cos(θ) − 10 sin(θ) − (10 − 9
√
2) cos(θ) sin(θ) − 10 sin2(θ))2
4 + sin(θ)
+ cos(θ) + sin(θ)
4 + sin(θ) ,
f3 = 36 cos
2(θ) − sin(θ)(2 + sin(θ))
2(2 + sin(θ)) ,
f4 = sin(θ)(−2 − sin(θ) + 18 sin
2(θ) + 48 sin3(θ) + 32 sin4(θ))
2(2 + sin(θ)) .
We will give the details only for one of these four examples. The study of the other three
examples is similar. Our results are summarized in Table 1.
Let us consider system (5.3) with i = 1. We prove that in this case the function B(θ) does not
change its sign, meanwhile the functions A(θ), b(θ)A(θ) and b(θ)B(θ) do.
Observe that θ˙ |r=1 > 0 for all θ ∈ [0,2π], then r = 1 is a non-contractible limit cycle of
system (5.3). We get its stability, as in previous examples, by computing next integral:
h′(r)|r=1 = exp
(
−4
2π∫
0
f (θ) + 1
sin(θ) + 2 dθ
)
= exp
(
16π√
15
+ 36π(−2 − √3 + √15)
)
> 1.
Hence, r = 1 is hyperbolic and unstable.
We note that the critical points of system (5.3) are on the curve r = −sin(θ)/2 and, because
of that, inside of {|r| < 1}.
We compute now the functions B(θ) and A(θ):
B(θ) = 9 cos2(θ) 0,
A(θ) = − (2 + sin(θ))(−2 cos(θ) + 36 cos
2(θ) + 2 sin(θ)(2 + sin(θ)))
4(4 + sin(θ)) .
It turns out that A(θ), b(θ)A(θ) and b(θ)B(θ) change sign, but B(θ) does not. Then, by
statement (a) of Theorem A we know that the maximum number of limit cycles of system (5.3)
with i = 1 is 2.
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r˙ < 0 and θ˙ > 0. Then the vector field points down, what means that the infinity is repeller. But
r = 1 is repeller too and there are no other critical points outside {|r| < 1}. Then, by using again
the Poincaré–Bendixson Theorem on the cylinder, there must exist another non-contractible limit
cycle, between r = 1 and r = M . Hence, system (5.3) is an example of system (1.1) with B(θ)
not changing sign, A(θ), b(θ)B(θ) and b(θ)A(θ) changing sign and exactly two non-contractible
limit cycles.
5.2. A planar vector field
In this subsection we study the number of limit cycles of a three parametric class of cubic
vector fields having a node at the origin. This example extends a family considered in [5].
Proposition 5.1. Consider system{
x˙ = ax + y + (x2 + y2 + 1
a
xy)(cx − ey),
y˙ = ay + (x2 + y2 + 1
a
xy)(ex + cy), (5.5)
with c > 0, e < 0 and a <
√
c2+e2−c
2e . Then it has at most two limit cycles, one of them being
x2 + y2 = −a/c. Moreover for a ∈ ( e2(c−e) ,
√
c2+e2−c
2e ), it has exactly two limit cycles, the inner
one being hyperbolic and unstable and the outer one, x2 + y2 = −a/c, being hyperbolic and
stable.
Proof. System (5.5) written in polar coordinates is{
r˙ = r(a + cos(θ) sin(θ))(1 + c
a
r2),
θ˙ = − sin2(θ) + e
a
r2(a + cos(θ) sin(θ)). (5.6)
Observe that r = √−a/c is a non-contractible periodic orbit of system (5.6) if and only if θ˙ = 0
on it, i.e. if and only if a <
√
c2+e2−c
2e . By computing its stability, we get
h′(r)|
r=
√
−a
c
= −
2π∫
0
c(2a + sin(2θ))
ae + e cos(θ) sin(θ) + c sin2(θ) dθ
= −4πc
(
2a
√
−1
e(e − 4a(c + ae)) +
e
c2 + e2 +
c + 2ae
c2 + e2
√ −e
e − 4a(c + ae)
)
.
Studying former expression we obtain that the periodic orbit is hyperbolic and stable if a <
e
2(c−e) while it is hyperbolic and unstable if
e
2(c−e) < a <
√
c2+e2−c
2e . As there are no other critical
point for the system, if a belongs to this last interval, by studying the stability of the origin we
have that the system has another non-contractible periodic orbit between r = √−a/c and the
origin. To prove that in this last situation there are exactly two periodic orbits we will apply
Theorem A(a).
The function A(θ) associated to this system is
A(θ) = e2
(
a + cos(θ) sin(θ))2(ae + e cos(θ) sin(θ) + c sin2(θ)).a
M.J. Álvarez et al. / Bull. Sci. math. 131 (2007) 620–637 635This function changes sign when T (θ) = ae + e cos(θ) sin(θ) + c sin2(θ) does. Following Re-
mark 3.1 we can prove that its maximum is 12 (c+2ae+
√
c2 + e2), which is always positive and
its minimum is 12 (c + 2ae −
√
c2 + e2). If we impose this last value to be positive or zero, we
get that A(θ) does not change sign if and only if a 
√
c2+e2−c
2e . Hence the result follows. 
6. Proof of Theorem C
Roughly speaking, in this section we prove that the class of planar polynomial vector fields
for which we can apply Theorem A is, in some sense, not small.
Denote X2n+1 the linear space of planar real polynomial vector fields of the form X1 +X2n+1,
i.e. that are the sum of two homogeneous vector fields of degrees one and 2n + 1, respectively.
Let us introduce a norm in X2n+1. All elements Y ∈X2n+1 are of the form{
x˙ = a1x + a2y +∑2n+1i=0 cixiy2n+1−i ,
y˙ = b1x + b2y +∑2n+1i=0 dixiy2n+1−i . (6.1)
Hence, we identify Y as a point R4n+8 and take any usual norm, for instance the Euclidean norm,
that we denote by ‖‖. With this definition (X2n+1,‖ · ‖) is a real normed space
Given Y , Z ∈ X2n+1, we can define the distance, d , between them as d(Y,Z) = ‖Y − Z‖.
With this distance, the space X2n+1 is clearly a metric space and d is a continuous function.
As a preliminary result we prove:
Proposition 6.1. Consider a homogeneous trigonometric polynomial R(θ) of degree 2n + 2,
R(θ) =
2n+2∑
i=0
ei cos
i (θ) sin2n+2−i (θ).
There exists a polynomial vector field of the form (6.1), X ∈ X2n+1, such that its associated
function BX(θ), given by expression (1.2), is precisely R(θ).
Moreover, the coefficients of X(x,y) are not uniquely determined and can be computed as the
solutions of the following system:
ei = (di−2 di−1 di)
(
b1(−2n − 3 + i)
b2(−2n − 1 + i) + a1(−2n + 1 − i)
a2(−2n − 1 − i)
)
+ (ci−1 ci ci+1)
(
b1(4n + 3 − i)
b2(4n + 1 − i) + a1(i − 1)
a2(i + 1)
)
(6.2)
where di = ci = 0 if i /∈ {0,1, . . . ,2n + 1}.
Proof. Let us assume that the coefficients of X(x,y) are solution of system (6.2). We are going
to compute the function BX(θ) associated to system (6.1) and to verify that BX(θ) ≡ R(θ).
We write system (6.1) in polar coordinates, (r, θ), and we get⎧⎪⎪⎨
⎪⎪⎩
r˙ = r(a1 cos2(θ) + (a2 + b1) cos(θ) sin(θ) + b2 sin2(θ))
+ r2n+1∑2n+2i=0 (ci−1 + di) cosi (θ) sin2n+2−i (θ),
θ˙ = b1 cos2(θ) + (b2 − a1) cos(θ) sin(θ) − a2 sin2(θ)
+ r2n∑2n+2(d − c ) cosi (θ) sin2n+2−i (θ),
(6.3)i=0 i−1 i
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If we compute the function BX(θ) = −2kc(θ)α˜(θ)+kb(θ)β˜(θ)+c(θ)b′(θ)−b(θ)c′(θ), with
k = 2n, we obtain
BX(θ) =
2n+4∑
i=0
(
ci+1a2(i + 1) + ci
(
b2(4n + 1 − i) + a1(i − 1)
)
+ ci−1
(
b1(4n + 3 − i) + a2(i − 1)
)+ ci−2(b2(4n + 3 − i)
+ a1(i − 3)
)+ ci−3b1(4n + 5 − i) + dia2(−2n − 1 − i)
+ di−1
(
b2(−2n − 1 + i) + a1(−2n + 1 − i)
)
+ di−2
(
b1(−2n − 3 + i) + a2(−2n + 1 − i)
)
+ di−3
(
b2(−2n − 3 + i) + a1(−2n + 3 − i)
)
+ di−4b1(−2n − 5 + i)g
)
cosi (θ) sin2n+4−i (θ)
:=
2n+4∑
i=0
e˜i cos
i (θ) sin2n+4−i (θ) =
2n+4∑
i=0
(ei + e¯i ) cosi (θ) sin2n+4−i (θ),
where ei is the linear combination given in the statement of the theorem, i.e.
ei =
2n+4∑
i=0
(
ci+1a2(i + 1) + cib2(4n + 1 − i) + ci−1b1(4n + 3 − i)
+ dia2(−2n − 1 − i) + di−1
(
b2(−2n − 1 + i) + a1(−2n + 1 − i)
)
+ di−2b1(−2n − 3 + i)
)
,
e¯i = e˜i − ei =
2n+4∑
i=0
(
ci−1a2(i − 1) + ci−2(b2(4n + 3 − i) + a1(i − 3))
+ ci−3b1(4n + 5 − i) + di−2a2(−2n + 1 − i)
+ di−3
(
b2(−2n − 3 + i) + a1(−2n + 3 − i)
)+ di−4b1(−2n − 5 + i)).
Now, we observe that ei = e¯i+2 for i = 0, . . . ,2n + 2 and that e¯0 = e¯1 = e2n+3 = e2n+4 = 0,
then
BX(θ) =
2n+4∑
i=0
(ei + ei−2) cosi (θ) sin2n+4−i (θ)
= (cos2(θ) + sin2(θ)) 2n+2∑
i=0
ei cos
i (θ) sin2n+2−i (θ),
i.e. BX(θ) ≡ R(θ), as we wanted to prove. 
Remark 6.2. (a) Observe that for getting a vector field X(x,y) such that BX(θ) ≡ R(θ) we have
to solve a non-linear system of 4n + 8 unknowns and only 2n + 3 equations. Hence, we can
previously fix a big amount of unknowns (for instance, the linear part, not to be all zero). One of
the strategies in order to find a suitable vector field could be the following:
• Fix a1 = a2 = b1 = 0, b2 = 1 and di = 0 for i = 0, . . . ,2n.
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• In the step 2n + 2 we fix d2n+1 = e2n+2.
(b) A curious observation is that, in general, it is impossible to choose a system (6.1) having the
origin as a nilpotent critical point. For being nilpotent, we would have two possibilities, the first
one a1 = b1 = b2 = 0 and a2 = 0, but then in the last equation of the system we have e2n+2 = 0,
and the second possibility, a1 = a2 = b2 = 0, but then in the first equation of the system we have
e0 = 0.
Proof of Theorem C. We start by proving that the set of vector fields X of the form X2n+1
for which we can apply Theorem A is non empty. Fix a trigonometric polynomial R(θ) of
degree 2n + 2 of the form (6.1) which does not vanish. By Proposition 6.1 there exists a vec-
tor field X ∈ X2n+1 such that BX(θ) ≡ R(θ), so the first assertion is proved. To see that this
set of vector fields is open it suffices to realize that the function Φ :X2n+1 → R given by
Φ(X) = min{θ∈[0,2π]} |BX(θ)| is a continuous function. 
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