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Abstract
Let M be a non-compact connected Riemann surface of finite type, and
R ⊂⊂ M be a relatively compact domain such that H1(M,Z) = H1(R,Z).
Let R˜ −→ R be a covering. We study the algebra H∞(U) of bounded holo-
morphic functions defined in some domains U ⊂ R˜. Our main result is a
Forelli type theorem on projections in H∞(D).
1. Introduction.
1.1. Let X be a connected complex manifold and H∞(X) be the algebra of bounded
holomorphic functions on X with pointwise multiplication and with norm
||f || = sup
x∈X
|f(x)| .
Let r : X˜ −→ X be the universal covering of X . The fundamental group π1(X)
acts discretely on X˜ by biholomorphic maps. By r∗(H∞(X)) ⊂ H∞(X˜) we denote
the Banach subspace of functions invariant with respect to the action of π1(X). In
this paper we describe a class of manifolds X for which there is a linear continuous
projector P : H∞(X˜) −→ r∗(H∞(X)) satisfying
P (fg) = P (f)g for any f ∈ H∞(X˜), g ∈ r∗(H∞(X)). (1.1)
For instance, according to Forelli [F], such P exists in the case when X is the interior
of a compact bordered Riemann surface. (The universal covering of such X is the
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open unit disk D ⊂ C.) One of the possible applications of Forelli’s theorem is to
the solution of the corona problem for H∞(R) (for further results and references
related to the corona problem we refer to Garnett [Ga1], Jones and Marshall [JM]
and Slodkowski [S]). Extensions of Forelli’s theorem to some Riemann surfaces of
Widom type were obtained by Carleson [Ca2] and Jones and Marshall [JM]. In this
paper we consider another more general construction of P satisfying (1.1). Let us
formulate our result.
Let N ⊂⊂ M be a relatively compact domain (i.e. an open connected subset)
in a connected Stein manifold M such that
π1(N) ∼= π1(M). (1.2)
By Fc(N) we denote the class of unbranched coverings of N . Recall that any cov-
ering from Fc(N) corresponds to a subgroup of π1(N). Assume that the complex
connected manifold U admits a holomorphic embedding i : U →֒ R into some
R ∈ Fc(N). Let i∗ : π1(U) −→ π1(R) be the induced homomorphism of funda-
mental groups. We set K(U) := Ker(i∗) ⊂ π1(U). Consider the regular covering
pU : U˜ −→ U of U corresponding to the group K(U), that is, π1(U˜) = K(U)
and π1(U)/K(U) acts on U˜ as the group of deck transformations. Further, by
p∗U(H
∞(U)) ⊂ H∞(U˜) we denote the subspace of holomorphic functions invariant
with respect to the action of π1(U)/K(U) (i.e. the pullback by pU of H
∞(U) to
U˜). Let Fz := p
−1
U (z), z ∈ U , and l∞(Fz) be the Banach space of bounded complex-
valued functions on Fz with the supremum norm. By C(Fz) ⊂ l∞(Fz) we denote
the subspace of constant functions.
Theorem 1.1 There is a linear continuous projector P : H∞(U˜) −→ p∗U(H∞(U))
satisfying the properties:
(1) There exists a family of linear continuous projectors Pz : l
∞(Fz) −→ C(Fz)
holomorphically depending on z ∈ U such that P [f ]|p−1
U
(z) := Pz[f |p−1
U
(z)] for
any f ∈ H∞(U˜);
(2) P (fg) = P (f)g for any f ∈ H∞(U˜), g ∈ p∗U(H∞(U));
(3) If f ∈ H∞(U˜) is such that f |Fz is constant, then P (f)|Fz = f |Fz ;
(4) Each Pz is continuous in the weak ∗ topology of l∞(Fz);
(5) The norm ||P || ≤ C <∞ where C = C(N) depends on N only.
As a simple corollary of Theorem 1.1 we obtain
Corollary 1.2 Let R˜ be a covering of a bordered Riemann surface R. The funda-
mental group π1(R˜) is a free group whose family of generators J is finite or countable.
Assume that U ⊂ R˜ is a domain such that π1(U) is generated by a subfamily of J .
Let r : D −→ U be the universal covering map. Then there exists a linear continuous
projector P : H∞(D) −→ r∗(H∞(U)) satisfying the properties of Theorem 1.1.
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Example 1.3 Let r : D −→ X be the universal covering of a compact complex
Riemann surface of genus g ≥ 2. Let K ⊂ D be the fundamental compact with
respect to the action of the deck transformation group π1(X). By definition, the
boundary of K is the union of 2g analytic curves. Let D1, ..., Dk be a family of
mutually disjoint closed disks situated in the interior of K. We set
S :=
k⋃
i=1
Di, K
′ := K \ S, and R˜ := ⋃
g∈pi1(X)
g(K ′).
Then R := r(K ′) ⊂ X is a bordered Riemann surface, and r : R˜ −→ R is a
regular covering corresponding to the quotient group π1(X) of π1(R). Here π1(R˜)
is generated by a family of simple closed curves in R˜ with the origin at a fixed
point x0 ∈ R˜ so that each such curve goes around only of one of g(Di), g ∈ π1(X),
i = 1, ..., k. Let Y ⊂ D be a simply connected domain with the property: there is a
subset L ⊂ π1(X) so that
Y
⋂ ⋃
g∈pi1(X)
g(S)
 = ⋃
g∈L
g(S).
Clearly U := Y \ (∪g∈L g(S)) satisfies the conditions of Corollary 1.2. Therefore the
projector P , described above, exists for U .
Remark 1.4 In view of Example 1.3 it is natural to conjecture the following.
Let U ⊂ D be a domain obtained by removing from D a finite or countable family
of pairwise disjoint closed disks Di. Let ri be the radius of Di with respect to the
pseudohyperbolic metric ρ,
ρ(z, w) :=
∣∣∣∣ z − w1− zw
∣∣∣∣ , z, w ∈ D . (1.3)
Assume that inf i ri = c > 0. Let r : D −→ U be the universal covering map.
Conjecture. There is a linear continuous projector P : H∞(D) −→ r∗(H∞(U))
satisfying P (fg) = P (f)g for f ∈ H∞(D), g ∈ r∗(H∞(U)) whose norm depends on
c only.
To formulate our next corollary we recall several definitions.
Let X be a Riemann surface such that H∞(X) separates points of X . By
M(H∞(X)) we denote the maximal ideal space of H∞(X), i.e. the set of non-
trivial multiplicative linear functionals on H∞(X) with the weak ∗ topology (which
is called the Gelfand topology). It is a compact Hausdorff space. Each point x ∈ X
corresponds in a natural way (point evaluation) to an element of M(H∞(X)). So
X is naturally embedded into M(H∞(X)). Then the corona problem for H∞(X)
asks: Is M(H∞(X)) the closure (in the Gelfand topology) of X?
Recall also that the corona problem has the following analytic reformulation.
A collection f1, ..., fn of functions from H
∞(X) satisfies the corona condition if
|f1(x)|+ |f2(x)|+ ...+ |fn(x)| ≥ δ > 0 for all x ∈ X. (1.4)
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The corona problem being solvable means that the Bezout equation
f1g1 + f2g2 + ...+ fngn ≡ 1
has a solution g1, ..., gn ∈ H∞(X) for any f1, ..., fn satisfying the corona condition.
We refer to maxj ||gj|| as a “bound on the corona solutions”. Using Carleson’s
solution [Ca] of the corona problem for H∞(D) and property (2) for the projector
constructed in Theorem 1.1 we immediately obtain.
Corollary 1.5 Let N ⊂⊂ M , R ∈ Fc(N) and i : U →֒ R be open Riemann sur-
faces satisfying the conditions of Theorem 1.1. Assume also that K(U) := Ker(i∗)
is trivial. Let f1, ..., fn ∈ H∞(U) satisfy the corona condition (1.4). Then the
corona problem has a solution g1, ..., gn ∈ H∞(U) with the bound maxj ||gj|| ≤
C(N, n, δ/maxj ||fj||).
Remark 1.6 In this case π1(N) and π1(M) are free groups. Therefore condition
(1.2) is equivalent to H1(M,Z) = H1(N,Z) for the corresponding homology groups.
1.2. Another application of Theorem 1.1 is a result on the classification of inter-
polating sequences in U (cf. [St] and [JM]). Recall that a sequence {zj} ⊂ U is an
interpolating sequence for H∞(U) if for every bounded sequence of complex numbers
{aj}, there is an f ∈ H∞(U) so that f(zj) = aj .
Theorem 1.7 Let N ⊂⊂ M , R ∈ Fc(N), i : U →֒ R and U˜ be complex manifolds
satisfying the conditions of Theorem 1.1. A sequence {zj} ⊂ U is interpolating for
H∞(U) if and only if r−1({zj}) is interpolating for H∞(U˜).
Example 1.8 Let M ⊂ D be a bounded domain, whose boundary B consists of k
simple closed continuous curves B1, ..., Bk, with B1 forming the outer boundary. Let
D1 be the interior of B1, andD2, ..., Dk the exteriors of B2, ..., Bk, including the point
at infinity. Then each Di is biholomorphic to D. Let {zji}j∈J be an interpolating
sequence for H∞(Di), i = 1, ..., k, such that the Euclidean distance between any
two distinct sequences is bounded from below by a positive number. Then for any
covering p : R −→ M the sequence p−1({zji}i,j) is interpolating for H∞(R).
In Section 5 we also establish some results for interpolating sequences in U with U
being a Riemann surface satisfying the assumptions of Corollary 1.5. These results
have much in common with similar properties of interpolating sequences for H∞(D).
2. Construction of Bundles.
In this section we formulate and prove some preliminary results used in the proofs
of our main theorems.
2.1. Definitions and Examples. (For standard facts about bundles see e.g.
4
Hirzebruch’s book [Hi].) In what follows all topological spaces are assumed to be
finite or infinite dimensional.
Let X be a complex analytic space and S be a complex analytic Lie group with
the unit e ∈ S. Consider an effective holomorphic action of S on a complex analytic
space F . Here holomorphic action means a holomorphic map S × F −→ F sending
s × f ∈ S × F to sf ∈ F such that s1(s2f) = (s1s2)f and ef = f for any f ∈ F .
Efficiency means that the condition sf = f for some s and any f implies that s = e.
Definition 2.1 A complex analytic space W together with a holomorphic map (pro-
jection) π : W −→ X is called a holomorphic bundle over X with the structure group
S and the fibre F , if there exists a system of coordinate transformations, i.e., if
(1) there is an open cover U = {Ui}i∈I of X and a family of biholomorphisms
hi : π
−1(Ui) −→ Ui × F , that map “fibres” π−1(u) onto u× F ;
(2) for any i, j ∈ I there are elements sij ∈ O(Ui ∩ Uj , S) such that
(hih
−1
j )(u× f) = u× sij(u)f for any u ∈ Ui ∩ Uj , f ∈ F .
In particular, a holomorphic bundle π : W −→ X whose fibre is a Banach space F
and the structure group is GL(F ) (the group of linear invertible transformations of
F ) is called a holomorphic Banach vector bundle.
A holomorphic section of a holomorphic bundle π : W −→ X is a holomorphic
map s : X −→W satisfying π ◦ s = id. Let πi :Wi −→ X, i = 1, 2, be holomorphic
Banach vector bundles. A holomorphic map f : W1 −→ W2 satisfying
(a) f(π−11 (x)) ⊂ π−12 (x) for any x ∈ X;
(b) f |pi−11 (x) is a linear continuous map of the corresponding Banach spaces,
is called a homomorphism. If, in addition, f is a homeomorphism, then f is called
an isomorphism.
We also use the following construction of holomorphic bundles (see, e.g. [Hi,Ch.1]):
Let S be a complex analytic Lie group and U = {Ui}i∈I be an open cover of X .
By Z1O(U , S) we denote the set of holomorphic S-valued U-cocycles. By definition,
s = {sij} ∈ Z1O(U , S), where sij ∈ O(Ui ∩Uj , S) and sijsjk = sik on Ui ∩Uj ∩Uk.
Consider disjoint union ⊔i∈IUi × F and for any u ∈ Ui ∩ Uj identify point u × f ∈
Uj×F with u×sij(u)f ∈ Ui×F . We obtain a holomorphic bundle Ws over X whose
projection is induced by the projection Ui × F −→ Ui. Moreover, any holomorphic
bundle over X with the structure group S and the fibre F is isomorphic (in the
category of holomorphic bundles) to a bundle Ws.
Example 2.2 (a) Let M be a complex manifold. For any subgroup G ⊂ π1(M)
consider the unbranched covering g : MG −→ M corresponding to G. We will
describe MG as a holomorphic bundle over M .
First, assume that G ⊂ π1(M) is a normal subgroup. Then MG is a regular
covering of M and the quotient group Q := π1(M)/G acts holomorphically on MG
by deck transformations. It is well known that MG in this case can be thought of
as a principle fibre bundle over M with fibre Q (here Q is equipped with discrete
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topology). Namely, let us consider the map RQ(g) : Q −→ Q defined by the formula
RQ(g)(h) = h · g−1, h ∈ Q.
Then there is an open cover U = {Ui}i∈I of M by sets biholomorphic to open
Euclidean balls in some Cn and a locally constant cocycle c = {cij} ∈ Z1O(U , Q) such
thatMG is biholomorphic to the quotient space of the disjoint union V = ⊔i∈IUi×Q
by the equivalence relation: Ui × Q ∋ x × RQ(cij)(h) ∼ x × h ∈ Uj × Q. The
identification space is a holomorphic bundle with projection p : MG −→M induced
by the projections Ui×Q −→ Ui. In particular, when G = e we obtain the definition
of the universal covering Me of M .
Assume now that G ⊂ π1(M) is not necessarily normal. Let XG = π1(M)/G
be the set of cosets with respect to the (left) action of G on π1(M) defined by
left multiplications. By [Gq] ∈ XG we denote the coset containing q ∈ π1(M).
Let H(XG) be the group of all homeomorphisms of XG (equipped with discrete
topology). We define the homomorphism τ : π1(M) −→ H(XG) by the formula:
τ(g)([Gq]) := [Gqg−1], q ∈ π1(M).
Set Q(G) := π1(M)/Ker(τ) and let g˜ be the image of g ∈ π1(M) in Q(G). By
τQ(G) : Q(G) −→ H(XG) we denote the unique homomorphism whose pullback to
π1(M) coincides with τ . Consider the action of G on V = ⊔i∈IUi×π1(M) induced by
the left action ofG on π1(M) and let VG = ⊔i∈IUi×XG be the corresponding quotient
set. Define the equivalence relation Ui ×XG ∋ x× τQ(G)(c˜ij)(h) ∼ x× h ∈ Uj ×XG
with the same {cij} as in the definition of Me. The corresponding quotient space is
a holomorphic bundle with fibre XG biholomorphic to MG.
(b) We retain the notation of example (a). Let B be a complex Banach space with
norm | · |. Let Iso(B) ⊂ GL(B) be the group of linear isometries of B. Consider
a homomorphism ρ : Q −→ Iso(B). Without loss of generality we assume that
Ker(ρ) = e, for otherwise we can pass to the corresponding quotient group. The
holomorphic Banach vector bundle Eρ −→ M associated with ρ is defined as the
quotient of ⊔i∈IUi×B by the equivalence relation Ui×B ∋ x×ρ(cij)(w) ∼ x×w ∈
Uj ×B for any x ∈ Ui ∩Uj . Further, we can define a function Eρ −→ R+ which will
be called the norm on Eρ (and denoted by the same symbol | · |). The construction
is as follows. For any x × w ∈ Ui × B we set |x × w| := |w|. Since the image of ρ
belongs to Iso(B), the above definition is invariant with respect to the equivalence
relation determining Eρ and so it determines a “norm” on Eρ. Let us consider some
examples.
Let l1(Q) be the Banach space of complex-valued sequences on Q with l1-norm.
The action RQ from (a) induces the homomorphism ρ : Q −→ Iso(l1(Q)),
ρ(g)(w)[x] := w(RQ(g)(x)), g, x ∈ Q, w ∈ l1(Q) .
By EM1 (Q) we denote the holomorphic Banach vector bundle associated with ρ.
Let l∞(Q) be the Banach space of bounded complex-valued sequences on Q with
l∞-norm. The homomorphism ρ
∗ : Q −→ Iso(l∞(Q)), dual to ρ is defined as
ρ∗(g)(v)[x] := v(x · g−1), g, x ∈ Q, v ∈ l∞(Q).
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(It coincides with the homomorphism (ρt)−1: ((ρt)−1(g)[v])(w) := v(ρ(g−1)[w]), g ∈
Q, v ∈ l∞(Q), w ∈ l1(Q).) The holomorphic Banach vector bundle associated with
ρ∗ will be denoted by EM∞ (Q). By definition it is dual to E
M
1 (Q).
2.2. Main Construction. Let B be a complex Banach space with norm | · | and
let || · || denote the corresponding norm on GL(B). For a discrete set X , denote by
B∞(X) the Banach space of “sequences” b := {(x, b(x))}x∈X , b(x) ∈ B, with norm
|b|∞ := sup
x∈X
|b(x)|.
By definition for bi = {(x, bi(x))}x∈X , αi ∈ C, i = 1, 2, we have
α1b1 + α2b2 = {(x, α1b1(x) + α2b2(x))}x∈X .
Further, recall that a B-valued function f : U −→ B defined in an open set U ⊂ Cn
is said to be holomorphic if f satisfies the B-valued Cauchy integral formula in
any polydisk containing in U . Equivalently, locally f can be represented as sum
of absolutely convergent holomorphic power series with coefficients in B. Now any
family {(x, fx)}x∈X , where fx is a B-valued holomorphic on U function satisfying
|fx(z)| < A for any z ∈ U and x ∈ X , can be considered as a B∞(X)-valued
holomorphic function on U . In fact, the local Taylor expansion in this case follows
from the Cauchy estimates of the coefficients in the Taylor expansion of each fx.
Let t : X −→ X be a bijection and h : X ×X −→ gl(B) be such that
h(t(x), x) ∈ GL(B) and max{sup
x∈X
||h(t(x), x)||, sup
x∈X
||h−1(x, t(x))||} <∞.
Then we can define a(h, t) ∈ GL(B∞(X)) by the formula
a(h, t)[(x, b(x))] := (t(x), h(t(x), x)[b(x)]), b = {(x, b(x))}x∈X ∈ B∞(X).
We retain the notation of Example 2.2. For the acyclic cover U = {Ui}i∈I ofM we
have g−1(Ui) = ⊔s∈XGVis ⊂MG where g|Vis : Vis −→ Ui is biholomorphic. Consider a
holomorphic Banach vector bundle π : E −→ MG with fibre B defined by coordinate
transformations subordinate to the cover {Vis}i∈I,s∈XG of MG, i.e. by a holomorphic
cocycle h = {his,jk} ∈ Z1O(g−1(U), GL(B)), his,jk ∈ O(Vis∩Vjk, GL(B)), such that E
is biholomorphic to the quotient space of disjoint union ⊔i,sVis×B by the equivalence
relation Vis×B ∋ x×his,jk(x)[v] ∼ x×v ∈ Vjk×B, s := τQ(G)(c˜ij)(k). The projection
π is induced by coordinate projections Vis ×B −→ Vis. Assume also that for any x
sup
i,j,s,k
max{||his,jk(x)||, ||h−1is,jk(x)||} ≤ A <∞. (2.1)
Further, define π˜ := g ◦ π : E −→M .
Proposition 2.3 The triple (E,M, π˜) determines a holomorphic Banach vector
bundle over M with fibre B∞(XG). (We denote this bundle by EM .)
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Proof. Let φis : Ui −→ Vis be the map inverse to g|Vis. We identify Vis × B with
Ui × s × B by φis, and {s × B}s∈XG with B∞(XG). Further, for any x ∈ Ui ∩ Uj,
we set h˜is,jk(x) := his,jk(φis(x)). Then E can be defined as the quotient space of
⊔i∈IUi×B∞(XG) by the equivalence relation Uj ×B∞(XG) ∋ x×{(k, b(k))}k∈XG ∼
{(τQ(G)(c˜ij)(k), h˜iτQ(G)(c˜ij)(k),jk(x)[b(k)])}k∈XG ∈ Ui ×B∞(XG).
Define h˜ij(x) : XG×XG −→ gl(B), x ∈ Ui∩Uj , and dij ∈ O(Ui∩Uj , GL(B∞(XG)))
by the formulas
h˜ij(x)(s, k) := h˜is,jk(x), and
dij(x)[b] := a(h˜ij(x), τQ(G)(c˜ij))[b], b ∈ B∞(XG).
Here holomorphy of dij follows from (2.1). Clearly, d = {dij} is a holomorphic
cocycle with values in GL(B∞(XG)), because {his,jk} and {τQ(G)(c˜ij)} are cocycles.
Now E can be considered as a holomorphic Banach vector bundle over M with
fibre B∞(XG) obtained by identification in ⊔i∈IUi × B∞(XG) of x × dij(x)[b] ∈
Ui × B∞(XG) with x× b ∈ Uj ×B∞(XG), x ∈ Ui ∩ Uj . Moreover, according to our
construction the projection E −→M coincides with π˜. ✷
Let W be a holomorphic Banach vector bundle over a complex analytic space
X . In what follows by O(U,W ) we denote the vector space of holomorphic sections
of W defined in an open set U ⊂ X .
We retain the notation of Proposition 2.3. According to the construction of
Proposition 2.3, a fibre π˜−1(z), z ∈ Ui, ofEM can be identified with∏s∈XG π−1(φis(z))
such that if also z ∈ Uj then∏
s∈XG
π−1(φis(z)) =
∏
s∈XG
π−1(φjτQ(G)(c˜ji)(s)(z)) . (2.2)
We recall the following definitions.
Let Jq be the set of sequences (i0s0, ..., iqsq) with it ∈ I, st ∈ XG for t = 0, ..., q.
A family
f = {fi0s0,...,iqsq}(i0s0,...,iqsq)∈Jq , fi0s0,...,iqsq ∈ O(Vi0s0 ∩ ... ∩ Viqsq , E),
is called a q-cochain on the cover g−1(U) := ∪i∈I,s∈XGVis of MG with coefficients
in the sheaf of germs of holomorphic sections of E. These cochains generate a
complex vector space Cq(g−1(U), E). In the trivialization which identifies π−1(Vi0s0)
with Vi0s0 × B any fi0s0,...,iqsq is represented by bi0s0,...,iqsq ∈ O(Vi0s0 ∩ ... ∩ Viqsq , B).
Assume that for any (i0s0, ..., iqsq) ∈ Jq and any compact K ⊂ Ui0 ∩ ... ∩ Uiq there
is a constant C = C(K) such that
sup
s0,...,sq,z∈K
|(bi0s0,...,iqsq ◦ φi0s0)(z)| < C (2.3)
The set of cochains f satisfying (2.3) is a vector subspace of Cq(g−1(U), E) which
will be denoted by Cqb (g
−1(U), E). Further, the formula
(δqf)i0s0,...,iq+1sq+1 =
q+1∑
k=0
(−1)krWkW (fi0s0,...,îksk,...,iq+1sq+1), (2.4)
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where f ∈ Cq(g−1(U), E), determines a homomorphism
δq : Cq(g−1(U), E) −→ Cq+1(g−1(U), E).
Here ̂ over a symbol means that this symbol must be omitted. Besides, we set
W = Vi0s0 ∩ ...∩Viq+1sq+1 , Wk = Vi0s0 ∩ ...∩ V̂iksk ∩ ...∩Viq+1sq+1 and rWkW is restriction
map from W to Wk. Also condition (2.1) implies that δ
q maps Cqb (g
−1(U), E) into
Cq+1b (g
−1(U), E). We will denote δq|Cq
b
(g−1(U),E) by δ
q
b . As usual, δ
q+1 ◦ δq = 0 and
δq+1b ◦ δqb = 0. Thus one can define the cohomology groups on the cover g−1(U) by
Hq(g−1(U), E) := Ker(δq)/Im(δq−1), Hqb (g−1(U), E) := Ker(δqb )/Im(δq−1b ) .
In what follows the cohomology group Hq(U , EM ) on the cover U of M with coef-
ficients in the sheaf of germs of holomorphic sections of EM is defined similarly to
Hq(g−1(U), E). Elements of Ker(δq) and Ker(δqb ) will be called q-cocycles and of
Im(δq−1) and Im(δq−1b ) q-coboundaries.
Proposition 2.4 There is a linear isomorphism Φq : Hqb (g
−1(U), E)→ Hq(U , EM).
Proof. Let f = {fi0s0,...,iqsq} ∈ Cqb (g−1(U), E). Let bi0s0,...,iqsq ∈ O(Vi0s0∩...∩Viqsq , B)
be the representation of fi0s0,...,iqsq in the trivialization which identifies π
−1(Vi0s0)
with Vi0s0 × B. If Vi0s0 ∩ ... ∩ Viqsq 6= ∅ then sk = τQ(G)(c˜iki0 )(s0), k = 0, ..., q, and
Ui0 ∩ ... ∩ Uiq 6= ∅. For otherwise, bi0s0,...,iqsq = 0. Thus for s0, ..., sq satisfying the
above identities we can define
b˜i0,...,iq := {bi0s0,...,iqsq ◦ φi0s0}s0∈XG .
For Ui0 ∩ ... ∩ Uiq = ∅ we set b˜i0,...,iq = 0. Further, according to (2.3), b˜i0,...,iq ∈
O(Ui0 ∩ ... ∩ Uiq , B∞(XG)). This implies that
f˜i0,...,iq := {fi0s0,...,iqsq ◦ φi0s0}s0∈XG
defined similarly to b˜i0,...,iq belongs to O(Ui0 ∩ ... ∩ Uiq , EM), because b˜i0,...,iq is
just another representation of f˜i0,...,iq in the trivialization which identifies π
−1(Ui0)
with Ui0 × B∞(XG). For f˜ = {f˜i0,...,iq} we set Φ˜q(f) = f˜ . Then, clearly, Φ˜q :
Cqb (g
−1(U), E) −→ Cq(U , EM) is linear and injective. Now for a cochain f˜ ∈
Cq(U , EM) we can convert the construction for Φ˜q to find a cochain f ∈ Cqb (g−1(U), E)
such that Φ˜q(f) = f˜ . Thus Φ˜q is an isomorphism. Moreover, a simple calculation
based on (2.2) shows that
δq ◦ Φ˜q = Φ˜q+1 ◦ δqb , (2.5)
where δq on the left means the operator for EM defined similarly to (2.4). Hence Φ˜
q
determines a linear isomorphism Φq : Hqb (g
−1(U), E) −→ Hq(U , EM ). ✷
We complete this section by
Proposition 2.5 Let ρ : G −→ Iso(B) be a homomorphism and Eρ −→MG be the
holomorphic Banach vector bundle associated with ρ. Then Eρ satisfies conditions
of Proposition 2.3.
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Proof. Let Me −→ MG be the universal covering (recall that G = π1(MG)). Since
the open cover g−1(U) = {Vis}i∈I,s∈XG of MG is acyclic, Me can be defined with
respect to g−1(U). Namely, there is a cocycle h = {his,jk} ∈ Z1O(g−1(U), G) such
that Me is biholomorphic to the quotient space of ⊔i,sVis × G by the equivalence
relation Vis × G ∋ x × RG(his,jk)(f) ∼ x × f ∈ Vjk × G, s = τQ(G)(c˜ij)(k); here
RG(q)(f) := f · q−1, f, q ∈ G. Now Eρ is biholomorphic to the quotient space of
⊔i,sVis×B by the equivalence relation Vis×B ∋ x× ρ(his,jk)(v) ∼ x× v ∈ Vjk ×B.
Clearly, the family {ρ(his,jk)} satisfies estimate (2.1). ✷
3. Proof of Theorem 1.1 and Corollaries 1.2, 1.5.
Proof of Theorem 1.1. Let N ⊂⊂ M be an open connected subset of a connected
Stein manifold M satisfying (1.2). Let G ⊂ π1(M) be a subgroup. As before, by
MG, NG we denote the covering spaces ofM and N corresponding to G. Then by the
covering homotopy theorem (see e.g. [Hu,Ch.III,Sect.16]), there is a holomorphic
embedding NG →֒ MG. Without loss of generality we regard NG as an open subset
of MG. Denote also by gMG : MG −→ M , gNG : NG −→ N the corresponding
projections such that gMG|NG = gNG. Let i : U →֒ NG be a holomorhic embedding
of a complex connected manifold U .
Lemma 3.1 It suffices to prove the theorem under the assumption that homomor-
phism i∗ : π1(U) −→ G (= π1(NG)) is surjective.
Proof. Assume that G′ := Im(i∗) is a proper subgroup of G. By t : NG′ −→ NG
we denote the covering of NG corresponding to G
′ ⊂ G. By definition, gNG ◦ t =
gNG′ : NG′ −→ N is the covering of N corresponding to G′ ⊂ π1(N). Further, by the
covering homotopy theorem there is a holomorphic embedding i′ : U →֒ NG′ such
that t ◦ i′ = i, Ker(i′∗) = Ker(i∗), and i′∗ : π1(U) −→ G′ (= π1(NG′)) is surjective.
Clearly, it suffices to prove the theorem for i′(U) ⊂ NG′ . ✷
In what follows we assume that i∗ is surjective. By pU : U˜ −→ U we denote
the regular covering of U corresponding to K(U) := Ker(i∗), where π1(U˜) = K(U).
Consider the holomorphic Banach vector bundle EMG1 (G) → MG associated with
homomorphism ρG : G −→ Iso(l1(G)), [ρG(g)(v)](x) := v(x · g−1), v ∈ l1(G), x, g ∈
G (see Example 2.2 (b)). Since i∗ is surjective, E
MG
1 (G)|U = EU1 (G).
LetKG ⊂ l1(G) be the kernel of the linear functional l1(G) ∋ {vg}g∈G 7→ ∑g∈G vg.
Then KG is invariant with respect to any ρG(g), g ∈ G. In particular, ρG determines
a homomorphism hG : G −→ Iso(KG), hG(g) = ρG(g)|KG. Here we consider KG
with the norm induced by the norm of l1(G). Let FG −→ MG be the holomorphic
Banach vector bundle associated with hG. Clearly, FG is a subbundle of E
MG
1 (G).
Further, the quotient bundle CG := E
MG
1 (G)/FG −→ MG is the trivial flat vector
bundle of complex rank 1. Indeed, it is associated with the quotient homomorphism:
h˜G : G −→ C∗, h˜G(g)(v +KG) := ρG(g)(v) +KG, g ∈ G, v ∈ l1(G), where w +KG
is the image of w ∈ l1(G) in the factor space l1(G)/KG = C. This homomorphism
is trivial because ρG(g)(v) − v ∈ KG by definition. Thus we have the short exact
sequence
0 −→ FG −→ EMG1 (G) kG−→ CG −→ 0 . (3.1)
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Our goal is to construct a holomorphic section IG : CG −→ EMG1 (G) (linear on
the fibres) such that kG ◦ IG = id. Then we will obtain the bundle decomposition
EMG1 (G) = IG(CG)⊕ FG.
Let {ts}s∈G be a standard basis of unit vectors in l1(G), ts(g) = δsg, s, g ∈ G.
Define A : C −→ l1(G) by A(c) = cte, where e ∈ G is the unit. Then A is a
linear operator of norm 1. Now let us recall the construction of EMG1 (G) given in
Proposition 2.5.
Let Me −→ MG be the universal covering. Consider an open cover g−1MG(U) =
{VG,is}i∈I,s∈XG of MG where U := {Ui}i∈I is an open cover of M by complex balls,
and ∪s∈XGVG,is = g−1(Ui). Then there is a cocycle cG = {cG,is,jk} ∈ Z1O(g−1MG(U), G)
such that EMG1 (G) is biholomorphic to the quotient space of ⊔i,sVG,is × l1(G) by
the equivalence relation VG,is × l1(G) ∋ x × ρG(cG,is,jk)(v) ∼ x × v ∈ VG,jk × l1(G).
The construction of FG is similar, the only difference is that in the above formula we
take hG instead of ρG. The above constructions restricted to VG,is determine isomor-
phisms of holomorphic Banach vector bundles: eG,is : E
MG
1 (G)|VG,is −→ VG,is×l1(G),
fG,is : FG|VG,is −→ VG,is × KG, cG,is : CG|VG,is −→ VG,is × C. Then we define
AG,is : CG −→ EMG1 (G) on VG,is as e−1G,is ◦ A′ ◦ cG,is, where A′(x × c) := x × A(c),
x ∈ VG,is, c ∈ C. Clearly, kG ◦ AG,is = id on VG,is. Thus BG,is,jk := AG,is − AG,jk :
CG|VG,is∩VG,jk −→ FG|VG,is∩VG,jk is a homomorphism of bundles of norm ≤ 2 on each
fibre (here norms on FG, CG and E
MG
1 (G) are defined as in Example 2.2 (b)). We
also use the following identification Hom(CG, FG) ∼= FG (the last isomorphism is
because CG is trivial and Hom(C, KG) ∼= C∗ ⊗ KG = KG). Further, according to
Proposition 2.5, the holomorphic Banach vector bundle Hom(CG, FG) associated
with the homomorphism h˜G ⊗ hG : G −→ Iso(Hom(C, KG)) satisfies conditions of
Proposition 2.3. Therefore, by definition, BG = {BG,is,jk} is a holomorphic 1-cocylce
with respect to δ1b defined on the cover g
−1
MG(U). By φG,is : Ui −→ VG,is we denote
the map inverse to gMG|VG,is . Then we will prove
Lemma 3.2 There is B˜G = {B˜G,is} ∈ C0b (g−1MG(U), FG), B˜G,is ∈ O(Vis, FG), such
that δ0b (B˜G) = BG. Moreover, for any i ∈ I there is a continuous nonnegative
function Fi : Ui −→ R+ such that for any G
sup
s∈XG,z∈Ui
|(B˜G,is ◦ φG,is)(z)| ≤ Fi(z) . (3.2)
Here | · | denotes the norm on FG.
Proof. According to Proposition 2.3, we can construct the holomorphic Banach
vector bundle (FG)M . It is defined on the cover U of M by a cocycle dG := {dG,ij} ∈
Z1O(U , Iso((KG)∞(XG))), where dG,ij ∈ O(Ui ∩ Uj , Iso((KG)∞(XG))). Let Φ˜qG :
Cqb (g
−1
MG(U), FG) −→ Cq(U , (FG)M) be the isomorphism intorduced in the proof of
Proposition 2.4. Then Φ˜1G(BG) := bG = {bG,ij} is a holomorphic 1-cocycle with
respect to δ1 defined on U . Here bG,ij ∈ O(Ui ∩ Uj , (FG)M), and
sup
i,j∈I,z∈M
|bG,ij(z)|(FG)M ≤ 2,
where | · |(FG)M denotes the norm on (FG)M .
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Let G be the set of all subgroups G ⊂ π1(M). We define the Banach space
K = ⊕G∈G(KG)∞(XG) such that x = {xG}G∈G belongs to K if xG ∈ (KG)∞(XG)
and
|x| := sup
G∈G
|xG|(KG)∞(XG) <∞ ,
where | · |(KG)∞(XG) is the norm on (KG)∞(XG). Further, let us define d := {dij} ∈
Z1O(U , Iso(K)) as d := ⊕G∈GdG. Here
dij := ⊕G∈GdG,ij, [dij(z)]({vG}G∈G) := {[dG,ij(z)](vG)}G∈G , z ∈ Ui ∩ Uj .
Clearly dij ∈ O(Ui ∩ Uj , Iso(K)). Now we define the holomorphic Banach vector
bundle F over M by the identification Ui × K ∋ x × dij(x)[v] ∼ x × v ∈ Uj × K
for any x ∈ Ui ∩ Uj . In fact, this bundle coincides with ⊕G∈G(FG)M . A vector f
of F over z ∈ M can be identify with a family {fG}G∈G so that fG ∈ (FG)M is a
vector over z. Moreover, the norm |f |F := supG∈G |fG|(FG)M of f is finite. Now we
can define a holomorphic 1-cocycle b = {bij} of F defined on the cover U as
b := {bG}G∈G , bij := {bG,ij}G∈G ∈ O(Ui ∩ Uj, F ) .
Here holomorphy of bij follows from the uniform estimate of norms of bG,ij .
Let us use the fact that M is a Stein manifold. According to a theorem of
Bungart [B, Sect.4] (i.e. a version of the classical Cartan Theorem B for cohomology
of sheaves of germs of holomorphic sections of holomorphic Banach vector bundles)
cocycle b represents 0 in the corresponding cohomology group H1(M,F ). Further,
the cover {Ui}i∈I ofM consists of Stein manifolds (and so it is acyclic). Therefore by
the classical Lere´ theorem (on calculation of cohomology groups on acyclic covers),
H1(M,F ) = H1(U , F ) .
Thus b represents 0 in H1(U , F ), that is, b is a coboundary. In particular, there are
holomorphic sections bi ∈ O(Ui, F ) such that
bi(z)− bj(z) = bij(z) for any z ∈ Ui ∩ Uj .
We also set
Fi(z) := |bi(z)|F .
Then Fi is a continuous nonnegative function on Ui. Further, by definition each bi
can be represented as a family {bG,i}G∈G where bG,i ∈ O(Ui, (FG)M). The family b˜G =
{bG,i}i∈I belongs to C0(U , (FG)M). Using the isomorphism Φ˜0G from Proposition 2.4
we obtain a cochain B˜G := [Φ˜
0
G]
−1(b˜G) ∈ C0b (g−1MG(U), FG). Now if B˜G := {B˜G,is},
B˜G,is ∈ O(Vis, FG), from identity (2.5) it follows that
B˜G,is(z)− B˜G,jk(z) = BG,is,jk(z) for any z ∈ Vis ∩ Vjk.
Finally, inequality (3.2) is the consequence of definitions of Fi and Φ˜
0
G.
The lemma is proved. ✷
Let us consider now the family {AG,is − BG,is}i,s. By definition, it determines
a holomorphic linear section IG : CG −→ EMG1 (G), kG ◦ IG = id. Thus we have
EMG1 (G) = IG(CG) ⊕ FG. In the next result the norm || · || of IG is defined with
respect to the norms | · |CG and | · |EMG1 (G).
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Lemma 3.3 There is a constant C = C(N) such that for any G ∈ G
sup
z∈N
||IG(z)|| ≤ C .
Proof. Let V = {Vi} be a refinement of the cover U of M such that each Vi is
relatively compact in some Uk(i). Then from Lemma 3.2 it follows that
sup
s∈XG,z∈Vi
|(B˜G,k(i)s ◦ φG,k(i)s)(z)| ≤ sup
z∈Vi
Fk(i)(z) = Ci <∞ .
Now for any z ∈ g−1MG(Vi) we have
||IG(z)|| ≤ sup
s∈XG,y∈Vi
{||(AG,k(i)s ◦ φG,k(i)s)(y)||+ ||(B˜G,k(i)s ◦ φG,k(i)s)(y)||} ≤ 1 + Ci .
Since N ⊂ M is a compact, we can find a finite number of sets Vi1 , ..., Vil which
cover N . Then
sup
z∈N
||IG(z)|| ≤ max
1≤t≤l
{1 + Cit} := C <∞ . ✷
Consider now the restriction of exact sequence (3.1) to U . Using the identification
EMG1 (G)|U ∼= EU1 (G) we obtain
0 −→ (FG)|U −→ EU1 (G) −→ (CG)|U −→ 0.
Similarly, we have the dual sequence obtained by taken the dual bundles in the
above sequence
0 −→ [(CG)|U ]∗ −→ EU∞(G) −→ [(FG)|U ]∗ −→ 0.
Let C(G) be the space of constant functions in l∞(G). By definition, [(CG)|U ]∗ is a
subbundle of EU∞(G) of complex rank 1 with fibre C(G) associated with the trivial
homomorphism G −→ Iso(C(G)). Let PU := [(IG)|U ]∗ : EU∞(G) −→ [(CG)|U ]∗ be
the homomorphism of bundles dual to (IG)|U . Then for any z ∈ U , PU(z) projects
the fibre of EU∞(G) over z onto the fibre of [(CG)|U ]∗ over z. Moreover, we have
sup
z∈U
||PU(z)|| ≤ C, (3.3)
where || · || is the dual norm defined with respect to | · |EU
∞
(G) and | · |[(CG)|U ]∗ . The
operator PU induces also a linear map P
′
U : O(U,EU∞(G)) −→ O(U, [(CG)|U ]∗),
[P ′U(f)](z) := [PU(z)](f(z)), f ∈ O(U,EU∞(G)) .
Further, any f ∈ H∞(U˜) can be considered in a natural way as a bounded holomor-
phic section of the trivial bundle U˜ × C −→ U˜ . This bundle satisfies assumptions
of Proposition 2.5 (for U instead of M). Furthermore, it easy to see that in this
case the bundle (U˜ × C)U defined in Proposition 2.3 coincides with EU∞(G). Let
Φ0U : H
0
b (g
−1(U), U˜ ×C) −→ H0(U , EU∞(G)) be the isomorphism of Proposition 2.4.
13
(This is just the direct image map with respect to pU : U˜ −→ U .) We define the
Banach subspace S∞(U) ⊂ H0(U , EU∞(G)) with norm | · |U by the formula
f ∈ S∞(U) ↔ |f |U := sup
z∈U
|f(z)|EU
∞
(G) <∞ .
Clearly Φ0U maps H
∞(U˜) isomorphically onto S∞(U). Moreover, sU := Φ
0
U |H∞(U˜)
is a linear isometry of Banach spaces. By definition, the space sU(p
∗
U(H
∞(U)))
coincides with O(U, [(CU)|U ]∗) ∩ S∞(U). Then according to the definition of sU
and inequality (3.3) the linear operator P := s−1U ◦ P ′U ◦ sU maps H∞(U˜) onto
p∗U(H
∞(U)). According to our construction P is a bounded projector satisfying (1).
Here the required projector Pz : l
∞(Fz) −→ C(Fz) can be naturally identified with
PU(z). Let now f ∈ H∞(U˜) and g ∈ p∗U(H∞(U)). Then by definition we have
P [f · g]|p−1
U
(z) = Pz[(f · g)|p−1
U
(z)] = Pz[f |p−1
U
(z)] · g|p−1
U
(z) = (P [f ] · g)|p−1
U
(z) .
Here we used that g|p−1
U
(z) is a constant and Pz is a linear operator. This implies (2).
Property (3) follows from the fact that Pz is a projector onto C(Fz). Further, (4) is
a consequence of the fact that PU(z) is dual to (IG)(z) and so Pz is continuous in the
weak ∗ topology of l∞(Fz). Finally, the norm of P coincides with supz∈U ||PU(z)||.
Thus ||P || ≤ C for C as in (3.3). This completes the proof of (5).
The theorem is proved. ✷
Proof of Corollary 1.2. First, remark that any bordered Riemann surface N
admits an embedding to a Riemann surface M such that the pair N ⊂⊂ M satisfies
condition (1.2). Let R˜ be a covering of N and i : U →֒ R˜ be such that π1(U) is
generated by a subfamily of generators of the free group π1(R˜). Then the homomor-
phism i∗ : π1(U) −→ π1(R˜) is injective. In particular, K(U) := Ker(i∗) = {e} and
pU : U˜ −→ U is the universal covering. Since U˜ is biholomorphic to D, the existence
of the projector P : H∞(D) −→ p∗U(H∞(U)) follows from Theorem 1.1. ✷
Proof of Corollary 1.5. Let N ⊂⊂ M , R ⊂ Fc(N) and i : U →֒ R be
open Riemann surfaces satisfying conditions of Theorem 1.1. Assume also that
K(U) := Ker(i∗) = {e}. Let pU : D −→ U be the universal covering map. Then
there is a projector P : H∞(D) −→ p∗U(H∞(U)) with properties (1)-(5) of Theorem
1.1. Let f1, ..., fn ∈ H∞(U) satisfy the corona condition (1.4) with δ > 0. Without
loss of generality we will assume also that maxi ||fi||H∞(U) ≤ 1. For 1 ≤ i ≤ n we
set hi := p
∗
U(fi). Then h1, ..., hn ∈ H∞(D) satisfy the corona condition in D (with
the same δ). Also maxi ||hi||H∞(D) ≤ 1. Now according to the solution of Carleson’s
Corona Theorem [Ca], there is a constant C(n, δ) and some g1, ..., gn ∈ H∞(D) sat-
isfying maxi ||gi||H∞(D) ≤ C(n, δ) such that∑ni=1 gihi ≡ 1. Let us define di ∈ H∞(U)
by the formula
p∗U(di) := P [gi], 1 ≤ i ≤ n .
Then property (2) for P implies that
∑n
i=1 difi ≡ 1. Moreover, maxi ||di||H∞(U) ≤
C(N) · C(n, δ) where C(N) is the constant from Lemma 3.3.
The proof of the corollary is complete. ✷
Remark 3.4 In a forthcoming paper we present the following generalization of
Corollary 1.5.
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Theorem. Let an open Riemann surface U satisfy the conditions of Corollary 1.5.
Let b be an n × k matrix, k < n, with entries in H∞(U). Assume that the corona
condition (1.4) is valid for the family of minors of b of order k. Then there is an
n× n matrix b˜ with entries in H∞(U) which extends b such that det(b˜) ≡ 1 on U .
The proof of the theorem is based on Theorem 1.1 and a Grauert type theorem
for “holomorphic” vector bundles defined on maximal ideal spaces (which are not
usual manifolds !) of certain Banach algebras.
4. Proof of Theorem 1.7.
Let N ⊂⊂ M be a relatively compact domain of a connected Stein manifold M
satisfying (1.2). For a subgroup G ⊂ π1(M) we denote by gNG : NG −→ N and
gMG : MG −→ M the covering spaces of M and N corresponding to the group G
with NG ⊂MG. Further, assume that i : U →֒ NG is a holomorphic embedding of a
complex connected manifold U , K(U) := Ker(i∗) ⊂ π1(U), and pU : U˜ −→ U is the
regular covering of U corresponding to K(U). As before, without loss of generality
we may assume that homomorphism i∗ : π1(U) −→ G (= π1(NG)) is surjective (see
arguments of Lemma 3.1). Thus the deck transformation group of U˜ is G. We begin
the proof of the theorem with the following
Proposition 4.1 For any z ∈ U , the sequence p−1U (z) := {ws}s∈G ⊂ U˜ is interpo-
lating with respect to H∞(U˜). Moreover, let
M(z) = sup
||as||l∞(G)≤1
inf{||g||H∞(U˜) : g ∈ H∞(U˜), g(ws) = as, j = 1, 2, ...}
be the constant of interpolation for p−1U (z). Then there is a constant C = C(N) such
that
sup
z∈U
M(z) ≤ C .
Proof. Consider the homomorphism ρ∗G : G −→ Iso(l∞(G)),
[ρ∗G(g)(w)](x) := w(x · g−1), w ∈ l∞(G), x, g ∈ G .
Let EMG∞ (G) −→ MG be the holomorphic Banach vector bundle associated with
ρ∗G. Then E
MG
∞ (G)|U = EU∞(G) (see Example 2.2 (b)). According to Proposition
2.5, we can define the holomorphic Banach vector bundle [EMG∞ (G)]M −→ M with
the fibre [l∞(G)]∞(XG). Let G be the set of all subgroup G ⊂ π1(M). We define
the Banach space L = ⊕G∈G [l∞(G)]∞(XG) such that x = {xG}G∈G belongs to L if
xG ∈ [l∞(G)]∞(XG) and
|x|L := sup
G∈G
|xG|[l∞(G)]∞(XG) <∞ ,
where | · |[l∞(G)]∞(XG) is the norm on [l∞(G)]∞(XG). Then similarly to the construc-
tion of Lemma 3.2, we can define the holomorphic Banach vector bundle B over M
with the fibre L by the formula
B := ⊕G∈G [EMG∞ (G)]M .
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Note that the structure group of B is Iso(L). Therefore the norm |·|L induces a norm
| · |B on B (see Example 2.2 (b)). Let O ⊂⊂ M be a relatively compact domain
containing N . Denote by H∞(O,B) the Banach space of bounded holomorphic
sections from O(O,B), that is,
f ∈ H∞(O,B) ↔ ||f || := sup
z∈O
|f(z)|B <∞ .
For any z ∈ O consider the restriction operator r(z) : H∞(O,B) −→ L,
r(z)[f ] := f(z), f ∈ H∞(O,B) .
Then r(z) is a continuous linear operator with the norm ||r(z)|| ≤ 1. Moreover, by
a theorem of Bungart (see [B, Sect.4]), for any v ∈ L there is a section f ∈ O(M,B)
such that f(z) = v. Since O is relatively compact in M , the restriction f |O belongs
to H∞(O,B). This shows that r(z) is surjective. For any v ∈ L we set Kv(z) :=
r(z)−1(v) ⊂ H∞(O,B). The constant
h(z) := sup
|v|L≤1
inf
t∈Kv(z)
||t||
will be called the constant of interpolation for r(z). We will show that
Lemma 4.2
sup
z∈N
h(z) ≤ C <∞
where C depends on N only.
Proof. In fact it suffices to cover N by a finite number of open balls and prove
the required inequality for z varying in each of these balls. Moreover, since N is a
compact, for any w ∈ N it suffices to find an open neighbourhood Uw ⊂ O of w
such that {h(z)}z∈Uw is bounded from above by an absolute constant.
Let w ∈ N . Without loss of generality we may identify a small open neighbour-
hood of w in O with the open unit ball Bc(0, 1) ⊂ Cn, n = dim O, such that w
corresponds to 0 in this identification. It is easy to see that r(z), z ∈ Bc(0, 1), is the
family of linear continuous operators holomorphic in z. Let R := 1/4h(w). Since
h(w) ≥ 1, Bc(0, 1) contains Bc(0, R). For a y ∈ Bc(0, R) consider the one dimen-
sional complex subspace ly of C
n containing y. Without loss of generality we may
identify ly ∩ Bc(0, 1) with the open unit disk D ⊂ C. With this identification, let
r(z) :=
∑∞
i=0 riz
i be the Taylor expansion of r(z) in D. Here ri : H
∞(O,B) −→ L is
a linear operator with the norm ||ri|| ≤ 1. The last estimate follows from the Cauchy
estimates for derivatives of holomorphic functions. We also have r0 := r(0) (recall
that w = 0). Let v ∈ L, |v|L ≤ 1. For z < R we will construct v(z) ∈ H∞(O,B)
which depends holomorphically on z, such that ||v(z)|| ≤ 8h(w) and r(z)[v(z)] = v.
Let v(z) =
∑∞
i=0 viz
i. Then we have the formal decomposition
v = r(z)[v(z)] =
∞∑
i=0
zi ·
∞∑
j=0
ri(vjz
j) =
∞∑
k=0
zk · ∑
i+j=k
ri(vj).
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Let us define vi from the equations
r0(v0) = v and
∑
i+j=k
ri(vj) = 0, for k ≥ 1 .
Since the constant of interpolation for r(0) is h(w), we can find v0 ∈ H∞(O,B),
||v0|| < 2h(w), satisfying the first equation. Substituting this v0 into the second
equation we obtain r0(v1) = −r1(v0). Here ||r1(v0)|| ≤ 2h(w) because ||r1|| ≤ 1.
Thus again we can find v1 ∈ H∞(O,B) satisfying the second equation such that
||v1|| ≤ (2h(w))2. Continuing step by step to solve the above equations we obtain
vn ∈ H∞(O,B) satisfying the n-th equation such that ||vn|| ≤ ∑ni=1(2h(w))i+1 <
n(2h(v))n+1 (because h(w) ≥ 1). Thus we have
||v(z)|| ≤
∞∑
n=0
n(2h(w))n+1Rn <
2h(w)
(1− 2h(w)R)2 = 8h(w) .
The above arguments show that h(z) ≤ 8h(w) for any z ∈ Bc(0, 1/4h(w)).
This completes the proof of the lemma. ✷
We proceed to prove Proposition 4.1. Consider the fibre p−1U (z) ⊂ U˜ for z ∈ U .
Using the isometric isomorphism between H∞(U˜) and the space H∞(U,EU∞(G)) of
bounded holomorphic sections of EU∞(G) defined by taking the direct image of each
function from H∞(U˜) with respect to pU (see the construction of Proposition 2.4),
we can reformulate the required interpolation problem as follows:
Given h ∈ l∞(G) find v ∈ H∞(U,EU∞(G)) of the least norm ||v|| such that
v(z) = h.
Let us consider y = gNG(z) ∈ N and its preimage g−1NG(y) ⊂ NG. Further,
consider the bundle EMG∞ (G) −→MG. We define a new function h˜ ∈ [l∞(G)]∞(XG)
by the formula
h˜(z) = h and h˜(x) = 0 for any x ∈ g−1NG(y), x 6= z.
Then |h˜|[l∞(G)]∞(XG) = |h|l∞(G). Let us consider now the bundle [EMG∞ (G)]M over
M . Taking the direct image with respect to gMG, we can identify h˜ with a section
of [EMG∞ (G)]M over y. Since [E
MG
∞ (G)]M is a component of the bundle B, we can
extend h˜ by 0 to obtain a section h′ of B over y whose norm equals |h|l∞(G). Therefore
according to Lemma 4.2, there is a holomorphic section v′ ∈ H∞(O,B) such that
supw∈N |v′(w)|B ≤ C|h|l∞(G) and v′(y) = h′. Now consider the natural projection
π of B onto the component [EMG∞ (G)]M in the direct decomposition of B. Then
v˜ := π(v′) satisfies
sup
w∈N
|v˜(w)|
[E
MG
∞ (G)]M
≤ C|h|l∞(G) and v˜(y) = h˜ .
Using identification of v˜|N with a bounded holomorphic section v of ENG∞ (G) (see the
construction of Proposition 2.4), we obtain that v(z) = h and supw∈U |v|ENG∞ (G) ≤
C|h|l∞(G). It remains to note that ENG∞ (G)|U = EU∞(G) and so v|U ∈ H∞(U,EU∞(G)).
In particular, supz∈U M(z) ≤ C.
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This completes the proof of the proposition. ✷
Proof of Theorem 1.7. Assume that {zj} ⊂ U is an interpolating sequence with
the constant of interpolation
M = sup
||aj ||∞≤1
inf{||g|| : g ∈ H∞(U), g(zj) = aj , j = 1, 2, ...} .
We will prove that p−1U ({zj}) ⊂ U˜ is also interpolating. According to [Ga, Ch.VII,
Th.2.2], there are functions fn ∈ H∞(U) such that
fn(zn) = 1, fn(zk) = 0, k 6= n,∑
n
|fn(z)| ≤ M2 .
Further, according to Proposition 4.1, for any x ∈ U , p−1U (x) is an interpolating
sequence with the constant of interpolation ≤ C. Let p−1U (zn) = {zng}g∈G. Then
[Ga, Ch.VII, Th.2.2] implies that there are functions fng ∈ H∞(U˜) such that for
any n
fng(zng) = 1, fng(zkg) = 0, k 6= n,∑
n
|fng(z)| ≤ C2 .
Define now bng ∈ H∞(U˜) by the formula
bng(z) := fng(z) · (p∗U(fn))(z).
Then we have
bng(zng) = 1, bng(zks) = 0, k 6= n or g 6= s,
∑
n,g
|bng(z)| =
∑
n
(
|(p∗U(fn))(z)| ·
∑
g
|fng(z)|
)
≤ (MC)2 .
Now we have the linear interpolation operator S : l∞ −→ H∞(U˜) defined by
S({ang}) = ∑n,g angbng(z) for any {ang} ∈ l∞. This shows that {p−1U (zn)} is in-
terpolating.
Conversely, assume that {zn} ⊂ U is such that {p−1U (zn)} is interpolating for
H∞(U˜). Let {an} ∈ l∞. Consider the function t ∈ l∞({p−1U (zn)}) defined by
t|p−1
U
(zn)
= an for n = 1, 2, ... . Then there is f ∈ H∞(U˜) such that f |{p−1
U
(zn)}
= t.
Applying to f the projector P constructed in Theorem 1.1, we obtain a function
k ∈ H∞(U) with p∗U(k) = P (f) which solves the required interpolation problem.
The proof of the theorem is complete. ✷
5. Properties of Interpolating Sequences Defined
on Riemann Surfaces.
In this section we establish some results for interpolating sequences in U where U
is a Riemann surface satisfying conditions of Corollary 1.5.
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Let r : D −→ U be the universal covering map. From Theorem 1.7 we know that
for any z ∈ U the sequence r−1(z) ⊂ D is interpolating for H∞(D). Then for any
z ∈ U , we can define a Blaschke product Bz ∈ H∞(D) with simple zeros at all points
of r−1(z). If B′z is another Blaschke product with the same property then we have
B′z = α ·Bz for some α ∈ C, |α| = 1. In particular, the subharmonic function |Bz| is
invariant with respect to the action on D of the deck transformation group π1(U).
Thus there is a nonnegative subharmonic function Pz on U with the only zero at z,
such that r∗(Pz) = |Bz|. It is also clear that Pz(y) = Py(z) for any y, z ∈ U , and
supU Pz = 1.
Proposition 5.1 A sequence {zi} ⊂ U is interpolating for H∞(U) if and only if
inf
j
 ∏
k: k 6=j
Pzk(zj)
 := δ > 0 . (5.1)
The number δ will be called the characteristic of the interpolating sequence {zj}.
Proof. Assume that {zj} is an interpolating sequence. Then by Theorem 1.7,
r−1({zj}) is interpolating for H∞(D). Let r−1(zj) = {zjg}g∈pi1(U). Then by the
Carleson theorem [Ca1] on the characterization of interpolating sequences we have
(for any j, g)  ∏
k: k 6=j
|Bzk(zjg)|
 ·
 ∏
h: h 6=g
∣∣∣∣∣ zjh − zjg1− zjhzjg
∣∣∣∣∣
 ≥ c > 0 .
Further, since ∏
h: h 6=g
∣∣∣∣∣ zjh − zjg1− zjhzjg
∣∣∣∣∣ ≤ 1,
from the above inequality it follows that for any j∏
k: k 6=j
Pzk(zj) :=
∏
k: k 6=j
|Bzk(zjg)| ≥ c > 0 .
Conversely, assume that for any j we have∏
k: k 6=j
Pzk(zj) ≥ c > 0 .
From the proof of Theorem 1.7 we know that the constant of interpolation for r−1(z)
with an arbitrary z ∈ U is bounded from above by some C = C(N) < ∞. Thus
according to the inequality which connects the constant of interpolation with the
characteristic of an interpolating sequence (see [Ca1]) we obtain for any j and any
g ∈ π1(U) : ∏
h: h 6=g
∣∣∣∣∣ zjh − zjg1− zjhzjg
∣∣∣∣∣ ≥ 1/C > 0 .
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Combining these two inequalities we have (for any j, g) ∏
k: k 6=j
Pzk(zj)
 ·
 ∏
h: h 6=g
∣∣∣∣∣ zjh − zjg1− zjhzjg
∣∣∣∣∣
 =
 ∏
k: k 6=j
|Bzk(zjg)|
 ·
 ∏
h: h 6=g
∣∣∣∣∣ zjh − zjg1− zjhzjg
∣∣∣∣∣
 ≥ c
C
> 0 .
This inequality implies that the sequence r−1({zj}) is interpolating (see [Ca1]).
Hence by Theorem 1.7, {zj} is interpolating for H∞(U).
The proof of the proposition is complete. ✷
Corollary 5.2 Let {zj} ⊂ U be an interpolating sequence with characteristic δ. Let
K be the constant of interpolation for {zj}. Then there is a constant A depending
only on the original Riemann surface N (and not of the choice of U) such that
K ≤ A
δ
(
1 + log
1
δ
)
.
Proof. From the proof of Proposition 5.1 and Theorem 1.7 it follows that the
characteristic δ′ of the interpolating sequence r−1({zj}) is ≥ δ/C, where C ≥ 1
depends on N only. Then according to the Carleson theorem [Ca1], the constant
of interpolation K ′ of r−1({zj}) is ≤ cCδ (1 + log Cδ ) < C1δ (1 + log 1δ ). Here c is an
absolute constant and C1 = C1(N). Thus applying the projector P of Theorem 1.1
to functions f ∈ H∞(D) which are constant on each fibre r−1(zj), j = 1, 2, ..., and
using that ||P || ≤ C2 = C2(N) <∞ we obtain that
K ≤ C2K ′ ≤ C1C2
δ
(
1 + log
1
δ
)
. ✷
The next result states that a small perturbation of an interpolating sequence in
U is also an interpolating sequence. Let ρ be the pseudometric on D (see definition
(1.3)). Let x, y ∈ U and x0 ∈ D be such that r(x0) = x. We define the distance
ρ∗(x, y) by the formula:
ρ∗(x, y) := inf
w∈r−1(y)
ρ(x0, w) .
It is easy to see that this definition does not depend of the choice of x0 and determines
a metric on U compatible with its topology.
Proposition 5.3 Let {zj} ⊂ U be an interpolating sequence with characteristic δ.
Assume that 0 < λ < 2λ/(1 + λ2) < δ < 1. If {ξj} ⊂ U satisfies ρ∗(ξj, zj) ≤ λ,
j = 1, 2, ..., then for any k
∏
j: j 6=k
Pξj(ξk) ≥
δ − 2λ/(1 + λ2)
1− 2λδ/(1 + λ2) .
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In fact, this proposition is similar to [Ga,Ch.VII, Lemma 5.3] which is used in the
proof of Earl’s theorem on interpolation. We will show how to modify the proof of
this lemma to obtain our result.
Proof. Let r−1(zj) = {zjg}g∈pi1(U) and r−1(ξj) = {ξjg}g∈pi1(U). According to the
definition of ρ∗ and because π1(U) acts discretely on D, we can choose the above
indices such that ρ(ξjg, zjg) ≤ λ for any g. Let us fix some h ∈ π1(U). Then by
definition for j 6= k we have
Pξj(ξk) =
∏
g∈pi1(U)
ρ(ξkh, ξjg) .
Using an inequality from the proof of Lemma 5.3 in [Ga,Ch.VII] gives
ρ(ξjg, ξkh) ≥ ρ(zjg, zkh)− α
1− αρ(zjg, zkh)
for α := 2λ/(1 + λ2). According to our assumption we have∏
j: j 6=k
Pzj (zk) :=
∏
j: j 6=k
∏
g∈pi1(U)
ρ(zkh, zjg) ≥ δ .
Therefore ρ(zkh, zjg) ≥ δ for any j 6= k and any g ∈ π1(U). Hence we can apply the
inequality of [Ga,Ch.VII, Lemma 5.2] to obtain
∏
j: j 6=k
Pξj(ξk) :=
∏
j: j 6=k
∏
g∈pi1(U)
ρ(ξjg, ξkh) ≥
∏
j: j 6=k
∏
g∈pi1(U)
ρ(zjg, zkh)− α
1− αρ(zjg, zkh) ≥
(∏
j: j 6=k
∏
g∈pi1(U) ρ(zjg, zkh)
)
− α
1− α
(∏
j: j 6=k
∏
g∈pi1(U) ρ(zjg, zkh)
) =
(∏
j: j 6=k Pzj (zk)
)
− α
1− α
(∏
j: j 6=k Pzj (zk)
) ≥ δ − α
1− αδ .
This gives the required inequality. ✷
Proposition 5.4 Let {zi} and {yi} be interpolating sequences in U . Assume that
there is a constant c > 0 such that for any i, j
ρ∗(zj, yi) ≥ c .
Then the sequence {zi} ∪ {yi} ⊂ U is interpolating.
Proof. From the condition of the proposition it follows that the distance in the pseu-
dohyperbolic metric on D between interpolating sequences r−1({zi}) and r−1({yi})
is ≥ c. This implies that r−1({zi}) ∪ r−1({yi}) is interpolating for H∞(D) (see e.g.
[Ga,Ch.VII, Problem 2]). Therefore by Theorem 1.7 {zi}∪{yi} ⊂ U is interpolating
for H∞(U). ✷
Finally we formulate an analog of Corollary 1.6 from [Ga, Ch.X].
Proposition 5.5 Let {zj} ⊂ U be an interpolating sequence with characteristic δ.
Then {zj} can be represented as a disjoint union {z1j} ⊔ {z2j} of two subsequences
such that the characteristic of {zsj}, is ≥
√
δ, s = 1, 2 .
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Proof. Consider the function F (z) :=
∏
j Pzj(z). Then we have a decomposition
F (z) = F1(z) · F2(z) with Fs(z) := ∏j Pzsj (z), s = 1, 2. It suffices to choose the
required decomposition such that
if F1(zn) = 0, then
∏
j: j 6=n
Pz1j(zn) ≥ F2(zn)
if F2(zn) = 0, then
∏
j: j 6=n
Pz2j (zn) ≥ F1(zn) .
The proof of the above inequalities repeats word-for-word the combinatorial proof
of Lemma 1.5 in [Ga,Ch.X] given by Mills, where we must define the matrix [akn]
by the formula
akn = logPzk(zn), k 6= n; ann = 0 .
We leave the details to the reader. Now from the above inequalities for F1(zn) = 0
we have
δ ≤ ∏
j: j 6=n
Pzj(zn) =
 ∏
j: j 6=n
Pz1j (zn)
F2(zn) ≤
 ∏
j: j 6=n
Pz1j (zn)
2
which gives the required estimate of the characteristic for {z1j}. The same is valid
for {z2j}. ✷
Remark 5.6 Using the above properties of interpolating sequences in U it is pos-
sible to define non-trivial analytic maps of D to the maximal ideal space of H∞(U)
related to limit points of an interpolating sequence. The construction is similar to
the construction given in the case of H∞(D) (see [Br]).
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