We determine every Jordan type partition that occurs as the Jordan block decomposition for the multiplication map by a linear form in a height two homogeneous complete intersection (CI) Artinian algebra A over an algebraically closed field k of characteristic zero or large enough. We show that these CI Jordan type partitions are those satisfying specific numerical conditions; also, given the Hilbert function H(A), they are completely determined by which higher Hessians of A vanish at the point corresponding to the linear form. We also show new combinatorial results about such partitions, and in particular we give ways to construct them from a branch label or hook code, showing how branches are attached to a fundamental triangle to form the Ferrers diagram.
two Artinian algebra A = R/I is strong Lefschetz. 1 We are interested in the Jordan types possible for other linear forms. Given a graded Gorenstein algebra A = R/I of Hilbert function T and a linear form ∈ R 1 , the Hessian h i (F ) is the determinant of the homomorphism j−2i : A i → A j−i given by the multiplication map by j−2i
(Definition 3.1). When k ≥ 2 there are d active Hessians, when k ≥ 1 there are d − 1. We show concerning Hessians (see Theorem 3.7)
Theorem 1. Let T satisfy (1.1) for an integer d ≥ 2. Then there is a 1-1 correspondence between the CIJT partitions P having diagonal lengths T , and the 2 d (when k > 1), or 2 d−1 (when k = 1) subsets of the active Hessians for T that vanish at in R 1 . Example 1.1. Let T = (1, 2, 2, 1). The active Hessians are h 0 , the determinant of multiplication by 3 : A 0 → A 3 , and h 1 , from multiplication by : A 1 → A 2 . Thus, there are four subsets of the Hessians. When no Hessian is zero, the Jordan type P is (4, 2) , the conjugate of T , and is strong Lefschetz. For the CI algebra R/(x 2 , y 3 ), the multiplication m y has partition P y = (3, 3) , and only h 0 is zero; the multiplication m x has partition P x = (2, 2, 2) and both h 0 , h 1 are zero, while m x+y has partition (4, 2) . For the CI algebra R/(xy, x 3 + y 3 ) the multiplication m x (or m y ) has partition (4, 1, 1), and only h 1 is zero. There are two more partitions of diagonal lengths T , namely (3, 1, 1, 1), which occurs for m x in the non-CI algebra R/(xy, x 3 , y 4 ) and (2, 2, 1, 1) which occurs for m x in R/(x 2 , xy 2 , y 4 ). Note that m y in the latter, non-CI algebra has partition (4, 2): that is, certain CIJT partitions may occur also for a non-CI algebra. However, a non-CIJT partition cannot occur as P for a linear element of a complete intersection algebra. See Example 4.2 and Figure 7 for further detail when T = (1, 2, 2, 1).
We also determine the CIJT partitions in other, combinatorial ways, involving the attaching of branches to a basic triangle of a partition (Section 2). Our proofs involve a careful combinatorial study of this process of attaching branches, in the spirit of [11] , and we adapt results from [12] . The paper is self-contained.
Outline of results. In Lemmas 2.2 and Lemma 2.3 of Section 2, we state and prove a necessary criterion for a partition having diagonal lengths T satisfying Equation (1.1) to occur as the Jordan type of a linear form of some Artinian complete intersection algebra. This is very restrictive: there are only 2 d partitions satisfying the criterion when k > 1 and 2 d−1 when k = 1. We adapt from [11] the method of adding branches to a basic triangle of T to determine the partition P ; we introduce a branch label (Definition 2.5) to describe this. We first exhibit in Lemma 2.7 (for multiplicity k ≥ 2) and Lemma 2.9 (for multiplicity k = 1), all possible partitions that have diagonal lengths T satisfying Equation (1.1) above: each of these may occur as a Jordan type for an algebra quotient A of R having Hilbert function T , that is not necessarily CI. This is less restrictive and we show there are 2 · 3 d−1 such partitions when k > 1 and 3 d−1 when k = 1 (Corollary 2.11): these numbers agree with the more general formulas of [11] . In the main results of Section 2, Theorem 2.12 and Theorem 2.14, we determine via their branch labels, all the partitions that can occur as the Jordan type partitions of a linear form for some Artinian complete intersection algebra with the Hilbert function T , that is, all the CIJT partitions having diagonal lengths T . Theorem 2.16 and Corollary 2.17 confirm that all the partitions P satisfying the criterion of Lemmas 2.2 and 2.3 actually do occur as CIJT partitions. We show, surprisingly, (Theorem 2.18) Theorem 2. A partition P having diagonal lengths T satisfying Equation (1.1) has CIJT if and only if its number of parts is d (weak Lefschetz case) or d + k − 1.
The first author with M. Boij had previously determined the Jordan types for complete intersection algebras A = R/ Ann F , for a generic form F ∈ E, when a single Hessian could vanish (Theorem 3.2 in Section 3.1). In Section 3.2, Theorem 3.5, we determine the numerical condition on a CIJT partition P for a specific higher Hessian h i to be non-vanishing. In Section 3.2, Theorem 3.7, we specify and show the 1-1 correspondence between the sets of vanishing higher Hessians of F at p with the CIJT partitions P for A = R/ Ann F , a more precise version of Theorem 1 above. We also provide the possible rank sequences for Hessian matrices at p of a CIJT partition P in Corollary 3.10.
We report geometric consequences in Section 3.3. First, our results imply that there is a lattice structure on the set of CIJT's having given diagonal lengths. In Proposition 3.12 we show that this structure coincides with the usual dominance order on these partitions. In Theorem 3.16 we show that the Zariski closure of the cell V(E P ) of algebras having a given CIJT in a direction is the union of smaller or equal cells in the dominance order.
In Section 4 we make the connection with the hook codes of [11] . In Proposition 4.3 we relate the branch labels and the hook codes for all partitions of diagonal lengths T , and in Corollary 4.4. we apply this to CIJT partitions. Then we prove the correspondence of vanishing Hessians of a complete intersection Jordan type with its hook code in Proposition 4.5.
In Appendix A, we explain the hook code as well as illustrate it in some examples. We also explain the method of standard generators for an ideal determining the Hilbert function T -originally due to J. Briançon and developed by J. Yaméogo and others.
We include throughout diagrams and examples to illustrate the results. We include throughout diagrams and examples to illustrate the results.
2 Jordan type for complete intersection Artinian algebras in two variables.
Recall that R = k[x, y], the polynomial ring over a field of characteristic zero or characteristic p > j, and we assume that the Hilbert function T is possible for a graded complete intersection (CI) of codimension two: by [14, §58] T must satisfy Equation (1.1)), and, evidently, each such sequence T of (1. Here the socle degree j = 2d + k − 2 and T is symmetric about j/2. The Ferrers diagram of the partition P = (p 1 , p 2 , . . . , p s ), p 1 ≥ p 2 ≥ . . . ≥ p s is an array with p i cells in the i-th row from the top. We denote by C P the filling of the Ferrers diagram by monomials, with i-th row {y i−1 , y i−1 x, . . . , y i−1 x p i −1 } -see Figure 11 ); we denote by E P the monomials not in C P , and by (E P ) the ideal they generate. The diagonal lengths T = T (P ) are the Hilbert function T = H(R/E P ), and are the lengths of the lower-left to upper-right diagonals of the Ferrers graph of P : T = dim k (C P ) i . The cell V(E P ) determined by P is all ideals of R having (E P ) as initial ideal in reverse degree-lex order, using (y, x) as ordered basis for R 1 ; the cell V(E P, ) is the analogous cell using (y, ) as ordered basis (see Definition A.4). A. Iarrobino and J. Yaméogo show the following Lemma.
Lemma 2.1. [11] The Jordan type partition P ,A of ∈ A 1 for an arbitrary homogeneous Artinian algebra A = k[x, y]/I has diagonal lengths the Hilbert function T = H(A) of A, satisfying (2.1).
The Lemma is a consequence of (a) each ideal I of R = k[x, y] has initial forms "in the direction" that determine a monomial initial ideal E(I) = E P (I), in the (y, ) basis (this is from the "standard basis" of J. Briançon); (b) the Jordan type partition P ,A is the same 2 as the partition P (I) determining E(I); and (c) The Hilbert function H(R/I) = H(R/E(I)) is the diagonal lengths of P (I).
This section contains our main results concerning the characterization of partitions of diagonal lengths T satisfying Equation (1.1), and on characterizing the partitions that are CIJT -that occur as the Jordan type P of multiplication by a linear form in a graded Artinian complete intersection algebra A = k[x, y]/I. We note that by Lemma 2.1, the diagonal lengths of a CIJT partition is a Hilbert function satisfying Equation (1.1).
The Ferrers diagram of a partition P of diagonal lengths T = (1, 2, . . . , d−1, d, t d , . . .) with t d ≤ d has a filled basic triangle ∆(P ) = ∆ d consisting of all monomials of degrees less than or equal to d − 1. We regard P as having branches glued to the basic triangle: some branches are horizontal, some may be vertical. We label each such partition by a sequence of integers corresponding to the lengths of these glued branches. We characterize labels associated with partitions having diagonal lengths T satisfying (1.1); we as well characterize all CIJT partitions having diagonal lengths T . In addition to a complete numerical description of all such partitions, we also use the labels to count the number of such partitions having given diagonal lengths T .
Complete intersection Jordan type criterion.
In this section, we provide necessary and sufficient numerical conditions for a partition P to have CIJT. We will write P in power form, as in the next Lemma.
Lemma 2.2. Let T be a sequence satisfying (1.1) and assume that P = (p
Proof. Let E = (E P ) be the monomial ideal corresponding to a partition P . It is evident (or see [11, Definition 3.7] ) that we may write the generators of E (a basis B E for E/mE) as
All but the first and last generators are the monomials corresponding to the inside corners of the Ferrers diagram F P corresponding to P ; we include the highest y power and highest x-power, the outside corners. By assumption P occurs as the Jordan type of multiplication by a linear element in some graded Artinian complete intersection quotient A = R/I. Thus for i ∈ [2, t], the unique elements f i+1 , f i of I having initial monomials µ i+1 = x p i+1 y a i and µ i = x p i y a i−1 , respectively, must generate f i−1 (with initial monomial µ i−1 = x p i−1 y a i−2 ). They can do so only if the relation
between the initial forms µ i+1 and µ i , when applied to the two generators kicks out f i−1 (after further reduction by multiples of µ i+1 ). This is only possible if the degree of f i−1 is at least that of the terms in (2.4). This implies that
We will later show that there must be equality in (2.2) for P a CIJT partition (Corollary 2.16, Equation (2.17)). Thus, using this later result, the hypothesis of the following Lemma can be weakened to Equation (2.2).
In the proof of the following Lemma, we construct a particular complete intersection ideal such that multiplication m x by the element x on A = R/I has a given partition P satisfying Equation (2.2). Such an ideal I is in the cell V(E P ) of the Appendix, Definition A.4. The dimension of the family of all such CI ideals is the dimension of the cell V(E P ), which we give in Proposition 4.3 and Corollary 4.4 below.
Lemma 2.3 (CIJT Criterion).
Let T satisfy Equation (1.1) and let P = (p n 1 1 , . . . p nt t ) with p 1 > · · · > p t be a partition of diagonal lengths T . If for each i ∈ [2, t], the following equality holds, then P can occur as the Jordan type of a linear form for some graded complete intersection algebra A = R/I, of Hilbert function H(A) = T .
Furthermore P occurs as the Jordan type of multiplication by on A = R/I if and only if E P is the monomial initial ideal of I in the direction (that is with (y, ) as distinguished coordinates for R).
Proof. We inductively define t + 1 polynomials f 1 , . . . , f t+1 in R such that
, f i is a homogeneous polynomial with leading term
where
where λ 2,1 , . . . , λ 2,a 1 ∈ k are arbitrary parameters. Then f 1 and f 2 satisfy condition (1) above. Now assume that i ∈ [2, t] and that f 1 , . . . , f i are defined in a way that they satisfy conditions (1) and (2) . Suppose that
In order for f i+1 to satisfy (1) and (2) we find λ i+1,1 , . . . , λ i+1,a i ∈ k such that
We have
By construction, the degree of the polynomial
On the other hand, by assumption, we also have p i−1 = p i +n i +n i−1 . This implies that p i−1 +a i−1 = p i +a i and therefore the degree of the polynomial 
Therefore, for i = 1, . . . , t + 1, we have constructed polynomials
satisfying conditions (1) and (2) above. Now consider the ideal I of R generated by polynomials f 1 , . . . , f t+1 constructed above. Condition (2) implies that I is in fact generated by f t and f t+1 . Thus A = R/I is complete intersection. Furthermore, by construction of I, multiplication by x in A has Jordan type P x = P , and the Hilbert function of H(A) is the diagonal lengths of P (see Definition A.4, also [11, Definition 3.3 and Lemma 3.4] , concerning the cell V(E)).
Example 2.4. Consider the partition P = (6, 2, 2, 2) satisfying Equation (2.2) from Lemma 2.3 above. The diagonal lengths of P are T = (1, 2, 3, 3, 2, 1) which is of the form in Equation (1.1). Following the proof of the Lemma, we construct a complete intersection Artinian algebra A = k[x, y]/I in which multiplication by x has Jordan type P .
We have p 1 = 6, n 1 = 1, p 2 = 2, n 2 = 3. Thus a 1 = 1 and a 2 = 1 + 3 = 4. We set
Here α ∈ k is an arbitrary parameter and (β 1 , β 2 , β 3 , β 4 ) = (α, 0, 0, 0) + (0, 0, 0, 1). Thus
Then for each α ∈ k,
is the desired complete intersection Artinian algebra.
Looking at one such algebra with α = 0, namely A =
x 2 y,y 4 +x 4 , we can easily see that multiplication by x in the basis {1, x, . . . , x 5 , y, xy, y 2 , xy 2 , y 3 , xy 3 } for A is in Jordan form with Jordan type P = (6, 2, 2, 2).
Partitions of diagonal lengths T , a combinatorial characterization.
In this section, we provide a complete combinatorial characterization of partitions of diagonal lengths T , where T is a Hilbert function satisfying Equations (1.1). Convention. We count the columns of a Ferrers diagram from left to right and its rows from top to bottom. Its boxes correspond to the monomials in x, y (see Example A.3 and Figure 11 ).
We next define the branch label associated to a partition P of diagonal lengths T satisfying Equation (1.1). Although related to the concepts of [12] this label, an ordered sequence of non-negative integers giving the branch lengths, is new here.
. . , 2, 1), and set
We label a partition P of diagonal lengths T by a (d+1)-tuple b, obtained by reordering
Consider the Ferrers diagram of P and let e = max{i such that there is a gap at the position corresponding to
We define Figure 1 . By Definition 2.5, the branch label of P is b P = 6, 7, 8, 1, 2, 0, 9, 10, 3, 4, 5 . The entries of b Q count the lengths of branches attached to the basic triangle ∆ 10 . The 0 entry in the label corresponds to the gap in the position corresponding to the monomial x 5 y
5
(indicated by E), while the entries of label appearing before the 0 are the lengths of vertical attachments to columns below the gap, and the entries of the label after the 0 entry are the lengths of the horizontal branch attachments in the rows above the gap. Next consider the partition Q = (19, 12 3 , 6 3 , 3 7 , 2 3 ) and its Ferrers diagram illustrated on the right in Figure 1 . Here Q has diagonal lengths T Q = (1, 2, . . . , 9, 10, 9, . . . , 1). The branch label of Q is b Q = 7, 8, 6, 0, 1, 2, 0, 9, 3, 4, 5 . Here b Q has two 0 entries for the two gaps in the Ferres diagram corresponding to monomials x 3 y 7 and x 6 y 4 . By Definition 2.5, in this case e = 6 and the switch in the label from the lengths of vertical branch attachments to the horizontal branch attachments happens at the second 0 entry (corresponding to x 6 y 4 ).
Also, see Figure 2 for an illustration of all partitions of diagonal lengths T = (1, 2 k , 1) for k = 4 and k = 1, and their corresponding labels for branches attached to ∆ 2 .
The following lemma provides a characterization of branch labels associated with partitions of diagonal lengths T when k > 1.
Lemma 2.7 (Branch labels when k > 1). Assume that T = (1, 2, . . . , d
k , . . . , 2, 1), satisfying Equation (1.1) with k > 1. If P is a partition having diagonal lengths T , 
Conversely, the Ferrers diagram associated as in (2.6) to a branch label of the above form (2.8) represents a partition P b of diagonal lengths T .
Note. Because the intervals are non-overlapping, we may replace max by min or vice versa in either chain of inequalities in (2.8).
Proof. Let b = (b 0 , . . . , b d ) be a permutation of {0, . . . , d} and let P be the sequence of numbers counting the lengths of rows of the Ferrers diagram associated with b as constructed in (2.6) above. Then P is a partition if and only if going from left to right no column is followed by a longer column and going from top to bottom no row is followed by a longer row. By construction of the diagram, we only need to check the first e columns and the first d − e rows of the Ferrers diagram, where e is such that b e = 0. Thus P is a partition if and only if for 0 ≤ i < e,
and for e < i ≤ d, To prove the statement of the Lemma, we first assume that P is a partition of diagonal lengths T and that b is its corresponding branch label. We will show that b has the form described in the Lemma. Let e = b −1 (0). We define D v = {i | 1 ≤ i < e and b i < b i−1 }. The elements of D v correspond to the positions in "the vertical part" of sequence b where there is a descent -the entries drop. In other words, if a and a are two consecutive elements in D v , and if a < i < a , we have i ∈ D v , and therefore by (2.9),
We also note that by the definition of D v , the integer b a is strictly smaller than its previous entry, which, as seen above, is equal to b a + a − a − 1. Since the entries of b are distinct and b a , . . . , b a + (a − a − 1) are already in b, we can conclude that when a < a in D v , we have b a < b a .
Next, we make a similar analysis of the "horizontal part" of b. Let D h = {i | e < i < d and b i+1 < b i }. Assume that a and a are two consecutive elements in D h . If a < i < a then i ∈ D h , and by (2.9),
We also note that by the definition of D h , b a is strictly greater than the next entry in b, namely b a − (a − a − 1). Again, using the fact that the entries of b are distinct and that b a − (a − a − 1), . . . , b a are already in b, we conclude that if a < a in D h , then b a < b a .
Therefore, if P is a partition having diagonal lengths T , then it can be labeled by a sequence b satisfying the conditions (2.8) of the Lemma, as desired.
To prove the converse, assume that b satisfies Equation (2.8). We will show that the corresponding sequence P b formed by the lengths of rows of the Ferrers diagram defined in (2.7) is a partition having diagonal lengths T .
Let b = (v 0 . . . , v , 0, h +1 . . . , h c ) and assume that for 0 ≤ i ≤ , min(v i ) = m i and |v i | = a i , and for < i ≤ c, max(h i ) = M i and |h i | = a i . Then by assumption Using the assumptions (2.10) about b, we have that for 0 ≤ j < ,
and for + 1 ≤ j < c
Therefore, the inequality b i+1 ≤ b i + 1 holds for all i = e. Thus by (2.9) P is a partition of diagonal lengths T , as claimed.
Example 2.8. We revisit the partition P = (19 2 , 11 3 , 5 3 , 3 8 ) with diagonal lengths T P = (1, 2, . . . , 9, 10 2 , 9, . . . , 2, 1) and branch label b P = 6, 7, 8, 1, 2, 0, 9, 10, 3, 4, 5 from Example 2.6. In light of Lemma 2.7, we can partition the label of P into increasing vertical and horizontal subintervals as follows.
Here e = 5, the vertical subintervals are v 0 = {6, 7, 8}, v 1 = {1, 2}, and the horizontal subintervals are h 2 = {9, 10} and h 3 = {3, 4, 5}. We also note that. as indicated in the inequalities (2.8), the minima (equivalently maxima) of the vertical subintervals are decreasing as we move from one subinterval to the next. Similar inequalities also hold in the horizontal part of the label, while there is no such requirement on how the minima of a vertical subinterval and of a horizontal subinterval compare.
Next we prove a similar Lemma for the case
We note that in this case, the Ferrers diagram of a partition P having diagonal lengths T is obtained from ∆ d by attaching d − 1 branches of lengths 1, . . . , d − 1 and leaving two gaps. We also note that since P is a partition, the space between the two gaps in its Ferrers diagram must be "filled up". In other words, If P has gaps at positions corresponding to the monomials 
i > h (2.11) Using the same arguments as in the proof of Lemma 2.7 we can show the following Lemma for this case, that the multiplicity of d in T is one.
Lemma 2.9 (Branch labels when
and the v i 's and h i 's are distinct non-overlapping subintervals of {g, . .
Conversely, the Ferrers diagram associated to a branch label of the form described above represents a partition of diagonal lengths T . Here g = 3, the vertical part of the label consists of two subintervals v 0 = {7, 8} and v 1 = {6}, the horizontal part consists of subintervals h 2 = {9} and h 3 = {3, 4, 5}.
Counting partitions having diagonal lengths
We give a direct proof of the special case of [11, Theorem 3.30, Equation 3 .35] for sequences T satisfying Equation (1.1).
Corollary 2.11. Let T satisfy Equation ( Proof. In light of Lemma 2.7 , to count the number of partitions having diagonal lengths T with k > 1, it is enough to count the number of branch labels of the form given in the Lemma. Each such label is uniquely determined by first, partitioning the set {1, . . . , d} into subintervals, then breaking that set up into two subsets, one subset for the vertical part of the label and one subset for the horizontal part of the label. When this designation is made, there is a unique way to arrange the subintervals for each part of the label, with decreasing minima for the vertical part and decreasing maxima for the horizontal part. For each x between 1 and d , there are
ways to divide the interval {1, . . . , d} into x subintervals, we simply need to choose x − 1 "cutting positions" from the d − 1 spaces between elements of {1, . . . , d}. Once we divide up the interval into x subintervals, there are 2
x ways of designating the vertical and horizontal roles to them. So the total number of valid labels for a partition having diagonal lengths T , so the total number of partitions of diagonal lengths T is
Similarly, for k = 1, using Lemma 2.9 to generate labels that correspond to partitions of diagonal lengths T , we first need to choose a non-negative integer g ∈ {1, . . . , d} to represent the distance between the two gaps. For g = d there is only one label, namely (0, 1, . . . , d − 1, 0). For 0 ≤ g < d, making a valid label is in fact equivalent to partitioning {g, . . . , d − 1} into subintervals, and then dividing up the subintervals into two groups, one for the vertical part and one for the horizontal part of the label. The order in which these intervals appear is forced by the conditions on their maxima and minima. Thus, for 0 ≤ g < d, we can produce
distinct branch labels. Therefore, the total number of partitions having diagonal lengths T when k = 1 is
Partitions having complete intersection Jordan type.
In this section we present some of our main results. Using the branch codes or labels defined and studied in Section 2.2, we characterize CIJT partitions having given diagonal lengths. Recall that we say a partition P of diagonal lengths T satisfying Equation (1.1) has CIJT (complete intersection Jordan type) if it can occur as the Jordan type of a linear form ∈ A 1 for some graded CI algebra of Hilbert function T . 
First assume that P is a partition with a branch label b as described above. We will argue that P is a CIJT partition. Given the form of b, the associated partition P is
(2.14)
This shows that the "horizontal" part of P satisfies the criterion (2.2) of Lemma 2.3.
On the other hand, since by assumption a c = d − e, we also have
Thus, by Lemma 2.3, the partition P is indeed a CIJT partition, as desired.
"⇒" Now assume that P is a CIJT partition and let b be its corresponding branch label in the form given by Lemma 2.7.
We first show that the "vertical part" of b is either empty or is the single interval {1, . . . , e} for a positive integer 1 ≤ e ≤ d.
By way of contradiction, first assume that the vertical part of b consists of at least two distinct subintervals. This in particular implies that there exists an integer j, 1 ≤ j < e such that b(j) < b(j − 1) (in going from one subinterval to the next the first entry drops). Since columns j − 1 and j of the partition have, respectively, the lengths b(j −1)+d−j +1+k −2 and b(j)+d−j +k −2, the assumption b(j) < b(j −1) implies that there is a drop of at least 2 from column j − 1 to column j in P . Therefore, in this case P fails the criterion from Lemma 2.2 and is not a CIJT partition. Thus the assumption that P has CIJT, implies that the "vertical" part of b consists of at most one interval. There is nothing to prove if e = 0, when the vertical part of b is empty, or if e = d, when the vertical part of b is the whole set {1, . . . , d}. Now assume that 0 < e < d: we will show that in this case the vertical part of b is {1, . . . , e}. We showed that the vertical part of b is a single interval, say of the form v = {x | m ≤ x < m + e}, for an integer m ∈ {1, . . . , d}. We will next show that m = 1.
By way of contradiction assume that m > 1. Then 1 is not in v and therefore it has to be in the horizontal part of b. Let i = b −1 (1). Then by (2.9), starting in row i − e and going down through the horizontal part of b, since the entries can not go down they have to go up by one. Indeed, for i ≤ j ≤ d, b(j) = j − i + 1, and these entries all correspond to rows of length
On the other hand, using the assumption v = {m, . . . , m + e − 1} again, we see that the smallest part of P , which is generated by the vertical part of b, has size e and multiplicity m + e + k − 2, which add up to m + 2e + k − 2. Since by assumption e ≥ 1, m + 2e + k − 2 ≥ m + e + k − 1. Thus in this case P fails the "criterion" which contradicts the assumption that P is a CIJT partition. Thus in this case m = 1, as desired. This completes the proof of the claim that the vertical part of b is in fact of
Since the intervals h i partition the interval {x | e < x ≤ d}, and their maxima are arranged in a decreasing order, setting
we see that for 1 ≤ i ≤ c, h i s have the desired form. This completes the proof of the theorem.
We note that Theorem 2.12 also establishes a one-to-one correspondence between the set of CIJT partitions and the set of all increasing sequences 0 = a 0 < · · · < a c ≤ d, for c = 0, . . . , d. (We always have e = d − a c .) Each such increasing sequence (a i ) can also be uniquely determined by its differences (n i = a i − a i−1 ) i which is an ordered partition of n (a partition of n in which the order of parts matter) for n ∈ {0, 1, . . . , d}. Thus by Theorem 2.12 and (2.14) we get the following corollary which characterizes all CIJT partitions for a given Hilbert function.
k , . . . , 2, 1) with d ≥ 2 and k > 1. A partition P can occur as the Jordan type of a linear form for some complete intersection algebra of Hilbert function T satisfying (1.1) if and only if there exists an integer n ∈ [0, d] and an ordered partition n = n 1 + · · · + n c (empty partition when n = 0) such that
15)
where 
A partition P can occur as the Jordan type of a linear form for some complete intersection algebra of Hilbert function T if and only if there exists an integer n ∈ [0, d − 1] and an ordered partition n = n 1 + · · · + n c (empty partition when n = 0) such that
16)
We now show that a CIJT partition must satisfy equality in Equation (2.2).
Theorem 2.16 (Combinatorial criterion for CIJT). Let
A partition P of diagonal lengths T can occur as the Jordan type of a linear form for some complete intersection algebra of Hilbert function T if and only if P = (p 
Proof. First assume that k > 1. Then by Corollary 2.13, the number of CIJT partitions having diagonal lengths T is the total number of ordered partitions of n for 0 ≤ n ≤ d. If 1 ≤ n ≤ d, then there are 2 d−1 ordered partitions of n, and for n = 0, there is the empty partition by our convention. So the total number is
Here is a direct way of counting: Each CIJT branch label is uniquely determined by first choosing an integer e ∈ [0, d], the size of the vertical part, and then choosing an ordered partition of d − e whose partial sums give the increasing sequence a 1 < · · · < a c (the sequence is empty when e = d). For each e ∈ [0, d), the interval {x | e < x ≤ d} = {e + 1, . . . , d} can be divided into subintervals by choosing the cutting points from the d − e − 1 spaces between the elements of the set. Thus for each such e, we get 2 d−e−1 labels. There is also one more label for the case e = d (all branches attached vertically). So the total number is
In Theorem 3.7 we will give a 1-1 correspondence between CIJT partitions of diagonal lengths T and subsets of the non-vanishing Hessians from the d active Hessians. This will give another way to verify the count of 2 d CIJT partitions, which is the number of such subsets. Now assume that k = 1. A similar argument, using Corollary 2.15 in place of Corollary 2.13, implies that the total number of CIJT partitions having diagonal lengths T is the same as the total number of ordered partitions of n for 0
Assume that P is a partition having diagonal lengths T . Then P can occur as the Jordan type of a linear form for some complete intersection algebra of Hilbert function T if and only if P has either d parts (is weak Lefschetz) or P has d + k − 1 parts.
We note that if k = 1 then d + k − 1 = d. Thus for the case of k = 1, a partition P having diagonal lengths T has CIJT if and only of it has d parts (is weak Lefschetz).
Proof. "⇒" This is immediate from Corollaries 2.13 and 2.15.
"⇐" Assume that P is a partition having diagonal lengths T with either d or d+k−1 parts.
If k = 1 then, since P is a partition having diagonal lengths T , by Lemma 2.9 its corresponding branch label has the form b = (v 0 , . . . , v , 0, 1, . . . , g − 1, 0, h +1 , . . . , h c ) for a an integer 0 < g ≤ d. By assumption, P has exactly d parts. This in particular implies that no vertical branch is attached to the first column of P . Thus the branch label of P has no vertical part and by Theorem 2.14, P is a CIJT partition. Now assume that k > 1. Then by Lemma 2.7, the branch label of P has the following form.
where v i s and h i s are distinct subintervals of {1, . . . , d} such that
If P has d parts then there is no vertical branch attachment in P , which implies that the vertical part of b is empty. On the other hand, if P has d + k − 1 parts then in P a branch of length k −1 is vertically attached at the bottom of the first column of ∆ d . This simply means min(v 0 ) = 1. Since the minima of v i 's form a decreasing sequence, the vertical part of b includes only one vertical subinterval of the form {1, . . . , e}. As we saw in the proof of Theorem 2.12 when the horizontal part of b, with the given condition on the maxima, partitions {e + 1, . . . , d}, then b has the form described in Theorem 2.12, hence, by the Theorem, P is a CIJT partition.
Vanishing of Hessians and CIJT Partitions.
In this section, we find all possible Jordan types which occur for Artinian CI algebra in R = k[x, y], using the vanishing of Hessians. Assume that A is an Artinian CI algebra with the Hilbert function T = (1, 2, . . . , d k , . . . , 2, 1 j ), with k ≥ 1, socle degree j, and Macaulay dual generator
Definition 3.1. For i < j/2 the Hessian h i (F ) = det Hess i (F ) is the determinant of the map given by multiplication by j−2i from A i to A j−i in suitable bases for each. An "active Hessian" of A and a linear form ∈ R from Equation (1.1) is one of
3.1 CI Jordan types for "generic" F .
The following previously found result provides the list of all Jordan types and their loci for linear forms of an Artinian CI algebra, A = R/ Ann F , for a general enough degree j form, , be a CI algebra where F ∈ E j is a sufficiently general homogeneous polynomial for an integer j ≥ 2, in the following sense: we assume that F is outside the union of all sets of forms F ∈ E j such that for some linear form ∈ R, two or more of the active Hessians
i (F ) = 0 has an order one zero, and no other active Hessian is zero, is the maximum consecutive subsequence of
for which every entry is greater than or equal to k and less than or equal to j + 1. Remark 3.3. We can use Theorem 3.2 to determine the weak Lefschetz loci for an Artinian CI algebra A = R/ Ann F , where F ∈ E j is a sufficiently general form. Assume that
is the Hilbert function of A. If k = 1, every linear form is a weak Lefschetz element for A, and corresponds to the Jordan type partition of Equation (3.2). But if k ≥ 2, the linear form = ax + by is a weak Lefschetz element for A (for a general F ) if and only if f ∨ 1 (b : −a) = 0: equivalently, is WL for A iff is not a root of f 1 , and this is equivalent under the hypothesis of F general, to not having the Jordan type partition of Equation (3.3). 4 The Hessians have as entries forms in the coefficients of F , so each resultant of two of them or discriminant of one is a homogeneous polynomial in the coefficients of F : each such polynomial determines a codimension one subvariety of zeroes in P j = P(E j ), so the "general" F is any F in the complement of a union of these resultant subvarieties of codimension one in P j ; thus, a "general" F is one belonging to a specific open Zariski-dense subset of P j . (ii) Let A = R/Ann F be a complete intersection algebra where 
CI Jordan types for arbitrary F .
This section contains our main results showing that the CIJT partitions P = P of diagonal lengths T correspond 1-1 to the sets of Hessians h i (F ) that can vanish for a linear form in a complete intersection A of Hilbert function T .
For an Artinian CI algebra A = R/ Ann F where the form F ∈ E j is not generic in the above sense of Theorem 3.2, then several different active Hessians may have simultaneous roots , so there are more possible Jordan types. We first determine the set of CIJT partitions having a particular non-vanishing Hessian (Theorem 3.5). We apply this in Theorem 3.7 to show the 1-1 correspondence between CIJT partitions and the 2 d (when k ≥ 2), or 2 d−1 (when k = 1) subsets of the active Hessians: this count agrees with the number of different complete intersection Jordan types we showed in Corollary 2.17. In Corollary 3.10 we show that the rank of all the multiplication maps Hess i (F ) by different powers of when P is a CIJT partition are determined by which Hessians vanish.
Let T = 1, 2, . . . , d k , . . . , 2, 1 as in Equation 1.1 and consider the conjugate partition T ∨ = (2d + k − 2, 2d + k − 4, . . . , k + 2, k), the strong Lefschetz partition. For a CI Artinian algebra A that is strong Lefschetz 5 a generic linear form has Jordan type T ∨ . Then the higher Hessians are all non-zero at the point p . We now show that the i-th Hessian h i is non-zero at p for an integer i ∈ [0, d − 1] if and only if the sum of the first i parts of the Jordan type partition P is equal to the sum of the first i parts of T ∨ . We will write P = (p 1 , p 2 , . . .) with p 1 ≥ p 2 ≥ · · · . Recall that j = (2d + k − 3). ), corresponding to the basis elements of A r , for every r ∈ [0, i − 1].
We claim that there are
more boxes in the first i+1 parts P . Since, dim k (A i ) = dim k (A 2d+k−i−3 ) = i + 1, and h i (F ) = 0, all i + 1 boxes corresponding to basis elements of A 2d+k−i−3 are contained in the first i + 1 parts in P . Therefore, the i(i+1) 2 boxes corresponding to basis elements of A r 's, for r ∈ [2d + k − i − 2, j], are also contained in the first i + 1 parts of P . Summing the number of boxes, we have
" ⇐ " The multiplication map i−r : A r −→ A i , for every r ∈ [0, i − 1], has trivially maximal rank, so the first i + 1 parts of P contain
boxes, corresponding to basis elements of A r , for every r ∈ [0, i − 1]. Now assume by way of contradiction that for some i ∈ [0, d − 1], h i (F ) = 0; then the rank of the multiplication map 2d−2i+k−3 : A i −→ A 2d+k−i−3 is at most i, for simplicity we may assume it is exactly i. This implies that there are 2d + k − 2i − 2 more boxes in i parts among p 0 , p 1 , . . . , p i , and there are at most (2d + k − 2i − 2) − 1 more boxes in the remaining part among p 0 , p 1 , . . . , p i . On the other hand, similarly to the previous case, there are at most i(i+1) 2 more boxes in the first i + 1 parts of P , corresponding to the basis elements of A r 's,
contradicting our assumption. We have shown ⇐.
The following example illustrates Theorem 3.5. by the degree of the elements. The boxes with labels 5, 6, 13 and 14 are indicated in the Figure 5 . Integers 0, 1, 2, . . . , 9, written in the left of the rows indicate the order i of the Hessian h i (F ) for that row. Using the equivalence in Equation (3.4), we can determine the set of vanishing Hessians for A and from the partition P .
First, since p 1 = 19, Equation (3.4) implies that h 0 (F ) = 0. In fact, p 1 represents the power of which is zero: in other words, we have 19 = 0 which implies that 19 : A 0 −→ A 19 is not an isomorphism and therefore h 0 (F ) = 0. We see that h 6 (F ) = 0 by showing that 7 : A 6 −→ A 13 has maximum rank, that is, 7. By looking at the partition and boxes with labels 6 and 13 we see that they are all in the first 7 rows of the partition. Moreover, every box with label less than 6 has to be on the left of the boxes with label 6, and every box with label greater than 13 has to be to the right of the boxes with label 13. Therefore the number of boxes in the first 7 rows of P is exactly 21 + 56 + 21 = 98. Now we look at the boxes labeled with 5 and 14 to determine if the map 9 : A 5 −→ A 14 has maximal rank. We see in the Ferrers diagram that one box with label 14 is moved to the rows below the those labelled with 5. This shows that 9 has rank 5, that is, one less than the maximal rank, and therefore h 5 (F ) = 0. The number of boxes in the first 6 rows is equal to 88 which is less than 90, as shown by Theorem 3.5.
Similarly, we see that h 1 (F ) = 0 and h 3 (F ) = 0 and that all the other Hessians are zero.
In Section 2, we provided the list of possible complete intersection Jordan types having diagonal lengths T = (1, 2, . . . , d k , . . . , 2, 1), for d ≥ 2 and k ≥ 1. In Corollaries 2.13 and 2.15, we specified all such partitions explicitly. Now, using Theorem 3.5, we determine the set of Hessians which vanish for each possible CIJT partition. An ordered partition of zero is the empty partition. In particular, let P be a partition of diagonal lengths T . The following are equivalent.
i. P = P ,A for a linear form ∈ R and an Artinian complete intersection algebra A = R/ Ann F , and there is an ordered partition n = n 1 + · · · + n c of an integer n satisfying 0 ≤ n ≤ d (or 0 ≤ n ≤ d − 1, respectively) such that h n 1 +···+n i −1 (F ) = 0, for each i ∈ [1, c], and the remaining Hessians are zero;
ii. P satisfies
5)
Proof. First we observe that the number of subsets of active Hessians for a complete intersection algebra A having the Hilbert function T is 2 d when k ≥ 2 and 2 d−1 when k = 1, which agrees with the number of complete intersection Jordan types having diagonal lengths T from Corollary 2.17. Thus, to prove the statement we show that for each partition P in (ii) above, the set of Hessians which vanish is given in (i).
Suppose that for an integer n ∈ [0, d] and for an ordered partition n = n 1 + · · · + n c , we have a partition P satisfying Equation (3.5). By Corollary 2.13 or Corollary 2.15 the partition P occurs as a CIJT partition. For every i ∈ [1, c], we have that
Using Theorem 3.5, we conclude that h n 1 +···n i −1 (F ) = 0. Now we show that for every integer 1 ≤ t ≤ n i − 1 and for every i ∈ [1, c], we have h n 1 +···+n i−1 −1+t (F ) = 0 (here we set n 0 := 0). By Theorem 3.5, we may write
the last inequality holds since 1 ≤ t ≤ n i − 1. Thus P satisfies (i). This completes the proof. A similar correspondence holds for k = 1.
In the following example, we use Theorem 3.7 to show how to determine all Jordan type partitions possible for a linear form of an Artinian CI algebra having a certain given Hilbert function and having given sets of vanishing Hessians. For example for and F where we have h 0 (F ) = 0, h 1 (F ) = 0 and h 2 (F ) = 0, we have n 1 = n 2 = n 3 = 1, and therefore P = (6, 4, 2), is the strong Lefschetz Jordan type. But for and F where we have h 0 (F ) = 0, h 1 (F ) = 0 and h 2 (F ) = 0, we have n 1 = n 2 = 1, and the partition is P = (6, 4, 1, 1). A complete list of CIJT partitions with diagonal lengths (1, 2, 3, 3, 2, 1 ) and the ranks of the corresponding Hessians is included in Figure 9 . For each CIJT partition, the active Hessians that are zero are indicated in bold with * .
We also note than an immediate consequence of Theorem 3.7 is that for any subset S of Hessians there is exactly one CIJT partition for a linear form on which S is the set of vanishing Hessians. This implies -as we will show -that there is only one collection of ranks of Hess i (F ) for vanishing Hessians that occurs for a pair ( , A) where A is any Artinian CI algebra, but the Jordan type P is fixed. (ii) Suppose k ≥ 2, and that for a linear form ∈ R, we have that
Proof. We first prove (i). First note that the assumption in (i) implies that the top active Hessian is not zero, so the linear form is a weak Lefschetz element, meaning that the Jordan type partition for has exactly d parts, see Theorem 2.18; we denote it by P = (p 1 , p 2 , . . . , p d ) and consider
By Theorem 3.7, we have that
, the length of p m+1+i (the number of boxes in this row of the Ferrers diagram) is n + 1 − 2i less than t m+1+i (and for other indexes p m+1+i is n + 1 − 2i greater than t m+1+i ).
For each i ∈ 0, n 2
, having (n + 1 − 2i) less boxes in p m+1+i than t m+1+i determines that the rank of each Hess m+i (F ), Hess m+i+1 (F ), . . . , Hess m+n−i (F ) is one less than the maximal rank. So the rank of Hess m+i (F ) and Hess m+n−i (F ) are both dropped by one, and this occurs (i + 1) times. Therefore, for every 0 ≤ i ≤ This completes the proof of (i). To show part (ii), we use that − 1 , we have that
where we note that the top Hessian is Hess
−2 (F ), so the integer i has to be at
We have proved what we claimed in (ii).
Remark 3.11 (Uniqueness of ranks of Hessians). Lemma 2.3, Theorem 3.7, and Corollary 3.10 determine the sets of possible ranks of Hessians for a partition P having CIJT: Lemma 2.3 is the criterion for P to have CIJT, Theorem 3.7 determines which Hessian determinants vanish for such P , and Corollary 3.10 then completely determines the ranks. Thus, there is no Artinian CI algebra A such that the ranks of the active Hessians are different from the ones given in Corollary 3.10.
3.3 Lattice structure on the CI Jordan types, and dominance.
k , . . . , 1) and P be a CIJT partition of diagonal lengths T . We define the set H P = H P (F ) to be the set of all integers i such that h i (F ) = 0, for a linear form with Jordan type P in an Artinian CI algebra A = R/ Ann(F ). Recall that the dominance partial order on partitions P = (p 1 , . . . , p t ), p 1 ≥ · · · ≥ p t and Q = (q 1 , . . . , q t ), q 1 ≥ · · · ≥ q t of an integer n is Proof. First assume that Q ≤ P in the dominance order. If i ∈ H P , then by Theorem 3.5,
Since Q ≤ P , we also also have
Thus by Theorem 3.5, i ∈ H Q . This shows that H P ⊆ H Q . Conversely, to prove that H P ⊆ H Q implies Q ≤ P , it is enough to prove that if H P \ H Q has only one element, say α, then Q ≤ P . We write the elements of H Q in increasing order as a 1 < · · · < a c , and we assume that t ∈ [1, c + 1] is such that a t−1 < α < a t (here a 0 = −1 and a c+1 = d).
By Theorem 3.5 for each a i , since a i is in both H P and H Q , we get
Thus, in order to prove P ≤ Q, it is enough to prove that for all a t−1 < i < a t ,
Case 1. Assume that t ≤ c. Then α < a c and therefore in this case for all a t−1 < i < a t we are in the horizontal part of P and Q. In fact, the branch labels of P and Q are the same except for one of the horizontal intervals of Q that is now divided into two subintervals for P through the introduction of the new "cut", corresponding to the new added element α. For simplicity, assume that the horizontal interval in Q consists of {a, a+1, . . . , a+h} that are attached to the rows of ∆ d with lengths u, (u−1), . . . , (u− h). Thus the corresponding subpartition of Q has the form (a + u) h+1 . On the other hand, the addition of the new element α to H Q to obtain H P is equivalent to breaking up the horizontal interval [a, a + h] in the branch label of Q into two horizontal subintervals, say [a, a +h] and [a +h + 1, a + h] for an integerh such that 0 ≤h < h. Then in P , branches of lengths a +h + 1, . . . , a + h are added to rows of lengths u, . . . , u − h +h + 1 of ∆ d , and branches of lengths a, . . . , a +h are added to rows of lengths u − h +h, . . . , u − h of ∆ d . The corresponding subpartition of P has the form (a + u +h + 1)
Thus (a + u) h+1 ≤ (a + u +h) h−h , (a + u +h − 1)h . This shows that in this case, Q ≤ P , as desired.
Case 2. Now assume that a c < α. This in particular implies that a c < d − 1 and therefore the branch label of Q has a vertical part, say of the form [1, v] for a positive integer v. We note that v = d − a c − 2. The branch label of P is obtained from the branch label of Q by keeping all the horizontal parts of Q and breaking up its vertical part into two subintervals, say [ 
, where the first subinterval (which may be empty) will be the vertical part of the branch label of P and the second subinterval will be added to the last horizontal part of the label as a new last interval.
For 0 ≤ i ≤ a c , p i = q i . Thus, in order to show that Q ≤ P , it is enough to show that the desired inequalities for the partial sums of P and Q hold beyond a c . Case 2.1. First assume that k = 1. Then in order to compare P and Q, it is enough to compare the subpartition (v + 1) v+1 of Q with the subpartition
This shows that in this case, Q ≤ P , as desired.
Case 2.2. Now we assume that k ≥ 2. In this case, we need to compare the subpartition v v+k−1 of Q with the following subpartition of P .
We obviously have
This completes the proof of the proposition.
Example 3.13. In the first row of figure 6, we start with a complete intersection Jordan type partition Q = (17 2 , 10 5 , 4, 1 2 ) having diagonal lengths T = (1, . . . , 8, 9 2 , 8, . . . , 1). By Theorem 3.5, the set of non-zero Hessians associated with Q is H Q = {1, 6, 7}. We then form H P = {1, 3, 6, 7} by adding an extra non-vanishing condition for the Hessians. This, as illustrated in the figure, leads to the CIJT partition P = (17 2 , 12 2 , 8 3 , 4, 1 2 ), which clearly dominates Q. In the second row of figure 6 we illustrate a similar relation between the CIJT partitions Q = (14 2 , 6 6 ) and P = (14 2 , 10 2 , 4 4 ) of diagonal lengths T = (1, . . . , 7, 8, 7 , . . . , 1).
Geometric consequence
Recall that for a Hilbert function T that occurs for an Artinian quotient of R = k[x, y] the projective variety G T parametrizes graded algebra quotients A = R/I of R having Hilbert function T : it is smooth of known dimension [8, 11] . For T satisfying Equation (1.1) this dimension is (1 + 2(d − 1)) when k ≥ 2 and 2(d − 1) when k = 1. Recall that, given a partition P of n having diagonal lengths T , we denote by V(E P, ) the affine cell of G T parametrizing algebras A = R/I such that I has initial monomial ideal E P, in the direction (Definition A.4). For simplicity we write V(E P ) for V(E P, ).
Corollary 3.14. [Proper intersection of CIJT cells of G T ] Let T satisfy Equation (1.1), and let P, Q be CIJT partitions of diagonal lengths T , and P ∩ Q their intersection in the poset of partitions. Then we have
Furthermore, the codimension of the cell V(E P ) in G T is the number of Hessians that vanish at p . 6 The cells V(E P ) and V (E Q ) intersect properly. Proof. The second part of Lemma 2.3 shows that we may replace "P = P " by "the initial ideal of I in the (y, ) direction is E P ": that is, the decomposition of G T into affine cells corresponding to the initial ideals E P is the same as that according to the Jordan types P = P . The decomposition of G T into affine cells is a result of [8, 11] , which for our CI Jordan types we show in Lemma 2.3. The rest follows from Proposition 3.12.
Remark 3.15. The conclusion of Corollary 3.14 is in contrast to the example of J. Yaméogo where the intersection is not dimensionally proper for the two non-CIJT partitions P = (5, 2, 1, 1) and Q = (4, 2, 1, 1, 1) having diagonal lengths T = (1, 2, 3 We will denote by CI T the open dense subvariety of G T parametrizing complete intersections.
Theorem 3.16. [Closure of V(E P )] Assume that T satisfies Equation(1.1). Then the complete intersection Jordan types (CIJT's) having diagonal lengths T correspond one to one with the subsets of the active Hessians, according to the maps given in Theorem 3.7. The Zariski closure in CI T of the locus V(E P ) of Artinian algebras whose Jordan type is a CIJT partition P ∈ P(T ), is the union V(E P ) = P ≥P V(E P ).
Proof. Immediate from Theorem 3.7 and Corollary 3.14.
CI Jordan types and their hook codes.
Hook codes for partitions P of arbitrary diagonal lengths T were introduced in [11] , they naturally give the dimension of cells V(E P ) of the variety G T parametrizing Artinian algebras of Hilbert function T . We explain hook in Definition A.1ff. of the Appendix.
The hook codes for partitions of diagonal lengths T .
We first define hook codes for partitions P of diagonal lengths T satisfying Equation (1.1), and specify our notation for them. We then determine the hook codes that can occur (Proposition 4.3), and those that occur for CIJT partitions (Corollary 4.4).
Notation for the hook code.
Our notation h(P ) is based on the branch label b for P of Definition 2.5, which specifies the lengths of the branches. So our notation h is different than that of [12] , which we will denote here by H(P ) Definition 4.1 (Hook code). In this section, working in branch labels we replace 0 entries by E to indicate it is an omitted attachment point. The entries of a branch label b are a permutation of {E, 1, . . . , d}. Two such E's occur if the height of T occurs exactly once (k = 1). We write the hook code h as b subscripted: for the entry i a with i > 0 the subscript a is the number of difference-one hooks of P having as hand the endpoint of the branch of length i + k − 2 in degree d + i + k − 3. It is an integer between 0 and 2, except that for i = 1 the highest possible subscript value is 1. An entry E does not have a subscript, as E is not a hand of a hook.
Example 4.2. I. We consider partitions having diagonal lengths T = (1, 2, 1), (1, 2, 2, 1 ) and (1, 2, 3, 2, 1) in Figure 7 : we give the partition along with usual hook code H(P ) where a i means there are a hooks (between zero and 2) with hand in degree i. We next give the Hessian ranks, followed by Y/N according to whether the partition could correspond to a symmetric decomposition 7 of H, then Y/N for a CIJT partition, and finally we give the (new) hook code -the branch label subscripted by the new hook lengths, which we term h.
II. We consider the partitions having diagonal lengths T = (1, 2, 2, 2, 1), where d = 2, k = 3. First, for the partition P = (5, 3) we have h = (E, 2 2 , 1 1 ), the maximum values possible. The traditional hook code of [11, Definition 3.26] for P is H(P ) = (1 3 , 2 4 ) (see Figure 8 ): the boxes are 1 × 1 in degree three and 2 × 1 in degree four. Any other hook code for T is a pair of subpartitions of these boxes, so here corresponds to a pair of integers (a 3 , b 4 ) with 0 ≤ a 3 ≤ 1, 0 ≤ b 4 ≤ 2. There are six such pairs. We consider the rest. For P = (4, 4), we have h = (E, 1 1 , 2 1 ) and H(P ) = (1 3 , 1 4 ); for P = (5, 1 4 ), h = (1 0 , E, 2 2 ) and H(P ) = (0 3 , 2 4 ); and for P = (2, 2, 2, 2), h = (1 0 , 2 1 , E) and H(P ) = (0 3 , 1 4 ).
III. For the partition P = (19 2 , 11 3 , 5 3 , 3 8 ) of Figure 1 we have for the subscripted hook code h = (6 0 ,
The proof we give of the following Proposition depends on Lemma 2.7.
Proposition 4.3 (Hook code and branch label).
A. Let b be the branch label for a partition P of diagonal lengths T of Equation (1.1) for which the multiplicity k of the height d is at least two. The hook code h is as follows.
i. For the increasing subsequences of b before E (so vertical branches), the first subscript is 0 (hooks), the subsequent subscripts are 1 (hook).
ii. For increasing subsequences of b after (above) E the first subscript is the maximum possible (so 2 hooks unless the entry of b is i = 1, in which case the maximum is 1 hook). The subsequent subscripts are 1 (hook).
B. Let b be the branch label for a partition P of diagonal lengths T of Equation (1.1) for which the multiplicity k of the height d is exactly one. There are two E's in the branch label (zero-length branches). Then (i). above applies to increasing sequences of b before the lower E (so vertical branches), (ii) above applies to increasing sequences of b after the higher E (so horizontal branches), and the branches between the two E's T = (1, 2, 1) : are a sequence (1, . . . , g) from higher to lower (the only hooks there are coming from the square portion of P cut out by horizontals and verticals through the E's. This completes the induction step and the proof of (A) of the Proposition.
The proof of (B) is entirely similar, one makes use of the fact that between the two E's, the hook lengths are (0, 1, . . . , s) with no gaps, and all other branches are longer. Those below the lower E are vertical, so, since they are greater than s there are no difference-one hooks with hand in the diagonal between the two E's, and foot in the portion of P below the lower E. So all hooks with hands in the middle portion come from the square cut out by the two E's, yielding the statement that they are (0, 1, 1, . . . , 1). ii. For increasing subsequences of b after (above) E the first subscript is the maximum possible (so 2 hooks unless the entry of b is i = 1, in which case the maximum is 1). The subsequent subscripts are 1 (hook).
B. Let b be the branch label for a CIJT partition P of diagonal lengths T of Equation (1.1) where the multiplicity k of the height d is one. Then B = (E, 1 0 , 2 1 , . . . , g 1 , E, . . .): here the portion above the second E follows (ii) above.
C. The dimension of the cell V(E P ) is the number of difference-one hooks of P .
Proof. Parts (A) and (B) are immediate from Theorem 2.12 and Proposition 4.3. Part (C) follows from Theorem A.5. It means that the number of hooks with hands in 2d + k − i − 3 is 1 for i = d − 1 and it is equal to 2 otherwise. Any non strong-Lefschetz partition P , where the number of hooks with hands in 2d + k − i − 3 is less than the corresponding one of T ∨ is a partition P for a CI algebra A where h i = 0. In fact, decreasing the number of hooks with hand in degree 2d + k − i − 3 from the code of T ∨ corresponds to decreasing the rank of 2d−2i+k−3 , for i ∈ [0, d − 1], which means that h i = 0. We next prove the precise statement using Theorem 3.7.
Vanishing of Hessians and hook codes.
To distinguish different hook codes for different linear forms we may denote the hook code of a CIJT partition P having diagonal lengths T by h ; and the number of hooks with hands in
Assume that P is the complete intersection Jordan type partition of a linear form having diagonal lengths T and that the hook code is h . We have the following,
(ii) If k = 1, then for each i ∈ [1, d − 1], we have that
Proof. First, we prove the statement for k ≥ 2. Using Proposition 4.3, we get that the hook code for 1 1 ) , and all the Hessians are non-zero.
We show that for any partition P having diagonal lengths T , the szero Hessians are those that correspond to the hook codes strictly less than the one for T ∨ . Suppose that there is a vertical part of P , then we have that h = (1 0 , 2 1 , . . . , a 1 , E , and it is equal to h max = (E, 3 2 , 2 2 , 1 1 ), by Proposition 4.3. Other complete intersection partitions with different hook codes correspond to the vanishing of some of the Hessians (Proposition 4.5). Some partitions, as P = (6, 2 2 , 1 2 ) or P = (4, 4, 1 4 ) have symmetric Jordan type diagrams but are not CI Jordan types. See Figure 9 . By Corollary 3.14 the loci where one Hessian vanishes meet properly: that is, the codimensions add. 1, 2, 3, 4, 3, 2, 1) ). There are 3 3 = 27 partitions of diagonal lengths T , and 14 rank sequences possible for the Hessian triple (Hess 0 , Hess 1 , Hess 2 ). The nine partitions of diagonal lengths T having first part (7) behave exactly like their remainders, a partition of diagonal lengths T = (1, 2, 3, 2, 1 Remark 4.8. The authors with J. Yaméogo show in [1] that the Hessians for codimension two Artinian complete intersections A = R/I correspond to certain Wronskian determinants associated to the homogeneous components of the ideal. Thus, in codimension two, we may regard the Wronskians, which are defined for all graded ideals, as extensions of the Hessians to non-CI algebras. We can then use Wronskians to extend the Hessian analysis to Jordan types occurring in non-CI algebras with Hilbert functions that may or may not satisfy Equation (1.1). For example, one could consider Hilbert functions T corresponding to homogeneous Artinian quotients of R have socle type t ≥ 2, whose defining ideals have t + 1 generators: it is known that T must have descents of t [13] .
Problem. Let T be a graded Hilbert function having maximum descent t: determine all partitions P having diagonal lengths T , which are possible for the Jordan types P for algebras A = R/I defined by ideals with the minimum number, t + 1, generators.
Some of the combinatorial and geometric aspects of this problem are studied in [11, 12] ; however the set of partitions P corresponding to algebras A having the minimum possible socle type, given T are not specified, although some tools we have used here for t = 1, such as the standard basis theory are available. In [1] we plan to answer the Problem when we restrict to the symmetric Hilbert functions of Equation 1.1.
Difference-one hooks and the cell V(E P ).
(See [12, §1.4] ). For simplicity we take = y in describing initial form and monomials.
Given a partition P = (p 1 , p 2 , . . . , p t ) of n = p i where p 1 ≥ p 2 ≥ · · · ≥ p t , of diagonal lengths T we let C P be the set of n monomials that fill the Ferrers diagram F P of P as follows: for i ∈ [1, t] the, i−th row counting from the the top of F P is filled by the monomials y i−1 , y i−1 x, . . . , y i−1 x p i −1 . We let E P be the complementary set of monomials to C(P ) and denote by (E P ) the ideal generated by E P . Definition A.1. A hook of a partition P is a subset of the Ferrers diagram F P consisting of a corner monomial c, an arm (c, xc, . . . , ν = x u−1 c) and a leg (c, yc, . . . , µ = y v−1 c), such that xν ∈ E P and yµ ∈ E P (Figure 10 ). The arm length is u and the leg length is v; the hook has arm-leg difference u − v. We term the monomial ν the hand, and the monomial µ the foot of the hook.
Recall that R = k[x, y]. Example A.3. Let P = (4, 4, 1). The hook with corner x in the Ferrers diagram C P has arm length 3, foot length 2, hand x 3 , foot yx, so has (arm − leg) difference one ( Figure 11 ). Here T (P ) = (1, 2, 3, 2, 1), ∆(P ) = ∆ 3 and the degree-3-diagonal of C P has the two spaces corresponding to the monomials y 2 x and y 3 . Definition A.4 (Cell V(E P ) in G T .). Let P be a partition of diagonal lengths T , where T is a sequence that occurs as the Hilbert function of a graded Artinian quotient A = R/I of R. Let C P denote the monomials of P in the standard Ferrers diagram as in Figure 11 , and let E P be the (infinite) set of complementary monomials, and (E P ) the ideal they generate. The initial monomial µ(f ) = in(f ) of a form f = k a k y k x i−k , a k ∈ k in the y-direction is the monomial µ(f ) = y s x i−s of highest y-degree s among those with generated by the initial monomials of all elements of I. We may identify in(I) with an ideal E P for a partition P = P (I) of diagonal lengths T = H(A). We denote by V(E P ) the (affine variety) parametrizing all ideals I ⊂ R having initial ideal E P . We denote by V(E P, ) the corresponding cell in the direction, that is, considering a basis ( , x) of R 1 and monomial ideals in , x in place of y, x.
For the following, see [11, §3-B,Theorem 3.12, and §3-F]. We denote by P(T ) the set of all partitions of n = |T | having diagonal lengths T .
Theorem A.5. The cell V(E P, ) is an affine space of dimension the total number of difference-one hooks in C P , regarded as the Ferrers diagram of P .
The variety G T parametrizing all graded quotients A = R/I of Hilbert function T is a projective variety with a finite decomposition into affine cells,
V(E P, ).
(A.1)
Examples of hook code. Consider T = (1, 2, 3, 3, 2, 1), P = (6, 4, 2) and P = (5, 5, 1, 1). Corners of difference-one hooks are indicated in Figure 12 by c. The degree label, as 2 4 on the hook code (1 3 , 2 4 , 2 5 ) is the number of hooks with a degree 4 hand.
Lemma A.6. Let P be the partition T ∨ for T a CI Hilbert function and denote by (a d , . . . , a k ) its hook code. Then each sequence (a d , a d+1 , . . . , a k ) satisfying 0 ≤ a i ≤ a i occurs as the hook code of difference-one hooks for a unique partition having diagonal lengths T . The correspondence between partitions and hook codes is 1-1 and takes the conjugate partition P ∨ to the complementary hook code to that of P , with respect to the maximum hook code -of the strong Lefschetz Jordan type T ∨ .
Thus, the partition (4, 2, 2, 2) = (5, 5, 1, 1) ∨ of diagonal lengths T = (1, 2, 3, 3, 2, 1) has hook code (1, 0, 1) = (1, 2, 2) − (0, 2, 1) (the hook code for H ∨ = (6, 4, 2) minus that for (5, 5, 1, 1) ). p 1 * * * * * * * * we choose it so the coefficient on y 3 x 5 is 1, then subtract f 2 : one obtains a polynomial of degree 8 with linear terms in the coefficients α 7,2 , α 7,1 and α 7,0 of f 0 : we choose these coefficients so the corresponding terms are zero. In this way we have chosen f 0 , given the choice of f 1 , f 2 , . . . so that one has "kicked out" a multiple of f 2 = y 3 x 5 + · · · : that is the relation becomes xf 0 − gf 1 = f 2 , after we have chosen the coefficients of f 0 .
In the Figure 13 we have colored the squares of C P corresponding to the "key" coefficient of f i (hand µ i+2 ) : x) the same color as µ i , which is the foot above f in the diagram. There is a difference-one hook with hand corresponding to each such triple f i , f i+1 , f i+2 . Note the difference-one hook for f 2 has hand y 3 x 4 , corner y 3 and foot y 6 we omitted the f below it.
