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Abstract
The purpose of this paper is to dene equivariant class group of
a locally Krull scheme (that is, a scheme which is locally a prime
spectrum of a Krull domain) with an action of a at group scheme,
study its basic properties, and apply it to prove the nite generation
of the class group of an invariant subring.
In particular, we prove the following.
Let k be a eld, G a smooth k-group scheme of nite type, and
X a quasi-compact quasi-separated locally Krull G-scheme. Assume
that there is a k-scheme Z of nite type and a dominant k-morphism
Z ! X. Let ' : X ! Y be a G-invariant morphism such that
OY ! ('OX)G is an isomorphism. Then Y is locally Krull. If,
moreover, Cl(X) is nitely generated, then Cl(G;X) and Cl(Y ) are
also nitely generated, where Cl(G;X) is the equivariant class group.
In fact, Cl(Y ) is a subquotient of Cl(G;X). For actions of con-
nected group schemes on ane schemes, there are similar results of
Magid and Waterhouse, but our result also holds for disconnected G.
The proof depends on a similar result on (equivariant) Picard groups.
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1. Introduction
The purpose of this paper is to dene equivariant class group of a locally Krull
scheme with an action of a at group scheme, study its basic properties, and
apply it to prove the nite generation of the class group of an invariant
subring.
A locally Krull scheme is a scheme which is locally the prime spectrum of
a Krull domain. For Krull domains, see [Mat] and [Fos]. As a Noetherian nor-
mal domain is a Krull domain, a normal scheme of nite type over a eld (e.g.,
a normal variety) is a typical example of a (quasi-compact quasi-separated)
locally Krull scheme. Although a Krull domain is integrally closed, it may
not be Noetherian.
Generalizing the theory of class groups of Noetherian normal domains,
there is a well established theory of class groups of Krull domains [Fos].
In this paper, we also consider non-ane locally Krull schemes. Also, we
consider the equivariant version of the theory of class groups over them.
Let Y be a quasi-compact integral locally Krull scheme. We dene the
class group Cl(Y ) of Y to be the set of isomorphism classes of rank-one
reexive modules. It is an additive abelian group with the sum given by
(1) [M] + [N ] = [(M
OY N )];
where (?) = HomOY (?;OY ). This denition is useful for our generalization
purpose. As is more or less well-known, this gives an equivalent denition to
the most usual denition (the group of divisors modulo the linear equivalence)
of the class group, see [Rei, Appendix to section 1].
In the rest of this introduction, let S be a scheme, G a at S-group
scheme, and X a G-scheme (that is, an S-scheme with a G-action).
Let X be locally Krull. The rst purpose of this paper is to dene the
equivariant class group Cl(G;X) of X and study its basic properties.
Generalizing the denition of the class group Cl(Y ) above, we dene
Cl(G;X) to be the set of isomorphism classes of quasi-coherent (G;OX)-
modules which are rank-one reexive as OX-modules, see (5.24). We prove
that Cl(G;X) is an additive group with the addition given by (1).
We give a simplest example. If S = X = Spec k with k a eld, and G is
an algebraic group over k, then Cl(G;X) is nothing but the character group
X (G) ofG. That is, it is the abelian group of one-dimensional representations
of G.
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We prove that removing closed subsets of codimension two or more does
not change the equivariant class group (Lemma 5.32). We also prove that
if ' : X ! Y is a principal G-bundle with X locally Krull, then Y is
also locally Krull, and the inverse image functor induces an isomorphism
' : Cl(Y ) ! Cl(G;X) (Proposition 5.33). This isomorphism gives a sort
of intuitive idea of the equivariant class group | it is the class group of the
quotient space (or better, quotient stack). In the continuation of this paper,
we give some variations of this isomorphism.
In general, the prime spectrum of an invariant subring may not be a
good quotient. However, we can prove that if ' : X ! Y is a G-invariant
morphism such that X is quasi-compact quasi-separated locally Krull and
OY ! ('OX)G is an isomorphism, then Y is also locally Krull (Lemma 6.3),
and Cl(Y ) is a subquotient of Cl(G;X) (Lemma 6.4).
Using this lemma, we study the nite generation of the class group of Y .
This is the second purpose of this paper. We prove the following.
Theorem 6.5 Let k be a eld, G a smooth k-group scheme of nite type,
andX a quasi-compact quasi-separated locally Krull G-scheme. Assume that
there is a k-scheme Z of nite type and a dominant k-morphism Z ! X.
Let ' : X ! Y be a G-invariant morphism such that OY ! ('OX)G is
an isomorphism. Then Y is locally Krull. If, moreover, Cl(X) is nitely
generated, then Cl(G;X) and Cl(Y ) are also nitely generated.
Note that a normal G-scheme X of nite type over k is automatically
quasi-compact quasi-separated locally Krull, and the identity map Z := X !
X is a dominant map, and so the assumptions of the theorem is satised, see
Corollary 6.7.
There are previous results by [Mag], [Wat], see Remark 6.6. The action of
nite groups is classical (see for example, [Fos, Chapter IV]), but the author
does not know if the theorem for this case is in the literature, though it is
not so dicult.
Note that in Theorem 6.5, even if X is a normal variety, Y may not be lo-
cally Noetherian (but is still locally Krull), as Nagata's counterexample [Nag]
shows. Locally Krull schemes naturally arise in algebraic geometry and com-
mutative algebra even when one is primarily interested in normal varieties,
see (5.1). Despite of some technical diculties, it would be worth discussing
(equivariant) class groups in the framework of locally Krull schemes.
Returning to Theorem 6.5, it is proved as follows. As Cl(Y ) is a sub-
quotient of Cl(G;X), it suces to show that the kernel of the map  :
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Cl(G;X) ! Cl(X) is nitely generated, where  is the map forgetting the
G-action.
This problem is further reduced to a similar problem for Picard groups.
For a general G-scheme X (not necessarily locally Krull), the equivariant
Picard group Pic(G;X) is the set of isomorphism classes of G-equivariant
invertible sheaves on X. The addition is given by [L] + [L0] = [L
OX L0]. So
if X is locally Krull, Pic(G;X) is a subgroup of Cl(G;X), and the kernel of
the map  : Pic(G;X) ! Pic(X) agrees with Ker above. So Theorem 6.5
follows from the following
Theorem 4.6 Let k be a eld, G a smooth k-group scheme of nite type, and
X a reduced G-scheme which is quasi-compact and quasi-separated. Assume
that there is a k-scheme Z of nite type and a dominant k-morphism Z ! X.
Then H1alg(G;O) = Ker( : Pic(G;X) ! Pic(X)) is a nitely generated
abelian group.
Note that a reduced k-scheme of nite type X is automatically reduced,
quasi-compact and quasi-separated, admitting a dominant map from a nite-
type scheme, see Corollary 4.7.
The proof of this theorem utilizes the description of H1alg(G;O) in [Dol,
Chapter 7]. If ' : X ! Y is a G-invariant morphism such that OY !
('OX)G is an isomorphism, Pic(Y ) is a subgroup of Pic(G;X) (Lemma 3.11).
So under the assumption of the theorem, if Pic(X) is nitely generated, then
Pic(G;X) and Pic(Y ) are nitely generated (Corollary 4.8).
We also give some description on H ialg(G;O) for i  2 for connected G
(Proposition 4.16).
Section 2 is preliminaries on the notation and the terminologies.
Section 3 is dedicated to prove a ve-term exact sequence involving the
map  : Pic(G;X) ! Pic(X)G, where Pic(X)G is the kernel of the map
Pic(X) ! Pic(G  X) given by [L] 7! a[L]   p2[L] (a : G  X ! X is
the action, and p2 is the second projection), see Proposition 3.14. The exact
sequence also involves the \algebraic G-cohomology group of OX ," denoted
by H ialg(G;O) for i = 1; 2, see (3.7). In [Has3, (11.5)], we prove a four-
term exact sequence on class groups of almost principal bundles, using our
ve-term exact sequence on Picard groups.
Although the author cannot nd exactly the same exact sequence in the
literature, it is more or less well-known. The rst three terms of the exact
sequence is treated in [Dol, Chapter 7] (the rst four terms for the nite group
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action is also treated there). This exact sequence is important in discussing
the kernel and the cokernel of .
Unfortunately, the author could not nd the general construction of the
functor H ialg(G; ?), which is non-trivial and requires general construction for
innite algebraic groups, in the literature. Here we construct it so that it is
computable (3.7) and the ve-term exact sequence is realized.
In section 4, we prove Theorem 4.6. We utilize the description Ker  =
H1alg(G;O) established in section 3, and reduce the problem to the action
of a nite group scheme on a nite scheme. We also give some relationship
between H1alg(G;O) and the character group X (G) in some special cases.
We also describe H ialg(G;O) for higher i for a connected group action, see
Proposition 4.16.
Section 5 corresponds to the rst purpose described above. We dene
Cl(G;X) for X locally Krull, and discuss some basics on (equivariant) class
groups on locally Krull schemes.
In section 6, we prove Theorem 6.5.
The author thanks Professor I. Dolgachev, Professor O. Fujino, Professor
G. Kemper, Professor K. Kurano, Professor J.-i. Nishimura, and Professor
S. Takagi for valuable advice. He is grateful to the referee for valuable com-
ments.
2. Preliminaries
(2.1) For a commutative ring R, Q(R) denotes its total ring of fractions.
That is, the localization RS of R, where S is the set of nonzerodivisors of R.
In particular, if R is an integral domain, Q(R) is its eld of fractions.
(2.2) In this paper, for a scheme X and its subset  , the codimension
codimX   of   in X is inf2  dimOX; by denition (cf. [Gro2, chapter 0,
(14.2.1)]). The codimension of the empty set in X is 1.
(2.3) Throughout this paper, let S be a scheme. For an S-group scheme
G, a G-scheme means an S-scheme with a (left) action of G. We say that
f : X ! Y is a G-morphism if f is an S-morphism, X and Y are G-
schemes, and f(gx) = gf(x) holds. In this case, we also say that X is a
(G; Y )-scheme. A (G; Y )-morphism h : X ! X 0 is a morphism between
(G; Y )-schemes which is both a G-morphism and a Y -morphism. We say
that f : X ! Y is a G-invariant morphism if f is a G-morphism and G acts
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on Y trivially. If so, f(gx) = f(x) holds.
(2.4) A morphism of schemes ' : X ! Y is fpqc if it is faithfully at, and
for any quasi-compact open subset V of Y , there exists some quasi-compact
open subset U of X such that '(U) = V . For basics on fpqc property, see
[Vis, (2.3.2)].
(2.5) Let Y be a G-scheme on which G acts trivially. A (G; Y )-scheme
' : X ! Y is said to be a trivial G-bundle if X is (G; Y )-isomorphic to the
second projection p2 : G Y ! Y .
Denition 2.6. We say that ' : X ! Y is a principal G-bundle (or a G-
torsor) (with respect to the fpqc topology) if it isG-invariant, and there exists
some fpqc S-morphism Y 0 ! Y such that the base change X 0 = Y 0Y X !
Y 0 is a trivial G-bundle.
Lemma 2.7 ([Vis, (4.43)]). A G-invariant morphism ' : X ! Y is a
principal G-bundle if and only if there exists some fpqc morphism Y 0 ! Y
which factors through ', and the map  : G  X ! X Y X given by
(g; x) = (gx; x) is an isomorphism.
3. The fundamental ve-term exact sequence
(3.1) Let (C;OC) be a ringed site. An OC-module L is said to be invertible
if for any c 2 C there exists some covering (c ! c) of c such that for
each , Ljc = OCjc . The set of isomorphism classes of invertible sheaves
is denoted by Pic(C). It is an (additive) abelian group by the operation
[L] + [M] := [L 
OC M]. Pic(C) is called the Picard group of C.
An OC-module M is said to be quasi-coherent if for any c 2 C, there
exists some covering (c ! c) of c such that for each , there exists some
exact sequence of OCjc-modules
F1 ! F0 !Mjc ! 0
with F1 and F0 free (where a free sheaf means a (possibly innite) direct
sum of OCjc). Obviously, an invertible sheaf is quasi-coherent.
(3.2) Let Sh(C) and Ps(C) denote the categories of abelian sheaves and
presheaves, respectively. For M 2 Sh(C), the Ext-group ExtiSh(C)(aZ;M)
is denoted by H i(C;M), where Z is the constant presheaf on C and aZ
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its sheacation. Similarly, for N 2 Ps(C), ExtiPs(C)(Z;N ) is denoted by
H iPs(C;N ). Let q : Sh(C) ! Ps(C) be the inclusion. As it has the exact left
adjoint (the sheacation a), it is left exact, and preserves injectives. Its
right derived functor (Riq)(M) is denoted by H i(M). As HomSh(C)(aZ; ?) =
HomPs(C)(Z; ?)  q, a Grothendieck spectral sequence
(2) Ep;q2 = H
p
Ps(C; Hq(M))) Hp+q(C;M)
is induced.
(3.3) Let O denote the presheaf of abelian group dened by  (c;O) =
 (c;OC). It is a sheaf. The following can be found in [dJ, (20.7.1)].
Lemma 3.4. There is an isomorphism H1(C;O) = Pic(C).
(3.5) Let () be the full subcategory of the category of ordered sets whose
object set ob(()) is f[0]; [1]; [2]; : : :g, where [n] = f0 < 1 <    < ng. A
simplicial S-scheme is a contravariant functor from () to the category of
S-schemes Sch=S, by denition.
We denote the subcategory of () such that the object set is the same,
but the morphism is restricted to injective maps by ()mon.
Let X be a (()
mon
)op-diagram of S-schemes, that is, a contravariant
functor from ()
mon
to Sch=S. Then there is a projective resolution
L =    @2 ! L1Z1 @1 ! L0Z0 ! Z! 0
of the constant presheaf Z on the Zariski site Zar(X) of X, see [Has, (4.3)].
Where (?)i : Sh(Zar(X)) ! Sh(Zar(Xi)) is the restriction functor [Has,
(4.5)], and Li its left adjoint (see [Has, (5.1)]). @i : LiZi ! Li 1Zi 1 is the
alternating sum u0 u1+u2   +( 1)iui, where uj corresponds to the jth
inclusion map
Zi ! (Li 1Zi 1)i =
iM
j=0
dj(Zi 1) =
iM
j=0
Zi
under the adjoint isomorphism of the adjoint pair (Li; (?)i). The exactness
of the complex is checked easily after restricting to each dimension by (?)i.
Indeed, the complex is nothing but
   !
M
2Hom([1];[i])
Z  !
M
2Hom([0];[i])
Z  !
M
2Hom(;;[i])
Z  ! 0
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when it is evaluated at (i; U). This complex computes the reduced homology
group of the i-simplex, so it is exact.
Lemma 3.6. For any N 2 Ps(Zar(X)), H iPs(Zar(X);N ) is the ith coho-
mology group of the complex
0!  (X0;N0) d0 d1   !  (X1;N1) d0 d1+d2      !  (X2;N2)!    :
Proof. Follows from the isomorphism
H iPs(Zar(X);N ) = ExtiPs(Zar(X))(Z;N ) = H i(HomPs(Zar(X))(L;N )):
(3.7) Let S be a scheme, and G an S-group scheme. Let X be a G-scheme.
We can associate a simplicial scheme BG(X) to X, see [Has, (29.2)]. Its
restriction to ()mon is denoted by B0G(X).
ConsiderX = B0G(X). ForN 2 Ps(G;X) = Ps(Zar(B0G(X))), we denote
H iPs(Zar(B
0
G(X));N ) by H ialg(G;N ). It is the ith cohomology group of the
complex HomPs(Zar(B0G(X)))(L;N ):
0!  (X;N0) d0 d1   !  (GX;N1) d0 d1+d2      !  (GGX;N2)!    ;
where
di(gn 1; : : : ; g0; x) =
8<:
(gn 1; : : : ; g1; g0x) (i = 0)
(gn 1; : : : ; gigi 1; : : : ; g0; x) (0 < i < n)
(gn 2; : : : ; g0; x) (i = n)
:
We denote the group of i-cocycles (resp. i-coboundaries) of the complex by
Z ialg(G;N ) (resp. Bialg(G;N )).
(3.8) Let X be as above. Then we denote Pic(Zar(B0G(X))) by Pic(G;X),
and call it the G-equivariant Picard group of X. By [Has, Lemma 9.4],
the restriction Pic(G;X) = Pic(Zar(B0G(X))) ! Pic(Zar(BMG (X))) is an
isomorphism, where M is the full subcategory of ()
mon with the object set
f[0]; [1]; [2]g, and BMG (X) is the restriction of B0G(X) to M .
(3.9) A (G;OX)-module is a module sheaf over the ringed site Zar(BMG (X))
by denition.
Note that Pic(G;X) is the set of isomorphism classes of quasi-coherent
(G;OX)-modules which are invertible sheaves as OX-modules. The addition
of Pic(G;X) is given by [L] + [L0] = [L 
OX L0].
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(3.10) If X is a G-scheme, then there is an obvious homomorphism  :
Pic(G;X) ! Pic(X), forgetting the G-action. If Y is an S-scheme with
a trivial G-action, then  : Pic(Y ) ! Pic(G; Y ) such that  [L] = [L0] is
induced, where L0 is L with the trivial G-action. So    = idPic(Y ). If
' : X ! Y is a G-morphism, then ' : Pic(G; Y ) ! Pic(G;X) given by
'[L] = ['L] is induced. By abuse of notation, the map without the G-
action Pic(Y ) ! Pic(X) is also denoted by '. Also, for a G-invariant
morphism ' : X ! Y , '   : Pic(Y )! Pic(G;X) is also denoted by '.
Lemma 3.11. Let ' : X ! Y be a G-invariant morphism. If OY !
('OX)G is an isomorphism, then ' : Pic(Y )! Pic(G;X) is injective.
Proof. Note that the canonical map L ! (''L)G is an isomorphism. In-
deed, to check this, as the question is local, we may assume that L = OY .
But this case is nothing but the assumption itself. So if 'L = OX , then
L = (''L)G = ('OX)G = OY ;
and the assertion follows immediately.
(3.12) We denote the category of quasi-coherent (G;OX)-modules by Qch(G;X).
Lemma 3.13. Let ' : X ! Y be a principal G-bundle. Then ' : Qch(Y )!
Qch(G;X) is an equivalence. The induced map ' : Pic(Y ) ! Pic(G;X)
given by '[L] = ['L] is an isomorphism of abelian groups.
Proof. [Vis, (4.46)] applied to the stack F ! Sch=S of quasi-coherent sheaves,
' : Qch(Y )! Qch(G;X) is an equivalence. This shows that ' : Pic(Y )!
Pic(G;X) is bijective.
Proposition 3.14. There is an exact sequence
0! H1alg(G;O)! Pic(G;X)  ! Pic(X)G !
H2alg(G;O)! H2(Zar(B0G(X));O);
where
Pic(X)G = f[L] 2 Pic(X) j aL = p2Lg;
and  is the map forgetting the G-action, as before.
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Proof. Consider the spectral sequence
Ep;q2 = H
p
alg(G;H
q(O))) Hp+q(Zar(B0G(X));O)
and its ve-term exact sequence
0! E1;02 ! E1 ! E0;12 ! E2;02 ! E2:
The result follows from Lemma 3.4 immediately.
4. Main result
(4.1) Let k be a eld, and V andW be k-vector spaces. Let  be an element
of V 
kW . Let V : V 
kW 
kW  ! V and W : V 
kW 
k V  !W be
the map given by V (v
w
w) = (w(w))v and W (v
w
v) = (v(v))w,
respectively. Then cV () := fV (
w) j w 2 W g and cW () := fW (

v) j v 2 V g are subspaces of V and W , respectively. If  =Pni=1 vi 
 wi
with vi 2 V and wi 2 W , then cV () is a subspace of the k-span hv1; : : : ; vni
of v1; : : : ; vn. If, moreover, w1; : : : ; wn is linearly independent, cV () agrees
with hv1; : : : ; vni. If  =
Pm
i=1
Pn
j=1 cijvi
wj with v1; : : : ; vm and w1; : : : ; wn
linearly independent and cij 2 k, then dim cV () = dim cW () = rank(cij).
Note that  = v 
 w 6= 0 for some v 2 V and w 2 W if and only if
dim cV () = dim cW () = 1, and if this is the case, v and w are bases of the
one-dimensional spaces cV () and cW (), respectively.
From this observation, we have the following two lemmas easily.
Lemma 4.2. Let k be a eld, and V and W be k-vector spaces. If v; v0 2 V ,
w;w0 2 W , and v 
 w = v0 
 w0 6= 0, then there exists some unique c 2 k
such that v0 = cv and w0 = c 1w.
Lemma 4.3. Let k be a eld, and V and W be k-vector spaces. Let k0 be
an extension eld of k, and V 0 = k0 
k V and W 0 = k0 
k W . Let  be an
element of V 
k W . If 1 
  2 k0 
k (V 
k W ) = V 0 
k0 W 0 is of the form
0 
  0 for some 0 2 V 0 and  0 2 W 0, then there exist some  2 V and
 2 W such that  = 
 .
Lemma 4.4. Let k be a eld, and X be a reduced k-scheme. Assume that
there is a k-scheme Z of nite type and a dominant k-morphism Z ! X.
Then there is a short exact sequence of the form
1! K  !  (X;OX) ! Zr ! 0;
where K is the integral closure of k in  (X;OX), and  is the inclusion.
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Proof. This is proved similarly to [Has2, (4.12)].
Lemma 4.5. Let k be a eld, and X and Y be quasi-compact quasi-separated
k-schemes. Then the canonical map k[X]
k k[Y ]! k[X  Y ] is an isomor-
phism, where k[X] =  (X;OX) and so on.
Proof. First, the case that both X and Y are ane is trivial.
Second, assume that X is ane. There is a nite ane open covering
Y =
Sr
i=1 Yi of Y . As each Yi \Yj is again quasi-compact by the assumption
of the quasi-separated property, there is a nite ane open covering Yi\Yj =S
k Yijk. Then there is a commutative diagram
0 // k[X]
k k[Y ]

// k[X]
k
Q
i k[Yi]

// k[X]
k
Q
i;j;k k[Yijk]

0 // k[X  Y ] //Qi k[X  Yi] //Qi;j;k k[X  Yijk]
:
By the rst step and the ve lemma, the left most vertical arrow is an
isomorphism.
Lastly, consider the general case. Arguing as in the second step, and
using the result of the second step, we are done.
In the rest of this section, we prove the following
Theorem 4.6. Let k be a eld, G a smooth k-group scheme of nite type, and
X a reduced G-scheme which is quasi-compact and quasi-separated. Assume
that there is a k-scheme Z of nite type and a dominant k-morphism Z ! X.
Then H1alg(G;O) = Ker( : Pic(G;X) ! Pic(X)) is a nitely generated
abelian group.
Proof. The proof is divided into several steps, and proceeds from special to
general. In Step 1, we prove the case that both G is a nite (constant) group
and X are nite over k. In Step 2, we prove the case that G is a nite group
scheme over k, and X is still nite over k. In Step 3, we prove the case that
both G and X are ane. In Step 4, we treat the general case.
Step 1. The case that G is a nite group, and X = SpecB is also nite
over k.
As PicX is trivial, we have that H1alg(G;O) = H1(G;B) = Pic(G;X).
Let N be the kernel of G! GL(B).
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Step 1{1. The case that N is trivial. Then we claim that the canonical
map ' : X = SpecB ! Y = SpecBG is a principal G-bundle. In order
to check this, we may assume that BG is a eld. Then G acts on the set
of primitive idempotents of B transitively. So if B = B1      Br with
each Bi being a eld, then r = [G : H], where H is the stabilizer of the unit
element e1 of B1. It is also easy to check that B
G = (B1)
H . So dimBG B =
r dimBG B1 = r#H = #G.
For b 2 B, if H is the stabilizer of b, then b is a root of a separable
polynomial (t) =
Q
2G=H(t   b). This shows that ' is etale nite. As G
is nite, it is also a geometric quotient. So  : G X ! X Y X given by
(g; x) = (gx; x) is nite surjective. As X Y X is reduced, B 
BG B !
k[G]
k B is injective. By dimension counting as vector spaces over BG, we
have that  is an isomorphism as claimed.
By the claim and by Lemma 3.13, Pic(G;B) = Pic(BG) = 0, as desired.
Step 1{2. The case that N = G. That is, the case that G acts on B
trivially. If B = B1      Br, then Pic(G;B) =
Q
i Pic(G;Bi). So we
may assume that B is a eld. As Pic(G;B) = Pic(B 
k G;B), we may
assume that B = k. Then Pic(G; k) is nothing but the group X (G) of the
isomorphism classes of one-dimensional representations of G. As G is nite,
X (G) is nite, as desired.
Step 1{3. The case that N is arbitrary. By the exact sequence
0! E1;02 ! E1 ! E0;12
of the Lyndon{Hochschild{Serre spectral sequence
Ep;q2 = H
p(G=N;Hq(N;B))) Hp+q(G;B);
there is an exact sequence
0! H1(G=N;B)! H1(G;B)! H1(N;B):
Now the assertion follows from Step 1{1 and 1{2, immediately.
Step 2. The case that G is a nite group scheme, and X = SpecB is
also nite over k. Then there is a nite Galois extension k0 of k such that

 := k0 
k G is a nite group. That is to say, dimk k[G] equals the number
of k0-rational points of G. Thus 
 is identied with Homk0alg(k
0 
k H; k0).
Set   := Gal(k0=k) to be the Galois group. Note that   acts on k0 
k H by
(
h) = ()
h.   acts on the group 
 by (!)(
h) = ((!(1
h))).
In other words, ! =   !   1.
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Let M be a (G;B)-module. Plainly, k0 
k M is a (k0 
k G; k0 
k B)-
module. In other words, (
; k0
kB)-module. 
 acts on k0
kB as k0-algebra
automorphisms by !( 
 b) = P(b) !( 
 b(1)) 
 b(0), where we employ
Sweedler's notation.   also acts on k0
kM by (
m) = ()
m. 
 acts
on k0 
k M by !(
m) =
P
(m) !(
m(1))
m(0).
It is easy to see that
(!)(
m) =
X
(m)
(!)(
m(1))
m(0)
= (
X
(m)
!( 1
m(1))
m(0)) = (  !   1)(
m):
Thus the actions of   and 
 on k0 
k M together induce a k-linear action of
the semidirect product  :=  n
 on k0
k M . Similarly,  acts on k0
k B
by k-algebra automorphisms. We also think that 
 acts trivially on k0, and
thus  acts on k0, k-linearly. Now k0 
k M is a (; k0 
k B)-module in the
sense that the action k0 
k B 
k k0 
k M ! k0 
k M of k0 
k B on k0 
k M
is -linear. Thus M 7! k0 
k M is a functor from the category Mod(G;B)
of (G;B)-modules to the category Mod(; k0 
k B) of (; k0 
k B)-modules
(note that the base eld is k, and not k0).
Now let N be a (; k0 
k B)-module. Then N  is a B-module, since
(k0 
k B)  = B. As N is also an 
-module, it is an H-comodule. Note that
the coaction
!N : N ! N 
k H
is  -linear, where   acts on N 
k H by (n 
 h) = n 
 h. Indeed, 
 acts
on N by !n =
P
(n) !(n(1))n(0) (here we identify 
 = Homk0alg(k
0 
k H; k0) =
Homkalg(H; k
0)). As (( 1!)(n)) = !(n),X
(n)
(!(n(1)))((n(0))) =
X
(n)
!((n)(1))(n)(0):
As ! is arbitrary and 
 is a k0-basis of Homk(H; k0), it follows thatX
(n)
(n(0))
 n(1) =
X
(n)
(n)(0) 
 (n)(1):
That is, !N is  -linear. So N
  is an H-subcomodule of N .
13
As B 
k N ! N is H-linear, B 
k N  ! N  is also H-linear, as can be
checked easily. Thus N  is a (G;B)-module.
These functors M 7! k0 
k M and N 7! N  give an equivalence. Indeed,
k0 
k X ! X is a principal  -bundle. So the map M ! (k0 
k M)  and
k0 
k N  ! N are isomorphisms of ( ; k0 
k B)-modules and B-modules,
respectively. We show that the map M ! (k0
kM)  is also G-linear. As G
acts on both k and k0 trivially, the inclusion k ,! k0 is G-linear. It follows
that M ! k0
kM is G-linear. As (k0
kM)  is a G-submodule of k0
kM ,
the map M ! (k0 
k M)  is G-linear. Next, we show that k0 
k N  ! N
is 
-linear. This is equivalent to say that it is G-linear. As the map is the
composite k0 
k N  ,! k0 
k N ! N , this is trivial.
Thus we have an equivalence of categories Qch(G;X) = Qch(; k0
kX),
mapping M to p2M, where p2 : k0 
k X ! X is the canonical projection.
It is easy to see that M is an invertible sheaf if and only if p2M is. Thus
the equivalence induces an isomorphism Pic(G;X) = Pic(; k0 
k X). Thus
changing G to , X to k0 
k X, and without changing the base eld k, we
may and shall assume that G is a nite group. But this case is done in Step 1.
Step 3. The case that both G = SpecH and X = SpecB are ane. Let
H0 and B0 be the integral closures of k in H and B, respectively. Then,
H0 
k H0 
k    
k H0 is the integral closure of k in H 
k H 
k    
k H.
To verify this, we may assume that k is separably closed by [Gro3, (6.14.4)].
By [Bor, (13.3)], connected components of G are isomorphic each other. So
letting G = SpecH1 be the identity component of G, it suces to show that
k is integrally closed in H
n1 . But this is the consequence of the geometric
integrality of H1 [Bor, (1.2)]. Similarly, the integral closure of k in H

n
kB
is H
n0 
kB0. To verify this, we may assume that both H0 and B0 are elds.
Then Q(H
n)
k B0 is integrally closed in Q(H
n)
k B by [Gro3, (6.14.4)].
On the other hand, as k  Q(H
n) is a regular extension, B0  Q(H
n
kB0)
is integrally closed.
As the image of the coproduct (H0) is contained in H0
kH0, it is easy
to see that H0 is a subHopf algebra of H. As !B(B0)  B0 
k H0, B0 is
an H0-comodule algebra which is also an H-subcomodule algebra of B. So
when we set G0 = SpecH0 and X0 = X, then G0 is a quotient group scheme
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of G (it is etale over k), G0 acts on X0, and the diagram
GX

a // X

G0 X0 a // X0
is commutative.
Let Mod(Z) be the category of abelian groups, and F be its Serre sub-
category consisting of nitely generated abelian groups. Set A to be the
quotient Mod(Z)=F . Then by Lemma 4.4, HomPs(Zar(BG0 (X0)))(L;OX0) and
HomPs(Zar(BG(X)))(L;OX) are isomorphic as complexes in A. So the rst co-
homology of one is zero in A if and only if the rst cohomology of the other
is zero in A. Thus replacing G by G0 and X by X0, we may assume that
both G and X are nite. But this case is done in Step 2.
Step 4. The general case. The product G  G ! G induces k[G] !
k[G  G] = k[G] 
k k[G] by Lemma 4.5. From this, it is easy to get the
commutative Hopf algebra structure of k[G]. Set G1 = Spec k[G]. Then the
canonical map G! G1 is a homomorphism of group schemes. Similarly, the
action G X ! X induces k[X] ! k[G X] = k[G] 
k k[X]. This makes
k[X] a (left) k[G]-comodule algebra. So letting X1 = Spec k[X], G1 acts on
X1. Now it is easy to see that HomPs(Zar(BG(X)))(L;OX), which looks like
0! k[X] ! k[GX] ! k[GGX] !   
agrees with HomPs(Zar(BG1 (X1)))(L;OX1).
So replacing G by G1 and X by X1, we may assume that both G and X
are ane. But this case is done in Step 3.
This completes the proof of the theorem.
As a reduced k-scheme of nite type is quasi-compact quasi-separated
reduced and is dominated by some k-scheme of nite type, we immediately
have
Corollary 4.7. Let k be a eld, G a smooth k-group scheme of nite type,
and X a reduced G-scheme of nite type. Then H1alg(G;O) = Ker( :
Pic(G;X)! Pic(X)) is a nitely generated abelian group.
Corollary 4.8. Let k, G, X, and Z ! X be as in Theorem 4.6. Let ' :
X ! Y be a G-invariant morphism. If OY ! ('OX)G is an isomorphism,
then the kernel of the map ' : Pic(Y ) ! Pic(X) is a nitely generated
abelian group.
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Proof. Consider the commutative diagram
0 // Ker  // Pic(G;X)
 // Pic(X)
0 // Ker' // Pic(Y )
'
OO
' // Pic(X)
id
OO
with exact rows. Then by Lemma 3.11, the vertical arrow ' : Pic(Y ) !
Pic(G;X) is an injective map, which maps Ker' injectively into Ker . As
Ker  is nitely generated by the theorem, Ker' is also nitely generated.
Lemma 4.9. Let G be a k-group scheme of nite type. Then the character
group
X (G) = f 2 k[G] j (g1g0) = (g1)(g0)g
is a nitely generated abelian group.
Proof. Extending k, we may assume that k is algebraically closed. As X (G) =
X (Spec k[G]), we may assume that G is ane. If G is nite, then G has only
nitely many irreducible representations, so X (G) is also nite. If G is Ga,
then k[Ga] = k, and so X (Ga) is trivial. If G = Gm, then X (G) = Z, as
is well-known. If N is a closed normal subgroup of G, then
0! X (G=N)! X (G)! X (N)
is exact.
Letting N = G be the identity component of G, we may assume that G
is either nite or connected. The nite case is already done, so we consider
the case that G is connected. Letting N be the unipotent radical, we may
assume that G is either reductive or unipotent. If G is unipotent, then G has
a normal subgroup N which is isomorphic to Ga and G=N is still unipotent.
So this case is done by the induction on the dimension. If G is reductive, then
X (G) = X (G=[G;G]), and G=[G;G] is a torus. So we may assume that G is
a torus, and this case is also done by the induction on the dimension.
Lemma 4.10 (cf. [Swe, (1.8)], [Ros, Theorem 2]). Let k be a eld, X and Y
k-schemes such that X is quasi-compact quasi-separated and k[X] reduced,
and k is algebraically closed in k[X]. Assume one of the following.
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1 Y is integral with the rational function eld OY; being a regular exten-
sion of k, where  is the generic point of Y .
2 Y is quasi-compact quasi-separated, B =  (Y;OY ) is a domain such
that the quotient eld Q(B) is a regular extension of k.
Then for any  2  (X  Y;OXY ), there exist  2  (X;OX) and  2
 (Y;OY ) such that (x; y) = (x)(y) for x 2 X and y 2 Y .
Proof. We may and shall assume that X is nonempty.
First consider the case that Y = SpecB is ane. Then 1 and 2 say
exactly the same thing. By Lemma 4.5,  (X  Y;OXY ) =  (X;OX)
k B.
Replacing X by Spec  (X;OX), we may assume that X = SpecA is ane.
There are nitely generated k-subalgebras A0 of A and B0 of B such that
 2 (A0 
k B0). We are to prove that there exist some  2 A and  2 B
such that  =  
 . Replacing A by A0 and B by B0, we may assume
that A and B are nitely generated over k. Let ksep be the separable closure
of k. By [SH, (19.1)], ksep is normal over k. Then by [Gro3, (6.14.4)], ksep
is integrally closed in ksep 
k A. Clearly, ksep 
k A is reduced and nitely
generated over ksep. Moreover, ksep 
k B is a nitely generated domain over
ksep, and Q(ksep 
k B) is a regular extension eld over ksep. By Lemma 4.3,
replacing k by its separable closure ksep, we may assume that k is separably
closed. As Y = SpecB is geometrically integral over k, there is at least one
k-algebra map B ! k by [Bor, (AG.13.3)].
As in the proof of [Swe, (1.8)], set R =
N
UB, where U is an uncountable
set. Then R is an integral domain, and its eld of fractions K is a regular
extension of k. By [SH, (19.1)], K is normal over k. By [Gro3, (6.14.4)], K
is integrally closed in A
kK. By Lemma 4.4, (A
kK)=K = Zn for some
n.
Arguing as in [Swe, (1.8)], we have that  2 (A 
k B) is of the form

  for  2 A and  2 B, as desired.
Next consider the general Y , and assume 1. Let Q = OY;. Then there
exist some  2  (X;OX) and  2 Q such that  =  
  in  (X 
Z;OXZ) =  (X;OX) 
k Q, where Z = SpecQ. Also, for an ane open
subset U = SpecC of Y , there exist some 0 2  (X;OX) and  0 2 C such
that  = 0
 0 in  (X;OX)
kC. So 0
 0 =  = 
 in  (X;OX)
kQ.
By Lemma 4.2, there exists some c 2 k such that 0 = c and  0 = c 1.
This shows that ;  1 2 TU  (U;OY ) =  (Y;OY ). So  2  (Y;OY ).
(x; y) = (x)(y) holds, and this is what we wanted to prove.
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The case 2 is reduced easily to the ane case, using Lemma 4.5.
The following corollary for the case that k is algebraically closed goes
back to Rosenlicht [Ros, Theorem 3].
Corollary 4.11. Let k be a eld, and G a smooth connected k-group scheme
of nite type. If  2 k[G] and (e) = 1, where e is the unit element, then
 2 X (G).
Proof. We can write (g1g0) = 1(g1)0(g0) with 1(e) = 0(e) = 1. Then
letting g1 = e or g0 = e, we have 1 = 0 = . So  2 X (G).
Lemma 4.12. Let k be a eld, and Y a k-scheme. Let X be a quasi-compact
quasi-separated k-scheme such that k[X] is reduced. Assume that either
1 k 
k Y is integral; or
2 k 
k k[Y ] is integral, and Y is quasi-compact quasi-separated,
where k is the algebraic closure of k. If the unit group of k 
k k[Y ] is k,
then k[X] ! k[X  Y ] is an isomorphism.
Proof. Note thatX has only nitely many connected componentsX1; : : : ; Xr.
Replacing X by each Xi, we may assume that X is connected. It is easy to
check that the integral closure K of k in k[X] is an algebraic extension eld
of k. Applying Lemma 4.10 to K instead of k, and K
k Y instead of Y , For
any unit  2 k[X  Y ], there exists some  2 K[X] and  2 K[K 
k Y ]
such that (x; y) = (x)(y). By assumption, K[K
kY ] = K, and hence
k[X] ! k[X  Y ] is surjective. Injectivity is easy, and we are done.
Lemma 4.13. Let k be a eld, and G a quasi-compact quasi-separated k-
group scheme such that k[G] is geometrically reduced over k. Let X be a
G-scheme. Assume that k 
k X is integral, or X is quasi-compact quasi-
separated and k
k k[X] is integral. If the unit group of k
k k[X] is k, then
H ialg(G;OX) = H ialg(G; k). In particular, H1alg(G;OX) = X (G).
Proof. By Lemma 4.12, the map k[Gn] ! k[Gn X] is an isomorphism.
The lemma follows. For the last assertion, see the next lemma.
Lemma 4.14 (cf. [Dol, (7.1)]). Let k be a eld, G a k-group scheme, and X
a G-scheme. Assume that k[G] ! k[GX] induced by the rst projection
is an isomorphism. Then H1alg(G;O) = Ker( : Pic(G;X) ! Pic(X)) is
isomorphic to X (G).
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Proof. Note that H1alg(G;O) is Z1alg(G;O)=B1alg(G;O) by (3.7), where
Z1alg(G;O) = f 2 k[GX] j (g1; g0x)(g1g0; x) 1(g0; x) = 1g
and
B1alg(G;O) = f(gx)(x) 1 j  2 k[X]g:
Note that for  2 k[GX] can be written as (g; x) = 0(g) for a unique
0 2 k[G]. Then as the map induced by the projection k[GG]! k[G
GX] is injective,  2 Z1alg(G;O) if and only if 0 2 X (G).
On the other hand, as k[GX] = k[G], k[X] = k[X]\ k[G] = k.
So B1alg(G;O) is trivial, and we are done.
Example 4.15. If G is a quasi-compact quasi-separated k-group scheme
with k[G] reduced, acting on the ane n-space X = An. Then H1alg(G;X) =
Pic(G;X) = X (G).
Proposition 4.16. Let G be a connected smooth k-group scheme of nite
type, and X a quasi-compact quasi-separated G-scheme such that k[X] is
reduced and k is integrally closed in k[X]. Then for any n  0, any  2
k[Gn X] can be written as
(gn 1; : : : ; g1; g0; x) = n 1(gn 1)   0(g0)(x)
with n 1; : : : ; 0 2 X (G) and  2 k[X] uniquely. Moreover, Z0alg(G;OX) =
(k[X]G), B0alg(G;OX) = f1g, and
Znalg(G;OX) = f 2 k[Gn X] j 8g 2 G; 8x 2 X (gx) = 0(g)(x);
1 = 2; : : : ; n 3 = n 2; n 1 = 1g = Bnalg(G;OX)
if n  2 is even.
Znalg(G;OX) = f 2 k[Gn X] j  = 1 = 3 =    = n 2 = 1g
if n is odd. Bnalg(G;OX) = Znalg(G;OX) if n  3 is odd, and
B1alg(G;OX) = f 2 k[GX] j  = 1; 0 2 X (G;X)g;
where
X (G;X) := f 2 X (G) j 9 2 k[X] 8g 2 Gx 2 X (gx) = (g)(x)g:
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Thus
Hnalg(G;OX) =
8<:
(k[X]G) (n = 0)
X (G)=X (G;X) (n = 1)
0 (n  2)
:
Proof. Let @n be the boundary map in the complex in (3.7). Then @0()(g0; x) =
(g0x)(x)
 1,
@n()(gn; : : : ; g0; x) = (gn; : : : ; g1; g0x)(gn; : : : ; g2g1; g0; x)   
(gngn 1; gn 2; : : : ; g0; x)(gn; : : : ; g1g0; x) 1(gn; : : : ; g3g2; g1; g0; x) 1
  (gn; gn 1gn 2; : : : ; g0; x) 1(gn 1; gn 2; : : : ; g0; x) 1
= ((g0x)(x)
 10(g0) 1)(1(g2)2(g2) 1)
   (n 3(gn 2)n 2(gn 2) 1)n 1(gn)
if n  2 is even, and
@n()(gn; : : : ; g0; x) = (gn; : : : ; g1; g0x)(gn; : : : ; g2g1; g0; x)   
(gn; gn 1gn 2; : : : ; g0; x)(gn 1; gn 2; : : : ; g0; x)(gn; : : : ; g1g0; x) 1
(gn; : : : ; g3g2; g1; g0; x)
 1   (gngn 1; gn 2; : : : ; g0; x) 1
= (g0x)1(g2g1)   n 2(gn 1gn 2)
if n is odd. The results follow easily.
Corollary 4.17 (cf. [Dol, Lemma 7.1]). Let G be a connected smooth k-group
scheme of nite type, and X a quasi-compact quasi-separated G-scheme such
that k[X] is reduced. Then Hnalg(G;OX) = 0 for n  2. In particular,
 : Pic(G;X)! Pic(X)G is surjective.
Proof. If X is disconnected, then we can argue componentwise, and we may
assume that X is connected. Let K be the integral closure of k in k[X].
Then K is a eld. Replacing k by K and G by K
kG, we may assume that
k is integrally closed in k[X]. Now invoke Proposition 4.16.
5. Equivariant class group of a locally Krull scheme with a group
action
(5.1) In this section, we give a denition of the equivariant class group
of a locally Krull scheme with a group action. Here we explain how (non-
Noetherian) Krull domains and locally Krull schemes arise in algebraic ge-
ometry and commutative algebra in a natural way.
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Let R be a domain. For a subeld K of the eld of quotients Q(R) of R,
consider K \ R. If R is Krull, then so is K \ R. Even if R is a polynomial
ring (in nitely many variables) over a subeld k of K \ R, K \ R may not
be Noetherian [Nag].
For a domain R, consider a nite extension eld L of Q(R). Let R0
be the integral closure of R in L. If R is a Krull domain, then so is R0.
If R is Noetherian, then R0 is a Krull domain (Mori{Nagata theorem, see
[SH, (4.10.5)]). Even if R is a (Noetherian) regular local ring, R0 may not
be Noetherian. Indeed, the ring R and L = Q(R[d]) in [Nag2, Appendix,
Example 5] gives such an example (this is one of so-called bad Noetherian
rings. If R is Japanese, then clearly R0 is Noetherian). If Z is an inte-
gral quasi-compact locally Krull scheme, then  (Z;OZ) is a Krull domain
(Lemma 6.1). In particular, for a normal projective variety Y and its Weil
divisors D1; : : : ; Dn, the multi-section ringM
2Zn
 (Y;OY (1D1 +   + nDn))t11    tnn
is a Krull ring (see also [EKW, Theorem 1.1 (1)]), but not always Noetherian
[Muk].
This is the main reason why we want to study not only Noetherian normal
schemes but also locally Krull schemes. Another reason is that there is a
well-established theory of class groups of Krull domains (see [Fos]), and it is
natural to generalize it.
(5.2) Let R be an integral domain with K = Q(R). An R-module M
is a lattice or R-lattice if M is torsion-free and M is isomorphic to an R-
submodule of a nitely generated R-module.
By denition, a nitely generated torsion-free R-module is a lattice. A
submodule of a lattice is a lattice. The direct sum of two lattices is a lattice.
Lemma 5.3. Let M be an R-module. Then the following are equivalent.
1 M is a lattice.
2 There is a nitely generated R-free module F and an injective R-linear
map M ,! F and a 2 R n 0 such that aF M .
Thus if M is a lattice, then M is a \lattice in K
RM" in the sense of [Bou]
and [Fos].
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Proof. 1)2. By assumption, there is a nitely generated R-module N and
an injection M ! N . Replacing N by N=Ntor if necessary, we may assume
that N is torsion-free, where Ntor is the torsion part of N . Takem1; : : : ;mr 2
M which form a K-basis of K 
R M . Take nr+1; : : : ; ns 2 N such that
m1; : : : ;mr; nr+1; : : : ; ns is a K-basis of K 
R N . Let F0 and G0 be R-spans
of m1; : : : ;mr and m1; : : : ;mr; nr+1; : : : ; ns, respectively. As N is nitely
generated, there exists some a 2 R n 0 such that N  a 1G0. Then F0 
M  N \M  a 1G0 \ (K 
R F0) = a 1F0. Now set F := a 1F0, and we
are done.
2)1 is trivial.
Lemma 5.4. Let M be an R-module.
1 If M is torsion-free (resp. a lattice) and R0 a at R-algebra which is
a domain, then M 0 = R0 
R M is a torsion-free R0-module (resp. an
R0-lattice).
2 Let A1; : : : ; Ar be R-algebras which are domains. If R !
Q
iAi is
faithfully at and each Ai 
R M is torsion-free as an Ai-module, then
M is torsion-free.
3 Let SpecR =
S
i2I SpecAi be an ane open covering, and assume that
each Ai 
R M is a lattice. Then M is a lattice.
Proof. 1 If M is torsion-free, then M ! K 
R M is injective. By atness,
M 0 ! R0 
R K 
R M is injective. As K 
R M is a K-free module, R0 
R
K
RM is an R0
RK-free module. Hence the localization R0
RK
RM !
Q(R0)
R M = Q(R0)
R0 M 0 is injective. Thus M 0 is torsion-free.
If M is a lattice and M  N with N being R-nite, then M 0  N 0 with
N 0 being R0-nite, and M 0 is an R0-lattice.
2 Let K and Li be the eld of fractions of R and Ai, respectively. Then
the diagram
M
j //


K 
R M

L
iAi 
R M r //
L
i Li 
R M
is commutative. As a faithfully at algebra is pure [Mat, Theorem 7.5, (i)],
 is injective. If each Ai 
R M is torsion-free, then r is injective, and hence
j is injective, and M is torsion-free.
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3 There existmi1; : : : ;miri 2 K
RM such that theAi-span ofmi1; : : : ;miri
contains Ai 
R M . Let N be the R-submodule spanned by the all mij. Set
V = (N +M)=N . Then Ai
R V = 0 for any i. As SpecR =
S
i SpecAi is an
open covering, we have that V = 0. Hence N M , and M is a lattice.
For an R-module M , set Mtf := M=Mtor, where Mtor is the torsion part
of M .
Lemma 5.5. Let M be an R-module such that Mtf is isomorphic to a sub-
module of a nitely generated module. Let N be a lattice. Then HomR(M;N)
is a lattice.
Proof. Replacing M by Mtf , we may assume that M is a lattice. Then
HomR(M;N) is the same module as N : M in [Bou] and [Fos] (see [Bou,
Remark in (VII.4.1)]). Now the assertion is nothing but [Fos, (2.2), (iv)].
Lemma 5.6. Let M and N be R-modules. Assume that Mtf and Ntf are
lattices. Then (M 
R N)tf is a lattice.
Proof. The images of Mtor 
R N and M 
R Ntor in M 
R N are torsion
modules. So replacing M and N by Mtf and Ntf , we may assume that M
andN are lattices. Now the assertion follows easily from [Fos, (2.2), (iii)].
(5.7) We say that an R-module M is reexive (or divisorial) if M is a
lattice, and the canonical map M !M is an isomorphism, see [Fos].
Lemma 5.8. Let R be a Krull domain, M an R-lattice, F and P at R-
modules. Then the canonical map
HomR(M;P )
R F ! HomR(M;P 
R F )
is an isomorphism.
Proof. It suces to show that the two maps
HomR(M;R)
R (P 
R F )! HomR(M;P 
R F )
and
HomR(M;R)
R P ! HomR(M;P )
are isomorphisms. So we may assume that P = R.
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Take a nitely generated R-free module F 0 and a 2 R n 0 such that
aF 0  M  F 0. Let P be the set of minimal primes of Ra. Then as
submodules of HomK(K 
R M;K 
R F ),
HomR(M;R)
R F = HomR(M;R[1=a] \
\
P2P
RP )
R F =
(HomR(M;R[1=a]) \
\
P
HomR(M;RP ))
R F =
(HomR(M;R[1=a])
R F ) \
\
P
(HomR(M;RP )
R F ) =
HomR[1=a](R[1=a]
R M;R[1=a])
R[1=a] (R[1=a]
R F )\\
P
(HomRP (MP ; RP )
RP FP ) =
HomR[1=a](R[1=a]
R M;R[1=a]
R F ) \
\
P
HomRP (MP ; FP ) =
HomR(M;R[1=a]
R F ) \
\
P
HomR(M;RP 
R F ) =
HomR(M; (R[1=a]
R F ) \
\
P
(RP 
R F )) =
HomR(M; (R[1=a] \
\
P
RP )
R F ) = HomR(M;R
R F ) = HomR(M;F );
since R[1=a] 
R M and MP are nite free modules over R[1=a] and RP ,
respectively.
Lemma 5.9. Let ' : A ! B be a faithfully at ring homomorphism, and
assume that B is a nite direct product of (Krull) domains. Then A is a
nite direct product of (Krull) domains.
Proof. Assume that B is a nite direct product of domains. As B has only
nitely many minimal primes, A has nitely many minimal primes P1; : : : ; Pr.
If i 6= j, then Pi+Pj = A. Indeed, if not, Pi+Pj  m for some maximal ideal
m of A. Then, there is a prime ideal M of B such that M \ A = m. As BM
is a domain and Am is its subring, Am is a domain. But this contradicts the
assumption that PiAm and PjAm are dierent minimal primes of Am. Thus
A is a direct product of integral domains.
Now we assume that B is a nite direct product of Krull domains. Then
A is a nite direct product of domains. By localizing, we may assume that
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A is a domain. If b=a 2 B \Q(A) with a; b 2 A, then b 2 aB \ A = aA. So
b=a 2 A, and we have that B \Q(A) = A in Q(B). The rest is easy.
Lemma 5.10. Let R be a Krull domain, and M be an R-module. If M
is reexive and R0 is a at R-algebra which is a domain, then M 
R R0 is
reexive.
Proof. By Lemma 5.4, M 
R R0 is a lattice. We have isomorphisms
HomR(HomR(M;R); R)
R R0 = HomR0(HomR(M;R)
R R0; R0) =
HomR0(HomR0(M 
R R0; R0); R0):
Let D : M ! M = HomR(HomR(M;R); R) be the canonical map.
Then
M 
R R0 D
R1   !M 
R R0
is an isomorphism if and only if
D :M 
R R0 ! HomR0(HomR0(M 
R R0; R0); R0)
is an isomorphism, see [HO, Lemma 2.7].
Lemma 5.11 ([Fos, Corollary 5.5]). Let R be a Krull domain with K =
Q(R), and M an R-lattice. As submodules of K
RM = HomK(HomK(K
R
M;K); K), we have M =
T
P2X1(R)MP , where X
1(R) is the set of height
one primes of R. In particular, the following are equivalent.
1 M is reexive;
2 M =
T
P2X1(R)MP in K 
R M .
Corollary 5.12. Let R be a Krull domain, and
0! L!M ! N
be an exact sequence of R-lattices. Then
0! L !M ! N
is also exact.
25
Proof. This is because
0!
\
P2X1(R)
LP !
\
P2X1(R)
MP !
\
P2X1(R)
NP
is exact.
Corollary 5.13. Let R be a Krull domain, and
0! L!M ! N
be an exact sequence of R-modules. If M is reexive and N is torsion-free,
then L is reexive.
Proof. Being a submodule of the lattice M , we have that L is a lattice. Now
apply the ve lemma to the diagram
0 //
T
P2X1(R) LP //
T
P2X1(R)MP //
T
P2X1(R)NP
0 // L //
OO
M //
OO
N
OO
:
Lemma 5.14. Let R be an integral domain. Let R0 be a faithfully at R-
algebra which is also a nite direct product of Krull domains. If p is a
height-one prime ideal of R, then there exists some height-one prime ideal P
of R0 such that P \R = p.
Proof. R is a Krull domain by Lemma 5.9. By localizing, we may assume
that R is a DVR. Let  be a generator of the maximal ideal p of R. As
R0 6= R0 by the faithful atness, there exists some minimal prime P of R0.
Then P is of height one, since R0 is a nite direct product of Krull domains.
The assertion follows.
Lemma 5.15. Let R be an integral domain, and M an R-module. Let
A1; : : : ; Ar be R-algebras which are Krull domains such that R
0 =
Qr
i=1Ai is
a faithfully at R-algebra. If each Ai
RM is a lattice (resp. reexive), then
M is a lattice (resp. reexive).
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Proof. Note that R is a Krull domain by Lemma 5.9.
Assume that each Ai 
R M is a lattice. Then M is torsion-free by
Lemma 5.4. Obviously, K 
R M is a nite dimensional K-vector space.
Let F be any nite freeR-submodule ofK
RM such thatK
RF = K
R
M . Set R0 =
Q
iAi. Then in Q(R
0)
R M , there exists some nonzerodivisor
a of R0 such that R0 
R M  a 1(R0 
R F ). Let P1; : : : ; Ps be the complete
list of height one primes of R0 such that a 2 Pi. Set pi := Pi \ R. For
each height one prime p of R, choose height one prime ideal P (p) of R0
such that P (p) \ R = p (we can do so by Lemma 5.14). Let vp be the
normalized discrete valuation of Q(R0P (p)) corresponding to R
0
P (p), and np be
the ramication index. That is, pR0P (p) = (P (p)R
0
P (p))
np .
Take b 2 R n 0 such that vp(b)  vp(a) for any p. This is possible, since
vp(a) = 0 unless p = pi for some i. Then for any p,
M  (R0P (p) 
R M) \ (K 
R M)  a 1(R0P (p) 
R F ) \ (K 
R F ) =
(a 1R0P (p) \K)
R F  (pRp) dvp(a)=npe 
R F  b 1Rp 
R F:
Thus
M 
\
p
b 1(Rp 
R F ) = b 1F:
This shows that M is a lattice.
Next assume that Ai 
R M is reexive for any i. Then D 
 1Ai : M 
R
Ai ! M 
R Ai is an isomorphism for any i. So D : M ! M is an
isomorphism.
Lemma 5.16. Let R be a Krull domain, M an R-lattice, N a reexive R-
module, and F and P at R-modules. Then the canonical map
HomR(M;N 
R P )
R F ! HomR(M;N 
R P 
R F )
is an isomorphism.
Proof. Similar to Lemma 5.8. Use Lemma 5.11.
Lemma 5.17. Let R be a Krull domain, M an R-module such that Mtf is a
lattice, and N a reexive R-module. Then HomR(M;N) is reexive.
Proof. This is [Fos, (2.6)].
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Lemma 5.18. Let R be a Krull domain, and M and N be R-modules such
that Mtf and Ntf are lattices. Then the canonical map
(M 
R N) ! (M 
R N)
is an isomorphism.
Proof. Replacing M and N by Mtf and Ntf , respectively, we may assume
that M and N are lattices. By Lemma 5.6, Lemma 5.11, and Lemma 5.17,
it suces to show that for any height one prime P of R,
((M 
R N)tf)P ! ((M 
R N)tf)P
is an isomorphism. This is equivalent to say that
MP 
RP NP ! (M)P 
RP NP
is an isomorphism. This is trivial.
(5.19) Let X be a scheme. We say that X is locally integral (resp. locally
Krull) if there exists some ane open covering X =
S
i2I SpecAi with each
Ai a domain (resp. Krull domain). A locally Krull scheme is locally integral.
A locally integral scheme is a disjoint union X =
S
j2J Xj with each Xj an
integral closed open subscheme. If X is locally Krull and U = SpecA is an
ane open subset with A a domain, then A is a Krull domain, as can be
seen easily from Lemma 5.9.
(5.20) Let X be a locally integral scheme. An OX-module M is called a
lattice or OX-lattice if M is quasi-coherent, and for any ane open subset
U = SpecA of X with A an integral domain,  (U;M) is an A-lattice. This
is equivalent to say that there exists some ane open covering X =
S
i2I Ui
such that each Ai =  (Ui; X) is an integral domain and  (Ui;M) is an Ai-
lattice. An OX-module M is said to be reexive if M is an OX-lattice and
the canonical map M!M is an isomorphism. For a quasi-coherent OX-
module M, set Mtf = M=Mtor, where Mtor is the torsion part of M. A
lattice M is said to be of rank n if for any point  of X such that OX; is a
eld, M is an n-dimensional OX;-vector space.
Lemma 5.21. Let X be a locally Krull scheme, and M, N , F , and G be
quasi-coherent OX-modules. Assume that Mtf is a lattice, N is reexive,
and F and G are at. Then
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1 For any at morphism ' : Y ! X, the canonical map
P : 'HomOX (M;N 
OX F)! HomOY ('M; 'N 
OY 'F)
is an isomorphism.
2 HomOX (M;N 
OX F) is quasi-coherent.
3 The canonical map
HomOX (M;N 
OX F)
OX G ! HomOX (M;N 
OX F 
OX G)
is an isomorphism.
Proof. Obvious by Lemma 5.16.
Lemma 5.22. Let G be a at S-group scheme, X be a G-scheme, and M
and N be quasi-coherent (G;OX)-modules. If for any at S-morphism ' :
Y ! X, the canonical map
P : 'HomOX (M;N )! HomOY ('M; 'N )
is an isomorphism, then the (G;OX)-module HomOX (M;N ) is quasi-coherent.
Proof. Clearly, HomOX (M;N ) = HomOBM
G
(X)
(M;N )[0] is quasi-coherent.
By [Has, (6.37)],
 : (B
M
G (X))

HomO
BM
G
(X)
(M;N )[0] ! HomO
BM
G
(X)
(M;N )j
is an isomorphism for any j 2 ob(M) = f[0]; [1]; [2]g and  : [0] ! j. So
HomO
BM
G
(X)
(M;N )j is quasi-coherent for every j, and hence HomO
BM
G
(X)
(M;N )
is locally quasi-coherent (this is the precise meaning of saying that HomOX (M;N )
is locally quasi-coherent). On the other hand, HomO
BM
G
(X)
(M;N ) is equivari-
ant by [Has, (7.6)]. By [Has, (7.3)], HomOX (M;N ), or better, HomOBM
G
(X)
(M;N )
is quasi-coherent.
Corollary 5.23. Let G and X be as above, and M, N and P be quasi-
coherent (G;OX)-modules. Assume that X is locally Krull, Mtf is a lattice,
N reexive, and P at. Then the (G;OX)-module HomOX (M;N 
OX P) is
quasi-coherent.
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(5.24) Let Y be a locally Krull scheme. We denote the set of isomorphism
classes of rank-one reexive sheaves by Cl(Y ), and call it the class group
of Y . Let G be a at S-group scheme, X be a G-scheme which is locally
Krull. A quasi-coherent (G;OX)-module which is reexive (of rank n) as
an OX-module is simply called a reexive (G;OX)-module (of rank n). We
denote the set of isomorphism classes of rank-one reexive (G;OX)-modules
by Cl(G;X), and call it the G-equivariant class group of X. There is an
obvious map  : Cl(G;X)! Cl(X), forgetting the G-action. By Lemma 5.6,
Lemma 5.18 and Corollary 5.23, dening
[M] + [N ] = [(M
OX N )];
Cl(G;X) and Cl(Y ) are abelian (additive) groups, and  is a homomorphism.
Note that Pic(G;X) is a subgroup of Cl(G;X), and Pic(Y ) is a subgroup
of Cl(Y ). Note that Ker = Ker , where  : Pic(G;X) ! Pic(X) is the
map forgetting the G-action, as before.
Lemma 5.25. Let ' : X ! Y be a at morphism of schemes. Assume
that X and Y are locally integral. If M is an OY -lattice, then 'M is an
OX-lattice. If Y is locally Krull and M is a reexive OY -module, then 'M
is reexive.
Proof. Follows from Lemma 5.4 and Lemma 5.10.
Lemma 5.26. Let ' : X ! Y be an fpqc morphism of schemes, and assume
that X is locally Krull. Then Y is locally Krull. If M is a quasi-coherent
OY -module such that 'M is an OX-lattice (resp. reexive OX-module), then
M is an OY -lattice (resp. reexive OY -module).
Proof. The rst assertion is an immediate consequence of Lemma 5.9.
The second assertion follows from Lemma 5.15.
(5.27) Let G be a at S-group scheme, and X be a locally Krull G-scheme.
We denote the category of reexive (G;OX)-modules by Ref(G;X). Its full
subcategory consisting of reexive (G;OX)-modules of rank n is denoted by
Refn(G;X).
If we do not consider a G-action, Ref(X) and Refn(X) are dened simi-
larly.
Lemma 5.28. Let G be an S-group scheme, ' : X ! Y be a principal
G-bundle such that the second projection GX ! X is at. Then ' is fpqc.
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Proof. There is an fpqc map h : Y 0 ! Y such that the base change X 0 ! Y 0
is a trivial G-bundle. Then h is the composite of
Y 0 e ! G Y 0 = X 0 = Y 0 Y X p2 ! X ' ! Y;
and it factors through X. As G X ! X is at, G  Y 0 ! Y 0 is also at.
Thus X 0 ! Y 0 is at, and hence so is ' : X ! Y by descent.
Next, take a quasi-compact open subset U of Y . There exists some quasi-
compact open subset V of Y 0 such that h(V ) = U . As the image W of V
in X is quasi-compact, there exists some quasi-compact open subset W 0 of
' 1(U) such that W  W 0. Then U = '(W )  '(W 0)  '(' 1(U))  U ,
and hence '(W 0) = U .
This shows that ' is fpqc.
Lemma 5.29. Let X be a locally Krull scheme. Let U be its open subset.
Let ' : U ,! X be the inclusion. Assume that codimX(X   U)  2. Then
' : RefnX ! Refn U is an equivalence, and ' : Refn U ! RefnX is its
quasi-inverse.
Proof. By Lemma 5.25, ' : Refn(G;X)! Refn(G;U) is well-dened. Thus
it suces to show that ' : Ref(G;U)! Ref(G;X) is well-dened, and is a
quasi-inverse to '. That is, for N 2 Ref(G;U), 'N 2 Ref(G;X), and for
M2 Ref(G;X), the canonical map M! ''M is an isomorphism.
The question is local on X, and we may assume that X = SpecA is ane
and integral. Then U = X n V (I) for some ideal I of A such that ht I  2,
where V (I) = fP 2 SpecA j P  Ig. We can take a nitely generated
ideal J  I such that ht J  2. Set W = X n V (J). It suces to show
the assertion in problem for W ! U and W ! X. So replacing U by W
(and changing X), we may assume that the open immersion U ! X is quasi-
compact. Replacing X again if necessary, we may assume that X = SpecA
is ane and integral.
Now ' is concentrated, and hence 'N is quasi-coherent. Let  be the
generic point of X. Let U =
Sr
i=1 Ui, where Ui = SpecA[1=fi] with fi 2 An0.
Then  (Ui;N )  Mi  N for some nitely generated A[1=fi]-module Mi.
Let mi1; : : : ;misi 2 Mi be the generators of Mi. Let M be the A-span of
fmij j 1  i  r; 1  j  sig, and M the associated sheaf of the A-module
M on X = SpecA. As NP MP for height one prime ideal of A,
 (X;'N ) =  (U;N ) =
\
htP=1; P2X
NP 
\
htP=1; P2X
MP =  (X;M);
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and 'N M. Thus 'N is a lattice.
Set N =  (X;'N ). It remains to show that N is a reexive A-module.
This is easy, since
N =  (U;N ) =
\
htP=1; P2U
NP =
\
htP=1
('N )P =
\
htP=1
NP
by the reexive property of N and the quasi-coherence of 'N .
Finally, we prove that for M 2 Refn(X), M ! ''M is an isomor-
phism. As this is an OX-linear map between quasi-coherent OX-modules,
it suces to show that  (X;M) !  (X;''M) is an isomorphism. By
Lemma 5.11,
 (X;M) =
\
htP=1; P2X
MP and  (X;''M) =
\
htP=1; P2U
MP ;
so they are equal, and we are done.
Lemma 5.30. Let Y be a quasi-compact locally Krull scheme, and U its
open subset. Then there exists some quasi-compact open subset V of U such
that codimU(U n V )  2.
Proof. Let Y =
S
i Yi with Yi a spec of a Krull domain. Then replacing Y
with Yi and U with Yi \ U , we may assume that Y = SpecA with A a Krull
domain. Then there is a radical ideal I of A such that U = D(I) := Y nV (I).
Take a 2 I n 0. Let Min(Aa) n V (I) = fP1; : : : ; Prg. Take bi 2 I n Pi, and
set J = (a; b1; : : : ; br). Then Min(J) \X1(A)  V (I). So letting V = D(J),
codimU(U n V )  2. As J is nitely generated, V is quasi-compact.
Lemma 5.31. Let G be a at S-group scheme. Let ' : U ! Y be a quasi-
separated G-morphism. Assume that there exists a factorization ' =  h such
that h : U ! X is an open immersion,  : X ! Y is quasi-compact, and X
is locally Krull (we do not requre that G acts on X). Then for any reexive
(G;OU)-module M, 'M is a quasi-coherent (G;OY )-module.
Proof. Let M[0] be the associated OU -module of M. We show that 'M[0]
is quasi-coherent. In order to do so, we may assume that G is trivial.
Then the question is local on Y , we may assume that Y is ane. Now
by Lemma 5.30, we can take a quasi-compact open subscheme V of U such
that codimU(U n V )  2. Let i : V ! U be the inclusion. ThenM= iiM
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by Lemma 5.29. So we may assume that U itself is quasi-compact. Then '
is quasi-compact quasi-separated, and hence 'M is quasi-coherent by [Gro,
(9.2.1)], as required.
Next we show that for any at Y -scheme f : F ! Y , Lipman's theta
 : f 'M ! (p2)p1M (see for the denition, [Lip, (3.7.2)] and [Has,
(1.21)]) is an isomorphism, where p1 : U Y F ! U and p2 : U Y F ! F
are projection maps. Again, G is irrelevant here, and we may assume that
Y is ane. Take V as above, and consider the commutative diagram
V Y F i1 //
q1


U Y F
p1

p2 //

F
f

V
i // U
' // Y
:
By [Lip, (3.7.2)], it suces to prove that
() : p1iN ! (i 1)q1N
and
( + ) : f ('i)N ! (p2(i 1))q1N
are isomorphisms, where N = iM. Replacing U by V and M by N , it
is easy to see that we may assume that Y is ane and U is quasi-compact.
This case is [Lip, (3.9.5)] (see also [Has, (7.12)]).
Now consider the original problem. As we have seen, Lipman's theta
 : (BMG (Y ))
'M[0] ! (BMG (')[j])BMG (U)M[0] is an isomorphism for any
morphism  : [0]! [j] in M . In particular, letting j = 1; 2 and taking any
 : [0] ! [j], we have that 'M (which is ocially BMG (')M) is locally
quasi-coherent. Indeed, we already know that 'M[0] is quasi-coherent, and
BMG (U)

M[0] =M[j] by the equivariance of M.
Moreover, by [Has, (6.20)], the alpha map  : B
M
G (Y )

(B
M
G (')M)[0] !
(BMG (')M)[j] is an isomorphism for any [j] 2 f[0]; [1]; [2]g and any  : [0]!
[j]. By [Has, (7.6), 3], 'M is equivariant. Hence 'M is quasi-coherent by
[Has, (7.3)], as desired.
Corollary 5.32. Let G be a at S-group scheme, and X be a locally Krull G-
scheme. Let U be its G-stable open subset. Let ' : U ,! X be the inclusion.
Assume that codimX(X n U)  2. Then ' : Refn(G;X) ! Refn(G;U)
is an equivalence, and ' : Refn(G;U) ! Refn(G;X) is its quasi-inverse.
In particular, ' : Cl(G;X) ! Cl(G;U) dened by '[M] = ['M] is an
isomorphism whose inverse is given by N 7! ['N ].
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Proof. By Lemma 5.31, ' is a functor from Ref(G;U) to Qch(G;X). The
rest is easy by Lemma 5.29.
Proposition 5.33. Let G be a at S-group scheme, and ' : X ! Y a
principal G-bundle. Then ' is fpqc. If X is locally Krull, then Y is also lo-
cally Krull. The equivalence ' : Qch(Y )! Qch(G;X) yields an equivalence
' : Refn(Y ) ! Refn(G;X). In particular, ' : Cl(Y ) ! Cl(G;X) is an
isomorphism.
Proof. The rst assertion is by Lemma 5.28. Assume that X is locally Krull.
Then Y is locally Krull by Lemma 5.26. The equivalence ' : Qch(Y ) !
Qch(G;X) is by Lemma 3.13. For M 2 Qch(Y ), M 2 Refn(Y ) if and only
if 'M 2 Refn(G;X) by Lemma 5.25 and Lemma 5.26. The last assertion
is now trivial.
Proposition 5.34. Let Y be a quasi-compact locally Krull scheme. Then
Cl(Y ) = lim !Pic(U), where the inductive limit is taken over all open subsets
U such that codimY (Y n U)  2.
Proof. By Corollary 5.32 for the case that G is trivial, the map Cl(Y ) !
lim !Cl(U) is an isomorphism. So it suces to show that the canonical map
lim !Pic(U) ! lim !Cl(U) is surjective, as the injectivity is obvious. This
amounts to show that, for each U and a rank-one reexive sheaf M over U ,
there exists some open subset V of U such that codimU(U nV )  2 andMjV
is an invertible sheaf.
By Lemma 5.30, there exists some quasi-compact open subset U 0 of U
such that codimU(U n U 0)  2. Replacing U by U 0, we may assume that U
is quasi-compact. Then U =
S
i SpecAi with Ai a Krull domain. Replacing
U by each SpecAi, we may assume that U = SpecA is ane with A a Krull
domain. Set I :=  (U;M). We may assume that I is a divisorial ideal
of A. Take a 2 I n f0g. Let fP1; : : : ; Prg be the set of minimal primes
of Aa. We may assume that Pi 6= Pj for i 6= j. Let 1  i  r. Set
IAPi = P
vi
i APi . For each i, take bi 2 InP vi+1i APi . Set J = Aa+
Pr
i=1(Abi : I).
If P 6= Pi for any i, JP = AP , since (Aa)P = AP . Moreover, JPi = APi , since
(Abi : I)Pi = (Abi)Pi : IPi = APi . Set V = D(J) = U n V (J). Then
codimU(U n V )  2. On D(Aa), ~IjD(Aa) = ~AjD(Aa) is an invertible sheaf,
where D(Aa) = SpecA n V (Aa). On D(Abi : I), ~IjD(Abi:I) = (Abi)~jD(Abi:I) is
an invertible sheaf. Thus ~I is invertible on V , and we are done.
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Lemma 5.35. Let G be a at S-group scheme which is quasi-compact over
S, and X be a locally Krull S-scheme on which G acts trivially. Let M 2
Ref(G;X). Then MG 2 Ref(G;X).
Proof. Let p : G  X ! X be the second projection. There is an exact
sequence
0!MG i !M! ppM:
By Lemma 5.13, it suces to show that the cokernel C of i is torsion-free.
As p is at and C is a subsheaf of ppM, this is easy.
6. The class group of an invariant subring
Lemma 6.1. Let X be a quasi-compact locally Krull scheme, and U its open
subscheme. Then  (U;OU) is a nite direct product of Krull domains.
Proof. As U is a nite direct product of integral schemes, we may assume
that U is integral. By Lemma 5.30, we can take a quasi-compact open
subset V of U such that codimU(U n V )  2. Replacing U by V , we may
assume that U itself is quasi-compact. If U =
Sn
i=1 Ui with Ui ane, then
 (U;OU) =
Tn
i=1  (Ui;OUi) with each  (UiOUi) a Krull domain, and hence
U is also a Krull domain.
(6.2) Let G be a at S-group scheme. Let X be a quasi-compact quasi-
separated locally Krull G-scheme, and let ' : X ! Y be a G-invariant
morphism such that OY ! ('OX)G is an isomorphism.
Lemma 6.3. Y is a locally Krull scheme. Each irreducible component of
X is mapped dominantly to an irreducible component of Y . In particular, Y
has only nitely many irreducible components. Moreover, there exists some
quasi-compact open subset U of Y such that codimY (Y n U)  2.
Proof. Let Y 0 = SpecA be an ane open subscheme of Y , X 0 = ' 1(Y 0),
and '0 : X 0 ! Y 0 be the induced map.
Let B =  (X 0;OX0). Note that B is a nite direct product of Krull
domains by Lemma 6.1. Note also that the sequence
(3) 0! A! B u v  ! C
is exact, where C =  (GX 0;OGX0), and u = u(a) and v = u(p2) are the
maps B =  (X 0;OX0)!  (GX 0;OGX0) = C corresponding to the action
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a and the second projection p2, respectively. As in the proof of [Has, (32.6)],
a nonzerodivisor of A is a nonzerodivisor of B, A = Q(A) \ B, and hence
A is a nite direct product of Krull domains. Also, as any nonzerodivisor
of A is a nonzerodivisor of B, any irreducible component of X is mapped
dominantly to Y .
We prove the last assertion. Let Y =
S
 U be an ane open covering.
Then by the quasi-compactness of X, there are nitely many 1; : : : ; n such
that X =
S
i '
 1(Ui). Set U =
S
i Ui . We prove that codimY (Y n U)  2.
Assume the contrary, and take y 2 Y n U such that OY;y is a DVR. Take
an ane open neighborhood Y 0 = SpecA and let X 0 := Y 0 Y X. Then we
have the exact sequence (3) with B =  (X 0;OX0) and C =  (GX 0;OX0).
Set Y 00 = SpecAP = SpecOY;y, where P is the height-one prime ideal of A
corresponding to y. Then plainly,
0! AP ! BP u v  ! CP
is exact. Let t be the prime element of AP . As '
 1(y) is empty, tOX00 = OX00 ,
where X 00 = Y 00 Y X. Thus t 2  (X 00;OX00). As there is a quasi-compact
open subset W of X 0 with codimX0(X 0 nW )  2,
t 1 2  (X 00;OX00) =  (Y 00 Y 0 W;OY 00Y 0W ) =  (W;OW )P = BP :
So t 1 2 BP \Q(A) = AP , and this is a contradiction.
Lemma 6.4. The class group Cl(Y ) of Y is a subquotient of Cl(G;X).
Proof. By Lemma 6.3, there exists some quasi-compact open subset Y 0 of Y
such that codimY (Y n Y 0)  2.
Let h : Cl(G;X) ! lim !Cl(G;'
 1(U)) be the canonical map, where the
inductive limit is taken over all open subset U of Y 0 such that codimY (Y n
U)  2. Let  : Cl(Y ) ! Imh be the map dened by [M] = h[('M)].
As MjU is an invertible sheaf for some U , it is easy to see that  is a group
homomorphism. If [M] = 0, thenMjU is an invertible sheaf and '(MjU) is
trivial for some U . By Lemma 3.11,MjU is trivial, and by Proposition 5.34,
[MjY 0 ] = 0 in Cl(Y 0). By Corollary 5.32, [M] = 0 in Cl(Y ). This shows that
 is injective, and Cl(Y ) is a subquotient of Cl(G;X).
Theorem 6.5. Let k be a eld, G a smooth k-group scheme of nite type,
and X a quasi-compact quasi-separated locally Krull G-scheme. Assume that
there is a k-scheme Z of nite type and a dominant k-morphism Z ! X.
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Let ' : X ! Y be a G-invariant morphism such that OY ! ('OX)G is
an isomorphism. Then Y is locally Krull. If, moreover, Cl(X) is nitely
generated, then Cl(G;X) and Cl(Y ) are also nitely generated.
Proof. Y is locally Krull by Lemma 6.3. We prove the last assertion. If
Cl(X) is nitely generated, then Cl(G;X) is also nitely generated, since
the kernel of the canonical map  : Cl(G;X) ! Cl(X) agrees with Ker ,
which is nitely generated by Theorem 4.6. As Cl(Y ) is a subquotient of
Cl(G;X), it is also nitely generated.
Remark 6.6. In [Mag], Magid proved that if R is a nitely generated normal
domain over the algebraically closed eld k, G is a connected algebraic group
acting rationally on R, and the class group Cl(R) of R is a nitely generated
abelian group, then the class group Cl(RG) of the ring of invariants RG is also
nitely generated. After that, Waterhouse [Wat] proved a similar result on an
action of a connected ane group scheme on a Krull domain over arbitrary
base eld. Theorem 6.5 is not a generalization of Waterhouse's theorem. We
assume the existence of Z ! X as above, and he describes the relationship
between Cl(X) and Cl(Y ) precisely [Wat, Theorem 4]. On the other hand,
we treat disconnected groups, and non-ane groups and schemes.
Finally, as a normal scheme of nite type over k is quasi-compact quasi-
separated locally Krull (and is dominated by some scheme of nite type), we
have
Corollary 6.7. Let k be a eld, G a smooth k-group scheme of nite type,
acting on a normal k-scheme X of nite type. Let ' : X ! Y be a G-
invariant morphism such that OY ! ('OX)G is an isomorphism. Then Y
is locally Krull. If, moreover, Cl(X) is nitely generated, then Cl(G;X) and
Cl(Y ) are also nitely generated.
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