Abstract-A human-robot interaction system should be capable of adapting the execution of cooperative plans with respect to complex human activities and interventions. In this paper, we present an integrated framework that exploits attentional supervision and contention scheduling to combine human-aware planning, plan execution, and natural human-robot interaction. Specifically, in the proposed approach, hierarchical cooperative plans are exploited as top-down attentional guidance for the robotic executive system, which can flexibly orchestrate the task activities while reacting to environmental stimuli and human behaviors. We describe the overall framework discussing some case studies in human-robot collaborative scenarios.
I. INTRODUCTION
In social robotics, flexible and natural interaction with humans is often needed in the context of structured collaborative tasks. In these scenarios, the robotic system should be capable of adapting the execution of cooperative plans with respect to complex human activities and interventions. Many mechanisms are indeed involved in humans cooperation, such as joint attention, action observation, task-sharing, action coordination, multimodal interaction [1] , [2] , [3] . In order to deal with these features during the execution of structured tasks, several frameworks [4] , [5] , [6] , [7] employ human-robot shared plans and manage the human-robot cooperation by planning/replanning (totally or partially) the action sequence for the agents involved in the interaction. However, this continuous planning and execution process can be time-expensive and can therefore impair the naturalness and effectiveness of the interaction with the human.
In this paper, we propose a different approach that exploits the notion of cognitive control [8] introduced by the cognitive neuroscience literature. This concept is related with the ability of flexibly orchestrating goal-oriented and reactive behaviors in order to accomplish structured tasks. In cognitive control, attentional processes are considered as key mechanisms, indeed, several models have been proposed where attention plays a crucial role in task/action selection [8] , contention scheduling [9] , and conflict resolution [10] . In particular, we refer to the supervisory attentional system model proposed by [8] . Inspired by this literature, in [11] we propose to deploy a supervisory attentional system along with top-down (task-based) and bottom-up (stimulus-based) attentional regulations to conciliate the execution of structured cooperative plans and natural interaction with humans.
Following this approach, in this paper, we describe an interactive framework that combines human-aware planning [12] , attentional plan execution, human monitoring, interaction, and replanning. In the proposed system, a human aware planner generates a shared human-robot cooperative plan, while plan execution is flexibly regulated and adapted by an executive attentional system that supervises the human actions and the environmental changes. In this context, a generated plan is used as an attentional top-down guidance for an attentional system that is to orchestrate the execution of multiple hierarchical behaviors. This way, the proposed system can deploy replanning only if the adaptation is not possible, e.g. when the human behavior significantly diverges from the computed plan, or in case of execution failures. We describe and discuss the system at work in simulated and real-world case studies where a human operator and a robot co-worker are to flexibly cooperate for the execution of shared plans in an industrial scenario.
II. RELATED WORKS
We propose a framework for flexible and interactive plan execution where a generated plan is exploited as an attentional guidance for a supervisory attentional system that manages human-robot interaction and robot control. Literature on hierarchical plan execution [13] , [14] and human-aware planning [12] , [15] , [4] , [7] is here related, but complementary. On the other hand, the main focus here is on attentional executive frameworks, which are pretty rare in the robotic literature [16] , [17] and usually not compatible with plan-based systems. In the context of behavior-based robotics, hierarchical systems have been proposed considering the role of simple attentional mechanisms for the dynamic control of behaviors [18] , [19] , however, in these frameworks structured tasks and plan-based control are not considered. In contrast, top-down attention and structured tasks are investigated in [11] , but the integration of these mechanisms within a planning and execution framework is not fully developed.
III. SYSTEM ARCHITECTURE
In this section, we illustrate the overall architecture of the human-robot interaction system (see Figure 1 ) describing its main components along with their interactions. The multimodal HRI framework is appointed to monitor and recognize the human actions and intentions from multiple input channels such as utterances, gaze directions, gestures or body postures. We address the reader to [3] , [20] for details about this component, while in this paper we mainly focus on the interaction between the task planner and the executive system. The Human-Aware Task Planner (HATP) [12] is able to produce hierarchical plans for multi-agent systems, it can generate different sequences of actions, one for each agent involved in the scene, including the humans. The executive process is managed by two subsystems: the supervision system and the the attentional system. The first one is to interact with the task planner, monitor the plan execution and formulate replanning requests. The second one, exploits bottom-up (stimuli-oriented) and top-down (task-oriented) influences to regulate the plan execution. Additional details are provided in the rest of the paper.
IV. HUMAN AWARE TASK PLANNING
HATP is based on a Hierarchical Task Networks (HTN) and is able to produce hierarchical plans for multi-agent systems, including humans. Analogously to SHOP [21] , the HTN planning problem is defined as a 3-tuple g, s 0 , D , which are respectively, the goal, the initial state, and the planning domain. The latter is defined by the pair (A, M), where A is a finite set of operators and M is a finite set of methods. A method in M is a 4-tuple (m,t, p, b) where m is the name of the method, t is the task/goal, p is a precondition specifying when the method is applicable, and b describes a sequence of operators or methods. The set of operators A is denoted by a STRIPS-like representation and can be associated with a duration and a cost function. Moreover, HATP permits to define specific social rules along with a cost for their violation, this way, the generated plan can be tuned to adapt the robot behavior to the desired level of cooperation.
V. COGNITIVE CONTROL AND ATTENTION
The executive system provides the cognitive control mechanisms needed to flexibly orchestrate the execution of complex tasks. Following a supervisory attentional system and contention scheduling approach [8] , [9] , we propose an executive framework where this orchestration is obtained through attentional regulations. The executive system comprises a supervision system and an attentional system (see Figure  2 ). The supervisory system invokes plan generation and replanning, while interacting with the attentional system for collaborative plan execution and plan repair. The attentional system receives the generated plan from the supervision system and selects/regulates the robot activities exploiting bottom-up (stimuli-oriented) and top-down (task-oriented) influences [11] . This process is managed by a cognitive control cycle that continuously updates an internal hierarchical structure, that we call working memory (WM), and a set of behaviors representing the overall processes involved in the execution (see Figure 2 ) exploiting schemata specifications represented in the long term memory (LTM). The LTM is a repository that collects the declarative representations of all the possible behaviors and tasks available to the robot, including the executive schemata associated with the methods and the operators defined in the HATP domain.
Working Memory. The WM represents the executive state of the system as an annotated tree structure, whose nodes represent processes/behaviors allocated and available for the execution, while the edges represent parental relations among sub-processes/sub-behaviors. Indeed, these nodes are partitioned in concrete and abstract, where the concrete nodes represent real sensorimotor processes, while the abstract ones represent complex behaviors to be hierarchically decomposed. Each node is denoted by a 6-tuple (s,t, x, q, v, e), where s is the name of a behavior, t is the task, x represents the set of the associated sub-behaviors of s, q represents a releaser, v is a set of state variables representing the executive state of s, while e is a post-condition used to check the success of s. In this context, when allocated for the execution, methods m ∈ M are represented by associated abstract nodes/behaviors s m in WM, with x list of subbehaviors associated to b and the releaser q used to monitor the precondition p during the execution. Analogously, each op ∈ A can be associated with a concrete or abstract node, depending on the associated definition in the LTM. If the releaser q of an allocated node is satisfied, all its subnodes x can be also allocated in the WM; conversely, if a behavior is accomplished or dismissed, this is removed from the WM along with its hierarchical decomposition. In this framework, an allocated behavior is active when its releaser is enabled along with the releasers of all its ancestors. The WM update process is managed by a special process, alive which is also the root of the WM tree. For instance, in Figure 3 , the task giveTo (abstract behavior) in WM is expanded into give and place (concrete behaviors), which can be directly executed. Here, giveTo is an abstract node that represents the execution of a method, give and place are concrete nodes representing running operators, while other nodes represent running/suspended low-level processes which are not represented in the planning domain. It is worth noticing that, not only multiple tasks can be allocated in the WM, but also multiple methods for the same tasks may compete for the actual execution. The orchestration of multiple tasks/activities, possibly in conflicts, is obtained by exploiting attentional processes.
Attentional mechanisms. Each concrete behavior represents a sensorimotor process endowed with a perceptual schema, a motor schema, a releaser, and a clock (see Figure  4 ). The releaser enables/disables the behavior, while the clock regulates the sensory sampling rate and the frequency of the activations (see [22] , [16] for details). This regulation is our attentional mechanism, which is used to define the temporal resolution at which the behavior is monitored and controlled. It depends on bottom-up and top-down influences. The fist one is regulated by a function g(σ , v) = λ ∈ (0, 1], which is directly affected by the perceptual stimuli σ and the inner state v of the behavior. The top-down regulation is represented by a scalar µ ≥ 1, called magnitude, that summarizes the influence due to the task structure and the current state of the plan execution. We assume µ = 1 when no top-down influence is present, while a magnitude change for a node is top-down inherited by all its descendant. Moreover, in order to stimulate task completion, once a subtask is accomplished, the parent magnitude is increased by a default constant value k, which is then propagated to the successor behaviors. The overall attentional regulation for a specific behavior is given by a value e = µ λ , called emphasis, that represents the actual frequency of the associated clock. The emphasis value allows us to combine accessibility and facilitation: bottom-up stimuli emphasize actions that are more accessible to the robot (e.g. object affordances), while top-down stimulations exploit the task structures, along with the plan sequence, to facilitate the activations of task-related and goal-oriented actions. In particular, the emphasis is used as a decisional mechanisms in conflicting situations. Indeed, contentions among alternative mutually exclusive behaviors competing for the execution can be solved using the emphasis: the most aroused behavior (higher frequency, hence higher e) is selected following a winner-take-all approach. The executive system integrates a supervision system and an attentional system. The supervision system interacts with the HATP planner trough the HATP bridge and monitors the execution of the generated collaborative plans composed of human (blue) and robot (gray) actions. The attentional system permits a flexible execution of the cooperative plans.
VI. PLAN EXECUTION AND ATTENTIONAL REGULATION
The plan-execution cycle is managed by the interaction of the supervision and the attentional system. Given a task t to be executed, the supervision system invokes HATP to generate a multi-agent plan. This is represented by a set of sequences of actions π = (s 1 , .., s n ), one for each agent involved in the interaction. In this paper, we assume π = (s R , s H ), where s R is for the robotic activities and s H is for the interactive human. Once generated, the plan π, together with the associated task t, is received by the attentional Fig. 3 . Tasks in the working memory: dotted and solid ovals are for abstract and concrete behaviors; green and red ovals represent active and not active processes; n and (m) are for, respectively, the clock period (inverse of the emphasis) and the associated magnitude. system, through the planListener behaviour (see Figure 2 ) which then allocates in the WM the enabled behaviors for t and π. Here, the task t is hierarchically expanded by the alive process into a hierarchy of behaviors, from abstract to concrete, while the plan π is exploited as a guidance for action selection and execution exploiting attentional regulations. At the executive level, primitive human actions are implemented by human monitoring behaviors suitably specified in the LTM.
The plan listening cycle is described by Algorithm 1 and works as follows. Once a new HATP plan π is generated (line 1), the behaviors associated with the task t are allocated in the WM (line 2), then, once the first action plan p a is selected (line 3), a monitoring cycle starts and remains active as far as the plan is available and a replanning activity is not invoked (line 5). Within this cycle, the selected action is associated with a corresponding concrete behavior p a , which is top-down enhanced by a suitable constant factor k used to facilitate its execution (lines [18] [19] . Once p a is allocated in the W M (line 6), if p a is accomplished (i.e. its post condition is satisfied) the next plan action is selected for the execution (lines 7-10). Otherwise, if the action α selected by the attentional system (line 12) is different from the planned one (line 13), a plan adjustment procedure is started (lines 14). When this adjustment is not possible, replan is set to true and a replanning step is then invoked (line [15] [16] . The plan adjustment strategy checks whether there exists a common ancestor in the WM tree for the selected α and the planned p a in order to find an alternative decomposition and then modify the plan π accordingly. Notice that several refinement strategies are also possible in this framework. For instance, following a conservative approach, plan adjustment may be limited to primitive actions only. External plan repair methods, similar to [13] , [14] , may also be deployed. Otherwise, following a different approach, since the generated plan is here used as a top-down guidance, plan adjustments may be postponed: the executive system may also keep active an inconsistent plan until its attentional disturbance reaches a suitable threshold.
In the proposed plan execution approach, both the generated plan π and the hierarchical decomposition of task t are used for the execution. The actions in π are used to stimulated the attentional system towards the execution of the associated concrete behaviors, which are allocated, activated, and regulated during the expansion of t. This way, not only the execution of different non-conflicting behaviors/tasks may be interleaved with the planned activities, but also alternative expansions of t can be exploited for on-line plan repair actions. Indeed, the task tree allocated in the WM can maintain alternative methods and action primitives in competition/conflicts (e.g. take and receive are two alternative ways to get an object) in order to permit flexible adaptation of the task depending on the current executive and attentional state (e.g. choosing take instead of receive if an object is close). emphasize p a by a constant factor k;
A simple example of the integrated effect of planbased, task-based, and environmental influences is provided in Figure 5 . In this case, the task is to get an object (getOb j(bracket 1 )) and the generated plan states that the robot should first reach the table and then take it (HAPT plan in Figure 5 ). However, the task getOb j is associated with two methods: the robot should go towards the table (go (table) ) and, either take it (take(bracket 1 )), as planned, or search for it (search(bracket 1 )), e.g. if the object is not present or not detected. At the plan start, the go (table) behavior is allocated in the WM, enabled, and aroused both by the plan (top-down regulation) and by a the table distance (bottom-up regulation). Then, once the table is reached, the action plan is removed and the behavior is disabled, while take(bracket 1 ) becomes active and can be enhanced by the current planned action and the proximity of the bracket. The emphasis combines these effects and provides an action selection criterion. However, when the bracket is not present the bottom-up stimuli does not support the planned action take and alternative enabled behaviors may become dominant, in this case search(bracket 1 ). This alternative execution is then followed by a plan adjustment. This way, in contrast with rigid and sequential activity dispatching, in case of opportunities and unexpected events, the attentional system may retrieve alternative methods from the task definition avoiding a continuous replanning process.
VII. CASE STUDIES
The integrated system has been tested in a case study inspired by a human-robot co-working scenario where a collaborative robot should assist a human operator during a bracket assembling process. The overall test-bed is inspired by the one proposed in the project SAPHARI. In this context, we discuss and analyze the system behavior presenting both simulated experiments and a real-world robotic demonstrator.
A. Simulated Tests
In this section, we illustrate experimental results collected in a simulated scenario. Our aim is to show how the proposed framework permits flexible plan execution when the human behavior diverges from the expected one.
Experimental set-up. The overall environment is simulated in v-rep interfaced via ROS to our planning and execution framework. We assume a simulated human and simulated robot (kuka omnirob, kuka LBR 4+ manipulator endowed with a baxter gripper, laser scan, and rgdb camera) that moves within an environment of 15 × 15 m with a maximum speed of 0.4 m/s. As a computational platform we used a laptop i5 4 core, 4 gb ram. In the simulated environment, we have 3 bracket, positioned in 3 locations, to be installed in 3 panels (see Figure 6 ). Both the robot and the human can go towards the predefined locations, or take, place, give, receive objects, while only the human can install the brackets into the panels. In this context, the task is a sequence of 3 subtasks install(bracket 1 ), install(bracket 2 ), install(bracket 3 ). For each test, we consider an already generated HATP plan where each subtask is to be executed as follows: the robot takes bracket i from an expected location, navigates towards the human, gives bracket i to the human, which then installs it in slot i . In order to test on-line flexible adaptation of plan execution, we introduce random changes during plan execution. In particular, since the human behavior is simulated, we can move the operator in and out of the working space to disturb the execution of the cooperative plan. Indeed, if the human moves away before receiving an object, the hand-over task cannot be executed, hence plan refinement or replanning steps are needed. Additionally, the bracket positions can randomly change in 3 possible locations. Random changes are introduced at the start of each bracket installation subtasks with uniform distributions on the human (in/out) and the bracket positions respectively. In these tests, we assume that all the manipulation actions are reliable (take, place, give, receive), hence the only sources of uncertainty are restricted to the human behavior and the object positions. As for the attentional regulations, the bottom-up frequency associated with the concrete behavior b depends on the distance dist(target b ) ∈ [min b , max b ] of the associated target (e.g. distance of bracket to activate take). Here we assume a very simple setting: within a suitable interval [min b , max b ] the frequency is increased/decreased proportionally to the reduction/increment of the distance, otherwise, we have a linear decrease of frequency when the stimulus is stable or removed (see [16] for examples of more complex regulations in similar settings). As for top-down influence, the initial value of magnitude for each behavior is µ b = 1, while for the plan guidance k, we considered two possible setting k h = 4 and k l = 0.2, where the first is considered high and the second low with respect to the default magnitude.
Experimental results. In this setting, the aim is to test the plan execution performance considering successes or failures, time to accomplish the task, repair and replanning episodes during the execution. In order to assess the system performance, we tested 30 times the simulated plan execution in different conditions. First of all, we considered a nominal situation (baseline) where the human behaves as expected and the objects are not moved during the execution; in this case no replanning and no repair is needed. In a second experiment, we introduced a randomized situation, where the human moves in and out of the working space, while the objects (brackets) can change their position (high plan guidance with k h ). Finally, we repeated the experiments in the randomized setting the top-down plan guidance set to a low value (low plan guidance with k l ), in this case the executive system is mainly affected by the task structure in the WM, with a minimal plan influence. The collected results are summarized in Table I and Table II; we never obtained task failures, therefore these data are not explicitly reported in the tables. In the case of high plan guidance (hpg), we can observe that the time to accomplish the task is comparable with respect to the one of the baseline test (bsl), where everything works as expected in the plan, indeed the replanning episodes are pretty rare, while the system can on-the-fly find alternative executions and plan adjustments. These plan repairs are usually due to the absence of the human during a planned handover or the absence of an expected object in a planned location. In Table II , in order to show the impact of replanning on the overall performance, we consider the results of the high plan guidance (hpg) tests distinguishing between cases with or without replanning episodes. In correspondence to replanning episodes the time performance is significantly worst (p < .0001 with a twotailed t-test). In the last row of Table I , we consider the case of a reduced top-down plan guidance (lpg) and compare the performance with respect to the hpg tests. Here, as expected, we observe a significant increase of the replanning (p < .0001) and plan adjustment episodes (p value < .04) that also affects the task execution time (p < .0001). On the other hand, even though the overall performance is reduced, the robotic system is able to accomplish the task despite a randomized situation and a weakened plan guidance. This seems to suggest that plan guidance may also be relaxed and modulated when necessary (e.g. more reactive interaction) as a leashing mechanism that affects the overall plan-oriented behavior. 
B. Robotic Demonstration
We now describe the system at work in a realworld robotic scenario that implements and extends the simulated setting discussed above. A demonstration video of the scenario is available at the following link http://wpage.unina.it/jonathan.cacace/Media/roman2016-s.mp4. Scenario Description. The real set-up extends the simulated one as follows (see Figure 7 ). There are three work locations, each containing a slot and a table that supports a set of objects including a glue bottle and some brackets. The user and the robot must cooperatively install the brackets in the slots; differently from the simulated experiment, in order to install the bracket, the human should first clean the slot and then apply the glue. In this scenario, a PR2 robot can help the human bringing the appropriate objects. The overall scene is monitored by an OptiTrack motion capture system that provides the positions of the human and the objects. The PR2 is provided with rgdb camera and a laser scan. At the start, the supervision system invokes the HAPT planner in order to obtain a suitable collaborative plan. For instance in Figure 8 , we have an excerpt of a generated plan where the ROBOT first brings the GLUE BOT T LE and the BRACKET 1 to the HUMAN agent, who is to glue the SLOT 1 position and install the bracket on it. In the following, we describe and discuss some typical situations where the attentional system refines the plan during the execution.
Handover to Take. In the planned sequence the human should bring the object to the robot, however, in this case the human remains idle and does not interact as expected. According to the plan, the robot should keep waiting for the human, however, the attentional regulation mechanisms comes here into play to solve the impasse. Indeed, since the target stimulus (human distance) does not change, the bottom-up activations of the receive behavior, decrease with time. Hence, if an alternative method (take(bracket)) is enabled by the proximity of a bracket, after some seconds of waiting the associated activations become dominant (lower 1/e) and can be selected for plan adjustment (see Figure 9) . Fig. 9 . Handover to search: (up) if the human does not behave as expected, the take behavior becomes dominant, hence it is selected by the attentional system; (down) the associated plan is modified accordingly.
Take to Search. In a second scenario, the robot should get the bracket and give it to the operator to finalize the installation. In this case, as suggested by the plan, the robot goes towards a target table to take the bracket, however, once arrived the bracket cannot be found. Therefore, the take action cannot be executed, while an alternative method search is enabled and becomes dominant. The attentional system can then select the search behavior (the activations are illustrated in Figure 10 , up) and the plan can then suitably modified (Figure 10, down) . The robot can then inspect other locations looking for the bracket.
Handover to Place. In this scenario, the human is to obtain the GLUE BOT T LE in order to glue SLOT 1. Following the HATP plan (see Figure 8) , the robot tries to perform a handover, but the human moves away from the working space during the interaction. Also in this case, the attentional system can solve the impasse without waiting for the human initiative. Indeed, the bottom-up stimulation of give decreases as the robot-human distance increases, while the alternative method place is enabled with the associated bottom-up stimuli activated by the table distance. When place wins the contention (see activations in Figure 11 ), the robot can start placing the object on the work location allowing for plan continuation. In this case, plan refinement is also associated with a substitution of a monitored human action from receive to take (Figure 11 ). Fig. 10 . Take to Search: (up) the take behavior is not enabled because the target object is not available, however, the alternative method is available in the WM hence it is selected by the attentional system; (down) the search action is then introduced in the plan. Handover to Place: (up) when place wins the competition (emphasis 0.53 < 1) with give, it is selected and (down) the plan is refined.
VIII. CONCLUSIONS
We proposed an integrated system for human-robot cooperation where top-down and bottom-up attentional modulations are used to flexibly execute human aware plans. The framework is to adapt plan execution with respect to the human behavior and the environmental changes reducing replanning activities, while enabling a natural and smooth interaction. In this context, the overall execution is managed by an attentional system, while a generated cooperative plan is used as a top-down attentional guidance that stimulates the system towards task accomplishment. This approach allows us to combine accessibility (bottom-up influence on enable activities) and facilitation (top-down task/plan based regulations); these mechanisms are here deployed to support flexible activity execution, reactive robotic interventions, and natural human-robot interaction. We described and discussed the proposed system in a human-robot co-working scenario considering both simulated and real-world experiments. In these contexts, we illustrated how plan guidance and attentional regulation allow us to solve decisional impasses and reduce replanning episodes while driving the system towards task and plan accomplishment. Future work includes a systematic evaluation of the proposed framework in realworld scenarios with performance analysis and user studies.
