Abstract-There are now billions of images stored on photo sharing websites. These images contain visual cues that reflect the geographical location of where the photograph was taken (e.g., New York City). Linking visual features in images to physical locations has many potential applications, such as tourism recommendation systems. However, the size and nature of these databases pose great challenges. For example, the distribution of images around the world is highly biased towards popular regions. This results in high redundancy in certain locations, while under-representing the features in other regions. Many density estimation methods are unable to handle such datasets. In this paper we employ an on-line unsupervised clustering method, Location Aware Self-Organizing Map (LASOM), to compress a large image database and learn similarity relationships between different geographical locations. Our method achieves promising results when used on a dataset containing approximately 900,000 images. We further show that the learned representation results in minimal information loss as compared to using k-Nearest Neighbor method. The noise reduction property of LASOM allows for superior performance when combining multiple features. The final part of the paper explores clothing as a new information source that may assist in geolocation of images.
INTRODUCTION
T HERE has been a great explosion in the number of images available in online databases (e.g., Flickr.com, Google Street View, etc.). The availability of such abundant information has spurred extensive computer vision research by providing significant training data for learning algorithms. One objective that would have been impossible without these databases is the problem of geolocation or determining the physical location of the scene shown in a photograph (e.g., Hawaii, Hong Kong, etc.). The geographical origin of an image is important contextual information that can help in many applications, including but not limited to tourism recommendation and landmark identification [1] . It can also provide important semantic information for articles, while surveillance systems could use geotags to locate missing people [2] . Knowledge about geographical regions can also inform about the objects and buildings that should be expected in the image or in the case of densely populated areas, whether people detection algorithms should be used.
Therefore, it is desirable to augment any image that might lack geographical location (e.g., GPS coordinates) with our estimate of where the image was taken. Geotagging images, however, is a very difficult task due to the variability of visual data across the globe. Taking two photographs at the same location, but at different angles, may yield two images with vastly different pixel values.
Modeling such data is not an easy task. To capture this variability, a large dataset is required. Unfortunately, some successful approaches have been limited to small areas due to inability for some state-of-the-art machine learning algorithms to scale to such databases (e.g., [3] ). The other issue is that for many learning algorithms, biases in the training data may result in suboptimal models. For example, many photos in New York City (NYC) are taken at popular attractions overshadowing most other locations in the surrounding area. Any model that determines what makes NYC different from all other locations under-values (if not outright ignores) less popular destinations. Furthermore, similarity between regions are just as important as what makes them different. Some parts of China Town in NYC may look similar to a town in Beijing. Knowing that this is a possible source of confusion can be leveraged to rate the confidence of guesses. This suggests that a graph representation should be used to record such similarities.
In particular, the goal of automatic image geotagging is to find a list of probabilities for each possible location, L ¼ fl 1 ; l 2 ; . . .g, given a query feature vector f 2 ff 1 ; f 2 ; . . .g. One strategy of assigning the geotag to an image is to find the location that maximizes the posterior pðl i jf j Þ: l i ¼ argmax l i pðl i jf j Þ (Fig. 1 ). In such cases understanding the distribution of images may not be important and the location with the maximum probability can be estimated by selecting an image with known GPS coordinates having the most similar features to the query image and returning those coordinates. This simple strategy has been shown to work with some mixed results [4] , suggesting that features must be carefully selected. There is an obvious trade-off between view sensitive and insensitive features. For example, histograms are view angle invariant features that achieve this property by ignoring spatial information. This means that a photo taken at a beach on a cloudy day may be confused with an image depicting a snowy landscape with not a single cloud in the sky. Selecting more discriminating features, however, limits the generalization of the dataset (i.e., increases the local variability).
In this paper, we propose a clustering method called LASOM to address all the aforementioned problems. LASOM is able to compress the large amounts of data by not storing commonly occurring images and by storing only the features that are required for discriminating one geographical region from another. It removes noise by removing features that occur very rarely and it gives us the ability to discover the similarities and differences between different regions. Finally, we demonstrate that clothing-related features could be used to disambiguate certain regions. We can apply more complex methods for disambiguating clusters that contain ambiguities. Introducing these more computationally expensive technologies is only possible by reducing the amount of data that needs to be processed. Using the example above, a day at the beach will look very different from a snowy scene when clothing information is used.
This work is an extension of our IJCNN paper [5] . Here we explore the problem of dealing with large datasets when trying to solve the geolocation task. To this end, we discuss the advantages and disadvantages of common data collection methods, the biases often found in the datasets, and how they can be overcome. The evaluation section goes into greater detail about computational complexity of LASOM and tests our method on a much larger dataset. Finally, we introduce a novel method for classifying locations that uses clothing information available in a large number of images.
BACKGROUND 2.1 Image Retrieval-Based Approaches
Large geotagged image databases such as Flickr.com have enabled the field of computer vision to study the problem of automatically geotagging images. A popular line of approaches is to retrieve images from a database that have similar content to the query image [6] , [7] , [8] , [9] . These approaches work in the same way as image retrieval methods but differ in the representation of images due to different goals.
Previous work focuses on improving bag-of-words representation using supervision information. Inspired by image graph-based approaches [10] , [11] , [12] , [13] , Cao and Snavely [14] proposed a graph-based discriminative learning approach for location recognition. They represent image database as a graph, and improve bag-of-words representation methods by embedding rich information in the graph. Arandjelovi c and Zisserman [15] proposed a discriminative query expansion method that uses a linear SVM to discriminatively learn weights for re-querying. [7] , [9] reweighted visual words according to their geographic frequency. The method in [16] proposed a discriminative clustering approach that takes into account the weak geographic supervision in order to find geographically informative patches. A clustering method was proposed in [17] to cluster similar database images to represent distinct scenes as landmarks. Query images are then matched to landmarks rather than features to decrease computational cost. Cao and Snavely [18] generate a graph where nodes (images) are nearby if they are visually similar. Node clusters are ranked based on visual similarity to the query image, and a computationally expensive geometric verification method is then used to make the final selection.
In addition to bag-of-words, other place representations have been investigated. Iconic images represent sets of images captured from very similar viewpoints [17] , [19] . Linear combinations of neighboring images are used to recognize possible viewpoints of a city [20] . Zheng et al. built landmark visual models by pruning candidate images using efficient image matching and unsupervised clustering techniques. An image matching technique was also used in [21] to find reliable features.
The goal of image retrieval methods is to return similar images. The geolocation task on the other hand is a discriminative one where the set of labels (locations) is independent of the number of images in the dataset. This allows us to compress the database by throwing away redundant or non-informative information. For example, if certain shades of a color only appear in one location we just need to note that the location has some average hue of that color and not store all the different shades. Similar to our worst case, the computational requirements for these algorithms is N 2 . The method proposed by [18] , for example, requires N 2 comparisons to form the initial graph of feature similarities (edges represent some super threshold distance relationship). This graph is converted to a spanning tree and query images only have to be compared to the internal nodes of this tree, which means that in practice less than N 2 comparisons are required during query time. Adding an image to this graph, however, requires N comparisons followed by having to recompute the spanning tree. Our method can easily incorporate new information and does not require the storage of all images. Comparing our method against 1st Nearest Neighbor algorithms approximates the need to store all images in the database.
Classification-Based Approaches
Different from image-retrieval-based approaches that return images having similar content, classification-based approaches treats locations as labels and assign these labels to query images. Hays et al. [4] demonstrated that given a large dataset, k-Nearest Neighbor (kNN) solution can achieve 16 percent geolocation accuracy. We will use this method as a measurement of information loss suffered by our compression technique.
Discriminative models are a good way to test whether a feature descriptor is appropriate for a particular task. Support Vector Machines (SVM) have been used with some success to discriminate between different regions [3] , [22] , [23] . Crandall et al. [23] , for example, showed that SIFT is a good feature for discriminating regions that are spatially close (e.g., city) while perform poorly for global geolocalization. SVMs in particular do not scale to the data sizes that are required for this task and obtaining a labeled set of data to train such supervised learning algorithms is not trivial. Evaluating the results is also difficult due to the fact that few works calculate "random" performance. In [23] "chance" accuracy was defined in terms of the number of classes (10) used in training the SVM. This is a reasonable approach, although the number of images for different classes differs significantly (sometimes almost an order of magnitude) and no confusion matrix was provided to help interpret the results. The small size of our clothing dataset allows us to employ SVM as a method for testing whether clothing can be used for geolocating images. However, due to the fact that SVMs do not scale to the size of the datasets used in the general geolocation results, we do not compare against this method. It should also be noted that SVMs can be seen as learning the probability of a feature belonging to a location L, where this probability is 1 for one label and 0 for all others. It is not clear what the set of labels should be and our method can be complementary to approaches that use SVMs as the resulting graph can provide a set of discrete locations to use as labels.
The difficulty of obtaining an unbiased dataset that models the actual distribution of world features has caused many researchers to augment this data with external sources such as authorship [24] , time between photos made by a single person [25] , and textual tags [24] , [26] , [27] , [28] . However, such information is not always available, and the goal in this work is to geolocate images based only on visual features. Therefore, we do not make a comparison against information outside the image itself.
Clothing
Clothing extraction has also been a fertile area of information. Yamaguchi et al. [29] extracted and classified clothing on images obtained from a fashion website using conditional random fields. To locate different body parts of people in images they used a pose estimator developed by Yi and Ramanann [30] . Some clothing labels were gathered from the website as well as through the use of Amazon Mechanical Turk. One of the unique aspects of their work is that by knowing the clothing style a person is wearing, the pose estimate can be refined. Our set of features used to describe clothing was motivated by this work.
Through experimentation we found that a slightly modified version of [30] body pose estimator developed by Felzenszwalb et al. [31] performed very well on our Flickr dataset. In this paper we adopt an unsupervised approach where we use raw clothing features (see Section 3.2). Knowing high-level description of clothing, however, should provide less noisy context.
DATASET
It is often assumed that there is a linear relationship between geolocalization accuracy and the size of the dataset, but as has been implied earlier, this turns out to be false. Dataset distribution images found in many works (e.g., Fig. 2 ) highlight that a tremendous share of images are taken in just a few locations and as it turns out by only a few people (e.g., tourists). In fact, our own data collection efforts revealed that most images in cities are geotagged to be within a few kilometers of one another. In this case the common data collection process, which used the names of a few major cities as search terms, is responsible for the result. However, the distribution for some cities is greater than for others, suggesting other explanations may be that Flickr. com allows users to manually specify where an image was taken or perhaps tourists do not explore outside some cities. In such situations guessing the center of a city produces great geolocalization results.
Along with the bias that comes from where the photo is taken, different geographical regions may present varying levels of visual variability. Fig. 3 shows that in a city such as London a few meters and a change in orientation may result in very different images. Images taken at the Sahara, however, may look similarly even if they are taken hundreds of kilometers apart.
An obvious solution for capturing all the different variabilities is then to download more and more images from Flickr.com in the hope of obtaining photographs representing less popular regions and sufficiently sampling highly variable regions. This approach clearly does not scale. For example, if we found that out of 99,000 images we downloaded with the keyword "Istanbul", 80,000 photographs lie within 10 km of city center, the weight of the images that exemplify surrounding areas is very low, while the size of our database increases tremendously. In many works, the test set is often drawn from this biased distribution (e.g., [4] , [26] ), resulting in the misleading conclusion that more images result in super-linear increase in performance. We compare our work with 1st Nearest Neighbor method since it is used in many of these works.
In the following sections we discuss how our dataset was obtained, and the biases that were discovered. We compare our data gathering process with two alternative methods that have been described in the literature. The section after that will describe the dataset used for the clothing experiments.
General Dataset
The dataset was collected using the code provided by [4] to download GPS tagged images from Flickr.com. The process consisted of querying the website for images taken between Jan. 1, 2010 and Feb. 1, 2013, using the following location specific keywords: "Santiago", "Hawaii", "NewYorkCity", "Moscow", "Istanbul", "MexicoCity", "Galapagos", "Tokyo", "HongKong", "LosAngeles", "Salvador" and "Houston". The provided code searched by adjusting time intervals such that at most, 500 images were returned, thereby selecting the most relevant photographs for the search term. The final dataset consisted of 891,383 images. This process yields many images clustered around specific geographical locations. Much of the observed variability comes from ambiguous search terms (e.g., Moscow, Idaho). Fig. 2 shows the distribution. At first glance it may appear that the data comes from a large variety of regions. However, 137,187 (or 15 percent) of the images lie in a single pixel (92 km Â 157 km area). The top 5 pixels contain 519,462 (or 59 percent) of the data.
Crandall et. al [23] used a less biased method for obtaining a dataset. It involved sampling random Flickr.com users and downloading those images that had valid GPS data. This resulted in 30 million images. However, their subsequent filtering and the clustering process where they selected the 10 most dense clusters reintroduced the biases. These biases should not have had an effect on their results.
Song et al. [24] , on the other hand, divided the world into equal area regions, and selected a few YouTube.com videos from each region. However, this dataset was filtered and augmented with a biased dataset. In this case this bias may have increased the probability of accurate geolocalization of a video. Furthermore, dividing the world into an equallyspaced grid and choosing a constant number of samples from each region ignores the fact that variability in different regions differs greatly. For example, the Sahara might require only a few samples, while every block in New York City looks different. Google StreetView might provide good sampling of certain geographical locations (e.g., cities). However, the fact that photos are taken during the day and the camera is constrained by the road system places some limitations [1] . This issue of variability can be alleviated by combining ground level visual information with less variable features, such as satellite imagery [32] . Finally, Panoramio.com (used by [32] ) is a great resource for visualizing geotagged images. It also provides a simple API for automatically downloading geotagged images in certain locations (rather than keyword searching).
Unlike [24] we learn which images features are important for the discrimination task. Each feature in the final database represents a region bounded by its neighboring database items (in feature space). The size of this space is dependent on the visual variability found at that location.
The underlying issue is that collecting an unbiased geotagged training set is very difficult, especially since the test images are frequently chosen from the same distribution. This is not always an issue for applications such as landmark recognition, but it should be recognized that these datasets do not reflect the true distribution of information in the world. These biases do allow for simple 1-Nearest Neighbor approaches to achieve reasonable geolocalization accuracy. The actual performance is often difficult to evaluate because random performance is often not specified. Our proposed compression algorithm is applicable to all dataset collection methods and reduces storage by removing images from oversampled locations while retaining photographs that explain the variance of different regions.
Features. The following features were extracted from images:
Color Histograms. A 14Â14Â4 CIE L*a*b color histogram, which were compared using the x 2 distance. Lines. This feature is made up of two histograms. A 31 bin histogram containing the distribution of line lengths and a 201 bin histogram containing the distribution of line angles. The scores for this feature was calculated by adding the results of the x 2 distance metric. Textons. The texton dictionary that described the texture information of images was provided by the authors of [4] . This set of the top 512 textons was built using the 6 million images in their dataset and was based on responses to a bank of filters containing 8 orientations and 2 scales. For each image a 512 element histogram of responses to each texton was generated and compared using the x 2 distance. Tiny Images. Torralba et al. [33] demonstrated that tiny versions of images can be used to retrieve photos with similar content. We use small RGB images of two sizes: 16Â16 pixel and 5Â5 pixels. Each size is compared independently using L 1 distance.
Gist. Gist [34] has been shown to capture the global structure of a scene very well. In [4] it proved to be one of the best features. The 600 dimensional gist descriptors were compared using the L 1 distance.
Clothing Dataset
The dataset described above was split into two categories, "People Present" and "People Absent" using [35] . The classification was then manually confirmed for the following regions: "Hawaii", "Moscow", "MexicoCity", "Galapagos". A human detector [31] was then used to detect the image areas containing people. Finally, approximately 1,000 images that contained good detections were selected for each region. Skin. The percent of pixels containing skin can be used to differentiate warm and colder regions.
METHODOLOGY
The goal of automatic geotagging is to find a list of probabilities for each possible location, L, given a query feature vector, f. More specifically we want to find argmax L pðLjfÞ. Calculating this directly is very difficult, due to the large variability of visual data at each possible location. We can, however, approximate the solution by argmin
where f l is an image feature vector at location L. In other words, the best match in a very large database should correspond to the most likely location of the query feature. Such an approach suffers from two issues. First, the number of comparisons that must be made grows linearly with the size of the database, Oð f l j jÞ. Second, this method suffers from noise and increasing the size of the database only aggravates the problem. Since no other contextual information is available, obtaining high performance using this method has been difficult. In the next section we discuss the details of a new on-line, unsupervised clustering algorithm that compresses large databases by only keeping the information required to identify a specific location.
Location Aware Self-Organizing Map
LASOM [5] is a specialized algorithm for learning the distribution of one feature conditioned on another one. Spatial constraints will be used to learn the distribution of visual features at particular geographical locations. The algorithm is based on a class of algorithms known as Self-Organizing Maps (SOM) [36] . Our approach to the geolocation problem requires us to build visual signatures for geospatial areas of particular size. The region size in this case acts as a constraint on the location variable, while visual features stored at that location represent the visual signature of that location. During training LASOM estimates a solution for this problem using two key steps.
In step one, LASOM uses the explicit knowledge of space to assign an input feature f to a codebook vector, c 1 if and only if the visual features of c 1 , W c 1 is the closest vector in feature space k W c 1 À f k and is also within the geospatial constraint (i.e., within a distance threshold). This step specifically targets ambiguities between different spatial regions. A blue house in one town may look similar to a blue house in another town. Traditionally, a SOM would average the distance between the two locations, as that would minimize the average error. In our case this is not the desired outcome since we want to record information about both locations. If c 1 is geospatially distant then LASOM will consider assigning f a neighbor of c 1 if they are within f's region. Since neighborhoods are formed based on visual similarity, neighbors of c 1 are also similar to f. Finally, if nothing is found, f is added to the set of codebook vectors and an edge between c 1 and f is added to the set of edges. This allows future inputs to resolve ambiguities between different regions. How LASOM determines class membership and the need to add a class is one of its novelties.
In the second step LASOM uses a novel method for reducing the codebook size. Instead of removing unlikely codebook vectors LASOM attempts to merge them with other codebook vectors. By waiting to do this after a predetermined number of learning iterations, LASOM allows time for codebook vectors to be selected. Selected vectors are updated and move around geographically as well as in the feature space. Perhaps a very similar codebook vector started outside some node's spatial constraints, but with time has shifted to reside within it. Consider a city street where all houses are painted green. Perhaps initial training steps introduced input vectors from the opposite ends of the street. Clearly, no assumption can be made about the point between these two inputs. However, with time, some training samples will land closer to one node and at other times samples will be closer to the other, shifting them both towards the center of the street. After a certain point it will become clear that both codebook vectors are being drawn to the same physical location.
The general idea is that LASOM approximates a conditional distribution function, pðf 1 jf 2 Þ. For this paper f 1 is a feature such as a color histogram or texture information and
Since L is a continuous variable, when d ¼ 0 then all locations are unique and every image needs to be stored. When d > 0 then we can begin to discretize the locations, thereby compressing our image database. The locations in the final database may shift away from any particular image in the original database. This final set of locations may be used as a set of labels for discriminative models such as support vector machines.
Traditionally, Self-Organizing algorithms (SOM) are applied to a single feature and approximate the density function pðfÞ. When two features are concatenated into a single vector (e.g., [L,f]), a SOM approximates the joint density function pðL; fÞ. Probability theory tells us that P ðL; fÞ ¼ P ðLjfÞpðfÞ ¼ P ðfjLÞpðLÞ. Therefore we would expect SOMs to retain more inputs in regions where pðfÞ or pðLÞ is higher than where either probability is low. For geolocation, we should not care about the probability of a location as we would like to represent all locations and instead learn the distribution of features for a given location pðfjLÞ. Furthermore, it can be the case that a very rare feature is very important for a particular location, therefore we do not want to bias our data by pðfÞ. The final graph learned by a SOM can be affected by scaling one feature against another (i.e [L*1/100, f]), but this is a non-intuitive control over the final map. We compare our method against state of the art Self-Organizing Map algorithm [37] . The next three sections formalize these intuitions.
Training
The LASOM algorithm starts with a small codebook dictionary, which can be randomly generated or created from training samples. Given a query feature vector, f, LASOM finds the top two matching codebook vectors, c 1 and c 2 in If the physical distance between f and c 1 is not within this threshold, but there is a neighboring node that is very similar to the input and is within the distance threshold then c 1 becomes that neighbor and c 2 is replaced with the old c 1 . In this process, all the scores are transformed to a Gaussian, N ð0; 1Þ, by subtracting the mean and dividing by the standard deviation. A neighbor is considered similar if its transformed score is less than À3, or 3 deviations from the mean.
If
. Intuitively, this process can be seen as moving a codebook vector in feature space until the center (i.e., average) of that space is found. This movement is constrained by neighboring nodes. The on-line nature of the algorithm gives greater weight to more recent observations than to old training samples. To prevent c 1 from forgetting old inputs is defined as ðtÞ ¼ 1 t . In LASOM t is set to the number of times a particular codebook vector won (similar to [37] , [38] 
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Finally, if the distance threshold is not satisfied, f and L f become a new codebook vector. This new vector is connected to c 1 , since it is visually similar to that codebook vector. This entire process can be seen as spatial binning of visual information, where the bin centers do not have to be determined a-priori, and are based on the visual variability in a particular region (i.e., more codebooks are dedicated to highly variable areas). The training procedure is summarized in Algorithm 1.
Noise Reduction
The above procedure generates a great number of classes, many of which are created due to noise and others because two or more codebook vectors were not at their appropriate centers before a particular training sample was observed. LASOM has two mechanisms for dealing with this. First, a counter associated with all the edges between c 1 and its neighbors is incremented. For newly created edges this counter is initialized at zero. For existing edges, a Hebbian rule that resets the counter for the edge between c 1 and c 2 every time it is determined that f belongs to c 1 and the next best match is c 2 . An edge denotes that the two codebook vectors connected by it are visually similar. The counter specifies the freshness of this relationship. If the counter reaches a value, above the threshold, G, the edge is removed, signifying that the relationship is no longer valid. A codebook vector with no neighbors is removed. This procedure detects and removes local outliers. If one node keeps winning but its neighbor never does (or is never a second best node), then more than likely that codebook vector is an outlier.
The previous rule is a local noise detection rule, as the counters are only incremented for c 1 's neighbors. The second mechanism is a global method for dealing with the ever changing topology of the network. As nodes get added, removed and updated, a particular spatial region may become over-saturated with similar codebook vectors. After a pre-specified number of rounds, , LASOM attempts to remove these redundancies. Each vector in D becomes an input vector. The list of vectors, sorted by the feature distances to the input vector, is examined and the contiguous set of top matches (starting from the 2nd best match) within a distance of 0:5d are merged. The merge process involves connecting the new node to all the neighbors of the nodes being combined. The counters for each edge are set to the minimum of all counters for the connection to a target node. The number of times a node won is updated as the total number of times the other nodes won. Finally, all these nodes are removed and replaced by a single node that is the weighted average of all the merged nodes. The weights are based on the number of times a particular node has been a winner. This process is summarized in Algorithm 2 and an example is shown in Fig. 4 .
Querying LASOM
To assign a location to an untagged image, the best matching node, c 1 , is chosen first. The codebook vector c 1 represents a region in feature space that stops halfway toward any neighboring node, due to the winnertake-all strategy. Therefore, the location of the query feature can be anywhere in c 1 's area of influence. If this region is large then large errors are possible. To provide better estimates, the query feature is once again compared to c 1 and all its immediate neighboring nodes. These errors are then converted to a standard Gaussian distribution by subtracting the mean and dividing by the standard deviation. After shifting the error values such that the minimum value is at 0, an exponential function is used to calculate the weights for each node. The weights are normalized and the location is calculated as a weighted mean of codebook locations. Experiments showed that using an exponential with a base of 1.5 resulted in superior performance. This is summarized in Algorithm 3. An example is shown in Fig. 5 . 
Summary
Together, the elements described in this section allow us to decrease the amount of data we have to store and reduce the amount of global and local noise. Furthermore, the learned graph can give us an insight into the visual features of the world. 
EXPERIMENTS
The purpose of applying an algorithm such as LASOM to the geotagging problem is to reduce the number of features that need to be examined for geotagging unannotated images, lower the human labeling burden, decrease sensitivity to noise, and uncover inter-cluster relationships that can be used to improve performance. For these reasons the k-NN approach described in [4] will be used as a baseline in Sections 5.2 and 5.1. By identifying similar locations, LASOM estimates locations that do not belong to a cluster center. On-line k-means was not considered, because it does not provide such information. The experiments in this section serve to highlight the benefits of LASOM over other SOM approaches, demonstrate that the compression does not effect geolocation accuracy, and that building a graph using an on-line method incurs less computational cost than comparing every pair of images.
Global Level Performance
In this section we present the results of using the entire dataset of 891,383 images. A set of all photographers who only took a single photo were identified. From this set images were chosen such that no two images in the test set were closer than 1 km to each other. A small portion of the images were used for testing. After removing bad images (e.g., black and white and artsy) the test set contained 2,997 images. The training set was composed of the remaining 885,028 images, which took 4 days to train LASOM on all the features using a 16-core Intel Xeon E5-2650 @ 2.00 GHz CPU computer per feature. The distance threshold was set to 200 km.
As before, LASOM was used to train separate graphs for each feature. Table 2 shows that across all the features more than 50 percent of the training set was removed. Due to the large distance threshold value and graph neighborhoods that covered large areas, a winner-take-all (or 1-NN) strategy was adapted for inferring location from LASOM graphs. The low "Random" performance shown in Fig. 6 suggests that the test set used for this experiment had a reasonably wide geospacial spread. Fig. 6 demonstrates that the compressed dataset and the 1-NN strategy resulted in comparable performance to the 1-NN solution. The accuracy of the 5Â5 ("Very Tiny") feature decreased by about 1 percent after compression. However, the performance of Textons increased by an impressive 2 percent at 200 km. With the most likely explanation being that the compression process reduced the effects of location priors and removed some noisy data.
Results. Fig. 6a also demonstrates that despite the selection procedure for generating the test set described above, there was still a fairly high random performance (red dashed line). This reveals (not surprisingly) that the photographers' are biased toward taking images in popular areas. Finally, the information of different features can be combined using meanshift clustering (dark dashed line). For 1-NN (Fig. 6b) ) this procedure results in suboptimal performance, most likely due to correlated errors. In contrast, combining the different LASOM features results in performance that consistently outperforms 1-NN. Even though in this case simply using Textons is a better strategy, the fact that the combined performance is still better than 5 other features implies that the errors are not correlated between different graphs.
We also see LASOM outperforming ESOINN in most cases (Fig. 6c) . Only in the case of the histograms of line angles and lengths does ESOINN strongly outperform LASOM. In all other case LASOM does as well as (in the case of color histograms) or better than ESOINN. In fact for the very tiny image feature ESOINN actually performs worse than random performance implying that the resulting graph does not capture the distribution of features at particular locations (i.e., pðfjLÞ) very well. This may happen either because a location is less probable or the feature at that location is rare. In general, it might be possible to fine-tune ESOINN's performance through manipulation of non-intuitive parameters (e.g., weight of location versus the weight of a feature), the fact that ESOINN approximates the joint distribution of feature and location, pðL; fÞ, means that certain areas are not guaranteed to be represented as we see in the case of 16Â16 feature. LASOM, on the other hand, will store information even for poorly represented regions, allowing the learned maps to generalize better for novel input.
City Level Performance
We now compare city level geotagging performance of LASOM with the nearest neighbor approach. Along with the 'New York City' dataset used in the previous section we also tested city level performance on 'Istanbul' and 'Hong Kong'. These two new datasets were similarly generated (e.g., black and white images were removed from the test set). Table 3 summarizes the size of the training and test sets used for each city. At city level the distance threshold for LASOM was set to 2 km to allow for higher resolution when geotagging query images. For each city a LASOM graph was generated for each feature.
Results. LASOM was used to compress the database by as much as 50 percent for some features (see Fig. 7d ). The inference process described in Section 4 was then used to assign GPS coordinates to test images. Fig. 7a compares the accuracy of different strategies. The individual LASOM maps ("LASOM (mean)") perform comparably to "1-NN (mean)" approach. The inaccuracy at small distance errors (2 km and 4 km) is the result of using a 2 km distance threshold for LASOM. However, performance of LASOM surpasses that of k-NN strategies when the features are combined. This is most likely due to the removal of correlated noise (i.e., multiple features mapping to the same wrong location) and weighting each feature equally as each feature received one vote. This was partly achieved by presenting training data in random order when training each map.
New York City contains multiple landmarks allowing for both training and test data to be spread across a wider region. This is not always true. Although larger, the Istanbul dataset, for example, was concentrated at a single region (Fig. 8a) . Since the test set was drawn from this distribution, simply guessing the center of the city can achieve good performance. This is highlighted by the fact that randomly selecting images from the dataset can achieve 45 percent accuracy at 10 km, implying that the prior on location, pðLÞ, plays a significant role. In fact, LASOM with its averaging strategy cannot compete with pðLÞ partly because the graph constructed by it makes pðLÞ more uniform and estimating the location by averaging introduces significant errors. One way to solve this problem is to limit the averaging during location estimation to a 12Âd=24 km (TLASOM) region around the winning node. Not only does that improve LASOM's performance but LASOM actually outperforms 1-NN solution by approximately 10 images for every kilometer after 4 km.
In contrast, Fig. 7b paints a different picture. Since the distribution of data for the Hong Kong dataset is greater (Fig. 8b) , randomly sampling from the prior pðLÞ (i.e., randomly selecting an image from the database) performs worse than in the case of Istanbul. When compared to Istanbul, Hong Kong has fewer duplicate GPS coordinates suggesting that the set contained less manually tagged images or photographers are more likely to travel outside city center. The significant effect of pðLÞ still gives advantage to using TLA-SOM solution. However, LASOM performs quite well after 10 km and even surpasses TLASOM after 16 km, suggesting when larger errors can be tolerated it is better to use LASOM.
Clothing
For reliable geolocation additional sources of information will be required. In particular, global features may remove important high frequency information. In this experiment we show that clothing information can be a source for geolocalization of images. From the smaller dataset described in Section 3.2, 100 images from each region were randomly chosen as test images. Table 4 shows the size of the training and test sets. On average, Tokyo images contained more people per image than any other region, therefore 100 images resulted in a larger test set. The rest of the images were used for training. The small size of the dataset allowed for the use of SVMs, which provide a reasonable evaluation of whether these features contain discriminative information. For each image, clothing features were extracted from the bounding box containing each person. The training images were used to train an -SVM [39] with a C parameter of 1,000. The results presented are valid representation of multiple runs of the experiment with different test images used to train a 4-class SVM classifier where the class labels corresponded to the regions.
Results. The high value of the C parameter implies that there is much overlap in the distribution of clothing features. Despite this, the confusion matrix in Fig. 9a shows that classification performance of 55, 22, 43, and 71 percent for Hawaii, Galapagos, Moscow, and Tokyo, respectively, is greater than chance (25 percent) for most regions. As can be seen, people from Moscow were often classified as being from Tokyo. A possible explanation is that there is large overlap in temperatures in these two regions. Photos of people taken on Galapagos Islands often depicts tourists as the islands are mostly uninhabited. The climate is slightly cooler than Hawaii, and a wide range of clothing is observed. This helps explain the misclassification pattern for that region. Fig. 9c , 9d, and 9e shows an example of ambiguous images.
In order to assign a single location label to an image, the location labels for each person have to be combined. One strategy is to simply choose the label that has the most votes. The black bars in Fig. 9 show that this simple strategy not only works, but improves the classification performance of Hawaii, Moscow, and Tokyo by 11, 2, and 3 percent, respectively. It should also be noted that the portion of images that contain at least one correct label is much larger (white bars), suggesting that more complex strategies might result in much better classification performance. For example, ties are currently considered as incorrect classification.
Comparison with Global Features
One possible explanation for the previous results is that images containing people also have more location specific information and that clothing information is not actually required, or is captured by global features like textons. In this section we provide some evidence that this is not the case. For this experiment we used the larger dataset, composed of Flickr.com results for the following search keywords: 'Hawaii', 'New York City', 'Moscow', 'Mexico City', 'Galapagos', 'Tokyo', 'Hong Kong'. This dataset contained 65,509 images, of which 23,767 were confirmed to contain people. Similarly to [4] , we used '1-NN' method and global image features (e.g., gist) to assign the location to the query image based on the location of a labeled image in the database that was the best match to the query. Fig. 10 summarizes our findings.
Even though along some feature channels a higher detection rate is observed, these benefits are limited and are most likely due to the fact that people take more photos of each other in similar locations. A more fair comparison would be to remove images by the same photographer as the query image from the database. Furthermore, global features do capture some clothing information as well. Despite the bias in the data, the similarity in performance means that images containing people are not particularly easier to geolocate using the global features, suggesting that people-related visual features can be used for geolocating images.
Comparing with Other SOM Algorithms
In this section we compare LASOM to other popular unsupervised on-line methods, ESOINN and GNG, using a reduced dataset based on the search keyword 'New York City'. Fig. 11 show the spatial distribution of this dataset. This dataset had 49,231 training images and 1,683 test images. The test set was created by taking 3,011 random images from the 71,250 New York dataset and leaving only the images that contained location information (i.e., removing artistic or black and white photographs). For the training set all images taken by a photographer already present in the test set were removed. Example images taken from this dataset can be seen in Fig. 12 .
When learning a distribution of a feature we set the distance threshold d to 2 km except for color which used a d of 3 km. The leaning rate, ðtÞ, was set to 1 4t . Cluster merging occurred every ¼ 7; 500 trials. For ESOINN, the noise reduction step was performed every 7,500 training samples. The density threshold parameters, c 1 and c 2 are used in ESOINN to determine when to delete nodes with two or one neighbors, respectively. These parameters were set to c 1 ¼ 1e À 4 and c 2 ¼ 1e À 3, to discourage node deletions. It was found, however, that these parameters did not effect the behavior of ESOINN significantly, as most nodes were deleted because they had no neighbors. For all algorithms, the edge age threshold was set to 10,000 trials. GNG was not allowed to grow past 4,000 codebook vectors and a new vector was added to the GNG network every 50 trials. Training LASOM (implemented in C++ using OpenMP) on each feature required approximately 20 minutes of training time on a 16-core 2.0 GHz CPU. For reference, Fig. 13 shows the time required per iteration as the size of the graph increases. This figure was generated using a larger training dataset size to obtain more statistics.
Graph Building
Fig. 14 shows an example of the kind of maps different SOM algorithms learn. LASOM not only learns a compact representation similar to ESOINN, but also stores enough information about visual features to obtain good geotagging performance. Fig. 15 shows some examples of the similarities that are discovered by LASOM when applied to a global image database.
Results. According to Fig. 14, GNG appears to be most sensitive to outliers (e.g., the (0,0) point near South Africa). The outliers generate large errors and GNG dedicates many codebook vectors trying to reduce them. ESOINN is most robust in resisting noise, capable of isolating correlated but distant input samples into separate clusters. This can be seen in Fig. 14 by comparing how differently GNG and ESOINN react to the images that are incorrectly geotagged as (0,0). ESOINNs robustness is achieved by treating most input as noise. The GPS coordinates are an easier signal to model than the distribution of high dimensional features, therefore spatial coordinates dominate the learning process. In other words, the images might be spatially separate but not separated in visual feature space (e.g., color histogram). If there exists an edge between two distant locations that are not removed during the noise reduction process, then it could either mean that an image was mislabeled or that the two regions share those features. LASOM was more likely to update and merge existing vectors than ESOINN, which did not connect most nodes to any other node.
Over the course of training the local noise reduction rule removed only 581 units from the color histogram LASOM, while the global noise reduction step merged 3,719 Fig. 11 . The spatial distribution of images. The test set is almost exclusively taken in New York City, while the training set is noisy and contains a number of distant training samples (Best viewed zoomed in and in color). Fig. 12 . The training set contains much ambiguity. The test set was chosen such that it contains location relevant data. codebook vectors. The low usage of the local rule is most likely due to the high age threshold setting of 10,000. Furthermore, every time nodes were merged those counters were reset, allowing some nodes generated by noisy data to remain. Fig. 16a shows how the number of nodes grows as a function of training signals. The codebook size of LASOM is more than twice as large as ESOINN, because LASOM does not yet have a mechanism for mass removal of nodes. This is the reason LASOM can outperform ESOINN as more information is preserved. Table 5 shows that the number of codebook vectors for different maps varied considerably. These values indicate the view-sensitivity of a feature vector. For example, 16Â16 images appear to vary greatly in a 2 km region and therefore many codebook vectors are required to represent such a large area, while a single codebook vector for texture map is able to describe more area. Color histograms, which were trained using a larger distance threshold, 3 km, resulted in an even smaller dictionary. Fig. 16b shows that LASOM learns a better representation of how visual features are related to one another. ESOINN performed well on this dataset and stored more codebook vectors than expected, suggesting that ESOINN could learn a good representation of the world if it is trained on small regions for long periods. However, LASOM trained on 5Â5 images begins to outperform ESOINN at a distance of a little over 4 km and the color histograms LASOM gets better at about 5 km. This difference is consistent with our expectations of how the distance threshold should effect performance. The 2 km threshold distance used by the 5Â5 LASOM should on average introduce errors of about 2 km and can be as far as 4 km from the training sample. The 3 km threshold used in color LASOM increase the possible error to 6 km.
Geotagging Accuracy

Computational and Compression Performance
The bottleneck of the algorithm is in finding the best matching unit. The cost of this operation grows linearly with the number of units in the map. To improve performance, the algorithm was implemented in C++ using OpenMP to parallelize the search. The code was executed on a 16-core Intel Xeon E5-2650 @ 2.00 GHz CPU computer. Fig. 13 shows the time it takes to find a winner as a function of dictionary size. The reason for the seesaw pattern is that the timing information was collected on different datasets and is averaged over 5,000 trials. Different datasets and the order in which data samples are presented affect the number of nodes that are added within the 5,000 trial windows. For feature descriptions refer to Section 3.1.
Results. The distribution of data, unique features and the distance threshold affect the number of nodes generated during training. This, in turn, affects the number of comparisons that have to be made. Fig. 7d shows the final map sizes produced by LASOM. Under all conditions the total number of comparisons made during training is less than if all the images were compared with all the other images, which requires N 2 comparisons. However, the distance threshold value greatly affects the size of generated maps. A threshold of 0.1 km (right of red dashed lines) requires LASOM to store almost all the input samples, increasing the number of comparisons required during training.
DISCUSSION
A large database is required to solve the geolocation problem. [40] for example uses over 6 million images, while [23] started with 30 million. To actually represent the visual variability of the world, much larger databases are needed. Ideally, we could process the more than 6 billion images on Flickr.com, the approximately 66 million images hosted by Panoramio.com, and over 20 petabytes of data on Google Street View. There are other sources as well, such as ImageShack and Facebook.com. Dealing with these huge datasets means having sufficient storage, ability to filter unsuitable images (e.g., images of cloth), being able to compare all the images with all other images, and have an efficient method for querying the database given a query image. Solving these goals by constantly operating on the entire database is infeasible. Online learning methods, however, allow us to incrementally build a database that contains only the information needed to accomplish a particular task. Self-Organizing Maps is a method for estimating the underlying distribution of the feature space, pðfÞ, by using a bounded database size (i.e., a much smaller set of codebook vectors). Growing Neural Gas is a variant on this idea that not only allows for growing the map, but also for learning the topology of the input space. LASOM extends this to learn a conditional distribution, pðfjLÞ, where L is the geographical location. By building these maps not only can we calculate the most likely label for a query feature, argmax L pðLjfÞ), but also gain insight into the similarities and dissimilarities of different regions. Classification algorithms can then operate on the smaller dataset defined by the best matching clusters.
The experiments show that using LASOM results in a significant compression and reduction in computational requirements. The graph quality is better than the alternative SOM algorithms and despite the smaller size, the geolocation performance suffers little and in some cases exceeds the kNN performance on the entire database. The results also show that the learned topology provides useful information about the distribution of features across the globe. LASOM opens up new venues of research for analyzing large databases such as these. For example, in addition to geolographical information we can also add other available information. By conditioning on the month of the year information along with geographical location we can explicitly learn the distribution pðfjL; tÞ. As with geographical coordinates, by varying the granularity of the temporal information the size of the database can be controlled at the expense of temporal specificity.
It is important to note that to actually solve the geolocation problem, other methods for disambiguation are required. Cao and Snavely [18] proposed a two step procedure. Their graph structure allowed the easy retrieval of visually similar images from the database. Then going from the most similar image clusters to least, a computationally expensive geometrical verification algorithm was applied to determine if there is a transformation that would make the query image even more similar to one of the images in the database. The process was stopped if a good match was found.
In our case, we propose to first extract a subgraph from LASOM that is visually similar to the input image and then use clothing information to provide the disambiguation. Our experiments demonstrate that clothing can be such a feature. By working on a subgraph of LASOM the amount of time spent on detection of people in images can be minimized.
CONCLUSION
Automatically geolocating images is a challenging task due to a variety of factors. First, obtaining an unbiased dataset that represents the true distribution of visual information found in the world is difficult (if not impossible). Second, the goal is not always clear. If the goal is to locate landmarks, then biases in the dataset actually help. However, if locating a missing person who might be kept in remote locations is desired, then the biases need to be avoided. The compression algorithm, LASOM, mitigates the effects of biased datasets by storing fewer images in over-sampled locations making the distribution of stored images more uniform and reducing the storage requirements by as much as 50 percent. This lossy compression has minor impact on geolocalization accuracy.
We also demonstrate that clothing information can be a valuable source of geographically specific information. This information can be used to discount certain regions (e.g., cold versus warm climate). In the future, we plan to extend the dataset and further examine the biases present in it (e.g., people in Hawaii may take more photos of people in traditional attire than in Tokyo).
