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Abstract
In the case of a linear state space model, we implement an MCMC sampler with two phases. In the learning
phase, a self-tuning sampler is used to learn the parameter mean and covariance structure. In the estimation
phase, the parameter mean and covariance structure informs the proposal mechanism and is also used in a delayed-
acceptance algorithm. Information on the resulting state of the system is given by a Gaussian mixture. In on-line
mode, the algorithm is adaptive and uses a sliding window approach to accelerate sampling speed and to maintain
appropriate acceptance rates. We apply the algorithm to joined state and parameter estimation in the case of
irregularly sampled GPS time series data.
Keywords: adaptive Markov chain Monte carlo, sequential Monte Carlo, delayed-acceptance Metropolis-hastings.
1 Introduction
Data assimilation is a sequential process, by which the observations are incorporated into a numerical model
describing the evolution of this system throughout the whole process. It is applied in many fields, particularly in
weather forecasting and hydrology. The quality of the numerical model determines the accuracy of this system, which
requires sequential combined state and parameters inferences. An enormous literature has been done on discussing
pure state estimation, however, less research is talking about estimating combined state and parameters, particularly
in a sequential updating way.
Sequential Monte Carlo method is well studied in the scientific literature and quite prevalent in academic research
in the last decades. It allows us to specify complex, non-linear time series patterns and enables performing real-time
Bayesian estimations when it is coupled with Dynamic Generalized Linear Models [58]. However, model’s parameters
are unknown in real-world application and it is a limit for standard SMC. Extensions to this algorithm have been
done by researchers. Kitagawa [30] proposed a self-organizing filter and augmenting the state vector with unknown
parameters. The state and parameters are estimated simultaneously by either a non-Gaussian filter or a particle filter.
Liu and West [32] proposed an improved particle filter to kill degeneracy, which is a normal issue in static parameters
estimation. They are using a kernel smoothing approximation, with a correction factor to account for over-dispersion.
Alternatively, Storvik [52] proposed a new filter algorithm by assuming the posterior depends on a set of sufficient
statistics, which can be updated recursively. However, this approach only applies to parameters with conjugate priors
[54]. Particle learning was first introduced in [7]. Unlike Storvik filter, it is using sufficient statistics solely to estimate
parameters and promises to reduce particle impoverishment. These particle-like methods are all using more or less
sampling and resampling algorithms to update particles recursively.
Jonathan proposed in [54] an SMC algorithm by using ensemble Kalman filter framework for high dimensional space
models with observations. Their approach combines information about the parameters from data at different time
points in a formal way using Bayesian updating. In [39], the authors rely on a fixed-lag length of data approximation to
filtering and sequential parameter learning in a general dynamic state-space model. This approach allows for sequential
parameter learning where importance sampling has difficulties and avoids degeneracies in particle filtering. A new
adaptive Markov Chain Monte Carlo method yields a quick and flexible way for estimating posterior distribution in
parameter estimation [23]. This new Adaptive Proposal method depends on historical data, is introduced to avoid the
difficulties of tunning the proposal distribution in Metropolis-Hastings methods.
In this chapter, I’m proposing an adaptive Delayed-Acceptance Metropolis-Hastings algorithm to estimate the
posterior distribution for combined state and parameters with two phases. In the learning phase, a self-tuning random
walk Metropolis-Hastings sampler is used to learn the parameter mean and covariance structure. In the estimation
phase, the parameter mean and covariance structure informs the proposed mechanism and is also used in a delayed-
acceptance algorithm, which greatly improves sampling efficiency. Information on the resulting state of the system
is given by a Gaussian mixture. To keep the algorithm a higher computing efficiency for on-line estimation, it is
suggested to cut off historical data and to use a fixed length of data up to the current state, like a window sliding
along time. At the end of this chapter, an application of this algorithm on irregularly sampled GPS time series data
is presented.
1
ar
X
iv
:1
80
3.
07
73
4v
1 
 [s
tat
.A
P]
  2
1 M
ar 
20
18
2 Bayesian Inference on Combined State and Parameters
In a general state-space model of the following form, either the forward map F in hidden states or the observation
transition matrix G is linear or non-linear. We are considering the model
Observation: yt = G(xt, θ), (1)
Hidden State: xt = F (xt−1, θ), (2)
where G and F are linear processes with Gaussian white noises  ∼ N(0, R(θ)) and ′ ∼ N(0, Q(θ)). This model has
an initial state p(x0 | θ) and a prior distribution of the parameter p(θ) is known or can be estimated. Therefore, for a
general Bayesian filtering problem with known static parameter θ, it requires computing the posterior distribution of
current state p(xt | y1:t) at each time t = 1, . . . , T by marginalizing the previous state
p(xt | y1:t) =
∫
p(xt | xt−1, y1:t)p(xt−1 | y1:t)dxt−1,
where y1:t = {y1, . . . , yt} is the observation information up to time t. However, if θ is unknown, one has to marginalize
the posterior distribution for parameter by
p(xt | y1:t) =
∫
p(xt | y1:t, θ)p(θ | y1:t)dθ. (3)
The approach in equation (3) relies on the two terms : (i) a conditional posterior distribution for the states given
parameters and observations; (ii) a marginal posterior distribution for parameter θ. Several methods can be used in
finding the second term, such as cross validation, Expectation Maximization algorithm, Gibbs sampling, Metropolis-
Hastings algorithm and so on. A Monte Carlo method is popular in research area solving this problem. Monte
Carlo method is an algorithm that relies on repeated random sampling to obtain numerical results. To compute an
integration of
∫
f(x)dx, one has to sampling as many independent xi (i = 1, . . . , N) as possible and numerically to
find 1N
∑
i f(xi) to approximate the target function. In the target function, we draw samples of θ and use a numerical
way to calculate its posterior p(θ | y1:t).
Additionally, the marginal posterior distribution for the parameter can be written in two different ways:
p(θ | y1:t) ∝ p(y1:t | θ)p(θ), (4)
p(θ | y1:t) ∝ p(yt | y1:t−1, θ)p(θ | y1:t−1). (5)
The above formula (4) is a standard Bayesian inference requiring a prior distribution p(θ). It can be used in off-line
methods, in which θˆ is inferred by iterating over a fixed observation record y1:t. In contrast, formula (5) is defined in
a recursive way over time depending on the previous posterior at time t− 1, which is known as on-line method. θˆ is
estimated sequentially as a new observation yt+1 becomes available.
Therefore, the question becomes finding an efficient way to sampling θ, such as Importance sampling [24] [18],
Rejection sampling [8] [34], Gibbs sampling [17], Metropolis-Hastings method [37] [25] and so on.
2.1 Log-likelihood Function of Parameter Posterior
To sample θ, firstly we should find its distribution function by starting from the joint covariance matrix of x0:t and
y1:t. With a given θ, suppose the joint covariance matrix is in the form of[
x1:t
y1:t
∣∣∣∣θ] ∼ N (0,Σt) , (6)
where x1:t represents the hidden states {x0, x1, . . . , xt}, y1:t represents observed {y1, . . . , yt} and θ is the set of all
known and unknown parameters. The inverse of the covariance matrix Σ−1t is the procedure matrix. In fact, it is a
block matrix in the form of
Σ−1t =
[
At −Bt
−B>t Bt
]
,
where At is a t× t matrix of forward map hidden states, Bt is a t× t matrix of observation errors up to time t. The
structure of the matrices, such as bandwidth, sparse density, depending on the structure of the model. Temporally,
we are using A and B to represent the matrices At and Bt here. Then we may find the covariance matrix easily by
calculating the inverse of the procedure matrix
Σ =
[
(A−B>B−1B)−1 −(A−B>B−1B)−1B>B−1
−B−1B(A−B>B−1B)−1 (B −B>A−1B)−1
]
=
[
(A−B)−1 (A−B)−1
(A−B)−1 (I −A−1B)−1B−1
]
,
[
ΣXX ΣXY
ΣY X ΣY Y
]
.
2
Because of the covariance ΣY Y = (I −A−1B)−1B−1, therefore the inverse is
Σ−1Y Y = B(I −A−1B) = BA−1Σ−1XX .
Given the Choleski decomposition LL> = A, we have
Σ−1Y Y = BL
−>L−1Σ−1XX
= (L−1B)>(L−1Σ−1XX)
More usefully, by given another Choleski decomposition RR> = A−B = Σ−1XX ,
y>1:tΣ
−1
Y Y y1:t = (L
−1By1:t)>(L−1Σ−1XXy1:t)
,W>(L−1Σ−1XXy1:t)
(7)
det Σ−1Y Y = detB detL
−> detL−1 detR detR>
= detB(detL−1)2(detR)2.
(8)
From the objective function (4), the posterior distribution of θ is
p(θ | y1:t) ∝ p(y1:t | θ)p(θ) ∝ e− 12y1:tΣ
−1
Y Y y1:t
√
det Σ−1Y Y p(θ).
Then by taking natural logarithm on the posterior of θ and using the useful solutions in equations (7) and (8), we will
have
lnL(θ) = −1
2
y>1:tΣ
−1
Y Y y1:t +
1
2
∑
ln tr(B)−
∑
ln tr(L) +
∑
ln tr(R) + ln p(θ). (9)
2.2 The Forecast Distribution
From equation (5), a sequential way for estimating the forecast distribution is needed. Suppose it is
p(yt | y1:t−1, θ) ∼ N (µ¯t, σ¯t) . (10)
Look back to the covariance matrices of observations that we found in the previous section
p(y1:t−1, θ) ∼ N
(
0,Σ
(t−1)
Y Y
)
,
p(yt, y1:t−1, θ) ∼ N
(
0,Σ
(t)
Y Y
)
,
where the covariance matrix of the joint distribution is Σ
(t)
Y Y = (It−A−1t Bt)−1B−1t , It is a t× t identity matrix. Then,
by taking its inverse, we will get
Σ
(t)(−1)
Y Y = Bt(It −A−1t Bt)
= Bt(B
−1
t −A−1t )Bt
,
[
Bt 0
0 B1
] [
Zt bt
b>t Kt
] [
Bt 0
0 B1
]
where Zt is a t× t matrix, bt is a t× 1 matrix and Kt is a 1× 1 matrix. Thus by taking its inverse again, we will get
Σ
(t)
Y Y =
[
B−1t (Zt − btK−1t b>t )−1B−1t −B−1t Z−1t bt(Kt − b>t Z−1t bt)−1B−11
−B−11 K−1t b>t (Zt − btK−1t b>t )−1B−1t B−11 (Kt − b>t Z−1t bt)−1B−11
]
.
So, from the above covariance matrix, we can find the mean and variance of p(yt | y1:t−1, θ) are
µ¯t = B
−1
1 K
−1
t b
>
t B
−1
t−1y1:t−1, (11)
σ¯t = B
−1
1 KtB
−1
1 . (12)
2.3 The Estimation Distribution
From the joint distribution (6), one can find the best estimation with a given θ by
xˆ1:t | y1:t, θ ∼ N
(
A−1t Bty1:t, A
−1
t
)
∼ N(L−>L−1Bty1:t−1, L−>L−1)
∼ N(L−>W,L−>L−1).
3
Consequently
xˆ1:t = L
−>(W + Z),
where Z ∼ N(0, I()) is independent and identically distributed and drawn from a zero-mean normal distribution with
variance I().
For sole xt, its joint distribution with y1:t is
xt, y1:t | θ ∼ N
(
0,
[
C>t (At −Bt)−1Ct C>t (At −Bt)−1
(At −Bt)−1Ct (I −A−1t Bt)−1B−1t
])
,
where C>t =
[
0 · · · 0 1] helps to achieve the last element in the matrix. Thus the filtering distribution of the state
is
p(xt | y1:t, θ) ∼ N
(
µ
(x)
t ,Var(xt)
)
,
where, after simplifying, the mean and variance are
µ
(x)
t = C
>
t A
−1
t Bty1:t, (13)
Var(xt) = C
>
t A
−1
t Ct. (14)
Generally, researchers would like to find the combined estimation for xt and θ at time t by
p(xt, θ | y1:t) = p(xt | y1:t, θ)p(θ | y1:t).
Differently, from the target equation (3), the state inference containing N samples is a mixture Gaussian distribution
in the following form
p(xt | y1:t) =
∫
p(xt | y1:t, θ)p(θ | y1:t)dθ=˙ 1
N
N∑
i=1
p(xt | θ(i), y1:t). (15)
Suppose xt | y1:t, θi ∼ N
(
µ
(x)
ti ,Var(xt)i
)
is found from equation (13) and (14) for each θi, then its mean is
µ
(x)
t =
1
N
∑
i
µ
(x)
ti (16)
and the unconditional variance of xt, by law of total variance, is
Var(xt) = E(Var(xt | y1:t, θ)) + Var(E(xt | y1:t, θ))
=
1
N
∑
i
(
µ
(x)
ti µ
(x)>
ti + Var(xt)i
)
− 1
N2
(∑
i
µ
(x)
ti
)(∑
i
µ
(x)
ti
)>
.
(17)
3 Random Walk Metropolis-Hastings algorithm
Metropolis-Hastings algorithm is an important class of Markov Chain Monte Carlo (MCMC) algorithms [50] [56]
[20]. This algorithm has been used extensively in physics but was little known to others until Mu¨ller [38] and Tierney
[56] expounded the value of this algorithm to statisticians. The algorithm is extremely powerful and versatile and has
been included in a list of ”The Top 10 Algorithms” with the greatest influence on the development and practice of
science and engineering in the 20th century [12] [36].
Given essentially a probability distribution pi (the ”target distribution”), MH algorithm provides a way to generate
a Markov Chain x1, x2, . . . , xt, who has the target distribution as a stationary distribution, for the uncertain parameters
x requiring only that this density can be calculated at x. Suppose that we can evaluate pi(x) for any x. The transition
probabilities should satisfy the detailed balance condition
pi(x(t))q(x′, x(t)) = pi(x′)q(x(t), x′),
which means that the transition from the current state pi(x(t)) to the new state pi(x′) has the same probability as that
from pi(x′) to pi(x(t)). In sampling method, drawing xi first and then drawing xj should have the same probability as
drawing xj and then drawing xi. However, in most situations, the details balance condition is not satisfied. Therefore,
we introduce a function α(x, y) satisfying
pi(x′)q(x′, x(t))α(x′, x(t)) = pi(x(t))q(x(t), x′)α(x(t), x′).
In this way, a tentative new state x′ is generated from the proposal density q(x′;x(t)) and it is then accepted or rejected
according to acceptance probability
α =
pi(x′)
pi(x(t))
q(x(t), x′)
q(x′, x(t))
. (18)
4
If α ≥ 1, then the new state is accepted. Otherwise, the new state is accepted with probability α.
Here comes an issues of how to choose q(· | x(t)). The most widely used subclass of MCMC algorithms is based
around the Random Walk Metropolis (RWM). The RWM updating scheme was first applied by Metropolis [37] and
proceeds as follows. Given a current value of the d-dimensional Markov chain x(t), a new value x′ is obtained by
proposing a jump  =| x′ − x(t) | from the pre-specified Lebesgue density
γ˜(?;λ) =
1
λd
γ
(
?
λ
)
, (19)
with γ() = γ(−) for all . Here λ > 0 governs the overall size of the proposed jump and plays a crucial role in
determining the efficiency of any algorithm. In a random walk, the proposal density function q(·) can be chosen for
some suitable normal distribution, and hence q(x′ | x(t)) = N(x′ | x(t), 2) and q(x(t) | x′) = N(x(t) | x′, 2) cancel in
the above equation (18) [45]. Therefore, to decide whether to accept the new state, we compute the quantity
α = min
{
1,
pi(x′)q(x(t) | x′)
pi(x(t))q(x′ | x(t))
}
= min
{
1,
pi(x′)
pi(x(t))
}
. (20)
If the proposed value is accepted it becomes the next current value x(t+1) = x′; otherwise the current value is left
unchanged x(t+1) = x(t) [44].
3.1 Self-tuning Metropolis-Hastings Algorithm
In this section, I am proposing a Self-tuning MH algorithm with one-variable-at-a-time Random Walk, which
can tune step sizes on its own to gain the target acceptance rates, to estimate the structure of parameters in a d-
dimensional space. Supposing all the parameters are independent, the idea of this algorithm is that in each iteration,
only one parameter is proposed and the others are kept unchanged. After sampling, take n samples out of the total
amount of N as new sequences. In figure 1, examples of different proposing methods are compared. To gain the target
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Figure 1: Examples of 2-Dimension Random Walk Metropolis-Hastings algorithm. Figure 1a is using one-variable-at-
a-time proposal Random Walk. At each time, only one variable is changed and the other one stay constant. Figure
1b and 1c are using multi-variable-at-a-time Random Walk. The difference is in figure 1b, every forward step are
proposed independently, but in 1c are proposed according to the covariance matrix.
acceptance rates αi(i = 1, . . . , d), the step sizes si for each parameter can be tuned automatically. The concept of the
algorithm is if the proposal is accepted, then we have more confidence on the direction and step size that were made.
In this scenario, the next movement should be further, that means the step size st+1 in the next step is bigger than
st; otherwise, a conservative proposal is made with a shorter distance, which is st+1 ≤ st.
Supposing a and b are non-negative numbers indicating the distances of a forward movement, the new step size
st+1 from current st is
ln st+1 =
{
ln st + a with probability α
ln st − b with probability 1− α
, (21)
where the logarithm guarantees the step size is positive. By taking its expectation
E(ln st+1 | ln st) = α(ln st + a) + (1− α)(ln st − b),
and simplifying to
µ = α(µ+ a) + (1− α)(µ− b),
we can find that
a =
1− α
α
b. (22)
Thus, if the proposal is accepted, the step size st is tuned to st+1 = ste
a, otherwise st+1 = st/e
b.
5
The complete one-variable-at-a-time MH is illustrated in the following table:
Algorithm 1: Self-tuning Random Walk Metropolis-Hastings Algorithm.
1 Initialization: Given an arbitrary positive step size s
(1)
i for each parameter. Set up a value for b and find a by
using formula (22). Set up a target acceptance rate αi for each parameter, where i = 1, . . . , d.
2 Run sampling algorithm: for k from 1 to N do
3 Randomly select a parameter θ
(k)
i , propose a new one by θ
′
i ∼ N(θ(k)i , s(k)i ) and leave the rest unchanged.
4 Accept θ′i with probability α = min
{
1, pi(θ
′)q(θ(k),θ′)
pi(θ(k))q(θ′,θ(k))
}
.
5 If it is accepted, tune step size to s
(k+1)
i = s
(k)
i e
a, otherwise s
(k+1)
i = s
(k)
i /e
b.
6 Set k = k + 1 and move to step 3 until N .
7 end
8 Take n samples out from N with equal spaced index for each parameter being a new sequence.
The advantage of the algorithm (1) is that it returns a more accurate estimation for θ and it is more reliable
to learn the structure of parameter space. However, if pi(·) is in an irregular structure, the algorithm is really time-
consuming and that cause a lower efficiency. To accelerate the computation, we are introducing the Delayed Acceptance
Metropolis-Hastings Algorithm.
3.2 Adaptive Delayed Acceptance Metropolis-Hastings Algorithm
The DA-MH algorithm proposed in [9] is a two-stage Metropolis-Hastings algorithm in which, typically, proposed
parameter values are accepted or rejected at the first stage based on a computationally cheap surrogate pˆi(x) for the
likelihood pi(x). In stage one, the quantity α1 is found by a standard MH acceptance formula
α1 = min
{
1,
pˆi(x′)q(x(t), x′)
pˆi(x(t))q(x′, x(t))
}
,
where pˆi(·) is a cheap estimation for x and a simple form is pˆi(·) = N(· | xˆ, ). Once α1 is accepted, the process goes
into stage two and the acceptance probability α2 is
α2 = min
{
1,
pi(x′)pˆi(x(t))
pi(x(t))pˆi(x′)
}
, (23)
where the overall acceptance probability α1α2 ensures that detailed balance is satisfied with respect to pi(·); however
if a rejection occurs at stage one then the expensive evaluation of pi(x) at stage two is unnecessary.
For a symmetric proposal density kernel q(x′, x(t)) such as is used in the random walk MH algorithm, the acceptance
probability in stage one is simplified to
α1 = min
{
1,
pi(x′)
pi(x(t))
}
. (24)
If the true posterior is available then the delayed-acceptance Metropolis-Hastings algorithm is obtained by substituting
this for the unbiased stochastic approximation in (23) [47].
To accelerate the MH algorithm, Delayed-Acceptance MH requires a cheap approximate estimation pˆi(·) in formula
(24). Intuitively, the approximation should be efficient with respect to time and accuracy to the true posterior pi(·).
A sensible option is assuming the parameter distribution at each time t is following a normal distribution with mean
mt and covariance Ct. So the posterior density is given by
pˆi(θ | y1:t) ∝ exp
(
−1
2
(θ −mt)>C−1t (θ −mt)
)
.
A lazy Ct is using identity matrix, in which way all the parameters are independent. In terms of mt, in most of
circumstances, 0 is not an idea choice. To find an optimal or suboptimal mt and Ct, several algorithms have been
discussed. In [54], the author is using a second-order expansion of l(θ) at the mode and the mean and covariance become
mt = arg max l(θ) and Ct = −
[
∂l(θ)
∂θi∂θj
]−1
θ=mt
respectively. The drawback of this estimation is a global optimum is not
guaranteed. In [35], the author proposed a fast adaptive MCMC sampling algorithm, which is a consist of two phases.
In the learning phase, they use hybrid Gibbs sampler to learn the covariance structure of the variance components.
In phase two, the covariance structure is used to formulate an effective proposal distribution for a MH algorithm.
Likewise, we are suggesting that use a batch of data with length L < t to learn the parameter space by using self-
tuning random walk MH algorithm in the learning phase first. This algorithm tunes each parameter at its own optimal
step size and explores the surface in different directions. When the process is done, we have a sense of Hyper-surface
of θ ≈ θˆ and its mean µˆ ≈ mL and covariance Σˆ ≈ CL can be estimated. Then we can move to the second phase:
Delayed-Acceptance MH algorithm. The new θ′ is proposed from N(θ(t) | mL, CL), which is in the following form
θ′ = θ(t) +Rz, (25)
where R>R = CL is the Cholesky decomposition,  is the tuned step size and z ∼ N(0, 1) is Gaussian white noise.
This proposing method reduces the impact of drawing θ′ from a correlation space.
6
3.3 Efficiency of Metropolis-Hastings Algorithm
In equation (19), the jump size  determines the efficiency of RWM algorithm. For a general RWM, it is intuitively
clear that we can make the algorithm arbitrarily poor by making  either very large or very small [44]. Assuming
 is extremely large, the proposal x′ ∼ N(x(t), ), for example, is taken a further distance from current value x(t).
Therefore, the algorithm will reject most of its proposed moves and stay where it was for a few iterations. On the
other hand, if  is extremely small, the algorithm will keep accepting the proposed x′ since α is always approximately
be 1 because of the continuity of pi(x) and q(·) [42]. Thus, RWM takes a long time to explore the posterior space
and converge to its stationary distribution. So, the balance between these two extreme situations must exist. This
appropriate step size ˆ is optimal, sometimes is suboptimal, the solution to gain a Markov chain. Figure (2) illustrates
the performances of RWM with different step size . From these plots we may see that either too large or too small
 causes high correlation chains, indicating bad samples in sampling algorithm. An appropriate  decorrelate samples
and returns a stationary chain, which is said to be high efficiency.
−3
−2
−1
0
1
0 250 500 750 1000
Index
Va
lue
Markov Chain Path
0.00
0.25
0.50
0.75
1.00
0 10 20 30 40 50
Lag
AC
F
Auto Correlation Function
(a) With a large step size
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Figure 2: Metropolis algorithm sampling for a single parameter with: 2a a large step size, 2b a small step size, 2c an
appropriate step size. The upper plots show the sample chain and lower plots indicate the autocorrelation for each
case.
Plenty of work has been done to determine the efficiency of Metropolis-Hastings algorithm in recent years. Gelman,
Roberts, and Gilks [16] work with algorithms consisting of a single Metropolis move (not multi-variable-at-a-time), and
obtain many interesting results for the d-dimensional spherical multivariate normal problem with symmetric proposal
distributions, including that the optimal scale is approximately 2.4/
√
d times the scale of target distribution, which
implies optimal acceptance rates of 0.44 for d = 1 and 0.23 for d → ∞ [20]. Roberts and Rosenthal (2001) [42]
evaluate scalings that are optimal (in the sense of integrated autocorrelation times) asymptotically in the number of
components. They find that an acceptance rate of 0.234 is optimal in many random walk Metropolis situations, but
their studies are also restricted to algorithms that consist of only a single step in each iteration, and in any case,
they conclude that acceptance rates between 0.15 and 0.5 do not cost much efficiency. Other researchers [41] [3], [4],
[46], [43] have been tackled for various shapes of target on choosing the optimal scale of the RWM proposal and led
to the similar rule: choose the scale so that the acceptance rate is approximately 0.234. Although nearly all of the
theoretical results are based upon limiting arguments in high dimension, the rule of thumb appears to be applicable
even in relatively low dimensions [44].
In terms of the step size , it is pointed out that for a stochastic approximation procedure, its step size sequence
{i} should satisfy
∑∞
i=1 i = ∞ and
∑∞
i=1 
1+λ
i < ∞ for some λ > 0. The former condition somehow ensures that
any point of X can eventually be reached, while the second condition ensures that the noise is contained and does not
prevent convergence [1]. Sherlock, Fearnhead, and Roberts [44] tune various algorithms to attain target acceptance
rates, and their Algorithm 2 tunes step sizes of univariate updates to attain the optimal efficiency of Markov chain
at the acceptance rates between 0.4 and 0.45. Additionally, Graves in [22] mentioned that it is certain that one
could use the actual arctangent relationship to try to choose a good : in the univariate example, if α is the desired
acceptance rate, then  = 2σ/ tan(pi/2α), where σ is the posterior standard deviation, will be obtained. In fact, some
explorations infer a linear relationship between acceptance rate and step size, which is logit(α) ≈ 0.76− 1.12 log /σ,
and the slope of the relationship is nearly equal to the constant -1.12 independently. However, in multi-variable-at-
a-time RWM, one expects that the proper interpretation of σ is not the posterior standard deviation but the average
conditional standard deviation, which is presumably more difficult to estimate from a Metropolis algorithm. In a
higher d-dimensional space, or propose multi-variable-at-a-time, suppose Σ is known or could be estimated, then X ′
can be proposed from q ∼ N(X, 2Σ). Thus the optimal step size  is required. A concessive way of RWM in high
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dimension is proposing one-variable-at-a-time and treating them as one dimension space individually. In any case,
however, the behavior of RWM on a multivariate normal distribution is governed by its covariance matrix Σ, and it is
better than using a fixed N(X, 2Id) distribution[42].
To explore the efficiency of a MCMC process, we introduce some notions first. For an arbitrary square integrable
function g, Gareth, Roberts and Jeffrey [42] define its integrated autocorrelation time by
τg = 1 + 2
∞∑
i=1
Corr (g(X0), g(Xi)) ,
where X0 is assumed to be distributed according to pi. Because central limit theorem, the variance of the estimator
g¯ =
∑n
i=1 g(Xi)/n for estimating E (g(X)) is approximately Varpi (g(X))× τg/n. The variance tells us the accuracy of
the estimator g¯. The smaller it is, the faster the chain converge. Therefore, they suggest that the efficiency of Markov
chains can be found by comparing the reciprocal of their integrated autocorrelation time, which is
eg(σ) ∝ (Varpi(g(X))τg)−1 .
However, the disadvantage of their method is that the measurement of efficiency is highly dependent on the function
g. Instead, an alternative approach is using Effective Sample Size (ESS) [28] [40]. Given a Markov chain having n
iterations, the ESS measures the size of i.i.d.. samples with the same standard error, which is defined in [21] in the
following form of
ESS =
n
1 + 2
∑∞
k=1 ρk(X)
u
n
1 + 2
∑kcut
k=1 ρk(X)
=
n
τ
,
where n is the number of samples, kcut is lag of the first ρk < 0.01 or 0.05 , and τ is the integrated autocorrelation
time. Moreover, a wide support among both statisticians [19] and physicists [51] are using the following cost of an
independent sample to evaluate the performance of MCMC, that is
n
ESS
× cost per step = τ × cost per step.
Being inspired by their research, we now define the Efficiency in Unit Time (EffUT) and ESS in Unit Time (ESSUT)
as follows:
EffUT =
eg
T
, (26)
ESSUT =
ESS
T
, (27)
where T represents the computation time, which is also known as running time. The computation time is the length
of time, in minutes or hours, etc, required to perform a computational process. The best Markov chain with an
appropriate step size  should not only have a lower correlation, as illustrated in Figure (2), but also have less time-
consuming. The standard efficiency eg and ESS do not depend on the computation time, but EffUT and ESSUT do.
The best-tuned step size gains the balance between the size of effective proposed samples and cost of time.
4 Simulation Studies
In this section, we consider the model in regular and irregular spaced time difference separately. For an one
dimensional state-space model, we consider the hidden state process {xt, t ≥ 1} is a stationary and ergodic Markov
process and transited by F (x′ | x). In this paper, we assume that the state of a system has an interpretation as the
summary of the past one-step behavior of the system. The states are not observed directly but by another process
{yt, t ≥ 1}, which is assumed depending on {xt} by the process G(y | x) only and independent with each other. When
observed on discrete time T1, . . . , Tk, the model is summarized on the directed acyclic following graph
State x0 → x1 → · · · xk → · · · xt → · · ·
↓ ↓ ↓
Observation y1 yk yt
↓ ↓ ↓
Time T1 Tk Tt
We define ∆k = Tk − Tk−1. If ∆t is a constant, we retrieve a standard AR(1) model process with regular spaced time
steps; if ∆t is not constant, then the model becomes more complicated with irregular spaced time steps.
4.1 Simulation on Regular Time Series Data
If the time steps are even spaced, the model can be written as a simple linear model in the following
yt | xt ∼ N(xt, σ2)
xt | xt−1 ∼ N(φxt−1, τ2),
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where σ and τ are i.i.d.errors occurring in processes and φ is a static process parameter in forward map. An initial
value x0 ∼ N(0, L) is known.
To get the joint distribution for x0:t and y1:t [
x
y
∣∣∣∣θ] ∼ N (0,Σ) ,
where θ = {φ, σ, τ}, we should start from the procedure matrix Σ−1, which looks like
1
L2 +
φ2
τ2
−φ
τ2 · · · 0 0 0 · · · 0
−φ
τ2
1+φ2
τ2 +
1
σ2 · · · 0 − 1σ2 0 · · · 0
0 −φτ2 · · · 0 0 − 1σ2 · · · 0
...
...
. . .
...
...
...
. . .
...
0 0 · · · 1τ2 + 1σ2 0 0 · · · − 1σ2
0 − 1σ2 · · · 0 1σ2 0 · · · 0
0 0 · · · 0 0 1σ2 · · · 0
...
...
. . .
...
...
...
. . .
...
0 0 · · · − 1σ2 0 0 · · · 1σ2

,
and denoted as Σ−1 =
[
A −B
−B B
]
. Its inverse is the covariance matrix
Σ =
[
(A−B)−1 (A−B)−1
(A−B)−1 (I −A−1B)−1B−1
]
,
[
ΣXX ΣXY
ΣY X ΣY Y
]
, (28)
where B is a t × t diagonal matrix with elements 1σ2 . The covariance matrices ΣXX = (A − B)−1 and ΣY Y =
(I −A−1B)−1B−1 are easily found.
Parameters Estimation
In formula (4), the parameter posterior is estimated with observation data y1:t. By using the algorithm 1, although
it may take a longer time, we will achieve a precise estimation. Similarly with section 2.1, from the objective function,
the posterior distribution of θ is
p(θ | Y ) ∝ p(Y | θ)p(θ) ∝ e− 12Y Σ−1Y Y Y
√
det Σ−1Y Y p(θ).
Then by taking natural logarithm on the posterior of θ and using the useful solutions in equations (7) and (8), we will
have
lnL(θ) = −1
2
Y >Σ−1Y Y Y +
1
2
∑
ln tr(B)−
∑
ln tr(L) +
∑
ln tr(R) + ln p(θ). (29)
In a simple linear case, we are choosing the parameter θ = {φ = 0.9, τ2 = 0.5, σ2 = 1} as the author did in [33] and
using n = 500 dataset, setting initial L = 0. Instead of inferring τ and σ, we are estimating ν1 = ln τ
2 and ν2 = lnσ
2
in the RW-MH to avoid singular proposals. After the process, the parameters can be transformed back to original
scale. Therefore, the new parameter θ∗ = {φ, ν1, ν2} = {φ, ln τ2, lnσ2}.
Buy using algorithm (1) and aiming the optimal acceptance rate at 0.44, after 10 000 iterations we get the acceptance
rates for each parameters are αφ = 0.4409, αν1 = 0.4289 and αν2 = 0.4505, and the estimations are φ = 0.8794, ν1 =
−0.6471 and ν2 = −0.0639 respectively. Thus, we have the cheap surrogate pˆi(·). Keep going to the DA-MH with
another 10 000 iterations, the algorithm returns the best estimation with α1 = 0.1896 and α2 = 0.8782. In figure 3,
the trace plots illustrates that the Markov Chain of θˆ is stably fluctuating around the true θ.
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(a) Trace plot of φ.
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Figure 3: Linear simulation with true parameter θ = {φ = 0.9, τ2 = 0.5, σ2 = 1}. By transforming to original scale,
the estimation is θˆ = {φ = 0.8810, τ2 = 0.5247, σ2 = 0.9416}.
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Recursive Forecast Distribution
Calculating the log-posterior of parameters requires finding out the forecast distribution of p(y1:t | y1:t−1, θ). A
general way is using the joint distribution of yt and y1:t−1, which is p(y1:t | θ) ∼ N(0,ΣY Y ), and following the
procedure in section 2.2 to work out the inverse matrix of a multivariate normal distribution. For example, one may
find the inverse of the covariance matrix
Σ−1Y Y = Bt(I −A−1t Bt) =
1
σ4
(σ2It −A−1t ) ,
1
σ4
[
Zt bt
b>t Kt
]
.
Therefore, the original form of this covariance is
ΣY Y = σ
4
[
(Zt − btK−1t b>t )−1 −Z−1t bt(Kt − b>t Z−1t bt)−1
−K−1t b>t (Zt − btK−1t b>t )−1 (Kt − b>t Z−1t bt)−1
]
.
By denoting C>t =
[
0 · · · 0 1] and post-multiplying Σ−1Y Y , we will have
Σ−1Y Y Ct =
1
σ4
(σ2I −A−1)Ct = 1
σ4
[
bt
Kt
]
. (30)
A recursive way of calculating bt and Kt is to use the Sherman-Morrison-Woodbury formula. In the late 1940s and
the 1950s, Sherman and Morrison[48], Woodbury [59], Bartlett [2] and Bodewig [5] discovered the following result.
The original Sherman-Morrison-Woodbury (for short SMW) formula has been used to consider the inverse of matrices
[11]. In this paper, we will consider the more generalized case.
Theorem 1.1 (Sherman-Morrison-Woodbury). Let A ∈ B(H) and G ∈ B(K) both be invertible, and Y, Z ∈
B(K,H). Then A+ Y GZ∗ is invertible if and only if G−1 + ZA−1Y is invertible. In which case,
(A+ Y GZ∗)−1 = A−1 −A−1Y (G−1 + ZA−1Y )−1ZA−1. (31)
A simple form of SMW formula is Sherman-Morrison formula represented in the following statement [2]: Suppose
A ∈ Rn×n is an invertible square matrix and u, v ∈ Rn are column vectors. Then A + uv> is invertible ⇐⇒
1 + u>A−1v 6= 0. If A+ uv> is invertible, then its inverse is given by
(A+ uvT )−1 = A−1 − A
−1uvTA−1
1 + vTA−1u
. (32)
By using the formula, one can find a recursive way to update Kt and bt−1, which is
Kt =
σ4
τ2 + σ2 + φ2(σ2 −Kt−1) , (33)
bt =
[
bt−1φKt
σ2
Kt(σ
2+τ2)−σ4
φσ2
]
. (34)
With the above formula, the recursive way of updating the mean and covariance is in the following formula:
µ¯t =
φ
σ2
Kt−1µ¯t−1 + φ(1− Kt−1
σ2
)yt−1, (35)
Σ¯t = σ
4K−1t , (36)
where K1 =
σ4
σ2+τ2+L2φ2 . For calculation details, we refer readers to appendices (7.1).
The Estimation Distribution
As introduced in section 2.3, from the joint distribution of x1:t and y1:t, one can find the best estimation with a
given θ by
xˆ1:t | y1:t, θ ∼ N(L−>W,L−>L−1),
where W = L−1Bty1:t−1. Consequently
xˆ1:t = L
−>(W + Z),
where Z ∼ N(0, I()) is independent and identically distributed and drawn from a zero-mean normal distribution with
variance I(). Moreover, the mixture Gaussian distribution p(xt | y1:t) can be found by
µ
(x)
t =
1
N
∑
i
µ
(x)
ti (37)
Var(xt) =
1
N
∑
i
(
µ
(x)
ti µ
(x)>
ti + Var(xt)i
)
− 1
N2
(∑
i
µ
(x)
ti
)(∑
i
µ
(x)
ti
)>
. (38)
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To find µ
(x)
ti and Var(xt)i, we will use the joint distribution of xt and y1:t, which is p(xt, y1:t | θ) ∼ N(0,Γ) and
Γ =
[
C>t (At −Bt)−1Ct C>t (At −Bt)−1
(At −Bt)−1Ct (It −A−1t Bt)−1B−1t
]
.
Because of
C>t A
−1
t =
[−b>t σ2 −Kt] ,
thus, for any given θ, we have xˆt | y1:t, θ ∼ N
(
µ
(x)
t ,Var(xt)
)
, where
µ
(x)
t =
Ktµ¯t
σ2
+ (1− Kt
σ2
)yt (39)
Var(xt) = σ
2 −Kt. (40)
By substituting them into the equation (37) and (38), the estimated xˆt is easily got. For calculation details, we refer
readers to appendices (7.1).
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Figure 4: Linear simulation of x1:t and single xt.In figure 4a, the dots is the true x1:t and the solid line is the estimation
xˆ1:t. In figure 4b, the estimation xˆt is very close to the true x. In fact, the true x falls in the interval [xˆ− ε, xˆ+ ε].
4.2 Simulation on Irregular Time Series Data
Irregularly sampled time series data is painful for scientists and researchers. In spatial data analysis, several
satellites and buoy networks provide continuous observations of wind speed, sea surface temperature, ocean currents,
etc. However, data was recorded with irregular time-step, with generally several data each day but also sometimes
gaps of several days without any data. In [55], the author adopts a continuous-time state-space model to analyze this
kind of irregular time-step data, in which the state is supposed to be an Ornstein-Uhlenbeck process.
The OU process is an adaptation of Brownian Motion, which models the movement of a free particle through a
liquid and was first developed by Albert Einstein [13]. By considering the velocity ut of a Brownian motion at time t,
over a small time interval, two factors affect the change in velocity: the frictional resistance of the surrounding medium
whose effect is proportional to ut and the random impact of neighboring particles whose effect can be represented by
a standard Wiener process. Thus, because mass times velocity equals force, the process in a differential equation form
is
mdut = −ωutdt+ dWt,
where ω > 0 is called the friction coefficient and m > 0 is the mass. If we define γ = ω/m and λ = 1/m, we obtain
the OU process [57], which was first introduced with the following differential equation:
dut = −γutdt+ λdWt.
The OU process is used to describe the velocity of a particle in a fluid and is encountered in statistical mechanics.
It is the model of choice for random movement toward a concentration point. It is sometimes called a continuous-time
Gauss Markov process, where a Gauss Markov process is a stochastic process that satisfies the requirements for both a
Gaussian process and a Markov process. Because a Wiener process is both a Gaussian process and a Markov process,
in addition to being a stationary independent increment process, it can be considered a Gauss-Markov process with
independent increments [29].
To apply OU process on irregular sampling data, we assume that the latent process {x1:t} is a simple OU process,
that is a stationary solution of the following stochastic differential equation :
dxt = −γxtdt+ λdWt, (41)
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where Wt is a standard Brownian motion, γ > 0 represents the slowly evolving transfer between two neighbor data
and λ is the forward transition variability. It is not hard to find the solution of equation (41) is
xt = xt−1e−γt +
∫ t
0
λe−γ(t−s)dWs.
For any arbitrary time step t, the general form of the process satisfies
xt = xt−1e−γ∆t + τ, (42)
where ∆t = Tt − Tt−1 is the time difference between two consecutive data points, τ is a Gaussian white noise with
mean zero and variances λ
2
2γ
(
1− e−2γ∆t).
The observed y1:t is measured by
yt = Hxt + ε, (43)
where ε ∼ N(0, σ) is a Gaussian white noise.
To run simulations, we firstly generate irregular time lag sequence {∆t} from an Inverse Gamma distribution
with parameters α = 2, β = 0.1. Then the following parameters were chosen for the numerical simulation: γ = 0.5,
λ2 = 0.1, σ2 = 1.
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Figure 5: Simulated data. The solid dots indicate the true state x and cross dots indicate observation y. Irregular
time lag ∆t are generated from Inverse Gamma(2,0.1) distribution.
Similarly, we can get the joint distribution for x0:t and y1:t[
x
y
∣∣∣∣θ] ∼ N (0,Σ) ,
from the procedure matrix
1
L2 +
φ21
τ21
−φ1
τ21
· · · 0 0 0 · · · 0
−φ1
τ21
1
τ21
+
φ22
τ22
+ 1σ2 · · · 0 − 1σ2 0 · · · 0
0 −φ2
τ22
· · · 0 0 − 1σ2 · · · 0
...
...
. . .
...
...
...
. . .
...
0 0 · · · 1
τ2t
+ 1σ2 0 0 · · · − 1σ2
0 − 1σ2 · · · 0 1σ2 0 · · · 0
0 0 · · · 0 0 1σ2 · · · 0
...
...
. . .
...
...
...
. . .
...
0 0 · · · − 1σ2 0 0 · · · 1σ2

,
where φt = e
−γ∆t , τ2t =
λ2
2γ
(
1− e−2γ∆t), θ represents unknown parameters. Denoted by Σ−1 = [ At −Bt−Bt Bt
]
,
covariance matrix is
Σ =
[
(At −Bt)−1 (At −Bt)−1
(At −Bt)−1 (I −A−1t Bt)−1B−1t
]
,
[
ΣXX ΣXY
ΣY X ΣY Y
]
, (44)
where Bt is a t × t diagonal matrix with elements 1σ2 . The covariance matrices ΣXX = (At − Bt)−1 and ΣY Y =
(I −A−1t Bt)−1B−1t .
Parameters Estimation
To use the algorithm 1, similarly with section 2.1, we firstly need to find the posterior distribution of θ with
observations y1:t, which in fact is
p(θ | Y ) ∝ p(Y | θ)p(θ) ∝ e− 12Y Σ−1Y Y Y
√
det Σ−1Y Y p(θ).
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By taking natural logarithm on the posterior of θ and using the useful solutions in equations (7) and (8), we have
lnL(θ) = −1
2
Y >Σ−1Y Y Y +
1
2
∑
ln tr(B)−
∑
ln tr(L) +
∑
ln tr(R) + ln p(θ). (45)
Because of all parameters are positive, we are estimating ν1 = lnλ, ν2 = ln γ
2 and ν3 = lnσ
2 instead. When the
estimation process is done, we can transform them back to the original scale by taking exponential.
After running the whole process, it gives us the best estimation θˆ = {γ = 0.4841, λ2 = 0.1032, σ2 = 0.9276}. In
figure 6, we can see that the θ chains are skew to the true value with tails.
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Figure 6: Irregular time step OU process simulation. The estimation of θˆ is {γ = 0.4841, λ2 = 0.1032, σ2 = 0.9276}.
In the plots, the horizontal dark lines are the true θ.
Recursive Calculation And State Estimation
Follow the procedure in section 2.2 and do similar calculation with section 4.1, one can find a recursive way to
update Kt and bt−1, which are
Kt =
σ4
τ2t + σ
2 + φ2t (σ
2 −Kt−1) , (46)
bt =
[
bt−1φtKt
σ2
Kt(σ
2+τ2t )−σ4
φtσ2
]
. (47)
With the above formula, the recursive way of updating the mean and covariance are
µ¯t =
φt
σ2
Kt−1µ¯t−1 + φt(1− Kt−1
σ2
)yt−1, (48)
Σ¯t = σ
4K−1t , (49)
where K1 =
σ4
σ2+τ21 +L
2φ21
.
Additionally, as introduced in section 2.3, the best estimation of x1:t with a given θ is
xˆ1:t | y1:t, θ ∼ N(L−>W,L−>L−1),
where W = L−1Bty1:t−1, and the mixture Gaussian distribution for p(xt | y1:t) is
µ
(x)
t =
1
N
∑
i
µ
(x)
ti (50)
Var(xt) =
1
N
∑
i
(
µ
(x)
ti µ
(x)>
ti + Var(xt)i
)
− 1
N2
(∑
i
µ
(x)
ti
)(∑
i
µ
(x)
ti
)>
, (51)
The same as we did in section 4.1, for any given θ, we have xˆt | y1:t, θ ∼ N
(
µ
(x)
t ,Var(xt)
)
, where
µ
(x)
t =
Ktµ¯t
σ2
+ (1− Kt
σ2
)yt
Var(xt) = σ
2 −Kt.
By substituting them into the equation (37) and (38), the estimated xˆt is easily got. The difference at this time is the
µ
(x)
t and Var(xt) are dependent on time lag ∆t, that can be seen from formula (46) and (48).
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Figure 7: Irregular time step OU process simulation of x1:t and sole xt. In figure 7a, the dots is the true x1:t and the
solid line is the estimation xˆ1:t. In figure 7b, the chain in solid line is the estimation xˆt; dotted line is the true value
of x; dot-dash line on top is the observed value of y; dashed lines are the estimated error.
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Figure 8: The trajectory of a moving tractor. The time lags (right side figure) obtained from GPS units are irregular.
5 High Dimensional OU-Process Application
Tractors moving on an orchard are mounted with GPS units, which are recording data and transfer to the remote
server. This data infers longitude, latitude, bearing, etc, with unevenly spaced time mark. However, one dimensional
OU process containing either only position or velocity is not enough to infer a complex movement.
Therefore, in this section, we are introducing an OU-process model combing both position and velocity with the
following equations {
dut = −γutdt+ λdWt,
dxt = utdt+ ξdW
′
t .
(52)
The solution can be found by integrating dt out, that gives us{
ut = ut−1e−γt +
∫ t
0
λe−γ(t−s)dWs,
xt = xt−1 +
ut−1
γ (1− e−γt) +
∫ t
0
λ
γ e
γs (1− e−γt) dWs +
∫ t
0
ξdW ′s.
(53)
As a result, the joint distribution is[
xt
ut
]
∼ N
([
µ
(x)
t
µ
(u)
t
]
,
[
σ
(x)2
t ρtσ
(x)
t σ
(u)
t
ρtσ
(x)
t σ
(u)
t σ
(u)2
t
])
, (54)
where µ
(x)
t and µ
(u)
t are from the forward map process[
µ
(x)
t
µ
(u)
t
]
=
[
1 1−e
−γ∆t
γ
0 e−γ∆t
] [
x
(x)
t−1
ut−1
]
, Φ
[
x
(x)
t−1
ut−1
]
, (55)
and 
σ
(x)2
t =
λ2(e2γ∆t−1)(1−e−γ∆t)2
2γ3 + ξ
2∆t
σ
(u)2
t =
λ2(1−e−2γ∆t)
2γ
ρtσ
(x)
t σ
(u)
t =
λ2(eγ∆t−1)(1−e−2γ∆t)
2γ2
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In the above equations ∆t = Tt − Tt−1 and initial values are ∆1 = 0, x0 ∼ N(0, L2x), u0 ∼ N(0, L2u), ρ2t = 1 − ξ
2∆t
σ
(x)2
t
.
To be useful, we are using 1
1−ρ2t =
σ
(x)2
t
ξ2∆t
instead in the calculation.
Furthermore, the independent observation process is{
yt = xt + t,
vt = ut + 
′
t,
(56)
where t ∼ N(0, σ), ′t ∼ N(0, τ) are normally distributed independent errors. Thus, the joint distribution of observa-
tions is [
yt
vt
]
∼ N
([
xt
ut
]
,
[
σ2 0
0 τ2
])
. (57)
Consequently, the parameter θ of an entire Ornstein-Uhlenbeck process is a set of five parameters from both hidden
status and observation process, which is represented as θ = {γ, ξ2, λ2, σ2, τ2}.
Starting from the joint distribution of x0:t, u0:t and y1:t, v1:t by given θ, it can be found that[
X˜
Y˜
∣∣∣∣θ] ∼ N (0, Σ˜) , (58)
where X˜ represents for the hidden statues {x, u}, Y˜ represents for observed {y, v}, θ is the set of five parameters. The
inverse of the covariance matrix Σ˜−1 is the procedure matrix in the form of
Σ˜−1 =

Qxx Qxu − 1σ2 I 0
Qux Quu 0 − 1τ2 I− 1σ2 I 0 1σ2 I 0
0 − 1τ2 I 0 1τ2 I
 .
To make the covariance matrix a more beautiful form and convenient computing, X˜, Y˜ and Σ˜ can be rearranged in a
time series order, that makes X1:t = {x1, u1, x2, u2, · · · , xt, ut}, Y1:t = {y1, v1, y2, v2, · · · , yt, vt} and the new procedure
matrix Σ−1 looks like
Σ−1 =

σ
(x)2
11 +
1
σ2 σ
(xu)2
11 · · · σ(x)21t σ(xu)21t − 1σ2 0 · · · 0 0
σ
(ux)2
11 σ
(u)2
11 +
1
τ2 · · · σ(ux)21t σ(x)21t 0 − 1τ2 · · · 0 0
...
...
. . .
...
...
...
...
. . .
...
...
σ
(x)2
t1 σ
(xu)2
t1 · · · σ(x)2tt + 1σ2 σ(xu)2tt 0 0 · · · − 1σ2 0
σ
(ux)2
t1 σ
(u)2
t1 · · · σ(ux)2tt σ(u)2tt + 1τ2 0 0 · · · 0 − 1τ2− 1σ2 0 · · · 0 0 1σ2 0 · · · 0 0
0 − 1τ2 · · · 0 0 0 1τ2 · · · 0 0
...
...
. . .
...
...
...
...
. . .
...
...
0 0 · · · − 1σ2 0 0 0 · · · 1σ2 0
0 0 · · · 0 − 1τ2 0 0 · · · 0 1τ2

,
[
At −Bt
−B>t Bt
]
,
where Bt is a 2t× 2t diagonal matrix of observation errors at time t in the form of

1
σ2 · · · ·· 1τ2 · · ·
...
...
. . .
...
...
· · · 1σ2 ·· · · · 1τ2
. In fact,
the matrix At is a 2t× 2t bandwidth six sparse matrix at time t in the process. For sake of simplicity, we are using A
and B to represent the matrices At and Bt here. Then we may find the covariance matrix by calculating the inverse
of the procedure matrix as
Σ =
[
(A−B>B−1B)−1 −(A−B>B−1B)−1B>B−1
−B−1B(A−B>B−1B)−1 (B −B>A−1B)−1
]
=
[
(A−B)−1 (A−B)−1
(A−B)−1 (I −A−1B)−1B−1
]
,
[
ΣXX ΣXY
ΣY X ΣY Y
]
.
A detailed structure of the covariance matrix ΣXX is presented in section 7.2.
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5.1 Approximations of The Parameters Posterior
To find the log-posterior distribution of X1:t and Y1:t, we shall start from the joint distribution. Similarly, the
inverse of the covariance matrix is
Σ−1Y Y = B(I −A−1B) = BA−1Σ−1XX .
By using Choleski decomposition and similar technical solution, second term in the integrated objective function is
p(θ | Y ) ∝ p(Y | θ)p(θ) ∝ e− 12Y Σ−1Y Y Y
√
det Σ−1Y Y P (θ).
Then by taking natural logarithm on the posterior of θ and using the useful solutions in equations (7) and (8), we will
have
lnL(θ) = −1
2
Y >Σ−1Y Y Y +
1
2
∑
ln tr(B)−
∑
ln tr(L) +
∑
ln tr(R). (59)
5.2 The Forecast Distribution
It is known that
p(Y1:t−1, θ) ∼ N
(
0,Σ
(t−1)
Y Y
)
p(Yt, Y1:t−1, θ) ∼ N
(
0,Σ
(t)
Y Y
)
p(Yt | Y1:t, θ) ∼ N
(
µ¯t, Σ¯t
)
where the covariance matrix of the joint distribution is Σ
(t)
Y Y = (It − A−1t Bt)−1B−1t . Then, by taking its inverse, we
will get
Σ
(t)(−1)
Y Y = Bt(It −A−1t Bt).
To be clear, the matrix Bt is short for the matrix Bt(σ
2, τ2), which is 2t × 2t diagonal matrix with elements 1σ2 , 1τ2
repeating for t times on its diagonal. For instance, the very simple B1(σ
2, τ2) =
[
1
σ2 0
0 1τ2
]
2×2
is a 2× 2 matrix.
Because of At is symmetric and invertible, Bt is the diagonal matrix defined as above, then they have the following
property
AtB = A
>
t B
>
t = (BtAt)
>,
A−1t Bt = A
−>
t B
>
t = (BtA
−1
t )
>.
Followed up the form of Σ
(t)(−1)
Y Y , we can define that
Σ
(t)(−1)
Y Y ,
[
Bt−1 0
0 B1
] [
Zt bt
b>t Kt
] [
Bt−1 0
0 B1
]
where Zt is a 2t× 2t matrix, bt is a 2t× 2 matrix and Kt is a 2× 2 matrix. Thus by taking its inverse again, we will
get
Σ
(t)
Y Y =
[
B−1t−1(Zt − btK−1t b>t )−1B−1t−1 −B−1t−1Z−1t bt(Kt − b>t Z−1t bt)−1B−11
−B−11 K−1t b>t (Zt − btK−1t b>t )−1B−1t−1 B−11 (Kt − b>t Z−1t bt)−1B−11
]
.
It is easy to find the relationship between At and At in the Sherman-Morrison-Woodbury form, which is
At =
At−1 · ·· 1σ2 ·· · 1τ2
+ UtU>t ,Mt + UtU>t ,
where, in fact, Mt =
At−1 · ·· 1σ2 ·· · 1τ2
 = [At−1 0
0 B1
]
and its inverse is M−1t =
[
A−1t−1 0
0 B−11
]
. We may use Sherman-
Morrison-Woodbury formula to find the inverse of At in a recursive way, which is
A−1t = (Mt + UtU
>
t )
−1 = M−1t −M−1t Ut(I + U>t M−1t Ut)−1U>t M−1t . (60)
Consequently, with some calculations, we will get
Kt = B
−1
1 Dt(I + S
>
t (B
−1
1 −Kt−1)St +D>t B−11 Dt)−1D>t B−11 , (61)
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and
bt =
[ −bt−1
B−11 −Kt−1
]
St(I + S
>
t (B
−1
1 −Kt−1)St +D>t B−11 Dt)−1D>t B−11 ,
that are updating in a recursive way. Therefore, one can achieve the recursive updating formula for the mean and
covariance matrix, which are {
µ¯t = ΦtKt−1B1µ¯t−1 + Φt(I −Kt−1B1)Yt−1
Σ¯t = (B1KtB1)
−1 . (62)
The matrix Kt is updated via equation (61), or updating its inverse in the following form makes the computation
faster, that is {
K−1t = B1D
−>
t D
−1
t B1 +B1Φt(B
−1
1 −Kt−1)Φ>t B1 +B1,
Σ¯t = D
−>
t D
−1
t + Φt(B
−1
1 −Kt−1)Φ>t +B−11
and K1 = B
−1
1 −A−11 =
[
σ4
σ2+L2x
0
0 τ
4
τ2+L2u
]
. For calculation details, readers can refer to section 7.2.
5.3 The Estimation Distribution
Because of the joint distribution (58), one can find the best estimation with a given θ by
X1:t | Y1:t, θ ∼ N(L−>W,L−>L−1),
thus
Xˆ1:t = L
−>(W + Z),
where Z ∼ N(0, I(σ, τ)).
For Xt, the joint distribution with Y1:t updated to time t is
Xt, Y1:t | θ ∼ N
(
0,
[
C>t (At −Bt)−1Ct C>t (At −Bt)−1
(At −Bt)−1Ct (I −A−1t Bt)−1B−1t
])
,
where C>t =
[
0 · · · 0 1 0
0 · · · 0 0 1
]
. Thus
Xt | Y1:t, θ ∼ N(µ(X)t ,Σ(X)t ),
where
µ
(X)
t = C
>
t A
−1BY = C>t L
−>W,
Σ
(X)
t = C
>
t A
−1Ct = U>t Ut,
and Ut = L
−1Ct. The recursive updating formula is
µ
(X)
t = KtB1µ¯t + (I −B1Kt)Yt (63)
Σ
(X)
t = B
−1
1 −Kt. (64)
5.4 Prior Distribution for Parameters
The well known Hierarchical Linear Model, where the parameters vary at more than one level, was firstly introduced
by Lindley and Smith in 1972 and 1973 [31] [49]. Hierarchical Model can be used on data with many levels, although
2-level models are the most common ones. The state-space model in equations (1) and (2) is one of Hierarchical Linear
Model if Gt and Ft are linear, and non-linear model if Gt and Ft are non-linear processes. Researchers have made a
few discussions and work on these both linear and non-linear models. In this section, we only discuss on the prior for
parameters in these models.
Various informative and non-informative prior distributions have been suggested for scale parameters in hierarchical
models. Andrew Gelman gave a discussion on prior distributions for variance parameters in hierarchical models in
2006 [14]. General considerations include using invariance [27], maximum entropy [26] and agreement with classical
estimators [6]. Regarding informative priors, Andrew suggests to distinguish them into three categories: The first one
is traditional informative prior. A prior distribution giving numerical information is crucial to statistical modeling
and it can be found from a literature review, an earlier data analysis or the property of the model itself. The second
category is weakly informative prior. This genre prior is not supplying any controversial information but are strong
enough to pull the data away from inappropriate inferences that are consistent with the likelihood. Some examples and
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brief discussions of weakly informative priors for logistic regression models are given in [15]. The last one is uniform
prior, which allows the information from the likelihood to be interpreted probabilistically.
Jonathan and Thomas in [53] have discussed a model, which is slightly different with a Gaussian state-space model
from section one. The two errors ωt and t are assumed normally distributed as
ωt ∼ N(0, αQ),
t ∼ N(0, αR),
where the two matrices R and Q are known and α is an unknown scale factor to be estimated. (Note that a perfect
model is obtained by setting Q = 0.) Therefore, the density of Gaussian state-space model is
p(yt | xt, α) = N(F (xt), αR),
p(xt | xt−1, α) = N(G(xt−1), αQ).
The parameter α is assumed Inverse Gamma distribution.
For the priors of all the parameters in OU-process, shown in equation (52) and (56), firstly we should understand
what meanings of these parameters are standing for. The reciprocal of γ is typical velocity falling in the reasonable
range of 0.1 to 100 m/s. ξ is the error occurs in transition process, σ and τ are errors in the forward map for position
and velocity respectively. Generally, the error is a positive finite number. Considering prior distributions for these
parameters, before looking at the data, we have an idea of ranges where these parameters are falling in. Conversely,
we don’t have any assumptions about the true value of λ, which means it could be anywhere. According to this
assumption, the prior distributions are
γ ∼ IG(10, 0.5),
ξ2 ∼ IG(5, 2.5),
σ2 ∼ IG(5, 2.5),
where IG(α, β) represents the Inverse Gamma distribution with two parameters α and β.
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Figure 9: Probability density function and cumulative distribution function of Inverse Gamma with two parameters
α and β.
5.5 Efficiency of DA-MH
We have discussed the efficiency of Delayed-Acceptance Metropolis-Hastings algorithm and how it is affected by
the step size. To explain explicitly, here we give an example comparing Eff, EffUT, ESS and ESSUT, which are
calculated by using the same dataset and running 10 000 iterations of DA-MH. We are taking an 0.3-equal-spaced
sequence s = {0.1, . . . , 4} from 0.1 to 4 and choosing each of them to calculate the criterion values. Table 1 and figure
10 show the results of this comparison.
The best step size found by Eff is 1, which is as the same as it found by ESS. By using s = 1 and running 1 000
iterations, the DA-MH takes 36.35 seconds to get the Markov chain for θ and the acceptance rates α1 for approximate
pˆi(·) and α2 for posterior distribution pi(·) are 0.3097 and 0.8324 respectively. By using EffUT and ESSUT, the best
step size is 2.5, which is bigger. The advantages of using this kind of step size are the computation time decreased
to 5.10 seconds significantly. Because of the approximation pˆi(·) took bad proposals out and only approve good ones
going to the next level, that can be seen from the lower rates α1 in table 1.
On the surface, a bigger step size causes lower acceptance rates α1 and it might not be a smart choice. However,
on the other hand, one should notice the less time cost. To make it sensible, we are running the Delayed-Acceptance
MH with different step sizes, as presented in table 1, for the same (or similar) amount of time. Because of the bigger
step size takes less time than smaller one, so we achieve a longer chain. To be more clear, we take 1 000 samples out
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Values Time Step Size α1 α2
Eff 0.0515 36.35 1.0 0.3097 0.8324
EffUT 0.0031 5.10 2.5 0.0360 0.7861
ESS 501.4248 36.35 1.0 0.3097 0.8324
ESSUT 29.8912 5.10 2.5 0.0360 0.7861
Table 1: An example of Eff, EffUT, ESS and ESSUT found by running 10 000 iterations with same data. The
computation time is measured in seconds s.
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Figure 10: Influences of different step sizes on sampling efficiency (Eff), efficiency in unit time (EffUT), effective
sample size (ESS) and effective sample size in unit time (ESSUT) found by using the same data
from a longer chain, such as 8 500, and calculate Eff, EffUT, ESS and ESSUT separately using the embedded function
IAT, [10], and ESS of the package LaplacesDemon in R and the above formulas . As we can see from the outcomes,
by running the similar amount of time, the Markov chain using a bigger step size has a higher efficiency and effective
sample size in unit time. More intuitively, the advantage of using larger step size is the sampling algorithm generates
more representative samples per second. Figure (18) is comparing different θ chains found by using different step
size but running the same amount of time. As we can see that θ with the optimal step size has a lower correlated
relationship.
5.6 Sliding Window State and Parameters Estimation
The length of data used in the algorithm really affects the computation time. The forecast distribution p(Yt |
Y1:t−1, θ) and estimation distribution p(Xt | Y1:t, θ) require finding the inverse of the covariance Σ(t+1)Y Y , however,
which is time consuming if the sample size is big to generate a large sparse matrix. For a moving vehicle, one is
more willing to get the estimation and moving status instantly rather than being delayed. Therefore, a compromise
solution is using fixed-length sliding window sequential filtering. A fixed-lag sequential parameter learning method
was proposed in [39] and named as Practical Filtering. The authors rely on the approximation of
p(x0:n−L, θ | y0:n−1) ≈ p(x0:n−L, θ | y0:n)
for large L. The new observations coming after the nth data has little influence on x0:n−L.
Being inspired, we are not using the first 0 to n− 1 date and ignoring the latest nth, but using all the latest with
truncating the first few history ones. Suppose we are given a fixed-length L, up to time t, which should be greater
than L, we are estimating xt by using all the retrospective observations to the point at t − L + 1. In another word,
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Step Size Length Time Eff EffUT ESS ESSUT
1.0 1 000 3.48 0.0619 0.0178 69.4549 19.9583
1.3 1 400 3.40 0.0547 0.0161 75.3706 22.1678
1.3 1 000? 3.40 0.0813 0.0239 72.5370 21.3344
2.2 5 000 3.31 0.0201 0.0061 96.6623 29.2031
2.2 1 000? 3.31 0.0941 0.0284 94.2254 28.4669
2.5 7 000 3.62 0.0161 0.0044 112.3134 31.0258
2.5 1 000? 3.62 0.1095 0.0302 113.4063 31.3277
Table 2: Comparing Eff, EffUT, ESS and ESSUT values using different step size. The 1000? means taking 1 000
samples from a longer chain, like 1 000 out of 5 000 sample chain. The computation time is measured in seconds s.
the estimation distribution for the current state is
p(Xt | Yt−L+1:t, θ), (65)
where t > L. We name this method Sliding Window Sequential Parameter Learning Filter.
The next question is how to choose an appropriate L. The length of data used in MH and DA-MH algorithms
has an influence on the efficiency and accuracy of parameter learning and state estimation. Being tested on real data
set, there is no doubt that the more data be in use, the more accurate the estimation is, and lower efficient is in
computation. In table 7.3, one can see the pattern of parameters γ, ξ, τ follow the same trend with the choice of L
and σ increases when L decreases. Since estimation bias is inevitable, we are indeed to keep the bias as small as
possible, and in the meantime, the higher efficiency and larger effective sample size are bonus items. In figure 11, we
can see that the efficiency and effective sample size is not varying along the sample size used in sampling algorithm,
but in unit time, they are decreasing rapidly as data size increases. In addition, from a practical point of view, the
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Figure 11: Comparison efficiency (Eff), efficiency in unit time (EffUT), effective sample size (ESS) and effective sample
size in unit time (ESSUT) against the different length of data. Increasing data length doesn’t significantly improve
the efficiency and ESSUT.
observation error σ should be kept at a reasonable level, let’s say 50cm, and the computation time should be as less as
possible. To reach that level, L = 100 is an appropriate choice. For a one-dimensional linear model, L can be chosen
larger and that doesn’t change too much. If the data up to time t is less than or equal to the chosen L, the whole
data set is used in learning θ and estimating Xt.
For the true posterior, the algorithm requires a cheap estimation pˆi(·), which is found by one-variable-at-a-time
Metropolis-Hastings algorithm. The advantage is getting a precise estimation of the parameter structure, and dis-
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advantage is, obviously, lower efficiency. Luckily, we find that it is not necessary to run this MH every time when
estimate a new state from xt−1 to xt. In fact, in the DA-MH process, the cheap pˆi doesn’t vary too much in the
filtering process with new data coming into the dataset. We may use this property in the algorithm. At first, we use
all available data from 1 to t with length up to L to learn the structure of θ and find out the cheap approximation
pˆi. Then, use DA-MH to estimate the true posterior pi for θ and xt. After that, extend dataset to 1 : t + 1 if t ≤ L
or shift the data window to 2 : t+ 1 if t > L and run DA-MH again to estimate θ and xt+1. From figures 20 and 21,
we can see that the main features and parameters in the estimating process between using batch and sliding window
methods have not significant differences.
To avoid estimation bias in the algorithm, we are introducing threshold and cut off processes. threshold means
when a bias occurs in the algorithm, the cheap pˆi may not be appropriate and a new one is needed. Thus, we have to
update pˆi with a latest data we have. A cut off process stops the algorithm when a large ∆t happens. A large time
gap indicates the vehicle stops at some time point and it causes irregularity and bias. A smart way is stopping the
process and waiting for new data coming in. By running testings on real data, the threshold is chosen α2 < 0.7 and
cut off is ∆t ≥ 300 seconds. These two values are on researchers’ choice. From figures 12 and 13, we can see that by
using the threshold, we are efficiently avoiding bias and getting more effective samples.
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Figure 12: Comparison lnDA and lnL surfaces between not-updating-mean and updating-mean methods. It is
obviously that the updating-mean method has dense log-surfaces indicating more effective samples.
So far, the complete algorithm is summarized in the following algorithm 2:
5.7 Implementation
To implement the algorithm 2, firstly we should get an idea of how the hyper parameter space looks like by running
step 2 of the algorithm with some observed data. By setting L = 100 and running 5 000 iterations, we can find the whole
θ samples in 59 seconds. For each parameter of θ, we take 1 000 sub-samples out of 5 000 as new sequences. The new
θ∗ is representative for the hyper parameter space. Then the traces and correlation is derived from θ∗. Meanwhile, the
acceptance rates for each parameter are αγ = 0.453, αξ2 = 0.433, αλ2 = 0.435, ασ2 = 0.414, ατ2 = 0.4490 respectively.
Hence, the structure of θˆ ∼ N (mt, Ct) is achieved. That can be seen in figure 14.
Since a cheap surrogate pˆi(·) for the true pi(·) is found in step 2, it is time to move to the next step. Algorithm 2
takes fixed L length data from Y1:L to Yt−L+1:t until an irregular large time lag meets the cut off criterion. In the
implementation, the first cut off occurs at t = 648th data point. The first estimated Xˆ1:L was found by the batch
method and XˆL+1 to Xˆt were found sequentially around 9 seconds with 10 000 iterations each time.
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Figure 13: Comparison of acceptance rates α1, α2, EffUT and ESSUT between not-updating-mean and updating-mean
methods. Black solid dots • indicate values obtained from not-updating-mean method and black solid triangular N
indicate values obtained from updating-mean method. The acceptance rates of the updating-mean method are more
stable and effective samples are larger in unit computation time.
Algorithm 2: Sliding Window MCMC.
1 Initialization: Set up L, threshold and cut off criteria.
2 Learning process: Estimate θ with p(θ | Y1:min{t,L}) ∝ p(Y1:min{t,L} | θ)p(θ) by one-variable-at-a-time Random
Walk Metropolis-Hastings algorithm gaining the target acceptance rates and find out the structure of
θ ∼ N(µ,Σ) and the approximation pˆi(·).
3 Estimate Xmax{1,t−L+1}:min{t,L} with Ymax{1,t−L+1}:min{t,L}: for i from 1 to N do
4 Propose θ∗i from N(θi | µ,Σ), accept it with probability α1 = min
{
1,
pˆi(θ∗i )q(θi,θ
∗
i )
pˆi(θi)q(θ∗i ,θi)
}
and go to next step;
otherwise go to step 4.
5 Accept θ∗i with probability α2 = min
{
1,
pi(θ∗i )pˆi(θi)
pi(θi)pˆi(θ∗i )
}
and go to next step; otherwise go to step 4.
6 Calculate µ
(t)
i ,Σ
(t)
i for Xt and µ
(t+s)
i ,Σ
(t+s)
i for Xt+s.
7 end
8 Calculate µ
(t)
X =
1
N
∑
i µ
(t)
i , Var(X
(t)) = 1N
∑
i(µ
(t)
i µ
(t)>
i + Σi)− 1N2 (
∑
i µ
(t)
i )(
∑
i µ
(t)
i )
> and µ(t+s)X , Var(X
(t+s))
in the same formula.
9 Check threshold and cut off criteria. if threshold is TRUE then
10 Update θ ∼ N(µ,Σ)
11 else if cut off is TRUE then
12 Stop process.
13 else
14 Go to next step.
15 end
16 Shift the window by setting t = t+ 1 and go back to step 3.
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Figure 14: Visualization of the parameters correlation matrix, which is found in learning phase.
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Figure 15: Trace plots of θ from learning phase after taking 1 000 burn-in samples out from 5 000.
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Figure 16: Position and velocity for X and Y found by combined batch and sequential methods.
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25
6 Discussion and Future Work
In this paper, we are using the a self-tuning one-variable-at-a-time Metropolis-Hastings Random Walk to learn the
parameter hyper space for a linear state-space model. Starting from the joint covariance and distribution of X and
Y , we have a recursive way to update the mean and covariance sequentially. After getting the cheap approximation
posterior distribution, Delayed-Acceptance Metropolis-Hastings algorithm accelerates the estimating process. The
advantage of this algorithm is that it is easily to understand and implement in practice. Contrast, Particle Learning
algorithm is high efficient but the sufficient statistics are not available all the time .
Some future work can be done on inferring state from precious movement with other kinetic information, not just
with diffusive velocity. Besides, I am more interested in increase the efficiency and accuracy of MCMC method.
7 Appendices
7.1 Linear Simulation Calculations
Forecast
Calculating the log-posterior of parameters requires finding out the forecast distribution of p(y1:t | y1:t−1, θ). A
general way is using the joint distribution of yt and y1:t−1, which is p(y1:t | θ) ∼ N(0,ΣY Y ) and following the procedure
in section 2.2 to work out the inverse matrix of a multivariate normal distribution. For example, one may find the
inverse of the covariance matrix
Σ−1Y Y = B(I −A−1B) =
1
σ4
(σ2I −A−1) , 1
σ4
[
Zt bt
b>t Kt
]
.
Therefore, the original form of this covariance is
ΣY Y = σ
4
[
(Z − bK−1b>)−1 −Z−1b(K − b>Z−1b)−1
−K−1b>(Z − bK−1b>)−1 (K − b>Z−1b)−1
]
.
For sake of simplicity, here we are using Z to represent the t × t matrix Zt, b to represent the t × 1 vector bt and K
to represent the 1× 1 constant Kt. By denoting C>t =
[
0 · · · 0 1] and post-multiplying Σ−1Y Y , it gives us
Σ−1Y Y Ct =
1
σ4
(σ2I −A−1)Ct = 1
σ4
[
bt
Kt
]
. (66)
By using the formula, one can find a recursive way to update Kt and bt−1, which are
Kt =
σ4
τ2 + σ2 + φ2(σ2 −Kt−1) , (67)
bt =
[
bt−1φKt
σ2
Kt(σ
2+τ2)−σ4
φσ2
]
. (68)
With the above formula, the recursive way of updating the mean and covariance are
µ¯t =
φ
σ2
Kt−1µ¯t−1 + φ(1− Kt−1
σ2
)yt−1, (69)
Σ¯t = σ
4K−1t , (70)
where K1 =
σ4
σ2+τ2+L2φ2 . For calculation details, readers can refer to appendices (7.1).
By using the formula, one term of equation (30) becomes
A−1t Ct =
(
I − M
−1
t utu
>
t
1 + u>t M
−1
t ut
)
M−1t Ct, (71)
in which
M−1t Ct =
[
A−1t−1 0
0 σ2
]
Ct = σ
2Ct,
u>t Ct =
[
0 · · · 0 −φτ 1τ
]

0
...
0
1
 = 1τ .
Then the above equation becomes
A−1t Ct = σ
2Ct −
M−1t ut
σ2
τ
1 + u>M−1t u
. (72)
26
Moreover,
M−1t ut =
[
A−1t−1 0
0 σ2
]

0
...
0
−φτ
1
τ
 =
[
A−1t−1 0
0 σ2
] [ −φτ Ct−1
1
τ
]
=
[
−φτA−1t−1Ct−1
σ2
τ
]
,
u>M−1t u =
[
0 · · · 0 −φτ 1τ
] [ −φτA−1t−1Ct−1
σ2
τ
]
=
[ −φτ C>t−1 1τ ]
[
−φτA−1t−1Ct−1
σ2
τ
]
=
φ2
τ2
C>t−1A
−1
t−1Ct−1 +
σ2
τ2
.
Thus
A−1t Ct =
[ −bt
σ2 −Kt
]
= σ2Ct − 1
1 + φ
2
τ2C
>
t−1A
−1
t−1Ct−1 +
σ2
τ2
[
−φσ2τ2 A−1t−1Ct−1
σ4
τ2
]
= σ2Ct − 1
τ2 + φ2C>t−1A
−1
t−1Ct−1 + σ2
[ −φσ2A−1t−1Ct−1
σ4
] (73)
and
σ2 −Kt = σ2 − σ
4
τ2 + φ2C>t−1A
−1
t−1Ct−1 + σ2
= σ2 − σ
4
τ2 + σ2 + φ2(σ2 −Kt−1) ,
therefore
Kt =
σ4
τ2 + σ2 + φ2(σ2 −Kt−1) , (74)
and
bt =
[
bt−1φKt
σ2
Kt(σ
2+τ2)−σ4
φσ2
]
,
µ¯t = 0− σ4K−1t b>t (Z − btK−1t b>t )−1σ−4(Z − btK−1t b>t )y1:t−1
= −K−1t b>t y1:t−1
=
φ
σ2
Kt−1µ¯t−1 + φ(1− Kt−1
σ2
)yt−1,
Σ¯t = σ
4(Kt − b>t Z−1bt)−1 − σ4K−1t b>t (Zt − btK−1t b>t )−1(Zt − btK−1t b>t )Z−1t bt(Kt − b>t Z−1t bt)−1
= σ4(I −K−1t b>t Z−1t bt)(Kt − b>t Z−1t bt)−1
= σ4K−1t ,
where K1 =
σ4
σ2+τ2+L2φ2 .
Estimation
As introduced before, p(xt | y1:t) is a mixture Gaussian distribution with given θ and its mean and variance can
be found by
µ(t)x =
1
N
∑
i
µi (75)
Var(x)(t) = E(Var(x | y, θ)) + Var(E(x | y, θ)) = 1
N
∑
i
(µiµ
>
i + Σi)−
1
N2
(
∑
i
µi)(
∑
i
µi)
>. (76)
To find µi and Σi, we will use the joint distribution of xt and y1:t, which is p(xt, y1:t | θ) ∼ N(0,Γ) and
Γ =
[
C>t (A−B)−1Ct C>t (A−B)−1
(A−B)−1Ct (I −A−1B)−1B−1
]
.
Because of
C>t A
−1
t =
[−b>t σ2 −Kt] ,
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thus, for any given θi, xt | y1:t, θi ∼ N(µ(x)t , σ(x)2t ), where
µi = φxˆt−1 + C>t (A−B)−1B(I −A−1B)y1:t
= φxˆt−1 + C>t A
−1By1:t
= φxˆt−1 +
1
σ2
C>t A
−1y1:t
= 0 +
1
σ2
[−b>t σ2 −Kt] [y1:t−1yt
]
= − 1
σ2
b>t−1y1:t−1 + (1−
Kt
σ2
)yt
=
Ktµ¯t
σ2
+ (1− Kt
σ2
)yt
Σi = C
>
t (A−B)−1Ct − C>t (A−B)−1B(I −A−1B)(A−B)−1Ct
= C>t (A−B)−1Ct − C>t A−1B(A−B)−1Ct
= C>t A
−1Ct
= σ2 −Kt.
By substituting them into the equation (37) and (38), the estimated xˆt is easily got.
7.2 OU process calculation
Forecast
We are now using the capital letter Y to represent the joint {y, v} and Y1:t = {y1, v1, y2, v2, · · · , yt, vt}, Yt+1 =
{yt+1, vt+1}. It is known that
p(Y1:t, θ) ∼ N
(
0,Σ
(t)
Y Y
)
p(Yt+1, Y1:t, θ) ∼ N
(
0,Σ
(t+1)
Y Y
)
p(Yt+1 | Y1:t, θ) ∼ N
(
µ¯t+1, Σ¯t+1
)
where the covariance matrix of the joint distribution is Σ
(t+1)
Y Y = (It+1−A−1t+1Bt+1)−1B−1t+1. Then, by taking its inverse,
we will get
Σ
(t+1)(−1)
Y Y = Bt+1(It+1 −A−1t+1Bt+1).
To be clear, the matrix Bt is short for the matrix Bt(σ
2, τ2), which is 2t × 2t diagonal matrix with elements 1σ2 , 1τ2
repeating for t times on its diagonal. For instance, the very simple B1(σ
2, τ2) =
[
1
σ2 0
0 1τ2
]
2×2
is a 2× 2 matrix.
Because of A is symmetric and invertible, B is the diagonal matrix defined as above, then they have the following
property
AB = A>B> = (BA)>,
A−1B = A−>B> = (BA−1)>.
Followed up the form of Σ
(t+1)(−1)
Y Y , we can find out that
Σ
(t+1)(−1)
Y Y = Bt+1(It+1 −A−1t+1Bt+1)
= Bt+1(B
−1
t+1 −A−1t+1)Bt+1
,
[
Bt 0
0 B1
] [
Zt+1 bt+1
b>t+1 Kt+1
] [
Bt 0
0 B1
]
where Zt+1 is a 2t× 2t matrix, bt+1 is a 2t× 2 matrix and Kt+1 is a 2× 2 matrix. Thus by taking its inverse again,
we will get
Σ
(t+1)
Y Y =
[
B−1t (Zt+1 − bt+1K−1t+1b>t+1)−1B−1t −B−1t Z−1t+1bt+1(Kt+1 − b>t+1Z−1t+1bt+1)−1B−11
−B−11 K−1t+1b>t+1(Zt+1 − bt+1K−1t+1b>t+1)−1B−1t B−11 (Kt+1 − b>t+1Z−1t+1bt+1)−1B−11
]
.
It is easy to find the relationship between At+1 and At in the Sherman-Morrison-Woodbury form, which is
At+1 =
At · ·· 1σ2 ·· · 1τ2
+ Ut+1U>t+1 ,Mt+1 + Ut+1U>t+1,
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where Mt+1 =
At · ·· 1σ2 ·· · 1τ2
 = [At 0
0 B1
]
and its inverse is M−1t+1 =
[
A−1t 0
0 B−11
]
. Additionallly, U is a 2t + 2 × 2
matrix in the following form
Ut+1 =
1√
1− ρ2t+1

02t−2 02t−2
1
σ
(x)
t+1
0
1−e−γ∆t+1
γσ
(x)
t+1
− ρt+1e−γ∆t+1
σ
(u)
t+1
√
1−ρ2t+1e−γ∆t+1
σ
(u)
t+1
− 1
σ
(x)
t+1
0
ρt+1
σ
(u)
t+1
−
√
1−ρ2t+1
σ
(u)
t+1

,
[
CtSt+1
Dt+1
]
,
denoted by St+1 =
1√
1−ρ2t+1
 1σ(x)t+1 0
1−e−γ∆t+1
γσ
(x)
t+1
− ρt+1e−γ∆t+1
σ
(u)
t+1
√
1−ρ2t+1e−γ∆t+1
σ
(u)
t+1
, Dt+1 = 1√
1−ρ2t+1
− 1σ(x)t+1 0
ρt+1
σ
(u)
t+1
−
√
1−ρ2t+1
σ
(u)
t+1
 and
Ct+1 =

0 0
...
...
0 0
1 0
0 1
 =
[
0t
I2
]
.
By post-multiplying Σ
(t+1)(−1)
Y Y with Ct+1, it gives us
Σ
(t+1)(−1)
Y Y Ct+1 = Bt+1(It+1 −A−1t+1Bt+1)Ct+1
=
[
Bt 0
0 B1
]([
B−1t 0
0 B−11
]
−A−1t+1
)[
Bt 0
0 B1
]
Ct+1
=
[
Bt 0
0 B1
] [
Zt+1 bt+1
b>t+1 Kt+1
] [
Bt 0
0 B1
]
Ct+1
=
[
Bt 0
0 B1
] [
bt+1B1
Kt+1B1
]
.
and the property of A−1t+1 is
A−1t+1Ct+1 =
[ −bt+1
B−11 −Kt+1
]
.
Moreover, by pre-multiplying C>t+1 on the left side of the above equation, we will have
C>t+1A
−1
t+1Ct+1 = B
−1
1 −Kt+1, (77)
Kt+1 = B
−1
1 − C>t+1A−1t+1Ct+1. (78)
We may use Sherman-Morrison-Woodbury formula to find the inverse of At+1 in a recursive way, which is
A−1t+1 = (Mt+1 + Ut+1U
>
t+1)
−1 = M−1t+1 −M−1t+1Ut+1(I + U>t+1M−1t+1Ut+1)−1U>t+1M−1t+1. (79)
Consequently, it is easy to find that M−1t+1Ct+1 =
[
0
B−11
]
and
A−1t+1Ct+1 =
[
0
B−11
]
−
[
A−1t 0
0 B−11
] [
CtSt+1
D
]
(I + U>t+1M
−1
t+1Ut+1)
−1 [S>t+1C>t D>t+1] [ 0B−11
]
=
[
0
B−11
]
−
[
A−1t CtSt+1
B−11 Dt+1
]
(I + U>t+1M
−1
t+1Ut+1)
−1D>t+1B
−1
1
=
[
0
B−11
]
−
[
A−1t CtSt+1
B−11 Dt+1
]
(I + S>t+1C
>
t A
−1
t CtSt+1 +D
>
t+1B
−1
1 Dt+1)
−1D>t+1B
−1
1
=
[
0
B−11
]
−
[
A−1t CtSt+1
B−11 Dt+1
]
(I + S>t+1(B
−1
1 −Kt)St+1 +D>t+1B−11 Dt+1)−1D>t+1B−11 .
Thus, by using the equation (78), we will get
Kt+1 = B
−1
1 Dt+1(I + S
>
t+1(B
−1
1 −Kt)St+1 +D>t+1B−11 Dt+1)−1D>t+1B−11 , (80)
and
bt+1 = A
−1
t CtSt+1(I + S
>
t+1(B
−1
1 −Kt)St+1 +D>t+1B−11 Dt+1)−1D>t+1B−11
=
[ −bt
B−11 −Kt
]
St+1(I + S
>
t+1(B
−1
1 −Kt)St+1 +D>t+1B−11 Dt+1)−1D>t+1B−11 .
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To achieve the recursive updating formula, firstly we need to find the form of b>t+1B
2
t Y1:t. In fact, it is
b>t+1BtY1:t = B
−>
1 Dt+1(I + S
>
t+1(B
−1
1 −Kt)St+1 +D>t+1B−11 Dt+1)−>S>t+1
[−b>t B−11 −Kt]Bt [Y1:t−1Yt
]
= B−>1 Dt+1(I + S
>
t+1(B
−1
1 −Kt)St+1 +D>t+1B−11 Dt+1)−>S>t+1
(−b>t Bt−1Y1:t−1 + (B−11 −Kt)B1Yt)
= B−>1 Dt+1(I + S
>
t+1(B
−1
1 −Kt)St+1 +D>t+1B−11 Dt+1)−>S>t+1 (KtB1µ¯t + (I −KtB1)Yt) ,
By using equation (80) and simplifying the above equation, one can achieve a recursive updating form of the mean,
which is
µ¯t+1 = −B1K−1t+1b>t+1BtY1:t
= −D−>t+1S>t+1(KtB1µ¯t + (I −KtB1)Yt)
= −D−>t+1S>t+1(Yt +KtB1(µ¯t − Yt)),
where by simplifying D−>S>, one may find
D−>t+1S
>
t+1 =
[
−1 − 1−e−γ∆t+1γ
0 −e−γ∆t+1
]
= −Φt+1,
which is the negative of forward process. Then the final form of recursive updating formula are{
µ¯t+1 = Φt+1KtB1µ¯t + Φt+1(I −KtB1)Yt
Σ¯t+1 = (B1Kt+1B1)
−1 . (81)
The matrix Kt+1 is updated via
Kt+1 = B
−1
1 Dt+1(I + S
>
t+1(B
−1
1 −Kt)St+1 +D>t+1B−11 Dt+1)−1D>t+1B−11 , (82)
or updating its inverse in the following form makes the computation faster, that is{
K−1t+1 = B1D
−>
t+1D
−1
t+1B1 +B1Φt+1(B
−1
1 −Kt)Φ>t+1B1 +B1,
Σ¯t+1 = D
−>
t+1D
−1
t+1 + Φt+1(B
−1
1 −Kt)Φ>t+1 +B−11
and K1 = B
−1
1 −A−11 =
[
σ4
σ2+L2x
0
0 τ
4
τ2+L2u
]
.
Estimation
Because of the joint distribution (58), one can find the best estimation with a given θ by
X | Y, θ ∼ N (A−1BY,A−1)
∼ N(L−>L−1BY,L−>L−1)
∼ N(L−>W,L−>L−1),
thus
Xˆ = L−>(W + Z),
where Z ∼ N(0, I(σ, τ)).
For Xt+1, the joint distribution with Y updated to stage t+ 1 is
Xt+1, Y | θ ∼ N
(
0,
[
C>t+1(A−B)−1Ct+1 C>t+1(A−B)−1
(A−B)−1Ct+1 (I −A−1B)−1B−1
])
,
where C>t+1 =
[
0 · · · 0 1 0
0 · · · 0 0 1
]
is a 2× 2(t+ 1) matriX. Thus
Xt+1 | Y, θ ∼ N(µ¯(X)t+1, Σ¯(X)t+1),
where
µ¯
(X)
t+1 = C
>
t+1A
−1BY = C>t+1L
−>W,
Σ¯
(X)
t+1 = C
>
t+1A
−1Ct+1 = U>t+1Ut+1,
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and Ut+1 = L
−1Ct+1 = solve(L,Ct+1).
The filtering distribution of the state given parameters is p(Xt | Y1:t, θ). To find its form, one can use the joint
distribution of Xt+1 and Y1:t+1, which is p(Xt+1, Y1:t+1 | θ) ∼ N(0,Γ), where
Γ =
[
C>t+1(A−B)−1Ct+1 C>t+1(A−B)−1
(A−B)−1Ct+1 (I −A−1B)−1B−1
]
.
Because of
C>t+1A
−1
t+1 =
[−b>t+1 B−11 −Kt+1] ,
then Xt+1 | Y1:t+1, θ ∼ N(µ¯(X)t+1, σ¯(X)2t+1 ), where
µ¯
(X)
t+1 = Φxˆt + C
>
t+1(A−B)−1B(I −A−1B)Y1:t+1
= Φxˆt + C
>
t+1A
−1BY1:t+1
= 0 +
[−b>t+1 B−11 −Kt+1] [Bt 00 B1
] [
Y1:t
Yy+1
]
= −b>BtY1:t + (I −B1Kt+1)Yt+1
= Kt+1B1µ¯t+1 + (I −B1Kt+1)Yt+1
σ¯
(X)2
t+1 = C
>
t+1(A−B)−1Ct+1 − C>t+1(A−B)−1B(I −A−1B)(A−B)−1Ct+1
= C>t+1(A−B)−1Ct+1 − C>t+1A−1B(A−B)−1Ct+1
= C>t+1A
−1Ct+1
= B−11 −Kt+1.
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7.3 Real Data Implementation
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Figure 18: Running the same amount of time and taking the same length of data, the step size  = 2.5 returns the
highest ESSUT value and generates more effective samples with a lower correlation.
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Figure 19: Impacts of data length on optimal parameter.
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7.3.1 Comparison Between Batch and Sliding Window Methods
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Figure 20: Key features comparison.
7.3.2 Parameter Evolution Visualization
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Figure 21: Parameter Comparison.
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Figure 22: Parameter Evolution Visualization.
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Figure 23: Parameter Evolution Visualization.
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Figure 24: Parameter Evolution Visualization.
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Figure 25: Parameter Evolution Visualization.
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