We derive analytic expressions for the critical temperatures of the superconducting (SC) and pseudogap (PG) transitions of the high-Tc cuprates as a function of doping. These are in excellent agreement with the experimental data both for single-layered materials such as LSCO, Bi2201 and Hg1201 and multi-layered ones, such as Bi2212, Bi2223, Hg1212 and Hg1223. Optimal doping occurs when the chemical potential vanishes, thus leading to an universal expression for the optimal SC transition temperatures. This allows for the obtainment of a quantitative description of the growth of such temperatures with the number of layers, N, which accurately applies to the Bi, Hg and T l families of cuprates. We study the pressure dependence of the SC transition temperatures, obtaining excellent agreement with the experimental data for different materials and dopings. These results are obtained from an effective Hamiltonian for the itinerant oxygen holes, which includes both the electric repulsion between them and their magnetic interactions with the localized copper ions. We show that the former interaction is responsible for the SC and the latter, for the PG phases, the phase diagram of cuprates resulting from the competition of both. The Hamiltonian is defined on a bipartite oxygen lattice, which results from the fact that only the px and py oxygen orbitals alternatively hybridize with the 3d copper orbitals. From this, we can provide an unified explanation for the d x 2 −y 2 symmetry of both the SC and PG order parameters and obtain the Fermi pockets observed in ARPES experiments.
1) Introduction
Understanding the mechanism of high-Tc superconductivity in the cuprate materials is, at the same time, one of the most fascinating and challenging problems in physics. Thirty years after the experimental discovery of superconductivity in such materials [1] [2-6], we still have to face several fundamental phenomenological issues of the high-Tc cuprates, which cannot be properly accounted for by an underlying theory, despite the enormous amount of experimental and theoretical attempts made in that direction.
To mention just a few of these issues, let us recall that so far, the specific analytic expression for the curves representing the SC transition temperature as a function of doping, namely, T c (x), which form the characteristic SC domes in all high-Tc materials, is not known. Also, a theoretical framework that could provide an accurate analytical expression for the pseudogap transition temperature T * (x) is also not available. Furthermore, the detailed theoretical understanding of how the pressure influences and modifies the phase diagrams of high-Tc cuprates is still missing.
Concerning multi-layered cuprates, we still do not have an explanation for the fact that the optimal transition critical temperature increases as a function of the number of adjacent CuO 2 planes, up to a point and then stabilizes, as one can observe, for instance, in the, Bi, Hg and T l families of cuprates [7] [8] [9] . In this study, we address all the above phenomenological issues of high-Tc cuprates and provide an explanation for each of them, which is in agreement with the experimental data.
From the very outset it becomes clear that the BCS paradigm does not apply to the superconductivity found in cuprate materials. According to this paradigm, for two electrons to form a Cooper pair, their energies must differ by an amount less than the Debye energy in order for their mutual interaction, mediated by phonons, to become attractive (|ǫ 1 − ǫ 2 | < ω D ). This condition is met in a metal in the situation when most of the electrons are close to the Fermi surface (|ǫ − ǫ F | < ω D ). Nevertheless, this can only occur at very low temperatures, a fact that explains why the SC transition temperatures are so low in BCS superconductors. In the cuprates, the parent compounds are actually insulators and this fact itself pints towards an alternative mechanism, which does no require such low temperatures.
The existence of a strongly ordered antiferromagnetic phase in the parent compounds, which in the case of multi-layered cuprates may even coexist with the SC phase in descendent materials, has suggested, from the early days of high-Tc superconductivity, that an interplay between the magnetic interactions of the system and the mechanism of Cooper pair formation should be at the roots of superconductivity in cuprates.
The observation of the pseudogap phase which is marked by a suppression of the spectral weight and the absence of a Fermi Liquid state, except at the very high doping regime, shows, conversely, that also the normal state of the high-Tc cuprate materials, above T c , is far more complex than that in a conventional superconduc-tor. Finally, the absences of the isotope effect and of the softening of phonon modes have strongly indicated that these materials cannot be described by the regular BCSTheory, at least in what concerns the mechanism that produces an attractive electron-electron interaction.
It seems clear that the main physics in the high-Tc cuprates occurs in the CuO 2 planes, involving the electrons in the 3d x 2 −y 2 orbitals of copper ions and 2p x and 2p y orbitals of oxygen ions. The Coulomb interactions among these are agreedly well captured by the so-called Three Bands Hubbard Model (3BHM) [10, 11] , which describes, besides the different hopping possibilities, the dd, pp and pd Coulomb repulsive interactions among the corresponding electrons. In view of the complexity of this model, however, simplified versions thereof have been proposed. A particularly interesting among these is the Spin-Fermion Model (SFM) [12] which is formulated in terms of the holes doped into the 2p x and 2p y orbitals of oxygen ions and the electrons in the 3d x 2 −y 2 orbitals of copper ions, which are localized as a consequence of the strong Coulomb repulsion, thus forming a Charge Transfer Insulator [10, [13] [14] [15] .
The SFM describes, besides the hopping of holes, their Kondo-like magnetic interaction with the localized spins of the copper ions,with coupling J K , as well as the antiferromagnetic (AF) super-exchange interaction between the latter, with coupling J AF , which produces a Néel ground state on the parent compounds, in the undoped limit. The SFM does not include the description of the Coulomb repulsion between the doped holes, which is quite strong. Hence a more complete model would contain, besides the magnetic interactions of the SFM, the Coulomb repulsion among the doped holes, which is described in a pure Hubbard-like interaction. The resulting model may be called Spin-Fermion-Hubbard Model (SFHM) [16] .
This model , defined on the oxygen lattice of the CuO 2 planes of the cuprates will be our starting point for deriving a Hamiltonian, which can provide an acceptable description of the SC cuprates. Indeed the Hamiltonian that we propose as effectively describing the dynamics of the doped holes in cuprates is derived from the SFHM by means o two well-known operations: a) tracing out the localized copper ion spins; b) performing a second order perturbative expansion in t p /U p , where t p is the hopping parameter and U p the Hubbard local repulsion parameter of the p-orbital holes.
The first operation will yield a hole-attractive term with a coupling parameter g S = J 2 K 8JAF , whereas the second will produce a hole-repulsive term with a coupling parameter g P = Up , coming, respectively, from the magnetic and Coulomb repulsion terms of the SFHM.
A crucial feature of our model, however, is the observation that the oxygen lattice breaks down into two inequivalent sublattices, for which the p x or p y oxygen orbitals, respectively, overlap with the copper 3d orbitals. Cooper pairs are formed by combining holes belonging to the two different sublattices, which contain respectively, p x and p y orbitals. This naturally leads to a d-wave SC order parameter, which is favored by the attractive interaction sector, which derives from the Kondo magnetic interaction between doped holes and localized spins. The term describing the repulsion between holes, conversely, favors the onset of a non-vanishing d-wave PG order parameter, which results from exciton (electron-hole pair, each belonging to a different sublattice) condensation. Our model naturally provides a unified explanation for the dwave character both of the SC and PG order parameters, the latter leading to the DDW (d-density wave) scenario [19] [20] [21] proposed to explain the PG phenomena.
The picture that emerges from our study is that the phase diagram of the cuprates results from the duality [17] between the formation of Cooper pair and (DDW) exciton condensates, both with a d-wave symmetry. The two effective interaction terms contained in our Hamiltonian can be derived from the Hubbard-Spin-Fermion model [16] , which is the starting point for the present approach.
The doping mechanism is explicitly taken into account by the introduction of a constraint relating the fermion number to a function of the stoichiometric doping parameter. Since the relation between the stoichiometric chemical potential and the actual amount of charge doped into the CuO 2 planes is unknown, we adjust the value of the parameter determining the stoichimentric chemical potential, in order to fit the experimental data. This is the only fitted parameter in our approach to the cuprates. From it we can derive the values of the coupling parameters g S and g P . We find a remarkable agreement between the numerical values obtained for these two coupling parameters: a) by expressing them in terms of the original parameters of the SFHM; and b) by expressing them in terms of the adjusted phenomenological chemical potential, chosen to fit the experimental data for the cuprates. This strongly indicates the correctness of our model. Quantum dynamical effects are brought up by functional integrating out the fermion degrees of freedom. This allows one to obtain the grand-canonical potential Ω(∆ 0 , M 0 , µ 0 ) in terms of the superconducting order parameter, ∆ 0 , the pseudogap order parameter M 0 , the chemical potential µ 0 and the temperature. Then, minimizing the effective potential, which corresponds, to this action we are able to verify that the occurrence of nonzero ∆ 0 and M 0 are, in general, mutually exclusive, thereby indicating a competition between the PG and SC phases. The only exception would occur for the case when g S = g P .
By taking the limits ∆ 0 → 0 and M 0 → 0, respectively, we capture the threshold for the SC and PG transition and thereby arrive at an analytic expression for the critical SC and PG temperatures as a function of doping, namely T c (x) and T * (x). This reproduces the familiar SC domes, as well as the PG lines found in the cuprates and is in excellent agreement with the experimental data for single-layered materials such as LSCO, Bi2201 and Hg1201. Our results indicate that the optimal amount of stoichiometric doping, x 0 , which leads to the maximal T c occurs when the chemical potential vanishes: µ 0 (x 0 ) = 0, T c (x) ≤ T c (x 0 ). We find that, similarly to the BCS result, the optimal temperature, apart from a natural scale (which is the Debye energy in the case of BCS superconductors) contains a function of the coupling parameter g S , which is non-analytical at g S → 0 and tends to 1 for g S → ∞. The first fact indicates that our approach is completely non-perturbative.
The increase of the optimal temperature as we increase the number of adjacent planes in the primitive unit cell of multi-layered cuprates, can be simply understood within our approach, as we show that the effective coupling parameter g S is enhanced by the number, N , of such planes:
We finally study the effects of an applied external pressure on the SC transition temperature T c (x) as well as on the PG transition temperature T * (x). We show that pressure would strongly affect the former however would not produce any effects on the latter. We obtain analytical expressions for T c (x, P ), both for fixed values of doping and for fixed values of the pressure, in the latter case, describing the SC dome for different values of the pressure, always in excellent agreement with the experimental data.
The article is organized as follows. In Section 1, we introduce the subject; in Section 2, we derive the Hamiltonian of the model; in Section 3, we describe the doping process and the formation of the Fermi surface; in Section 4, we obtain the effective potential and the general expressions for T c (x) and T * (x); in Section 5, we apply the results to describe the phase diagram of several cuprate materials; in Section 6, we study the effects of the number of layers on T c (x) and in Section 7 we describe the effects of pressure on T c (x). Concluding Remarks are presented on Section 8. Three Appendices are also included.
2) The Effective Hamiltonian
2.1) The Oxygen Sublattices
An outstanding feature of all High-Tc cuprates is the presence of one or more CuO 2 planes, intercepting the primitive unit cell of such compounds. The CuO 2 planes have a lattice structure in which Cu ++ ions occupy the sites and oxygen ions the links of a square lattice, with a lattice parameter a = 3.8Å. These ions are in a 3d
9 electronic configuration, which results in one spin 1/2 per site. The system of copper ions is a Charge Transfer Insulator, hence, from this point of view, it forms an array of localized spins interacting with the nearest-neighbors through the super-exchange mechanism. This structure is ultimately responsible for the antiferromagnetic properties observed in the high-Tc cuprates. From the point of view of the oxygen ions, however, the picture is different. Indeed, the oxygen ions are themselves, placed on the sites of a square lattice, with a lattice parameter a ′ = √ 2a/2 = 1.9 √ 2Å which possesses two sublattices, containing, respectively, p x and p y oxygen orbitals, which overlap with the Cu ++ d-orbitals (see Figs. 1,  2,3) , thereby forming bridges that will allow not only hole hopping along the whole oxygen lattice, but also the formation of Cooper pairs as well as excitons along these bridges. As we shall see, this fact naturally explains why both the SC and PG gaps have a d-wave symmetry.
An attentive analysis of the cuprates must consider the fact that the Cu ++ ions, which have four oxygen nearest neighbors, hybridize in different ways with the two of them placed along the x and y directions, thereby creating two inequivalent oxygen sublattices. Indeed, notice that each oxygen ion possesses both one p x and one p y orbitals, however, only one of them alternately hybridizes with the copper 3d orbitals, hence forming oxygen sublattices, which have, respectively, either p x or p y orbitals hybridized with the copper ions. It follows that both the hopping and the interaction of the corresponding oxygen holes (see Figs. 1, 2 3) , thereby assisted by the Cu ++ ions, must involve the two different p x and p y oxygen sublattices.
Our convention concerning the coordinate frame orientation is such that the x and y axes coincide with the Cu − Cu ion directions and also with the primitive vectors of the two sublattices forming the bipartite oxygen lattice. In a square lattice, the reciprocal lattice primitive vectors are proportional to the original ones, hence our k x and k y directions are respectively parallel to the original x and y directions [24, 25] .
In Figs. 1 and 2, d i , i = 1, ..., 4 are the vectors connecting every oxygen ion with its four nearest neighbors of the complementary sublattice and X = ax, Y = aŷ are the primitive vectors of the copper lattice and also of each of the oxygen sublattices, all of them with a lattice parameter a. Notice that the four vectors d i , i = 1, ..., 4 are given by
In Fig. 4 we represent the hybridization of the p and d orbitals in the CuO 2 planes. First notice that only one of the two oxygen p-orbitals contained in the plane hybridizes with the copper d-orbitals. This creates a bipartite oxygen lattice, a fact that has profound consequences The CuO2 lattice: a 45 degree rotation view. We also represent, in the bottom, the px and py oxygen orbitals that alternatively hybridize with the copper 3d orbitals. The displayed vectors are described in Fig. 1. on the superconducting and pseudogap order parameters, as we shall see. Notice the x-y antisymmetry under a 90 degrees rotation, produced by the signs of the overlapping orbitals. This has, as a consequence, the manifestation of a d-wave symmetry, both in the SC and PG order parameters.
2.2) The Spin-Fermion-Hubbard Hamiltonian
Our starting point is the following Hamiltonian that includes, besides the antiferromagnetic super-exchange interaction between neighbor localized copper ions, the magnetic interaction involving the localized and itinerant magnetic dipole moments in the planes, as well as the local Coulomb repulsion among doped holes:
where H 0 is a kinetic hopping term for the itinerant holes in oxygen ions, describing hops between different sublattices A and B. H AF describes the antiferromagnetic interaction among the localized copper magnetic moments, whereas H K is a Kondo-like magnetic interaction between the itinerant magnetic dipole moments of oxygen and the localized magnetic moments of copper. H U is the local Coulomb repulsion between doped holes. In order to express the different Hamiltonian terms described above, we now introduce the hole creation operators for each of the two sublattices, namely, ψ † Aσ (R) and ψ † Bσ (R + d i ) where R are the sites of the A sublattice and d i , i = 1...4 the vectors connecting each site of the A sublattice to the four nearest neighbors of R, belonging to the B sublattice. σ =↑, ↓ represent the holes' two spin orientations. Let us also represent by S I the localized spin operator of the copper ion placed on site I of the square lattice formed by the copper ions in the CuO 2 planes. Each copper localized spin has four nearest neighbor hole sites, two of them in sublattice A and other two in sublattice B. In terms of these operators, we can express the four terms of the Hamiltonian above as follows:
In the above expression,
are the spin operators for the holes in sublattices A, B; t p is the hopping parameter, J AF is the AF coupling between nearest neighbors of the copper ion lattice and J K is the Kondo couplings between the itinerant oxygen holes and the localized copper ions. U p is the local Coulomb repulsion for the holes in oxygen orbitals. In terms of the original Three Bands Hubbard model parameters, we have [10, 11] J AF = 4t
and
For LSCO, the 3BHM parameters are [18] :
75 eV , which imply J K = 1.17 eV and J AF = 0.43 eV . Since U d > ∆ E , we see that the energy split between the two Hubbard bands is larger than the energy separation between the d and p orbitals, thus characterizing the undoped system as a Charge Transfer Insulator, with a gap ∆ E [13] [14] [15] .
2.3) The Effective Hamiltonian for the Itinerant Holes
In order to obtain an effective Hamiltonian for the itinerant degrees of freedom, we are going to perform two distinct operations on the Hamiltonian (4). We first trace out the localized degrees of freedom, represented by the copper spins S I . For this, we follow the usual procedure (see Appendix A; also [17, 24] for instance) which employs spin coherent states, in order to express the partition function as a functional integral over a classic unit vector field N, which replaces the localized spin operator S I /2 in H AF and H K . The second operation consists in performing a second order t p /U p perturbative expansion in
For tracing out the localized spins we start from the partition function, given by
and, after performing the trace over S I (see Appendix A), we obtain
where Z N LσM is the partition function of the Nonlinear Sigma Model that describes the magnetic properties of the Cu ++ localized magnetic dipole moments, S I , which are proportional to the N Lσ field n and H 1 [ψ] is given by
where the sites i and j belong, respectively, to the A and B oxygen sublattices.
Inserting (4) into (9), we obtain, up to a constant (see Appendix B), = 0.39793 eV (16) This corresponds, with excellent accuracy, to the value obtained below from experimental data for the LSCO cuprate:
Also, using t p = 0.91 eV , U p = 5.50 eV , [18] we get
This corresponds, also with excellent accuracy, to the value obtained below from experimental data for the LSCO cuprate:
These remarkable agreements are a strong indication that we are correctly modeling the high-Tc cuprates.
2.4) Hubbard-Stratonovitch Fields. The SC and PG Order Parameters
The Hamiltonian above can be written, up to a constant, in trilinear form, in terms of the HubbardStratonovitch fields Φ and χ, namely
Varying with respect to Φ and χ, we obtain, respectively,
Φ † is a Cooper pair creation operator, whereas χ is an exciton creation operator. The vacuum expectation value of these operators, namely, ∆ k = Φ , is a SC order parameter, while M k = χ is the PG order parameter. Cooper pair, as well as exciton formation occurs, respectively, for holes-holes or electron-holes, belonging to different sublattices.
In momentum space, we have the corresponding Hamiltonian
where ǫ(k) is the usual tight-binding energy, given by
2.5) The d-Wave Character of the Order Parameters
We want to derive an expression for the effective potential, which is a function of the ground-state expectation values: ∆, M . For this purpose, we use the fourcomponent Nambu fermion field,
and replace the scalar fields with their ground-state expectation values. We then may rewrite the hamiltonian in matrix form:
The index a indicates to which of the parallel CuO 2 planes the electrons and holes belong and runs from 1 to N , where N = 1, 2, 3..., according to the number of planes the specific material possesses. In this approach, we shall neglect interplane interactions.
In the above expression
The energy eigenvalues are, then given by
Let us show here how the anisotropy in the hybridization of the oxygen p-orbitals and the copper d-orbitals leads to the d-wave character of both the SC and PG order parameters.
Firstly, notice that it follows from (23) that
Then, notice that ∆ and M in (27) , effectively act as hopping parameters for the fermion field, similarly to the dimerization field in the Su-Schriefer-Heeger model for polyacetylene [23, 24] . In that case, dimerization produces a nonzero ground-state expectation value of that field, which generates a gap for the electrons. In the case of the cuprates, the occurrence of nonzero values for ∆ and M , respectively, produce a SC gap and the pseudogap. Now, observe that, because of the xy-anisotropy produced by the sign of the copper-oxygen orbital hybridization, as we can see in Fig. 4 , we must have
It follows from (29) that
hence
where
Following precisely the same steps, as we did for ∆, we may show that
Also, from (25) , we arrive at
Using these expressions in (28), we conclude that the above eigenvalues vanish at the four points (k x , k y ) = K = (±π/2, ±π/2). Also we see that both the SC and PG oder parameters have lines of nodes along the X and Y directions, namely, along the directions where the copper ions are located. This characterizes the d-wave nature of these parameters [25] .
3) The Doping Process 3.1) The Mechanism of Doping
The process of doping plays a central role in the physics of High-Tc cuprates. In this work, we will consider only hole doping, in which electrons are progressively removed from the oxygen p x and p y orbitals, thereby creating holes in such orbitals. The oxygen ions are themselves, placed on the sites of a square lattice, with a lattice parameter a ′ = √ 2a/2 = 1.9 √ 2Å which possesses two sublattices, containing, respectively, p x and p y oxygen orbitals, which overlap with the Cu ++ d-orbitals (see Fig.3 ), thereby forming bridges that will allow not only hole hopping along the whole oxygen lattice, but also the formation of Cooper pairs as well as excitons along these bridges. As we shall see, this fact naturally explains why both the SC and PG gaps have a d-wave symmetry.
In the case of the pure parent compounds the oxygen ions are doubly charged, namely: O −− . Such ions are in a 2p
6 configuration and the p x and p y orbitals contain two electrons each. The valence band which corresponds to the above described oxygen structure contains two electrons per site and, therefore, is completely filled. The electron density is N e = 2 A , where A = a ′2 . As doping is introduced, through some stoichiometric process, parametrized by x, one of the two electrons, either from the p x or the p y oxygen sublattices is pulled out of the plane, thereby creating a hole in such orbital. Expressing the average hole density per site in the oxygen lattice as N h = 2 A y, where y ∈ [0, 1], it follows that the average electron density becomes N e = 2 A (1 − y). Now, one must consider that the relation between the stoichiometric doping parameter, x and the average number of holes per site in the oxygen lattice of the CuO 2 planes, associated to the y-parameter, is not universally known, in general; usually exhibiting different forms for each of the cuprate materials [7] [8] [9] . Consequently, we have the hole density parameter, y, given by some non-universal function of the doping parameter: y = f (x). We typically do not know the function f (x), therefore, we will describe the doping process through a constraint relating the fermion number directly to the stoichiometric doping parameter x, rather then to the density of holes in the oxygen lattice, which is parametrized by y. As we increase the doping parameter x, the number of holes in the oxygen lattice will somehow increase as well, eventually reaching an amount where the critical SC temperature reaches a maximum. We call x 0 the value of the doping parameter for which this happens. As we will see, the chemical potential will vanish precisely at x = x 0 .
We introduce the x-dependence in the system, through the constraint
which is enforced by integrating over the Lagrange multiplier field λ, whose vacuum expectation value is the chemical potential:
is a function of the stoichiometric doping parameter, to be determined, and N is the number of CuO 2 planes. For consistency we
A , where A = a 2 is the unit cell area of the oxygen lattice: A = 2 (1.9) 2Å2 .
3.2) The Fermi Surface Formation
The Fermi surface can be defined as the manifold for which the eigenvalues of H − µN vanish. Here µ = µ(x) is the chemical potential of the holes and N = N (x) is the hole number operator.
We have
The corresponding eigenvalues of H − µN , are
The Fermi surface, consequently, is defined by E(k) = 0. This leads to a second degree equation whose solution is
Notice that the above expression becomes complex wherever a nonzero SC gap exists, reflecting the fact that no Fermi surface exists in the presence of a SC gap.
We now consider the following regimes: a) T > T *
In this case M = ∆ = 0 and
The corresponding Fermi surfaces are displayed in , we obtain
which are four ellipses centered at (k
), with semi-axes given, respectively by
. These are the Fermi surfaces for the doped holes in the pseudogap region. Notice that the Fermi surface disappears whenever the chemical potential of the holes, µ(x), vanishes. This occurs at zero stoichiometric doping parameter x, since it turns out that µ(x) ∝ x. For nonzero x, the Fermi surface starts to show the pockets centered at the K points.
This is precisely what is observed in ARPES experiments [22] , thus puting our model in a solid experimental basis. Notice that all the pseudogap phenomenology, which is explained by the d-wave gap [19] including the time-reversal, translation and rotation symmetries spontaneous breakdown, as well as the Nernst effect [21] are accounted for by our model as well.
As we have shown, the specific Hamiltonian interaction we use here, can be derived from a spin-fermion system, which describes the multiple magnetic interactions of a system of localized and itinerant spins, [17, 24] . A similar Hamiltonian is described in [26] . Our elliptic constant energy curves would coincide with the ones obtained from an asymmetric kinetic Dirac lagrangean [27] , whereas the corresponding curves obtained from an usual Dirac lagrangean would correspond to circles. All of these must be in the same class of universality, therefore leading to the same phase diagram.
4) The SC and PG Transition Temperatures: Derivation
4.1) Fermion Integration
We shall now integrate over the fermions, taking into account the doping constraint term, in order to obtain an effective potential in terms of the SC and PG order parameters and the chemical potential. The effective potential, despite being a function of the ground-state expectation values, actually takes into account fully quantized fluctuation effects [24] , being therefore a very useful tool for investigating the phase diagram of the system.
We can express the grand-canonical potential in terms of the effective potential as
where H − µN is given by (37) . Performing the quadratic functional integral over the fermion fields, after including the constraint term, we obtain the effective potential V [∆, M, µ], namely,
Using the eigenvalues E(k), given in (38), we can write
Minimizing the effective potential with respect to the three variables, we find the following three equations:
is a function, which, in the regime where ∆ 0 ∼ 0, M 0 ∼ 0 is given by
Notice that η(g) is a monotonically increasing function that saturates at infinity, namely
It also follows from (50) that, for m = 2, ..., N , we have N − 1 linear equations relating the η(mg)'s, namely,
Notice that, in order to obtain the above equation, we must assume the coupling parameters, either g = g S or g = g P in η(N g) are the same for all compounds which are members of the same family. In the expressions above, α = 2πv 2 ef f , and v ef f ≃ 2ta is the characteristic velocity and Λ is a momentum/energy characteristic scale, which appears [28] in connection to the characteristic length of the system. A natural choice is the coherence length ξ, which essentially measures the range of the pairing interaction (or the Cooper pair size). In cuprates we have ξ ≥ ξ 0 ≃ 10Å, whereas in conventional superconductors ξ ≥ ξ 0 ≃ 500Å. The momentum (energy) cutoff is then Λ ≃ 2πv ef f /ξ 0 = √ 2πα/ξ 0 . It determines the energy scale below which we may consider Cooper pairs as quasiparticles, hence it must be of the order of T c .
We see that since g S = g P it is impossible to satisfy (46) and (47) For a fixed value of the doping parameter x, we have a gapless phase for T > T * , the pseudogap phase, for T c < T < T * whereas the superconducting phase sets in at T = T c . As it turns out, the function
, thus implying, according to (46) and (47) that necessarily ∆ 0 , M 0 = 0. As we lower the temperature, we eventually reach T = T * , which characterizes the situation in which αF (∆ 0 , M 0 , µ) = η(N gP ) gc , hence, according to (47), we can have M 0 = 0 for T ≤ T * . As we keep lowering the temperature, we eventually reach the situation where
, which, according to (46) , implies we can have ∆ 0 = 0.
For T ≤ T c , hence, we could have either ∆ 0 = 0 or M 0 = 0, however, as it turns out, the first condition is the energetically most favorable.
4.2) The Superconducting Order Parameter
Let us consider firstly the case ∆ 0 = 0 and M 0 = 0. Then (46) and (48) imply
where g c = α/Λ. In order to find the critical temperature T c (x), we impose on (55) the condition ∆ 0 = 0 and M 0 = 0, which expresses the fact that the system is in one of the points belonging to the critical curve which separates the SC and PG phases. Indeed, from (46), we obtain
From (55) and (49), we see that, for ∆ 0 = 0 and M 0 = 0, the critical SC temperature, T c (x) satisfies
ln 2 + ln cosh
It follows that the upper bound of T c (x) occurs at a point x = x 0 , where µ 0 (x 0 ) = 0 and T max = T c (x 0 ). Optimal doping occurs when the chemical potential vanishes. According to (54), this implies d(x 0 ) = 0. The simplest parametrization, for the case N = 1, satisfying this and
with
This combined with (55) allows us to express the optimal temperature as
This should be compared with the corresponding BCS result, namely (see [24] , for instance)
where γ is the exponential of the Euler's constant C ≃ 0.577 and ω D is the Debye frequency, a cutoff on the mediating phonon frequency, g BCS is the BCS coupling parameter and N (E F ), the density of states at the Fermi level.
We can see that both our expression for the optimal T c in cuprates and the corresponding BCS result have a product of three similar factors: a universal numerical factor ( 1 2 ln 2 in our case), a cutoff energy (Λ in our case) and a function of the coupling parameter (η(N g S ) in our case).
We see that T max depends linearly on the coupling whereas in conventional SC, there is an exponential dependence. The two functions, however, interestingly, are monotonically increasing functions of the coupling parameter that saturate at one as the coupling increases.
The polynomial behavior has been extensively studied before [24, 28] . Notice that the function η(x) is non-analytical in x, therefore indicating that our result is non-analytical and, consequently, non-perturbative in the coupling parameter g S .
By using the experimental values of T max for the many different compounds studied here, we find Λ ≃ 0.018eV . This is compatible with values of hv ef f and ξ 0 , found in previous studies [16] .
Inside the SC phase, we have M 0 = 0. Inserting this condition in (55), we can derive an expression for the SC gap as a function of the temperature and doping, which is valid for T ≃ T c (note that both µ 0 and T c depend on
Observe that ∆ 0 (T c , x) = 0 and, since cosh is a monotonically increasing function, we must have ∆ 0 (T < T c , x) = 0 for T < T c .
The SC gap at T = 0 is given by
from which we obtain the following ratio between the optimal SC critical temperature and the zero temperature gap at the optimal doping (x = x 0 ):
This is an universal ratio, which apparently applies to all cuprates.
4.3) The Pseudogap Order Parameter
We consider now the case where ∆ 0 = 0 and M 0 = 0. In order to find the critical temperature T * (x), we take (47) in the limit M 0 → 0, which leads to
Now (48) yields the following expression for the chemical potentialμ
Observe that, because M 0 = 0 in the PG phase, the chemical potentialμ 0 (x), no longer vanishes at the optimal doping x 0 .
Inside the PG phase, we have ∆ 0 = 0. Inserting this condition in (55), we can derive an expression for determining the PG gap as a function of the temperature and doping, which is valid for T ≃ T * .
or, equivalently
4.4) The Critical SC Temperature: T c (x)
The critical curve delimiting the boundary of the SC phase is obtained from (56), however, we must be careful when taking the limit
Indeed, considering that µ 0 (x) has different signs for x 0 − x > 0 and x 0 − x < 0, we arrive at different equations for T c (x) in the underdoped, x < x 0 and overdoped, x > x 0 regions. By putting in evidence the first exponential from the hyperbolic cosine, we obtain
where,
Now, for x < x 0 , we have µ 0 = 2γ(x 0 − x) > 0 and, consequently,
For x > x 0 , , however, µ 0 < 0,and we have
and T c (x) is given by
From the above expressions for T c (x), we may determine the two quantum critical points,x ± SC , where the SC dome starts at T = 0 Taking the limit T c → 0 in (71) and (73), we find
We see that the SC dome is, in general asymmetric with respect to the optimal doping, a feature that is corroborated by many experimental data. LSCO is, apparently the only exception [7] [8] [9] and for it, we have
both in the underdoped (x < x 0 ) and overdoped (x > x 0 ) regions. For LSCO, the quantum critical points x ± SC are symmetric about x 0 , namely,
4.5) The Critical PG Temperature:
We are now going to obtain the critical line delimiting the PG phase, namely T * (x). For this purpose, we start from (64) and taking the limit M 0 → 0, obtain
Observe, however, that now we are on the solution of (47), instead of (46), hence we must replace g S with g P and, accordingly, η and γ withη andγ, which satisfy, for the case N = 1,γx
From (77), we see thatx 0 is the point where the function T * (x) → 0. We therefore havex 0 = x + SC , where the latter is given by (74).
5) The SC and PG Transition Temperatures: Applications
5.1) Determination of Parameters
We present a summary of the relevant parameters for each of the compounds considered in this study in Table  I .
For determining the values of the relevant parameters for each family group (Bismuth family, Mercury family, LSCO) we proceed through the following steps: a) For a set of compounds consisting of N materials, all belonging to the same family, each of them possessing m = 1, ..., N CuO 2 planes, we must determine firstly the N parameters: η(mg), for m = 1, ..., N .
For this purpose, we combine the N −1 linear equations (52), with
thus obtaining a set of N linear equations relating the N parameters η(mg), for m = 1, ..., N . This would allow us to determine the η(mg) parameters for any N , m = 1, ..., N . In Section 6, below, we argue that equation (79) will be experimentally accurate up to ratios of
Tmax(N =1) , hence it can be safely used for N = 2. b) For the Bi and Hg families, first find η(n = 1), η(n = 2) and η(n = 3) by using
1)
T max (n = 2)
where the last two equations derive from (79), assuming that the coupling parameters g S are the same for all compounds of the same family.
From the three equations above, using the experimental values of T max (n = 2) and T max (n = 1), we determine η(n = 1) = 0.23077, η(n = 2) = 0.61538, η(n = 3) = 0.74358 for the Bi family and η(n = 1) = 0.61577, η(n = 2) = 0.80788, η(n = 3) = 0.87192 for the Hg family; c) Now use
to determine Λ. We find for all the materials of the Bi and Hg families: Λ = 0.018eV . d) for LSCO, use the value of Λ found above and (59) to obtain η = 0.23846; e) Obtain the ratio g S /g c from
Λ is determined by inserting in (53) the value of the characteristic energy scale Λ = 0.018 eV, which was determined above and of the corresponding characteristic length scale ξ 0 ≃ 10Å, which is known experimentally. We find g c = 0.30 eV. g) From e and f, determine g S ; h) Adjust only γ for the curves T c (x) and onlyγ for the curves T * (x) to fit the experimental data; then, from (78) findη(N = 1); i) Use (52) to determineη(n) fromη(n = 1); j) Determine g P from
and from g c , found in item d. A summary of the results found by following the steps described above is shown in Table I .
5.2) The SC Critical Temperatures
We now apply the previous results to several HighTc cuprates, namely, the one-layered, LSCO, Bi2201 and Hg1201, the two-layered Bi2212 and Hg1212 and the three-layered Bi2223 and Hg1223. We use MAPLE in order to obtain the curves T c (x) and T * (x), satisfying (71), (73).
For obtaining T c (x), we enter the experimental values of T max and x 0 and adjust only one parameter, namely γ, for the curve T c (x) to fit the experimental data.
5.3) The PG Critical Temperatures
We now present the results for the curves T c (x) and T * (x), satisfying (71), (73) and (77), for the same materials considered above. (71) and (73) for the SC dome of Bi2212. Experimental data from [37, 38] .
In order to fit the curve T * (x) to the experimental data, again we adjust only one parameter, namelyγ, given byγ = g c 2Ax 0η
.
The parameterx 0 in (84) coincides with x + SC , since it is the point where T * (x) vanishes in (77). (71) and (73) for the SC dome of Hg1212. Experimental data from [37, 38] .
We summarize in Table II (71) and (73) for the SC dome of Hg1223. Experimental data from [37, 38] . 
5.4) LSCO
FIG. 14: Solution of Eqs. (71) and (73) for the SC dome of Bi2212, together with the solution of (77) for the pseudogap temperature T * (x). Experimental data for Tc(x) and for T * (x) both from [37, 38] . (73) for the SC dome of Bi2223, together with the solution of (77) for the pseudogap temperature T * (x). Experimental data for Tc(x) and for T * (x) both from [37, 38] .
FIG. 15: Solution of Eqs. (71) and
As we stated above, LSCO is apparently the only HighTc cuprate, for which the curve T c (x) forms a dome, which is symmetric about x 0 . Then, we must use now (75) for determining the SC critical temperature It is instructive to compare our result with the empirical curve, known since a long time [7, 8, 29] , obtained by fitting the data for the LSCO dome, by the following parabola
In Fig. 21 we superimpose it with our solution of (75).
5.5) Universal Electronic Phase Diagram
The existence of a universality in the phase diagram of hole-doped cuprates has been reported in [8] . This (73) for the SC dome of Hg1212, together with the solution of (77) for the pseudogap temperature T * (x). Experimental data for Tc(x) and for T * (x) both from [37, 38] .
universality consists in the observation that, many holedoped compounds have the same overall shaped phase diagram when expressed in terms of the variables τ c ≡ T c /T max and p = x/x 0 . We can simply explain this result by using our expressions for T c (x) and T max . Indeed, from
where the dimensionless factor ζ, given by (71) and (73) for the SC dome of Hg1223, together with the solution of (77) for the pseudogap temperature T * (x). Experimental data for Tc(x) and for T * (x) both from [37, 38] . Experimental data from [30] [31] [32] [33] .
which is ultimately experimentally determined, is the single parameter that governs the phase diagram. Using the parameters in Table I , we obtain the values of ζ for different compounds (see Table III ). In Fig. 22 we show the phase diagrams for several compounds, including basically all the data of [8] . These are essentially constrained between the values of ζ ∈ [0.951, 1.256]. The universality on the domes' shapes, when expressed in terms of τ (p) is a strong evidence that our Equations 71 and 73 indeed correctly descibe the doping dependence of T c in hole-doped cuprates.
6) Increasing of T max with the Number of Layers
It is an evident experimental fact that the optimal transition temperature becomes higher as one increases the number of CuO 2 planes per primitive unit cell. Bi2201 and Hg1201, for instance, are single-layered materials, which have multi-layered relatives with a higher optimal temperature.
The mercury family, for instance, consists of [37, 38, 42, 43] : Hg1201 (single-layered) (T max = 97 K), Hg1212 (double-layered) (T max = 125 K), Hg1223 (triplelayered) (T max = 134 K), Hg1234 (four-layered)(T max = 127 K) and Hg1245 (five-layered)(T max = 120 K). It shows an increase of the optimal temperatures as the number of adjacent layers is increased from N = 1 to N = 3. Then for N = 4, 5, T max stabilizes at a temperature approximately corresponding to N = 2 (see Table  VI ) .
The same happens for the thallium family, for which [7, 8, 45] , Tl2201 (single-layered) (T max = 89 K), Tl2212 (double-layered) (T max = 119 K), Tl2223 (triplelayered) (T max = 128 K), Tl2234 (four-layered)(T max = 119 K)(see Table V ).
For the bismuth family, accordingly, we have [7, 8, 40, 41] Bi2201 (single-layered) (T max = 34 K), Bi2212 (double-layered) (T max = 92 K), Bi2223 (triple-layered) (T max = 108 K) (see Table IV) .
From (59), we see that, for all members of a family, we may express the optimal temperature of a multi-layered cuprate with N adjacent CuO 2 planes in terms of the corresponding temperature of the single-layered one, as
Observing that η(N ) is a monotonically increasing function of N , the obvious effect of increasing the number of adjacent planes is to increase T max . This follows directly from the enhancement of the coupling parameter, namely: g → N g. It is reasonable to admit that the coupling parameter g S is the same for all members of the same multi-layered family. In this case, η(N g S ) can be expressed in terms of η(g S ) using (52). [7] [8] [9] for the T l family
We present a summary of the values of η(N g S ), as well as the predicted values of T max (N ), according to our model and the corresponding experimental values in Tables VI, V and IV, respectively, for the bismuth, thalium and mercury families of cuprates.
The values of η(N g S ) correspond to our theoretical expression (52), whereas those in the column T th max (K) are obtained from (87) and should be compared to the experimental values [7, 8, [40] [41] [42] [43] , appearing on the last column.
We see that our theoretical values for the optimal temperature of the multi-layered members of the Bi and Hg families, are in good agree agreement with the experimental values for N = 2. Then, for N = 3, the agreement is within approximately 1%, whereas for N > 3, there is no agreement. The discrepancy, which starts to show at N = 4 and increases for larger N 's can be ascribed to another effect that evidently must be taken into account as we increase the number of planes. This is the distance of such planes to the charge absorbing atoms doped into the system, which becomes progressively larger as the number of planes increases. Indeed, for N = 1 we have the two "charge reservoir" regions adjacent to the unique CuO 2 plane. For N = 2 still each of the two planes is adjacent to .., 4) are squeezed between the charge reservoirs (white rectangles). For N ≥ 3, there will be N − 2 planes (white) without direct contact with these and therefore will be poorly doped.
a charge reservoir. Then, for N = 3 one of the planes is no longer adjacent to any charge reservoir, while for N = 4 and N = 5 the innermost planes are located far away from the charge reservoirs. It happens that while the outer planes are optimally doped the inner planes are poorly doped and, consequently, remain, to a large extent, underdoped [44] . The number of active CuO 2 planes, namely, the ones that are adjacent to a charge reservoir, in this case, is equivalent to the one we have for N = 2, hence the temperature stabilizes at values similar to the ones we had for N = 2.
7) Effects of an Applied External Pressure

7.1) Preliminary Considerations
Under the effect of a change in pressure, given by ∆P = P − P 0 a linear segment with original length L 0 would shrink to L, such that
where κ is the modulus of compressibility. For an infinitesimal change of pressure, dP , L(P ) would satisfy the linear differential equation,
which is solved by
We would like to know how the SC critical temperatures are modified under the action of an external pressure. The crucial step for that comes from the connection we made between the coupling parameter g S of our effective model for the cuprates, and the magnetic exchange couplings of the model from which we started. Indeed, recent studies [46] have investigated how the magnetic coupling exchange integrals J in the cuprates behave, under a change of pressure. From these, and from their connection with the g-couplings we can find how the g Sparameter-dependent quantities behave as we change the external pressure.
It has been shown, in particular, that under a pressure variation ∆P , the magnetic exchange coupling parameters behave as follows [46] :
Hence, using (88), we can write
from which we can define a modulus of compressibility for J(P ), namely,
where κ J = κ1κ J0 > 0. For an infinitesimal variation of pressure, this can be written, similarly to (89), as
Solving this equation for J(P ), we obtain
The above expressions hold for AF couplings, when J > 0. The exponential dependence of J on the pressure is intuitive as the exchange coupling comes from the overlap between exponentially decaying wave-functions.
Assuming the muduli of compressibility for the different magnetic couplings, J AF , J K , are approximately the same, we come to the conclusion, considering (18) , that the coupling parameter g S grows exponentially with the pressure, with an effective modulus of compressibility, κ g , which must be determined:
Notice that g P does not depend on the pressure, because neither t p nor U p do. Hence we conclude that the pseudogap phenomena would not be influenced by the application of an external pressure.
In what follows we use our model and the above results for the pressure dependence of the coupling parameter to analyze the effect of pressure in the SC transition temperatures of cuprates. We first consider T max as it only involves the change of η with pressure. Then we analyze how T c (x, P ) changes as a function of pressure, for a fixed value of doping, as well as how the SC dome is modified for a fixed value of the pressure.
7.2) Variation of T max with Pressure
From (59), we see that the optimal SC transition temperature depends on pressure through the function η(N g S (p)). Then, inserting (96) into (50), we obtain the following curves for T max (P ), respectively, for Hg1212 and Hg1223, after adjusting the parameter κ g to the single value κ g = 1 17 GP a −1 for both compounds.
FIG. 24:
Optimal temperature of Hg1212 as a function of pressure, according to our theoretical prediction. Experimental data from [47] .
The fact that a single adjustment for κ g works for both compounds indicates that the overlaps occurring in the exchange integrals do not change very much with the inclusion of more planes.
In Fig. 26 , we compare the results for Hg1212 and Hg1223 and the prediction for Hg1201. We see that T max (P ) saturates at a maximum value given by Λ 2 ln 2 . This occurs because the optimal temperature depends on the coupling through the function η(N g S ) which itself saturates at 1 as the coupling increases.
7.3) Variation of T c (x) with Pressure
In order to obtain the SC phase diagrams T c × x for different values of the pressure, we take T c (x) and adjust the value of the parameters γ and x 0 , for P in the range 2 − 12 GP a. The resulting values are displayed in Figs.29, 30 . The SC phase diagrams for Hg1212 and Hg1223, corresponding to T c (x, P ) for different pressures are shown below. The experimental data of the two previous figures were obtained from [47] , using our equations (71) and (73), instead of a parabola for obtaining the different doping values corresponding to each value of T c following the same procedure as in [47] .
We see a general trend in the figures above: x 0 decreases, γ increases and the phase diagram becomes narrower for increasing values of pressure.
Observe that γ and x 0 have an almost linear dependence on pressure, at least for the range of pressures considered. Using these values, we can obtain the pressure dependence of T c (x, P ) for a fixed value of doping.
For a fixed value of x there is in general no monotonic increase of T c as a function of pressure as it happens with T max . This occurs because x − x 0 (P ) will change sign, depending on the value of x.
To illustrate the different types behavior we select three situations at atmospheric pressure: one in the underdoped regime: x < x 0 (P = 0) , x = x 0 (P = 0) and x > x 0 (P = 0). Experimental data from [47] . Solid line is our theoretical prediction.
In Fig. 31 we present the results for an underdoped Hg1223, in Fig. 32 , for the optimal doped Hg1212 and in Fig. 33 we plot T c for the slightly overdoped material Hg1212 x=0.247.
Our theory for the pressure dependence of the temperature in High-Tc cuprates, which relies heavily on the connection of the SC coupling with the magnetic exchange couplings, has an excellent agreement with experiments. This adds more evidence for the correctness of our results.
8) Concluding Remarks
We report here the obtainment of excellent agreement with the experimental data by using an effective model, which contains two interaction terms, one which is hole attractive and another which is hole repulsive. These terms derive from two familiar operations performed onto the Spin Fermion Hubbard Model: a) tracing out the localized degrees of freedom associated to the localized spins of the copper ions by performing a functional integral over the corresponding fields; b) making a second Experimental data from [47] . Solid line is our theoretical prediction. order perturbation expansion in the hopping term in the Hubbard sector of the model. Such interaction terms respectively favor the formation of Cooper pairs and excitons, whose condensation respectively forms the SC and PG phases of the high-Tc cuprates. By integrating over the fermions and minimizing the resulting effective action, we derive implicit equations, both for the SC transition temperature T c (x) and for the PG transition temperature T * (x), as a function of doping. The solution of such equations is, then compared with the experimental data for different compounds, showing an excellent agreement. The increase of T max with the number of adjacent planes in multilayered cuprates can be understood as a consequence of the enhancement of the SC coupling g S → N g S produced by the presence of these planes. As N increases, however, the inner planes progressively recede from the charge reservoirs, an effect that counteracts the enhancement o the coupling parameter, thus leading to a stabilization (or even decrease) of T max as we increase N . Based on our results one can devise a way to increase T c in cuprates: this would be achieved by effectively doping the innermost planes in multilayered cuprates. For that purpose, one should design materials with a unit cell containing as much layers as possible but with charge reservoirs intercalating no more than two layers. This would neutralize the above effect, thereby increasing T c .
We finally employ our results in order to analyze the effects of an applied pressure on T c (x), obtaining excellent agreement with experiments for T max (P ) and for T c (x, P ), both for fixed x and fixed P .
Our results open a new avenue of investigation of the physical properties of high-Tc cuprates, with outstanding possibilities. Among these, how to describe the the charge ordering phases within this framework, how to include the antiferromagnetic phase in the picture, how to describe the interplay of the AF and SC phases, how to determine the specific heat, how to describe the resistivity above T c . The results reported here could be a concrete step forward in the attempt to understand highTc superconductivity.
to obtain a contribution for effective interaction Hamiltonian of the doped holes, namely 
In order to evaluate the trace above, we shall use the coherent spin states |N , (see, for instance ( [24] ) ) defined by the property N|S|N = sN ;
where s = 1/2 is the spin quantum number, N is a unit classical vector and the integration is made over the whole solid angle.
In terms of this, we can express the partial trace over S I in (98) as a functional integral over N (see, for instance [24] ): 
We now separate N in antiferromagnetic and ferromagnetic components, denoted, respectively, by n and L, such that |n| 2 = 1 and L · n = 0. We write, in site I, in terms of the lattice parameter a,
in such a way that |N| 2 = |n| 2 = 1. We can express the trace in (98), in the continuum limit, as a double functional integral on n and L [24] :
is given by (4) . We now integrate out the ferromagnetic fluctuations by performing the quadratic functional integral on L. This will produce the square of the last term between brackets, which contains three terms: the 2nd term squared, which provides a kinetic term for n [24] , the crossed term, which vanishes [17] and the 1st term squared that yields a ψ-dependent interaction term. This consists basically of an effective AF magnetic interaction among the itinerant doped holes. Inserting these expressions in (9) , and defining
for C = A, B, we can write H int as 
and using (110), we establish (14) , up to a constant.
Appendix C
In this Appendix, we perform a perturbation expansion in t p /U p , in H U + H We are going to determine the ground state average energy E 0 , up to second order, as the series:
where E (0) 0 is the unperturbed ground state energy and E (1) 0 is the expectation value of the perturbation in that state.
The unperturbed ground state |0 (ground state of H U ), depicted in Fig. 34 , satisfies The second order correction is given by
From Fig. 35 , we see that |1 , such that
is the only excited state contributing to (115), hence
Inserting the expression of H ′ 0 , taken from (113), we see that only the two crossed terms contribute and
where H 2 [ψ] is given by (12) and (13) .
