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TWISTED REALITY, SECOND ORDER CONDITION
AND HODGE-DE RHAM SPECTRAL TRIPLES
LUDWIK DA˛BROWSKI, FRANCESCO D’ANDREA AND ADAM M. MAGEE
ABSTRACT. An interesting feature of the finite-dimensional real spectral triple
(A,H,D, J) of the Standard Model is that it satisfies a “second order” condition:
conjugation by J maps the Clifford algebra C`D(A) into its commutant, that in
fact is isomorphic to the Clifford algebra itself (H is a self-Morita equivalence
C`D(A)-bimodule). This resembles a property of the canonical spectral triple
of a closed oriented Riemannian manifold: there is a dense subspace of H that
is a self-Morita equivalence C`D(A)-bimodule. In this paper we argue that on
manifolds, in order for the self-Morita equivalence to be implemented by a real-
ity operator J, one has to introduce a “twist” and weaken one of the axioms of
real spectral triples. We then investigate how the above mentioned conditions
behave under products of spectral triples.
1. INTRODUCTION
Spectral triples (A,H,D) [4] (see also [14, 18, 25, 7, 23]) enrich the Gelfand-
Naimark duality by encoding smoothness, calculus and metric structure, and
allow for a generalization of such notions to noncommutative algebras. In this
framework the so-called real spectral triples, with the reality operator J [5], are
essential to proclaim D a first order differential operator, and were successfully
applied for instance to the Standard Model of particle physics. The spectral triple
therein is the product of the canonical real spectral triple (AM,HM,DM, JM) of a
spin manifold M and a finite-dimensional noncommutative one (AF,HF,DF, JF)
encoding the internal degrees of freedom of elementary particles. An interesting
feature is that JF satisfies also a “second order” condition [15]: conjugation by JF
maps the Clifford algebra C`DF(AF) into its commutant. In fact an even stronger
property holds: the commutant of C`DF(AF) is isomorphic to C`DF(AF) itself,
with HF a self-Morita equivalence C`DF(AF)-bimodule (we call this the Hodge
property, cf. Def. 6). These features and their consequence in the example of the
Standard Model, were studied in [12, 10, 11] in the case of finite-dimensional
spectral triples.
A prototype of this situation is the canonical spectral triple of a closed oriented
Riemannian manifold, built on the space of complex exterior forms. In this paper
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we analyse it in more detail and observe that in order for the self-Morita equiv-
alence to be implemented by a reality operator J, one has to introduce a “twist”
and weaken one of the axioms of real spectral triples. We then investigate how
the above mentioned conditions behave under products of spectral triples. We
will argue in §5.3 that, if one defines in the correct way the tensor product of
reality operators, then the Hodge property is preserved under products of real
spectral triples.
2. PRELIMINARIES
2.1. Spectral triples. Here we collect some preliminary definitions.
Definition 1. A unital spectral triple is the datum (A,H,D) of
• a complex Hilbert space H,1
• a real or complex unital ∗-subalgebra A of the algebra of bounded operators on H,
• a self-adjoint operator D on H with compact resolvent,
such that a · Dom(D) ⊂ Dom(D) and [D,a] extends to a bounded operator on H, for
all a ∈ A. We call D a (generalized) Dirac operator.
Given a unital spectral triple we define:
• Ω1D(A) as the complex vector subspace of B(H) spanned by a[D,b], a,b ∈ A.
• C`D(A) as the complex C∗-subalgebra of B(H) generated by A andΩ1D(A).
We think of Ω1D(A) as the analogue of (smooth) differential 1-forms and C`D(A)
as the analogue of (continuous) sections of the Clifford algebra bundle on a com-
pact Riemannian manifold.
A unital spectral triple (A,H,D) is called even if it is equipped with a bounded
selfadjoint operator γ on H satisfying γ2 = 1, commuting with A and anticom-
muting with D. We call γ the grading operator.
If S is any subset of B(H) we will denote by
S ′ :=
{
ξ ∈ B(H) | [ξ,η] = 0, ∀ η ∈ S}
its commutant. Given an antilinear isometry J onH, for all ξ ∈ B(H) and S ⊂ B(H)
we will denote by
ξ◦ := Jξ∗J−1 , S◦ :=
{
ξ◦ | ξ ∈ S}.
Notice that the map ξ 7→ ξ◦ is complex-linear and antimultiplicative
(ξη)◦ = η◦ξ◦, ∀ ξ,η ∈ B(H) .
If S is a subalgebra ofB(H), sometimes it will be useful to think of the above map
as defining a right action / of S on H:
ψ / ξ := ξ◦ψ , ∀ ξ ∈ S,ψ ∈ H. (1)
1We will always assume that H is complex, even if Amay be real.
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Inspired by Tomita-Takesaki theory and by the example of modular involution
of a von Neumann algebra, given a unital spectral triple and antilinear isometry
Jwe formulate following set of conditions:
A◦ ⊂ A ′
(2a)
Ω1D(A)
◦ ⊂ A ′
(2b)
Ω1D(A)
◦ ⊂ Ω1D(A) ′
(2c)
(2)
We call (2a) reality, (2b) first order and (2c) second order condition.
Remark 2. Condition (2a) means that [a, JbJ−1] = 0 for all a,b ∈ A, (2b) that[
[D,a], JbJ−1
]
= 0 for all a,b ∈ A, (2c) that [[D,a], J[D,b]J−1] = 0 for all a,b ∈ A.
Following the example [5] of canonical spectral triple of a closed oriented Rie-
mannian spin manifold, we state another set of conditions:
J2 = ε1
(3a)
, JD = ε ′DJ
(3b)
and (only in the even case) Jγ = ε ′′γJ
(3c)
, (3)
where ε, ε ′, ε ′′ = ±1 are three signs which determine what is called the KO-
dimension of the spectral triple, given by the following table:
KO-dim 0 1 2 3 4 5 6 7
ε ++ + −+ − −− − +− +
ε ′ +− − +− + +− − +− +
ε ′′ ++ −+ ++ −−
TABLE 1. KO-dimension.
(in the even case there are two possibile J related by the grading γ [8]). In (3b) we
are implicitly assuming that J preserves the domain of D.
Definition 3. A unital (even) spectral triple (A,H,D, (γ)) is called real if it is equipped
with an antilinear isometry J satisfying the reality (2a), first order condition (2b) and (3).
The operator J will be called real structure of the spectral triple.
Notice that (2a) and (2b) together are equivalent to the condition
C`D(A)
◦ ⊂ A ′ , (4)
and the three conditions (2) together are equivalent to
C`D(A)
◦ ⊂ C`D(A) ′ . (5)
In view of the above considerations, we can interpret (4) by saying that H is
an A-C`D(A) bimodule, where the left action of A is given by its inclusion as
a subalgebra of B(H) and the right action of C`D(A) is given by (1). Since (4) is
also equivalent to A◦ ⊂ C`D(A) ′, we can also interprete it by saying that H is a
C`D(A)-A bimodule, where now the left action of C`D(A) is given by its inclusion
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as a subalgebra of B(H) and the right action of A is given by (1). Finally, (5) can
be interpreted by saying that H is a C`D(A)-C`D(A) bimodule.
One can weaken the conditions of (real, even) spectral triples in several ways.
We are going to need the following weaker version of (3b). Let τ ∈ B(H). We call
J a τ-twisted real structure if Jτ preserves the domain of D and, instead of (3b),
the following condition is satisfied:
τJD = ε ′DJτ . (3b’)
In the cases studied in the §3 and 4 the twist τ will satisfy also τ = τ∗ = τ−1 and
will commute with both J and A. Such a structure is an instance of what is called
a “mildly twisted real structure” in [9], which is a special case of twist in [2, 3].
2.2. Morita equivalence. For this part we will refer to [20]. Given two (complex)
C∗-algebras A and B, an A-B imprimitivity bimodule is a pair (E,φ) of a full right
Hilbert B-module E and an isomorphism φ : A → KB(E) from A to the C∗-
algebra of right B-linear compact endomorphisms of E. Two C∗-algebras A and
B are called Morita equivalent if an A-B imprimitivity bimodule exists.2 An A-A
imprimitivity bimodule is also called a self-Morita equivalence bimodule.
If pi : V → X is a complex Hermitian vector bundle over a compact Hausdorff
space X, B = C(X) the C∗-algebra of continuous functions on X, E = Γ(V) the set
of continuous sections, A = Γ(End(V)) the C∗-algebra of continuous sections of
the endomorphism bundle of V , then E is an A-B imprimitivity bimodule.
Every C∗-algebra B is a self-Morita equivalence B-bimodule. If B is unital,
every finitely generated projective rightB-module is a full right HilbertB-module
(with a canonical B-valued inner product). IfA and B are two unital C∗-algebras,
every A-B imprimitivity bimodule is finitely generated and projective (both as a
left A-module and right B-module) cf. [14, Ex. 4.20]. In particular, if B is unital
every self-Morita equivalence B-bimodule is finitely generated and projective.
If B is finite-dimensional (and therefore unital), every finitely generated and
projective right B-module is a finite-dimensional complex vector space. Using
the structure theorem for finite-dimensional complex C∗-algebras it is easy to
show that, conversely, every finite-dimensional complex vector space H carrying
a right action / of B is finitely generated and projective as a right B-module. If A
and B are finite-dimensional, an A-B imprimitivity bimodule is then just a pair
(H,φ) of a finite-dimensional complex vector space H carrying a right action /
of B and an isomorphism φ : A → (/B) ′ (every right B-linear endomorphism is
adjointable and also compact in the finite-dimensional case).
2At first, M.A. Rieffel used the name “strong Morita equivalence” to distinguish it from the
algebraic version of this notion, but it is now costumary to omit the word “strong”. Furthermore,
if A and B are unital C∗-algebras, it is known that they are strongly Morita equivalent if and only
if they are Morita equivalent as rings [1].
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Definition 4. Let H be a Hilbert space, A,B ⊂ B(H) two C∗-subalgebras, J an antilin-
ear isometry on H. Regarding H as a right B-module with right action given by (1) we
say that J implements a Morita equivalence between A and B, and write
A ∼J B
if there exists a dense vector subspace E ⊂ H such that the pair (E,φ = IdA) is an A-B
imprimitivity bimodule.3 Concretely, this means that A = KB(E).
Remark 5. IfH is finite-dimensional, one hasA ∼J B if and only ifA = (B◦) ′. This can
be equivalently rephrased as A ′ = B◦ (by the double commutant theorem), as A◦ = B ′
(since [a,b◦] = 0 iff [a◦,b] = [b◦,a]◦ = 0), or as (A◦) ′ = B.
We can now strengthen the conditions (4) and (5) by requiring that the inclu-
sions are equalities.
Definition 6. Let (A,H,D, J, (γ), (τ)) be a unital real (even, τ-twisted) spectral triple,
A the norm-closure of A, C`γD(A) the C*-algebra generated by C`D(A) and the grading
γ (in the even case). We will call the spectral triple:
spin ⇐⇒ C`D(A) ∼J A, (6a)
even-spin ⇐⇒ C`γD(A) ∼J A, (6b)
Hodge ⇐⇒ C`D(A) ∼J C`D(A). (6c)
Notice that (6c) implies (5), while (6a) and (6b) both imply (4). Less obvious is
that (6a) implies (6b), as shown in the first part of the next proposition.
Proposition 7. Let (A,H,D, J,γ) be a unital real (possibly with twisted real structure)
even spectral triple.
(i) If (6a) is satisfied, then γ ∈ C`D(A) and (6b) is satisfied as well.
(ii) If (5) is satisfied and γ ∈ C`D(A), thenΩ1D(A) = 0.
Proof. (i) Since γ ∈ A ′, one has γ◦ ∈ (A◦) ′. But γ◦ = ±γ due to (3c), hence the
restriction of γ to E commutes with the right action of A. If (6a) is satisfied, it
must exists ξ ∈ C`D(A) such that γ − ξ is zero on E; but since it is a bounded
operator, it must be zero on the whole H.
(ii) If γ ∈ C`D(A) and (5) is satisfied, one has γ = ±γ◦ ∈ C`D(A) ′ as well. It
follows that every 1-forms ω commutes with γ, but it also anticommutes with
it (since γ commutes with A and anticommutes with D). Thus ω = 12γ([γ,ω] +
γω+ωγ) = 0. 
3Here we think of A and B as concrete C∗-algebras of bounded operators on H, use J to define a
right action of one of the two algebras, while the isomorphism φ : A → KB(E) is just the identity.
Notice that A must commute with /B = B◦, not with the left action of B. We implicitly assume
that A and B◦ preserve the subspace E.
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A class of spectral triples with γ ∈ C`D(A) is given by the so-called orientable
spectral triples. Recall that a spectral triple (A,H,D) is called orientable4 if there
is a Hochschild n-cycle (for some n > 0):
c =
∑
finite
a0 ⊗ a1 ⊗ . . .⊗ an ∈ Zn(A,A)
such that
∑
finite a0[D,a1] · · · [D,an] is equal to either 1 or, in the even case, to
γ. Here a0, . . . ,an ∈ A. In particular, an even orientable spectral triple has
γ ∈ C`D(A). Prop. 7(ii) shows that on a orientable spectral triples satisfying
the second order (or Hodge) condition all 1-forms are zero.
For real spectral triples there is another notion of orientation. A real spectral
triple is called real-orientable if there is a Hochschild n-cycle [25]:
c =
∑
finite
(a0 ⊗ b0)⊗ a1 ⊗ . . .⊗ an ∈ Zn(A,A⊗A◦)
such that
∑
finite a0b0[D,a1] · · · [D,an] is equal to either 1 or, in the even case, to
γ. Here a0, . . . ,an ∈ A and b0 ∈ A◦.5
In general, real-orientable is a weaker notion than orientable. In the examples
of Dirac operator of a closed oriented Riemannian spin manifold and Hodge-de
Rham operator on a closed oriented Riemannian manifold, one has JaJ−1 = a∗
for all a ∈ A so that A = A◦ and the two notions coincide. The Hodge-de Rham
spectral triple is orientable if one chooses the correct grading operator (this is
discussed both in §3 for the 2-torus and §4 in the general case).
3. THE HODGE-DE RHAM OPERATOR ON THE TORUS
Let us start with the example of Hodge-de Rham spectral triple on the 2-torus
T2 := R2/Z2. We will use this example to argue that, when considering the
Hodge-de Rham spectral triple of a closed oriented Riemannian manifold, the
second order condition (5) is incompatible with (3b) and, if one wants to enforce
(5), then (3b) must be replaced by (3b’).
We will think of functions/forms on T2 as Z2-invariant functions/forms on R2
and use Pauli matrices given by:
σ1 :=
(
0 1
1 0
)
, σ2 :=
(
0 −i
i 0
)
, σ3 :=
(
1 0
0 −1
)
.
Consider the isomorphism of complex vector spaces
T : Ω•C(T2)→M2(C∞(T2)),
ω = f0 + f1dx+ f2dy+ f3dx∧ dy (7)
4According to the original terminology of [5].
5In [7, §18.1] there is one more version where the elements a1, . . . ,an are requested to commute
with J.
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7→ Tω := σ0f0 + iσ1f1 + iσ2f2 − iσ3f3
from complex differential forms on T2 to 2 × 2 matrices of complex functions
(f0, . . . , f3 ∈ C∞(T2)). Here σ0 is the identity matrix, which sometimes we shall
omit in the following.6 Under this isomorphism, the natural inner product of
forms (associated to the flat metric on T2) becomes the natural inner product on
matrices of functions a,b:
〈a,b〉 = 1
2
∫ 1
0
dx
∫ 1
0
dyTr(a∗b) ,
and the Hilbert space completion is H := M2(L2(T2)). Call A := C∞(T2). The
Hodge-de Rham operator is mapped to the operator
D := T ◦ (d+ d∗) ◦ T−1 = iLσ1
∂
∂x
+ iLσ2
∂
∂y
where L (risp. R) denotes the left (risp. right) pointwise matrix multiplication:
Lab := ab and Rab := ba ,
for all a ∈M2(L∞(T2)) and b ∈M2(L2(T2)). If f is a scalar function, we identify
fwith fσ0 and Lf = Rf will be denoted simply by f.
The natural grading given by the degree on forms is transformed by T into the
operator γ on H given by:
γ(a) := σ3aσ3 , ∀ a ∈ H.
Remark 8. With the notations above, (A,H,D,γ) is a spectral triple unitarily equiva-
lent to the Hodge-de Rham spectral triple ofT2. The equivalence is given by the L2-closure
of the map T in (7).
For all fwe have:
[D, f] = L ◦ T(df),
so that under the isomorphism T the Clifford multiplication becomes the left ma-
trix multiplication. One easily computesClD(A), given by the full matrix algebra
M2(C(T2)) acting via left multiplication on H. Indeed, call
u(x,y) := eix and v(x,y) = eiy (8)
the unitary generators of A. Since
−u∗[D,u] = Lσ1 , −v
∗[D, v] = Lσ2 ,
the elements σ1 and σ2 belong to ClD(A), and as known they generate M2(R)
as an algebra. Elements in the norm-closure of A belong to ClD(A) as well,
6The imaginary unit in front of Pauli matrices in (7) is needed to have T(dx)2 = T(dy)2 = −1.
The sign in front to σ3 is forced by T(dx)T(dy) = T(dx∧ dy), so that we get an algebra morphism
fromΩ•C(T2) equipped with Clifford multiplication toM2(C∞(T2)).
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that therefore contains the algebra generated by C(T2) and M2(R), i.e. the whole
M2(C(T2)). Therefore we have:
Lemma 9. C`D(A) =M2(C(T2)), acting on H by left matrix multiplication.
Furthermore,
Proposition 10. C`D(A) ′ =M2(L∞(T2)), acting onH by right matrix multiplication.
Proof. Up to some natural identification: H = L2(T2) ⊗M2(R) and C`D(A) =
C(T2) ⊗ M2(R) where M2(R) acts by left matrix multiplication. Continuous
functions on T2 are dense (in the strong operator topology) in the von Neu-
mann algebra L∞(T2) of essentially bounded measurable functions (w.r.t. the
Lebesgue measure), and L∞(T2) is its own commutant. The thesis now follows
from the commutation theorem for tensor products of von Neumann algebras
[21]: C`D(A) ′ = (L∞(T2)⊗M2(R)) ′ = L∞(T2) ′ ⊗M2(R) ′. 
Two natural antilinear isometries on forms are given by the pointwise complex
conjugation
C1 : ω 7→ ω (9)
and its composition C2 with the canonical anti-involution, explicitly given on a
product of k 1-forms by
C2 : ω := ω1 ∧ω2 ∧ . . .∧ωk 7→ ωk ∧ωk−1 ∧ . . .∧ω1 = (−1)k(k−1)/2ω. (10)
On H two corresponding antilinear isometries are given by Ji := γ ◦ TCiT−1,
i = 1, 2 (we introduce γ to get simpler formulas). One easily checks that, for all
a,b, c,d ∈ L2(T2):
J1
(
a b
c d
)
=
(
d c
b a
)
, J2
(
a b
c d
)
=
(
a c
b d
)
. (11)
Note that J2 is just the matrix Hermitian conjugation. It is useful in the com-
putations to recognize that J1 = Lσ1Rσ1J0 where J0 is the operator of entrywise
pointwise complex conjugation
J0
(
a b
c d
)
=
(
a b
c d
)
. (12)
In particular, it follows that J1 is multiplicative (since J0 is multiplicative and
σ21 = 1) while J2 is antimultiplicative:
J1(αβ) = J1(α)J1(β) and J2(αβ) = J2(β)J2(α)
for all α ∈ M2(L∞(T2)) and β ∈ M2(L2(T2)), and all α ∈ M2(L2(T2)) and β ∈
M2(L
∞(T2)). In particular for allm ∈M2(L∞(T2)):
J0LmJ0 = Lm , J1LmJ1 = LJ1(m) , J2LmJ2 = Rm∗ , (13)
plus the analogous relations with L and R interchanged.
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Proposition 11. (A,H,D,γ, J1) is a unital even real spectral triple.
Proof. A straightforward computation. 
Proposition 12. (A,H,D,γ, J2) is a unital even spectral triple with τ-twisted real
structure, where τ = J1J2 or explicitly:
τ
(
a b
c d
)
:=
(
d b
c a
)
. (14)
It satisfies the second order condition and the Hodge condition (6c) as well.
Proof. The condition (5) follows from the fact that conjugation by J2 transforms
left into right matrix multiplication, cf. (13). Since J1 satisfies (3b), clearly J2 =
τJ1 = J1τ satisfies (3b’). The subspace E := M2(C(T2)) = C`D(A) is dense in H
and a self-Morita equivalence C`D(A)-bimodule, with left/right action of C`D(A)
on E by left/right multiplication as requested. The map Lm 7→ J2L∗mJ−12 = Rm
transforms the left into the right action an vice versa, cf. (13), so that the self-
Morita equivalence is implemented by J2. 
Both spectral triples in Propositions 11 and 12 have signs ε = ε ′ = ε ′′ = +1,
i.e. KO-dimension 0. Notice that: (i) τ = TC1C2T−1, and C1C2 is the canonical
anti-involution of the Clifford algebra, given on k-forms by (−1)k(k−1)/2 times
the identity; (ii) the spectral triple in Proposition 11 does not satisfy the second
order condition, for example because J1Lσ1J1 = Lσ1 does not commute with Lσ2 ;
(iii) the spectral triple in Proposition 12 does not satisfy condition (3b), since:
−J2DJ2 = Rσ1 i
∂
∂x
+ Rσ2 i
∂
∂y
6= ±D .
The next theorem shows that (3b) and (5) are incompatible, so that if one wants
the second order condition to be satisfied, one is forced to introduce a twist.
Theorem 13. The spectral triple (A,H,D) admits no antilinear isometry J satisfying
both (3b) and (5).
Proof. Assume that both (5) and (3b) are satisfied. Since conjugation by J maps
a ∈ C`D(A) into its commutant it follows from (5) that:
JLa∗J
−1 = Rφ(a) (15)
for some φ(a) ∈M2(L∞(T2)). This defines a ∗-homomorphism
φ :M2(C(T2))→M2(L∞(T2)) .
If f ∈ C∞(T2) is a scalar smooth function, it follows from (3b) that, since both J
and Lf∗ preserve the domain of D, Rφ(f) preserves the domain of D as well and
[D,Rφ(f)] = ε
′J[D,Lf∗ ]J−1 (16)
10 L. DA˛BROWSKI, F. D’ANDREA AND A.M. MAGEE
extends to a bounded operator on H. Moreover, if we apply Rφ(f) to 1 ∈ H we
deduce that Rφ(f)(1) = φ(f) is in the domain of self-adjointness ofD, i.e. a matrix
of functions in the Sobolev space W1,2(T2). Now let u be the unitary in (8) and
write
φ(u) = f0σ0 + f1σ1 + f2σ2 + f3σ3
for some f0, . . . , f3 ∈W1,2(T2). Then
0
(3b)
= [Lσ1 , J[D,Lu∗ ]J
−1] = ε ′[Lσ1 , [D,Rφ(u)]]
= ε ′
3∑
k=0
[Lσ1 , [D, fk]]Rσk = −ε
′
3∑
k=0
Lσ3
∂fk
∂y
Rσk .
From the independence of the linear maps Rσk we get ∂yfk = 0 ∀ k (where the
derivative is in the sense of distributions), and in a similar way one proves that
∂xfk = 0 ∀ k. Thus, φ(u) is a constant matrix and
Lσ1 = [D,Lu∗ ] = ε
′[D,Rφ(u)]J−1 = 0 ,
which is a contraddiction. 
One may wonder how unique the example in (11) is, and how unique is a J
satisfying the second order condition. A partial answer is in the next proposition.
Proposition 14. Let U ∈M2(L∞(T2)) be a unitary and τ be given by (14). Then:
(i) The operator
JU := LURUJ2 .
is an antilinear isometry satisfying J2U = 1 and the second order condition.
(ii) If τ(U) = U∗ a.e., then JU satisfies (3b’) with ε ′ = +1 and twist given by
τU := LURUτ .
Moreover, in such a case JU and τU commute, and τ2U = 1.
(iii) If τ(U) = U∗ a.e. then JU also commutes with γ.
Thus if τ(U) = U∗ the datum (A,D,H,γ, JU) is a unital even real spectral triple with
τU-twisted real structure.
Proof. (i) From (13) we deduce that LURUJ2 = J2LU∗RU∗ and from unitarity of U
it follows that J2U = 1. It also follows that
JULmJU = J2LU∗mUJ2 = RU∗mU ∈ C`D(A) ′
for allm ∈M2(L∞(T2)).
(ii) Letm ∈ H. Notice that τ(m) = σ1mtσ1, so that τ is anti-multiplicative and
τ LURU(m) = τ(UmU) = τ(U)τ(m)τ(U) , ∀ m ∈ H,
that means
τ LURU = Lτ(U)Rτ(U)τ .
TWISTED REALITY, 2ND ORDER CONDITION AND HODGE-DE RHAM SPECTRAL TRIPLES 11
We have JUτU = J2τ and
τUJU = LURUτ LURUJ2 = LUσ(U)RUσ(U)τJ2 .
If σ(U) = U∗ then JUτU = J2τ = τJ2 = τUJU and also
τUJUD = τJ2D = DJ2τ = DJUτU.
Similarly one checks that τ2U = 1. Since JUτU = J2τ, clearly the operator pre-
serves the domain of D.7
(iii) For almost all p ∈ T2, U(p) is a constant unitary matrix and the compatibility
condition with τ implies that
U(p) =
(
a b
b a
)
for some a,b ∈ C. Such a matrix is unitary if and only if it is of one of the
following form:
U(p) =
(
eiθ 0
0 e−iθ
)
or U(p) =
(
0 eiθ
e−iθ 0
)
(17)
for some θ ∈ R. In the first case it commutes with σ3, in the second it anticom-
mutes. In both cases LU(p)RU(p) commutes with γ. 
In Proposition 14(ii) the condition τ(U) = −U∗ would work as well, but notice
that it implies τ(iU) = (iU)∗ and the rescalingU 7→ iU simply changes JU and τU
by a sign. The condition τ(U) = U∗ implies that, at almost every point p, U is of
one of the two types in (17); both θ and the type may depend on p (a special case
is when U is a constant matrix.)
Let us close this section with a comment on orientability. Note that Ω1D(A) 6=
0, since it is isomorphic to the A-module of de Rham forms on the torus. The
spectral triple in Proposition 12 is then not orientable, since it satisfies the second
order condition (see the remark at the end of §2.2). But the triple in Proposition
11 is also not orientable: γ /∈ C`D(A) since for example it doesn’t commute with
Rσ1 ∈ C`D(A) ′. To get an orientable spectral triple we need to choose a different
grading operator.
Proposition 15. (A,H,D,Lσ3 , J1) is a unital even real orientable spectral triple.
Proof. A straightforward computation. A possible choice of Hochschild 2-cycle
giving the orientation is
c = −2−1iu∗v∗ ⊗ (u⊗ v− v⊗ u) .
Clearly
−2−1iu∗v∗
(
[D,u][D, v] − [D, v][D,u]
)
= Lσ3
7Even if matrix entries of U are not necessarily in the domain of D.
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is the grading, and with a simple computation one checks that the Hochschild
boundary of c is zero. 
One may wonder what is this new grading. Let χ := T ◦ Lσ3 ◦ T−1. Then:
χ(1) = idx∧ dy , χ(dx) = idy , χ(dy) = −idx , χ(dx∧ dy) = −i .
Evidently the map χ is the grading coming from the Hodge star operator. (We
will say more on this in the next section.)
4. CLOSED ORIENTED RIEMANNIAN MANIFOLDS
There are two main classes of spectral triples that one can attach to a closed
oriented Riemannian manifoldM: in the first one H = L2(
∧•
C T
∗M) is the Hilbert
space of square integrable (complex-valued) forms on M and D the Hodge-de
Rham operator; if M is a spin manifold, another spectral triple is obtained by
using as Hilbert space the space of square integrable spinors on M, and D = /D
the Dirac operator of the spin structure. In both cases, A = C∞(M) is the algebra
of smooth functions onM acting on H by pointwise multiplication.
Any commutative unital spectral triple, satisfying a suitable additional set of
axioms (listed for example in [6]), turns out to be of one of these two types. More
precisely, depending on the axioms, from a commutative unital spectral triple one
can reconstruct either a closed oriented Riemannian manifold or a spinc mani-
fold (see Theorems 1.1 and 1.2 in [6]), and in the latter case the reality condition
selects spin manifolds among spinc. This last step follows from an algebraic char-
acterization of spin manifolds in terms of Morita equivalence that is recalled for
example at the beginning of [12] and motivates the first part of Def. 6. In this
section we spell out the construction of the spectral triple given by the Hodge-de
Rham operator on differential forms, following [19, 14], discuss some aspects re-
lated to self-Morita equivalence of the Clifford algebra and how to implement it
by means of a reality operator.
Let M be a closed oriented Riemannian n-dimensional manifold, with metric
tensor denoted by g. In the following, we let
A := C∞(M) (18)
be the algebra of complex-valued smooth functions on M, Ω•C(M) the space of
smooth sections of the complexified bundle of forms
∧•
C T
∗M→M,
E := Γ(
∧•
CT
∗M) (19)
the C(M)-module of continuous sections. The Riemannian metric g induces a
Hermitian product on the fibres of the bundle
∧•
C T
∗M, and a C(M)-valued Her-
mitian product on E, given by (see e.g. §9.B of [14]):
(η, ξ) := det
[
g−1(ηi, ξj)
]
,
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for all products of 1-forms η = η1 ∧ . . .∧ ηk and ξ = ξ1 ∧ . . .∧ ξk, and extended
to E by linearity and by declaring that forms of different degree are mutually
orthogonal. With the above Hermitian structure, E becomes a full right Hilbert
A-module (like any module of continuous sections of a Hermitian vector bundle
onM).
We let H := L2(
∧•
C T
∗M) be the Hilbert space completion of E with respect to
the inner product
〈η, ξ〉 :=
∫
M
(η, ξ)ωg ,
whereωg is the Riemannian volume form, given on any positively oriented chart
byωg =
√
det(g)dx1 ∧ . . .∧ dxn.
The Hodge star operator ? on real-valued k-forms is implicitly defined by the
equality
η∧ (? ξ) = (η, ξ) ·ωg,
for all real k-forms η and ξ, and satisfies the well known relations
?2 = (−1)k(n−k) on k-forms, and ? ◦ d ◦ ? = − d∗,
where d is the exterior derivative on (smooth) forms and d∗ its formal adjoint.
The Hodge star operator can be extended to complex-valued forms linearly, as
e.g. in [26], or antilinearly, as e.g. in [22]. We adopt the first convention.
Proposition 16. With A = C∞(M) and H = L2(∧•C T∗M) as above, with the closure
of the (essentially selfadjoint elliptic [19]) operator d+ d∗ (the Hodge-de Rham operator
of (M,g)), we get a unital even spectral triple (A,H,d+ d∗).
Two natural gradings γ and χ are given on k-forms by:
γ := (−1)k
and (see e.g. the proof of Theorem 11.4 in [6]):
χ := i−
n(n+1)
2 (−1)k(n−k)+
k(k+1)
2 ◦ ? .
Evidently D anticommutes with γ and, since χ ◦ d ◦ χ = (−1)n+1d∗, if n is even
it also anticommutes with D.
If n is odd, since D and χ commute one can use this grading to reduce the
Hilbert space and built a spectral triple on the eigenspace of χ with eigenvalue
+1 (this is what is done e.g. in [6]). We will not follow this approach, since we
want H to be isomorphic (both in the odd and even-dimensional case), up to a
completion, to the space of sections of the Clifford algebra bundle.
In order to talk about the Hodge condition, we have to recall the (geometric)
definition of the Clifford algebra bundle C`C(M,g)→M. The fiber at a point p ∈
M is the unital associative complex algebra generated by vectors v,w ∈ T∗pMwith
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relation v ·w+w · v = 2g−1(v,w).8 Denoting by y the contraction, adjoint of the
(left) exterior product, a left action λ and a right action ρ (an anti-representation)
of the algebra Γ(C`C(M,g)) on forms are given, on each fiber, by
λ(v)w := v∧w+ v yw and ρ(v)w := (−1)k(v∧w− v yw)
for all v ∈ T∗pM and w ∈
∧k
C T
∗
pM.
9 We will refer to λ and ρ as left and right Clif-
ford multiplication. They turn the space E in (19) into a Γ(C`C(M,g))-bimodule,
and restricted to C(M) ⊂ Γ(C`C(M,g)) both reduce to pointwise moltiplication.
One can show that (see [19] or [6]) the grading χ is given at each point by:10
χ = i−
n(n−1)
2 λ(e1e2 · · · en) .
A vector bundle isomorphism C`C(M,g)→
∧•
C T
∗M is given on each fiber by
ei1ei2 · · · eik 7→ ei1 ∧ ei2 ∧ . . .∧ eik , ∀ 1 6 i1 < i2 < . . . < ik 6 n , (20)
where (ei)ni=1 is any positively oriented orthonormal basis of T
∗
pM, or more gen-
erally by
σ : v1v2 · · · vk 7→ λ(v1)λ(v2) · · · λ(vk)1
for all v1, . . . , vk ∈ T∗pM. The inverse map [14, Eq. (5.4)]
Q(v1 ∧ . . .∧ vk) =
1
k!
∑
σ∈Sk
(−1)‖σ‖vσ(1) · · · vσ(k) (21)
will be useful later on.11
These maps give a vector space isomorphism Γ(C`C(M,g)) → E on sections
intertwining the left/right multiplication of the algebra Γ(C`C(M,g)) on itself
with the left/right Clifford multiplication on E. It follows that:
Proposition 17. E is a self-Morita equivalence Γ(C`C(M,g))-bimodule.
An involution on sections of the Clifford algebra bundle is defined as follows.
At each point p, on products of real cotangent vectors:
(v1v2 · · · vk)∗ := vk · · · v2v1 , ∀ v1, . . . , vk ∈ T∗pM.
The map is then extended antilinearly to the fiber of C`C(M,g) at p, and pointwise
to the algebra of continuous sections. The left Clifford action transforms such
involution into the adjoint operation:
8Here we use a different sign convention than in §3 to adapt to the convention in [14]. The
choice of sign in front of g is in any case unessential, since the complexified Clifford algebra up to
isomorphism is invariant under the replacement g→ −g.
9We follow the conventions of [14, §5.1]. In particular λ(v)2 = g−1(v, v) with + sign, while there
is a − sign in [6, Proof of Thm. 11.4].
10Globally, it is proportional to the operator of left Clifford multiplication by the Riemannian
volume form. Notice the different phase compared to [6], due to our different sign conventions.
11These are called symbol map and quantization map in [14].
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Lemma 18. One has
λ(ξ)∗ = λ(ξ∗)
for all ξ ∈ Γ(C`C(M,g)).
Proof. Both sides of the equality are antilinear antihomomorphisms. It is enough
to prove the equality for generators, that means λ(v)∗ = λ(v) for all real cotangent
vector v ∈ T∗pM and all p ∈ M. This immediatly follows from the definition of
contraction as adjoint of the left wedge product: v y = (v∧)∗. 
Recall the definition (9) and (10) of the the antilinear maps C1 and C2 on forms,
the former multiplicative and the latter antimultiplicative: C1(ω) = ω be the
pointwise complex conjugate of a form and C2(ω) = (−1)k(k−1)/2ω in degree k.
We will use the notation ω∗ := C2(ω). We can define an antilinear isomorphism
ξ 7→ ξ on the Clifford algebra as well, by declaring it to be the identity on real
contangent vector [14, Ex. 5.5]. The symbol map and quantization map intertwine
the two complex conjugations: Q(ω) = Q(ω) for all formsω. One can also check
on a basis (20) that σ(ξ∗) = σ(ξ)∗, so that symbol map and quantization map
intertwine the main anti-involutions as well.
Remark 19. It is well known and straightforward to check that, equipped with the anti-
linear isometry C1, (A,H,D,C1) is a real spectral triple.12
Lemma 20. Let J be the antilinear isometry on H given by:
Jω := ω∗ . (22)
Then (i) for all sections ξ of the Clifford algebra bundle
J λ(ξ) J−1 = ρ(ξ)
and (ii) J ◦ d ◦ J−1 = d ◦ γ.
Proof. Note that J−1 = J and that J := σ ◦ ∗ ◦Q. Since the main anti-involution on
the Clifford algebra exchanges the left and right multiplication, the correspond-
ing operator on forms, intertwines the left and right Clifford action. Let ω be a
k-form. Then
dJω = (−1)k(k−1)/2dω = (−1)k(k−1)/2dω
= (−1)k(k−1)/2(−1)k(k+1)/2J(dω) = (−1)k
2
J(dω) = J(d(γω)),
where last equality follows from the observation that k2 and k have the same
parity. 
12The reality operator usually called charge conjugation is given by γC1 [14, Ex. 5.6].
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Since d and γ anticommute, it follows from previous lemma that
J ◦ d∗ ◦ J−1 = (d ◦ γ)∗ = −d∗ ◦ γ .
If we call D the closure of the operator −i(d − d∗) (what is called Hodge-Dirac
operator in [14, Def. 9.24]), then D and the Hodge-de Rham operator of Prop. 16
are related by the operator J:
J(d+ d∗)J−1 = −iDγ .
We now adopt D as Dirac operator and relate the geometric and algebraic def-
initions of Clifford algebra. We know that D is a Dirac-type operator, given on
smooth sections by [14, Pag. 426]:
D = −i(d− d∗) = −i λ ◦ ∇ ,
where ∇ : Ω•C(M) → Ω•+1C (M) is the Levi-Civita connection.13 In particular it
follows from the Leibniz rule that
i[D, f] = λ(df) , ∀ f ∈ C∞(M). (23)
Proposition 21. We have C`D(A) = Γ(C`C(M,g)) acting on H via λ.
Proof. It follows from (23) that the (algebraic) Clifford algebra is the C∗-algebra
of bounded operators onH generated smooth functions and by Clifford multipli-
cation by 1-forms, that is: C`D(A) is generated by smooth sections of the Clifford
algebra bundle. The algebra Γ(C`C(M,g)) on the other hand is generated by con-
tinuos functions and continuous sections of T∗M (as one can show by using a
partition of unity subordinated to a finite oper cover of M, that exists since M is
compact). We have to show that every continuos function is the norm limit of a
smooth function, and every continuous section ξ of T∗M is the norm limit of a
sequence of smooth sections, where the norm ‖λ(ξ)‖ is the operator norm on H
composed with λ.
For functions the statement is trivial, since it is well known that the opera-
tor norm coincides with the sup norm. For ξ ∈ Γ(T∗M) one has λ(ξ)∗λ(ξ) =
g−1(ξ, ξ) and then
‖λ(ξ)‖2 = ‖λ(ξ)∗λ(ξ)‖ = sup
p∈M
|ξ(p)|2 , (24)
where the norm on the right hand side is the one on T∗pM coming from the Rie-
mannian metric.
Now, any continous ξ can be written as a finite sum of continuous sections
each supported on a chart (by using a partition of unity). To conclude the proof
it is then enough to show that continous sections supported on a chart are the
norm limit of smooth sections supported on a chart. But this follows trivially
13And similarly (d+ d∗)γ = ρ ◦ ∇.
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from (24) and the fact that in a chart sections of the Clifford algebra bundle look
like matrices of (continuous/smooth) functions. 
It follows from Prop. 21 that, for the spectral triple considered here, the dense
subspace E ofH in (19) is a self-Morita equivalence C`D(A)-bimodule. By Lemma
20 the main anti-involution J exchanges the left and right Clifford multiplication,
so that we can finally claim:
Proposition 22. The datum
(A,H,D, J,γ) =
(
C∞(M),L2(∧•C T∗M),−i(d− d∗), J,γ) ,
with J given by (22) and γ given by the degree of forms, is an even spectral triple with
τ-twisted real structure satisfying the Hodge condition (6c). The twist τ is given by
(−1)k(k+1)/2 times the identity on k-forms. The KO-dimension is 0 mod 8.
Proof. The statement about the Hodge condition follows from the discussion above.
Clearly J2 = 1, so that (3a) is satisfied with sign ε = +1. Since J doesn’t change the
degree of a form, (3c) is also satisfied with sign ε ′′ = +1. Finally,D anticommutes
with C1 (since dω = dω for all formsω). Ifω has degree k:
JDJ−1ω = (−1)
k(k−1)
2 JDC1ω = (−1)
k(k−1)
2 +
k(k+1)
2 C1DC1ω = (−1)k+1Dω ,
where we used the fact that k2 and k have the same parity. It follows that
τJDω = (−1)
(k+1)(k+2)
2 JDω = (−1)
(k+1)(k+2)
2 +(k+1)DJω
= (−1)2(k+1)
2
DJτω = DJτω .
Thus, (3b’) is satisfied with sign ε ′ = +1. 
5. PRODUCTS OF SPECTRAL TRIPLES
Let (A1,H1,D1,γ1, J1) and (A2,H2,D2, J2) be two unital real spectral triples, the
former even. We define their product (A,H,D, J) as
A = A1 ⊗A2 , H = H1 ⊗H2 , D = D1 ⊗ 1 + γ1 ⊗D2 , J = J1 ⊗ J2 . (25)
Here we assume that A1 and A2 are both complex, so that ⊗ is everywhere the
tensor product over C (algebraic, minimal or of Hilbert spaces depending on the
type of object we are considering). If both spectral triples are even, a grading on
the product is given by:
γ = γ1 ⊗ γ2 .
We will not consider the case where both spectral triples are odd. It is not very
different, but for the sake of brevity we will always assume that at least one of
the spectral triples is even. Notice that the example we are interested in, the
Hodge-de Rham spectral triple of a closed oriented Riemannian manifold, is al-
ways even.
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If J1 and J2 satisfy (3b’) for some twists τ1 and τ2, then J satisfies (3b’) with
twist τ = τ1 ⊗ τ2.14
Lemma 23. Ω1D(A) = Ω
1
D1
(A1)⊗A2 + γ1A1 ⊗Ω1D2(A2).
Proof. Elements of the algebraic tensor productA1⊗A2 are finite sums of decom-
posable tensors. From
(a1 ⊗ a2)[D,b1 ⊗ b2] = a1[D1,b1]⊗ a2b2 + γ1a1b1 ⊗ a2[D2,b2] (26)
for all a1,b1 ∈ A1 and a2,b2 ∈ A2, we get the inclusion
Ω1D(A) ⊂ Ω1D1(A1)⊗A2 + γ1A1 ⊗Ω1D2(A2) .
Since A1 and A2 are unital, if we choose b1 = 1 in (26) we find that γ1A1 ⊗
Ω1D2(A2) is a vector subspace of Ω
1
D(A); if we choose b2 = 1 (and b1 arbitrary),
we find thatΩ1D1(A1)⊗A2 is a vector subspace ofΩ1D(A). 
It follows that:
C`D(A) ⊂ C`γ1D1(A1)⊗ C`D2(A2) (27)
Lemma 24. If γ1 ∈ C`D1(A1), then
C`D(A) = C`D1(A1)⊗ C`D2(A2) (28)
Proof. Since C`γ1D1(A1) = C`D1(A1), the inclusion “⊂” follows from (27).
We saw in the proof of Lemma 23 thatΩ1D1(A1)⊗A2 and γ1A1 ⊗Ω1D2(A2) are
contained inΩ1D(A), and therefore in C`D(A).
Since A2 is unital, both Ω1D1(A1) ⊗ 1 and A1 ⊗ 1 ⊂ A are in C`D(A). Thus
C`D(A) ⊃ C`D1(A1)⊗ 1.
Since A1 is unital, both γ1 ⊗Ω1D2(A2) and 1 ⊗ A2 are in C`D(A). But γ1 ⊗ 1 ∈
C`D1(A1)⊗1 ⊂ C`D(A) as well. Therefore 1⊗Ω1D2(A2) = (γ1⊗1)
(
γ1⊗Ω1D2(A2)
)
is contained in C`D(A) as well. This proves that C`D(A) ⊃ 1 ⊗ C`D2(A2) and
hence the inclusion C`D(A) ⊃ C`D1(A1)⊗ C`D2(A2). 
5.1. Products and the spin condition. Given two spectral triples satisfying one
of the conditions in Def. 6, we wonder if the product satisfies such a condition as
well. The answer is affirmative for condition (6a).
Proposition 25 (Spin). If two unital real spectral triples satisfy (6a), then their product
satisfies (6a) as well.
Proof. Using the notations above, suppose E1 ⊂ H1 and E2 ⊂ H2 are two dense
subspaces and full right Hilbert A1 risp. A2 modules, where the right acton of
ξ ∈ Ai is given by Jiξ∗J−1i , and suppose for all i = 1, 2 one has
C`Di(Ai) = KAi(Ei) .
14And for suitable values of the signs ε, ε ′, ε ′′ that will not be discussed here, but see the com-
ments in §5.2.
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Let E := E1 ⊗ E2 be the exterior tensor product of Hilbert modules. This is a
full right Hilbert A1 ⊗ A2-module, where here the tensor product is the minimal
tensor product of C∗-algebras. Note that A1 ⊗ A2 = A. The right acton of a
decomposable tensor ξ = ξ1 ⊗ ξ2 ∈ A is given by Jξ∗J−1 = J1ξ∗1J−11 ⊗ J2ξ∗2J−12 , so
by linearity and continuity the right action of any element A is implemented by
J = J1 ⊗ J2. One also has has
C`D1(A1)⊗ C`D2(A2) = KA1(E1)⊗KA2(E2).
But KA1(E1) ⊗KA2(E2) = KA(E) (see e.g. [17, pag. 45]). From proposition 7(i) it
follows that γ1 ∈ C`D(A). From Lemma 24 it follows that C`D1(A1)⊗C`D2(A2) =
C`D(A). Hence C`D(A) = KA(E) as requested, and the product spectral triple
satisfies (6a). 
Recall that if an even spectral triple is “spin” then it is also “even-spin”. In
the next example we present two even-spin spectral triples whose product is not
even-spin (and then also not spin).
Example 26 (Even-spin). Let A1 = M2(C) be represented on H1 = M2(C) ⊗ C2
by left multiplication on the first factor (we think of elements of C2 as column
vectors), J1(a⊗ v) := a∗ ⊗ v where a∗ is the Hermitian conjugate and v the com-
ponentwise conjugation. Let
D1(a⊗ v) := [σ1,a]⊗ σ1v , γ1 := 1⊗ σ3 .
Since for a = −iσ3 and b = σ2 ∈ A1 one has
a[D1,b] = 1⊗ σ1 =: ω , (29)
1-forms are freely generated (asA1-module) byω. The Clifford algebra C`
γ1
D1
(A1)
is then generated byM2(C)⊗ 1,ω = 1⊗ σ1, γ1 = 1⊗ σ3. Hence
C`
γ1
D1
(A1) =M2(C)⊗M2(C)
with action on H1 by left multiplication. The commutant is C`
γ1
D1
(A1)
′ = J1A1J−11
and (6b) is satisfied. Note that γ1 /∈ C`D1(A1), so (6a) is not satisfied.
Let (A,H,D,γ, J) be a product of two copies of the above spectral triple. C`γD(A)
is generated by A1,A2,γ1 ⊗ γ2 = 1⊗ σ3 ⊗ 1⊗ σ3, and the 1-forms
ω⊗ 1 = 1⊗ σ1 ⊗ 1⊗ 1 , γ1 ⊗ω = 1⊗ σ3 ⊗ 1⊗ σ1 .
The element
1⊗ σ1 ⊗ 1⊗ σ2
is in the commutant of C`γD(A), but it doesn’t belong to JAJ
−1. ♦
Let us record the result:
Remark 27. There exist spectral triples satisfying (6b) whose product does not satisfy
(6b) (nor (6a)).
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Finally, let us consider a mixed case. In the following we present an even-spin
spectral triple and spectral triple that is spin (and in fact also Hodge), whose
product is not even-spin (and then also not spin).
Example 28 (Mixed). Take the first spectral triple as in Example 26 and the second
one given by A2 = H2 = M2(C), D2(a) = [σ1,a], J2(a) = a∗ ∀ a ∈ A2. This
spectral triple satisfies both (6a) and (6c) (which in the finite-dimensional case is
only possible when 1-forms are contained in the algebra: Ω1D2(A2) ⊂ A2 which
implies A2 = C`D2(A)).
The Clifford algebra C`γD(A) of the product triple is generated byA1⊗1, 1⊗A2
and the 1-form ω ⊗ 1 = 1 ⊗ σ1 ⊗ 1 (where ω is the element (29)); the latter ele-
ment belongs to the commutant of C`γD(A), but not to A1⊗A2, hence the product
spectral triple does not satisfy (6b). ♦
Mixed Hodge-spin cases are not particularly interesting. There is no reason to
expect that such a product is either Hodge or spin – there is also no reason to
expect that a product of two Hodge spectral triples is spin, or that a product of
two (even)spin spectral triples is Hodge – and in fact it is quite easy to produce
counterexamples.
5.2. Products and the second order condition. Given two real spectral triples
one may wonder how the KO-dimension of their product is related to the one of
the two factors. It would be nice if the KO-dimension were multiplicative, but
unfortunately if the real structure is defined by J = J1 ⊗ J2 this is not true. This
was first noticed in [24], were it is proposed a modified definition of J in order to
fix this problem (either J = J1⊗ J2γ2 or J = J1γ1⊗ J2 depending on the dimension
of the factors). This study is completed in [8], where the Authors considers the
odd-odd case as well (in [24] one of the spectral triples is assumed to be even),
and several possible choices of Dirac operators and real structures.
The modified definition of J, which seems a bit artificial, is then reinterpreted
in [16] as a graded tensor product.
Here we follow this idea in spirit, but we will find that the “correct” definition
of J is not the one in [24, 8, 16]. Our motivation is that we want that the second
order property (5) is preserved by products, and this will lead to a still differ-
ent definition of J. Although the natural way to study products of real spectral
triples is in the category of graded vector spaces, we will argue that in terms of
“ungraded” objects and operations this amounts just in changing the real struc-
ture.
We will use the same notations of previous section, assume that we have two
unital real spectral triples (Ai,Hi,Di,γi, Ji), i = 1, 2, and for simplicity that both
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spectral triples are even.15 If v ∈ H1 is an eigenvector of γ1 with eigenvalue
(−1)|v| we will say that v is homogeneous of degree |v|. Explicitly:
|v| =
{
0 if γ1(v) = +v
1 if γ1(v) = −v
.
A bounded operator a ∈ B(H1) has degree 0 if it commutes with γ1, and 1 if it
anticommutes with it. This notion extends to unbounded operators (such asD1),
provided that γ1 preserves their domain.
The same definitions apply to the second spectral triple. According to Koszul’s
rule of signs, the graded tensor product a  b ∈ B(H) of two (homogeneous)
bounded operators is now defined by
(a b)(v⊗w) := (−1)|b| |v|av⊗ bw
for all homogeneous v ∈ H1 and w ∈ H2. The definition makes sense also when
one of the two operators is unbounded: if for example a is unbounded, then ab
will be unbounded with domain the algebraic tensor product of Dom(a) and H1.
If b is odd, a  b = aγ1 ⊗ b. Thus, the Dirac operator in a product of spectral
triples can be written as (the closure of):
D = D1  1 + 1D2 .
It is now evident, since we are considering unital spectral triples, that:
Lemma 29. C`D(A) = C`D1(A1) C`D2(A2).
Here if B1 ⊂ B(H1) and B2 ⊂ B(H2) are C∗-subalgebras, we define B1  B2 as
the norm closure inB(H) of the vector subspace spanned by elements ab, with
a ∈ B(H1) and b ∈ B(H2).
Proof. The inclusion “⊂” is (27). The opposite inclusion is analogous to the proof
of Lemma 24: one shows that A1 ⊗ 1 = A1  1, 1⊗ A2 = 1 A2, Ω1D1(A1)⊗ 1 =
Ω1D1(A1) 1 and γ1 ⊗Ω1D2(A2) = γ1 Ω1D2(A2) are contained in C`D(A), hence
the thesis. 
The idea is now to modify the definition of product real structure. Since this
should in principle change the order of factors in a (tensor) product, what is sug-
gested again by Koszul rule of signs is to define J by:
J(v⊗w) := (−1)|v| |w|J1(v)⊗ J2(w) (30)
for all homogeneous v ∈ H1 and w ∈ H2.16 With this choice:
15Recall that the Hodge-de Rham spectral triple of a closed oriented Riemannian manifold is
always even, whatever is the dimension of the manifold, either even or odd.
16Note that this is exactly what happens in a product of Hodge-de Rham spectral triples of
a manifold, if the real structure is the one coming from the main anti-involution of the Clifford
algebra.
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Proposition 30. Consider two unital even spectral triples with (possibly twisted) real
structure, both satisfying the second order condition. Then their product (A,H,D,γ),
equipped with the antilinear map in (30), satisfies the second order condition as well.
Proof. For i = 1, 2, let ai ∈ Ai and ωi ∈ Ω1Di(Ai). The algebra C`D(A) is gener-
ated byA1⊗1, 1⊗A2 and elements of the formω1⊗1 and γ1⊗ω2. Thus C`D(A)◦
is generated by:
J(a∗1 ⊗ 1)J−1 = a◦1 ⊗ 1 J(ω∗1 ⊗ 1)J−1 = ω◦1 ⊗ γ2 (31a)
J(1⊗ a2)J−1 = 1⊗ a◦2 J(γ1 ⊗ω2)J−1 = 1⊗ω◦2 (31b)
(note the presence of γ2, while γ1 disappeared). If the two factors satisfy (5), then
the above four elements commute with C`D(A) (in particular,
ω◦1 ⊗ γ2 commutes with γ1 ⊗ω2
because ω◦1 anticommutes with γ1, and γ2 anticommutes with ω2). Thus the
product spectral triple satisfies (5): C`D(A)◦ ⊂ C`D(A) ′. 
We stress again that (30) is not the real structure in [24, 8, 16], and that Prop. 30
does not hold if the product real structure is defined like in [24, 8, 16].
Notice that in Prop. 30 we don’t claim that the product spectral triple is real.
If one checks the conditions (3) for J one finds that there is a problem with (3a)
and (3b). Since here we are mainly interested in the second order and Hodge
condition, we will not investigate how to modify (30) so that also (3a) and (3b)
are satisfied. We will merely observe that
Proposition 31. If the spectral triples (Ai,Hi,Di,γi, Ji), i = 1, 2, satisfy (3c) with
sign ε ′′i , then their product – with J given by (30) – satisfies (3c) with sign ε
′′ = ε ′′1 ε
′′
2 .
If in addition the factors satisfy (3a) with sign εi and ε ′′1 = ε
′′
2 = +1, then their
product will satisfy (3a) with sign ε = ε1ε2.17
Proof. On decomposable homogeneous tensors
Jγ(v⊗w) = (−1)|v| |w|+|v|+|w|J1(v)⊗ J2(w) ,
γJ(v⊗w) = ε ′′1 ε ′′2 (−1)|v| |w|+|v|+|w|J1(v)⊗ J2(w) ,
which proves the second part of the statement.
If ε ′′1 = ε
′′
2 = +1, Ji does not change the degree of a vector, and one easily
verifies that
J2(v⊗w) = (−1)2|v| |w|J21(v)⊗ J22(w)
on decomposable homogeneous tensors. Hence J2 = J21 ⊗ J22 and we get the first
part of the theorem. 
17Notice that this is the case of the Hodge-de Rham spectral triples. It happens when the KO-
dimension is a multiple of 4 (mod 8).
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The problem with condition (3b) is not surprising, since in the example of
closed oriented Riemaniann manifold we are forced to introduce a twist to make
it work. Note that we can introduce another graded product  ′ via the rule
(a ′ b)(v⊗w) = (−1)|a| |w|av⊗ bw
for all homogeneous v ∈ H1 and w ∈ H2 and all homogeneous operators a,b
on H1,H2. With this convention, a  ′ b = a ⊗ bγ2 for all a of degree 1. This is
the natural convention for right modules, i.e. if we imagine that endomorphisms
act from the right on vectors. This graded product gives an alternative Dirac
operator on H1 ⊗H2:
D˜ := D1  ′ 1 + 1 ′ D2 = D1 ⊗ γ2 + 1⊗D2 . (32)
It turns out that the modified real structure J transforms the “left” into the “right”
Dirac operator.
Proposition 32. If the spectral triples (Ai,Hi,Di,γi, Ji), i = 1, 2, satisfy (3) with sign
(εi, ε ′i, ε
′′
i ) and
ε ′1ε
′′
1 = ε
′
2
then their product – with J given by (30) – satisfies
JD = ε ′D˜J
with D˜ in (32) and ε ′ = ε ′1.
Proof. A straightforward computation. 
The following observation will be useful later on, and holds regardless of the
signs in (3). If B1 ⊂ B(H1) and B2 ⊂ B(H2) areC∗-subalgebras, denote by B1 ′B2
as the norm closure in B(H) of the vector subspace spanned by elements a  ′ b,
with a ∈ B(H1) and b ∈ B(H2). Then:
Lemma 33. In a product of unital real even spectral triples, and with J given by (30),
one has JC`D(A)J−1 = C`D1(A1) ′ C`D2(A2).
Proof. We see from (31) that conjugation by J sends generators of C`D(A) into
generators of C`D1(A1) ′ C`D2(A2). 
5.3. Products and the Hodge condition. The behaviour of the Hodge condition
under products is more technical and to simplify the discussion we will study it
only in the finite-dimensional case. We want to prove the following proposition:
Proposition 34. Let (Ai,Hi,Di,γi, Ji) be two unital even real finite-dimensional spec-
tral triples satisfying the Hodge condition (6c). Define (A,H,D) as in (25) and J as in
(30). Then JC`D(A)J−1 = C`D(A) ′.
That is, the product spectral triple satisfies the Hodge condition as well. In view
of Lemma 29 and 33, Prop. 34 is a corollary of the next theorem.
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Theorem 35. Let Bi ⊂ EndC(Hi) be two unital subalgebras, i = 1, 2. Then
(B1  B2) ′ = B ′1  ′ B ′2 .
Proof. For all homogeneous elements a ∈ B1,b ∈ B2, c ∈ B ′1,d ∈ B ′2, v ∈ H1,w ∈
H2 one has:
(a b)(c ′ d)(v⊗w)
= (−1)|b||v|+|c||w|+|b||c|acv⊗ bdw
= (c ′ d)(a b)(v⊗w) .
This proves the inclusion B ′1  ′ B ′2 ⊆ (B1 B2) ′. For the opposite inclusion, since
all spaces are finite dimensional and γ2 is invertible, every elementω ∈ EndC(H)
can be written as a finite sum
ω =
∑
i
(ai ⊗ bi + ci ⊗ diγ2)
=
∑
i
(ai  ′ bi + ci  ′ di)
for some ai, ci ∈ EndC(H1), bi,di ∈ EndC(H2), ai even and ci odd. The elements
{bi,dj} can be choosen linearly independent. Assumeω ∈ (B1  B2) ′. Since B2 is
unital, for all x ∈ B1 one has x⊗ 1 = x 1 ∈ B1  B2 and
[ω, x⊗ 1] =
∑
i
([ai, x]⊗ bi + [ci, x]⊗ diγ2)
must be zero. From the linear independence of the elements in the second factor,
we deduce [ai, x] = [ci, x] = 0, so that ai, ci ∈ B ′1 and ω ∈ B ′1  ′ EndC(H2).
It follows that ω can be written as a finite sum ω =
∑
i(a˜i  ′ b˜i + c˜i  ′ d˜i)
where a˜i, c˜i ∈ B ′1 and b˜i, d˜i ∈ EndC(H2), a˜i even, c˜i odd and now {a˜i, c˜i} are
chosen linearly independent. Since B1 is unital, for all even y ∈ B2 one has
1 y = 1⊗ y ∈ B1 B2 and for all even y ∈ B2 one has 1 y = γ1 ⊗ y ∈ B1 B2.
If y is even
[ω, 1 y] =
∑
i
(a˜i ⊗ [b˜i,y] + c˜i ⊗ [d˜i,y]γ2)
while if y is odd
[ω, 1 y] =
∑
i
(a˜iγ1 ⊗ [b˜i,y] − c˜iγ1 ⊗ [d˜i,y]γ2) .
From the linear independence of the elements in the first factor we deduce that
in both cases [b˜i,y] = [d˜i,y] = 0, so that b˜i, d˜i ∈ B ′2 andω ∈ B ′1  ′ B ′2. 
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