To foster the transition to more sustainable energy systems, policymakers have been approving measures to improve energy efficiency as well as promoting smart grids. In this setting, building managers are encouraged to adapt their energy operations to real-time market and weather conditions. Yet, most fail to do so as they rely on conventional building energy management systems (BEMS) that have static temperature set points for heating and cooling equipment. In this paper, we investigate how effective policy measures are at improving building-level energy efficiency compared to a smart BEMS with dynamic temperature set points. To this end, we present an integrated optimisation model mimicking the smart BEMS that combines decisions on heating and cooling systems operations with decisions on energy sourcing. Using data from an Austrian and a Spanish building, we find that the smart BEMS results in greater reduction in energy consumption than a conventional BEMS with policy measures.
Introduction
Concerns about climate change stemming from increased anthropogenic emissions of greenhouse gases such as CO 2 have catalysed a transition to a more sustainable energy system. In many industrialised countries, such ambitions have been formalised by targets set by policymakers, e.g., the EU's 20-20-20 by 2020 directive, which stipulates a 20% reduction in energy consumption by 2020 relative to 1990 levels along with a 20% reduction in CO 2 emissions and 20% of all energy produced by renewable technologies [1] . Typically, supporting the attainment of these targets are policy measures such as feed-in tariffs (FIT) or renewable portfolio standards, which effectively subsidise renewable energy technologies [2, 3] . Yet, while such measures are prominently discussed in terms of stimulating the adoption of renewable energy technologies, the demand side's role in facilitating this desired transition to sustainability has been often overlooked.
Somewhat ironically, the interest in accommodating intermittent renewables on the supply side has triggered the desire to have more flexible demand, i.e., a smart grid that can respond to the fluctuations in power generation. Thus, in recent years, awareness of and support for smart buildings has risen, e.g., the Smart Grid Mandate of the EU [4] . In effect, rather than being passive consumers, building managers are to be equipped and incentivised to respond to real-time market and weather conditions by taking advantage of advances in information and communications technologies (ICT). Still, the expertise required to benefit from smart grid opportunities is beyond the capabilities of most building managers who rely on commercially available building energy management systems (BEMS) that typically have static set-point temperatures for the heating and cooling equipment regardless of external conditions. Indeed, adjusting the operations of heating, ventilation, and cooling (HVAC) equipment is likely to result in substantial reductions in energy consumption. For example, an analysis of a shopping centre and office building in Sweden indicated that heating demand may be reduced by over 40% by relying on dynamic temperature set points for the heating equipment [5] . Especially in OECD countries, where the level of new builds is relatively low, improving the energy efficiency of buildings is likely to rely upon better operations of installed equipment and refurbishments.
Taking such a perspective, the literature on distributed energy resources (DER) has aimed to address how building-level equipment installation and operational decisions may be made. (DER-CAM) and Microgrid Customer Engineering Economic Model (MCEEM) have typically assumed known or estimated energy demands, e.g., for lighting, cooling, and heating, that must be met by a menu of available energy resources, e.g., on-site generation, recovered heat, off-site purchases, etc. [6, 7] . While such models are able to determine the cost-or CO 2 -minimising DER strategies, they are limited by their assumption that demand is exogenous to the model. For example, Stadler et al. [8] include demand response, but this measure is treated as another resource to meet an exogenously given demand. Such a supposition is also contrary to how most building managers approach site operations: they are concerned about users' requirements, which necessitate keeping internal zonal temperatures in desired ranges, as opposed to meeting aggregated energy demands based on simulation models, e.g., EnergyPlus [9] .
Recognising this limitation, recent work has strived to make energy demand endogenous to optimisation models. For example, Livengood and Larson [10] optimise the joint production of energy from intermittent resources and residential demand by accounting for building physics and the thermodynamics of air conditioning, while Liang et al. [11] similarly embed such details within an optimisation model to examine the trade-off between cost and comfort. Focusing on conventional radiators and the ventilation aspect of HVAC systems, Groissböck et al. [12] demonstrate that energy consumed for meeting buildings' heating requirements may be reduced by over 10% by operating the equipment in a way that is more responsive to external conditions. They implement their socalled dynamic temperature set point method, which allows the zonal temperature to fluctuate in a user-specified range, on one public building in Austria and another in Spain. Hence, the smart grid concept is gaining prominence in policy circles, which is leading to improved models for building-level decision support.
At the same time as the promotion of smart grids, policymakers at the national level advocate measures to improve demand-side energy efficiency, e.g., regulations on internal temperatures and subsidies for the installation of embedded renewable energy technologies. An advantage of these policy measures is that they do not require changes to the buildings' existing BEMS and simply either lower the thermostat or install subsidised technologies that provide energy to offset market purchases. But, how effective are such policy measures at attaining stated improvements in energy efficiency at the building level? In particular, how do they compare with the so-called smart BEMS of [11, 12] ?
In this paper, we tackle these questions by comparing the effectiveness of policy measures and smart BEMS. Similar to [12] , our approach is to model the operations of both conventional and smart BEMS via an optimisation model. However, in contrast to both [11, 12] , we construct an integrated model for building operations that links lower-level decisions on equipment operations with upper-level ones on energy sourcing (see Fig. 1 ). In effect, our integrated model merges the energy-balance considerations of a strategic model [13, 14] with the detailed treatment of building physics from lower-level operational models [11, 12] . Consequently, we are able to analyse the impact of policy measures by internalising the energy sourcing decision. Using the same test buildings in Austria and Spain as in [12] , we examine a range of proposed national policy measures and compare them with the performance of the smart BEMS alone in terms of meeting heating requirements during typical winter days. Regardless of the policy measure and building type, we find that the smart BEMS results in greater reduction in energy consumption than a conventional BEMS with policy measures. In fact, even policy measures with a conventional BEMS that has the lowest-possible temperature set point are unable to outperform the smart BEMS on the basis of the energy consumed for space heating or CO 2 emissions. Intuitively, the flexibility enjoyed by the smart BEMS enables it to be more responsive to external conditions than the conventional BEMS. Thus, with the aim of having more energy-efficient buildings, it may be more desirable for policymakers to enact legislation that removes barriers to smart BEMS adoption instead of increasing regulations on temperature settings or subsidies for technologies.
The rest of this paper is structured as follows. Section 2 provides a mathematical formulation of the optimisation problem that models the smart BEMS. Section 3 uses data from the two test buildings in order to run numerical examples for both conventional BEMS with policy measures and smart BEMS. Section 4 summarises our findings, discusses the limitations of our approach, and offers directions for future research in this area.
Model formulation
In this section, we present the mathematical formulation of the integrated operational optimisation model that underlies the smart BEMS. The proposed model comprises lower-and upper-level operational modules (see Fig. 1 ). While the lower-level module focuses on the operation of the HVAC and conventional radiator systems so as to maintain the internal temperature within specified limits, the upper-level module determines how the energy consumption from adjusting the temperature and the building's remaining energy needs are satisfied. We start by describing the lower-and the upperlevel operational constraints before specifying the full optimisation model. The nomenclature used in this section is located in Appendix A.
Lower-level operational constraints
The lower-level constraints reflect the thermodynamics of conventional radiators and HVAC systems as well as the building's physics. Instead of considering exogenous end-use demands for space heat and cooling, we assume that the occupants' preferences are expressed in terms of a range for the internal zone temperature. Given the external temperature, the solar gains, the building's shell, and the internal loads, the lower-level operational module determines the flow rates of air and water in the cooling and heating systems that maintain the zone temperature in the desired range. Thus, the end-use energy requirements for certain types of space heat, venting, and cooling are decided endogenously. Groissböck et al. [12] model solely the lower-level operations of heating equipment for buildings with conventional radiators and an HVAC system. In order to keep our paper self-contained, we summarise the lower-level operational formulation and show how it interacts with the upper-level operational constraints that we introduce in this paper.
We start by specifying how the zone temperature is updated from one period to the next. Eq. (1) updates the zone temperature in period t ( t ) based on the current zone temperature ( t−1 ), the external temperature ( t−1 ), internal load ( t−1 ), and heat to be provided from both conventional ( t ) and HVAC (ϒ t ) systems while accounting for the building shell's characteristics as indicated in [15] . 1
Eq. (1) is derived from [16] by adding solar gains and conventional heating sources. The terms inside the square brackets on the right-hand side of the equation reflect, in order, the natural zonal temperature change, the heat transferred from the radiator to the air, the heat lost or gained due to the external temperature, the effect of solar gains through windows, any internal loads, and heating, ventilation, or cooling via the HVAC system. Eq. (2) states that the zone temperature must stay inside a temperature range specified by the building manager during each time period.
If heat is produced by the radiator, then its effect on the zone temperature needs to be considered. Eq. (3) describes how heat is transferred from the radiator to the air for a conventional heating system. This relationship is derived from [17] and depends on the desired zone temperature ( t ).
Here, ϕ and reflect the radiator's technical features: the former determines the temperature driving force for heat transfer in flow systems, while the latter describes the non-linear relation between the heat output and the mean transmission temperature ( ) of the radiator. The heat produced by the radiator depends on the rate at which heated water flows through it. Eq. (4) reflects how heat is exchanged inside the radiator and, thus, is a function of the flow rate of water ( t water ).
Eq. (4) is obtained from [18] by assuming a constant supplywater temperature ( ).
Once the radiator's operations are modelled, the space-heat demand can be calculated. Eq. (5) determines the heat required inside the boiler (D t spaceheat ) to change the water temperature from the current return-water temperature ( t−1 ) to the required supply-water temperature ( ).
Next, we impose bounds on the capacity of the conventional heating system. Eq. (6) captures the fact that the return-water (7) Turning to the HVAC system, we reflect its temperature settings based on the external temperature ( t−1 ). Eq. (8) describes the setting of the supply-air temperature for the HVAC's air-handling unit (AHU), which is modelled as a piecewise linear function in the case of ventilation with cooling, following [19] .
Eq. (9) calculates the cooling demand for each period as the energy required to bring the temperature of the return air from the AHU mixed with the external air to the supply-air temperature.
Like with the conventional radiator, we impose technical limits on the AHU. Eq. (10) constrains the proportion of external air taken in by the AHU during each period:
whereas Eq. (11) imposes bounds on the AHU's air flow rate during each period:
(11)
Upper-level operational constraints
In this section, we describe the upper-level constraints, which determine how the building's energy requirements are met, e.g., through on-site generation, storage, and/or energy purchases. By capturing such features, the resulting integrated model allows us to compare the performance of policy measures in a conventional BEMS with that of the smart BEMS. Such capability is not handled by related models in [11, 12] . In contrast to conventional models of building-level energy operations, e.g., [6, 7] , the end-use energy demands of space heating and cooling are determined endogenously by the lower-level operational module, while the remaining end-use energy demands are inputs to the model.
At the heart of the upper-level module are the energy-balance equations, which guarantee that, for every energy type, the net energy supply meets the energy demand in each time interval as in Eq. (12) . The net energy supply consists of the energy produced by energy-creating technologies plus the energy discharged from storage and the energy purchases in the energy market less the energy used for production or charging storage devices and the energy sold. Eq. (13) calculates the amount of output energy produced by an energy-generating technology (excluding HVAC systems) from the amount of input energy and the technology's energy-conversion factor.
For HVAC systems, Eq. (14) determines the electric energy needed to meet either the ventilation or cooling requirements during each period, depending on the kind of HVAC system installed. 
Eq. (15) imposes bounds on the amount of energy that can be produced by an energy-generating technology during a given period. The corresponding upper bound depends on both the technology's capacity and availability during that period. In particular, the parameter AF t i is the time-or weather-dependent availability factor for a given technology, e.g., photovoltaic (PV) or solar thermal. For solar energy technologies, this depends on the solar gains, which are graphed in Figs. 2 and 8 for our numerical examples.
Eq. (16) constrains the amount of energy that can be purchased in each time interval. This amount must not be greater than the amount stipulated in the signed purchase contract.
Similarly, Eq. (17) ensures that the amount of energy sold in each period does not exceed the amount agreed in the signed sales contract.
Moreover, Eq. (18) guarantees that the amount of energy that may be sold cannot exceed the amount of energy generated on site. This constraint precludes arbitrage opportunities that may arise if the purchase price is lower than the selling price, e.g., if a FIT is available.
For each energy-storage technology, Eq. (19) ensures that the energy available in storage at the end of a given time interval is equal to the energy stored at the end of the previous period plus the energy sent to storage minus the energy removed from storage during the considered period. Each type of energy flow is corrected by its respective loss ratio parameter.
Eq. (20) sets an upper limit on the amount of energy that can be discharged from a given energy-storage technology in each time interval. This limit depends on the technology's installed capacity and the respective maximum discharge rate.
Similarly, the amount of energy that may be charged to a given energy-storage technology is restricted in Eq. (21). Its upper limit depends on the installed capacity and the maximum charge rate of the considered technology.
Upper and lower bounds on the amount of energy that can be stored in an energy-storage technology are imposed by Eq. (22) .
Finally, we determine the total costs and pollution emissions of operating the building's installed technologies and of sourcing energy. The total costs are composed of the energy trading and technology operation costs as well as CO 2 taxes:
whereas the total pollution emissions comprise those from both energy purchases and energy-generating technologies:
Integrated operational model
Given the existing building shell, energy equipment configuration, and energy tariffs, an integrated operational optimisation model of the smart BEMS is formulated for meeting each site's temperature and energy requirements as follows:
The aim of problem (25) is to operate the building's existing technologies and to procure energy to minimise a weighted average of energy costs and pollution emissions. 2 
Numerical examples
In order to distil managerial and policy insights for sustainability, we run the integrated operational optimisation model using data from two public buildings in the EU. For our numerical experiments, we consider a typical winter day with hourly decision intervals. For each site, we investigate three cases: a fixed-mean temperature (i.e., the average of the lower and upper zone temperature limits) requirement (FMT), a fixed-lower temperature requirement (FLT), and a specified temperature range over which the operation of the heating and natural ventilation or HVAC systems may be optimised via dynamic temperature set points (OPT). In effect, the first two cases mimic the building's existing operations with static temperature set points under a normal (FMT) and an energy-conscious (FLT) setting, whereas the OPT case uses a smart BEMS to determine temperature set points dynamically in response to changing conditions. For each building, we further consider the baseline configuration and three operating scenarios, each of which reflects the implementation of a policy measure aimed at reducing energy consumption in buildings. For each operating scenario, a likely building configuration was determined in consultation with local experts. For FASAD, the operating scenarios are the following:
• Scenario 1 (baseline): Conventional heating and natural ventilation; one 1293.3 kW and one 232.6 kW natural gas-fired boiler, one 5.5 kW e combined heat and power (CHP) unit; daily exogenous end-use electricity demand of 691 kWh e and domestic hot-water demand of 1592 kWh; flat energy tariff rates (D 0.1426/kWh e for electricity purchases and D 0.0523/kWh for natural gas purchases); electricity FIT 3 of D 0.1758/kWh e for CHP.
• Scenario 2: Imposition of a CO 2 tax of D 0.02 per kg of CO 2 emissions (or, equivalently, D 20/ton).
• Scenario 3: A regulatory requirement 4 that the zone temperature cannot exceed 21 • C if a conventional heating system is in place.
• Scenario 4: Promotion of solar thermal technologies, inducing the installation of a 7.58 kW solar thermal system at FASAD.
For Pinkafeld, we examine the following operating scenarios:
• Besides the aforementioned data, the average hourly solar gains and internal loads 7 (during a typical winter day) are depicted in Figs. 2 and 8 for FASAD and Pinkafeld, respectively. The required zone temperature ranges for FASAD and Pinkafeld can be viewed in Figs. 5 and 11, respectively. The remaining input parameters used in our numerical experiments are presented in Table 1 .
While the OPT problems representing the smart BEMS are formulated as (25), the FMT and FLT problems for the conventional BEMS may be obtained by replacing Eq. (2) in problem (25) with:
respectively. In our numerical experiments, we adopt a pure cost minimisation (ˇ = 0) framework and set c = D 1, in problem (25). Then, the optimal objective value of (25) is the minimum energy cost. Using the optimal solution to problem (25), we calculate the corresponding CO 2 pollution emissions, primary energy consumption, space-heat demand, and electricity demand for the HVAC system through Eq. (24), , respectively. All optimisation problems are solved in MATLAB R2012a using the SQP algorithm of the FMINCON solver from MATLAB's Optimization Toolbox. The computations are carried out on a Linux workstation with a 3.40 GHz Intel quad-core processor with 8 GB RAM. The OPT solution time amounts to 15 min for Pinkafeld and 117 min for FASAD. We remark that the optimal solution to FASAD's OPT problem takes longer to locate due to the more varied patterns of energy supply at FASAD. Table 2 presents the daily energy consumption, the energy costs, and the CO 2 emissions for the space-heat demand of the cost-minimising solutions for FASAD, whereas Table 3 displays corresponding metrics for the site's overall energy consumption. The numbers in parentheses indicate the percentage change in the We start by comparing scenarios 2-4 against the baseline scenario for space-heat demand in order to obtain policy insights (see Table 2 ). Imposing a CO 2 tax of D 0.02/kg (scenario 2) does not alter the building's operations. Thus, FASAD's energy costs simply increase without reducing energy consumption and CO 2 emissions. In fact, a CO 2 tax of at least D 0.085/kg would be required to induce a change in FASAD's energy sourcing, which involves always running the CHP unit at maximum capacity, using its recovered heat to cover part of the building's heat load, and selling its electric energy. At very high tax levels, it is, instead, preferable to use the electric energy produced by the CHP unit to meet the building's electricity load. Since cogeneration is more energy-and carbon-efficient than electricity purchases, the CO 2 emissions and the primary energy The energy-efficiency requirement in scenario 3 translates into a lower required temperature (see Figs. 3 and 4) and, thus, less heating (see Table 2 ). Consequently, in this setting, the spaceheat demand and CO 2 emissions decrease by 20% and 10% in the FMT and FLT cases, respectively. By installing a new solar thermal system (scenario 4), part of the hot water production shifts from the gas-fired boilers to a CO 2 -free and costless energy technology. Therefore, although the space-heat demand is not affected, all of the performance indicators for overall energy improve by approximately 1% in scenario 4. In summary, a stringent energy-efficiency regulation (scenario 3) appears to be the most effective policy measure for reducing energy use and CO 2 emissions in FASAD with the static temperature set points of the conventional BEMS that are currently used.
FASAD
In contrast to the conventional BEMS with FMT or FLT settings, the smart BEMS implemented in OPT has the flexibility to change the set-point temperatures of the heating system. Focusing on the baseline scenario, the OPT case reduces the space-heat demand and the corresponding CO 2 emissions and costs by 30% and 12% compared to the FMT and FLT cases, respectively (see Table 2 ). 9 Due to the high solar gains in the middle of the day (see Fig. 2 ), the FMT and FLT cases require venting in order to comply with the rigid temperature requirements (see Fig. 7 ). Conversely, the OPT case allows the zone temperature to fluctuate within the acceptable temperature range (see Fig. 5 ), thereby taking advantage of the solar gains. 10 The OPT solution requires much less heating during the evening and no ventilation during the entire day (see Figs. 6 and 7) . Thus, the energy benefits of using a smart BEMS to reduce the demand for space heat are substantial. In fact, a smart BEMS is even more effective at reducing space-heat demand than the conventional BEMS with an FLT setting under any policy measure. Therefore, we conclude that the proposed smart BEMS delivers more reduction in energy consumption and CO 2 emissions than any of the considered policy measures for a conventional BEMS with static temperature set points.
Pinkafeld
Analogous to the results for FASAD, we first summarise the metrics associated with the actions that the smart BEMS can control, viz., space-heat demand and electricity consumed by the HVAC system, in Table 4 . A summary of the operational results for Pinkafeld's overall energy consumption is presented in Table 5 . The numbers in parentheses in Tables 4 and 5 indicate the percentage changes in the metrics relative to the FMT baseline run. Figs. 9-11 show the evolution of the zone temperature during the day relative to the external temperature for the FMT, FLT, and OPT cases, respectively. Figs. 12 and 13 depict Pinkafeld's patterns of the space-heat demand and the ventilation, respectively, throughout the day.
In order to distil policy insights, we compare scenarios 2-4 against the baseline scenario for space-heat demand and HVAC 9 As per [18] , we validated the performance of our model in Eq. (1) using a laboratory facility. We also contracted an independent energy auditor to verify the extent of the energy savings via a four-day test at the Pinkafeld site. The results showed an average of 7.7% reduction in energy consumption for space heating from using smart BEMS. 10 A specified zone temperature range narrower than the 3 • C during peak hours would lower the energy savings. We have verified this in the limit as the "range" collapses to the lowest-possible set-point temperature as in the FLT cases. However, the model is robust enough to find the optimal solution even in these cases, which we have verified by iteratively narrowing the range. electricity consumption (see Table 4 ). In scenario 2, Pinkafeld's building manager can sign up to a FIT for PV systems. In that case, all of the electric energy generated by the PV system is sold since the FIT rate is higher than the electricity purchasing tariff rate. This leads to a cost reduction as well as a slight increase in the primary energy consumption and CO 2 emissions as the entire building's electricity load is met solely via off-site electricity purchases (see Table 5 ). However, the space-heat demand and the HVAC electricity consumption are not affected by the FIT.
Changing from a flat tariff to a TOU tariff (scenario 3) has a minor impact on the optimal solution due to the absence of storage for temporal arbitrage and the low HVAC electricity consumption during winter (see Table 4 ). Since our model is focused on optimisation of heating and cooling operations, there is not much scope for the building to take advantage of a TOU tariff for electricity. By contrast, installing a solar thermal system (scenario 4) improves the energyefficiency, financial, and pollution indicators for overall energy by 2-3% and 1-2% in the FMT and FLT cases, respectively. While the space-heat demand and the HVAC electricity consumption remain unchanged with the installation of a solar thermal system, the corresponding costs and CO 2 emissions decrease by 4% and 3% in the FMT and FLT cases, respectively, since the newly installed technology produces heat for free without emitting CO 2 . In conclusion, the promotion of solar thermal technologies (scenario 4) is the policy measure that leads to the highest energy efficiency and CO 2 emissions reduction in Pinkafeld with static temperature set points of a conventional BEMS.
Similar to our findings for FASAD, we observe that the ability of the building's conventional heating and HVAC systems to adapt to environmental and market conditions is valuable at Pinkafeld. Since the OPT case allows the zone temperature to drift within the desired range (see Fig. 11 ), it can make use of the high solar gains that occur in the middle of the day (see Fig. 8 ) and reduce the need for the HVAC system. Under the baseline scenario, the OPT operation of the heating and HVAC systems mimicking a smart BEMS consumes 3.6 kWh e of electricity for ventilation and 629 kWh of heat -a reduction of 37% and 10%, respectively, vis-à-vis the FMT case (see Figs. 12 and 13) . Even when the set points are fixed at the lower temperature limit with a conventional BEMS, the space heat and HVAC electricity consumption are 2% and 114%, respectively, higher than in the OPT case with less user comfort. Moreover, we observe that the OPT case under the baseline scenario achieves lower levels of energy consumption and CO 2 emissions than the FMT case under any scenario and the FLT case under scenarios 1-3 (see Table 5 ).
We remark that the advantage of using a smart BEMS over a conventional BEMS with a solar thermal system (scenario 4) is reduced since solar thermal energy is CO 2 -free and does not contribute towards the primary energy consumption of the building. Nevertheless, our findings indicate that the flexibility of adjusting the temperature set points dynamically to changing conditions is more effective in shrinking Pinkafeld's energy consumption than most wide-ranging policy measures.
Conclusions
Concerns about the effects of climate change have prompted regulators to pass measures to improve energy sustainability. While most of these measures have been aimed at the supply side in order to increase the penetration of renewables, demand-side policies have also been implemented to encourage reduction in energy consumption. However, the limited expertise of building managers in taking advantage of smart grid opportunities and the static set-point temperatures for heating and cooling of conventional BEMS stymie the intentions of policymakers. Indeed, even with ambitious policy measures that stipulate internal temperature settings or provide incentives for distributed generation, the conventional BEMS is not as adept as smart BEMS in responding to changing market and weather conditions to update temperature set points for heating systems dynamically.
Via an integrated optimisation model that fuses energy-balance requirements with detailed modelling of conventional heating and HVAC systems, we demonstrate the effectiveness of the smart BEMS by comparing it to the conventional BEMS with policy measures and using data from two real EU buildings. Unlike the extant literature, we take into consideration both the operations at the equipment level and the interface between the building and external energy providers. Such an integrated approach is crucial in order to analyse the effects of policies that may cause the energy provision of the building to be altered.
Our numerical experiments indicate that a smart BEMS is generally more effective at reducing energy consumption and CO 2 emissions than a conventional BEMS with policy measures. While we recognise that policy measures and smart BEMS often will be available together, we analyse them separately to illustrate that the gains from the latter are often higher. We remark that many of the policy measures considered in this paper will result in capital costs, whereas the cost of installing a smart BEMS is relatively low, i.e., limited to purchasing a license of a smart BEMS software and integrating this software with the existing BEMS. Thus, our result can be considered as a conservative estimate of the benefits of the smart BEMS. As a consequence of our findings, it would be beneficial for policymakers to consider giving more support to the development and integration of smart BEMS. A tangible step that could be taken is to make it a requirement for BEMS developers to facilitate the integration of their technology with buildings' ICT systems. Hence, a barrier to adding a layer of decision-making intelligence would be removed.
Although our model captures the main features of the operations of a building's conventional heating and HVAC systems, laboratory tuning might be necessary to customise the model for analysing specific types of buildings. Going one step further, the models for the temperature exchanges and water flows in the conventional heating and HVAC systems could be improved by accounting for additional parameters such as air humidity, partload efficiency, and thermal mass. Likewise, rather than being a constant, the supply-water temperature could be adjusted based on external temperatures to provide greater savings if the building manager is reluctant to alter the zone temperature. In that case, we would have a narrower range for the zone temperature but with additional flexibility for the supply-water temperature. The application of the model itself could be more expansive by considering multiple zones rather than a single one as in the current model. Another important application would be the performance of the smart BEMS during mid-season periods when users' requirements alternate between cooling and heating. Although cooling has become an issue in recent years, vintage buildings, which comprise the majority of the stock in the EU, were not designed with cooling systems in mind. Nevertheless, our Eq. (8) already encapsulates the possibility to switch modes between ventilation and cooling based on the external temperature. Finally, uncertainty in prices could also be included in future work to enable operational risk management. upper limit of the proportion of air that may be taken externally (unitless) lower limit of the proportion of air that may be taken externally (unitless) external temperature limit at which the AHU performs cooling ( • C) external temperature limit at which the AHU performs heating (
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