AbstractÐEmpirical software engineering can be viewed as a series of actions to obtain knowledge and a better understanding about some aspects of software development given a set of problem statements in the form of issues, questions or hypotheses. Our experience in conducting empirical software engineering from a variety of viewpoints for the last decade has made us aware of the criticality of integrating the various types of data that are collected and analyzed as well as the criticality of integrating the various types of activities that take place such as experiment design and the experiment itself. This has led us to develop a Computer-Aided Empirical Software Engineering (CAESE) framework as a substrate for supporting the empirical software engineering lifecycle. CAESE supports empirical software engineering in the same manner as a CASE environment serves as a substrate for supporting the software development lifecycle. This paper first presents the CAESE framework that consists of three elements. The first element is a process model for the ªlifecycleº of empirical software engineering studies, including needs analysis, experiment design, actual experimentation, and analyzing and packaging results. The second element is a model that helps empirical software engineers decide how to look at the ªworldº to be studied in a coherent manner. The third element is an architecture based on which CAESE environments can be built, consisting of tool sets for each phase of the process model, a process management mechanism, and the two types of integration mechanism that are vital for handling multiple types of data: data integration and control integration. The second half of this paper describes the Ginger2 environment as an instantiation of our framework. The paper concludes with reports on case studies using Ginger2, which dealt with a variety of empirical data types including mouse and keystrokes, eye traces, threedimensional movement, skin resistance level, and video-taped data.
INTRODUCTION
E VERY software project is idiosyncratic in some respect. Software developers work with different project members, following different process models (if any), dealing with different application domains, using different versions of CASE tools, facing different problem situations, and feeling different types of time and cost pressures.
Software engineering may be better characterized as a laboratory science [3] . To better support a software development process, we need to have a better understanding of software development. And to better understand software development, we need to look at empirical aspects of software development.
In supporting aspects of such software engineering practices, the importance of empirical studies of software engineering cannot be overemphasized. The term empirical software engineering involves quite a variety of activities concerning empirical studies conducted on software development. One definition is ªthe study of software related artifacts for the purpose of characterization, understanding, evaluation, prediction, control, management, or improvement through qualitative or quantitative analysisº made by Harrison and Basili [9] . This definition, however, does not include studies on aspects of software developers as human beings.
We view empirical software engineering as a series of actions to obtain knowledge and better understanding about some aspects of software development given a set of problem statements in the form of issues, questions or hypotheses. While software engineering is a study, paradigm, or discipline on activities that take customer's requirements as input and produce ªsoftwareº as output, empirical software engineering is a study, paradigm, or discipline on activities that take problem statements related to aspects of software development as input and produces sharable ªknowledgeº regarding the problem as output.
Empirical studies in any professional work domains are based on two different approaches: in vivo (naturalistic) settings, and in vitro (laboratory) settings [31] . In vivo settings deal with real world problems by looking at software developers in the natural context in which the actual software development project is carried out. Work by Basili on TAME [1] and the Software Experience Factory [2] approach are a type of naturalistic setting studies. The Software Experience Factory provides mechanisms to trace an actual software development project, accumulate and store ªknowledgeº that emerges during the project, and make it available and reusable for other projects and project members. Other examples include a study reported in [24] , which built a cognitive model of software developers by applying a coding schema to analyze technical review meetings, and a study reported in [24] , which examined how newcomers to a project ªimmigratedº into the project through multicase studies with interviews.
In vitro studies, on the other hand, consist of controlled experiments. Originating from psychological studies, laboratory studies focus on a particular aspect of human behavior, trying to develop a generalized model of the behavior, or focus on proposed techniques and methods to test their effectiveness. A study looks at a particular task, develops hypotheses about human behavior or techniques related to the task, and tests the hypotheses. The task in the study, for example, may concern defect detection [11] , [13] [22], maintenance [5] , [30] , or requirements inspection [8] . While in vivo studies focus on relevance of real, ill-defined problems that emerge in actual software development, in vitro studies put the emphases on rigor, repeatable systematic behavior of people involved in software development. These two approaches complement each other by taking two contrasting viewpoints of empirical aspects of software engineering.
Our research group has conducted in vitro studies from a variety of viewpoints since the mid-1980s [12] , [14] , [15] , [16] . The experience has made us aware that empirical software engineering involves dealing with many types of data that need to be integrated. Each type of data contributes as one piece toward reaching the goal of obtaining knowledge and better understanding about some aspect of software development. These pieces are not independent of each other, thus necessitating integration. For example, the subject was looking at a certain point in space when he/she typed in ªmain,º and these two types of data, i.e., where the subject was looking and what the subject typed, should be accounted for in a synchronous manner.
Furthermore, empirical software engineering involves a small set of typical activities that are common to most in vitro studies, such as identifying problems, designing and conducting experiments, collecting data, and analyzing results. Each process phase is not totally independent of each other, and the entire lifecycle of an empirical study also needs to be supported in an integrated manner.
The recognition of these two integration needs has led us to develop the Computer-Aided Empirical Software Engineering (CAESE) framework as a substrate for supporting the in vitro empirical software engineering lifecycle. CAESE supports empirical software engineering in the same manner as a CASE environment serves as a substrate for supporting the software development lifecycle.
In what follows, we first present the CAESE framework that consists of three elements. The first element is a process model for the lifecycle of empirical software engineering studies, including needs analysis, experimental design, actual experimentation, and analyzing and packaging results. The second element is a model that helps empirical software engineers decide how to look at the ªworldº to be studied in a coherent manner. The third element is an architecture based on which CAESE environments can be built, consisting of tool sets for each phase of the process model, mechanisms for data-and control-integration, and a process management mechanism.
The second half of this paper then describes the Ginger2 environment as an instantiation of our framework. Ginger2 is an integrated environment that focuses on supporting in vitro studies in empirical software engineering. Ginger2 currently supports a variety of types of data to be collected, including mouse and keystrokes, eye traces, three-dimensional movement, skin resistance level, and video-taped data. These data are useful for investigating tasks that need minute examination, such as understanding code. We have developed a language called MON for Ginger2 to integrate data among different analysis tools. Although the current version of Ginger2 does not support the entire functionality of the CAESE architecture that we propose, we will show through our experience with the Ginger2 environment the potential of our CAESE approach.
THE CAESE APPROACH
2.1 Illustration of CAESE with CASE As we described above, we have recognized a need for an integrated empirical software engineering environment in the same manner as the need for an integrated software engineering environment has been recognized. This section illustrates our CAESE framework for in vitro studies of software engineering using CASE environments as a point of comparison. Table 1 and Fig. 1 illustrate the two approaches.
In CASE environments, software developers produce software artifacts based on customer's requirements. A CASE environment provides software developers with various types of tools for producing software artifacts, while often assuming a certain development process model for a software development lifecycle and using models for representing artifacts, for instance, object-oriented modeling. 1 In contrast, the goal of CAESE environments is to attain better understanding about a certain aspect of software engineering practice. In CAESE environments, experimenters produce ªknowledgeº concerning some aspects of software development in response to problem statements, in the form of 1. Note: We use the term ªsoftware developersº as a generic name referring to people concerned with software development, including analysts, designers, testers, implementers, and quality assurance personnel. In the same manner, we use the term ªexperimentersº as a generic name referring to a class of people who design, conduct, and analyze experiments.
issues, questions, or hypotheses, which have been raised by software engineering practitioners. CAESE environments should provide tools that support conducting empirical software engineering studies for the experimenters, based on a certain ªprocess modelº for conducting empirical studies (i.e., empirical study process model). Just like objectoriented modeling guides software developers in how to look at the artifacts to be developed, CAESE needs to have a model (e.g., data collection model) that helps experimenters determine how to look at the ªworldº to be empirically studied.
The CAESE Framework
As software artifacts drive the process carried out in a CASE environment, empirical data drive the process in a CAESE environment. The types of data that should be collected and how they should be used are important considerations in building a CAESE environment. Orthogonal to this issue is the types of process that should be assumed to be underlying the use of the CAESE environment.
This subsection describes the empirical study process model, the data collection model, and the architecture for our CAESE framework.
Process Model: Empirical Study Process Model
Fig. 2b illustrates the process model on which our CAESE framework is built. This process model can also be described in terms of a typical process model underlying CASE environments. In CASE (Fig. 2a , a presupposed typical software development process is a lifecycle consisting of five phases: requirements analysis, design, implementation, testing, and release. In our CAESE framework, we have developed an empirical study process model consisting of five subprocesses: 
Product Model: Data Collection Model
In empirical software engineering, we cannot just arbitrarily collect data on many aspects of software engineers. We need to have a coherent view of how to look at software engineers and software development tools to be studied. In developing software using a CASE environment, object-oriented modeling is one type of model that guide software developers in how to look at the ªworld.º We need models that guide experimenters in conducting empirical studies on software developers in the same manner. We call these types of models ªData Collection Models.º Fig. 3 illustrates an example of the Data Collection Model. This Data Collection Model consists of three entities: 1) a subject, 2) software engineering tools under study, and 3) software engineering artifact repositories that evolve during an experimental software engineering session. Based on these three entities, data can be collected from the following five viewpoints: This data collection model does not suggest that different data collection tools and analysis tools are necessary for each facet of the model. In fact, the same data collection tool can be used to collect different aspects of data. For example, by recording the screen with a video recorder, we can collect data about states of subjects and data concerning output from tools.
Data analysis needs to be conducted orthogonal to the above five types of data. It is often the case that the goal of the experimentation is to find out how they are related to each otherÐfor instance, whether the speed of typing has something to do with the number of faults introduced in a source code.
The CAESE Architecture
We have developed a CAESE architecture based on the process model described in Section 2.2.1. The CAESE Architecture (Fig. 4) The first five types of tools support each of the phases in the empirical study process model. The latter three types of tools support the integrated use of these phase-supporting tools. Data integration tools are necessary to integrate the various types of data that are used in the phase-supporting tools. Control integration tools are necessary for synchronizing the use of different tools. Finally, empirical study management tools are used to manage the empirical study itself, much in the same way as project management tools are used in CASE environments.
GINGER2: A CAESE ENVIRONMENT
We have developed the Ginger 2 environment based on the framework described in the previous section. The bold framed components in Fig. 4 show the parts of the CAESE architecture that have been implemented in Ginger2. The remainder of this section first describes a tool set for data collection, followed by a description of how the data are integrated. Section 3.3 then presents the data analysis tools that are currently available in Ginger2. Finally, Section 3.4 presents control integration tools of the Ginger2 environment.
Data Collection Tools of Ginger2
Software developers are engaged in many types of activities simultaneously. For instance, even if they are just typing, they are looking at a certain point on the display, feeling some ªpressureº caused by the situation they are in; thus there would at least be three types of data (keystrokes, gaze point, and skin resistance level) that can be collected. The more types of data we collect, the richer and deeper analysis we can perform by using them in a complementary manner. Which data to be used for analysis should be determined at the time of designing the experiment, and not be constrained by the limitation of its CAESE environment.
An empirical software engineering environment should support continuous automatic collection of data. By ªcon-tinuous,º we mean that the subject does not have to take a certain action (such as look at a different display [10] ) in order for the data to be collected. This will have the following advantages:
. fine-grained data can be collected; . the load on the subject is lessened. The subject does not have to write a report, or to be interrupted during the task; . necessary data will not be left out by mistake; and . the chances of mis-informing would be minimized. Ginger2 has been developed to automatically and continuously collect a wide variety of data based on the data collection model described in Section 2.2.2 and Fig. 3 . Table 2 summarizes the set of tools Ginger2 currently provides for experimentation in terms of the data collection model.
Audio & Video Recorder. The Audio & Video Recorder consists of audio-visual equipment such as microphones and video cameras. This can be used to record subject's behavior, expressions, speech protocol, or screen images. The audio & video data is often useful as auxiliary data to help experimenters understand data collected through other types of experimentation tools described below.
Collected audio and visual data are transmitted to a tool called AV-Monitord described in the next subsection through an exclusive cable. The video data signals are sent through either NTSC or PAL format channel.
Mon, Kterm-mon, and Emacs-mon: Window Monitoring Tools. Kterm-mon is a special terminal emulator (Kterm, a special kind of xterm that displays Japanese fonts) that runs on the subject's computer to allow the collection of data from the Kterm-mon window including:
. window operations: open, close, move, resize . movement of text cursors within the window . movement of mouse cursors within the window . keystrokes within the window including Control and Shift keys . operations on the mouse buttons: pressing, releasing . text displayed on the window (excluding changes in font, colors, and other stylistic changes) . graphic objects within the window Emacs-mon collects the same type of data for an Emacs window. Mon collects data on mouse movement and window operations that take place on a screen outside of Kterm-mon and Emacs-mon windows. Data collected from Kterm-mon, Emacs-mon, and Mon are transmitted to the Monitord tool, which is described in the next subsection.
Eyetrackd: An Eye Tracking System. Eyetrackd is a daemon program that collects data from the eye tracking system, which is a light-weight, unattached wearable eyegaze measuring system, that tracks where the eyes of the subject is currently focused on (gaze point). Data collected from Eyetrackd is also transmitted to the Monitord tool.
Fig . 5 shows the eye-tracking system. The subject wears special eyeglasses, and three units that are placed around the computer display track the subject's gaze point. The eye tracking system that is shown in the figure is nac Incorporated's Non-Contact Eye Mark Recorder (EMR-NC Model ST-574). The error is less than about 3 mm when the subject's head is 570 mm from the computer display.
3D Motion Measurement System. The 3D Motion Measurement System is used to collect data such as the movement of the subject's head, hands, or shoulders. The current system is Ohyoh Keisoku Kenkyusho's Quick MAG System. Subjects put colored balls on some parts of the body (Fig. 5) . The system then tracks the movement of the body by identifying the position of the colored ball (i.e., parts of the body) in a three-dimensional space using a special video camera (not shown in Fig. 5 ). Data collected by the 3D Motion Measurement System can be compared against each other to examine the similarity between certain movements or actions that subjects may take.
Skin Resistance Level Measurement System. The Skin Resistance Level Measurement System allows us to capture data on how much resistance the subject's skin has when a very low level of electricity is given. This physiological data can be used to know how much ªcognitive load,º ªpressure,º or ªstressº subjects feel during the experiment. Fig. 5 shows the Skin Resistance Level Measurement System made by Takei Scientific Instruments Co. (PGR Measurement System Model TKK 2701). The subject attaches SRL sensor pads to the part of the body that is to be measured. In Fig. 5 , the sensors are attached to the toes.
Ginger1 System. The Ginger1 System [29] allows us to capture a log of tool usage and changes that were made in the program files. When capturing changes to program files, the experimenter first specifies the interval in which the changes are to be recorded.
Data Integration Mechanism of Ginger2
Data that have been collected with the data collection tools described above are integrated through Data Collection Servers and then stored in databases.
We use two databases for storing data: a database for audio & video data, and a database for the other types of data. Correspondingly, there are two types of Data Collection Servers. Data collected from Audio & Video Recorder is handled by AV-Monitord and stored in the AV-Database.
The other types of data are collected by Monitord. Data that are continuous such as data from the 3D Motion Measurement System are sampled and transformed into discrete data. Then the data are timestamped and transformed into Mon format, which is a language we have developed to integrate various types of data other than audio & video data (see Fig. 7 ).
The reason why we use a separate type of database for audio & video data is that the amount of audio and video data is much larger per time unit when compared to other types of data. As with other continuous data types such as skin resistance level, it would also have been possible to sample audio & video data, but the amount of data would still have been large without significantly degrading the audio & video data to be stored. Fig. 6 illustrates how data collected from the data collection tools are integrated and stored in the two databases for data analysis, which will be described in the next subsection. Most of these components can be run on the same computer, but different components can also be put on different computers, as long as they are connected by LAN. The reception of data from the data collection tools and the sending of data to data analysis tools are all done using the TCP/IP protocol.
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Fig. 5. Eye tracking system, 3D motion measurement system, and SRL measurement system. Data collection servers collect data in real-time fashion, and therefore, experimenters can monitor subject data in real-time through the data integration mechanism as the experiment takes place and data are being collected. The same mechanism can be used to analyze data after the experiment (i.e., data collection) is finished. This is described further in the next subsection.
AV-Monitord. The AV-Monitord receives audio and video data collected from the Audio & Video Recorder and encodes it in MPEG1 format. The encoded data is saved as a file in the AV-Database. The encoding is done in realtime using special hardware. The AV-Database is organized as a RAID5 format disk-array. Normally, audio and video data are saved together in one file (audio-video file), but it is also possible to save them separately. It is also possible to save just one or the other. For each audio-visual file (or audio file or video file), the user can make an auxilliary information file to hold information such as the time and place the audio and/or visual data were collected.
Monitord. Monitord is a daemon program that receives data from data collection tools other than the Audio & Video Recorder. Continuous data from tools such as 3D Motion Measurement System, Skin Resistance Level Measurement System, and Eyetrackd are sampled and transformed into discrete data. These discrete data are encoded into a language called MON, which we have designed to integrate various types of data and timestamps. Absolute timestamp is assigned to the initial event. Succeeding events are timestamped with time that is relative to the initial absolute timestamp. Fig. 7 shows an example of a series of events encoded in the MON language. 2 
Data Analysis Tools of Ginger2
The collection of data is just one aspect of an empirical software engineering environment. Such an environment should support the analysis and visualization of data that will allow the analysts to view the data from perspectives they like. For example, it is often2 necessary that the experimenter is able to know what portion of a display was ªlooked atº by a subject when the subject's typing speed suddenly changed.
Data collected through the tools described in the previous subsection need to be analyzed in a variety of ways. Analysis activities can be categorized in two ways: observational analysis and computational analysis.
Observational analysis is conducted through visual or other perceptual observation which may be: 1) during experiments and/or 2) after experiments by ªreplayingº the experimental sessions. Mechanisms that allow experimenters to perform postexperimental observations are important because even if data is collected and subjects are observed during the experiment itself, it would be impossible to cover every aspect of situations that take place during an experiment. It is important to be able to play back an experimental session because for instance, it is beneficial to know where the developer was looking at when he was typing in a certain word. Tools for supporting observational analysis include data displays and visualization tools, as well as data searching and browsing mechanisms such as image retrieval, video scanner, and video indexing. Computational analysis on the other hand, more heavily depends on computational means, for example, by applying metrics, statistics, visualization, or by simulating experimental sessions. Observational analysis may use the results of computational analysis and vice versa; they should not be separated from each other.
Data Analysis Tools of Ginger2 use data stored in the two databases described above. Since data are stored in the databases in real-time fashion, data analysis tools can manipulate both prestored and real-time data, allowing experimenters to use the same analysis tool both during and after the experiment itself.
2. Detailed description of MON, including its language definition can be found at our web site http://tori.aistnara.ac.jp/ginger2/architecture/ standards/mnformat-e.html. Data accessing tools are essential for analysis. An experimenter may want to play back a certain part of the data that showed a certain characteristic, e.g., a certain scene in the video data. It would be desirable if the environment let the experimenter retrieve a particular scene without the person scanning through all of the video clips from the beginning. For instance, the experimenter may need to look at the scene where the subject was typing the word ªretrieval.º Data analysis tools can combine multiple types of data based on the timestamps that are put on the data in Ginger2's two databases. Experimenters can thus retrieve a portion of data using different data points as an index.
The remainder of this subsection shows a list of Ginger2's Data Analysis Tools.
Annotator Tool. The Annotator Tool runs on the experimenter's computer and collects memo which the experimenter may make while observing an experiment.
Data Displays. Data Displays receive data from the Data Collection Server and visualize the data. There are several Data Displays and each one can display only a certain type of data. Three types of Data Displays are shown below:
. Data Screen Display (Fig. 8) . This screen shows the windows that were ªmonitoredº using Kterm-mon, Emacs-mon and Mon, along with the positioning of the mouse and the gaze point. . 3D Motion Display (Fig. 9) . This screen shows an animation of how the subject moved. . Event Display (Fig. 10 ). This screen shows low level information concerning keystrokes, mouse button, as well as annotations that experimenter's may have taken with the Annotator Tool.
Audio & Video Player. The Audio & Video Player (AV Player) is used to play back the audio and visual data stored in the AV-Database. Special hardware is used, and the quality is comparable with CD for audio data, and is 30 fps, 24 bit color, 320 Â 240 pixels for visual data. It provides basic operations including play back, stop, pause, fast forward, rewind, slow play back, and fast play back.
The operations for specifying the audio-visual data to be played back and the play back itself uses a special GUI. It can also be operated through Data Player, Ginger2's Control Integration mechanism described in the next subsection, to synchronously play back with other collected data.
Multidata Display: Keystroke and Gaze Point. The Multidata Display visualizes several types of data in one window. Fig. 11 shows an example of a graph that combines keystroke and gaze point data that were collected through an actual experiment to analyze the behavior of software developers while debugging a program.
In all of the four graphs, the X axis represents the time (in seconds). The top two graphs show the number of keystrokes on the Y axes, and the bottom two graphs show where the gaze point was in terms of inside the window (1.0 on the Y axes) or outside the window (0.0 the Y axes). In each of the two sets of graphs, the lower graph is zoomed into a particular part of the above graph.
As an example use of the Multidata Display, one could identify pattterns using these two types of data along with video data, such as when no keys have been pressed for 15 sec and the gaze point is within the display, the subject is stuck and does not know what to do next.
Movement Similarity Analyzer. The Movement Similarity Analyzer performs fourier transformation on data measured by the 3D Motion Measurement System. It is used to compare the similarity between a two types of actions (movements) that the subject takes, such as reaching out for a book or standing up. Fig. 12 shows an example of the output of the Movement Similarity Analyzer. A ªbaseº movement was defined where the subject reached for a manual on the desk. This movement was taken as the comparison point for all other movements by the subject during the experiment. The numbers on the X axis in Fig. 12 shows the number of times that the developer reached for a manual, and the Y axis shows the difference between the ªbaseº movement and the movement that the subject actually did. The lower the difference, the closer the actual movement was to the ªbaseº movement.
SRL (Skin Resistance Level) Display. The SRL Display visualizes data collected by the Skin Resistance Level Measurement System. Fig. 13 represents SRL data collected from four subjects used in an actual experiment. The X axis of each graph represents the time in minutes, and the Y axis represents the SRL level in kilohms. The lower the SRL, the more stressed the person is likely to be. Textual annotations in the figure such as ªChange 1º were added afterward.
In this experiment, the task given to subjects was to design, program, test and debug given a small specification, which was intentionally ªchangedº during the experiment. The goal was to look at how such changes cause ªstressº on subjects by measuring the SRL [24] . As is obvious from the graphs produced by the SRL Display, one could conclude that there are some correlation between changes made on the task subjects work on and the level of stress the subjects feel. The data were consistent with observations made on video taped data. Statistical Metrics Tool. Statistical Metrics Tools compute and return various statistical values and metrics that have been defined by experimenters.
Control Integration Mechanism of Ginger2
Ginger2 collects a variety of types of data. Data collection tools need an automated synchronization mechanism to ensure a synchronous collection of data.
Data analysis tools also need to have an automated synchronization mechanism. As shown in the previous subsection, multiple tools need to be examined synchronously in order to support experimenters for analyzing complex data.
Ginger2 provides two types of control integration mechanisms: Data Recorder and Data Player.
Data Recorder. The Data Recorder synchronizes the operations of data collection tools. It sends a control signal to the Audio & Video Recorder as well as other data collection tools described in Section 3.1. It is also possible for some data collection tools to send control signals to the Data Recorder; for instance, when a certain command is typed in by a subject, a signal could be sent from Kterm-mon to Data Recorder, which then sends a signal to the Audio & Video Recorder to start video taping.
Data Player. The Data Player plays back data stored in the two types of databases, i.e., audio and video data as well as other types of data. These data are shown on the various Data Analysis Tools which were described in the previous subsection, such as the Data Screen Display. Data are synchronized based on the timestamps that were attached when they were originally collected.
The Data Player controls the Data Analysis Tools and sends control signals to it. Some of the analysis tools may also send control signal to the Data Player so that it will be possible to play back the data of a certain point in time.
Fig. 14 shows the interface of the Data Player. Using this interface, experimenters can specify the playback speed and the portion of data they want to view; fast forward, fast reverse, slow play, and other basic operations are possible. This is then sent as a control signal to Data Analysis tools to show visualized data. For example, it can send control signals such as ªplayback from XX minutes YY seconds.º
CASE STUDIES: USING THE GINGER2 SYSTEM
The Ginger2 CAESE environment has been used in a variety of experiments [4] , [10] , [17] , [19] , [20] , [21] , [25] , [27] , [32] . This section shows some of our experience with conducting experiments using the Ginger2 CAESE environment. 
Modeling Debugging Processes
The goal of this study was to understand how the debugging process takes place, with a special emphasis on how experts locate ªbugsº in a program much more effectively than novice users. Experiments were designed to compare debugging processes of experts with that of novices. We gave subjects a program consisting of 15 modules, one of which had a pre-embedded bug. We wanted to see how both experts and novices narrow their search spaces in identifying which of the 15 modules contained a bug.
We used: 1) the Eyetrackd system to trace gaze points to identify the modules that were being looked at by a subject over time and 2) the Audio & Video Recorder to record interviews we conducted to subjects every 5 min. In the interviews, we asked them to assign a number to each module, indicating how likely the module contained the bug (1: least likely ÀU: most likely).
Based on the collected data, we: 1) analyzed how often gaze points shifted among modules, 2) how long the gaze point stayed within a single module for each subject, and 3) visualized the trace of gaze points of each subject (see Fig. 15 ).
What we have found from the analysis of this study includes the following:
. Both experts and novices correctly identified the module that contained the bug toward the end of the experiment. . There was a difference in the frequency of shifts of gaze points between novices and experts. After a certain amount of time passed in the experiment, the number of times experts shifted their gaze points from one module to another had started to drop. Experts gradually focused on one or two modules that most likely contained the bug. On the other hand, novice subjects kept shifting their gaze points among modules during the entire experiment. Although these results were not surprising, they are consistent with the results we have found through a previous experiment [26] when we analyzed keystrokes instead of gaze points. For details of this study, see [27] .
Analysis of Programmers' Behavior when Creating Bugs
The motivation behind this study was to design a programmer support mechanism that can automatically warn a programmer when the programmer shows some indication of making mistakes during programming (i.e., creating a bug in the program). The goal of this study was, therefore, first to analyze what characteristics emerge in a programmer's behavior when the programmer introduces bugs. These characteristics could then be used to identify potentially critical moments in their programming. The experiment was designed as follows. We first asked subjects to perform coding and unit-test on the code for a given specification. Emacs-mon was used to collect keystroke data and Audio & Video Recorder was used to collect videotaped data through the entire experiment.
When a bug was found during the unit-test, we identified the point in time when the bug was created, and analyzed the subject's behavior before and after the identified time.
In order to analyze the subject's behavior, we collected keystroke data. We first encoded a series of keystrokes using five types of primitive operations, and analyzed whether a certain sequence of primitive operations were typical before or after the bug was created.
From the analyses, we identified six patterns that were found in more than half of the cases of the subject's keystroke sequences when bugs were created. Since five out of the six patterns were automatically identifiable, we concluded that it is partially possible to automatically identify a situation where a programmer is likely to create a bug through tracking his/her keystrokes. We are currently running further experiments for patterns with other types of data, such as eye tracking data.
Details of this study can be found in [32] . 
Understanding a Two-Person Debugging Process
While the above two studies used a single subject for each subject session, this study focused on multiple programmers working together during debugging. The goal of this study was to understand how effective multiple programmer can work together in debugging, and to identify appropriate work settings to support the collaboration. For the sake of simplicity, we used two subjects in this experiment, where a single bug was inserted by the experimenter prior to the experiment. The experiment was designed to identify how two factors could cause differences in debugging: 1) how knowledge is communicated between the subjects and 2) how strict the roles between the two subjects are during the experiment. We prepared four different types of communication schemes and four different levels of role strictness for analyzing the results.
In the experiment, the Audio & Video Recorder collected data on protocols that took place between the two subjects, and Kterm-mon was used to collect data on the content of ªchatº conducted between the two subjects as one type of a communication scheme.
From the collected data, we identified the role strictness and the types of information that was exchanged between the two subjects. Based on the timestamps provided in the MON language, we identified time spent for the communication.
Findings from this study include the following:
. Debugging was more effective (in terms of time spent) when the subjects communicated asynchronously with a ªshared bufferº than when the subjects verbally communicated synchronously. . Debugging was more effective when one of the subject of a pair focused on understanding the program, and the other subject focused on identifying the location of a bug. The effectiveness seemed to have resulted from the flow of information being basically in one direction (from one subject to the other) with one subject in effect supporting the other. Detailed descriptions of the results and other discussions can be found in [10] .
Evaluating the User Interface of a Software
The goal of this experiment was to evaluate the usability of a user interface of a presentation tool. Usability is a property that determines software quality. As more and more software products are developed as off-the-shelf products rather than contract-based custom-made artifacts, usability, such as learnability, ease of use, and error tolerance becomes a critical factor that characterizes software.
In the experiment, subjects were given simple tasks, such as to make presentation material for a three minute self-introduction. The behavior of the subjects were recorded. Specifically, we collected: 1) verbal protocol and video data with the Audio & Video Recorder, 2) mouse usage with Mon, and 3) gaze points with Eyetrackd. We also took memo on a structured form to help with the analysis, and interviews with the subjects were done before and after the experiment.
We identified and categorized: 1) problems that the subjects encountered, such as those concerning the software and those concerning the OS and 2) characteristic behaviors concerning the problems, such as verbal protocols explaining the problematic situation. These were checked against the other types of data that were collected resulting in findings such as problems with the user interface.
Details of this experiment and its analysis can be found in [25] .
DISCUSSION
This section provides a discussion of our approach, starting with lessons learned from our designing, building, and using Ginger2 as a CAESE environment. We then discuss justifying the cost of building CAESE environments. We end with a discussion on future work concerning CAESE.
Lessons Learned
The ultimate goal of the Ginger2 CAESE environment was to free empirical software engineers from worrying about different types of data that are produced by different measurement equipments and are required by different types of analysis methods. Users of Ginger2 are supported in collecting and analyzing such diverse data by integrating: 1) different activities typical in conducting in vitro empirical studies and 2) data and control across the multiple activities.
In Ginger2, data integration is achieved in two ways: logical integration through the use of the MON language (Fig. 7) , and physical integration through the use of the TCP/IP protocol. Data Recorder and Data Player components integrate control of using data collection tools and data anlysis tools of Ginger2.
With Ginger2, we have been able to set up new experiments quite easily as long as Ginger2 already was able to handle the type of data that needed to be collected for those experiments. Before we had Ginger2, we had to painstakingly take time to set up the various tools that were to be used for the experiment. Ginger2 has enabled us to start an experiment by just turning on a few switches and starting a few daemon programs.
Extendability of Ginger2 was achieved through the MON language. When a new measurement equipment was purchased, we did not have to write interfaces for the new equipment between each of the existing tools but needed to write one for the MON language. When a new type of analysis method was introduced, we did not have to worry about different types of detailed format of each data produced by measurement equipments. We could simply write interfaces to the new analysis method based on the MON language.
Although this is not limited to Ginger2 and is more of a generally recognized problem, one major problem we had repeatedly experienced was the difficulty in obtaining ªappropriate subjectsº for in vitro empirical studies. In traditional experimental settings, it is often required to have some dozens to hundreds of data points to make the result valid. However, it is very difficult to find so many subjects in empirical software engineering. Not only is it difficult to have professional software engineers for in vitro studies, but it is also difficult to have student subjects who are qualified as subjects because studies often require subjects to have knowledge about a certain programming language or familiarity with a software development tool.
One way that Ginger2 addresses this issue is that since the environment offers a variety of full fledged data collection tools, we can collect many different types of data at once from a single experiment: keystrokes, eye traces, body movement, etc. Consequently, we are able to analyze the experiment from many perspectives. For example, one CASE tool usage experiment can be analyzed from the viewpoints of: 1) which types of functionality is frequently used in what phase of a design process, 2) what typical body movements appear when a subject get ªstuck,º or 3) how eye-gaze moves when a subject introduces a bug.
There is also the issue of the cost of building CAESE environments. The next subsection discusses this point in more detail.
Justifying the Cost of Building CAESE Environments
Although we appreciate the benefits from having Ginger2, we are also aware of the cost of building a CAESE environment such as Ginger2. Building a CAESE environment is not a trivial task. We had to construct a TCP/IP interface for every data collection tool. Measurement equipment for empirical software engineering are often built as standalone machine, and we had to prepare both software and hardware to obtain signals from such equipments and broadcast them using TCP/IP protocol. Each time a new measurement equipment is added, we had to make an addition to the MON language to handle that data type. Data analysis tools such as visualization tools and statistical analysis tools do not come for freeÐeach tool had to be constructed for the MON language. These problems are similar to those experienced by the toaster model and PCTE [28] for CASE environments. However, the utility of the CAESE environment needs to be valued in terms of the cost-benefit ratio. The real value of a CAESE environment comes from the repeated use of measurement equipments, and by reusing and sharing packaged data. If we are to conduct an experiment just once, it will not be worth the investment of a lot of time and effort to build a CAESE environment. Since we as empirical software engineers usually conduct empirical studies using the same measurement equipments multiple times, and often the outcome from one empirical study motivates us to the next empirical study, the payoff can be very high. We believe we have already had a high return for building Ginger2.
In this subsection, we discuss the justification of building a CAESE environment through reducing:
. the cost of integrating data for collection and analysis, . the cost of designing experiments, and . the cost of introducing new data collection equipments and new analysis methods and tools.
Benefit through Integration
Integration is the key factor that motivated us to develop a CAESE environment. Integration of data and control is essential in empirical software engineering, even more so than in using CASE. Although integration has been one of the emphases put by CASE approaches, the integration necessary for empirical software engineering is a little different in its focus. In CASE, use of tools are done in a relatively sequential manner. Integration of data is viewed as necessary for providing a smooth transition from one tool to another; a tool should be able to ªreadº the output from another tool as its input.
In empirical software engineering, the emphasis of data integration is more on synchronization of simultaneously occurring data, rather than on sequential integration. Data need to be collected synchronously by multiple tools, and collected data needs to be reviewed and examined synchronously among multiple data analysis tools and methods. Since synchronization is almost impossible to do manually, we need to have computer support for synchronizing the collection of data and the analysis of data.
As we stressed in Section 3, we need to analyze data from multiple perspectives and we need to analyze data in an integrated manner. In empirical software engineering, multiple tools need to be used synchronously since we often need to identify relationships between stimuli and reaction (cause-effect) from different sources of data. Without CAESE, when eye tracing data needs to be compared with keystroke data, we would need to write an interface program to coordinate and synchronize the two types of data. When we want to compare keystroke data with data from the Skin Resistance Level Measurement System, we would then need to write another interface to coordinate and synchronize this data with the existing keystroke data. Without having the CAESE framework and without having no language substrate for integrating various types of data, we would need to write interface programs for each two data types. This is a very time-consuming process.
Benefit through Sharing Experiment Designs
It is very hard to design experiments. It requires lots of expertise and experience to successfully design experiments. There are only a few guidebooks and textbooks available for software engineers to learn about how to set up experiments. Yes, empirical data collection equipments are becoming more accessible, but this alone does not mean that it will become easier to do experiments. What's scarce is not equipment, but personnel who can adequately design experiments.
The idea of having CAESE is to allow us to share such knowledgeÐby having an environment that integrates the process starting from identifying issues, to designing experiments, to actually carrying out the experiments, and finally to analyzing and packaging the results. This will allow us to develop a sort of community ªknowledge baseº for empirical software engineers.
Benefit through Extendibility
Advances in technology makes it possible for example to collect new types of data that previously would not have been possible, even if it was desired from the viewpoint of an ideal experimental design. For instance, eye tracking systems would not have been possible many years ago. They have become much more economical and their precision has also gone up in the last few years. But the benefits do not end there.
Advances in the eye tracking systems has led to less cumbersome use. While subjects basically need to wear a special type of eyeglasses with the current version of the system, subjects had to put on an awkward helmet to make it possible to track their gaze points in the previous version of the eye tracking system. This would seem to lend more credence to newer experimental results since they are less likely to affect the subjects in a negative manner, e.g., the current eye tracking system is more closer to an in vivo setting than the helmet-type system.
Thus not just new equipment for acquiring new types of data but also new equipment that makes advances in acquisition of old types of data are important, i.e., the evolution of Ginger2 and its extendibility is a very important issue. Otherwise even if a CAESE environment is built it may soon become obsolete because of limits in, for example, the types of data it can handle.
Future Work
Our effort of building the Ginger2 CAESE environment is ongoing including designing and building tools for the phases that are not currently supported. This subsection presents a list of our future work.
Support for Needs Analysis. What we have learned from conducting a number of empirical studies is the importance of needs analysisÐunderstanding what the goal of the study is, what should be measured and monitored, what to be analyzed, and what the rationale behind the approach is. Without having a clear understanding of the needs, we would often encounter problems such as insufficient data found after the experiment.
To systematically support the needs analysis phase, we are currently exploring the use of the GQM (Goal-QuestionMetrics) paradigm by Basili [1] , and how it can be incorporated. This includes consideration on how many and what types of subjects need to be tested, and how to set up pre-and post-experiment sessions.
Support for Experiment Design. Existing experiment design methodologies, which have been studied in psychology and economics, mainly focus on the statistical analysis perspectives. Empirical software engineering requires not just statistical analysis but also include observational analysis or analysis by simulation. There have not been enough research done on accumulating ªknow-howº for this phase. Having a CAESE framework may be able to help us gradually develop such ªknow-howº for empirical software engineering.
Support for Packaging. The real value of the CAESE approach would come when experience using the environment is accumulated and shared among the empirical software engineering community. The experience factory approach [2] can be used as a base model for packaging the need for an experiment, design of the experiment, collected data, and results of analyzing the data so that experimenters who face a similar problem at hand could apply the package to his/her problem.
In order to achieve sharable CAESE data, however, some problems need to be addressed. First, there is a need to develop a standard for data structures and data representation. Currently each company makes measurement equipment based on their own data format, excluding equipment for audio & video data which normally is in MPEG1. Consequently, if we purchase those equipments, we need to provide an interface for each format. A uniform (standardized) interface will help experimenters easily become acclimated with new tools.
If we develop such a standardized language for representing data, then we would be able to share data. We have a plan to publish data collected in experiments on the Web. While we need to be aware of privacy and security issues, empirical data should become a valuable commodity of practice as it is very costly to perform experiments, collect data and analyze them.
Distributed CAESE. Since transmission of data and control signals among tools is done through a TCP/IP socket in Ginger2, there is no problem architecturally in extending the transmission from LAN to the Internet. The Ginger2 System has been used in the CADPRO project [6] , where a consortium of research centers in Australia and Japan have been conducting experiments on user responses to constraints encountered during software development [4] . We currently use the Internet to simply exchange data, but having CAESE environments connected by networks with wide bandwidth allows us the option of sharing CAESE tools and data that are distributed over the network. We have developed an architecture for integrating networked software project simulation components (AID-SIM: Architecture for Integrating Distributed components for SIMulation) as an initial attempt to handle the distribution [18] . Ginger2 should take into account this type of architecture in the future.
CONCLUSION
We have presented Computer-Aided Empirical Software Engineering (CAESE) framework and the Ginger2 system, which is an instantiation of the CAESE framework. We described the architecture as well as each component within the system. We also gave a brief overview of a number of experiments that have been conducted using the Ginger2 environment. We discussed the cost for building a CAESE environment, which would be naturally paid off considering existing empirical software engineering practice.
Although the architecture for the Ginger2 system is flexible so that it does not depend on the operating system, parts of Ginger2 currently runs only on Unix. Future implementation work thus includes the development of the parts of the Ginger2 System that currently does not run on Microsoft Windows.
We have stressed the importance of having integration among tools and phases of empirical software engineering practice. Data integration and control integration allow experimenters to conduct more thorough, deep analysis of empirical studies through powerful synchronization mechanisms without forcing them to be engaged in lots of implementation work in providing interfaces among the tools.
Having the MON language allows Ginger2 users to easily extend Ginger2 with new tools. This is especially important for empirical software engineering as by conducting many types of experiments different types of data collected and analyzed will become necessary.
Ideally, the CAESE framework should serve as a shared commodity among empirical software engineers. With a proper set up of CAESE, we can collect a large amount of data and turn them into an asset to the entire empirical software engineering community. Data can be accessed via web and can be shared and exchanged.
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