With the improvements in the object detection networks, several variations of object detection networks have been achieved impressive performance. However, the performance evaluation of most models has focused on detection accuracy, and the performance verification is mostly based on high-end GPU hardwares. In this paper, we propose real-time object detectors that guarantees balanced performance for real-time system on embedded platforms. The proposed model utilizes the basic head structure of the Re-fineDet model, which is a variant of the single shot object detector (SSD). In order to ensure real-time performance, CNN models with relatively shallow layers or fewer parameters have been used as the backbone structure. In addition to the basic VGGNet and ResNet structures, various backbone structures such as MobileNet, Xception, ResNeXt, Inception-SENet, and SE-ResNeXt have been used for this purpose. Successful training of object detection networks was achieved through an appropriate combination of intermediate layers. The accuracy of the proposed detector was estimated by the evaluation of MS-COCO 2017 object detection dataset and the inference speed on the NVIDIA Drive PX2 and Jetson Xaviers boards were tested to verify real-time performance in the embedded systems. The experiments show that the proposed models ensure balanced performance in terms of accuracy and inference speed in the embedded system environments. In addition, unlike the high-end GPUs, the use of embedded GPUs involves several additional concerns for efficient inference, which have been identified in this work. The codes and models are publicly available on the web (link). Fast R-CNN (VGG-16) CoupleNet (ResNet-101) SSD300* (VGG-16) YOLOv2 SSD512*(VGG-16) RefineDet320 (VGG-16)
. Speed (fps) versus accuracy (mAP) on MS-COCO test-dev14 or 17. Out models (red color) have a balanced speed and accuracy compared to the existing real-time-oriented models (purple color). Performance of the proposed models were measured on the NVIDIA Titan XP. Details of the performance measurements are described in Section 4.
Introduction
In recent years, the performance of object detection has dramatically improved due to the emergence of object detection networks that utilize the structure of CNNs [20] . Owing to this improvement, CNN-based object detectors have potential practical applications such as video surveillance [15] , autonomous navigation [29] , machine vision [31] , and medical imaging [14] . Several industries have been making efforts to implement these technological advancements in conjunction with industrial applications.
Object detection methods using the CNN structure are broadly classified into two types: The first is a learning method by classifying class information, which locates and classifies objects in an image using a one-stage training method, by including them into one network stream and dividing the encoded features into different depth dimensions. Representative models of this one-stage network are YOLO arXiv:1909.10798v1 [cs.CV] 24 Sep 2019 [23] , single shot multibox detector (SSD) [21] , SqueezeDet [29] , and RetinaNet [18] . The advantage of these networks is that the encoder of the head part leading to the network output is directly constructed, and the inference speed is high, while the accuracy of the bounding box regression, which specifies the exact position of the object, is generally lowered.
The second strategy is a two-stage learning method in which a network that classifies approximate positions and classes of objects is searched to obtain a more precise object location using a structure in which an independent encoder within the head is separated. These two-stage net-works have a region proposal network (RPN) that can more accurately determine the existence of objects in the head of the network. R-CNN [9] is the first model using this two-stage learning approach and Faster R-CNN [24] , R-FCN [5] , Deformable ConvNets [6] , and Mask-RCNN [10] are some of the advanced versions. The advantage of the two-stage model is typically higher accuracy of the bounding box regression compared with the one-stage model. However, owing to its relatively complicated head structure, the inference and training time is longer than the one-stage model. Therefore, models with modified overall detection network structures have been proposed to compensate for the disadvantages of the one-stage and the two-stage models [17, 32] . [17] proposed a lightweight head structure to achieve an inference speed close to that of the one-stage models. Conversely, [32] suggested a model that uses the advantage of the two-stage model while maintaining the overall architecture of the one-stage model. In recent years, due to the increasing research efforts, the performance of object detection using CNN has improved dramatically in terms of accuracy and speed; however, the proposed algorithms still have various practical limitations in real-time applications in terms of accuracy and inference speed, especially in embedded platforms.
In this work, we propose object detection networks that can guarantee real-time performance in an embedded environment with limited computing resources. To achieve real-time inference performance with limited resources, we examined the limitations of the existing networks and applied various lightweight backbone structures to the head structure of RefineDet [32] by constructing capable intermediate layers for effective training. The utilized backbone CNNs include VGG [22] and shallow ResNet [11] , which are most widely used in image recognition. ResNeXt [30] , Xception [4] , and MobileNet [1, 26] , which are known to have high computation efficiency compared with the same depth layer, were used; and SENet [12] was applied using the re-weighting by local encoding structure to generate punchy convolutional feature maps. In order to confirm the effect of feature generation for real-time performance in the head structure, extensive comparative experiments were performed by applying head structures with a reduced channel depth of the head structure of RefineDet. Finally, we verified and confirmed the real-time performance on the NVIDIA Drive PX2 and the Jetson Xavier embedded platforms using the proposed models. Figure 1 shows the overall performance comparison between the proposed models and the existing models on NVIDIA TitanXP.
The major technical contributions of this work are as follows: 1) We proposed real-time detection models for embedded platforms using a modified head structure of Re-fineDet.
2) The proposed object detection network using the latest lightweight backbone with connections of the modern head structure has been extensively compared and analyzed using the MS-COCO 2017 detection dataset [19] . 3) Performance tests and model optimization were performed on NVDIA Drive PX2 and Jetson Xavier to achieve a balanced performance in terms of accuracy and speed for realtime detection on embedded platforms. In addition, we introduced some minor issues related to the object detection models on the embedded GPU platform, and have summarized the concerns that need to be addressed for achieving high real-time performance. We hope that this work will be useful for development of real-time applications using diverse CNN-based architectures on embedded platforms.
Baseline Architecture -RefineDet
We used the basic structure of single-shot refinement object detector (RefineDet) [32] as the baseline architecture which is basically derived from a one-stage learning structure of a single-shot multi-box detector (SSD) [21] . The architectural weakness of the localization regressor of the one-stage detector was compensated by an anchor refinement module (ARM) branch, which plays a similar role as the RPN in a two-stage detector. RefineDet minimizes the combined objective with two modules from modified head structure of the former SSD architecture:
The objective's index i denotes the index of the anchor in the input mini-batch; objective input a is the inferenced output for the binary classifier to determine the objectness; x is the inferenced output of the regressor for the prediction of the bounding box location; l denotes the class vector of the ground truth label to obtain loss information, and g denotes the ground truth size and location. Furthermore, another objective input c is the predicted confidence value for the multi-class inferenced output of the object on the feature map; t is the regressor output for the location and size of the multi-class object; N b and N m denote the number of positive anchors entering each loss term; L b is defined as a cross-entropy log loss for binary classification; and L m is defined as a softmax loss for multi-class classification. The bracket indicator function [l i ≥ 1] denotes the condition when the positive anchor is true. Figure 2 shows a simplified form of the overall structure of RefineDet. The connection of the head structure of the RefineDet to the backbone CNN structure is essentially divided into two branches. The first is the ARM module, which is the role of a region proposal classifier that learns to minimize the binary classification loss of the objectness and supports multi-class inference by generating loss through backpropagation of object existence and location information. The second branch consists of an object detection module (ODM) to deduce predicted confidence and localized bounding box information for multi-class objects. Training of the entire network is executed such that the balanced loss for both branches is minimized. In order to utilize the concept of a feature pyramid through information coding between the upper-and lower-layer features, [32] proposed a connection structure of a transfer connection block (TCB) and intermediate layers. The efficiency of the network was verified using the most widely known CNN structures, namely VGG-16 and ResNet-101, as the backbone structures for the training and evaluation testing [32] .
Combining Light-weight Backbone CNNs
We used state-of-the-art convolutional blocks of modified layers and structures to combine with the lightweight backbone of the proposed architecture (see Fig. 2 ). We also applied feature encoding blocks according to each model to the intermediate layer in the ODM branch for efficient loss propagation between the head structure of RefineDet and the backbones. We applied VGG-16, ResNet-18, ReNeXt-26, ResNeXt-50, SE-ResNeXt-50, Inception-SENet, Mo-bileNetV1, MobileNetV2, and Xception to the learning architecture. We also used the feature encoding block of each backbone model as the intermediate layers. All models were initialized through the pretraining process using Ima-geNet data [25] . To evaluate the trade-off between inference accuracy and speed enhancement of detection networks, the capability of the feature pyramid was validated. For this purpose, verification of the original (256) and reduced (128) channel depths of TCB were tested. VGG-16 [22] . Based on the VGG-16 model proposed in [22] , the f c6 and f c7 layers were transformed into the convolution layers, conv f c6 and conv f c7 respectively, through the subsampling parameters as shown in [32] . To combine with the head structure of RefineDet, the subsequent layers including the last pooling layer of VGG-16 were removed and convolutions conv6 1 and conv6 2 were added to the top as extra convolution layers. As in [32] , L2 normalization was used for the intermediate layers and some convolution layers. ResNet-18 [11] . [32] applied the ResNet-101 architecture as the base-line backbone to improve the accuracy of RefineDet. In our work, RefineDet was learned by using ResNet-18 pre-trained by ImageNet for real-time inference as the backbone architecture. For the high-level feature encoding of back-bone CNNs, res6 block was added after res5 block similar to VGG-16, and the intermediate layer in the ODM branch used the residual encoding block with a channel depth of 128 in ResNet-18. For other parameter settings such as batch normalization (BN) and activations, the learning was performed under the same conditions as ResNet-101 in [32] . ResNeXt-26 and 50 [30] . ResNeXt is a CNNs structure that uses group convolution to improve the efficiency of computation for aggregated residual transformation using identity mapping. According to [30] , the computational efficiency is higher than that of ResNet with the same depth, and it shows better test performance for ImageNet data even though it uses a small number of weight parameters. In order to effectively combine with the RefineDet head for ResNeXt-26, the outputs of resx4, resx6, and resx8 were used as the ARM and ODM outputs among a total of eight resx blocks. Furthermore, resx9 was used to process the high-level features similar to ResNet. We added this to the upper layer, and it was able to simultaneously learn by scratching. In case of ResNeXt-50, resx7, resx13 and resx16 blocks of 16 resx blocks were combined with the head of RefineDet and resx17 was added to the upper layer. In the case of the intermediate layer, each output feature comprised the input for the feature pyramid encoded by one resx block. SE-ResNeXt-50 and Inception [12] . SENet is a CNN configured to allow channel reweighting of the convolutional feature by applying a squeeze and excitation (SE) module to the output of the convolutional layer. The SE branch facilitates transformation in the depth dimension through channel-wise 1D encoding of the processed output feature.
[12] reported the evaluation results of ImageNet by applying SE module to ResNet and Inception structures, which exhibited improved performance when included in various structures including the SE module. In our work, ResNeXt-50 and Inception towers with SE module were combined with the head of RefineDet and the performances of these models were verified.
For the SEResNeXt-50, the SE module was applied to all convolutional layers except the conv1 layer. To combine the heads, the output features of conv3 4, conv4 6, and conv5 3 layers were used as inputs to AMR and ODM, and conv6 blocks were added to the top layer. The channel depth of the intermediate layer was 128, and that of the final output depth of the conv6 block was 256. Inception-SENet consists of a total of 10 inception blocks after the first convolution layer (conv1) and max pooling and the second convolution layer (conv2).Among the feature outputs obtained when Inception-SENet was used as the backbone CNN structure, inception 3b, inception 4d, inception 5b and RefineDet head were connected, and inception 6 block was added to the top layer. The final output of the inception 6 block had a channel depth of 256 and the intermediate layer had a channel depth of 128, which is the same as that of SE-ResNeXt-50. Xception [4] . Xception applies depthwise separable convolution to the inception tower in order to reevaluate learning efficiency by using CNNs having the same structure as InceptionV3 [28] . [4] proposed a network structure with higher accuracy and better inference speed than In-ceptionV3, in view of the fact that the extreme structure of Inception is almost equivalent in operation to the depthwise separable convolution. To combine this Xception structure with the head of RefineDet, we used the outputs of xception11, xception12, and conv4 2 as inputs to the ARM and ODM branches and added an additional xception block (xception13) with a channel output depth of 256 to the top layer. We also applied We also applied xception block with a channel depth of 256 in the intermediate layer.
MobileNetV1 [1] and V2 [26] . MobileNet is a representative lightweight CNN architecture aimed at high speed inference and is designed for real-time applications such as autonomous driving. In MobileNetV1, the cost of computation is minimized by applying depthwise separable convolutions such as in [4] to reduce the operation cost from a typical convolution layer structure. In the case of V1, the number of weight parameters is very small, and the inference speed is relatively faster compared with the typical CNN models. However, it is known that the accuracy of V1 is lower than that of the typical CNNs proposed in the past such as VGGNet and ResNet. In MobileNetV2, to compensate for the drawbacks of V1 such as low accuracy, the depthwise separable convolution, which affects the computation time, is utilized as is, and the linear bottleneck structure is applied to minimize the burden on performance degradation. In addition, an inverted residual structure is applied to the linear bottleneck structure to construct a convolution layer to maintain the feature representation of the narrow layer robustly.
For MobileNetV1, we used the output of conv4 1 , conv5 5 , and conv6 to connect to the head of RefineDet and added a convolution block with a channel depth of 512 to the top layer. Considering that the number of parameters of the backbone CNN structure is relatively smaller than in the other architectures, we attempted to maintain the depth of the intermediate layers at the same feature volume as a basic convolutional block. The depthwise separable convolution was also applied to the top convolution block and intermediate layer. In the case of MobileNetV2, the output of conv3 2 , conv4 7 and conv6 4 was used as the feature output for the coupling with head, and conv7 block was added at the top. The output channel depth of conv7 was composed of 96 after narrowing down and the intermediate layer was of the same size. As in the case of V1, depthwise convolution was applied to both the added layer and the intermediate layer.
Evaluations
MS-COCO 2017 object detection dataset [19] . We used MS-COCO 2017 dataset to evaluate the performance of the proposed detection networks, which is a set of learning datasets for object detection, instance segmentation, semantic segmentation, panoptic segmentation, key-point es-timation, and caption generation tasks according to the desired output type to be inferred and to provide evaluation methodologies for evaluating the performance of various image recognition algorithms. Among these object detection datasets, 80 object classes were defined; the class confidence and bounding box location information were defined as the predicted output. The total data consist of approximately 120,000 training data (train17), 5,000 validation data (val17), 80,000 test data (test17), and 120,000 unlabeled data (unlabeled17). For the evaluation of the proposed model, all models were trained with train17 and val17 and test-dev17 were evaluated. For the quantitative evaluation of val17 and test-dev17, the mean average precision (mAP) value was used as the evaluation criterion. The final mAP was calculated as the mean value obtained from a range of the intersection over union (IoU) with [0.5 : 0.05 : 0.95].
Training. For efficient training of the proposed model, all the backbone CNNs used the pre-trained weights as the initialization from ImageNet. The top layers of the convolution blocks, intermediate layers, and TCB of the RefineDet structure for the feature pyramid were initialized to random Gaussian with σ = 0.01. For a fair performance evaluation of the proposed model, the same parameters related to the detection model (anchor size, IoU with ground truth box, types of training data augmentation, etc.) were used except for the modification of the backbone and head structures. In addition, to confirm the role of the last convolutional block for high-level feature processing and TBC for the feature pyramid, the channel depth of each feature map was divided into two cases of 128 and 256. The total learning duration was 120 epochs, and the stochastic gradient descent (SGD) was used as an optimizer. The base learning rate was started at 0.001 and a drop rate of 0.1 to 84 epochs and 108 epochs was applied. The weight decay was 0.0005 and the momentum was 0.9. All the learning was done in Caffe environment using the Python interface. The depthwise separable convolution utilized the implementation code 1 in the Caffe environment available to the public and the original code 2 for the customizing layer of the SE module.
Testing. The non-maxima suppression (NMS) threshold for testing was set to 0.45, the number of output bounding boxes for NMS was set to 1,000, and the maximum 500 boxes with highest confidence among the bounding boxes exceeding the confidence threshold of 0.01 were selected from the NMS outputs. Table 1 shows the evaluation results of val17 and test-dev17 inference based on the proposed models. For reference, the evaluation results of MS-COCO test-dev14 data are also included for comparison with other state-of-the-art architectures. Although it is difficult to directly compare the evaluation results of test-dev14 and test-dev17, it is possible to indirectly compare the tendency because the test set is sampled from the same data distribution. Table 1 also shows the performance comparison of state-of-the-art detection networks based on CNNs. All experiments were performed on a Titan XP GPU, and the inference speed was the result of measuring the average inference speed for 5,000 input images (10 for warmup). Since the proposed model was intended for real-time performance, we did not use any test-time augmentation such as multiresolution testing or sample jittering. Only a mean value transform for a single input image and image resize for model input were performed. Other comparisons. In order to evaluate the performance of the model under various conditions, we compared the performance of different training models according to the feature depth and input image size for TCB and top layers. Table 2 shows the comparative evaluation results for different training models. In Table 2 , reduced RefineDet (rRefineDet) is a training model that focuses on the inference speed and limits the size of the feature depth of the TCB and the top layer. Figure 4 shows the visualized inference results for qualitative evaluation according to each model. The confidence threshold for the bounding box was set to 0.6 for visualization. Testing on embedded platforms. We evaluated the inference speed of the proposed model in the embedded environments of NVIDIA Drive PX2 and Jetson Xavier. Drive PX2 is based on the Tegra X2 SoC board and has 12 CPU cores: eight of A57 and four of Denver. The Pascal architecture GPU processor is based on 16FinFET process and supports UART, CAN, LIN, FlexRay, USB, 1 or 10 Gbit Ethernet communication (see Fig. 3 ). Jetson Xavier is recently released embedded architecture based on 512-Core Volta GPU with Tensor Cores and 8-Core ARM CPU. This architecture has 16 GB 256-Bit LPDDR4x Memory and 32 GB eMMC 5.1 Flash Storage and supports (2x) NVDLA DL Accelerator Engines. All experiments were performed on a single GPU on each board, and the test environment was configured with the same Caffe module-based Python interface as the high-end GPU training environment.
However, it is noteworthy that when model inference is performed on an embedded platform under the same testing conditions as a high-end GPU platform, the CPU resource bottleneck significantly affects the overall inference speed with the given architecture. As shown in Table 1 , when the inference parameter setting is the same as that of the highend GPU server, the performance degradation on Drive PX2 is very large. Layer-wise inference testing was performed on all layers of the RefineDet architecture to analyze the cause. As a result, we found that the computation times of all layers operating on the embedded GPU increased linearly comparing to the number of high-end GPU cores, but the box output processing layer for post processing the detection output occupied most bottlenecks. Since the model is designed to process box filtering related to the NMS op-eration of the post-processing layer to the box output, the CPU operations on a certain computing platform causes a severe performance degradation compared to the high-end GPU server rich in CPU computing resources. Table 2 shows that performance degradation due to the CPU operation bottleneck can cause a significant performance degradation not only in embedded environment but also in general computing resources. Table 2 also shows the results of the comparison of the inference speed on the various platform according to the model structure and NMS parameters. To reduce the burden of the CPU operations, the input bounding box for NMS is set to a maximum of 400, and the confidence threshold for the output to the NMS is also raised to 0.1. Although there is no significant difference in the accuracy, the performance gain in the Drive PX2 environment is very high due to the adjustment of the NMS parameter, which is not significant in the high-end GPU server environment.
Discussions
According to Table 1 , models with VGG-16, ResNet-18, ResNeXt-26, MobileNetV1, and V2 as the backbone structure show superior inference speed compared to the existing two-stage model. Some of these models have achieved exceptionally balanced performance: improved inference accuracy while showing speeds comparable to those of conventional one-stage models. Thus, by effectively combining the head structure of the existing object detection networks and CNN models, a balanced performance can be achieved, which has potential applications in various fields. Moreover, the quantitative performance can be enhanced by setting the input size of the image differently and applying the deformable operation to a specific convolutional layer according to the available computing resources. In addition, it can be seen that reflecting the improved convolutional block such as feature renormalization of the SE module and the inverted residual structure of MobileNetV2 into a specific head and backbone structure helps to prevent speed degradation and improve accuracy.
As shown in Table 2 , changing the structure of the feature connection blocks between the head and backbone has been found to have some impact on the performance. Finally, as shown in Table 2 , only a slight adjustment of the NMS parameter has resulted in a considerable improvement in inference speed at the expense of a small amount of accuracy. However, it has also been demonstrated that there are unexpected computational bottlenecks when applying a state-of-the-art algorithm based on CNNs in an embedded platforms. Therefore, the results confirm that through the use of various analysis tools, the trade-off between the speed and performance can be greatly improved by identifying the location of the computational burden in the architecture and adjusting the hyper-parameter for the related operation.
Conclusions and Future Works
This work proposed object detection networks for realtime inference in an embedded platforms. To achieve this, RefineDet, which combines the characteristics of onestage and two-stage detectors, was used as a head structure to achieve a balanced performance in terms of accuracy and speed through connection with the recently proposed lightweight backbone. In addition, through the experiments on the Drive PX2 and Jetson Xavier, real-time performance is achieved by analyzing the limitations of the object detection algorithm on the embedded platforms. In order to elucidate the future research results, it is necessary to closely analyze the relationship between the characteristics of the backbone layer of the proposed model and the head structure. For this, it is necessary to perform an ablation study on each backbone structure and TBC layers or intermediate layers to analyze the importance of the each relation about connecting to the head. Lastly, we need to apply half or mixed precision techniques such as TensorRT to better optimization on platforms with limited resources. Table 1 . Accuracy and speed of state-of-the-art detectors using the MS-COCO dataset. Each column is divided into one-and two-stage methods and evaluation data. The order is sorted by accuracy and speed. td means test-dev. The values in parentheses in the last column indicate the speed difference on the high-end GPU platfrom. rRefineDet is a model that minimizes the feature output depth of top covolutional blocks, TBC, and intermediate layers.
Model
Backbone training mAP (data) fps (Titan XP) fps (Drive PX2)
Fast R-CNN [8] VGG-16 train14 19.7 (td14) 0.5 -Faster R-CNN [24] VGG-16 trainval14 21.9 (td14) 7 -OHEM [27] VGG-16 trainval14 22.6 (td14) 7 -ION [2] VGG-16 train14 23.6 (td14) 1.25 -OHEM++ [27] VGG-16 trainval14 25.5 (td14) --R-FCN [5] ResNet-101 trainval14 29.9 (td14) 9 -CoupleNet [34] ResNet-101 trainval14 34.4 (td14) 8.2 -Deformable R-FCN [6] ResNet-101 trainval14 34.5 (td14) 5.9 -Deformable R-FCN [6] Aligned-Inception-ResNet trainval14 37.5 (td14) -umd det [3] ResNet-101 trainval14 40.8 (td14) 8.2 -G-RMI Ensemble [13] trainval14 (32k) 41.6 (td14) --Faster R-CNN [33] ResNet-50 train17 32.1 (val17) --Mask R-CNN [33] ResNet-50 train17 36.6 (val17) --Deformable Faster R-CNN v2 [33] ResNet-50 train17 41.7 (val17) --Deformable Mask R-CNN v2 [33] ResNet-50 train17 43.1 (val17) --Deformable Faster R-CNN v2 [33] ResNet-50 train17 43.3 (td17) --Deformable Mask R-CNN v2 [33] ResNet-50 train17 44.5 (td17) --Deformable Faster R-CNN v2 [33] ResNet-101 train17 44.8 (td17) --Deformable Faster R-CNN v2 [33] ResNeXt-101 train17 45.3 (td17) --Deformable Mask R-CNN v2 [33] ResNet-101 train17 45.8 (td17) --Deformable Mask R-CNN v2 [33] ResNeXt-101 train17 46.7 (td17) --SSD300 [21] VGG-16 trainval14 (35k) 25.1 (td14) 46 -RON384++ [16] VGG-16 trainval14 27.4 (td14) 27.4 -SSD321 [21] ResNet-101 trainval14 (35k) 28 (td14) 11.2 -DSSD321 [7] ResNet-101 trainval14 (35k) 28 (td14) 9.5 -SSD512 [21] VGG-16 trainval14 (35k) 28.8 (td14) 19 -SSD513 [21] ResNet-101 trainval14 (35k) 31.2 (td14) 6.8 -YOLOv2 [23] Darknet-19 trainval14 (35k) 31.6 (td14) 45 -RetinaNet500 [18] ResNet-101 trainval14 (35k) 32.0 (td14) 11.1 -DSSD513 [7] ResNet-101 trainval14 (35k) 33.2 (td14) 5.5 -RetinaNet800 [18] ResNet 
