Solving elliptic boundary-value problems on parallel processors by approximate inverse matrix semi-direct methods based on the multiple explicit Jacobi iteration  by Lipitakis, Elias A.
Camp. & Maths. wrth A@. Vol. IO, No. 2, pp. 171-184. 1984 0097-w43/84 $3.00 + .oo 
Printed in the U.S.A. 0 1984 Pergamon Press Ltd. 
SOLVING ELLIPTIC BOUNDARY-VALUE PROBLEMS ON 
PARALLEL PROCESSORS BY APPROXIMATE INVERSE 
MATRIX SEMI-DIRECT METHODS BASED ON THE 
MULTIPLE EXPLICIT JACOBI ITERATION 
ELIAS A. LIPITAKIS 
I.R.E., 44 Sinopis Street, Athens, Greece 
(Received September 1983) 
Communicated by Ervin Y. Rodin 
Abstract-Approximate inverse matrix semi-direct methods for solving numerically linear systems 
on parallel processors are presented. The derived first and second order iterative methods 
possessing a high level of parallelism are based on the multiple explicit Jacobi iteration and 
originated by the approximation of the economized Chebychev polynomial and Neumann series 
to the inverse matrix. The convergence analysis of the proposed stationary and non-stationary 
explicit iterative schemes is developed and numerical results for a model problem are given. 
1. INTRODUCTION 
In recent years research related to parallel algorithms, simultaneously with the devel- 
opment of direct methods[9, 13, 151, has been directed towards the application of iterative 
schemes suitable for implementation on parallel machines for the solution of linear 
systems. In this article we present a class of approximate inverse matrix semi-direct 
methods based on the multiple explicit Jacobi iteration for solving numerically large sparse 
linear systems on vector or parallel processors. 
It is known that the Jacobi method, since the solution of the Ith iteration is totally 
dependent on the solution obtained from the (I - 1)th iteration, possesses a high level of 
inherent parallelism and its synchronous (and asynchronous[l]) version is well suited for 
parallel implementation on machines of the type SIMD and MIMD[5]. The disadvantage 
due to its slow convergence rate can be tackled by incorporating the method within first 
or second order acceleration schemes[2,8, 12, 141. In section 2 we present a class of first 
order approximate inverse matrix semi-direct methods based on the multiple explicit 
Jacobi iteration. The derived stationary and non-stationary iterative methods, possessing 
a high level of parallelism, are originated by the approximation of the economized 
Chebychev polynomial and Neumann series to the inverse matrix. A second order 
parametric non-stationary Chebychev multiple explicit Jacobi method is also proposed for 
the solution of the considered linear system. In Section 3 the convergence analysis of the 
derived approximate inverse matrix semi-direct methods is developed. Finally, in Section 
4 computational experiments using the proposed approximate inverse semi-direct tech- 
niques are carried out and numerical results are given. 
2. APPROXIMATE INVERSE MATRIX SEMI-DIRECT METHODS 
The explicit semi-direct solution methods presented in [12] for the linear system 
Au=s (2.1) 
resulting from the finite difference (FD) or finite elements (FE) discretization of 2D-elliptic 
P.D.E.s were based on the principle that an approximate inverse of the coefficient matrix 
A can be obtained and stored in such a way that can be efficiently used in stationary and 
non-stationary first or second order acceleration iterative schemes. The concept of this 
paper is based on the principles: (a) an approximation to the inverse of A can be simply 
only generated and not stored; (b) a “good” approximation for the inverse can be obtained 
by retaining only the first p-terms in the corresponding (Lanczos) economized Chebychev 
polynomial or the Neumann (or parameterized Neumann) expansion series. 
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Let us consider the simple regular splitting 
A=I-J, (2.2) 
where Z is the unity matrix and J is an (n x n) matrix (with zero elements on the diagonal) 
which can be easily generated by using the ZD-molecule of Fig. 1 for the model problem 
(i.e. the 2D-Laplace equation on the unit square with zero boundary values) with the 
coefficients WC = 0 and W, = WE = W, = Ww = l/4. 
Consider now the class of first order iterative methods 
“i+l = Ui + ~.Mri, i 2 0, (2.3) 
where ri = s - Aui, M is the inverse of the coefficient matrix A and a is a preconditioned 
acceleration parameter. Then, by retaining only the first p-terms in the expansion 
(I -J)-‘, viz. 
A-‘=(I-. J)-'=I+ J+ J2+...+ J"+ J"+'+..., (2.4) 
the iterative scheme (2.3) can be written as 
"i+l = ui + aM,r,, i > 0, (2.5) 
where 
M,= i J’,p 2 1. (2.5a) 
j=l 
We will refer to the iterative scheme (2.5) as the ~-multiple explicit Jacobi (p - EJ) 
method. It should be noted at this stage that the iterative scheme (2.5) is equivalent to 
p-applications of the Jacobi method (assuming that a = 1) and the computation of the 
product ( 5 P) ri for large values of p requires in each iteration a relatively large amount 
j=l 
of work. Similar techniques can be used in conjunction with preconditioned second order 
semi-direct methods leading to effective explicit composite iterative methods [2,4]. 
It is known that the effectiveness of the methods using approximate inverse matrix 
techniques for solving elliptic boundary-value problems is due to the fact that the exact 
inverse of the sparse coefficient matrix A (although it is full) exhibits the same “fuzzy” 
structure as A, i.e. the largest elements are clustered around the principal diagonal and 
the mth diagonal (m is here the semi-bandwidth for the 2D-case), see [12]. In order to 
achieve a closer approximate inverse M,, to A a parametric form of A4, can be used in such 
a way that the term M,,ri of the iterative scheme (2.5) can be written in a nested 
multiplicative form such as 
Mp) ri = (I + qJ(I + o~J(Z + o,J(I + wd(l+ u~J. . -)I))) ri, (2.6) 
where the real parameters oj, ie[l, p] can be related to the corresponding coefficients of 
the economized Chebychev polynomials[7]. The equation (2.6) after some algebraic 
(i-1.9 
Fig. 1. The 2D-molecule. 
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manipulation becomes 
Mjp)ri = o&O) + w,rf” + o,fz~~r$~) + w, o2w3rj3) + w, co2 
where 
1$0 = J’ . ri and r$O) = ri, i 2 0, IE[ 1, p] 
or equivalently 
Mp’ ri = i ~5, r$“) =f,*(ri), ptzZ,+, 
k=O 
where 
c3,= fi wjwithGo=wo= 1. 
j=1 
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(2.8) 
(2.9) 
(2.10) 
Thus, the iterative scheme (2.5) can be written as a sparse preconditioned method [4] in 
the following explicit form, i.e. 
&,I =ui+aM~)ri,i~O, (2.11) 
(henceforth called the parametric multiple explicit Jacobi (w,-EJ) method) which can be 
shown, see Table 1, that with a suitable choice of the preconditioning matrix M@p) and 
parameters P, c1 and c3 represents most of the known first order iterative methods. 
Let us consider now the r.h.s. of (2.9) as a functionfl(ri), which can be expressed as 
a power series-like form of the independent variable ri. Then, it is well known that such 
a function can be approximated directly by use of Chebychev polynomials. The method 
allows for a reduction (economization) of terms from that required by a Taylor’s series 
approximation and additionally has the property of distributing the error more uniformly 
over the interval of approximation than the method of least squares. It can be shown that 
the error whose absolute value is largest on the interval is least by the method based on 
Chebychev polynomials[7]. For the approximation of the functionf*(ri) in our numerical 
experiments (see Section 4) Chebychev polynomials of certain degree have been used. 
Numerical results concerning the scaled version of these Chebychev polynomials are given 
in Tables 2 and 4. 
We consider now for the sake of analysis the regular splitting 
A=D-L-U=D(Z-B), 
Table I. Sparse preconditioned methods 
F Parameters Condltloning Matrix F: Iterative Method )1w 0 
10 1 D Jacobi (J) (171 
1 0 o. D Jacob1 Overrelaxation (JOR) 1161 
1 0 "0 I Simultaneous Displacement (SD) 161 
111 D(I- L)-l Gauss-Seidel (GS) 1171 
11 1 D(I+L+L*) Modified GS (KGS) 
lw u D(l- ,L)-1 Successive Overrelaxation (SOR) 1161 
lw 1 D(l+ yL+ u2L2 1 Modified SOR (MSOR) 
2 w W(2-w) D(I- wL)-l(I- WV)-1 
Symmetric SOR (SSOR) )16/ 
2w w D(I-wL)-l(I-WV)-1 Extrapolated Modified Aitken (EMA) 131 
2 Y o. D(I- wL)-l(I- uU)-" 
Sparse Preconditioned SD (SPSD) 141 
Y ; o. D(I+: ;kLk,(I+; ;"Uk, 
k=l k=l 
W,,- Multiple Explicit Jacobi( Uv-EJ) 
L 
(2.12) 
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Table 2. The convergence behaviour of the stationary w,-exphcit Jacobi method using (Lanczos) 
economized Chebychev polynomials of degree p for several mesh sizes for the model problem 
Grid (9x9) Grid (14x14) Grid (19x19) 
10N 1.60 65 
1SN 1.40 a9 
20N 0.90 56 
25N 1.35 34 
30N 1.00 49 
35N 1.30 20 
4ON 1.10 37 
no. of 
item 
T.W.I. 
301 
119 
49 
97 
56 
65 
33 
76 
1505N 1.00 476 2390N 
1190N 1.70 161 16lON 
7351 1.60 76 114oN 
194ON 0.95 151 3020N 
145ON 1.50 69 222511 
255ON 1.00 131 39301 
1155N 1.55 46 1660N 
3120N 0.95 121 464ON 
0 
no. of 
opt item 
T.U.I. 
1 
Table 3. The convergence behaviour of the stationary cc,-EJ method using Neumann series of 
certain degree for several mesh sizes for the model problem 
conpwx 
” for f!I 
1 5N 
2 10N 
3 15N 
4 20N 
5 25N 
6 30N 
7 35N 
6 40N 
9 45N 
'k 
P) 
i 
Grid (9x9) 
no. Of 
WPPt item 
T.W.1 
1.00 161 605N 1.00 301 1505N 1.00 478 2390N 
1.75 45 450N 1.65 60 600N 1.90 124 1240N 
1.00 55 625N 1.00 101 1515N 1.00 160 2400N 
1.55 25 500N 1.70 43 660N 1.60 65 1300N 
1.00 33 625N 1.00 61 15251 1.00 97 2425N 
1.45 16 540N 1.60 30 900N 1.75 45 1350N 
1.00 24 640N 1.00 44 1540N 1 ..aJ 70 24501 
1.35 14 560N 1.55 24 960N 1.65 35 1400N 
1.00 19 6551 1.00 35 1575N 1.00 54 2430N 
Grid (14x14) 
no.of TWI 
Oopt item ’ ’ ’ 
Grid (19x19) 
no. Of 
0 
opt iters 
T.W.I. 
tThe total work indicator (T.W.I.) is given as the product .5Npv, where N is the order of the 
given penta-diagonal coefficient matrix, v is the number of iterations required for convergence and 
p is the degree of the considered polynomial. 
where D = diag(A), L and U are strictly lower and upper triangular parts of A and 
B=D-‘(L+U). (2.13) 
Note that the simplified choice D = Z and B = J leads to the regular splitting (2.2). A good 
approximation M,, of the 
(2.14) 
can be obtained by considering only the first p terms, see (2.4), i.e. 
By means of (2.15) the iterative scheme (2.5) can be written as 
ui+l =G,,ui+&,,,i>O,p >O, 
(2.15) 
(2.16) 
where 
(2.17) 
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G E,p=z-affp, (2.18) 
HP = D-‘A=(I-B’), (2.19) 
with the spectral radius p satisfying the convergence condition p(G,,) < 1. 
A class of first order non-stationary P-EJ methods can be obtained by considering the 
iterative scheme 
ui+l = ui + aiMPr,, i 5; 0, p > 0, (2.20) 
where MP is defined in (2.15) and a, is a sequence of preconditioned acceleration 
parameters. The iterative scheme (2.20) by means of the equations (2.12)-(2.15) can be 
written as 
“i+l = G&lr Ui f g~l~,~, i > 0, (2.21) 
where 
(2.22) 
and 
v-l 
G:,, = i~o(~- @iHp), i 2 0, CL > 0, (2.23) 
with the spectral radius satisfying the convergence condition p(G:,,,) < 1 and H,, defined 
in (2.19). 
A class of second order non-stationary Chebychev p--EJ methods can be obtained as 
follows: Let us consider the parametric form of the p-EJ iterative scheme (2.20), i.e. 
“i+1 = Ui f UiIGpri, i 2 0, (2.24) 
where 
IQ,= (2.25) 
Then, the iterative scheme (2.24) can be equivalently written as 
“,+I = Gi,, Ui + gbi+, i 2 0, (2.26) 
where 
and 
(2.28) 
with 
(2.29) 
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It is well known[l7] that the numerical solution of the linear equations (I - G) u = g, 
with the real symmetric matrix G chosen such that p = p(G) < 1, can be obtained by 
applying the second order Chebychev iteration process, viz. 
U 1+1 =oi+,[Gu,+g-u,-,l+u,-,, i > 0, (2.30) 
where 
O,= l;&= l/(1 -p2/2) and W,+l= l/(1 -p20i/4), i 22. (2.3 1) 
Then, the application of the semi-iterative scheme (2.30~(2.31) to the equations 
(2.26)-(2.29) yields the following parametric non-stationary second order Chebychev 
w,-EJ scheme, viz. 
or equivalently 
ui+ I =[wI*+~U~+(~-OI*+I)U~-,]+WI*,~C~~ i 2 1, (2.33) 
where 
Ti=D-‘r,=D-‘(s-AUi), (2.34) 
and the Chebychev parameters WY, i > 1, are given by 
0: = 1; 0; = l/(1 -/P/2); ml*,, = l/(1 - ~%0,/4), i 2 2, (2.35) 
with the convergence condition p’ = p(G;,,,) < 1. 
3. CONVERGENCE ANALYSIS 
In this section we are concerned with the necessary and sufficient conditions for the 
convergence of the approximate inverse matrix semi-direct methods based on the 
p-multiple EJ iterative schemes. Throughout the section it is assumed that the matrices 
under consideration are real, non-singular of order n with non-vanishing diagonal 
elements. 
Let us denote by 1, and &, iE[ 1, n], the eigenvalues of HP, see (2.19), and B, see (2.13), 
respectively. Let i,,, 5, be the eigenvalues of the largest algebraic value and A,, 5, those of 
the smallest algebraic value. Then, from the equation (2.19) we obtain 
i., = 1 - tp, i#, n]. (3.1) 
The following Theorems govern the convergence of the first order stationary p-EJ method 
(2.5). 
THEOREM 2.1 
Let A be a real matrix, as defined in (2.12), with non-vanishing diagonal e_lements such 
that the matrix B, cf. (2.13). has real eigenvalues ti, iE[l, n], with 5, = mi; (I#, 
b,, F = max (](,I). Then, the iterative scheme (2.5) converges iff rt[l. nl 
(i) r~(2/(1 - <,*).O) and t: > 1 (3.2a) 
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5: E p, ie[l, n] and p = 2p,p&+ 
(IO+ is the non-negative integer set), 
(ii) a@O, 2/(1 - 5:)) and 5,* < I, 
where 
(3.3a) 
(3.3b) 
Proof It is known[6] that the iterative scheme (2.5) converges iff 
aE(2/&,0) and I, < 0, i@l, n] 
or 
aE(O,2/&,) and A, > 0, i@l, n]. 
Then, assuming that ~1 = 2p, pal,+, we have 
li= 1 - e < 0 iff 0 > 1, iE[l, n] (hence f, > 1) 
while 
lli = 1 - 0 > 0 iff e < 1, i@l, n] (hence [” < 1). (3.7) 
(3.2b) 
(3.4) 
(3.5) 
(3.6) 
From the relationships (3.6), (3.7) we can easily obtain 
1, = 1 - [/ c 0 with r, > 1 (3.8) 
and 
AR = 1 - 5,” > 0 with [” c 1. (3.9) 
By setting 5? = &“, i#, n], ,u = 2p, pal,+, the relationships (3.8) and (3.9) in combination 
with (3.4) and (3.5) lead respectively to (3.2), (3.3). 
Let us assume now that p > 0. Then, from (3.1) we get 
1, = 1 - 5,’ and 1, = 1 - 5”“. (3.10) 
Hence, 1, = 1 - t,@ > 0 (note that t, ,< 0 < t,) and consequently L, = 1 - 5,” > 0, from 
which we obtain that 5, c 1. By setting 5: E c;, ie[l, n], p 2 0, from a combination of the 
equations (3.10) and (3.5) the result (3.3) easily follows. 
THEOREM 2.2 
Let A be a real matrix, as defined in (2.12), with non-vanishing diagonal elements uch 
that the matrix B, see (2.3), has real eigenvalues <,, ig[l, n]. Then, the spectral radius 
p(G,,) is minimized when 
a = cr, = 242 - (5: + 52) (3.11) 
and its corresponding value p(G,,,) -C 1 is given by 
P(G,,,) = 
ad<,* - 5 Y2 for 5,* < 1 (3.12a) 
%J(r: - (,*)/2 for 5: > 1’ (3.12b) 
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where 
or 
<,* = 5, , I -P ‘E [l,n] and p =2p,pEZ,+ (3.13a) 
5y s <p, ie[l, n] and p = 2p + l,p~Z,+. (3.13b) 
ProojY It is known[6] that the spectral radius p(G,,) related to the iterative scheme 
(2.5) is minimized when 
a = a, = 2/(& + A,) (3.14) 
and its corresponding value is given by 
P(G 
%l. P 
)= IkcHfl)- ‘1
k(H,) + 1 ’ 
where 
(3.15) 
UHJ = 414 (3.15a) 
is the condition number of the iteration matrix. From the equation (3.1), assuming that 
I, = 1 - <t > 0, ie[l, n], (3.16) 
(hence t,* < l), we get 
&=1-t: and ,$=1-r,* for p=2p,pt5Z0+. (3.17) 
Then, under the assumption that 5: = tp, i#, n] and p = 2p, PEZ,+, combination of the 
equations (3.15) (3.14) and (3.17) yields the relationship (3.12a). In a similar manner, 
assuming that ibi < 0, i@l, n] (hence 5: > l), we get 
i., = 1 - t,* and I, = 1 - 5:, (3.18) 
and combining (3.18), (3.14) the result (3.12b) easily follows. The relationship (3.12a), for 
the case ,U = 2p + 1, pal,,+, can be proved in analogous manner. 
Let us denote by TV the known Chebychev polynomial of degree v, see (3.28). The 
following Theorem governs the convergence rate of the non-stationary p--EJ scheme (2.20). 
THEOREM 2.3 
Let A be a real matrix, as defined in (2.12), with non-vanishing diagonal elements uch 
that the matrix B, see (2.13), has real eigenvalues &, i@l, n] with 
(3.19) 
Then, the rate of convergence of the non-stationary iterative scheme (2.20) is maximized 
for that choice of ai which minimizes the spectral radius p(G:,,,), where 
v-l 
C,, ,, = n (I- M,) 
1=0 
(3.20) 
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and its corresponding value p(G&) is given by 
where 
(3.2la) 
(3.2lb) 
(3.22a) 
(3.22b) 
Proof. It is known that the rate of convergence of the iterative scheme (2.20) is 
maximized for that choice of ai which minimizes the spectral radius p(Gi,,,) < 1, where 
v-1 
G:,,, = ,go (I- MJ. (3.23) 
Since the eigenvalues of G;,,, are real (the eigenvalues of H,, are real) the P(G:~,~) is 
minimized for these values of ai which minimize the max IF”(x)I, where 
x+,, iJ 
v-l 
F”(X) s n (1 - c$x), X& A,]. 
i=O 
It is also known that the maximum value of F”(x), as v + + co, is given by 
(3.24) 
(3.25) 
with the property F”(0) = 1. 
Then assuming that li > 0, i#, n], p = 2p, peZ,+ (the relationships (3.6)-(3.9) hold) 
from the equations (3.16), (3.17) we can obtain that the maximum value of F”(x), as 
v--*+co, is given by 
(3.26) 
By choosing c,+ = c.“, i@l, n], from the equation (3.25) the result (3.2la) follows. Assuming 
that ,$ < 0, ~IZ[ 1,n] (hence 5 T > 1) from the equations (3.18), (3.25) the result (3.21 b) easily 
follows. The relationship (3.2la) for the case p = 2p + 1, pal,+, can be proved in 
analogous manner. 
For the convergence rate of the second order non-stationary Chebychev o,-EJ method 
we proceed as follows: 
The sequence of the acceleration parameters ai can be determined such that either the 
rate of convergence R of the o,,-EJ iterative scheme (2.32) will be the faster possible or 
the reduction of the &norm of the corresponding initial error vector (after v-iterations) 
will be as small as possible. The following Lemmas, in which the asymptotic rate of 
convergence [ 171 is given by 
where TV is the Chebychev polynomial of degree v, i.e. 
(3.27) 
r”= T”(x)=cosh(vcosh-‘x)=(e”-“+e-““)/2,x> 1,v 20, (3.28) 
with 
Solving elliptic boundary-value problems 
y = In (X + dm) and z = 2/(1 + ,/m), (3.29) 
I81 
refer to these optimization arguments. 
LEMMA I 
The asymptotic rate of convergence R, of the o,-EJ iterative scheme (2.32) is 
maximized with respect to 6 when the spectral radius p’ attains its minimum value. 
LEMMA II 
The error (vector) reduction factor { r,( l/p”)} -I . IS minimized with respect to p iff the 
spectral radius attains its minimum value. 
The proof of the Lemmas I and II can be obtained by differentiating R, and TV with 
respect to 6, see (3.27), (3.28), e.g. 
aR aR aZ 
L2=4-_ 
ap az ap 
and CT - CT?! 
ap - ay afi 
and observing that 
aR, ay <O,g >O and %>O,- ~0, 
az ap Y 86 
i.e. R, and T, are decreasing functions with respect to p’, hence attain their maximum 
values for the minimum value of p”. 
THEOREM 2.4 
Let g,, be a real symmetric (n x n) matrix as defined in (2.29). Let 1, and &(A, < & < 1) 
be the minimum and maximum eigenvalues of l?,, respectively. Then, the spectral radius 
p’ = p(c’; ,,) of the w,-EJ iterative scheme (2.26) (with iteration matrix C?; ~, see (2.28)) is 
minimized, in the sense of either Lemma I or Lemma II, for these values of ai which 
minimize the Xz_;a;ll IFV(x)l, where 
. . 
v-l 
m = fl (1 - six>, x&l, &I, (3.30) 
i=O 
with 4, A’, the extreme eigenvalues of G;,,,, while the corresponding value p’ is given by 
p’ = P(Q,) = [T,(g)]-' (3.31) 
Proo$ Let A, and ;1, be the minimum and maximum eigenvalues of fiP respectively. 
Then, we can readily obtain that 
i 
v-l v-l 
p’ E p(Cl,,,) = max n (1 - ai&), l-j (1 - aj&) . 
,=O i==O 1 
(3.32) 
Since the rate of convergence of the iterative scheme (2.32) is maximized when p’ is 
minimized (see Lemma I), then the minimum p’, as a function of ai from (3.32), is the one 
for which a, minimizes (3.30). Then, from the equation (3.32) we obtain 
(3.33) 
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where 
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2 * = Z,/&. (3.34) 
Since ajj/a;i * = - 2/( 1 + A*)* < 0 we have that b is minimum when 1* attains its maximum 
value. By maximizing A* in (3.34) from (3.32) we can obtain that p’ is minimized for these 
values of ai which minimize 
(3.35) 
By replacing i,, ;i, of the equation (3.25) by &, x and combining (3.32), (3.35) we obtain 
the result (3.31), i.e. 
Since the extreme eigenvalues of the iteration matrix are generally unknown the min- 
imization of (3.30) can be implemented considering the constants c, d (r2 < 1 (instead of 
&, x, respectively) such that [a,, al] 3 [I,, I”]. Then, for the implementation of the sequence 
cli the modified Stiefel’s scheme[l6] can be used, i.e. assuming that xk denotes the result 
of using a Chebychev sequence of length k, then calculate xk + , by 
xk+, =x&+dx&, (3.36) 
6x,= 
4Tk.z) M;’ r& 
cg2 - dTk+ dz) 
+ 
T,-,(z) 
Tkcdz) 
6x,- I, (3.37) 
where 
gx,_2M;‘ro o,+ (72 
-- and z=----. 
UI + 62 02 - 01 
(3.38) 
Alternatively the terms of the sequence {ai} can be chosen as the reciprocals of the 
Chebychev polynomial in the interval [G,, cr2]. The ordering of the parameters ai has been 
investigated by Lebedev et al. [l 11. It should be noted that the polynomial F”(x) is now 
given by 
F(x) = TV(“’ :2Z2x) XE[(T, a*] 
Y o,+a, ’ ’ . 
7-v - 
( > 
(3.39) 
02 - 01 
4. NUMERICAL RESULTS 
In order to show the performance and applicability of the proposed iterative methods 
a number of experiments were carried out for the model problem. Numerical results for 
the parametric stationary and non-stationary o,-multiple explicit Jacobi methods using 
both (Lanczos) economized Chebychev polynomial and Neumann series of certain degree 
for several mesh sizes are given in Tables 2-5. Numerically, the scaled version of 
Chebychev polynomialf,_ ,(x) = w, + w,x + w2x2 + . . + w,_ ,x”-‘(i.e.j:_ ,(x) = “2’ Bix’, 
i=O 
with Gi = wi/wo, iE[ 1, p - 11, Go = 1) appears to be most efficient and faster than the original 
one. The former version has been used in the numerical experiments hown in Tables 2 
and 4. The initial guess u. = 1 was chosen, while the iteration was terminated when 
llri[, < E = 10W6. It should be noted that as the value of the parameter p increases, i.e. by 
retaining greater number of terms in the Neumann series (or Lanczos polynomial) the 
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amount of computational work involved in each iteration is considerably increased. From 
the numerical results of Tables 2-5 it can be observed that it is preferable (from the 
computational point of view) for the parameter ,U to attain even values. Furthermore, in 
order to keep the computational work of the iteration reasonably low and obtain a 
reasonably “good” approximation for the inverse of A, the value of parameter ,U should 
be chosen as p = 2. 
Finally, it should be mentioned that both synchronous and asynchronous version of 
the o,-multiple explicit Jacobi method can be efficiently implemented on SIMD and 
MIMD machines, i.e. The distributed array processor (DAP), vector computers with 
recursive pipelining features as CRAY-1, CRAY-2, MIMD parallel processor systems. 
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