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Referat
In der Automatisierungstechnik sind Fernzugriffe auf Geräte und Anlagen bereits heute
eine wesentliche Anwendung der Teleautomation. Zum Einsatz kommen dabei Teleser-
vice-Systeme unter Nutzung analoger oder digitaler Wählleitungen oder in letzter Zeit
auch Web-Verbindungen. Diesen konventionellen Systemen gemeinsam ist die Online-
Verbindung zum Zielsystem. Mobile Agenten, die ebenfalls zu den Web-Technologien
zu zählen sind, können zukünftig die Technologie der Fernzugriffe innerhalb der Auto-
matisierungstechnik deutlich  verbessern. Speziell für die Anwendung mobiler Agenten
in der Automatisierungstechnik wird in dieser Arbeit ein sogenannter mobiler Fernzu-
griff-Agent beschrieben. Ein sehr großer Teil der Automatisierungsgeräte und Systeme
ist den eingebetteten Systemen zuzurechnen. Die Agenten-Fähigkeit dieser Systeme, d.
h. die Anbindung an ein Netzwerk und die Integration einer Agenten-Plattform, wird
eingehend diskutiert. Ein Agenten-System für den Fernzugriff wird definiert und dessen
Entwurf, die Entwicklung und eine Testmöglichkeit werden eingehend erläutert. Ein
derartiges System besteht aus der Benutzer-Schnittstelle, einem Agenten-Portal und ent-
sprechend ausgerüsteten Zielsystemen. Als Programmiersprache des Agenten wird Java
mit einer Java Virtual Machine als Ausführungsumgebung als am besten geeignet befun-
den. Eine große Schwierigkeit besteht darin, für ein bestimmtes eingebettetes System
eine passende Java Virtual Machine (JVM) zur Verfügung zu haben. Für praktische An-
wendungen ist in der Regel die Portierung einer vorhandenen JVM notwendig. Für die
Untersuchungen im Rahmen dieser Arbeit wurde die Kertasarie-JVM ausgewählt und
für den 16-Bit-Mikrocontroller Infineon C167 unter dem Echtzeit-Betriebssystem EU-
ROS® portiert. Abschließend werden vier mögliche Anwendungsgebiete eines Fernzu-
griff-Agenten für die Automatisierungstechnik näher beschrieben.
Schlagwörter
Agenten-Technologie, mobiler Agent, Teleautomation, Fernzugriff, Online-Verbin-
dung, Web-Technologien, Java in eingebetteten Systemen, Agenten-Plattform, Ein-
Agenten-System, Fernzugriff-Agent für Anwendungen in der Automatisierungstechnik
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Kapitel 1
Einleitung 
Mit der aufkommenden Anwendung von Automatisierungsgeräten bei Produktionspro-
zessen im Lauf der letzten drei Jahrzehnte gab es von Seiten der Anwender schon bald
den Wunsch, Anlagen und Geräte aus der Ferne zu steuern und zu überwachen. Die ört-
liche Ausdehnung von Anlagen ebenso wie die ersten Ansätze der Globalisierung von
Produktion verstärkten diesen Wunsch noch. Der schnelle und umfassende Zugriff auf
Informationen entwickelt sich zu einem Schlüsselfaktor, sowohl für Applikationen in
Forschung und Entwicklung, Produktion, Service und Produktpflege als auch in der Bü-
rowelt. Die immer umfassendere datentechnische Vernetzung von Geräten und Anlagen
ermöglicht heute auch den Zugang zu Systemen der Automatisierungstechnik und führt
in Kombination mit den Web-Technologien zu neuen vielversprechenden Entwicklun-
gen auf dem Gebiet der Teleautomation. Diese Entwicklung ist eine weitere Innovati-
onsstufe für die Automatisierungstechnik, die gerade erst begonnen hat. Viele For-
schungsinhalte der vergangenen Jahre werden damit reif für den Einsatz in der Praxis.
Das gilt auch für den Bereich der Software-Agenten. Software-Agenten eignen sich be-
sonders für Aufgaben, die unabhängig vom Benutzer in dessen Auftrag in einer verän-
derlichen Umgebung ausgeführt werden sollen. Bei den bekannten Agenten-Systemen
mit stationären oder mobilen Agenten handelt es sich in der Regel um Prototypen, die
von Forschungseinrichtungen und Hochschulen entwickelt wurden. Bis heute sind diese
Ergebnisse nur in geringem Umfang in die Produktentwicklung eingeflossen. Im Rah-
men dieser Arbeit wird der Einsatz mobiler Software-Agenten für Fernzugriff-Anwen-
dungen speziell für die Automatisierungstechnik untersucht.
1.1  Motivation und Zielsetzung
Der weltweite Fernzugriff auf Anlagen und Geräte wird heute bereits über sogenannte
Teleservice-Systeme durch Anbindung an das analoge oder digitale Telefonnetz oder
über Internetverbindungen genutzt. Die existierenden Teleservice-Systeme für den Fern-
zugriff weisen jedoch eine Reihe von Problemen auf, die durch den Einsatz von mobilen
Software-Agenten gelöst werden könnten. Die eigentliche Zugriffsaufgabe einem mobi-
len Agenten zu übergeben, eröffnet neue Möglichkeiten und Verbesserungen für die Au-
tomatisierungstechnik im gewerblich industriellen Umfeld wie auch im Heimbereich.
Der Fernzugriff soll dabei durch einen Agenten (single agent system) erfolgen, was für
„Die Rechenautomaten haben etwas von den Zauberern
im Märchen. Sie geben einem wohl, was man sich
wünscht, doch sagen sie einem nicht, was man sich 
wünschen soll.“
Norbert Wiener (1894-1964), 
amerikanischer Mathematiker, Begründer der Kybernetik11
12 1. Einleitungdie hier betrachteten Anwendungen bei Automatisierungssystemen ausreichend ist.
Multi-Agenten-Systeme mit der Eigenschaft der Kommunikation und Kooperation meh-
rerer Agenten untereinander, wie sie z. B. für den Bereich des elektronischen Handels
(E-Commerce) angedacht sind, werden im Rahmen dieser Arbeit nicht betrachtet und
sind der Weiterentwicklung nach einer erfolgreichen Etablierung von Agenten-Syste-
men in der Automatisierung vorbehalten.
Für den Bereich der Desktop-Rechner mit 32-Bit-Architekturen auf der Basis von Stan-
dard-Betriebssystemen gibt es bereits Lösungen für die Anwendung von Software-
Agenten. Mit Anpassungen wären diese Systeme auch für Fernzugriff-Aufgaben ein-
setzbar, allerdings verhindern in der Regel gerade die speziellen Eigenschaften eingebet-
teter Systeme (embedded system) deren Anwendung in der Automatisierung. Nach
Aussage des Marktforschungsinstituts Harbor Research (2002) sollen im Jahr 2010 min-
destens 500 Millionen Geräte zur Fernwartung und für elektronische Dienste miteinan-
der vernetzt sein, die zu einem großen Teil den eingebetteten Systemen zuzurechnen
sind. Auch aus diesem Grund wird für die hier beschriebene Arbeit ein eingebettetes
System als Zielsystem für einen mobilen Agenten verwendet, um Erkenntnisse über die
Agenten-Fähigkeit dieser Systeme zu gewinnen. Die Implementierung einer Minimal-
konfiguration für die Ausführung eines mobilen Agenten wird anhand eines Zielsystems
mit einer 16-Bit-Architektur durchgeführt, wie sie heute bei Automatisierungsgeräten
noch weit verbreitet ist. Von Interesse ist dabei, ob und unter welchen Randbedingungen
auch diese Zielsysteme in der Lage sind, zusätzlich zu ihrer eigentlichen Applikation ei-
nen mobilen Agenten zu bearbeiten.   
Anhand von einigen Schlüsselanwendungen der Geräte- und Anlagen-Automatisierung
wird die Anwendung von mobilen Agenten behandelt. Bei diesen Applikationen liegt
das besondere Augenmerk darauf, dass der Einsatz eines mobilen Agenten eine neue
Anwendung erschließt, die nur durch einen mobilen Agenten möglich wird oder zumin-
dest deutliche Vorteile gegenüber der Realisierung mit den heutigen konventionellen
Möglichkeiten erbringt. Die resultierenden Vorteile werden herausgearbeitet, um letzt-
endlich die Akzeptanz von Agenten-Systemen in der Automatisierungstechnik zu för-
dern. Diese Arbeit will dazu einen Beitrag leisten.
1.2  Gliederung der Arbeit
Die vorliegende Arbeit ist in acht Hauptkapitel eingeteilt. Das auf die Einleitung folgen-
de Kapitel 2 gibt einen umfassenden Überblick über die Technik der Fernzugriffe auf
Anlagen und Geräte. Ausgehend von den prinzipiellen Möglichkeiten der Teleautoma-
tion werden die heute vorwiegend in der Automatisierungstechnik eingesetzten Teleser-
vice-Systeme beschrieben. Vielfach werden heute auch schon Web-Verbindungen für
Fernzugriffe eingesetzt. Die Grundlagen der Web-Technologien für Fernzugriffe werden
ebenfalls in diesem Kapitel zusammengefasst. 
Im dritten Kapitel werden die wichtigsten Ergebnisse aus Forschung und Entwicklung
der Agenten-Technologie zusammengestellt. Das Prinzip des mobilen Agenten wird
Einleitung 13 ausführlich erläutert. Die grundsätzlichen Vorteile und auch die Nachteile mobiler
Agenten werden diskutiert. Abschließend werden einige mögliche Anwendungsgebiete
für mobile Agenten vorgestellt.
Das vierte Kapitel beschreibt die Grundlagen für die neue Anwendung eines mobilen
Agenten im Fernzugriff auf Geräte und Anlagen. Die notwendigen und hinreichenden
Eigenschaften eines derartigen „mobilen Fernzugriff-Agenten“ werden dargelegt. Es
wird auch auf die zu erwartenden Vorteile und Nachteile eines Fernzugriff-Agenten für
die Automatisierungstechnik eingegangen. Im Anschluss erfolgt die Auswahl einer ge-
eigneten Programmiersprache für diesen speziellen mobilen Agenten. Die Wahl fällt aus
heutiger Sicht auf die Sprache Java. Am Ende dieses Kapitels werden die Unterschiede
und die Gemeinsamkeiten eines Fernzugriff-Agenten mit sogenannter Malware (mali-
cious software) betrachtet. 
Automatisierungsgeräte gehören überwiegend zur Gruppe der eingebetteten Systeme
(embedded system). Am Anfang des fünften Kapitels steht eine ausführliche Definition
für eingebettete Systeme mit dem Ziel der Abgrenzung von Desktop-Rechnern und
Großrechnern, für die heute bereits Agenten-Systeme verfügbar sind. Es folgt eine Be-
schreibung der prinzipiellen Möglichkeiten, wie auch eingebettete Systeme mobile
Agenten bearbeiten können. Die Ausführung von Java-Programmen und somit auch ei-
nes Java-Agenten erfordert bei eingebetteten Systemen im Unterschied zu den Desktop-
Rechnern spezielle Entwicklungen. Die Möglichkeiten der Ausführung eines Java-Pro-
gramms und besonders die Ausführung durch eine Java Virtual Machine werden hier er-
läutert.        
Im sechsten Kapitel wird ein spezielles für den Fernzugriff geeignetes Agenten-System
vorgestellt und beschrieben. Eine notwendige wesentliche Komponente ist dabei die
Java-Ausführungsumgebung für die potenziellen Zielsysteme. Die umfangreiche durch-
geführte Arbeit der Portierung einer Java Virtual Machine, in diesem Fall der Kertasarie-
VM, für ein spezifisches eingebettetes System wird am Anfang diese Kapitels vorge-
stellt. Im Anschluss werden die Systemstruktur und die mindestens notwendigen Be-
standteile eines derartigen Gesamtsystems erläutert. Es folgt die Beschreibung der im
Rahmen dieser Arbeit eingesetzten Hardware und Software für die Entwicklung eines
derartigen Systems. Das Java-Programm des Fernzugriff-Agenten muss zumindest ei-
nen eingeschränkten Zugriff auf Systemressourcen, wie z. B. das Prozessabbild, erhal-
ten. Hierfür sind drei Möglichkeiten beschrieben. Abschließend wird ein Testaufbau
vorgeschlagen und erläutert, der es erlaubt, einen mobilen Fernzugriff-Agenten auch
ohne eine reale Prozessumgebung im Labor zu testen. Dieser Testaufbau wurde im Rah-
men dieser Arbeit eingesetzt. 
Im siebten Kapitel werden vier Anwendungen aus dem Bereich der Automatisierungs-
technik vorgestellt. Diese sind mit der heute zur Verfügung stehenden Technik gegen-
über dem neuen Ansatz der mobilen Agenten nicht, nur eingeschränkt oder allenfalls mit
hohem Aufwand realisierbar. Jede der Anwendungen wird ausführlich erläutert und die
Vorteile durch den Einsatz eines mobilen Fernzugriff-Agenten werden herausgearbeitet.
Die erste Anwendung „Datalogging“ wurde im Rahmen dieser Arbeit implementiert.
14 1. EinleitungDie dafür eingesetzte Java-Programmierung wird erläutert.
Kapitel 8 fasst den Inhalt und die Ergebnisse der vorliegenden Arbeit zusammen und
gibt einen Ausblick auf den zukünftigen vielversprechenden Einsatz mobiler Agenten in
der Automatisierungstechnik. 
Kapitel 2
Stand der Technik für den Fernzugriff auf Geräte, Anlagen 
und Systeme 
Das Gebiet der Teleautomation und die damit verbundenen Technologien hat in den letz-
ten Jahren eine rasante Weiterentwicklung erfahren. Viele teilweise schon in der vergan-
genen Dekade angedachten Methoden für den Datenaustausch zu fernen Geräten,
Maschinen und Anlagen können erst heute durch die aktuell zur Verfügung stehende In-
frastruktur der lokalen und weltweiten Netzwerke und die hohe Leistungsfähigkeit der
eingesetzten Rechner realisiert werden. 
In diesem Abschnitt wird die Teleautomation mit ihren Teilgebieten nochmals einge-
hend definiert und dargestellt. Die konventionellen Möglichkeiten durch Teleservice-
Systeme und der stark expandierende Einsatz der Web-Technologien für Fernzugriffe
werden in diesem Kapitel als Basis diskutiert, um im weiteren Verlauf die neuen Mög-
lichkeiten durch die Technologie der Software-Agenten klar herausstellen zu können.
2.1  Methoden der Teleautomation
Die Vorsilbe „tele“ kommt aus dem Griechischen und bedeutet „fern“. Durch die neuen
Möglichkeiten der Datenfernübertragung ist es in den letzten drei Jahrzehnten immer
besser gelungen, einen fernen Nutzer mit einer Zielapplikation über einen bidirektiona-
len Datenaustausch zu verbinden. Die Distanz zwischen Nutzer und Appli-kation ist da-
bei durchaus sehr variabel. Teletechniken lassen sich sowohl lokal begrenzt einsetzen,
z. B. innerhalb eines Labors oder einer produktionstechnischen Anlage, als auch welt-
weit verteilt unter Nutzung der jeweils verfügbaren Dienste für den Datenaustausch.
Beispielsweise nutzt man auch in der Medizin verstärkt diese Möglichkeiten. In der Te-
lemedizin werden medizinische Daten, also Texte, Tabellen, Befunde und Bilder über
große Entfernungen hinweg elektronisch ausgetauscht, um eine diagnostische oder the-
rapeutische Interaktion zu ermöglichen. Als weitere Vertreter der Teletechniken seien
hier auch die Bereiche Teleengineering, Telemarketing und Telelearning genannt. Zu
trennen sind die Teletechniken vom Begriff „Telematik“. Telematik ist ein Kunstwort,
zusammengesetzt aus den Begriffen Telekommunikation und Informatik (Krüger &
Reschke, 2002). Im heutigen Sprachgebrauch wird Telematik relativ undifferenziert als
Kombination von Telekommunikation und Informatik angesehen. Es ist ein Teilgebiet
der Informatik, das sich mit allen Aspekten der technischen Kommunikation zwischen
räumlich getrennten Geräten und Subjekten beschäftigt. Telematik in der ursprünglichen
Definition bedeutet das Zusammenwirken von Kommunikationstechnik und Informatik15
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gesellschaftlicher Aufgaben. Dieses Anwendungsgebiet basiert auf Erkenntnissen der
Elektrotechnik, im speziellen der Nachrichtentechnik, sowie der Informatik und hier be-
sonders der Kodierungstheorie. Das Zusammenwachsen dieser beiden Disziplinen ist
auch eine Konsequenz aus der Digitalisierung im Bereich der Telekommunikation. Die
Kombination von Lösungsansätzen aus der Telekommunikation und der Informatik übt
eine Hebelwirkung aus, die in quantitativer und qualitativer Hinsicht zu neuen Lösungen
und Systemen führt. Erst diese innovative Kombination rechtfertigt die Anwendung des
Begriffs Telematik. Die Teletechniken sind somit als Untergruppe der Telematik einzu-
ordnen. Die Untersuchungen im Rahmen dieser Arbeit sind dem Bereich der Teleauto-
mation zuzuordnen. Der Begriff „Teleautomation“ wird von Langmann (2000) wie folgt
definiert:
Unter Teleautomation versteht man die Steuerung und Überwachung von Automati-
sierungskomponenten über große Entfernungen. Teleautomation kann verkürzt als
die Durchdringung von Automation durch Telekommunikation und Multimedia-Ver-
fahren verstanden werden. Hierdurch wird es ermöglicht, automatisierungstechni-
sche und/oder regelungstechnische Prozesse durch eine Bedienperson auch von einer
weit entfernten Leitstation aus sicher, gegebenenfalls auch multimedial, zu überwa-
chen, zu bedienen, zu steuern und möglicherweise sogar zu regeln. 
Unter industrieller Teleautomation werden somit Methoden und Techniken verstanden,
die den Fernzugriff auf automatisierte Geräte, Maschinen und Anlagen ermöglichen. Er-
folgt der Fernzugriff mithilfe von Web-Verbindungen (Internet, Intranet) spricht man
auch von Internet-basierter Teleautomation. 
Abb. 2.1: Bereiche der Teleautomation
Teleautomation
(Fernzugriff - Remote Access - Telecontrol)
Fernleiten
Ferninstandhalten
Fernbeobachtung
Fernbedienung
Ferndiagnose
Fernwartung
Fernreparatur
Bedienen
und
Beobachten
2. Stand der Technik für den Fernzugriff auf Geräte, Anlagen und Systeme 17 Unter Fernzugriff (Remote Access) wird der datentechnische Zugriff eines Nutzers auf
ein fernes Rechnersystem mittels Verfahren der Datenfernübertragung verstanden, um
ferne Prozesse zu überwachen und/oder zu steuern (Telecontrol). Die Abbildung 2.1
zeigt die einzelnen Bereiche, in die sich Teleautomation einteilen lässt. Man unterteilt
hier in die Bereiche Fernleiten und Ferninstandhalten von entfernten Anlagen, Einrich-
tungen, Geräten oder Maschinen. Langmann et al. (2004) definieren den Begriff „Anla-
ge“ im Sinne der Automatisierungstechnik wie folgt:
Anlagen bestehen aus Komponenten zur Ausführung von Verfahrensabschnitten,
Fördereinrichtungen inklusive der Leitungen für Transportoperationen und Puffern
für Speicheroperationen. Hinzu kommen Energieversorgungssysteme, Prozess-Leit-
einrichtungen (z. B. Sensorik und Aktuatoren, Prozess-Leitsysteme) und Bauten zur
Aufnahme dieser Einrichtungen.
Die Anwendung von Verfahren der Teleautomation ist nicht nur auf gewerbliche und in-
dustrielle Anlagen, wie vorangehend definiert, beschränkt. Vielmehr wird man zukünf-
tig auch im privaten Bereich die Vorteile der Teletechnik nutzen. Als Beispiele seien
hier genannt die Gebäudeautomatisierung, der große Bereich der Kraftfahrzeuge und
auch Geräte im Haushalt, wie die sogenannte weiße Ware (z. B. Kühlgeräte) und die
braune Ware (z. B. Geräte der Unterhaltungselektronik).   
Unter Fernleiten versteht man das Führen von entfernten Einrichtungen (Anlagen, Ge-
räte und Maschinen). Dazu gehört die Fernbeobachtung von Zielsystemen nicht nur vor
Ort am Prozess sondern auch angebunden über ein Netzwerk, z. B. die Visualisierung
von Prozessen mithilfe von Geräten aus dem Bereich Human Machine Interface (HMI).
Das zweite Teilgebiet des Fernleitens ist die Fernbedienung, d. h. die Steuerung ferner
Anlagen. Hier wird der Prozess aktiv beeinflusst, z. B. durch die Vorgabe neuer Sollwer-
te, Stellgrößen oder die Änderung der System-Parametrierung.
Der Bereich Ferninstandhalten lässt sich laut Abbildung 2.1 in die drei Teilgebiete
Ferndiagnose, Fernwartung und Fernreparatur einteilen, die sich wie folgt beschreiben
lassen: 
• Durch Methoden und Werkzeuge der Ferndiagnose erfasst man den Istzustand am
Zielsystem bzw. am Prozess. 
• Vorbeugende Maßnahmen der Fernwartung dienen dazu, den Sollzustand der
Anlage möglichst lange und umfassend aufrecht zu erhalten. 
• Im Fehlerfall soll durch Methoden der Fernreparatur der Sollzustand am Prozess
ohne Einsatz vor Ort wieder hergestellt werden oder durch entsprechende Maßnah-
men die Zeit bis zur Reparatur vor Ort überbrückt werden. Die notwendige Fach-
kompetenz aus den Servicestützpunkten wird damit mittels Fernkopplung vor Ort
nutzbar.
Das übergeordnete Ziel des Ferninstandhaltens ist die Reduzierung von zeitintensiven,
kostenträchtigen und personalintensiven Einsätzen vor Ort. Fernzugriffe lassen sich all-
gemein anhand der Initiative für den Verbindungsaufbau in drei Gruppen einteilen:
• Zugriff auf entfernte Anlagen:   
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einem Zielsystem. Als Beispiel sei hier die Anschaltung eines Programmiergerätes
(PC, Notebook, HMI-Gerät) an eine ferne Anlage genannt. Das Ergebnis ist im Ide-
alfall die Online-Sicht auf den fernen Prozess mit annähernd gleicher Leistungsfä-
higkeit wie bei einer Anbindung vor Ort. 
• Verbindungsaufbau von entfernten Anlagen:
Das Zielsystem übernimmt selbst die Initiative für einen Verbindungsaufbau in Rich-
tung eines Nutzers oder einer Serviceplattform. In Abhängigkeit von vorher parame-
trierten Prozess-Ereignissen (z. B. Alarm durch Überschreitung eines Prozesswertes
oder Ausfall von Anlagenteilen) erfolgt die Kopplung an einen vorher festgelegten
Rechner mit anschließendem Datentransfer.
• Datenaustausch zwischen Anlagen:
Darunter ist die Fernkopplung von Anlagen untereinander zu verstehen, um Prozess-
daten untereinander auszutauschen. Derartige Fernverbindungen über Netzwerke
müssen vor Ort parametriert und programmiert werden (z. B. Verbindungsparameter,
spezifische Daten und deren Umfang). 
Diese drei prinzipiellen Möglichkeiten der Fernkopplung werden anschließend anhand
von Teleservice-Systemen näher beschrieben, wobei deren Realisierung auf der Basis
von Teleservice als auch durch Web-Verbindungen möglich ist. 
2.2  Teleservice-Systeme auf Modem-Basis 
Nachdem Anfang der achtziger Jahre preisgünstige Modems, zur damaligen Zeit noch
für das analoge Telefonnetz, zur Verfügung standen, wurden von den führenden Herstel-
lern von Automatisierungsgeräten schon bald systemspezifische Lösungen für Teleser-
vice-Systeme angeboten. Dezentrale Anlagen sollten sich über Fernverbindungen auf
Basis des analogen bzw. digitalen Telefonnetzes zentral verwalten, überwachen und in
begrenztem Umfang steuern lassen. Erstes Ziel war es, die Programmierung der Systeme
für einen Nutzer auch aus der Ferne zu ermöglichen. Ebenso sollten einfache Diagnose-
Funktionen über den System- und Prozess-Status fern vom Zielsystem genutzt werden
können. Im Vordergrund stand bereits damals die Steigerung der Wirtschaftlichkeit von
Anlagen und Produktionsprozessen. 
Durch die Anwendung von Teleservice ergeben sich folgende Vorteile, die generell für
Fernzugriff-Anwendungen gelten:
• schnelle Unterstützung im Fehlerfall bei ferner Anlage
• effektiver Einsatz von Ressourcen 
• Reduzierung von Kosten
• Verringerung von Ausfallzeiten
Durch den Einsatz von Teleservice-Systemen wird die Steuerung eines Automatisie-
rungssystems telekommunikationsfähig. Der Begriff „Automatisierungssystem“ (AS)
soll dabei durchaus umfassend zugrunde gelegt werden: Sowohl die Steuerungen großer
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im Bereich des Handwerks, im Heimbereich, der Gebäudeautomatisierung und in Kraft-
fahrzeugen sind heute potenzielle Zielsysteme für Teleservice. Der Funktionsumfang
von Software-Systemen zur Bedienung und Beobachtung von Automatisierungsgeräten
wird dabei, wenn auch mit Einschränkungen, über das Telefonnetz nutzbar. Auch ent-
fernte Anlagenteile werden somit für einen fernen Nutzer (remote user) erreichbar und
sind innerhalb eines Gesamtsystems zugänglich, z. B. innerhalb eines Prozess-Leitsys-
tems. Dabei wird über das Telefonnetz eine Fernverbindung zu einer örtlich mehr oder
weniger entfernten Anlage aufgebaut, d. h. nach dem Sprachgebrauch der Automatisie-
rungstechnik wählt man sich in eine Anlage ein. Das Programmiergerät (PG) eines Nut-
zers wird über eine Modem-Fernverbindung und einen sogenannten Teleservice-
Adapter (TS-Adapter) an eine serielle Schnittstelle eines Zielsystems angeschlossen.
Der prinzipielle Aufbau einer Teleservice-Verbindung ist in Abbildung 2.2 dargestellt: 
Um die Teleservice-Funktionalität für den Fernzugriff nutzen zu können, werden folgen-
de Komponenten auf der Nutzerseite und der Seite des Zielsystems benötigt:
• Software „Teleservice“ für Zielsystem und Programmiergerät (Nutzerseite)
• Teleservice-Adapter für die Verbindung Zielsystem – Modem. Der TS-Adapter ver-
bindet zielseitig die serielle Schnittstelle eines Modems mit einer seriellen Schnitt-
stelle (z.´B. RS-232, RS-485) des Zielsystems. Für eine Fernkopplung zweier Anla-
gen untereinander werden folglich im Vergleich zum einfachen Fernzugriff zwei
Teleservice-Adapter benötigt (siehe dazu Abschnitt AS-AS-Fernkopplung).
• Je ein Analog-Modem (Hayes-kompatibel, AT-Befehlssatz) bei analogem Telefon-
netz oder einen Adapter für das digitale Telefonnetz (z. B. ISDN) auf PG-Seite und
auf der Anlagen-Seite.
TS-Adapter verfügen über einen remanenten Speicher und müssen entsprechend konfi-
guriert werden:
• Schnittstellen-Parameter zum Zielsystem
• Betriebsparameter des eingesetzten Modems
• Parameter der seriellen Schnittstelle zum Modem
• Parameter für den Zugriffschutz
Abb. 2.2: Prinzip von Teleservice
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zen und Funknetzen mit GSM-Technologie einsetzbar. Die Online-Verbindung zum
Zielsystem ermöglicht es einem Nutzer, die angewählte Anlage wie gewohnt mit der
gleichen Programmierumgebung zu bearbeiten wie vor Ort. Allerdings sind dabei die
Reaktionszeiten auf abgesetzte Anweisungen bedingt durch die Übertragungszeiten mit
zu beachten. Besonders problematisch ist dabei die Bearbeitung von Anwendungen in
Echtzeit, d. h. die Applikation innerhalb des Zielsystem erfordert in der Regel rechtzei-
tige Reaktionen, die mit Teleservice dann oftmals nicht zu erbringen sind. Der Daten-
durchsatz einer Fernverbindung hängt von dem eingesetzten Modem, dem verwendeten
Telefonnetz und von der Qualität der Telefonleitung ab. Die folgende Tabelle 2.1 zeigt
beispielhaft die jeweilige Dauer für den Verbindungsaufbau für verschiedene Teleser-
vice-Konfigurationen. Im Vergleich dazu liegt die Zeit für den lokalen direkten Verbin-
dungsaufbau eines Programmiergerätes über die Standard-Programmierschnittstelle ei-
nes Automatisierungssystems bei ca. 1 s  (z. B.  Siemens, SIMATIC, MPI-Schnittstelle).      
    
2.2.1  Prinzipieller Verbindungsaufbau bei Teleservice
Teleservice-Systeme lassen sich auch danach einteilen, von welchem Teilnehmer oder
Partner die Initiative für den Aufbau einer Verbindung ausgeht. Die Distanz vom Nutzer
zum Zielsystem ist dabei im Idealfall ohne Bedeutung. Sowohl Zugriffe auf lokale wie
auch global verteilte Anlagen sollen qualitativ und quantitativ gleich gut ermöglicht
werden. Man kann drei Prinzipien unterscheiden:
• Fernzugriff
• Rückwahl
• AS-AS-Fernkopplung
Fernzugriff: Zugriff auf entfernte Anlagen und Geräte
Bei der Konfiguration Fernzugriff (Remote Access) ist das Programmiergerät über das
Telefonnetz, beidseitige Modems und einen TS-Adapter an die serielle Schnittstelle ei-
nes Zielsystems (z. B. ein Automatisierungssystem) angebunden. Es ist das heute am
häufigsten genutzte Prinzip für einen fernen Nutzer, den Zugriff auf Daten von Zielsys-
temen zu erhalten. Die Initiative zum Aufbau der Fernverbindung geht hierbei vom Nut-
Anschluss Verbindungsaufbau
Direktanschluss TS-Adapter ohne Modem (19.2 kBit/s) 4 s
ISDN-Netz (64 kBit/s) 5 s
Analog-Netz (28.8 kBit/s) 8 s
GSM-Funk-Netz (9.6 kBit/s) 30 s
Tabelle 2.1: Beispiele für Datendurchsatz und Verbindungsaufbau von 
                    Teleservice-Verbindungen
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Rückwahl: Verbindungsaufbau von entfernten Anlagen
Die Steuerung baut von sich aus eine Fernverbindung zu einem entfernten Zielrechner
auf, um Daten zu übertragen, z. B. im Diagnose- oder Alarmfall direkt an ein empfangs-
bereites Programmiergerät des Nutzers oder auch an eine zentrale Serviceplattform.
Häufig treten Ereignisse auf einer entfernten Anlage auf, die einen Eingriff von Personal
erfordern. In diesem Fall ist es dem Automatisierungssystem möglich, durch den Aufbau
einer Fernverbindung zu einer Serviceplattform oder einem Nutzer geeignete Maßnah-
men einzuleiten. Für die Zuordnung der Verbindungen und die Begrenzung der auflau-
fenden Verbindungskosten gibt es heute auch die Möglichkeit, Rückwahl-Verbindungen
über einen Serviceprovider abzuwickeln. Die Initiative zum Aufbau der Fernverbindung
geht bei der Rückwahl im Gegensatz zum Fernzugriff vom fernen System aus, wie in
Abbildung 2.4 dargestellt.
AS-AS-Fernkopplung: Datenaustausch zwischen Anlagen
Mithilfe der AS-AS-Fernkopplung können zwei Automatisierungssysteme (AS) über
das Telefonnetz für den Datenaustausch gekoppelt werden. Programmgesteuert verbin-
den sich die Rechner von Geräten oder Anlagen über Fernverbindungen, um Systemda-
ten oder Prozessdaten untereinander auszutauschen. Die Verbindungen müssen dafür
vorher festgelegt, d. h. auf den Quell- und Zielsystemen parametriert sein. Das Prinzip
dazu ist in der folgenden Abbildung 2.5 dargestellt. 
Die praktische Ausführung einer Teleservice-basierten AS-AS-Fernkopplung zeigt die
folgende Abbildung 2.6. Der wesentliche Unterschied zum einfachen Fernzugriff und
Abb. 2.4: Prinzip der Rückwahl
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weils einer pro Koppelpartner. Die Initiative für den Verbindungsaufbau kann je nach
Bedarf von einem der Koppelpartner ausgehen, ohne Mitwirkung von Bedienpersonal.
Prinzipiell sind auch Kopplungen von mehr als zwei Systemen möglich: Die Anzahl der
TSA und der Modems erhöht sich dazu je Koppelpartner. Für diesen Fall müssen weitere
Schnittstellen für die zusätzlichen TS-Adapter an den Anlagen vorhanden sein, z. B.
über mehrpunktfähige serielle Schnittstellen.  
2.2.2  Nutzung von GSM-Diensten für Teleservice
Für Fernzugriffe auf Geräte und Anlagen sind nach heutigem Stand die Möglichkeiten
der Ton- und Bildübertragung durch GSM-Netze nicht von Bedeutung. Vielmehr ist es
der Kurznachrichten-Dienst SMS (Short Message Service), der sich im privaten Umfeld
bei Mobiltelefonen großer Beliebtheit erfreut [SMS]. Dies ist der akzeptierte Standard
für kurze Text-Nachrichten an Mobiltelefone im GSM-Netz geworden (Global System
for Mobile Communication, Mobilfunk-Standard). Eine SMS-Nachricht besteht aus bis
zu 160 ASCII-Zeichen. Für automatisierungstechnische Anwendungen bedeutet das,
einschließlich Trennzeichen sind 32 Variablen zu je 16 Bit übertragbar. Dieser Dienst
kann in allen Ländern, die nach dem GSM-Standard arbeiten, genutzt werden. Eine eu-
ropaweite Abdeckung ist gegeben und eine weltweite Abdeckung ist in Zukunft zu er-
warten. 
Abb. 2.6: Realisierung einer AS-AS-Fernkopplung auf Modem-Basis
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Abb. 2.5: Prinzip der AS-AS-Fernkopplung
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für diesen Zweck, nicht zuletzt auf Grund der preisgünstigen und allgegenwärtigen In-
frastruktur der GSM-Netze. Obgleich nur 160 Zeichen übertragen werden können reicht
dies oftmals, um Prozess-Parametern zu überwachen und gegebenenfalls neu zu setzen.
Auch Prozess-Alarme können in Kurzform an einen GSM-Anschluss übertragen wer-
den. Die folgende Abbildung 2.7 zeigt die Möglichkeiten für den Einsatz von Teleser-
vice auf der Basis von SMS-Diensten: Für das Senden einer SMS von einer Anlage wird
ein GSM-Funkmodem sowie ein Teleservice-Adapter benötigt. Im Lieferumfang von
Teleservice-Systemen sind hierfür Software-Module zur Ergänzung der Programmier-
umgebung enthalten, die es ermöglichen, abhängig von Anlagenzuständen programm-
gesteuert Meldungen über SMS-Dienste an eine vorher parametrierte Adresse, in diesem
Fall eine Telefonnummer, zu versenden. Die TS-Software überträgt eine Telefonnum-
mer, eine Servicecenter-Nummer und die eigentliche SMS-Nachricht zum TS-Adapter,
der diese Daten mittels GSM-Kommandos an ein Funkmodem übergibt. Für die SMS-
Dienste gibt es zwei bedeutende Erweiterungen, die auch für Servicedienste von Anla-
gen mittlerweile Bedeutung erlangt haben. Diese sind eine Leistung der Netzanbieter
bzw. Service-Provider und keine Funktion des TS-Adapters selbst:
• Senden eines Fax
Durch Voranstellen einer speziellen Nummer des Netzanbieters vor die eigentliche
Fax-Nummer wird die von der Anlage gesendete SMS vom Netzanbieter in ein Fax
umgewandelt und an dieses Faxgerät weitergeleitet. 
• Senden einer E-Mail
Durch Wahl einer speziellen Nummer des Netzanbieters und Voranstellen einer E-
Mail-Adresse vor die SMS-Nachricht kann der Inhalt der SMS an diese E-Mail-
Adresse weitergeleitet werden.
Der Einsatz von Teleservice auf der Basis von GSM-Diensten bietet sich immer dann an,
wenn die Zielsysteme nicht direkt an Netzwerke (LAN/WAN) angebunden werden kön-
nen, z. B. Anlagen in unzugänglichen Gebieten. 
Abb. 2.7: Teleservice und GSM-Dienste
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In den folgenden Abschnitten dieses Kapitels werden die wesentlichen Grundlagen der
Web-Technologien zusammengestellt, auf die im weiteren Verlauf immer wieder Bezug
genommen wird. Die Protokolle und die Infrastruktur des Internets bilden die Grundlage
der Entwicklung Web-gestützter Anwendungen für die Automatisierungstechnik. Für
neue Anwendungen von mobilen Agenten im Fernzugriff bilden sie ebenfalls die Basis.
Mobile Agenten sind somit auch den Web-Technologien zuzurechnen.
2.3.1  Anwendung von Internet, Intranet und Extranet
Als das ARPANet (Advanced Research Projects Agency), der Vorgänger des heute so
bekannten und allgegenwärtigen Internets, im Juli 1968 in Betrieb genommen wurde,
war nicht vorhersehbar, welchen Einfluss das auf unser heutiges Leben haben würde.
Ursprünglich wurde das Internet nicht als ein für jedermann zugängliches Netzwerk,
sondern als Befehls- und Kontrollnetzwerk in der Zeit des Kalten Krieges um das Jahr
1964 geschaffen. Vier Jahre später ging dann das oben bereits erwähnte ARPANet dar-
aus hervor. Dieses System erlaubte Computern, auf gemeinsame Daten über ARPANet
zuzugreifen und zu transferieren. Es diente dem Informationsaustausch und als Zu-
gangsmöglichkeit zu Rechnern an anderen Standorten der ARPA. In dieser Zeit wurde
auch ein erstes System für den Austausch elektronischer Post entwickelt, ein Vorläufer
der heutigen E-Mail-Dienste. Ab 1986 wurden dann die bereits bestehenden Netze in
den USA miteinander verbunden. Erst Anfang der 90er-Jahre begann die Öffnung dieses
Netzwerkes als Internet für die Allgemeinheit. Im Jahr 1994 konnten rund 3 Millionen
Nutzer das Internet nutzten, obwohl es damals erst 1 500 Web-Server gab. Ein Jahr spä-
ter waren es bereits 100 000, überwiegend in den USA. Hierzulande wurde erst in den
letzten Jahren verstärkt damit begonnen, die Wirtschaft und die Unternehmen auf das In-
ternet hin auszurichten und zunehmend Internet-Dienste in der Büro- und Fabrik-Welt
einzusetzen.
Das Internet ist heute, nicht wie der Name vermuten lässt, nur ein Computernetzwerk,
sondern ein vielfältiges sich ständig änderndes Geflecht einer Vielzahl von einzelnen,
gekoppelten Computernetzwerken. Die Interoperabilität dieser Netzwerke wird durch
die TCP/IP- bzw. UDP/IP-Protokoll-Familie als Basis gewährleistet. Über das Internet
kann jeder Rechner, der über einen Internet-Anschluss und über eine gültige Adresse im
Web verfügt, sei diese dynamisch oder statisch zugeteilt, weltweit mit jedem anderen
entsprechenden Rechner Daten austauschen. Das Internet wird nicht von einer einzigen
Organisation betrieben oder beherrscht, sondern von vielen Sub-Netzwerkbetreibern
und Backbone-Operatoren, die im Gesamten die Internet-lnfrastruktur bilden. Zusam-
mengehalten wird das Internet durch neutrale Organisationen, die im Literaturverzeich-
nis im Einzelnen genannt sind [Internet]. Auch für die Automatisierungstechnik wird die
Nutzung der Dienste und Protokolle des Internets zu einem essenziellen Eckpfeiler. Im
Taschenbuch der Automatisierung von Langmann et al. (2004) findet sich die folgende
Definition für den Begriff „Internet“:
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das Internet-Protokoll als Teil des TCP/IP-Protokoll-Stapels benutzen. Das Internet
stellt den einzigartigen weltweiten Verbund einzelner Rechnernetze über leistungsfä-
hige Weitverkehrsnetze (Backbone) dar.
Die Begriffe „Internet“ und „World Wide Web“ (WWW) werden in der Umgangsspra-
che häufig synonym benutzt, obgleich es sich dabei zum einen um die Infrastruktur und
zum anderen um eine darauf aufbauende Applikationen handelt [WWW]. Das Internet
ist heute die weltweite, dezentrale Kommunikationsinfrastruktur ohne zentrale Steue-
rung oder Kontrolle, während das World Wide Web als einer von mehreren Diensten auf
dem Internet-Protokollstapel aufbaut (siehe dazu auch die Abbildungen 2.8 und 2.9).
Das World Wide Web, auch mit „WWW“ oder „W3“ bezeichnet, ist ein multimedialer
Dienst des Internet. Der Zugriff auf Text-, Audio- und Video- Applikationen im WWW
wird damit weltweit möglich. Diese Anfang der achtziger Jahre von Tim Berners-Lee
und Robert Cailliau am CERN (Genf/Schweiz) entwickelte Multimedia-Anwendung im
Internet vernetzt über sogenannte Hyperlinks weltweit verteilt auf Web-Servern gespei-
cherte Dokumente über die Internet-Protokolle miteinander und schafft so bildlich be-
trachtet ein Geflecht, das Web. Im Herbst 1990 entwickelte Berners-Lee die ersten
Versionen der drei Säulen seines Konzepts [Berners-Lee]:
• die Spezifikation für die Kommunikation zwischen Web-Client und Web-Server
über das HTTP-Protokoll (Hypertext Transfer Protocol) [HTTP]
• die Spezifikation für die eindeutige Adressierung beliebiger Dateien und Datenquel-
len im Web, das Schema der URI (Universal Resource Identifier) [URI, URL]
• die Spezifikation einer Auszeichnungssprache für Web-Dokumente, der Berners-Lee
den Namen HTML gab, die Hypertext Markup Language [HTML]
Typisch sind anwählbare Querverbindungen (Link), die einen schnellen Wechsel zu an-
deren Dokumenten bzw. Web-Seiten erlauben. Der amerikanische Physiker Paul Kunz
fand 1991 Gefallen an den HTML-Seiten des CERN und nahm die Idee mit nach Stan-
ford/USA. Am 12. Dezember 1991 stellte die Stanford University die erste Web-Seite
ins Netz, die Geburtsstunde des WWW. Aktuelle Entwicklungen koordiniert das World
Wide Web Consortium (W3C) [Internet].
Große Bedeutung haben in den letzten Jahren die Intranets erlangt, gerade auch bei den
Datenverarbeitungsstrukturen der Geschäftswelt und der industriellen Produktion. Es
handelt sich dabei um eine auf dem Internet-Protokoll (IP) aufbauende Netzwerkinfra-
struktur, die ein Teilnetz für eine abgeschlossene Benutzergruppe anbietet, z. B. inner-
halb einer Firma. Die Benutzergruppen müssen sich dabei nicht zwingend nur innerhalb
eines Unternehmens befinden. Es lässt sich deshalb folgende Unterteilung angeben: 
• Verbund im Unternehmen (Corporate Intranet) 
• kooperierender Unternehmensverbund (Virtual Company Intranet) 
• Verbund für spezifischer Geschäftsprozesse (Business Process Intranet) 
• Verbund zur Unterstützung dezidierter Online-Angebote (Specific Intranet) 
Der große Vorteil gegenüber herkömmlichen proprietären Architekturen liegt in der An-
26                                                      2. Stand der Technik für den Fernzugriff auf Geräte, Anlagen und Systemewendung der offenen Internet-Standards zur Vernetzung von verschiedenen Hardware-
plattformen und Betriebssystemen. Dies erlaubt es, plattformübergreifende Client-Ser-
ver-Anwendungen zu implementieren und für eine bekannte Benutzergruppe kann die
Netzinfrastruktur konstant leistungsfähig gehalten werden. Die Nutzer arbeiten mit den
gleichen Werkzeugen wie im globalen Internet. Die Web-Browser fungieren als virtuel-
le Betriebssysteme, da sie einfach zu bedienen und preiswert verfügbar sind. Ein Intranet
lässt sich autark vom Internet betreiben und kann daher als physikalisch getrenntes Netz
gegen Angriffe von außen leichter geschützt werden, beispielsweise durch Firewall-Sys-
teme.
Wird ein firmeneigenes Intranet für bestimmte externe Nutzer geöffnet, z. B. für Kunden
oder Lieferanten, spricht man von einem „Extranet“. Die Kommunikationsbeziehungen
und Anwendungen mehrerer Intranets werden dabei verbunden. Dies kann über eine di-
rekte Verbindung oder auch über das globale Internet geschehen, wobei jedoch Proble-
me der Datensicherheit und der Leistungsfähigkeit der Verbindungen entstehen können.
2.3.2  TCP/IP-Referenzmodell und ISO/OSI-Modell
Die Netzwerkknoten, d. h. die angeschlossenen Rechner, des Internet kommunizieren
auf der Basis des Standards TCP/IP. Das TCP/IP-Referenzmodell beschreibt den Auf-
bau und das Zusammenwirken der Netzwerkprotokolle aus der TCP/IP-Familie [TCP/
IP-Referenzmodell]. Es gliedert die TCP/IP-Protokolle in vier aufeinander aufbauende
Schichten und wird deshalb auch als 4-Schichten-Modell bezeichnet, wie es in Abbil-
dung  2.8 dargestellt ist. Den Kern bilden die beiden Transportprotokolle Transmission
Control Protocol [TCP] und das Internet Protocol [IP].  Man spricht daher auch von ei-
nem Protokollstapel (protocol stack), der sogenannten Internet-Protokollsuite. Die TCP/
IP-Protokolle wurden entwickelt, um Datenpakete über mehrere Punkt-zu-Punkt-Ver-
bindungen (hops) weiterzuvermitteln und auf dieser Basis Verbindungen zwischen
Netzwerkteilnehmern über mehrere Hops hinweg herzustellen. Obwohl dieses Verfah-
ren heute noch Probleme mit sich bringen, wie beispielsweise Sicherheitslücken und
eine lastabhängige Bandbreite, liegen die entscheidenden Vorteile in der einfachen und
preiswerten Integration heterogener Netze und in der Plattformunabhängigkeit durch ei-
nen Standard. Heute ist TCP/IP für alle modernen Plattformen (z. B. UNIX, MS-Win-
dows, OS/2) und auch für viele proprietäre Echtzeit-Betriebssysteme als Standard
verfügbar. Die Protokollstapel TCP/IP bilden auch die Grundlage für darauf aufbauende
Internetdienste, wie z. B. das World Wide Web. 
Um Probleme der Netzwerkkommunikation im Allgemeinen zu betrachten, greift man
statt des TCP/IP-Referenzmodells oftmals auf das abstraktere OSI-Referenzmodell (Re-
ference Model for Open Systems Interconnection) [ISO/OSI-Modell] zurück. Die Defi-
nition und Implementierung von TCP/IP wurde zeitlich vor den Arbeiten am OSI-
Modell durchgeführt. Dieses von der International Organization for Standardization
(ISO) im Jahre 1984 standardisierte Kommunikationsmodell (ISO 7498) teilt die Funk-
tionalitäten bei der Realisierung offener Systeme in sieben Schichten ein. Weitere Be-
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Schichtenmodell oder 7-Schichten-Modell. Es definiert einen Satz von Kommunika-
tionsprotokollen und Anwenderschnittstellen für die Datenkommunikation. Dieses Re-
ferenzmodell hat sich als Grundlage für die Definition sowie für die Einordnung von
Diensten und Protokollen etabliert, obwohl viele Systeme nicht ganz exakt nach seinen
Vorgaben realisiert sind oder genau darin einzuordnen sind. Ebenfalls lassen sich Auf-
gabenbereich und Funktionsumfang der einzelnen Schichten des TCP/IP-Referenzmo-
dells nicht ganz eindeutig auf das ISO/OSI-Referenzmodell abbilden, welches noch die
Schichten 5 bis 7 besitzt, während TCP/IP alle Strukturen oberhalb der Schicht 4 als die
Schicht der Anwendungssoftware betrachtet. Die Grundeigenschaften der einzelnen
Protokollschichten sollen deshalb anhand beider Modelle kurz erläutert werden.
Das TCP/IP-Referenzmodell definiert wie genannt vier Schichten: Anwendungsschicht,
Transportschicht, Netzwerkschicht und die Netzzugangsschicht. Diese vier Schichten
lassen sich auch in die allgemeinere Betrachtungsweise des ISO/OSI-Modells einord-
nen. Siehe dazu die folgende Abbildung 2.8:
Die Anwendungs-, Darstellungs- und Sitzungsschicht des ISO/OSI-Modells ordnet man
im TCP/IP-Referenzmodell einer Schicht zu, die ebenfalls die Bezeichnung Anwen-
dungsschicht erhalten hat. In der Anwendungsschicht werden die Details der Applika-
tionen behandelt, deren Ausführung eine Netzwerkkommunikation erfordert. Der Trans-
fer von Dateien und Nachrichten sind typische Anwendungsfälle innerhalb dieser
Schicht. 
Es folgen die Transportschicht und die Netzwerkschicht, die in beiden Modellen nicht
nur den gleichen Namen, sondern auch einen sehr ähnlichen Funktionsumfang haben.
Die Transportschicht stellt den Anwendungen einen verbindungslosen oder einen ver-
bindungsorientierten Dienst zur Verfügung. Die Entscheidung für die verbindungslose
UDP-Variante (User Datagram Protocol) oder die verbindungsorientierte TCP-Variante
Abb. 2.8: Referenzmodelle für die Daten-Kommunikation
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Modell korrespondiert eine Netzwerkschicht (Internet-Schicht) des TCP/IP-Referenz-
modells. Die Hauptaufgabe dieser Schicht ist das Routing, d. h. für jedes Datenpaket ei-
nen Weg durch das Netz vom Sender zum Empfänger zu finden. Zu dieser Schicht
gehören die Protokolle IP, ICMP, ARP und RARP, wie in Abbildung 2.9 dargestellt.
Diese Schicht dient Management-Funktionalitäten und bietet die Möglichkeit, Kontroll-
Abb. 2.9: TCP, UDP, IP und weitere Protokolle
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Protokoll-Schicht  oder Internet-Schicht bezeichnet. 
Die Sicherungsschicht (Data Link) und die Bit-Übertragungsschicht (Physical Link)
werden im TCP/IP-Referenzmodell zur Datenübertragungsschicht zusammengefasst
und auch als Netzzugangs-Schicht (Host-an-Netz) bezeichnet. Der Datenübertragungs-
schicht ordnet man im Allgemeinen die Gerätetreiber und die korrespondierende Hard-
ware zu. In den meisten Fällen ist ein Gerätetreiber in das Betriebssystem integriert. Bei
der Hardware handelt es sich in der Regel um eine Schnittstellenkarte für das Übertra-
gungsmedium und das entsprechende Übertragungsverfahren, wie  z. B. für Ethernet
oder aber für eine Wählleitung (analog, ISDN). Auch komplexere Subsysteme, wie bei-
spielsweise die Verwendung von ATM (Asynchronous Transfer Mode), sind möglich.
Diese Netzzugangsschicht ist im TCP/IP-Referenzmodell spezifiziert, sie ist allerdings
lediglich als Platzhalter für verschiedene Techniken zur Datenübertragung gestaltet und
kann je nach Anwendung durch Protokolle wie Ethernet, Token Ring, FDDI, WLAN
oder Point-to-Point-Protokoll (PPP) ausgefüllt werden. In Abbildung 2.9 ist das Zusam-
menwirken der wichtigsten Netzwerkprotokolle in ihrer hierarchischen Anordnung nach
dem TCP/IP-Referenzmodell bzw. dem OSI-Modell ersichtlich. 
Eine besondere Bedeutung für die Web-Applikationen hat das Socket-Interface (Comer,
2000) und die Funktionen für dessen Programmierung. Es ist die Schnittstelle zwischen
den TCP/IP-Diensten bzw. UDP/IP-Diensten und der darauf aufbauenden Programmie-
rung von Anwendungen, so wie es die Abbildung 2.9 veranschaulicht. In den Folgeka-
piteln wird darauf noch Bezug genommen.
Die Spezifikationen der vorangehend beschriebenen Netzwerkprotokolle sind die Basis
heutiger Web-Applikationen und die Grundlage für die Programmierung neuer Anwen-
dungen innerhalb der Web-Technologien, obgleich die Definitionsphase dazu teilweise
schon zwei Jahrzehnte zurückliegt. Erst seit den letzten Jahren steht die notwendige In-
frastruktur durch die weltweite datentechnische Vernetzung zur Verfügung, wodurch
ihre Verbreitung entscheidend vorangebracht wurde und zukünftig noch wird.
2.3.3  Web-Browser und Web-Server als Applikationsarchitektur
Die ersten Aktivitäten für einem Web-Browser (HTTP-Client) begannen im Oktober
1990, als Tim Berners-Lee, der Begründer des World Wide Web, auf Basis des Betriebs-
systems NeXT ein Programm namens „World Wide Web“ entwickelte. Mit diesem Pro-
gramm konnten Hypertext-Seiten erstellt und angezeigt werden. Der (Web-)Browser
(<engl.> to browse: schmökern, blättern, umherstreifen) wird verwendet, um Web-Sei-
ten aus dem Internet bzw. Intranet anzuzeigen. Ein deutscher Begriff für „Web-Browser“
hat sich hier nicht etablieren können. Eine in der Seitenbeschreibungssprache HTML
oder zukünftig auch in XML verfasste Datei bzw. Web-Seite wird auf Anzeigegeräten
(Bildschirm, Display) dargestellt, indem die HTML-Tags interpretiert und ausführt wer-
den. Nahezu alle Browser unterstützen heute neben dem Hypertext Transfer Protocol
(HTTP) auch weitere wichtige Protokolle, wie das File Transfer Protokoll [FTP] oder
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Man unterscheidet zwischen textbasierten und grafischen Browsern. Textbasierte Brow-
ser können nur einfachen Text und Textformate wie HTML oder XML interpretieren und
darstellen. Grafische Browser verlangen ein Graphical User Interface (GUI) auf Basis
eines Betriebssystems (z. B. Macintosh, UNIX mit X11, MS-Windows). Mit dem Trend
zu Multimedia-Applikationen als Kombination von Text-, Grafik-, Audio- und Video-
Komponenten entwickelt sich der Browser immer mehr zur zentralen Mensch-Maschi-
ne-Schnittstelle für aller Rechnersysteme von der Workstation über den PC bis hin zu
den PDAs und den Mobiltelefonen. Zunehmend verschwindet auch der Unterschied der
Browser zu einem Dateimanager, der ursprünglich ausschließlich zum Öffnen, Kopieren
oder Löschen von Dateien verwendet wurde. Browser beinhalten heute diese Fähigkei-
ten ebenfalls notwendigerweise, da zu bearbeitende Dateien nicht mehr nur lokal vor-
handen sind, sondern auch von weltweit verteilten Web-Servern geladen werden. Die
Funktionen der Browsers werden sukzessive erweitert, so enthalten die heutigen Brow-
ser zum Beispiel eine Java Virtual Machine (JVM) für die Ausführung von Java-Ap-
plets. Mit der Einbeziehung von Java-Applets wurde ein wichtiger Schritt getan, um sehr
variable Bedienoberflächen zu gestalten und einem Nutzer auch dynamische Web-Sei-
ten zugänglich zu machen. Durch den Web-Browser wurden erstmals alle im Internet
etablierten Dienste den Nutzern in der Geschäftswelt wie auch im privaten Bereich unter
einer einheitlichen und intuitiv bedienbaren Oberfläche zugänglich gemacht, wie z. B.
WWW, Dateitransfer und E-Mail-Dienste. Auch in der Automatisierungstechnik wird
der Web-Browser schon vereinzelt als Bedienoberfläche eingesetzt. Damit setzt sich der
Trend der Abkehr von proprietären Lösungen zugunsten des Einsatzes standardisierter
Komponenten fort. 
Ein Web-Server, oftmals auch als HTTP-Server bezeichnet, ist ein Server im Internet
oder Intranet zur Bereitstellung von Web-Seiten und anderen Online-Informationen.
Man bezeichnet einen derartigen Server als Web-Server, da er ausschließlich Informa-
tionen für das Web auf Abruf zur Verfügung stellt. Dies können statische HTML-Seiten,
Textdokumente, aber auch dynamische Datenbank-basierte Web-Seiten sein. Realisiert
werden Web-Server mittels TCP/IP-Server-Programmen, die heute für nahezu alle
Hardware- und Betriebssystem-Plattformen verfügbar sind. Unter der genormten Port-
Nummer 80 als HTTP-Standard-Port wartet das Serverprogramm auf einen HTTP-Re-
Abb. 2.10: HTTP-Client und HTTP-Server
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derten Objekte, wie  HTML-Dateien, Abbildungen nach verschiedensten Grafikstan-
dards (z. B. JPEG, TIF), sind im Dateisystem des Web-Servers gespeichert. Auf Anfor-
derung durch einen GET- oder POST-Request sendet der Server die jeweilige Datei per
HTTP-Response an den Client. Die Kooperation von Web-Client und Web-Server mit
HTTP ist in Abbildung 2.10 dargestellt.  
In den ersten Jahren der Internet-Nutzung waren es statische HTML-Seiten und Grafi-
ken, die auf Web-Servern als Dateien hinterlegt wurden. Neben diesen statischen In-
haltsobjekten können Web-Server heute auch Web-Seiten mit dynamischen Inhalten zur
Verfügung stellen. Die Generierung dynamischer Web-Seiten hat inzwischen einen sehr
wichtigen Stellenwert für Web-Server eingenommen. Heute beziehen sich bereits viele
HTTP-Requests auf Informationen, die zunächst Server-seitig erzeugt bzw. aktualisiert
werden müssen. Das klassische Beispiel aus der Automatisierungstechnik ist die Inte-
gration aktueller Prozessdaten aus einem Zielsystem in ein Web-Seite. Hierfür werden
spezielle Programme auf der Serverseite durch einen HTTP-Request gestartet. Diese
Programme erzeugen dann die jeweiligen angeforderten Daten und integrieren diese in
die Web-Seite für die Antwort an den Client, z. B. Prozessdaten oder Datenbankinhalte.
Es gibt mittlerweile verschiedene Server-seitige Verfahren, um dynamische Web-Inhalte
zu generieren. Die wesentlichen sind:
• CGI (Common Gateway Interface) [CGI]
• ASP (Active Server Pages) [ASP]
• JSP (Java Server Pages) [JSP]
• PHP (PHP Hypertext Preprocessor) [PHP]
2.3.4  Paradigmen der Internet-Anwendungen
In diesem Abschnitt sollen die etablierten Anwendungsprinzipien von Web-gestützten
Applikationen im gewerblichen und industriellen Umfeld wie auch im privaten Bereich
zusammenfassend dargestellt werden. Sie lassen sich in zwei wesentliche Gruppen ein-
teilen:
• Anforderung und Darstellung von Web-Inhalten auf Clients
• Web-basierter Fernzugriff auf Geräte, Anlagen und Systeme
Die folgende Beschreibung, die im Wesentlichen auch den Stand der Technik der Inter-
net-Anwendungen charakterisiert, soll auch dazu dienen, das Paradigma des mobilen
Agenten (Kapitel 3) und dessen Potenzial für die Automatisierungstechnik einzuordnen. 
Anforderung und Darstellung von Web-Inhalten auf Clients
Der Datentransfer durch die Web-Technologien im Internet und Intranet lässt sich in Be-
zug auf die Initiative für den Verbindungsaufbau nach zwei Prinzipien einordnen, dem
Pull-Prinzip und dem Push-Prinzip (Sträubig, 2000). Die Begriffe kommen ursprüng-
lich aus dem Marketing, wobei die verschiedenen Verkaufs- und Werbestrategien als
32                                                      2. Stand der Technik für den Fernzugriff auf Geräte, Anlagen und SystemePush- bzw. Pull-Marketing bezeichnet werden. Auch Medien lassen sich allgemein in
Push- oder Pull-Medien einteilen:
• Beim Push-Prinzip (<engl.> schieben) erhält ein Nutzer ohne explizite Anfrage
regelmäßig und automatisiert Daten in aufbereiteter Form über Web-Dienste zuge-
stellt, z. B. durch E-Mail-Dienste oder spezielle Internet-Seiten. Hierbei erfüllt der
Anbieter Aufgaben, die normalerweise dem Nachfrager zuzurechnen wären. Der
Anbieter übernimmt somit interaktiv die Steuerung der Transaktion. Der Nutzer
empfängt maßgeschneiderte Informationen. Während beispielsweise Rundfunk und
Fernsehen in der heutigen Form als reines Push-Medium einzuordnen sind, ist das
Internet und speziell das WWW im Gegensatz dazu vorwiegend ein Pull-Medium,
denn der Nutzer selektiert selbstständig Web-Seiten und ruft diese ab. So ist auch
eine Informations-Mail, die einem Interessenten regelmäßig zugestellt wird, ein
Push-Medium, ähnlich dem Abonnement einer Zeitung. Prognosen, nach denen
Push-Dienste in kurzer Zeit die Pull-Dienste im Web verdrängen würden, erwiesen
sich aber als falsch. Auch konnten sich Ansätze nicht etablieren, Push-Software in
Intranets als Alternative zu herkömmlichen E-Mail-Systemen einsetzen. Push-
Dienste dienen nicht nur dazu, das allgemeine und aktuelle Informationsbedürfnis zu
erfüllen, vielmehr haben diese Dienste auch die Aufgabe, über ein spezifisches
Thema oder ein Fachgebiet regelmäßig und umfassend zu informieren. Die folgende
Abbildung 2.11 zeigt die heute gängigen Anwendungen auf der Basis des Push-Kon-
zeptes, mit der Sonderstellung der intelligenten Software-Agenten, die ebenfalls als
Push-Konzept einzuordnen sind: 
-   E-Mail, Newsletter
E-Mail-Dienste sind als eine klassische Realisierung des Push-Konzept zur indivi-
duellen Information zu nennen. In diesem Zusammenhang ist auch der Newsletter
(<engl.> Mitteilungsblatt, Verteilernachricht) als elektronisches Rundschreiben an
eine Gruppe von Empfängern zu nennen. 
-   Multifunktionaler Cursor 
Dabei handelt sich in diesem Kontext um eine Richt-Media-Anwendung (Multi-
medialität durch Video- und Audio-Komponenten), welche dem Pfeilcursor zu
neuem Aussehen und Funktion verhelfen. Gelangt ein Nachfrager auf eine Web-
Site mit dieser Technologie, wird er zunächst zu einem einmaligen Download des
Push-Konzepte
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Abb. 2.11: Push-Konzepte
2. Stand der Technik für den Fernzugriff auf Geräte, Anlagen und Systeme 33 für die Nutzung des Push-Konzepts notwendigen Programms aufgefordert. Sobald
der Nachfrager nun mit dem Cursor auf den entsprechenden Bereich gerät, reagiert
der Cursor, indem er seine Form verändert und Zusatzinformationen vermittelt, die
der Anbieter speziell übermitteln möchte.
-   Information Banner
Es hat seinen Ursprung im reinen Marketing und dient dort als elektronisches Wer-
beplakat. Mittlerweile gibt es sie in verschiedenen Ausführungen zur Übermittlung
von Push-Informationen an einen Empfänger, wie z. B. als statisches Banner, ani-
miertes Banner, transaktives Banner.
-   Web-Casting 
Ein automatisiertes Verteilungssystem von personifizierten, vorher festgelegten
Informationen über Internet- bzw. Intranet-Dienste, d. h. das WWW wird nur zur
Versendung von Informationen genutzt, die auf einen Nachfrager speziell zuge-
schnitten sind. Die gezielte Informationsversorgung wird beim Web-Casting reali-
siert, indem man Informationen an einen Zielrechner versendet, sobald dieser eine
Verbindung zum Internet und somit zum Web-Casting-Server aufgebaut hat. Auf
diese Weise muss der Kunde die gewünschten Informationen nicht selbst selektie-
ren und anfordern. Es gibt auch den umgekehrten Weg, dass die installierte Push-
Software auf der Empfängerseite in regelmäßigen Abständen Anfragen (Polling)
an einen Web-Casting Server (Push-Server) stellt. Im Fall aktueller Informationen
wer-den diese an den Client übermittelt und aktiv mithilfe der Push-Software prä-
sentiert.
-   Popup-Window 
Es ist eine Form eines Interstitials, d. h. einer Werbeform des Internets. Hier wird
zwischen zwei Web-Seiten eine spezielle Seite mit Werbeinhalten geschaltet. Die
Push-Information wird dabei nicht direkt im Browser-Fenster der Zielseite ange-
zeigt, sondern in einem neuen Fenster, welches sich automatisch öffnet. Moderne
Web-Browser ermöglichen die Unterdrückung von Popup-Windows.
-   Intelligenter (Software-) Agent
Die möglichen Anwendungsgebiete für intelligente Agenten gehen weit über den
Rahmen dieser Arbeit hinaus. Die Anwendung mobiler Agenten als einer speziali-
sierte Form eines Software-Agenten steht im Mittelpunkt dieser Arbeit.
• Das Pull-Prinzip (<engl.> pull: ziehen) im Web bedeutet, dass Aktionen durch einen
Nutzer ausgelöst werden. Beispielsweise „zieht“ der Besucher einer Web-Seite die
angewählten Informationen von einem Web-Server auf sein Endgerät (Web-Client).
Der Internet-Nutzer erhält gezielt vom ihm selektierte Informationen über das welt-
weite Kommunikationsnetz auf sein Endgerät transferiert, um diese dann weiter zu
verarbeiten. Vornehmlich statische neben dynamischen Web-Seiten werden von
Web-Servern nach diesem Prinzip angefordert und deren Inhalte durch das Zielgerät
(Client) dargestellt. Die Online-Verbindung zum Web-Server wird dabei nur kurzzei-
tig für die Übertragung und Aktualisierung der Web-Seiten benötigt.
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letzten Jahren zunehmend auch sogenannte Thin Clients eingesetzt. Der Grund für die
zunehmende Bedeutung von Thin Clients liegt in der Einsparung auch an Hardware-
Komponenten. So ist für einen Internet-Browser heute ein Desktop-Rechner nicht mehr
zwingend notwendig. Kleinere und preisgünstige Web-Endgeräte haben diese Rolle be-
reits in großem Umfang übernommen, z. B. PDA (Personal Digital Assistent), Mobilte-
lefone mit Internet-Zugang oder mobile PCs. Zusätzlich wird für Thin Clients auch ein
spezielles Client-Server-Konzept angewandt, bei dem der Client Verarbeitungsaufgaben
definiert und an den Server sendet, auf dem dann die Bearbeitung erfolgt. Die Ergebnisse
werden an den Client zurück übertragen. Da die Programm-Logik dabei überwiegend
auf den Server verlagert wird, spricht man hierbei auch von einer Fat Server Architektur
oder Thin Client Architektur. Damit sind die Geschwindigkeit und die Kapazität der Ver-
arbeitung weniger von der Leistungsfähigkeit des Client abhängig. 
Internet-Fernzugriff auf Geräte, Anlagen und Systeme
Die zwischen Web-Client und Web-Server ausgetauschten Web-Seiten bzw. Dokumen-
te lassen sich nach verschiedenen Merkmalen einteilen. Wesentlich für die Anwendung
in der Automatisierungstechnik ist die Einteilung hinsichtlich der Änderbarkeit des In-
haltes, d. h. hinsichtlich der Möglichkeit, aktuelle Prozessdaten aus einer Zielanlage in
Web-Seiten zu integrieren. Folgende Arten lassen sich somit unterschieden:
• Statische Dokumente
Eine statische Web-Seite hat zu jeder Aufrufzeit stets den gleichen Inhalt. Änderun-
gen lassen sich nur durch Editieren des Quelltextes einfügen.
• Dynamische Dokumente
Der Inhalt eines dynamischen Dokuments ist nicht vollständig vordefiniert, sondern
besteht im Allgemeinen aus einem statischen Teil und Platzhaltern für aktuelle Daten.
Nach einer Anfrage durch den Web-Browser erzeugt der Server das gewünschte Do-
kument und ersetzt die Platzhalter durch aktuelle Prozessdaten aus dem Zielsystem.
Dazu ruft der Web-Server spezielle Programme (z. B. CGI-Scrips, Java-Servlets) auf
und arbeitet diese ab.
• Aktive Dokumente
Im Unterschied zu den dynamischen Methoden generiert nicht der Web-Server die
dynamisierte Web-Seite, sondern schickt entsprechend einer Browser-Anfrage spezi-
fischen Programm-Code an den Browser zurück. Das Holen der Prozessdaten und das
Generieren der aktuellen HTML-Seite erfolgt dann auf dem Client-Rechner beispiels-
weise durch Java-Applets oder AktiveX-Komponenten.
Der Web-gestützte Zugriff auf eine ferne Anlage lässt sich wie folgt beschreiben: Ein
Nutzer (Client) wählt sich mithilfe eines Web-Browsers auf einem Zielsystem ein. Der
im Zielsystem integrierte Web-Server überträgt neben statischen auch dynamische Web-
Seiten auf die Client-Seite, z. B. eine Benutzeroberfläche für Folgeaktivitäten des Nut-
zers. Im Vordergrund stehen bei diesem Prinzip dynamische Web-Seiten. Eine dynami-
sche Web-Seite, d. h. eine HTML-Seite, die erst beim Zugriff mit aktuellen Parametern
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integrierten bzw. eingebetteten Web-Server (EWS) erlauben den Fernzugriff durch einen
Nutzer mittels Web-Browser über Ethernet- oder Einwahl-Verbindungen. Der Web-
Browser im Client und der Web-Server im Zielsystem kommunizieren dabei auf der An-
wendungsebene (Schicht 7) über das Hypertext Transfer Protocol (HTTP). Als zentrales
Netzwerkprotokoll wird TCP/IP oder UDP/IP genutzt. Für die Implementierung eines
integrierten Web-Servers bieten sich heute zwei Möglichkeiten an: 
• Der Web-Server ist integriert in das Automatisierungsgerät:
Bereits der Hersteller des Zielsystems implementiert den Zugang zu den intern abge-
legten Echtzeit-, Prozess- und Anlagen-Daten und entscheidet somit, welche Freihei-
ten dem Anwender hinsichtlich der Datenmanipulation gewährt werden und in
welchem Maße eigene Funktionen noch integrierbar sind. Solche Lösungen werden
häufig bei Automatisierungsgeräten angewendet, die keine offenen Datenschnittstel-
len bieten, wie z. B. bei speicherprogrammierbaren Steuerungen oder Lösungen auf
der Basis von Mikrocontrollern.
• Web-Server und Automatisierungsgerät existieren separat nebeneinander und sind
über eine Standard-Schnittstelle gekoppelt: 
Der Web-Server kommuniziert lesend und/oder schreibend durch den Aufruf von spe-
ziellem Programm-Code mit dem eigentlichen Zielsystem über diese Standardschnitt-
stelle. Diese Lösungen sind beispielsweise für Automatisierungssysteme geeignet,
die über integrierte Standardschnittstellen verfügen und mit einem Web-Server nach-
gerüstet werden sollen.
Im Zielsystem muss dem EWS der Zugriff auf Parameter des angeschlossenen techni-
schen Prozesses ermöglicht werden. Eine typische Funktion hierfür ist die Anwendung
des Common Gateway Interface (CGI) als Schnittstelle zur Übergabe von Parametern an
Programme des Web-Servers [CGI]. CGI war ursprünglich dafür gedacht, Formulare in-
nerhalb von Web-Seiten mit aktuellen Daten zu füllen. Das eigentliche CGI-Programm
befindet sich dabei nicht auf dem Client-System, sondern innerhalb des Hostrechners für
den Web-Server. Der Client übermittelt lediglich den Startbefehl des CGI-Programms
und etwaige Parameter  für die angeforderten Prozesswerte an den Web-Server. Die Er-
gebnisse hiervon werden an den Web-Server übertragen und dieser übermittelt sie wie-
derum per HTTP an den Browser im Client. Abschließend werden im Client die
Ergebnisse innerhalb einer HTML-Seite dargestellt. CGI oder ähnliche Technologien,
wie  z. B.  PHP [PHP], Active Server Pages [ASP], Java Server Pages [JSP] sind für ei-
nen EWS wichtige Software-Module, um auf die Prozess- und Stellwerte eines Zielsys-
tems (z. B. Automatisierungsrechner) zugreifen zu können. 
In der Automatisierungstechnik hat dieses Prinzip der eingebetteten Web-Server in den
letzten Jahren mit großem Erfolg Einzug gehalten. Das Setzen und Auslesen von Geräte-
und Anlagen-Parametern ist damit weltweit ohne Einsatz vor Ort mithilfe von Standard-
Web-Technologien möglich geworden. Die Online-Verbindung zum Zielsystem muss
über die Servicezeit aufrechterhalten werden und wird hier intensiver und länger genutzt
als bei rein statischen Web-Seiten. In der Regel ist bei Zugriffen über einen integrierten
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möglich. Der Interaktionsgrad zwischen Client und Server ist deutlich höher als bei sta-
tischen Web-Seiten.
2.3.5  Web-Technologien in der Automatisierungstechnik
Unter dem Begriff „Web-Technologien“ werden alle Techniken zusammengefasst, die
mit der Entwicklung und dem Betrieb von Internet, Intranet und Extranet in Verbindung
stehen. Die Web-Technologien teilt man in zwei Bereiche ein, zum einen die Netzwerk-
Technologien und zum anderen in die darauf aufbauenden Internet-Dienste, wie bei-
spielsweise das World Wide Web als dem bekanntesten dieser Dienste. Damit stehen
neue Technologien zur Verfügung, welche selektiv auch in der Industrieautomatisierung
heute schon genutzt werden (Cyganski & Orr, 2001). Für die Anwendung der Web-Tech-
nologien im gewerblichen und industriellen Umfeld lässt sich die in Abbildung 2.12 dar-
gestellte Einteilung vornehmen: 
Es handelt sich zum einen um Applikationen, die auf dem Dienst World Wide Web ba-
sieren, wie z. B. viele Anwendungen aus dem Bereich E-Business oder Online-Doku-
mentationen für Anlagen und Geräte. Zum anderen gibt es Applikationen in Planung und
Ausführung von Produktion und Dienstleistungen, welche das Internet/Intranet bzw. den
Protokoll-Stack für den Datenaustausch nutzen, ohne dabei übergeordnete Standard-
dienste der Schicht 7, wie beispielsweise das World Wide Web, zu benötigen. Beispiele
für derartige Applikationen sind Workflow-Systeme, Systeme für ERP (Enterprise Re-
source Planning) und MES (Manufacturing Execution System). Vor allem ERP und
MES gewinnen in den Unternehmen zunehmend an Bedeutung und werden im An-
schluss weiter erläutert. Auch für die Web-basierte Steuerung von Geräten und Anlagen
nutzt man den TCP/IP- oder UDP/IP-Protokollstapel mit einer eigens dafür entwickelten
speziellen Anwendungsschicht.  
Abb. 2.12: Internet- und Intranet-Anwendungen im industriellen Umfeld
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ERP umfasst die gesamte Unternehmensplanung (s. Habiger, 2004), d. h. die der Unter-
nehmensleit- und Planungsebene zugeordneten Prozesse. Im Einzelnen gehören dazu
die komplette betriebliche Planung, die Optimierung und Verwaltung aller Ressourcen
vom Auftragseingang bis zum Versand der Produkte oder Dienstleistungen und auch die
Dokumentation und die Analyse aller Geschäftsprozesse des Unternehmens. Primär be-
trifft es die Unternehmensbereiche Einkauf, Lagerhaltung, Produktstammdatenhaltung
und die After-Sales-Aktivitäten (Service und Produktpflege). Im erweiterten Sinne um-
fasst ERP auch die Buchhaltung, die Kostenrechnung, das Controlling und die Personal-
verwaltung. Aus diesem Versuch einer Beschreibung für eine ERP-System zeigt sich
schon die weitläufige Verzahnung über alle Unternehmensbereiche hinweg und auch die
große mögliche Varianz in den Realisierungen. Ein ERP-System soll 
•   zeitnah über alle unternehmensrelevanten Informationen verfügen. 
•   unternehmensweit eine einheitliche Datenstruktur gewährleisten. 
•   die Leistungsfähigkeit der einzelnen Organisationseinheiten messen. 
•   Benchmarking und die Bestimmung von Best Practice ermöglichen. 
•   eine sichere Datenbasis für unternehmerische Entscheidungen bieten.
•   den Ressourcenbedarf von Projekten ermitteln.
Manufacturing Execution System (MES)    
Synonym werden auch die Bezeichnungen „Betriebsführungssystem“ oder „Werkstatt-
Steuerungssystem“ gebraucht. Der Begriff „MES“ [MESA] umfasst Software-Lösun-
gen für die Betriebsleitebene, deren Aufgabe es ist, sämtliche Daten einer Produktion
zum Zweck der Optimierung der Produktionsabläufe zu erfassen, aufzubereiten und be-
wertbar zu machen. Durch die Verwendung von aktuellen Daten aus der Produktion er-
möglichen MES-Systeme die Überwachung, Steuerung, Reaktion und Berichterstattung
der jeweiligen Vorgänge. Die daraus resultierenden Reaktionsmöglichkeiten auf sich
ändernde Bedingungen sollen eine effektive Betriebs- und Produktionsführung ermög-
lichen. MES verbinden im Sinne der vertikalen Integration die Automatisierungsebene
mit den Systemen der Management-Ebene, d. h. der betriebswirtschaftlichen Unterneh-
mensplanung (ERP). MES können bis zu 11 Basis-Funktionalitäten enthalten:         
Die Definitionen von ERP und MES lassen eindeutig erkennen, dass die erwarteten
Funktionen nur erbracht werden können, wenn eine leistungsfähige Kommunikationsin-
frastruktur über alle Bereiche eines Unternehmens zur Verfügung steht. Auch für kon-
ventionelle Strukturen mit proprietären Feldbussen im Bereich der Steuerungs- und
• Labor-Management • Quality Management
• Data Collection Aquisition • Process Management
• Maintenance Management • Product Tracking & Genealogy
• Performance Analysis • Document Control
• Resource Allocation & Status • Operations / Detailed Scheduling
• Dispatching Production Units   
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nungsebenen gibt es seit einigen Jahren ERP- und MES-Lösungen. Eine durchgängige
standardisierte Kommunikationsstruktur auf Basis der Internet-Protokolle über alle Un-
ternehmensebenen eröffnet zukünftig viele neue Möglichkeiten für ERP und MES.
Neben den technologischen Eigenschaften sind für die Web-Technologien vor allem
zwei Vorteile zu nennen. Zum einen die weltweit akzeptierte Standardisierung, die eine
weitgehende Interoperabilität innerhalb von Anlagen und Systemen eröffnet. Das Zu-
sammenwirken von Komponenten verschiedener Hersteller innerhalb von Anlagen
(Multi-Vendor-Anlage) wird deutlich erleichtert. Die Standardisierung begünstigt auch
die Skalierbarkeit, d. h. die Konfiguration und Erweiterung von Anlagen mit unter-
schiedlicher Größe und Komplexität. Zum anderen ist Dank der inzwischen sehr weit-
läufigen Verbreitung die Nutzung vielen Anwendern, auch aus der Bürowelt, vertraut
und die notwendigen Komponenten sind preisgünstig erhältlich.  
Die Anwendung der Web-Technologien in der Automatisierung von Geräten, Maschi-
nen und Anlagen kann auch mit Nachteilen verbunden sein. Zu nennen sind hier die Sta-
bilität und die eingeschränkte Echtzeitfähigkeit der eingesetzten Software-Kompo-
nenten, auch bedingt durch die benötigte Netzwerkinfrastruktur. Die kurzen Innovati-
onszyklen im Software-Bereich der Web-Technologien zwingen entweder zu häufigen
Hochrüstungen auf aktuelle Versionen oder zum teilweisen Verzicht auf die eigentlich
gewollte neue Funktionalität und Interoperabilität. In der Automatisierungstechnik steht
die Zuverlässigkeit und die Reproduzierbarkeit der Prozesse über große Zeiträume im
Vordergrund, oftmals über fünf und mehr Jahre. Hier müssen die Web-Technologien im
Ver-gleich zu konventionellen Software-Lösungen für Automatisierungssysteme beste-
hen und zum Teil ihre Einsetzbarkeit noch unter Beweis stellen. Die Anwendung von
Web-Technologien in der Industrieautomatisierung lässt sich  in drei Bereiche gliedern,
die in den Folgeabschnitten weiter erläutert werden:
•   Vertikale Integration
•   Horizontale Integration
•   E-Manufacturing
Die Erläuterung und Veranschaulichung des Datenaustausches im Unternehmen findet
man in der Literatur anhand hierarchischer Modelle, wobei ausführende und planerische
Unternehmensebenen über dem Produktionsprozess angeordnet sind. So wird auch der
Einsatz von Automatisierungslösungen oftmals anhand der sogenannten „Automatisie-
rungspyramide“ erläutert, die in Abbildung 2.13 dargestellt ist.
Vertikale Integration
Für den Begriff „vertikale Integration“ findet man heute in den Fachpublikationen um-
fangreiche Definitionen, die sich im Kern nur um Nuancen unterscheiden. An dieser
Stelle sei die Definition des A&D-Lexikons von Habiger (2004) zugrunde gelegt. Syno-
nym wird oftmals auch der Begriff „Complete Vertical Integration“ (CVI) gebraucht.
Unter der vollständigen vertikalen Integration versteht man in der automatisierten Pro-
duktion den durchgehenden Informationsfluss von den Sensoren und Aktuatoren über
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lisierung setzt voraus, dass Büro- und Fabrik-Automation auf gleichen informations-
technologischen Plattformen basieren und dass einheitliche Schnittstellen zwischen den
einzelnen Ebenen vorhanden sind. Entsprechende Standards wurden innerhalb der Open
Control Nutzergruppe [OCN Interbus] mit heute weit über 100 Unternehmen erarbeitet
und als sogenannte CALL-Spezifikationen vorgestellt. Für die Realisierung vertikaler
Integration innerhalb eines Unternehmens sind nach CVI zwei Bereiche mit einzubezie-
hen:
• Unternehmensweite Verfügbarkeit der Daten und die Durchgängigkeit der Zugriffe
über alle Ebenen und Verantwortungsbereiche. Zugrunde gelegt wird ein Unterneh-
mensmodell in sechs Schichten bzw. Bereiche, das sogenannte „Purdue-Modell“
[Purdue-Modell]. Es stammt aus der Frühzeit der CIM-Aktivitäten [CIM]. Auch
andere Unternehmensmodelle lassen sich zur Beschreibung der vertikalen Integra-
tion anwenden. Die Funktionen verlaufen von der tiefsten Ebene, der Feldebene, bis
hin zu den Unternehmensebenen mit ihren Führungs-, Reporting- und Management-
systemen und durchdringen die Aufgabenbereiche Unternehmensführung, Enginee-
ring, Produktionsplanung und Produktionsausführung.
• Multi-Media-Integration, d. h. den bidirektionalen Datentransfer über das gleiche
Kommunikationssystem, beschrieben durch das TCP/IP-Referenzmodel und das
ISO/OSI-Modell.
Horizontale Integration 
Für den Bereich der horizontalen Integration gibt es zwei Ausprägungen, die durch die
Abb. 2.13: Automatisierungshierarchie im Unternehmen
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• Unternehmensübergreifende Erweiterung und Kooperation
Für die horizontale Integration verlässt man dabei das eigene Unternehmen und bin-
det sich über den elektronischen Datenaustausch in Datenbanken oder Prozesse
(Workflow) ausgewählter Partner ein, wie beispielsweise Zulieferer, Behörden, Ban-
ken, Kunden. Man erhält dabei Daten für die eigene Verarbeitung oder liefert Daten
an die externen Partner für deren Koordinations- oder Planungsaufgaben. In der Zu-
kunft wird die horizontale Integration auch durch sogenannte Web-Services (Newco-
mer, 2002) erweitert werden. Web-Services erlauben die Suche, das Auffinden und
die Nutzung einer bestimmten Dienstleistung im Web. Man könnte Einmalaufträge,
z. B. aufwendige Simulationen oder Konstruktionsaufgaben im Engineering-
Bereich, extern durchführen lassen und die Resultate zur Verfügung haben, ohne
dass man den dazu notwendigen Engineering-Aufwand selbst erbringen muss. Für
den zukünftigen Einsatz von Web-Services in der Industrieautomation werden eben-
falls Vorteile für die Produktions- und Koordinierungsebenen erwartet, wie z. B. Ein-
sparungen durch Standardisierung, Reduzierung kundenspezifischer Schnittstellen,
Steigerung der Interoperabilität. 
• Unternehmensinterne horizontale Integration
Horizontale Integration bedeutet, dass für den gesamten Produktionsprozess von der
Eingangslogistik über den Primär-Prozess und den nachgelagerten Sekundär-Prozes-
sen bis hin zur Ausgangslogistik einheitliche und standardisierte Hardware- und
Software-Komponenten eingesetzt werden. Die horizontale Integration erfordert,
dass die Schnittstellen der HMI-Systeme (Bedienen und Beobachten), der Automati-
sierungssysteme, der Kommunikationsnetze und der Engineering-Werkzeuge aufein-
ander abgestimmt und je nach Anforderung kombinierbar sind. Es sollen folgende
Vorteile genutzt werden:
- Einsparung von Hardware- und Engineering-Kosten 
- Sicherung von Qualität und Prozess-Stabilität
- Vereinfachung bei der Auswahl der Systemkomponenten 
- Vereinfachung von Service und Erweiterung
- Kosteneinsparungen bei Logistik, Wartung, Schulung und Dokumentation
E-Manufacturing
Für den heute immer häufiger gebrauchten Begriff  „E-Manufacturing“ gibt es ebenfalls
keine exakte Definition. Eine zusammenfassende Erläuterung, mit gestützt auf Worth-
ington & Boyes (2002), ist nachfolgend angegeben:
E-Manufacturing ist die vollständige Integration eines Unternehmens von der Feld-
ebene bis zur Unternehmensleitebene und mit allen Partnern (Kunden, Zulieferer,
Banken, Behörden, etc.), d. h. ein mittels elektronischer Datenverarbeitung integrier-
ter Verbund eines Unternehmens, seiner Zulieferer und seiner Kunden. E-Manufac-
turing lässt sich auch definieren als die Kombination von vertikaler und horizontaler
Integration innerhalb eines Unternehmens. Basis des E-Manufacturing sind gut aus-
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auch externe Partner mit einbeziehen zu können. 
Entscheidend für das E-Manufacturing ist aber nicht nur die datenmäßige Integration,
sondern die Integration der Prozesse. Die Prozesse im eigenen Unternehmen müssen,
um diesem Anspruch zu genügen, sinnvoll mit den Prozessen der Zulieferer, Kunden
und Partner verzahnt und abgestimmt sein (Business Process Engineering). Die progno-
stizierten Vorteile von E-Manufacturing lassen sich wie folgt zusammenfassen:
• Verkürzung der Zeiten für Entwicklung, Produktion und Produktbetreuung infolge
paralleler anstatt sequenzieller Prozesse
• Reduzierung von Fehlern in allen Prozessen dank gut definierter, transparenter und
automatisierter Prozesse. 
• Optimierter Personaleinsatz durch effektive Automatisierung und optimale Vertei-
lung der Aufgaben und Verantwortlichkeiten.
• Reduzierung von administrativem Aufwand.
Ethernet-TCP/IP als neue durchgängige Lösung für die Industrieauto-
matisierung
Nahezu alle Hersteller von Automatisierungsgeräten bieten inzwischen Hard- und Soft-
ware-Lösungen auf Basis von Ethernet und dem Internet-Protokollstack an. Mithilfe
standardisierter Internet-Protokolle wie HTTP, FTP oder SNMP werden Daten für die
Programmierung, Parametrierung, Diagnose und Bedienung von Geräten und Anlagen
ausgetauscht. Grundlage für derartige verteilte durchgängige Automatisierungslösungen
ist die Kommunikation über Ethernet-TCP/IP oder Ethernet-UDP/IP  über alle Geräte-
und Software-Schnittstellen hinweg. So fordern heute Hersteller und Anwender zur Re-
duzierung der Engineeringkosten verstärkt die Realisierung der horizontalen Integration
(siehe dazu auch Abbildung 2.14), d. h.  die nahtlose Verbindung von Geräten, Steue-
rungen und Bedien- und Überwachungssystemen mit Ethernet. Dabei erwartet man fol-
gende Vorteile:
• Anlagenmodularität, d. h. die Verteilung der notwendigen Verarbeitungsleistung auf
mehrere Geräterechner. Die Vielzahl der möglichen Topologien und die Verteilung
des Anlagenprogramms auf mehrere Netzwerkteilnehmer bieten neue Möglichkeiten
für die Modularisierung von Anlagen. Dezentrale Anlagenteile lassen sich in neue
Systemkonzepte einbeziehen. 
• Geräte-Integration, d. h. alle Gerätebeschreibungen sind in den Automatisierungsge-
räten selbst hinterlegt, zukünftig innerhalb einer eigenen Geräte-Homepage. 
• Kommunikation, d. h. die Reduzierung des Programmieraufwands für die Kommu-
nikation zwischen den Geräten. 
• Geräte-Interoperabilität, d. h. Hard- und Software-Systeme verschiedener Hersteller
können innerhalb eines Gesamtsystems auf der Basis gemeinsamer Standards pro-
blemlos kommunizieren und kooperieren.
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prietäre Zielsysteme (z. B. Feldbusse) kann entfallen. Die Entwicklungskapazität
lässt sich auf einen Standard hin bündeln. 
• Inbetriebnahme und Service, d. h. von jedem beliebigen Ort mit Netzwerkzugang
kann die gesamte Anlage überwacht, konfiguriert und programmiert werden. Die
anlagenweite Sicht vereinfacht Betrieb, Wartung und Änderungen.
• Sicherheitstechnik, d. h. zukünftig soll keine spezielle sicherheitstechnische Infra-
struktur erforderlich sein, wie z. B. durch eine fehlersichere Steuerung (F-System).
Auch auf Basis von Ethernet (Safety on Ethernet) sollen sicherheitsgerichtete Senso-
ren, Aktuatoren und Steuerungen im fehlersicheren Betrieb direkt miteinander kom-
munizieren. 
Effiziente Management-Prozesse verlangen heute zunehmend nach einem transparenten
direkten Zugang zu Daten aus der Fabrikebene, wie es die vertikale Integration in Ver-
bindung mit der horizontalen Integration leistet. Die folgende Abbildung 2.14 veran-
schaulicht diese Zusammenhänge: 
Zu diesem Zweck können Web-basierte Konzepte auf Grund ihrer Struktur einfacher die
Produktionsebenen mit den Betriebsleit- und Planungsebenen verbinden, auch wenn im
Zuge der Globalisierung von Produktion und Management diese weltweit angesiedelt
sind. Für den Anwender ergeben sich daraus wichtige Vorteile:
• Integration
Bestehende Automatisierungslösungen auf Basis von Feldbussen können heute über
Gateways ebenfalls an Ethernet-TCP/IP angebunden werden und lassen sich damit
auch in ein System vertikaler Integration einbringen.
Abb. 2.14: Verteilte durchgängige Automatisierung mit Web-Technologien
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Der Web-Browser wird zur Oberfläche für die weltweite Programmierung und Über-
wachung von Geräten und Anlagen, unterstützt durch Geräte-interne Homepages.
Darunter fällt die Anlagen-Bedienung, das Anfordern von Produktionsdaten sowie
das Alarm-Handling. Einschränkungen bestehen heute noch durch die nicht vollstän-
dig gelösten Sicherheitsfragen.
• Durchgängigkeit
Jede Applikation der Produktionsebene kann ebenso direkt auf Daten der Planungs-
ebenen zugreifen, um Produktionsdaten zu aktualisieren, neue Vorgaben abzuholen
und Ergebnisse weiterzuleiten. Durch die Anbindung an ERP und MES ist die
Brücke zu den Betriebs- und Geschäftsanwendungen bidirektional realisierbar.
Die Kommunikation in der Feldebene ist derzeit die Domäne der Feldbusse. Diese Tech-
nologie steht preisgünstig zu Verfügung und hat sich in der Automatisierungstechnik
etabliert, nicht zuletzt wegen ihrer Eigenschaft des deterministischen Datenaustausches
in Echtzeit. Auf Grund des Zugriffprinzips bei Ethernet nach IEEE 802.3 können hier
heute noch nicht alle Echtzeit-Anforderungen für Prozess-Steuerungen erfüllt werden,
z. B. bei der Steuerung schneller Antriebe mit Zykluszeiten im Bereich von Mikrosekun-
den. Auch für Feldbusse werden inzwischen Adaptierungen (Gateway) an Ethernet-
TCP/IP von den Herstellern angeboten, sodass eine durchgängige Automatisierungslö-
sung über alle Unternehmensebenen möglich wird, ohne dass Ethernet bis in die Ebene
der Sensoren und Aktuatoren eingesetzt werden muss.
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Kapitel 3
Stand der Technik zu Software-Agenten
Die Technik der intelligenten Software-Agenten ist aus Bereichen der Robotik und der
Künstlichen Intelligenz hervorgegangen. In den siebziger Jahren entstand die Idee,
durch ein Programm selbstständig Aufgaben lösen zu lassen, die ein Anwender vorgibt.
In der Literatur, vorwiegend in Beiträgen zu Kongressen und in Fachzeitschriften, wird
die Agenten-Technologie eingehend behandelt. Auch im Internet finden sich heute eini-
ge tausend Webseiten zur Thematik Agenten, Software-Agenten und mobile Agenten.
Ein sehr großer Teil dieser Abhandlungen wurde in den achtziger und neunziger Jahren
verfasst, basierend auf den Forschungsergebnissen aus dem Hochschulbereich und eini-
ger weniger Firmen. Die Realisierung kompletter und praxistauglicher Systeme ist auf
Grund noch nicht vorhandener Rechnertechnik und Netzwerke und daraus resultierend
auch der fehlenden Akzeptanz auf der Nutzerseite nicht vorangekommen. 
In diesem Kapitel werden die wichtigsten Begriffe, Definitionen und Eigenschaften der
Software-Agenten bis hin zur Spezialisierung des mobilen Agenten zusammengestellt.
Es wird gezeigt, dass sich das Prinzip des mobilen Agenten aus den konventionellen Ar-
chitekturprinzipien für verteilte Systeme Client-Server, Code-on-Demand und Remote
Evaluation ableiten lässt bzw. dessen konsequente Fortentwicklung darstellt. Abschlie-
ßend werden die wesentlichen Vorteile und Nachteile mobiler Agenten diskutiert.
3.1  Bisherige Forschungsergebnisse zu Software-Agenten
Verteilte, offene und dynamische Systeme konfrontieren uns im gewerblichen und indu-
striellen Umfeld mit neuen technologischen Herausforderungen und zugleich neuen
Möglichkeiten. Basierend auf der fortschreitenden technologischen Infrastruktur wer-
den sich sowohl neue technologische Mechanismen als auch neue Geschäftsfelder eta-
blieren, wie beispielsweise auch durch die Agenten-Technologien. Sie können helfen,
eine gezielte und selektive Verarbeitung von großen Daten-Mengen in Netzwerken und
den daran angebundenen Systemkomponenten zu ermöglichen. Dynamisch auf Ände-
rungen in den beteiligten Wirtssystemen zu reagieren, ist eine herausragende Eigen-
schaft von Software-Agenten. Spezielle Funktionen der Agenten, wie Planen, Lernen
und Koordinieren werden zukünftig helfen, technische Probleme hoher Komplexität zu
lösen. Der Begriff „Agent“ leitet sich ab vom lateinischen „agere“, d. h. tätig sein, han-
deln. Im der Literatur findet man bei Brockhaus (2003) folgende Bedeutungen für den
Begriff „Agent“:45
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• selbstständiger Vertreter einer Firma oder Partei
• Person, die im Auftrag einer anderen Person oder Gruppierung tätig wird.
Die hier genannten Eigenschaften Selbstständigkeit und das Handeln im Auftrag stehen
auch bei der technischen Anwendung von Agenten im Mittelpunkt. Der Begriff Agent
wurde im Zusammenhang mit Software-Systemen schon Mitte der 50er-Jahre verwen-
det. John McCarthy und Oliver G. Selfridge vom Massachusetts Institute of Technology
formulierten damals ihre Idee für einen „Soft Robot“. Sie hatten ein System vor Augen,
welches nach Anweisungen eines Benutzers zielorientiert und angepasst an eine Aufga-
be diese weitestgehend eigenständig bewältigt. 
Erst im Jahr 1984 rief Alan Kay (1984) dieses Prinzip wieder in die Erinnerung zurück.
Er beschreibt in der Zeitschrift Scientific American persönliche Agenten (personal
agents), die eine Erweiterung des Willens und der Absichten eines Benutzers nachbilden
und in einen Computer bzw. Rechner eingebettet sind. 
Wenn man über Agenten diskutieren will, muss man sich darauf einigen, welche Eigen-
schaften auf ein Software-Objekt zutreffen sollen, damit die Bezeichnung „Agent“ ge-
rechtfertigt werden kann. Wegen der Vielzahl der möglichen Einsatzgebiete von
Agenten und den Querbeziehungen zu zahlreichen verschiedenen wisssenschaftlichen
Disziplinen nimmt es nicht Wunder, dass sich bislang noch nicht die allgemein akzep-
tierte und immer passende Definition von Agenten durchsetzen konnte. Dies beruht auf
den Einflüssen unterschiedlicher Forschungsdisziplinen, wie der Informatik, der Robo-
tertechnik und auch der Sozialwissenschaften. Auch durch das neue Forschungsgebiet
Sozionik [Sozionik], man befasst sich hier mit der Erforschung und Modellierung künst-
licher Sozialität, sind neue Einflüsse für die Agenten-Technologie zu erwarten. Hinzu
kommen die oftmals divergierenden Erwartungen für die potenziellen Anwendungen.
Im ersten Schritt sollen anschließend mögliche Agenten-Realisierungen in einzelne Ka-
tegorien eingeteilt werden, wie es in Abbildung 3.1 dargestellt ist. 
3.1.1  Kategorisierung von Agenten
Für die folgenden Überlegungen zur Kategorisierung von Software-Agenten werden im
ersten Ansatz Software-Komponenten ohne Bezug zur realen Welt und auch Software-
Komponenten mit einem Realweltbezug zusammenfassend betrachtet. Die letztgenann-
ten verfügen durch geeignete Sensoren über einen Bezug zu ihrer Umgebung und agie-
ren als autarke Maschine, wie beispielsweise Roboter. Es wird anfangs auch nicht
unterschieden, ob ein Agent lokal oder mobil agiert. Die lokale Variante kann nur von
einem bestimmten Rechner aus operieren, während ein mobiler Agent sich durch Netz-
werke bewegen und auf speziellen Rechnern bestimmte Aufgaben ausführen kann. Im
ersten Ansatz sind zwei wesentliche Anforderungen an einen Agenten angegeben. Ein
Agent muss
• auf seine Umgebung mittels unterscheidbarer Aktionen einwirken können.
• intern über eigene spezielle Verarbeitungsprozeduren verfügen.
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satz nicht als Agenten bezeichnen würden,  z. B. auch auf einen Getränkeautomat. Die
Darstellung in Abbildung 3.1 beinhaltet die Einteilung aller möglichen Agenten in Grup-
pen, die anschließend kurz erläutert werden:  
Menschliche Agenten führen für ihren Auftraggeber (Benutzer) selbstständig spezielle
Aufgaben aus, wozu in der Regel auch Fachwissen erforderlich ist. Als Beispiel dazu sei
ein Immobilienmakler genannt, der für einen Kunden eine Wohnung sucht.
Hardware-Agenten (Hardbot, Robotic Agent, Intelligent Robot) vereinen verschiedene
Forschungsgebiete, wie Mechanik, Reglungstechnik, Elektrotechnik und die Künstliche
Intelligenz. Jene, die in der physisch realen Welt eingesetzt werden, sich in ihr bewegen,
sie verändern oder überwachen, werden Hardbot genannt. Dies sind zumeist Roboter,
die über Sensoren ihre Umgebung wahrnehmen und durch Aktuatoren (z. B. Antriebe)
sich in ihr bewegen oder diese verändern. Hardbots werden heute bereits in größerem
Umfang eingesetzt. Besonders nützlich sind sie dem Menschen für Arbeiten in Umge-
bungen, die gesundheitsschädlich oder gar lebensbedrohlich oder schwer zugänglich
sind. Roboter  arbeiten zu jeder Zeit mit reproduzierbarer hoher Qualität, z. B. in Form
von Industrierobotern. Der Begriff des intelligenten Roboters (Intelligent Robot) ist als
Weiterentwicklung der genannten Industrieroboter zu betrachten und bezeichnet eine
neue Generation von Robotern, die zusätzlich auch Kerneigenschaften von Agenten-
Systemen (siehe unter Abschnitt 3.1.5) haben. Intelligente Roboter sind mit Sensoren
ausgestattet, die es erlauben die aktuelle Umgebung wahrzunehmen, in ihr Arbeiten aus-
zuführen und auch auf unerwartete Ereignisse mithilfe ihrer integrierten Wissensbasis zu
reagieren. Methoden der Künstlichen Intelligenz erlauben es, Aktionen vor der Ausfüh-
rung zu planen und komplexere Aufträge weitgehend eigenständig auszuführen. Hohe
Bedeutung hat die Robustheit, die den Roboter auch in unvorhergesehenen Situationen
seinen Auftrag erfolgreich ausführen lässt. Arkin (1998) definiert einen intelligenten
Roboter so: 
A machine able to extract information from its environment and use knowledge
about its world to move safely in a meaningful and purposive manner.
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48 3. Stand der Technik zu Software-AgentenEin Beispiel dafür sind intelligente Service-Roboter, die vereinzelt auch schon in der
Praxis eingesetzt werden. Das Ziel ist dabei, die Ausführung der Arbeit soweit zu per-
fektionieren, dass kein Unterschied mehr besteht zwischen der konventionellen Ausfüh-
rung durch Bedienpersonal oder einem intelligenten Roboter. 
Für einen Software-Agenten (computational agent) wird im deutschsprachigen Raum
zumeist eine personifizierte Bedeutung zugrunde gelegt, etwa wenn von einem digitalen
Assistenten die Rede ist. Im englischen Sprachraum wird diese Sichtweise gelegentlich
als zu anthropozentrisch kritisiert, d. h. den Menschen in den Mittelpunkt stellend. Es
erscheint daher sinnvoll, den Agenten-Begriff etwas weiter zu fassen, und zum Beispiel
aktive Software-Objekte und Software-Komponenten mit bestimmten Eigenschaften
einzuschließen. An dieser Stelle soll versucht werden, eine noch allgemein gehaltene
und nicht zu sehr spezialisierte Definition des Begriffs „Software-Agent“ anzugeben:
Ein Software-Agent (software agent) ist ein Software-System (Software-Entität), wel-
ches innerhalb einer definierten Umgebung, dessen Bestandteil der Agent auch ist, in
einer bestimmten Zeit, mit einer ihm immanenten Verhaltensweise und einer vorge-
gebenen Zielstellung agiert und die vom Anwender delegierte Aufgabe autonom (ei-
genständig) erfüllt.
Die Autonomie ist eine Kerneigenschaft eines Software-Agenten, die zwingend notwen-
dig ist. Zur Ausführung seiner Aufgaben benötigt ein Software-Agent immer einen ge-
wissen Grad an Intelligenz, wovon sich auch der Begriff des „intelligenten Agenten“
ableitet. Erst die Intelligenz ermöglicht es jedoch einem Agenten, seine Aufgaben wei-
testgehend autonom zu bearbeiten und nur bei Entscheidungen, die nicht aus seiner Wis-
sensbasis abzuleiten sind, zusätzlich Eingriffe eines Bedieners zu benötigen. Ein Agent,
der nicht zu selbstständigem Handeln in der Lage ist, ist für seinen Benutzer nur von ge-
ringem Nutzen, da dessen Zeitersparnis auf Grund der häufig notwendigen Eingriffe des
Nutzers minimal wäre. Die Intelligenz ist hier nicht im menschlichen Sinn zu verstehen,
allenfalls kann es darum gehen, mit Methoden der Künstlichen Intelligenz das mensch-
liche intelligente Verhalten nachzubilden, soweit das möglich ist. Für intelligente Soft-
ware-Agenten kann die Intelligenz auch über den Ausprägungsgrad des Schlussfolgerns
und des Lernens definiert werden. Agenten mit hoher (künstlicher) Intelligenz verfügen
in der Regel auch über umfangreiche Fähigkeiten des Schlussfolgerns (Reasoning) bis
hin zum maschinellen Lernen. Als Mindestanforderung soll die Fähigkeit des Präferen-
zierens und ein Schlussfolgerungsmechanismus gegeben sein. Als höher intelligent sind
Systeme einzustufen, die lernen und sich ihrer Umgebung anpassen (adaptieren) können.
Derartige Agenten können neue Beziehungen, Verbindungen oder Konzepte unabhän-
gig vom Benutzer erarbeiten und auswerten. Die Intelligenz eines Software-Agenten
setzt sich aus drei Hauptkomponenten zusammen:
• interne Wissensbasis
• Fähigkeit zu Schlussfolgerungen (Reasoning) basierend auf den Inhalten seiner in-
ternen Wissensbasis mit einem gewissen Grad an Rationalität. 
• Fähigkeit zu lernen bzw. sich den Änderungen der Umgebung anzupassen (adaptive
behaviour), d. h. Anpassung der Wissensbasis in Richtung eines Nutzerprofils.  
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werblichen und industriellen Anwendungen, beispielsweise im Zusammenhang mit
B2B-Exchanges und dem Management der Logistik- und Versorgungskette (supply
chain management). Für die Anpassung an spezifische Anwendungen ist aber in jedem
Fall Entwicklungsaufwand erforderlich, bevor die Vorteile von Software-Agenten voll
ausgeschöpft werden können. Hierbei spielt zukünftig vor allem auch die Akzeptanz bei
kommerziellen Anwendungen eine große Rolle.
3.1.2  Einteilung von Software-Agenten
In Abbildung 3.1 wurde bereits eine grobe Einteilung von Software-Agenten im Hin-
blick auf ihre Handlungsweise hin vorgenommen. Diese Einordnung ergibt Transakti-
ons-, Kooperations- und Informations-Agenten, auf deren Eigenschaften und Funktion
im folgenden Abschnitt genauer eingegangen wird.
• Transaktionsagent
Aufgabe dieser Software-Agenten ist es, Transaktionen im Produktionsbereich und
in der Geschäftswelt (z. B. bei Finanzdienstleistungen) zu überwachen und gegebe-
nenfalls auszuführen, als einzelner Agent oder auch eingebunden in ein Multi-Agen-
ten-System. Ausprägungen davon sind Transaktionsagenten im Bereich E-Com-
merce für Suche und Service im Web (z. B. Einholung von Informationen, Preisver-
gleiche) oder auch Agenten zur Steuerung von Produktionsprozessen, beispielsweise
auf dem Gebiet der Fertigungsplanung (Manufacturing Execution System [MES],
Produktionsplanungssystem [PPS]).
• Kooperationsagent 
Durch Kooperation lösen Agenten komplexe Aufgaben in Zusammenarbeit mit
anderen Agenten. Dazu gehört eine starke Ausprägung der Kommunikationsfähig-
keit der Agenten untereinander als auch mit den Auftraggebern. Ein Anwendungsge-
biet von Kooperationsagenten ist der Bereich Entertainment, z. B. die Generierung
von Vorschlägen über Freizeitaktivitäten, die sich auf Auswertungen von anderen
Nutzern mit ähnlichen Eigenschaften stützen. Groupware-Agenten gehören auch zu
den Kooperationsagenten. Sie können die Arbeit von Teams koordinieren und steu-
ern. Für jede Funktion ist dabei ein Agent zuständig, koordiniert von einem Agen-
ten-Manager. Bei der Realisierung handelt es sich um ein Multi-Agenten-System,
wobei die einzelnen Agenten jeweils auf einem Rechner stationär arbeiten.
• Informationsagent 
Informationsagenten sind in der Regel stationär und dienen einem Nutzer allgemein
zur Suche und Bereitstellung von Informationen, meist aus dem Internet/Intranet.
Die Informationsagenten werden in mehrere Anwendungsgebiete eingeteilt: 
-  Agenten zur Informationssuche und Filterung (information retrieval) sind Pro-
gramme, die im Internet gezielt nach Informationen suchen, z. B. integriert in
Suchmaschinen und Metasuchmaschinen.
-  Die Newswatcher aktualisieren automatisch die von einem Benutzer selektierten
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-  Advising- und Focusing-Agenten lernen während ihrer Ausführung die Gewohn-
heiten der Nutzer und vereinfachen damit Routineaufgaben, wie beispielsweise
bei Assistenten-Systemen (E-Mail-Assistenten, etc.).
Software-Agenten lassen sich auch in eine dreidimensionale Klassifikationsmatrix ein-
ordnen, aufgespannt durch die drei Dimensionen Intelligenz, Handlungskompetenz
(agency) und Mobilität. In Abbildung 3.2 ist sie grafisch dargestellt: 
• Intelligenz als erste Dimension
Am Anfang der Forschungen bezeichnete man als intelligenten Agenten eine Art von
Software-Roboter, der innerhalb eines Computers agierte und Techniken der symbo-
lischen Künstlichen Intelligenz einsetzte, um eine Aufgabe auszuführen oder zurück-
zukehren, falls es Probleme bei der Ausführung gab. Heute sieht man die Intelligenz
von Software-Agenten als umso höher an, je besser die Fähigkeiten Schlussfolgern
(logisches Schließen), Planen und Lernen ausgeprägt sind. Zugrunde gelegt wird
hier oftmals auch der interne Zustand eines intelligenten Software-Agenten, be-
schrieben durch mentale Begriffe, wie etwa Überzeugungen, Begabungen, Wünsche
oder Verpflichtungen. Intelligente Agenten können wiederum weiter klassifiziert
werden je nach ihrer Fähigkeit, Vorlieben, unsicheres Wissen oder Emotionen aus-
zudrücken.
• Handlungskompetenz als zweite Dimension
In der Literatur zu Software-Agenten wird oftmals der Begriff „agency“ verwendet,
allerdings wird dabei nicht immer die gleiche Bedeutung zugrunde gelegt. Im An-
schluss sind die drei möglichen Bedeutungen des Begriffs „agency“ kurz zusammen-
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-   Allgemeine Bedeutung von „Agency“: Geschäftsstelle, Agentur
- Agency (<engl.> agency: Handlungskompetenz) ist der Grad der Autonomie und
Autorität, die einem Agenten übertragen worden ist. Je nach Anwendung ist das
unterschiedlich stark ausgeprägt, sodass die Agenten-Charakter einer Software-
einheit nicht zwingend vom Auftreten einer einzelnen Eigenschaft abhängig
gemacht wird. Der Grad der Agency wird umso höher eingestuft, je besser der
Agent seinen Auftraggeber repräsentiert.
- Eine Agency besteht aus mindestens zwei Agenten, die miteinander kommunizie-
ren und kooperieren, um eine spezielle Aufgabe zu erfüllen. Ein sogenannter
Agency Manager kann zur Konstruktion und Verwaltung einer Agency eingesetzt
sein.
Nach der zweiten Definition bezeichnet die Handlungskompetenz den Grad der
Autonomie und Autorität, mit der ein Agent ausgestattet ist. Sie äußert sich in Form
der Interaktion des Agenten mit seiner Umgebung. Aus diesem Blickwinkel würde
man Software-Komponenten als handlungskompetente Agenten bezeichnen, die in
der Lage sind, mit anderen Komponenten eines Systems zu kommunizieren, z. B.
mittels einer geeigneten Agenten-Sprache. Zumindest muss ein Agent seinen Auf-
traggeber in bestimmter Weise repräsentieren können, zumindest durch eine eindeu-
tige Authentifikation. Mehr Handlungskompetenz zeigt ein Agent, wenn er mit
Daten, Anwendungen, Diensten oder gar anderen Agenten interagieren kann (intero-
perability). Hierbei können spezielle Agenten-Sprachen, wie etwa KQML (Know-
ledge Query and Manipulation Language) [KQML], zum Einsatz kommen. Ein
Agent muss insbesondere in der Lage sein, aktiv seine Umgebung wahrzunehmen
und den gegebenen Umständen entsprechend zu handeln. Im Gegensatz zu einem
passiven Software-Objekt ist es einem Agenten auch erlaubt, eine Interaktion mit
seiner Umgebung, die seinen eigenen Interessen entgegensteht, zu verweigern.
Abhängig von ihren Fähigkeiten werden handlungskompetente Agenten auch als
autonome Agenten (obsolet, da ein Agent per Definition immer autonom handelt),
kollaborative oder verhandelnde Agenten bezeichnet. 
• Mobilität als dritte Dimension
Die Eigenschaft „Mobilität“ eines Software-Agenten wurde erst in den neunziger
Jahren definiert, initiiert durch das rasante Wachstum der Vernetzung von Rechnern
und durch die Idee, diese neue Infrastruktur auch für die Agenten-Technologie zu
nutzen. Dabei wird das Ziel verfolgt, Aktionen auf einem entfernten Rechner im
Netzwerk durch die Mobilität von Daten und ausführbarem Programm-Code zu er-
möglichen. Die Mobilität bildet die dritte Dimension der Klassifikationsmatrix. Die
Ausprägung reicht vom stationären statischen Programm-Code (keine Mobilität)
über mobile Skripte zum mobilen ausführbaren Programm-Code (z. B. Java-Anwen-
dung). Das damit neu entstandene Paradigma des mobilen Agenten wird im
Abschnitt 3.2 ausführlich erläutert.
52 3. Stand der Technik zu Software-Agenten3.1.3  Software-Agent versus konventionelles Software-Programm
Autonomes Arbeiten stellt, wie bereits vorangehend festgestellt, eine wesentliche An-
forderung an einen intelligenten Agenten dar und ist eines der Hauptunterscheidungs-
merkmale zwischen intelligenten Agenten und konventionellen Software-Programmen.
Sehr vereinfacht gilt die folgende Aussage:
„Alle Software-Agenten sind Programme, aber nicht alle Programme sind Agenten“ !
Es ist einsichtig, dass diese sehr wohl gültige Aussage nicht genügt, um im Forschungs-
und Entwicklungsbereich ausreichend genau zwischen konventionellen Programmen
und Agenten zu unterscheiden, d. h. für einen Software-Agenten sind gegenüber einem
konventionellen Programm zusätzliche Eigenschaften und Fähigkeiten notwendig. Pro-
gramme errechnen nach ihrem Start aus Eingabedaten in angebbarer Laufzeit die Aus-
gabedaten nach dem festgelegten Programm-Code und werden dann beendet. Für eine
erneute Bearbeitung müssen sie neu gestartet werden. Für ein Software-Objekt, das nicht
in der Lage ist autonom zu handeln, wird vereinzelt auch die Bezeichnung „Front-End-
Programm“ gebraucht. Dieses führt nur die Sequenz von Aktionen aus, die vom Benut-
zer vorgegeben werden. Der Begriff Agent wäre dann laut Foner (1993) nicht zulässig.
Franklin und Graesser (1996) haben zur Unterscheidung zwischen konventionellem Pro-
gramm und Software-Agent folgende prägnante Definition angegeben:
An autonomous agent is a system situated within and a part of an environment that
senses that environment and acts on it, over time, in pursuit of its own agenda and so
as to effect what it senses in the future.
Diese Definition lässt sich folgendermaßen interpretieren: Ein autonomer Agent ist ein
System, 
• das in seine jeweilige Umgebung eingebettet (situiert) ist und Teil davon ist. 
• das die Umgebung über einen bestimmten Zeitraum erfasst und darin eigenständig
handelt. 
• das in der Verfolgung der eigenen Pläne dadurch einen Einfluss hat auf das, was der
Agent in der Zukunft aus seiner Umwelt erfassen wird. Zum Tragen kommen hier
Strategien des Planens und Lernens für sehr fortgeschrittene Systeme.
Die autonomen Fähigkeiten eines Software-Agenten stützen sich neben dem Programm-
Code des Agenten auf eine zusätzlich vorhandene Wissensbasis. Die Wissensbasis kann
aus internen Regeln bestehen, die es dem Agenten erlauben je nach den Ergebnissen der
Sensorik (Eingabedaten aus seiner Umwelt) neue Stellwerte für die Aktuatoren (Ausga-
bedaten an seine Umwelt) zu errechnen. Dies entspricht dem Prinzip eines reaktiven
Agenten. Die interne Wissensbasis kann auch eine explizite symbolische Repräsentation
der Umwelt des Agenten beinhalten. Der Agent trifft dann Entscheidungen auf Grund
logischer Schlussfolgerungen (reasoning), wofür der Software-Agent neben dem Modell
seiner Umwelt (Umgebung) auch eine Repräsentation seines inneren Zustandes benö-
tigt, wie es beim Prinzip des deliberativen Agenten festgelegt ist. Einige Agenten werden
auch deshalb als autonom bezeichnet, weil sie nach ihrem Start eigenständig entscheiden
können, wohin „sie gehen werden und was sie tun“, d. h. auf welches Zielsystem sie
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werkanbindung für die potenziellen Zielsysteme vorhanden sein und die Zielsysteme
müssen für die Bearbeitung eines Agenten ausgerüstet sein.  
Im weiteren Verlauf sollen einige grundlegende Kernaussagen und weitere Definitionen
zu Software-Agenten zusammengestellt und diskutiert werden.
3.1.4  Definitionen zu Software-Agenten
Zu den Wegbereitern in der Agenten-Forschung gehört ohne Zweifel P. Maes. Sie defi-
niert einen Software-Agenten wie folgt:
Autonomous agents are computational systems that inhabit some complex dynamic
environment, sense and act autonomously in this environment, and by doing so rea-
lize a set of goals or tasks for which they are designed.
(Maes et al., 1990) und  (Maes, 1995)
Nach ihrer Definition sind autonome Agenten Computer-Systeme, die in einer komple-
xen, dynamischen Umgebung selbstständig wahrnehmen und agieren und dabei ver-
schiedene Ziele oder Aufgaben bewältigen, für die sie entwickelt und eingesetzt wurden.
Die Firma IBM hat sich bei den Forschungsarbeiten zur Agenten-Technologie ebenfalls
stark engagiert. Der sogenannte „IBM-Agent“  wurde wie folgt definiert:
Agent, a program that carries out a set of operations on behalf of a user. It does so
with some degree of autonomy to satisfy its user's goals. (Gilbert et al., 1995)
Intelligente Agenten sind Programme, die eine Reihe von Vorgängen im Auftrag eines
Benutzers oder eines anderen Programms mit einem bestimmten Maß an Unabhängig-
keit oder Autonomie ausführen und dabei Wissen oder Vorstellungen von Zielen oder
Wünschen des Benutzers einsetzen. Diese Beschreibung nach dem „Intelligent Agent-
Strategie“ Informationsbericht von IBM sieht einen intelligenten Agenten ebenfalls als
Handelnden bzw. Stellvertreter eines Auftraggebers, versehen mit eigener Autorität. Ein
typisches Beispiel wäre ein Agent zur Informationssammlung, wobei im genannten
Grundsatzpapier (Gilbert et al., 1995) acht mögliche Anwendungen aufgeführt sind. 
Eine weitere Definition, die in der Literatur oft genannt wird, kommt von Wooldridge
und Jennings (1995). Ihre Definition stützt sich bereits auf bestimmte Kerneigenschaften
eines Software-Agenten:
A hardware or (more usually) software-based computer system that enjoys the follo-
wing properties: 
• autonomy: Agents operate without the direct intervention of humans or others,
and have some kind of control over their actions and internal state.
• reactivity: Agents perceive their environment, which may be the physical world, a
user via a graphical user interface, a collection of other agents, the Internet, or
perhaps all of these combined, and respond in a timely fashion to changes that
occur in it.
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able to exhibit goal-directed behaviour by taking the initiative.
• social ability: Agents interact with other agents (and possibly humans) via some
kind of agent communication language.
Diese Definition von Wooldridge and Jennings formuliert die notwendige Autonomie,
die Reaktivität oder Reaktionsfähigkeit durch Fühlen und Handeln für eine breite aber
begrenzte Anzahl von Umgebungen. Ebenfalls mit aufgenommen in ihre Definitionen
haben sie die Eigenschaft der Proaktivität, d. h. der Agent reagiert nicht ausschließlich
auf Änderungen in seiner Umwelt, sondern ergreift in bestimmten Situationen basierend
auf den Regeln seiner internen Wissensbasis selbst die Initiative. Zusätzlich bringen
Wooldridge und Jennings in ihrer Definition eines „schwachen Agenten“ die Sozialfä-
higkeit bzw. das soziale Verhalten mit ein (siehe dazu Abschnitt 3.1.5). Sie begründen
dieses Attribut mit der Fähigkeit ihres Agenten mit anderen Agenten oder einem Nutzer
mittels geeigneter Sprachen zu kommunizieren. 
3.1.5  Charakteristika von Software-Agenten
Durch die Forschungsarbeit mit Agenten in unterschiedlichen Einsatzgebieten sind viele
Beschreibungen zu Software-Agenten aus der jeweiligen Anwendungssicht hervorge-
gangen. Dadurch besteht die Gefahr, dass der Begriff des Agenten mit Attributen bzw.
wünschenswerten Eigenschaften mehr und mehr überladen wird. Die Folge wäre, dass
die Diskussion über Agenten zunehmend schwieriger wird. Obwohl im Verlauf der letz-
ten beiden Jahrzehnte die wesentliche Forschungsarbeit auf dem Gebiet der Agenten-
technologie durchgeführt wurde, besteht heute keine einheitliche und allgemein gültige
Definition für diesen Begriff. Dies hängt sicher auch damit zusammen, dass es auf
Grund der fehlenden Netzwerk-Infrastruktur und dem Problem der Akzeptanz bei poten-
ziellen Anwendern nicht zu bedeutenden Einsätzen in der Praxis kam. Im Verlauf der
Entwicklungshistorie von Software-Agenten kristallisierten sich einige Basiseigen-
schaften heraus, die einen Agenten auszeichnen sollen. Diese Charakteristika sollen nun
genauer betrachtet werden.
In der schon genannten Arbeit von Wooldridge und Jennings (1995) wurde auch eine
Einteilung von Software-Agenten nach dem  „schwachen“ oder „starken“ Agenten-Be-
griff (weak or strong notation of agency) angegeben. Die notwendigen Eigenschaften für
einen „schwachen“ Agenten (weak agency) sind:
• Autonomie
• Reaktionsfähigkeit (Reaktivität)
• Selbstständigkeit (Proaktivität)
• Sozialfähigkeit (Fähigkeit zur Kommunikation ohne zwingende Kooperation)
Für einen „starken“ Agenten (strong agency) müssen zu den Eigenschaften eines schwa-
chen Agenten weitere hinzukommen, wie 
• Fähigkeit zu Schlussfolgerungen, Lernfähigkeit und Kooperation 
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tion) und Verantwortung (obligation) 
• rationales Verhalten (rationality): Merkmal, dass ein Agent nach vernünftiger Art
und Weise handelt und darauf „bedacht“ ist, sein Ziel auf jeden Fall zu erreichen.
• eigener Wille bis hin zu Emotionen: Parallelen zu menschlichem Verhalten (z. B.
Mimik, Gestik)
• Wahrhaftigkeit (veracity): Der Agent darf nicht „absichtlich“ falsche Informationen
abliefern.
• Gutmütigkeit (benevolence): Mit dieser Eigenschaft soll der Agent Zielkonflikte
ausschließen und die gestellten Ziele, sowie rationales Verhalten im Hinblick auf die
Zielverfolgung entwickeln.
• Mobilität (mobility): Diese Eigenschaft bedeutet, dass der Agent nicht an seine
Umgebung gebunden ist (stationär). Vielmehr kann sich der Agent durch Migration
über heterogene Netzwerke auf andere Rechner begeben und seine Aufgabe frei
innerhalb des Netzwerkes erfüllen. Mobile Software-Agenten nehmen eine Sonder-
stellung ein, die im weiteren Verlauf ausführlich behandelt wird.
Die Charakteristika intelligenter Software-Agenten werden in zwei Bereiche eingeteilt,
in die internen und externen Eigenschaften. Nach Brenner et al. (1998) bezeichnen die
internen Eigenschaften das „innere Wesen“, wozu Autonomie, Reaktivität, Zielorien-
tiertheit und Lernfähigkeit gehören. Alle Eigenschaften, die eine Kommunikation und
Kooperation des Agenten mit Nutzern oder weiteren Agenten ermöglichen, gelten als
externe Eigenschaften. 
Im Einzelnen sollen nun alle wesentlichen Eigenschaften eines Software-Agenten ange-
führt werden, wie sie mehr oder weniger vollständig Bestandteil der vielen Definitionen
für Software-Agenten in der Literatur sind. In Klammern sind jeweils synonym ge-
brauchte Begriffe angegeben:
• Autonomie (autonomes Handeln) 
Agenten handeln weitgehend selbstständig und treffen Entscheidungen zur Verfol-
gung ihrer Ziele ohne ständig mit dem Auftraggeber in Interaktion treten zu müssen.
Sie besitzen die Kontrolle über ihr Verhalten und ihren internen Zustand. Die Zielori-
entiertheit und zu einem gewissen Grad die Lernfähigkeit sind Voraussetzungen für
echtes autonomes Handeln. Der Kontakt mit dem Auftraggeber (Nutzer) ist auf jeden
Fall für die Initiierung eines Agenten nötig. Für den weiteren Arbeitsprozess des
Agenten wird sein Auftraggeber dann in der Regel nicht mehr benötigt. Der Nutzer
legt den Grad der Autonomie mit der Erstellung des Arbeitsauftrages bzw. bei der
Programmierung des Agenten fest. Vollkommen autonome Systeme können in vie-
len Anwendungen auch Schaden verursachen. Daher sollte immer auch die Interven-
tion eines Operators bei den Zielsystemen noch möglich sein. 
• Reaktionsfähigkeit (Reaktivität, reactiveness, reactivity) 
Woolridge und Jennings (1995) nennen in ihrer Definition von Agenten die Reak-
tionsfähigkeit als eine der Schlüsseleigenschaften von Agenten. Sie gehört zu den
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gebung war und reagieren in Art, Weise und zeitlich angemessen auf Veränderungen,
Einflüsse oder Informationen, die in ihrer Umgebung eintreten. Die Arbeitsumge-
bung als Umwelt des Agenten kann aus anderen Agenten (Multi-Agenten-System),
Benutzern, externen Informationsquellen oder physikalischen Objekten oder Kombi-
nationen daraus bestehen. Um auf Änderungen in seiner Umwelt reagieren zu kön-
nen und selbstständig Schlüsse über seine momentane Situation und das weitere
Vorgehen ziehen zu können, muss der Agent entweder über eine geeignete Sensorik
verfügen (reaktiver Agent) oder ein aktuelles internes Modell seiner Umwelt besit-
zen (deliberativer Agent).
• Situiertheit
Agenten sind situiert, d. h. in eine Umgebung eingebettet, in der sie autonom ohne
Intervention von außen ihre Umgebung wahrnehmen und Aktionen ausführen. Die
Funktionalität des Agenten erwächst (emergiert) aus der Interaktion mit dieser
Umwelt. Wie ein Agent eine Aufgabe ausführt, hängt sowohl von den Fähigkeiten
ab, mit denen er ausgestattet ist, wie auch von Merkmalen der Umgebung, in der er
seine Aufgabe zu erbringen hat. Situiertheit bezieht sich auf die Fähigkeit eines intel-
ligenten Systems, die aktuelle Situation als Informationsquelle zu nutzen, um auch
Aufgaben bewältigen zu können, für die kein komplettes gespeichertes Weltmodell
vorliegt. Die Agenten sind dafür in der Regel sensorisch und aktuatorisch mit ihrer
Umwelt verkoppelt. Die Wechselwirkung von Agent und Umwelt geschieht damit in
konkreten und nicht in abstrakten (modellierten) Situationen. Wichtig für einen situ-
ierten Agenten ist das Beherrschen situationsbezogener Reaktionen auf seine Um-
welt, nicht das maximale Wissen über die Umwelt zu erlangen und zu verarbeiten.
Franklin und Graesser (1996) haben die Situiertheit in ihre Definition eines autono-
men Agenten mit einbezogen.
• Proaktivität (Selbstständigkeit, proactiveness) 
Reagiert ein Agent nicht einfach auf Änderungen seiner Umwelt, sondern ergreift er
in bestimmten Situationen selbstständig die Initiative, um seine Ziele zu erreichen,
dann spricht man von proaktivem Verhalten. 
• Zielorientiertheit
Das Merkmal der Zielorientiertheit ist direkt verbunden mit dem Attribut der Proak-
tivität. Um selbstständig die Initiative zu ergreifen und zielgerichtet zu handeln,
muss der Agent über definierte Ziele innerhalb seines Arbeitsauftrages und vor allem
innerhalb seiner Wissensbasis verfügen. 
• Sozialfähigkeit (social ability) 
Unter Kommunikation versteht man die Fähigkeit des Agenten, mit seiner Umwelt
in Interaktion zu treten. Zur Umwelt gehören der Auftraggeber (Nutzer), eventuell
weitere Agenten, Wirtssysteme und zusätzliche beliebige Informationsquellen.
Agenten kommunizieren mittels einer Agenten-Sprache (agent communication lan-
guage) oder auch über proprietäre Protokolle (Genesereth & Ketchpel, 1994).
Besteht das Ziel darin, mit mehreren Agenten gemeinsam eine Aufgabe zu lösen
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tion ergänzt werden. Die einzelnen Agenten sollen dabei gegenseitigen Nutzen aus
der Zusammenarbeit erzielen, um eine komplexe Aufgabe effektiver und schneller
zu bewältigen. Die Kooperationsfähigkeit ist eine Spezialisierung und Erweiterung
der Kommunikationsfähigkeit zwischen Agenten zum Zweck der Zusammenarbeit.
Genesereth und Ketchpel (1994) unterscheiden zwei grundlegende Formen der
Kooperation:
-   Direct communication:
Die Agenten realisieren die Kommunikation selbst. Der Vorteil der direkten Kom-
munikation ist, dass man nicht auf ein zusätzliches Programm angewiesen ist. 
-   Assisted communication (federated system):
Die Agenten bedienen sich eines speziellen Systemprogramms, welches die Kom-
munikation koordiniert, eventuell wiederum ein Agent. Dabei kommuniziert ein
Agent nicht mehr direkt mit einem anderen Agenten, sondern nur noch mit einem
Systemprogramm, das „Facilitator“ (<engl.> facilitate: erleichtern) genannt wird.
Diese Facilitator kommunizieren dann untereinander, um die Kommunikation
innerhalb des gesamten Agenten-Systems zu erreichen.
• Adaptivität und Lernfähigkeit (Flexibilität) 
Durch die Beobachtung des eigenen Handelns, der Umgebung, den Ergebnissen sei-
ner Aktionen und den Ergebnissen anderer Agenten lassen sich Schlussfolgerungen
ziehen und diese wiederum zur besseren Erreichung der eigenen Ziele einsetzen. Es
ist die Fähigkeit des Agenten, durch eigene Erfahrungen zu lernen und dadurch das
eigene weitere Verhalten zu verbessern. Ein Agent muss dafür zumindest einfache
Formen der Künstlichen Intelligenz besitzen. Der Grad reicht dabei von nur wenig
intelligenten bis zu sehr komplexen hochintelligenten Agenten. Die Intelligenz eines
Agenten lässt sich wie folgt einordnen:
-   interne Wissensbasis, bestehend aus fixen Regeln.
-  Fähigkeit zur Schlussfolgerung basierend auf den Inhalten der Wissensbasis
(<engl.> reasoning), z. B. durch klassische Techniken der Künstlichen Intelligenz
(regelbasierte Systeme, wissensbasierte Systeme oder neuronale Netze). 
-  Fähigkeit zu lernen (<engl.> adaptive behaviour), d. h. die Anpassung bzw. Ver-
besserung der Wissensbasis an eine geänderte Umwelt aufgrund von Erfahrung.
• Charakter und Persönlichkeit 
Für einen Agent wäre es oftmals wünschenswert, nach außen hin ein möglichst men-
schenähnliches Verhalten zu zeigen, ganz im Sinne der ursprünglichen Definition als
Stellvertreter seines Auftraggebers in Form einer virtuellen Person. Der Agent soll
humane Charaktereigenschaften besitzen, wie Ehrlichkeit, Vertrauenswürdigkeit
und Zuverlässigkeit. Diese Eigenschaften werden besonders wichtig für zukünftige
potenzielle Einsatzgebiete in der Luft- und Raumfahrt oder in militärischen Syste-
men. Für Agenten mit einem hohen Anteil an Interaktion mit Menschen wäre es vor-
teilhaft, eine „glaubhafte Persönlichkeit“ darzustellen und auch emotionale
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dabei, die eigentliche Identität des Agenten (Software-Programm), vor der Applika-
tion zu verbergen. Die Entwicklung von Software-Agenten mit Charakter und Per-
sönlichkeit befindet sich im Anfangsstadium der Forschung. 
• Mobile oder stationäre Software-Agenten
Eines der wichtigsten Architektur-Merkmale intelligenter Agenten liegt in der Unter-
scheidung zwischen stationären und mobilen Agenten. 
Stationäre Agenten können im Gegensatz zu mobilen Agenten ihre Ursprungsumge-
bung (Wirtsrechner) nicht verlassen, d. h. sie werden auf einem Rechner (Desktop-
System oder mobiles System) kreiert, gestartet und beenden ihre Tätigkeit auf dem
gleichen System. Der Zugriff auf Daten oder Programme auf anderen über ein Netz-
werk angebundene Systeme ist dabei prinzipiell erlaubt und oftmals sogar notwen-
dig. Dezentrales Arbeiten kann einem stationären Agenten beispielsweise über das
Verfahren eines Remote Procedure Call [RPC] ermöglicht werden. Die Kommunika-
tion über RPC erfolgt nach dem Client-Server-Modell. Bei RPC ist die Kommunika-
tion zwischen zwei Programm-Modulen gleichbedeutend mit dem Aufruf einer
Funktionsprozedur innerhalb eines entfernten Programmsystems. Soll ein stationärer
Agent beispielsweise die Dienste eines anderen Software-Programmes innerhalb des
Netzwerkes nutzen, so übermittelt er diesem mithilfe einer Nachricht (Request) seine
Absicht, eine bestimmte Prozedur zu nutzen. Auf dem entfernten Rechner wird dar-
aufhin die gewünschte Prozedur abgearbeitet und die Ergebnisse, ebenfalls in Form
einer Nachricht (Reply), an den Agenten zurückgesendet.
Ein Software-Agent ist mobil, wenn er nicht an seine Ursprungsumgebung gebunden
ist und sich über Netzwerke zu Zielsystemen bewegen kann. Die Technologie mobiler
Agenten steht im Mittelpunkt dieser Arbeit. Den mobilen Agenten ist deshalb ein ei-
gener Abschnitt  im Anschluss gewidmet.
3.2  Das Paradigma „mobiler Agent“
Die Mobilität eines Software-Agenten ist eine optionale Fähigkeit. Sie ist weder eine
zwingende noch eine ausreichende Voraussetzung für einen intelligenten Agenten. Aus
heutiger Sicht sind bei den Anwendungen von Software-Agenten sogar überwiegend
stationäre Agenten im Einsatz. Allein durch die Mobilität wird aus einem Software-Pro-
gramm noch kein Agent. Die weiteren Charakteristika intelligenter Agenten, wie Auto-
nomie, Reaktivität, Kommunikation und Kooperation, besitzen denselben Stellenwert
und nur durch die Kombination einer möglichst großen Zahl dieser Eigenschaften ent-
steht ein echter intelligenter Agent. 
3.2.1  Definition eines mobilen Agenten
Der Begriff des mobilen Agenten wurde Anfang der 90er-Jahre von der Firma General
Magic geprägt, die 1997 ein Patent  für  die zugrunde  liegende  Technologie erhielt
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Begriff „mobile Agenten“ wie folgt:  
A mobile agent is not bound to the system where it begins execution. lt has the
unique ability to transport itself from one system in a network to another. The ability
to travel allows a mobile agent to move to a system that contains an object with
which the agent wants to interact and then to take advantage of being in the same
host or network as the object. (Lange & Oshima, 1998)
Aus der Definition von Lange/Oshima und der Beschreibung von Brenner et al. (1998)
resultiert die folgende zusammenfassende Definition, die auch die im Rahmen dieser Ar-
beit untersuchte Applikation treffend beschreibt:
Mobile Agenten sind als autonome Programme in der Lage, sich innerhalb eines
elektronischen Netzwerkes heterogener Rechner (LAN, WAN) auf andere Rechner
zu bewegen bzw. zu migrieren („Agent reist“) und vor Ort im Auftrag eines Nutzers
Dienste auszuführen. 
Entscheidend ist dabei die Tatsache, dass ein mobiler Agent sich von einem Rechner des
Netzwerkes zu einem anderen bewegen kann bzw. transferiert werden kann und dabei in
seiner Arbeitsweise nicht beeinträchtigt wird. Man spricht in diesem Zusammenhang
auch von der Fähigkeit zur Migration (<lat.> Wanderung). Die Migration stellt aus
technischer Sicht eine der komplexesten Aufgaben beim Einsatz mobiler Agenten dar
und ist sehr stark abhängig von der eingesetzten Programmiersprache des Agenten und
den Ausführungsumgebungen innerhalb der Zielsysteme. Prinzipiell unterscheidet man
nach starker und schwacher Migration, abhängig vom Bearbeitungszustand des mobilen
Agenten:
• Starke (transparente) Migration:
Der dynamische Prozess-Zustand (Identität) des Agenten wird eingefroren und zu-
sammen mit seinem Programm-Code und dem momentanen Bearbeitungszustand an
eine neue Ausführungsumgebung transferiert, um dann in neuer Umgebung seine
Arbeit nahtlos fortzusetzen. Die Identität eines mobilen Agenten wird gebildet aus
seinem Programm-Code und dem momentanen internen Bearbeitungszustand, d. h.
durch den Stand seiner Instanz- und System-Variablen (z. B. Registerinhalte).
• Schwache (nicht transparente) Migration:
Die Ausführung des Agenten startet nach dem Eintreffen auf einem neuen Wirtssys-
tem (Zielsystem) immer wieder am Anfang oder an einem vordefinierten Punkt sei-
nes Programms. Der Ausführungszustand innerhalb des vorherigen Zielsystems
muss dabei in der Regel nicht mit übertragen werden oder kann im Vergleich zur
starken Migration einfacher reproduziert werden.  
Die Initiative für eine Migration kann vom Agenten selbst oder von einer anderen In-
stanz ausgehen. Daraus folgt die Einteilung in aktive oder passive Migration:
• Aktive (echte) Migration
Ein Agent kann jederzeit in Eigeninitiative seine Bearbeitung auf einer Plattform
beenden und auf ein anderes erreichbares Zielsystem wechseln. Dort wird die Aus-
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erfolgt orthogonal zum Programmverlauf). 
• Passive Migration 
Ein Agenten-fähiges Zielsystem kann einen Agenten über das Netz anfordern oder
der Agent wird dem Zielsystem von einem Agenten-Portal (Basisplattform) zuge-
stellt. Die Bearbeitung des Agenten beginnt beim ersten Befehl. Eventuell kann der
Agent weitere Agenten oder Daten über das Netzwerk anfordern, doch er bleibt
unselbstständig und kann sich nicht aus eigener Initiative auf ein weiteres System
bewegen. Der Agent beginnt und beendet seine Arbeit innerhalb des gleichen Zielsy-
stems. Nach seiner Ausführung wird er wieder entfernt bzw. gelöscht. Ergebnisse
aus seiner Bearbeitung werden an seinen Ausgangspunkt retourniert, z. B.  per E-
Mail oder Datei-Transfer.
Die sogenannte „Klon-Migration“ hat eine Sonderstellung. Das Prinzip lässt sich fol-
gendermaßen erläutern: Dem Agenten ist es dabei während seiner Ausführung möglich,
Klone, d. h. funktionsgleiche Kopien von sich selbst, an beliebige Plattformen zu ver-
schicken. Die neue Plattform beginnt die Bearbeitung der Klon-Agenten mit gleichem
Arbeitsauftrag von Neuem. Der Basis-Agent kann, muss aber nicht, weiter bearbeitet
werden. In der Regel entstehen dadurch Multi-Agenten-Systeme.
3.2.2  Architekturen für verteilte Systeme 
Die grundsätzliche Architektur für verteilte Systeme lässt sich im ersten Ansatz daran
unterscheiden, ob lediglich ein Datenaustausch über die einzelnen Teilnehmer im Netz-
werk stattfindet oder ob eventuell auch ausführbarer Programm-Code (mobiler Code)
transferiert wird. In diesem Abschnitt werden die drei wichtigsten Architekturprinzipien
der Verarbeitung innerhalb verteilter Systeme anhand ihrer Eigenschaften erläutert.
Grundlage ist jeweils die Client-Server-Architektur (CS), entweder für den Datentrans-
fer zwischen Rechnern im Netzwerk (data distribution) oder den Transfer von ausführ-
barem Programm-Code (mobile code) bei Code-on-Demand (CoD) und Remote Evalu-
ation (REV).
Peer-to-Peer-Architekturen (<engl.> peer: seinesgleichen, gleichrangig) mit Rechnern,
die über gleiche Fähigkeiten und Berechtigungen innerhalb des Netzwerkes verfügen,
müssen im Gegensatz zu Client-Server-Architekturen gesehen werden. Bei CS gibt es
die klare Trennung von Zuständigkeiten und Fähigkeiten von Client und Server, bei
Peer-to-Peer (PtP) hingegen gibt es keine zentrale Server-Instanz. Das bedeutet, dass je-
des System im Netz anderen Systemen Funktionen und Dienstleistungen anbieten und
andererseits von anderen Systemen angebotene Funktionen und Dienstleistungen nutzen
kann. Sicherheitskonzepte spielen dabei eine untergeordnete Rolle. Peer-to-peer-Net-
working ist für kleinere Arbeitsgruppen gut geeignet. Peer-to-Peer-Systeme haben für
ein Agenten-System allenfalls eine geringe Bedeutung. Für eine weitergehende Betrach-
tung von PtP-Systemen sei auf die Literatur verwiesen (Oram, 2001). 
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von Code-on-Demand (CoD) und Remote Evaluation (REV), wobei auch mobiler Pro-
gramm-Code eingesetzt wird. Dem Prinzip des mobilen Agenten ist im Anschluss ein
eigener Abschnitt gewidmet.
Client-Server
Das Client-Server-Modell (Auftraggeber-Auftragnehmer-Modell), eine Assoziation
nach dem Initiator-Responder-Modell, ist heute die grundlegende und am meisten ver-
breitete Architektur für die Programmierung verteilter Anwendungen. Die drei wesent-
lichen Bestandteile eines Client-Server-Systems sind immer:
• Der Client, der Dienste anfordert (Request).
• Der Server, der diese Dienste über eine definierte Schnittstelle erbringt und das Er-
gebnis dem Client mitteilt (Reply).
• Die zwischen Client und Server bestehende Kommunikationsverbindung über Netz-
werke (LAN/WAN).
Das Client-Server-Prinzip ist in Abbildung 3.3 dargestellt: 
Der Programm-Code ist sowohl Client- (CA) wie auch Server-seitig (CB) stationär und
nicht mobil. Es erfolgt ein Datenaustausch und kein Transfer von ausführbarem Code.
Client und Server haben eigenständige Verarbeitungseinheiten (PA, PB) und kommuni-
zieren asymmetrisch auf der Basis eines jeweils festgelegten Protokolls nach dem Re-
quest-Reply-Prinzip. Der Client (Auftraggeber-Prozess) stellt asynchron, das heißt zu
einem beliebigen Zeitpunkt, Anforderungen an den Server. Der Server (Auftragnehmer-
Prozess) antwortet synchron, also innerhalb eines bestimmten Zeitintervalls. Die Unter-
scheidung zwischen Client und Server bedeutet eine Verteilung von Rollen. Ein Server
kann selbst wieder die Dienste eines anderen Servers in Anspruch nehmen und tritt die-
sem gegenüber in der Rolle des Client auf.
Das Client-Server-Prinzip findet beispielsweise Anwendung bei 
• Remote Procedure Call (RPC) (Birrell & Nelson, 1984) 
Abb. 3.3: Prinzip Client-Server (CS)
Cx: Programm-Code
Px: Processing and Computation
Rx: stationäre Daten
      (Dateien, Laufwerke, Geräte)
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• Remote Method Invocation (RMI) [RMI]
• Web-Services (Newcomer, 2002)
Code-on-Demand
Das Code-On-Demand-Modell (CoD) sieht eine zentrale Server-seitige Speicherung
von Programm-Code vor. Die Bearbeitung von Daten erfolgt initial Client-seitig mit
dem Client-Programm CA und den Ressourcen RA. Zusätzlich wird für die Bearbeitung
Programm-Code erforderlich, der von einem Server per Code-Request angefordert wird.
Die Bearbeitung wird anschließend mit lokalen Daten und Ressourcen des lokalen Cli-
ent-Rechners fortgesetzt, wie in Abbildung 3.4 dargestellt: 
Eine wichtige Implementierung des Prinzips CoD sind sogenannte Applets. Es handelt
sich dabei um Programme, die auf den Endgeräten, d. h. der Client-Seite vom Client ge-
startet werden. Zuvor müssen sie jedoch von einem Server bzw. Webserver auf die Cli-
ent-Seite geladen werden. Sie können dann zusätzlich über das Netzwerk auch auf
Serverdienste und Daten zugreifen, mit denen sie dann lokal, also auf den Endgeräten,
arbeiten. Werden große Datenmengen von weiteren Zielsystemen für eine Berechnung
gebraucht, so müssen diese über das Netzwerk zur Verarbeitung übertragen werden, im
Fall von Applets auf die Client-Seite. Das kann hohe zeitliche und finanzielle Aufwen-
dungen zur Folge haben und das Konzept der Applets ist deshalb nicht immer brauchbar. 
Ein konkretes Beispiel dafür sind Java-Applets [Java-Applet], vollständige Java-Pro-
gramme, die alle Merkmale von Java nutzen können. Dazu wurde HTML um das Ap-
plet-Tag (<APPLET...>...</APPLET>) erweitert, um dadurch kompilierten Java-Code
in normale Web-Seiten mit einzubinden. Wird bei der Abarbeitung einer HTML-Seite
ein Applet-Tag vorgefunden, so wird das entsprechende Applet von einem Server auf
die Client-Seite geladen und zur Ausführung gebracht. Ein Java-fähiger Browser ist da-
für Voraussetzung. Applets haben alle Eigenschaften für grafische Ausgabefensters und
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3. Stand der Technik zu Software-Agenten 63 können zur Anzeige von Text, Grafik und Dialogelementen verwendet werden. Das
Prinzip eines Java-Applets ist in Abbildung 3.5 dargestellt:
Remote Evaluation
Das Prinzip von Remote Evaluation wurde von Stamos (1986) entscheidend geprägt und
ist in Abbildung 3.6 dargestellt: 
Remote Evaluation (REV) ist ein Kommunikationsmodell, bei dem sich die für eine Be-
rechnung erforderlichen Daten und Ressourcen auf einem entfernten Rechnersystem
(Server) im Netzwerk befinden. Es fehlt allerdings zusätzlicher Programm-Code für spe-
zifische Operationen. Der benötigte Programm-Code FA steht auf dem Rechner des Nut-
zers (Client) zur Verfügung, wird an den Remote-Server B als mobiler Code übertragen
und dort in Verbindung mit den Daten und dessen Ressourcen RB von PB ausgeführt
(Evaluation). Die Ergebnisse werden dann zurück an den Client übermittelt (Reply).
Auch dieses Verfahren ist auf der Basis von Client-Server zu verstehen. Die Datenspei-
cherung und Verarbeitung läuft zentral ab und kann eine hohe Belastung des Servers mit
sich bringen. Allerdings bietet das Modell hierfür flexiblere Möglichkeiten für die Ver-
arbeitung der Daten. Das Netzwerk wird weniger belastet, da nur ausführbare Code-
Abb. 3.6: Prinzip Remote Evaluation (REV)
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Abb. 3.5: Prinzip Applet
Applet-
Transfer
Client
Web-Server
HTTP-
Request
HTTP-
Reply
Bearbeitung
und
Datentransfer
Selektion
ServletApplet
LAN / WANApplet
64 3. Stand der Technik zu Software-AgentenKomponenten zu den Daten transferiert und die wirklich relevanten Ergebnisdaten zu-
rückgeliefert werden müssen. Anwendungen des Prinzips Remote Evaluation findet
man heute im Bereich der Lastverteilung ausgedehnter verteilter Systemen und im Ma-
nagement von Netzwerken. 
3.2.3  Mobiler Agent als neue Architektur für verteilte Systeme
Das Konzept oder Paradigma des mobilen Agenten kann auch als Fortentwicklung der
vorangehend beschriebenen Architektur-Prinzipien Code-on-Demand (CoD) und Re-
mote Evaluation (REV) betrachtet werde. Die strenge Zweierbeziehung Client-Server
bei CoD und REV ist bei einem System mobiler Agenten aufgehoben. Neu ist auch das
Prinzip der Migration, d. h. die Bearbeitung eines mobilen Agenten kann unterbrochen
und nach seinem Transfer auf ein weiteres Zielsystem fortgesetzt werden. Das Prinzip
besteht darin, nicht mehr die Daten zum für eine Berechnung notwendigen Programm-
Code zu transferieren. Vielmehr soll ausführbarer Programm-Code durch den mobilen
Agenten für eine Verarbeitung der Daten an ein oder mehrere Zielsystem übertragen
werden. Jeder Host-Rechner („Gastgeber“ für einen Agenten) in einem Netzwerk muss
dafür über eine Ausführungsumgebung innerhalb einer sogenannten Agenten-Plattform
für einen mobilen Agenten verfügen. In Abbildung 3.7 ist diese Agenten-Plattform als
„Agent Execution Unit“ (AEU) dargestellt. 
Die AEU hat zwei Aufgabenbereiche:
• Agenten-Management,  d. h. Annahme oder Ablehnung eines als potenziell sicheren
oder unsicheren Agenten, Überwachung der Bearbeitung, Unterstützung von Migra-
tion und der Übertragung von Ergebnissen aus der Bearbeitung des Agenten an sei-
nen Auftraggeber.   
• Agenten-Bearbeitung, d. h. die Ausführung des Auftrages des Agenten durch die
Bearbeitung seines mitgeführten Programm-Codes, in der Regel durch einen Inter-
preter. 
Abb. 3.7: Prinzip des mobilen Agenten 
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Agenten werden oft auch synonym Begriffe gebraucht, wie sie für Lebewesen üblich
sind: 
• Erschaffung, d. h. die Generierung eines mobilen Agenten.
• Versenden (dispatch), d. h. der Agent „reist“ über ein Netzwerk zu einem Zielsys-
tem, initiiert durch den Auftraggeber bzw. Nutzer, den Agenten selber oder durch
einen anderen Agenten.
• Ankunft (ceck-in), d. h. der Agent hat sein Zielsystem erreicht und wird der Bearbei-
tung zugeführt.
• Auflösung, Löschung, d. h. die Bearbeitung des Agenten ist beendet, der „Agent
stirbt“ und kann aus dem Zielsystem entfernt bzw. gelöscht werden.
• Migration, d. h. die Bearbeitung des Agenten wird unterbrochen und nach einem
weiteren Transfer auf ein Zielsystem fortgesetzt. Die Migration kann beispielsweise
erforderlich werden, falls Daten benötigt werden, die nur auf einem anderen Zielsys-
tem zur Verfügung stehen und nicht übertragen werden können.
• Redispatch, d. h. der Agent wird nach beendeter Bearbeitung an weitere dafür geeig-
nete Zielsysteme für eine erneute Bearbeitung weitergeleitet. 
• Rückzug, d. h.  ein versandter Agent wird zum Absender (Auftraggeber, Agenten-
Portal) zurückgeholt, bevor seine Bearbeitung begonnen hat.
• Deaktivierung, d. h. der Agent wird nicht mehr bearbeitet, Reaktivierung möglich.
• Reaktivierung, d. h. ein deaktivierter Agent wird wieder bearbeitet („aufgeweckt“).
3.2.4  Vorteile mobiler Agenten
Aus den vielen Forschungsarbeiten vorwiegend der letzten Dekade zu mobilen Agenten
lassen sich im Wesentlichen die folgenden Vorteile zusammenfassen: 
• Reduktion der Netzwerkbelastung
Verteilte Systeme basieren auf Kommunikationsprotokollen, die eine entsprechende
Interaktion der Teilnehmer über das Netzwerk benötigen (Daten, Programm-Code,
Management). Über das Netzwerk findet dabei ein mehr oder weniger stetiger
Datenaustausch statt, bis hin zur Überlastung der Verbindung im worst case. Mobile
Agenten werden auf Zielsysteme transferiert, welche die zu verarbeitenden Daten
und weitere notwendige Ressourcen beherbergen. Die Netzwerkbelastung be-
schränkt sich damit auf den Transfer des Agenten selbst. Sind beispielsweise  große
Datenmengen auf einem zentralen Rechner gespeichert, dann ist es oftmals sinnvoll,
diese Daten lokal zu verarbeiten statt sie über das Netzwerk zur Verarbeitung zu
transferieren (Lange & Oshima, 1999).
• Asynchrone und autonome Ausführung
Die Anbindung dezentraler und/oder mobiler Geräte und Anlagen stützt sich heute in
der Regel auf Online-Verbindungen, die oftmals auch über längere Zeit aufrecht-
66 3. Stand der Technik zu Software-Agentenerhalten werden müssen. Daraus resultieren entsprechend hohe Verbindungskosten.
Um dieses Problem zu lösen, könnten spezielle Aufgaben als Arbeitsauftrag in
mobile Agenten „eingebettet“ werden, um dann über Netzwerke gezielt auf dafür
geeignete Zielsysteme transferiert zu werden. Die Netzwerkverbindung zum Zielsys-
tem kann nach erfolgtem Transfer durch das Sendesystem gelöst werden. Die Aus-
führung des Agenten geschieht dann autonom (unabhängig) von seinem Ausgangs-
rechner (Auftraggeber) und asynchron dazu, d. h. die zeitliche Bearbeitung erfolgt
mit den Ressourcen des Zielsystems zu einem vorher festgelegten Zeitpunkt. In der
Regel wird es erforderlich sein, dass der Agent Ergebnisse an seinen Ausgangsrech-
ner zurück übermitteln muss. Dafür baut er kurzzeitig eine Verbindung zu seinem
Ausgangsrechner (Agenten-Portal, Prinzipal, Basisplattform) auf, um den Ergebnis-
transfer auszuführen.
• Echtzeit-Verarbeitung vor Ort
Kritische Echtzeitsysteme, wie z. B. sequenzielle Abläufe bei Verarbeitungsprozes-
sen, müssen in Echtzeit (rechtzeitig) auf Veränderungen der Systemumgebung rea-
gieren können. In der Automatisierungstechnik werden heute typischerweise Reak-
tionszeiten im Bereich von Sekunden bis zu einigen Millisekunden benötigt, bei
Antrieben sogar bis in den Bereich von Mikrosekunden. Derartige Systeme sind
heute über ausgedehnte Netzwerke (LAN, WAN) nicht ohne Verlust der Echtzeitbe-
dingungen zu steuern und zu beobachten, d. h. Steuerbefehle würden für den Prozess
verspätet eintreffen und wären nutzlos oder gar schädlich. Ebenso wäre die Über-
mittlung von Prozessdaten an einen Operator nicht mehr aktuell möglich. Für kriti-
sche Echtzeitsysteme sind solche Verzögerungen nicht akzeptabel. Vor allem Web-
Verbindungen können diese Echtzeitanforderungen heute nicht erfüllen. Mobile
Agenten können vor Ort direkt mit dem Zielsystem kommunizieren und agieren, wo-
durch die Echtzeitfähigkeit (Rechtzeitigkeit) möglich wird.  
• Dynamische Anpassung
Mobile Agenten sollen ihre Ausführungsumgebung erkennen (reaktiv oder delibera-
tiv) und autonom auf Veränderungen im und um das Zielsystem reagieren können.
Systeme mobiler Agenten sind definitionsgemäß dafür prädestiniert, sich selbst auf
Zielrechnern in einem Netzwerk zu verteilen (Strategien zur Migration), um so mit-
tels Kommunikation und Kooperation die optimale Lösung für ein Problem herbei-
zuführen und eigenständig die notwendige Anzahl aktiver Agenten festzulegen.
Dieses Szenario erfordert allerdings ein Multi-Agenten-System.
• Heterogenität
Mobile Agenten müssen für den Einsatz prinzipiell möglichst unabhängig vom Ziel-
rechner, dessen Betriebssystem und dem Transportlayer (Netzwerkanbindung des
Zielsystems) entwickelt werden. Beispielsweise soll die Ausbreitung über unter-
schiedliche Netzwerke (z. B. Wählleitung, Ethernet) hinweg möglich sein. Voraus-
setzung für die Funktionsfähigkeit mobiler Agenten in einer Landschaft heterogener
Zielsysteme ist auch eine an das jeweilige Zielsystem angepasste Ausführungsumge-
bung innerhalb einer Agenten-Plattform für den Agenten. Die Agenten-Plattform
fungiert als Schnittstelle zwischen dem Agenten und dem Zielsystem.
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Das Prinzip des mobilen Agenten ermöglicht eine autonome und dynamische Reak-
tion auf Ereignisse innerhalb eines Zielsystems. Das System des Auftraggebers ist
dabei datentechnisch entkoppelt und vor schädlichen Auswirkungen (z. B. Malware)
im Gegensatz zu einer Online-Verbindung geschützt. Der mobile Agent könnte als
„Vorbote“ Aufklärungsaufgaben bei der Kopplung bisher unbekannter Zielsysteme
übernehmen.
• Gekapselte Protokolle (encapsulation of protocols)
Mobile Agenten wären prinzipiell dazu geeignet, als Schnittstelle Legacy-Systeme
(Alt-Systeme) in dezentraler Umgebung mit einer Adaption per Software in eine
neue aktuelle Systemumgebung einzubinden. 
Mobile Agenten können schon heute als ein auf vielen Gebieten überzeugendes Werk-
zeug für Entwicklung und Personalisierung von Netzwerkdiensten gelten. Obwohl kein
individueller Vorteil von mobilen Agenten für sich alleine vollkommen überzeugt, so
überwiegen doch die Vorteile in der Gesamtheit. Während Alternativen zur Technologie
mobiler Agenten (siehe Abschnitt 3.2.2: Architekturen verteilter Systeme) einzelne Vor-
teile abhängig von der jeweiligen Applikation haben mögen, gibt es keine Alternative,
die der Flexibilität mobiler Agenten gleichkommt. Mobile Agenten kombinieren die
Vorteile konventioneller Architekturen für verteilte Systeme. Im Kapitel 7 werden An-
wendungen für die Automatisierungstechnik betrachtet, die nur durch einen mobilen
Agenten gelöst werden können. 
3.2.5  Nachteile mobiler Agenten
Aus heutiger Sicht gibt es auch Nachteile, die bei der Anwendung von mobilen Agenten
in Betracht zu ziehen sind:
• Integration von Ausführungsumgebungen 
Für die Integration von Ausführungsumgebungen (Agent Execution Unit) in Ziel-
systemen ist aus heutiger Sicht keine Standardisierung absehbar. Vor allem eingebet-
tete Systeme mit knappen Ressourcen erfordern spezielle maßgeschneiderte Lösun-
gen, um Agenten-fähig zu werden. Die Zielsysteme müssen in der Lage sein,
zusätzlich zu ihrer eigentlichen Aufgabe einen Agenten zu bearbeiten. Vor allem bei
Systemen der Automatisierungstechnik darf die Echtzeitfähigkeit nicht durch die
Bearbeitung eines Agenten gefährdet werden, d. h. die eigentliche Zielapplikation
hat oberste Priorität. 
• Modellierung, Generierung und Implementierung von mobilen Agenten
Für die Struktur und die Erstellung eines mobilen Agenten gibt es heute keine Re-
geln oder feste Konzepte, um die Entwicklungsarbeit zu erleichtern. Eventuelle Kon-
zepte sind in hohem Maße auch abhängig von der verwendeten Agenten-Sprache.
• Verbindliche Standards zur Agenten-Kommunikation                           
Diese fehlen noch, zumal die Anforderungen hierfür bei technischen Zielsysteme und 
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divergieren.
• Sicherheitsprobleme 
Flexibilität und Mobilität von Agenten sind ein nicht zu unterschätzendes Sicher-
heitsrisiko für das Rechnersystem des Auftraggebers, für potenzielle Zielsysteme
und nicht zuletzt für den Agenten selbst. An der Lösung der Sicherheitsprobleme
wird derzeit in vielen Entwicklungsprojekten gearbeitet. Dies wird auch die Akzep-
tanz und die Verbreitung von mobilen Agenten begünstigen.
3.2.6  Potenzielle Anwendungsgebiete für mobile Agenten
Aus dem Prinzip und der Funktionsweise mobiler Agenten lassen sich die folgendenden
potenziellen Anwendungsgebiete ableiten, wie sie zum Teil schon von Jennings &
Wooldridge (1998) vorgeschlagen wurden, obwohl deren Realisierung noch in weiter
Ferne lag:
• Distributed Information Retrieval
Mobile Such-Agenten durchsuchen das Internet nach Inhalten, die zu einem vom
Auftraggeber spezifizierten Interessen-Profil passen. Dabei können sie auf verschie-
dene Datenquellen wie Online-Kataloge, Datenbanken oder Server im World-Wide-
Web zugreifen. Im Gegensatz zu stationären Agenten sammeln mobile Such-Agen-
ten ihre Informationen vor Ort. Die Übertragung der verfügbaren Informationen an
ihren Heimat-Host und eine darauf aufbauende Interaktion mit dem Auftraggeber
zur weiteren Selektion der relevanten Informationen entfällt. 
• Electronic Commerce 
Ein mobiler Kauf-Agent agiert als elektronischer Stellvertreter des Kunden. Er sucht
innerhalb passender Angebote im Web nach dem günstigsten Preis für ein Produkt
und führt gegebenenfalls auch die Bestellung und Bezahlung durch. Dabei ist es
auch durchaus denkbar, dass der Kauf-Agent mit einem Stellvertreter des Verkäu-
fers, einem Verkaufs-Agenten, kooperiert, um z. B. optimale Konditionen für den
Käufer auszuhandeln. Der Kauf kommt dann durch die Kommunikation zwischen
beiden Agenten zustande. Bei dem Ort des Kaufgeschehens kann es sich dann um
einen sogenannten elektronischen Marktplatz handeln, um die Abbildung der realen
Welt auf die Agentenwelt zu komplettieren. Auf Grund vieler rechtlicher und sicher-
heitstechnischer Probleme konnten sich diese Systeme im Vollausbau bis heute noch
nicht durchsetzen. 
• Unterstützung von Gruppenarbeit (Groupware)
In Workflow-Systemen könnten mobile Agenten die für den jeweiligen Arbeits-
schritt benötigte Funktionalität und weiteres Kontext-Wissen für die Bearbeitungs-
station innerhalb einer Bearbeitungskette mitführen. Weiterhin kann die Termin-
vereinbarung, die Projektplanung und die Projektkontrolle durch Agenten unterstützt
werden.
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Diese Szenario besteht darin, einen mobilen Agenten über ein Netzwerk vom Auf-
traggeber (Dienstanbieter) zu einem oder mehreren Auftragnehmern (Zielsysteme,
Kunden) zu übertragen. Grundlage ist das Internet-Push-Prinzip. Eine besonders
interessante Anwendung eines derartigen Dienstes wäre, Funktionserweiterungen
und Fehlerbehebungen für Software-Komponenten bei Anlagen im Feld auf diesem
Wege durchführen zu können. 
• Mobile Computing
Mobile Endgeräte sind vor allem durch ihre knappen Ressourcen im Vergleich zu
stationären Geräten im Desktop-Bereich gekennzeichnet (geringere Rechenleistung,
beschränkte Akkulaufzeit, geringere Kommunikationsbandbreite, Störeinflüsse bei
der Übertragung). Durch das Versenden von mobilen Agenten an stationäre Rechner-
systeme, die dann diese Aufgaben ausführen, könnten die Ressourcenbeschränkun-
gen des mobilen Client teilweise überwunden werden. Der Agent führt seine Aktio-
nen autonom aus. Währenddessen muss keine Verbindung zum mobilen Heimatrech-
ner bestehen. Erst wenn der Agent seine Aufgabe erfüllt hat,  würde dieser wieder
Kontakt zu seinem Heimatrechner aufnehmen. 
• Parallel Processing
Bei der Verteilung einer Aufgabe auf dezentrale Rechenprozesse in einem Netzwerk
wären mobile Agenten auf Grund ihrer Eigenschaften dafür prädestiniert, Aufgaben
des Prozess-Managements und der Prozess-Administration, wie z. B. die Kontrolle
des Fortgangs der Aufgabe, vor Ort zu übernehmen.
• Secure Brokering
Dieses Prinzip betrifft die Zusammenarbeit mit unbekannten und damit nicht ver-
trauenswürdigen (elektronischen) Kommunikationspartnern in einem Netzwerk.
Zentrale und gegenseitig vereinbarte Treffpunkte für mobile Agenten auf bestimm-
ten Rechnern dienen dabei als vorgelagerte Kommunikations- und Kooperations-
punkte, ohne dass der Auftraggeber mit einem vermeintlich sicherheitskritischen
Zielsystem direkt in Kontakt treten müsste.  
• Überwachung und Rückmeldung (Monitoring and Notification)
Agenten könnten vor Ort Systemkomponenten überwachen, Diagnose von Fehlver-
halten durchführen sowie möglicherweise Reparaturmaßnahmen vorschlagen und
einleiten. Gerade mobile Agenten sind für diese Aufgabe maßgeschneidert. Damit
sollte man zukünftig in der Lage sein, hohen Aufwand an Zeit, Personal und Kosten
für Einsätze vor Ort deutlich zu reduzieren. Es handelt sich um eine Schlüsseltechno-
logie, dezentral und auch weltweit verteilte Anlagen, Maschinen und Geräte einer
zentralen Administration durch mobile Agenten zugänglich zu machen. Diese An-
wendung wurde im Rahmen dieser Arbeit eingehend untersucht.
Obgleich die entscheidenden Forschungsarbeiten über Systeme mit mobilen Agenten
schon im letzten Jahrzehnt durchgeführt wurden, konnten sich mobile Agenten für den
breiten Einsatz im industriellen und gewerblichen Bereich bis heute nicht durchsetzen.
In der Literatur sind dazu viele mögliche Anwendungen beschrieben, wie beispielsweise
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Einsatz, z. B. für die Informationsbeschaffung im Internet, elektronischen Verkaufsys-
temen (E-Commerce) und für die Konfiguration von Telekommunikationssystemen.
Vor allem im Bereich von Forschung und Entwicklung gibt es bedeutende Ansätze und
einige vielversprechende Systeme, deren Einsatz noch zu erwarten ist.
Kapitel 4
Mobiler Agent für Fernzugriff-Applikationen
In diesem Kapitel werden erforderliche grundlegende Eigenschaften und Fähigkeiten ei-
nes mobilen Agenten beschrieben, um damit Fernzugriffe auf Geräte und Anlagen
durchführen zu können. Die zu erwartenden Vorteile und Nachteile eines derartigen
„Fernzugriff-Agenten“ werden eingehend diskutiert. Aus der Fülle der heute zur Verfü-
gung stehenden Programmiersprachen wird eine Programmiersprache für einen mobilen
Fernzugriff-Agenten selektiert, welche die Anforderungen der Automatisierungstechnik
und eines Agenten-Systems aus heutiger Sicht am Besten erfüllt. Abschließend erfolgt
ein Vergleich von Malware (malicious software) und einem mobilen Agenten.
4.1  Anwendung des  Paradigmas „mobiler Agent“ für den Fernzugriff 
in der Automatisierungstechnik
In den vorangegangenen Kapiteln wurden die Grundlagen zur Teleautomation und der
Stand der Forschung zu Software-Agenten und den mobilen Agenten im speziellen zu-
sammenfassend dargelegt. In diesem Kapitel soll nun die neue Verbindung von Fernzu-
griff-Applikationen und den mobilen Agenten eingehend diskutiert werden, wie es
schon in unserem Kongressbeitrag zur Embedded World 2003 vorgeschlagen wurde
(Renner et al., 2003). In der industriellen Automatisierung haben sich proprietäre Lösun-
gen für den Fernzugriff auf Geräte, Maschinen und Anlagen in den letzten Jahren eta-
bliert. Auch im privaten und gewerblichen Umfeld werden den Anwendern heute
vereinzelt Lösungen für den Fernzugriff auf Geräte oder Anlagen als Option mit ange-
boten oder sind bereits Bestandteil der betriebenen Anlage. Hierzu seien nur drei Bei-
spiele herausgegriffen:
• Verfahrenstechnische Industrie: 
Online-Diagnose von Pumpenventilen bei Membran-Kolbenpumpen zur Früherken-
nung drohender Leistungsabfälle
• Gebäude-Automatisierung:
Die Infrastruktur großer Wohnanlagen wie auch gewerblich genutzter Gebäude wird
heute schon in großem Umfang mit Komponenten der Automatisierungstechnik
gesteuert und überwacht. Die aktuellen Daten (z. B. für Klimatisierung, Zugangs-
überwachung) können auch für Fernzugriffe verfügbar gemacht werden.
• Mobile Einheiten (z. B. Kraftfahrzeuge, Baumaschinen, Landtechnik):
Aktuelle Maschinen-Daten müssen heute vielfach schon für den regulären Betrieb71
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zer vor Ort zur Verfügung gestellt werden. Der Fernzugriff auf diese Betriebsdaten
kann dann von einer zentralen Serviceplattform aus über das GSM-Netz auf diese
Zielrechner erfolgen. Damit ergeben sich neue Möglichkeiten für die Ferndiagnose
und Fernwartung dieser überwiegend mobilen Zielsysteme. 
Konventionelle Systeme der Teleautomation nutzen für Fernzugriffe Online-Verbindun-
gen zu den Zielsystemen. Zugrunde liegt in der Regel das Client-Server-Prinzip. Der
Verbindungsaufbau, initiiert vom Auftraggeber (Client), und der folgende Datenaus-
tausch mit dem Auftragnehmer (Zielsystem), verläuft dabei synchron. Die Online-Ver-
bindung muss in der Regel für die volle Servicezeit aufrechterhalten werden. Gerade die
autonome Arbeitsweise mobiler Software-Agenten kann hier neue Möglichkeiten eröff-
nen: Nach der Generierung des Agenten erfolgt der Versand an ein oder mehrere Ziel-
systeme, initiiert und gesteuert durch ein Agenten-Portal (Agent-Control) bzw. einen
Auftraggeber. Nach diesem Transfer wird die Netzwerkverbindung zum Zielsystem erst
einmal nicht mehr benötigt. Der Agent arbeitet dann autonom gemäß seines Arbeitsauf-
trages innerhalb des Zielsystems. Ist sein Auftrag ausgeführt oder treten Hindernisse für
die weitere Ausführung auf, sendet der Agent von sich aus die Ergebnisse seiner Bear-
beitung über das Netzwerk an seine zentrale Steuerungseinheit Agent-Control zurück. Je
nach Arbeitsauftrag kann der Rücktransfer der Ergebnisse über das Netzwerk auch erst
in größerem zeitlichen Abstand erfolgen. Die folgende Abbildung 4.1 stellt die Unter-
schiede bei Fernkopplungen mithilfe von Online-Verbindungen bzw. mobilen Agenten
heraus:  
Online-Verbindungen haben einige zum Teil gravierende Nachteile, die nun anschlie-
ßend herausgestellt werden sollen. Zum Vergleich werden die Verbesserungen gegen-
übergestellt, die mobile Agenten mit sich bringen. 
Abb. 4.1: Online-Dienste versus mobiler Agent
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Für Online-Fernzugriffe müssen die potenziellen Zielsysteme über ein Netzwerk
verfügbar und erreichbar sein, was sicher nicht immer gegeben ist. Auch für einen
Nutzer wird es problematisch, zu bestimmten notwendigen Zeiträumen verfügbar zu
sein. Unter Umständen können je nach Aufgabenstellung sehr lange Online-Zeiten
erforderlich sein. Im Bereich von Stunden wäre diese Aufgabe wohl noch zu lösen,
jedoch nicht mehr über Tage oder sporadisch für bestimmte Zeiträume, wie es bei-
spielsweise für Datalogging-Aufgaben durchaus erforderlich sein kann. 
Der Versand eines mobilen Agenten von einem Agenten-Portal (Agent-Control) und
seine Wirkung im Zielsystem kann zeitgesteuert oder ereignisgesteuert erfolgen.
Nach der Generierung, der Initialisierung und dem Versand eines Fernzugriff-Agen-
ten wird dessen Auftraggeber nicht mehr benötigt und auch die Online-Verbindung
zum Agenten-Portal kann beendet werden. Erst nachdem die Ergebnisse aus der
Tätigkeit des Agenten an das Portal retourniert wurden und aufbereitet zur Verfü-
gung stehen, muss für kurze Zeit erneut eine Verbindung vom Portal zum Auftragge-
ber aufgebaut werden, um die Ergebnisse zu übermitteln.  
•   Übertragungsstörungen
Der Datentransfer über das Telefonnetz (analog, digital, GSM) unterliegt Störungen
oder auch Unterbrechungen. Für Büro-Anwendungen bleibt das in der Regel unpro-
blematisch, zumal Wiederholungen dann in der Regel zum Erfolg führen. Für die
Beobachtung von fernen Prozessen ist jedoch meist eine lückenlose sequenzielle
Verfügbarkeit der Daten, d. h. eine echte Online-Verbindung zum Zielsystem, unab-
dingbar. 
Bei der Anwendung eines mobilen Fernzugriff-Agenten wird die Verbindung zum
Zielsystem nur für die vergleichsweise kurzen Transferzeiten benötigt, sodass Über-
tragungsstörungen kaum relevant sein werden. Im Fall von fehlerhaften Transfers
können Wiederholungen initiiert werden. Der Agent arbeitet autark und benötigt die
ständige Verbindung zu seiner Basisplattform nicht.  
•   Hohe Leitungskosten auf Grund der Netzwerklast
Für den Zugriff auf die Daten ferner Prozesse über eine Online-Verbindung sind oft-
mals auch längere Servicezeiten notwendig. Online-Verbindungen belasten hierfür
die eingebundenen Netzwerke entsprechend. Die daraus resultierenden Verbindungs-
kosten sind nicht unerheblich.
Die für die Agenten-Technologie erforderlichen deutlich geringeren Netzwerk-Zei-
ten führen folglich auch zu wesentlich niedrigeren Verbindungskosten gegenüber
Online-Verbindungen. 
•   Niedrige Übertragungsraten
Viele dezentrale Zielsysteme können heute nur über analoge oder digitale Modem-
Verbindungen an das Internet angebunden werden. Beispielsweise beträgt die maxi-
male Übertragungsrate einer digitalen ISDN-Telefonverbindung mit Kanalbünde-
lung 128 kBit/s. Für die Übertragung umfangreicher  Prozessdaten, eventuell ergänzt
um Grafiken und Bilder, müssen bei diesen Übertragungskanälen oftmals Transfer-
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sind. Unter Umständen geht der synchrone Kontakt zum Zielrechner und dem ange-
schlossenen technischen Prozess sogar völlig verloren. Selbst Ethernet-Verbindun-
gen mit 100 MBit/s Übertragungsrate können bei großem Datenvolumen und kurzen
Zykluszeiten am Prozess einen Nutzer nicht davor bewahren, den zeitlichen Bezug
zum fernen Prozess zu verlieren.   
Ein mobiler Fernzugriff-Agent übernimmt vor Ort die Bearbeitung weitgehend iso-
liert von seinem Portal. Für die Übertragung des Agenten selbst an ein Zielsystem
sind auch Verbindungen mit niedrigeren Übertragungsraten brauchbar.
•   Herstellerspezifische Systeme
Nahezu alle Anbieter von Automatisierungsgeräten bieten schon seit einigen Jahren
Ergänzungen an, um Fernzugriffe auf ihre Zentralgeräte zu ermöglichen. Für Tele-
service-Lösungen wird dabei in der Regel eine Adaptierung von einer seriellen oder
proprietären Schnittstelle des Automatisierungsgeräts auf ein Standard-Modem vor-
genommen. Zudem notwendig ist dann noch die Ergänzung der Software für das
Zielsystem und auch für das Programmiergerät auf der Seite eines fernen Nutzers. Es
handelt sich dabei um streng proprietäre Systeme des jeweiligen Anbieters. Für
Online-Web-Verbindungen ist die Anbindung der Zielsysteme an ein Netzwerk über
Ethernet oder das Point-to-Point-Protokoll erforderlich. Die System-Software des
Zielsystems, in der Regel ein Echtzeit-Betriebssystem, ist dann noch um einen TCP/
IP-Stack zu ergänzen. Die Fernzugriff-System-Software baut dann ab Schicht 5 bis
zur Anwendungsschicht 7 nach dem ISO/OSI-Model (siehe Kapitel 2) auf. Auf der
Nutzer-Seite von Web-gestützten Online-Verbindungen dient dann ein Standard-
Browser als Bedienoberfläche für den Fernzugriff. Die heute schon angebotenen
Software-Lösungen auf dieser Basis unterscheiden sich je nach Systemanbieter sehr
stark und sind nicht zueinander kompatibel, d. h. die innerhalb der Automatisie-
rungstechnik geforderte Interoperabilität ist hier noch nicht erreicht.    
Die etablierten Standards der Web-Technologien bilden auch die Grundlage für die
Agenten-Technologie. Die Anwendung von mobilen Agenten für Fernzugriffe in der
Automatisierungstechnik eröffnet somit die Möglichkeit, viele bereits beschriebene
Ansätze aus der Agenten-Forschung in die Praxis einzubringen und die Standardisie-
rung auch in der Teleautomation voran zu bringen. 
•   Nicht echtzeitfähig
Online-Verbindungen auf der Basis von Teleservice oder der Web-Technologien
können nach heutigem Stand eine Anbindung an ferne Prozess in Echtzeit nicht
gewährleisten. In vielen Fällen würden Prozessdaten beim Nutzer verspätet eintref-
fen und neue Vorgaben an den Prozess könnten das Zielsystem nicht mehr rechtzeitig
erreichen. Notwendige Systemreaktionen für Automatisierungsgeräte im Bereich
von Sekunden oder Millisekunden sind über derartige Online-Verbindungen nicht
übertragbar. Für die Steuerung von Antrieben können sich diese geforderten Reakti-
onszeiten sogar bis in den Bereich von Mikrosekunden reduzieren. Sollen lediglich
nicht zeitkritische System-Daten transferiert werden, so sind Online-Verbindungen
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Ein mobiler Agent kann vor Ort als eigene Task im Zielsystem bearbeitet werden
und wird somit ein Teil des Echtzeit-Systems der Applikation. Transfer-Zeiten über
Netzwerke für die Eingriffe ferner Systeme und Nutzer entfallen damit größtenteils
durch die direkte Einwirkung des Agenten.   
Online-Verbindungen sind aus den erläuterten Gründen für den Fernzugriff auf Anlagen
und Geräte gerade im industriellen Umfeld nur eingeschränkt tauglich. Gerade für den
Bereich der Ferndiagnose gibt es potenzielle Anwendungen, die über lange Zeit (Tage,
eventuell Monate) erfolgen müssen. Diese Anwendungen sind somit prädestiniert für
den Einsatz mobiler Agenten. Durch die im Rahmen dieser Arbeit eingeführte Bezeich-
nung eines „mobilen Fernzugriff-Agenten“ soll zum Ausdruck kommen, dass dabei ein
mobiler Software-Agent für Fernzugriff-Applikationen im Bereich der Teleautomation
eingesetzt wird.
4.2  Notwendige und hinreichende Eigenschaften für einen mobilen 
Fernzugriff-Agenten
Im Kapitel 3 wurden im Einzelnen die möglichen und notwendigen Eigenschaften eines
Software-Agenten eingehend erläutert. Die für einen Fernzugriff-Agenten notwendigen
Eigenschaften sollen nun aus diesen Charakteristika näher bestimmt werden. Für diese
sehr spezielle Anwendung werden nicht alle möglichen Eigenschaften eines Software-
Agenten benötigt:
• Ein-Agenten-System oder Multi-Agenten-System
Es soll für Fernzugriff-Applikationen im ersten Ansatz immer nur ein mobiler Agent
(single agent system) an ein oder mehrere Zielsysteme transferiert werden. Für die
Erfüllung der angedachten Aufgaben ist diese Konfiguration ausreichend. Die poten-
ziell höhere Leistungsfähigkeit von Multi-Agenten-Systemen (MAS), wie sie im Be-
reich von elektronischen Geschäftsplattformen (E-Business) heute schon teilweise
eingesetzt werden, wird für den hier beschriebenen Fernzugriff-Agenten nicht benö-
tigt. Auch im Hinblick auf die potenziellen Zielsysteme, bei denen es sich um einge-
bettete Systeme aus dem Automatisierungsbereich mit beschränkten Ressourcen
handelt, ist der Betrieb eines MAS in den meisten Fällen nicht möglich. 
• Mobile oder stationäre Software-Agenten
Ein Agent im Fernzugriff muss nach den schon aufgezeigten Anforderungen mobil
sein. Stationäre Agenten, die im Gegensatz zu mobilen Agenten ihre Ursprungsum-
gebung (Wirtsrechner, Host) nicht verlassen können, können für die hier angedach-
ten Fernzugriff-Anwendungen nicht eingesetzt werden. 
• Autonomie (autonomes Handeln) 
Autonomie ist eine absolut notwendige Eigenschaft für jeden Software-Agenten und
muss auch für einen Agenten im Fernzugriff gelten. Hier arbeitet der Agent unab-
hängig und autark von seinem Ausgangspunkt (Agenten-Portal, Agent-Control) auf
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aktive Unterstützung durch Agent-Control oder einem übergeordneten Nutzer nicht
mehr erforderlich. Gerade für den Einsatz in der Automatisierungstechnik wird man
einem Fernzugriff-Agenten nur eine begrenzte Autonomie für seine Aktivitäten
zugestehen können, um potenziellen Schaden auf den Zielsystemen auszuschließen.
Das schließt die Zielorientiertheit und zu einem gewissen Grad die Lernfähigkeit als
Voraussetzungen für autonomes Handeln nicht aus.
• Reaktionsfähigkeit (Reaktivität, reactiveness, reactivity)
Auch ein Fernzugriff-Agent muss seine Arbeitsumgebung innerhalb eines Zielsys-
tems wahrnehmen können, um gemäß seines Auftrages zeitlich angemessen und aus-
reichend schnell auf Änderungen in seiner Umwelt zu reagieren. Dabei wird es in der
Praxis nicht notwendig und sinnvoll sein, dem Agenten den Zugriff auf alle Ressour-
cen eines Zielsystems einzuräumen. Gerade bei Automatisierungssystemen ist der
Zugriff auf sicherheitskritische Bereiche besonders zu überwachen. Dennoch kann
einem Agenten mithilfe geeigneter Software-Schnittstellen der notwendige aber
begrenzte Zugriff gewährt werden. Der Agent selbst muss in diesem Fall nicht über
eine eigene Sensorik verfügen, um als reaktiver Agent zu gelten, sondern wird die
Sensorik am Prozess des Zielsystems genutzt. Deliberative Agenten, die ein aktuel-
les internes Modell ihrer Umwelt für die eigenständige Schlussfolgerung besitzen,
haben aus derzeitiger Sicht für Fernzugriff-Aufgaben gegenüber reaktiven Agenten
eine untergeordnete Bedeutung. Gerade die aktuellen Prozess-Abläufe sollen erfasst
werden, wofür sich nur reaktive Agenten gut eignen. Die Arbeitsumgebung für einen
Fernzugriff-Agenten wird im ersten Ansatz nur ein Zielsystem für sich selbst sein.
Die Kommunikation und Kooperation mit weiteren Agenten, wie z. B. bei Multi-
Agenten-Systemen und weiteren Benutzern wird für die Aufgaben eines Fernzugriff-
Agenten nicht benötigt.
• Situiertheit
Ein mobiler Agent für den Fernzugriff auf ein Gerät oder eine Anlage ist bzw. muss
in hohem Maß situiert sein, d. h . der Agent ist dafür besonders gut auf seine potenzi-
ellen Zielsysteme vorbereitet und angepasst, um dann eingebettet in seiner Zielum-
gebung optimal arbeiten zu können. Sein Verhalten und seine Funktionalität wächst
gerade erst aus der Interaktion mit seiner Ziel-Umwelt (technischer Prozess). Die
sensorische und aktuatorische Verkopplung mit dem Prozess des Zielsystems ist in
der Teleautomation besonders gegeben. Die Wechselwirkung des Agenten mit seiner
Umwelt geschieht damit in konkreten Situationen, d. h. den zu untersuchenden
Zuständen technischer Prozesse und nicht in abstrakten modellierten Situationen,
wie sie vor allem für deliberative Agenten beschrieben sind. Der Arbeitsauftrag und
die interne Wissensbasis eines Fernzugriff-Agenten sind ausgelegt auf Situations-
bezogene Reaktionen. Weniger wichtig oder sogar unnötig für die hier angedachte
Anwendung ist es, ein umfangreiches Wissen oder auch ein vollständiges Modell
über seine Umwelt zu erlangen und für die weitere Bearbeitung heranzuziehen. 
• Proaktivität (Selbstständigkeit, proactiveness)
Ein Fernzugriff-Agent hat sicher zum einen die Aufgabe, rein reaktiv auf Ereignisse
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aktive Komponente zur Handlungsweise des Agenten hinzukommen: Programmteile
im Agenten werden in bestimmten Situationen aktiv und ergänzen die Steuerung des
Zielsystems, um den Auftrag des Agenten letztendlich zu erfüllen. Die Steuerung
des Zielsystems hätte diese spezielle Situation ohne die proaktive Unterstützung
durch den Agenten nicht in der gewünschten Weise bewältigen können.
• Zielorientiertheit
Auch ein mobiler Agent im Fernzugriff hat mindestens ein Ziel, festgelegt in Form
seines Auftrages und seiner internen Wissensbasis, die im einfachsten Fall aus nur
einer oder wenigen Regeln bestehen kann. 
• Sozialfähigkeit (Kommunikation und Kooperation, social ability)
Die Sozialfähigkeit ist für den hier zugrunde gelegten Agenten-Typ nur einge-
schränkt erforderlich, da auch die Fähigkeit zur Kooperation mit weiteren Agenten
für die hier beschriebenen Aufgaben im ersten Ansatz nicht benötigt wird. Dies ist
ein Merkmal, das in Multi-Agenten-Systemen (MAS) von Bedeutung ist. Die Fähig-
keit zur Kommunikation muss je nach Aufgabe ausgeprägt sein: Der mobile Agent
muss mit seiner Umwelt, d. h. seinem Zielsystem, das einen technischen Prozess
steuert, kommunizieren können (z. B. über eine speziell dafür vorbereitete Software-
Schnittstelle innerhalb dieses Zielsystems). Auch die Kommunikation mit weiteren
Zielsystemen initiiert durch den Agenten kann für potenzielle Anwendungen für
einen Fernzugriff-Agenten gefordert sein. Die Kommunikation mit dem Nutzer bzw.
Auftraggeber im Betrieb ist nach der Definition eines mobilen Fernzugriff-Agenten
nicht vorgesehen, wohl aber mit seinem Ausgangspunkt Agent-Control als Stellver-
treter des Auftraggebers. In der Regel wird der Auftraggeber für eine Kommunika-
tion mit dem Agenten auch nicht zur Verfügung stehen. Erst die Ergebnisse und
eventuell auch Fehlermeldungen werden von Agent-Control wieder an den Auftrag-
geber und Initiator des betroffenen Agenten weitergeleitet.  
• Adaptivität und Lernfähigkeit (Flexibilität) 
Die Fähigkeit des Agenten, durch eigene Erfahrungen zu lernen und dadurch das
eigene Verhalten fortwährend zu verbessern, kann auch für einen Fernzugriff-Agen-
ten eine wertvolle Eigenschaft sein. Durch die Beobachtung seiner eigenen Aktivitä-
ten und des Prozesses in seiner Umgebung lassen sich Schlussfolgerungen ziehen,
die wiederum zur besseren Erreichung seiner eigenen Ziele einsetzbar sind (adaptive
behaviour). Der Grad der Intelligenz für diesen Agenten-Typ ist im Vergleich zu sehr
komplexen und hochintelligenten Agenten innerhalb von Multi-Agenten-Systemen
als niedrig anzusetzen. 
• Charakter und Persönlichkeit 
Obwohl auch ein mobiler Agent im Fernzugriff im Sinne der ursprünglichen Defini-
tion als Stellvertreter seines Auftraggebers zu betrachten ist, treten die Eigenschaf-
ten, die unter den Begriffen Charakter und Persönlichkeit zusammengefasst werden,
für Fernzugriff-Anwendungen der Automatisierungstechnik in den Hintergrund. Der
Agent soll Aufgaben vor Ort übernehmen und ersetzen, die sonst mittels Serviceein-
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spielsweise bei virtuellen Marktplätzen in Multi-Agenten-Systemen (elektronischer
Handel) notwendig sind, muss der Agent dabei kein menschenähnliches Verhalten
(humanoide Wesenszüge) zeigen. Die Arbeit des Agenten muss zuverlässig sein,
implementiert durch die Funktionalität seiner Programmierung. Der Agent tritt nicht
als Persönlichkeit auf, sondern soll vielmehr innerhalb seiner Arbeitsumgebung
möglichst wenig wahrgenommen werden und darf die Ausführung des angeschlosse-
nen technischen Prozesses nicht behindern. 
Die vorangehend näher spezifizierten Eigenschaften eines mobilen Fernzugriff-Agenten
erlauben es nun, seine Einordnung nach dem „schwachen“ oder „starken“ Agenten-Be-
griff (weak or strong notation of agency) zu beleuchten. Die notwendigen Eigenschaften
für einen schwachen oder starken Agenten wurden in Kapitel 3 dargelegt. Die folgende
Tabelle 4.1 zeigt, in wie weit die Ausprägung der Agency „schwach“ oder „stark“ für
einen mobilen Agenten im Fernzugriff zutrifft, wenn auch eine eindeutige Einordnung
in einen schwachen oder starken Agenten für die Aufgaben im Fernzugriff demnach
schwierig bleibt. In Tabelle 4.1 wurde eine zahlenmäßige Gewichtung der Eigenschaften
eines mobilen Fernzugriff-Agenten angegeben: Von 0 (keine Bedeutung) bis +3 (essen-
ziell notwendig). Es wird in der Praxis Mischformen geben mit einer starken Tendenz
zu einer „weak agency“.                    
Die Charakteristika intelligenter Software-Agenten werden zudem in zwei Bereiche ein-
geteilt, in die internen und externen Eigenschaften. Auch hierin lässt sich ein mobiler
Fernzugriff-Agent nicht exakt zuordnen. Nach Brenner et al. (1998) umfassen die inter-
nen Eigenschaften die Autonomie, Reaktivität, Zielorientiertheit und die Lernfähigkeit.
Die Eigenschaft der Lernfähigkeit muss für Fernzugriff-Applikationen nur einge-
schränkt zur Verfügung stehen oder kann beispielsweise für einfache Aufträge zur Da-
ten-Sammlung auch vollständig fehlen. Auch die Eigenschaften Kommunikation und
Agency
Handlungskompetenz
Eigenschaften Gewichtung für 
Fernzugriff-Agent
weak Autonomie +3
Reaktivität +3
Proaktivität +2
Sozialfähigkeit +1
strong Schlussfolgerung, Lernen, Kooperation +1
Bewußtseinszustände 
(Wissen, Überzeugung, Absicht, Verantwortung)
0
rationales Verhalten 0
Wille und Emotionen 0
Wahrhaftigkeit +1
Gutmütigkeit 0
Mobilität +3
Tabelle 4.1: Einordnung eines Fernzugriff-Agenten nach weak/strong Agency
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schaften gelten, werden nicht in vollem Umfang Anwendung finden. Definitionsgemäß
soll es sich um einen einzelnen mobilen Agenten (single agent system) handeln, wobei
die Kommunikation und Kooperation mit anderen Agenten (multi agent system) nicht
erforderlich und auch nicht möglich ist. Die Kommunikation mit den Zielsystemen soll
möglich sein und wird zur Erfüllung des Agenten-Auftrages auch notwendig sein. Die
folgende Abbildung 4.2 zeigt die Einordnung eines mobilen Fernzugriff-Agenten inner-
halb der Klassifikationsmatrix Intelligenz, Agency (Handlungskompetenz) und Mobili-
tät:
In Kapitel 3 wurde die Einteilung von Software-Agenten in Transaktionsagenten, Ko-
operationsagenten und Informationsagenten beschrieben. Ein Fernzugriff-Agent kann
als Ausprägung eines Transaktionsagenten (s. Brenner et al., 1998) im weiteren Umfeld
eingeordnet werden. Derartige Agenten sind zur Überwachung von Transaktionen inner-
halb ausgedehnter technischer Systeme und Anlagen konzipiert. Ein Agent mit diesen
Eigenschaften könnte beispielsweise auch auf dem Gebiet der Fertigungsplanung und
der Steuerung von Produktionsprozessen eingesetzt werden. 
4.3  Vorteile und Nachteile von Fernzugriff-Agenten für die               
Automatisierungstechnik
In Kapitel 3 wurden die Vorteile und Nachteile mobiler Agenten allgemein erläutert.
Speziell für die Anwendung „Mobiler Agent im Fernzugriff auf Geräte und Anlagen“
sollen die Vorteile und Nachteile im folgenden Abschnitt genauer herausgestellt werden.
Abb. 4.2: Klassifikation eines Fernzugriff-Agenten
Intelligenz
Expertensysteme
Intelligente Agenten
Fi
xe
d 
Fu
nc
tio
n 
Ag
en
ts
stationär
mobiles
Skript
mobil
Multi-
Agent
Single-
Agent
Verhandeln
Interaktion
Nutzer-
Repräsentation
einfach komplex
Lernen
Mobiler
Fernzugriff-Agent
Schlussfolgern Planen
Agency
Handlungskompetenz
Mobilität
80 4. Mobiler Agent für Fernzugriff-ApplikationenGerade auch die Nachteile geben genaueren Aufschluss über die derzeit noch unzurei-
chende Akzeptanz dieser Technologie. Die genannten positiven wie auch negativen As-
pekte werden anhand von praktischen Anwendungen der Automatisierungstechnik er-
läutert. Das Umfeld der Steuerungstechnik für Geräte und Anlagen soll dabei umfassen-
der zugrunde gelegt werden als dies in der Literatur zur Agenten-Technologie bisher
üblich war. Dabei gelten nicht nur Geräte und Anlagen im gewerblich industriellen Um-
feld, sondern auch im privaten Bereich als potenzielle Zielsysteme. 
Vorteile
• Einsatz in heterogener Netzwerkumgebung
Mobile Agenten sollen gemäß ihrer Definition über die gängige Netzwerkinfrastruk-
tur (LAN, WAN) auf ein Zielsystem übertragbar sein. Zur Verfügung steht die im
Bürobereich und mittlerweile auch in industriellen Produktionsstätten etablierte Ver-
netzung mit Ethernet (LAN). Das Wide Area Network (WAN) wird gebildet durch
die Web-Infrastruktur (Internet, Extranet, Intranet). Die Rechner-Architektur und das
Betriebssystem der Zielsysteme sind dabei in der Regel nicht einheitlich. Gerade in
der Automatisierungstechnik findet man eine sehr heterogene Struktur an eingebette-
ten Systemen vor. Als Beispiele seien hier genannt Single-Board Mikrocontroller-
Steuerungen, Speicherprogrammierbare Steuerungen (SPS) oder auch Industrie-PCs
auf Basis von Standard-PCs. Ebenso heterogen verhält es sich mit den verwendeten
Betriebssystemen. Gerade in der Automatisierungstechnik ist eine Vielzahl an pro-
prietären Echtzeit-Betriebssystemen im Einsatz, wozu auch die jeweiligen Betriebs-
systeme der Anbieter von SPS zu rechnen sind. Auch Standard-Betriebssysteme der
PC-Welt werden heute mit entsprechenden Erweiterungen zunehmend für Automati-
sierungsaufgaben eingesetzt. Verfügt das Zielsystem über eine passende Ausfüh-
rungsumgebung innerhalb einer zusätzlich implementierten Agenten-Plattform
speziell für dieses Zielsystem, kann prinzipiell zusätzlich ein mobiler Agent bearbei-
tet werden. Der mobile Agent selbst soll und muss dabei für unterschiedliche Ziel-
systeme unverändert bleiben, angepasst (portiert) werden muss allerdings die Aus-
führungsumgebung für ein spezielles Zielsystem.
• Reduzierung der Netzwerklasten            
Die Reduzierung der Netzwerklast wurde bereits als Hauptargument für den Einsatz
eines mobilen Agenten genannt. Die vergangene Dekade war in der Automatisie-
rungswelt geprägt von der Dezentralisierung der Steuerungskomponenten, vor allem
getragen durch den Einsatz der Feldbusse. Dezentrale Systeme erfordern oftmals
einen umfangreichen Datenaustausch über Netzwerke (LAN, WAN), vor allem für
die neu hinzukommenden Aufgaben für Fernleiten und Ferninstandhalten. Online-
Verbindungen sind hierzu in vielen Fällen nicht geeignet. Die Anwendung mobiler
Agenten im Fernzugriff kann dazu beitragen, die Nutzung teuerer und instabiler
Netzwerk-Verbindungen zu dezentralen Steuerungskomponenten zu minimieren.
Denn gerade in der Geräte- und Anlagen-Automatisierung können die notwendigen
Service-Zeiträume für Remote-Systeme im Bereich von Stunden, Tagen oder noch
länger liegen. 
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„Mobile Computing“ ist ein unscharf definierter Oberbegriff für verschiedene For-
men der Mobilkommunikation. Unter Mobile Computing im engeren Sinn versteht
man die Datenverarbeitung auf einem tragbaren Computer. Hierbei kommen leichte,
portable Geräte zum Einsatz, z. B. Laptops, Personal Digital Assistants (PDAs), Mo-
biltelefone mit PDA-Funktion sowie kleine in Geräte und Anlagen eingebettete Com-
puter (embedded devices). Roth (2002) behandelt die Thematik Mobile Computing
ausführlich. Die Restriktionen, die sich aus dem Umfeld von Mobile Computing er-
geben, treffen besonders auch auf Geräte und Anlagen der Automatisierung zu: 
-  Netzwerkzugänge mit schmalen Bandbreiten (z. B. Modemverbindungen, Gate-
ways mit seriellen Schnittstellen zur Zielanlage)
-   geringe Rechenleistung und Speicherkapazität der Zielsysteme
-   eingeschränkte Funktionalität der Benutzerschnittstelle
-   begrenzte Präsenz (Online-Zeit) der Zielsysteme im Netzwerk 
Durch den Einsatz mobiler Agenten lassen sich diese Nachteile aufheben bzw. deut-
liche Verbesserungen erreichen.  
• Asynchrone und autonome Ausführung in Bezug zu seinen Ausgangspunkt  
Ein Fernzugriff-Agent bringt für seinen Auftrag das auszuführende Programm und
die erforderlichen Daten mit vor Ort auf das Zielsystem. Die Bearbeitung des Agen-
ten erfolgt vor Ort innerhalb seines Wirtssystems mit dessen Rechenkapazität asyn-
chron zum Sender (Auftraggeber, Agent-Control). Während der Bearbeitung besteht
in der Regel keine Verbindung zu seinem Ausgangspunkt. Nach der Abarbeitung
werden nur die Ergebnisse an Agent-Control zurück übertragen. Der Agent  selbst
wird dann deaktiviert bzw. gelöscht oder migriert zu einem weiteren Zielsystem. Der
zeitlich korrekte Zugriff auf einen fernen Prozess ist über eine Online-Verbindung
oftmals nicht möglich, zum einen auf Grund der Übertragungszeiten über das Netz-
werk und zum anderen wegen der notwendigen Verfügbarkeit eines Operators. 
• Unterstützung der Echtzeit-Verarbeitung über Netzwerke
Die Übertragungszeit über Netzwerkverbindungen (LAN, WAN) erlaubt in der
Regel keine Echtzeit-gerechte Verarbeitung, d. h. die für den Zielprozess noch recht-
zeitige Intervention zur Überwachung oder Bedienung ist gefährdet. Folglich müs-
sen diese Eingriffe eines Nutzers vor Ort in der System-eigenen Echtzeit erfolgen.
Ein mobiler Agent kann vor Ort seinen Auftrag in Echtzeit ausführen und meldet die
Ergebnisse zeitunkritisch an sein Agenten-Portal zurück.
• Robuste und fehlertolerante Systeme
Mobile Agenten arbeiten autonom zu ihrem Ausgangspunkt (Agent-Control) auf
Zielsystemen und sind an ihr Wirtssystem nur über definierte Schnittstellen und
innerhalb ihrer Ausführungsumgebung verbunden. Wird der Agent durch das Ziel-
system verändert oder sogar zerstört, so bleiben im Falle des hier betrachteten Ein-
zel-Agenten die Auswirkungen entkoppelt vom System des Auftraggebers, (Agent
Control). Mobile Agenten können bedingt durch ihre Eigenschaften auch dazu die-
nen, das eigentliche Zielsystem vor einem Zugriff weitest gehend zu verbergen, z. B.
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bestimmte dezentrale Systemkomponenten können nur durch mobile Agenten akti-
viert und mit einbezogen werden. 
• Encapsulation of Protocols
Die Betriebszeit automatisierungstechnischer Systeme liegt im Vergleich zu anderen
kommerziellen elektrotechnischen Produkten deutlich höher, wobei fünf Jahre und
mehr keine Seltenheit sind. Der Hauptgrund hierfür liegt in der Bindung an den Her-
stellungsprozess für ein spezielles Produkt. Trotzdem soll es möglich sein, diese
sogenannten „Legacy-Systeme“ (Altanlagen) weiterhin mit der sich ständig erneu-
ernden IT-Struktur erreichen, bedienen und warten zu können. Die Ausführungsum-
gebung für einen mobilen Agenten kann dabei als Software-Adaption (Software-
Schnittstelle) dienen, um diese Systeme in neue Systemumgebungen mit neuen
Anforderungen zu integrieren.
• Active Mail: Nachrichten, verteilt durch mobile Agenten in Netzwerken.
Im Gegensatz zu parametrisierten, aber dennoch im Wesentlichen statischen Nach-
richten, wie sie in einer Client-Server-Umgebung eingesetzt werden, können Nach-
richten auch von mobilen Agenten transportiert werden. Diese Nachrichten erlangen,
unterstützt durch die eingesetzte Agenten-Sprache, die volle Mächtigkeit einer Pro-
grammiersprache, wie es von Nitsche (1999) dargestellt wurde. Active Mail ist ein
neues Anwendungsfeld im Bereich der elektronischen Post. Für Active Mail in Ver-
bindung mit mobilen Agenten sind auch in der Automatisierungstechnik Anwendun-
gen denkbar. Die Agenten-Sprache und die Ausführungsumgebung im Zielsystem
hätten dabei die Aufgabe, die gesamte Nachricht in definierter Weise aufbereitet an
das Zielsystem zu übergeben und spezielle Aufträge zur Ausführung zu bringen. Zu-
dem nutzt man dann die lokale Kommunikation zwischen Agent und seinem Wirts-
system vor Ort im Gegensatz zur Kommunikation zwischen Auftraggeber und Ziel-
system über Netzwerke hinweg.
 Nachteile
• Spezielle Ausführungsumgebung für den mobilen Agenten
Für die Ausführung eines mobilen (Fernzugriff-) Agenten müssen die angedachten
Zielsysteme speziell dafür vorbereitet und ausgerüstet sein. Die Hauptaufgabe der
Ausführungsumgebung besteht darin, das Programm des Agenten in seiner Agenten-
Sprache im Fall einer Compiler-Sprache auszuführen oder bei Anwendung einer
Interpreter-Sprache zu interpretieren. Die Ausführungsumgebung wirkt als Middle-
ware [Middleware] und stellt eine Ebene in diesen Software-Systemen dar, die als
"Dienstleister" anderen entkoppelten bzw. nicht auf dem System vorhandenen Soft-
ware-Komponenten die Kooperation mit dem Zielsystem durch den mobilen Agen-
ten ermöglicht. Für viele eingebettete Systeme ist diese Erweiterung die Haupt-
schwierigkeit. Die Programmierung dieser Zielsysteme erfolgt überwiegend in pro-
prietären Maschinen-nahen Programmiersprachen, während die Agenten-Sprache zu
den Hochsprachen gehört, wie z. B. Java. Zudem kann es durch die Bearbeitung
eines Agenten auf Grund der knappen Ressourcen an Rechenleistung und Speicher
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wird und eventuell sogar die Einhaltung der Echtzeit-Verarbeitung gefährdet wird.   
• Hohe Sicherheitsanforderungen
Ungelöste Sicherheitsfragen haben bisher die Akzeptanz von Agenten-Systemen
generell stark beeinträchtigt. Die Anwendung von mobilen Agenten wurde bisher
vor allem im Bereich der elektronischen Märkte diskutiert und vereinzelt getestet.
Gerade das Verhandeln, Kaufen und Verkaufen und die daraus resultierenden finan-
ziellen Transfers durch entsprechende Agenten sind als extrem sicherheitssensitiv
anzusehen. Ähnlich sicherheitskritisch ist die Einwirkung von mobilen Agenten auf
Zielsysteme zu sehen, die komplexe technische Prozesse steuern, wie bei den hier
zugrunde gelegten Systemen der Geräte- und Anlagen-Automatisierung. Zusätzliche
Gefahren für Leben, Umwelt und die Prozess-Qualität dürfen durch den Einsatz
mobiler Agenten nicht verursacht werden. Ein möglicher Ansatz zur Erfüllung der
geforderten Sicherheitsstandards bei der Entwicklung von Fernzugriff-Agenten kann
darin bestehen, dem Agenten gezielt nur eingeschränkte Zugriffsrechte für genau
definierte Systembereiche zu erteilen. Denkbar ist dafür die Ergänzung der Ausfüh-
rungsumgebung um eine Kontrollinstanz für diese Aufgaben (agent security mana-
ger).
• Übersichtlichkeit eines Agenten-Systems
Bei der hier angedachten Anwendung für die Automatisierungstechnik soll es sich
um ein Ein-Agenten-System handeln, d. h. ein Zielsystem kann immer nur einen
Fernzugriff-Agenten annehmen und muss dessen Bearbeitung vollständig abschlie-
ßen, bevor ein weiterer Agent angenommen werden kann. So kann bei der Einbezie-
hung von vielen unterschiedlichen Zielsystemen die Übersichtlichkeit über das
gesamte System für den Nutzer dennoch zunehmend beeinträchtigt sein. Ein offenes
Agenten-System kann weltweit verteilt sein und es gibt im ersten Ansatz keine zen-
trale Einrichtung, die das System als Ganzes darstellen und kontrollieren kann. Die-
ser Ansatz ist für die Automatisierungstechnik ungeeignet. Vielmehr kommt einer
zentralen Instanz zur Steuerung des Agenten-Systems (Agenten-Portal, Agent-Con-
trol) große Bedeutung zu. Einzig und allein über diese Serviceplattform können
Fernzugriff-Agenten konfiguriert und versendet werden. Agent-Control könnte das
gesamte Agenten-Management übernehmen und ist auch der Anlaufpunkt für die
von den Agenten retournierten Ergebnisse. 
4.4  Programmiersprache für einen mobilen Agenten im Fernzugriff
Ein mobiler Agent ist wie bisher schon festgelegt ein Software-Agent mit zusätzlichen
Eigenschaften insbesondere der Mobilität. Der mobile Agent selbst besteht vereinfacht
betrachtet aus mobilen Software-Komponenten, die in einer Programmiersprache, der
Agenten-Sprache, zu entwickeln sind und in ausführbarer Form zu ihren Ausführungs-
umgebungen transferiert werden. Die Agenten-Sprache muss nichts mit den Program-
miersprachen gemein haben, mit denen das Zielsystem (Wirtssystem) und das Agenten-
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vom Konzept her verschiedene Programmiersprachen innerhalb des Gesamtsystems
denkbar. Für einen mobilen Fernzugriff-Agenten innerhalb automatisierungstechnischer
Anwendungen wäre diese Eigenschaft von Nachteil: Vor allem Zielsysteme mit sehr
eingeschränkten Ressourcen (eingebettete Systeme der Geräte- und Anlagenautomati-
sierung) sind auf Grund ihrer Rechenleistung nicht in der Lage, mehrere Ausführungs-
umgebungen für verschiedene Agenten-Sprachen zu bearbeiten. Durch die Entschei-
dung für eine Programmiersprache verringert sich die Komplexität der Agenten-Platt-
form wesentlich. Ein Sprach-Interpreter oder das Laufzeitsystem eines Zielsystems kann
eventuell zusätzlich auch für die Ausführung eines mobilen Agenten genutzt werden.
Dabei ist allerdings zu beachten, dass die eigentliche Aufgabe des Zielsystems durch die
Bearbeitung eines mobilen oder stationären Software-Agenten nicht beeinträchtigt wer-
den darf. Für einen mobilen Fernzugriff-Agenten soll eine Programmiersprache gewählt
werden, die nicht von Grund auf neu entwickelt werden muss, sondern wofür allenfalls
Modifikationen einer bestehenden Programmiersprache erforderlich sind. Dazu müssen
zunächst die Anforderungen an eine derartige Sprache festgelegt werden. Mit Hilfe die-
ser geforderten Merkmale sollen in Frage kommende existierende Programmierspra-
chen in den folgenden Abschnitten auf ihre Brauchbarkeit hin beleuchtet werden.
4.4.1  Anforderungen an eine Agenten-Sprache
Anhand der hier beschriebenen Anforderungen an die Agenten-Programmiersprache
wird anschließend die am besten geeignete Programmiersprache ausgewählt. 
• Eignung von Sprache und Ausführungsumgebung für die Zielsysteme 
Hierbei handelt es sich um die wichtigsten und grundsätzlichen Anforderungen an
die Agenten-Programmiersprache. Die Sprache bzw. ihre Implementierung und Aus-
führung muss speziell für eingebettete Systeme geeignet sein. Agenten müssen nach
ihrer Generierung und Transfer oder Migration auf ein Zielsystem ausgeführt wer-
den. Grundsätzlich sind zwei Ausführungsprinzipien denkbar: Mittels Interpreter
oder Übersetzer (Compiler). 
Ein Interpreter wandelt zur Ausführung den Agenten-Quellcode schrittweise um in
die Maschinensprache des Ziel-Prozessors. Ein Interpreter muss zur Zeit der Pro-
grammausführung immer aktiv sein, wobei die schrittweise Interpretation der
Befehle des Programmablauf in der Regel langsamer abläuft als die Ausführung
compilierten Quellcodes. Die inkrementelle Ausführung durch Interpreter eröffnet
jedoch gerade für die Agenten-Technologie neue Möglichkeiten der Sicherheitsprü-
fung von Programm-Code, was gerade bei der Anwendung von mobilen Agenten
zukünftig von Interesse sein wird. 
Ein Compiler (Übersetzer) führt eine vollständige Übersetzung bzw. Umwandlung
eines Quellcodes in einen direkt ausführbaren Maschinen-Code durch. Während
einige Compiler direkt in die Maschinensprache übersetzen, benutzen andere Zwi-
schenstationen (z. B. Übersetzung in Assembler-Code). Compiler arbeiten effizien-
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Prinzipiell kann je nach Verweildauer und Rechenbedarf eines Agenten ein Interpre-
ter (Verweildauer kurz und der Rechenbedarf klein) oder ein Compiler (höhere Effi-
zienz) besser für die Ausführung geeignet sein. Von Vorteil wäre eine Programmier-
sprache, die sowohl Interpreter-Betrieb als auch Compiler-Betrieb zulässt. Auch eine
Mischform aus Übersetzung und anschließender Interpretation kann von Vorteil für
Agenten-Systeme sein.  
• Freie Verfügbarkeit der Programmiersprache 
Ein Compiler oder Interpreter der gesuchten Programmiersprache muss für mög-
lichst viele gängige Betriebssysteme verfügbar sein. Auch der Quellcode dieser
Übersetzer bzw. Interpreter muss zumindest für den nicht-kommerziellen Gebrauch
aus folgendem Grund zur Verfügung stehen: Proprietäre Echtzeit-Betriebssysteme,
wie sie bei vielen Automatisierungsgeräten eingesetzt werden, können Programme
in der Agenten-Sprache oftmals nicht direkt ausführen. Folglich muss es prinzipiell
möglich sein, eine Ausführungsumgebung für den Agenten speziell für dieses Be-
triebssystem zu entwickeln und zu implementieren. Auch für spätere Ergänzungen,
z. B. für die Verbesserung der Sicherheit, müssen diese Quellen verfügbar sein. Als
Maß für die Erfüllung dieser Forderung kann oftmals die Existenz einer freien
Implementierung unter dem Betriebssystem UNIX gelten. 
• Verfügbarkeit einer Programmierumgebung  
Für die Erstellung von Software werden heute üblicherweise grafische Programmier-
umgebungen für Desktop-Rechner eingesetzt, die in der Regel für unterschiedliche
Hardware-Plattformen und Betriebssysteme verfügbar sind. Programmiersprachen,
deren Entwicklungswerkzeuge (z. B. Compiler, Linker) per Kommandozeile bedient
werden, lassen sich in sogenannte integrierte Entwicklungsumgebungen (Integrated
Development Environment) einbinden. Werkzeuge für den Test und die Inbetrieb-
nahme von Programmen, wie z. B. Debugger, sind ebenfalls erforderlich. Für alle
potenziellen Agenten-Programmiersprachen gelten diese Anforderungen gleicher-
maßen. 
• Systemunabhängigkeit der Programmiersprache 
Gerade die im Bereich der Automatisierungstechnik eingesetzten eingebetteten Sys-
teme sind in Bezug auf Betriebssystem und Architektur als sehr heterogen einzustu-
fen. Software-Agenten und im Besonderen mobile Agenten müssen in ihrem Wir-
kungsbereich innerhalb von Agenten-Systemen von Zielsystemen mit unterschied-
lichen Betriebssystemen und Rechnerarchitekturen bearbeitet werden können (Platt-
formunabhängigkeit). Diese wichtige Forderung für eine Agenten-Programmierspra-
che kann nicht alleinig durch eine Vielzahl an systemspezifischen Erweiterungen der
Sprache selbst erreicht werden. Ein gangbarer Weg kann darin bestehen, die Spezia-
lisierung möglichst weitgehend in die Ausführungsumgebung zu verlegen. Es gibt
dann die Möglichkeit, dass die Programmiersprache vom Anbieter der Zielplattform
bereits unterstützt wird oder der Quellcode der Ausführungsumgebung steht dem
Anwender für die Portierung auf eine neue Plattform zur Verfügung.
86 4. Mobiler Agent für Fernzugriff-Applikationen• Unterstützung von Multi-Tasking 
Für den Einsatz in Multi-Agenten-Systemen muss es prinzipiell Mechanismen
geben, welche die Kommunikation und Kooperation mehrerer Agenten untereinan-
der und mit weiteren Systemen quasi gleichzeitig erlauben. Zu diesen Mechanismen
zählen Multi-Tasking bzw. Multi-Threading und dazugehörige Techniken, wie Ele-
mente zur Prozess-Kommunikation (z. B. Semaphore, Eventflags, Signale). Diese
Forderung ist wichtig, weil sie nachträglich nicht in eine Programmiersprache imple-
mentiert werden kann. 
Ein Fernzugriff-Agent soll sich definitionsgemäß in einem Ein-Agenten-System be-
wegen. Die Fähigkeit zur Kommunikation und Kooperation mit weiteren Agenten
fehlt damit. Auch die direkte Kommunikation des Agenten mit dem Nutzer ist wäh-
rend seiner Remote-Tätigkeit nicht vorgesehen, lediglich der Kontakt zu seinem Por-
tal (Basisplattform) muss möglich sein. Somit verbleibt die eventuell notwendige
Kommunikation mit weiteren Zielsystemen für spezielle Aufgaben und die Koopera-
tion mit seinem aktuellen Wirtssystem selbst, wobei die Multi-Tasking-Fähigkeit er-
forderlich wird.  
• Mächtigkeit der Sprache
Alle gängigen Datentypen, Kontrollstrukturen und Funktionen einer Hochsprache
sollen zur Verfügung stehen. Wichtig ist dabei, dass die Agenten-Sprache mit einem
ausreichend großen Vorrat an Datentypen, Kontrollstrukturen und Funktionen ausge-
stattet ist, um einen möglichst kompakten Code des Agenten zu erreichen, wodurch
wiederum die Eigenschaften für Transfer und Migration des Agenten begünstigt
werden.  
• Objektoriente Programmierung
Die objektorientierte Programmierung wurde im Verlauf der Entwicklungen von
Software-Agenten zunehmend favorisiert.         
Objektorientierte Programmiersprache Eigenschaften von Software-Agenten
Kapselung:
• Klasse durch die Zusammenfassung von
Daten und darauf operierenden Funktionen
(Methoden) definiert.
• Objekte als Instanz einer Klasse mit Struk-
tur, Verhalten und Funktion
Agenten lassen sich auch als klassische Objekte
beschreiben:  
• Klasse „Agent“ als Zusammenfassung von
Daten und darauf operierenden Funktionen
(Agenten-Methode)
• Agent als instanziiertes Objekt einer Klasse
„Agent“ mit seinen Instanzvariablen (Agen-
ten-Attribute)
Aggregation, 
d. h. Zusammensetzung aus Unterobjekten
• interner Aufbau eines Agenten: 
Aggregationsbeziehungen zwischen Problem-
lösern, Modellen und Schnittstellen wie in ob-
jektorientierten Systemen
• externe Betrachtung: 
Extern sind Agenten allenfalls Bestandteile ei-
nes MAS, die in der Regel nicht Unterobjekt ei-
nes anderen Agenten sind.
Tabelle 4.2: Objektorientierung von Software-Agenten
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ten der objektorientierten Programmierung und einiger Eigenschaften von Software-
Agenten in Tabelle 4.2 ableiten. Die ersichtlichen Gemeinsamkeiten legen es nahe,
für die Programmierung eines Software-Agenten eine objektorientierte Program-
miersprache vorzuschlagen. Auch wenn für einen Fernzugriff-Agenten im ersten
Ansatz nicht alle Eigenschaften benötigt werden, macht die Objektorientierung auch
hier sicher Sinn, vor allem im Hinblick auf spätere Erweiterungen und die Wieder-
verwendbarkeit von einzelnen Modulen. 
• Reaktion und Verarbeitung von externen Ereignissen 
Die Programmiersprache muss Möglichkeiten besitzen, asynchron auf Ereignisse
von außen, d. h. vom Zielsystem bzw. dessen Peripherie zu reagieren. Dies kann bei-
spielsweise durch den Aufruf einer Prozedur erreicht werden, die auf bestimmte
Signale reagiert (Signal Handler, native Funktionen, etc.). Ein Fernzugriff-Agent
muss als reaktiver Agent die Möglichkeit zur bidirektionalen Kommunikation bzw.
dem Datenaustausch mit dem Zielsystem haben, um auf Ereignisse an der Prozess-
Peripherie reagieren zu können. Eine nachträgliche Implementierung derartiger
Kommunikationselemente in eine Agenten-Sprache ist in der Regel nicht möglich. 
• Grafische Benutzer-Führung (GUI) 
Elemente für die grafische Erstellung und Kontrolle der Benutzer-Schnittstelle sind
sinnvoll für den Bereich des Agenten-Portals (Agenten-Steuerung). Der Einsatz gra-
Assoziation, 
d. h. Beziehungen zwischen Instanzen von
Klassen
Agenten-übergreifend als Relation zwischen
mehreren Agenten, z. B. als Instanz einer
Klasse-Agent-Relation. 
Message Passing, 
d. h.  Austausch von Nachrichten,
(Kommunikation) zwischen einzelnen 
Objekten als synchrone Kommunikation
• Die Kommunikation mit anderen Systemkom-
ponenten in Agenten-Systemen (Agenten,
Nutzern, Zielsystemen) ist notwendig.
• Agenten-Kommunikationssprachen stehen
zur  Verfügung,  z. B. KQML auch für objekt-
orientierte Realisierung geeignet [KQML]. 
• Für plattformübergreifende Kommunikation
und Objektorientierung steht der Standard
CORBA zur Verfügung [CORBA]. 
Generalisierung und Vererbung Agenten betrachtet als Spezialisierung der
Objektorientierung, bis hin zur Agenten-orientier-
ten Programmierung
Generalisierungsbeziehung: 
Ein Agent ist die Spezialisierung eines Objekt
mit der Klasse Agent als Unterklasse der Klasse
Objekt.
Persistenz In Agenten-Systemen muss es die Möglichkeit
geben, Strukturen zu definieren und mit Daten zu
füllen, die über Netzwerke transferierbar und er-
neut benutzbar sind. Persistente Daten-Objekte
können diese Aufgabe erfüllen.
Tabelle 4.2: Objektorientierung von Software-Agenten
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für die Entwicklung spezifischer Agenten-Plattformen von großem Nutzen. 
• TCP/IP-Kommunikation  
Die Kommunikationsmechanismen auf Basis der TCP/IP-Protokolle sind heute Vor-
aussetzung für den Betrieb eines Web-basierten Agenten-Systems und müssen auch
von einer Agenten-Sprache unterstützt werden. Diese Forderung ergibt sich auch
automatisch aus der Nutzung von Intranet und Internet als Netzwerk-Infrastruktur
für Agenten-Systeme.
• Sicherheit 
Gerade die Technologie der mobilen Agenten birgt eine Reihe an möglichen Bedro-
hungen durch nicht ausreichend gesicherte Operationen der Software-Einheiten in
sich, die je nach Anwendung einer besonderen Betrachtung bedürfen. Diese Bedro-
hungen können sowohl einen feindseligen Ursprung (malicious software) haben als
auch durch fehlerhafte Software-Komponenten bedingt sein (siehe dazu auch
Abschnitt 4.5). Es lassen sich folgende möglichen Angriff-Szenarien ableiten:
-   von Agent auf die Agenten-Plattform
-   von Agent auf weitere Agenten (wahrscheinlicher in Multi-Agenten-Systemen) 
-   von der Agenten-Plattformen auf einen Agent 
-   von anderen Bedrohungen auf die Agenten-Plattform
Die Sicherheit von Software-Systemen ist gegenwärtig Gegenstand intensiver For-
schungsarbeiten. Die Ergebnisse hieraus werden sukzessive auch von Vorteil für
Agenten-Anwendungen sein. Schon bei der Auswahl der Agenten-Programmierspra-
che müssen Sicherheitsaspekte eine gewichtige Rolle spielen, soweit heute zur Ver-
fügung stehende Programmiersprachen bereits Ansätze dafür bieten. 
• Integration von Erweiterungen der Agenten-Sprache  
Die Erweiterbarkeit von Programmiersprachen um zusätzliche Funktionen ist bei
vielen Hochsprachen beispielsweise in Form von Bibliotheken möglich. Eine mögli-
che Erweiterung zu einer Agenten-Programmiersprache könnten zukünftig Elemente
einer speziellen Kommunikationssprache für Agenten sein.
• Eingängigkeit für Nutzer 
Potenzielle Nutzer mit einschlägiger Programmiererfahrung sollen diese Agenten-
Sprache schnell erlernen und effizient damit arbeiten können. Diese Eigenschaft ist
wichtig für die Akzeptanz der Sprache und damit letztlich des ganzen Agenten-
Systems. Ein prozedurales Programmier-Paradigma muss daher nicht zwangsläufig
schlechter bewertet werden als ein objektorientiertes Paradigma. Die Objektorien-
tiertheit ist jedoch höher zu bewerten als eine logische oder funktionale Sprache und
ist aus den schon diskutierten Gründen für die Agenten-Programmierung vorzuzie-
hen. 
Der nächste Schritt besteht nun darin, potenziell passende Programmiersprachen an die-
sen Anforderungen zu messen, und eine Selektion vorzunehmen. Hinzukommen müssen
letztendlich auch noch Erfahrungen aus der Praxis.
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Um aus der Vielzahl an existierenden Programmiersprachen die am Besten geeignete
Agenten-Sprache für einen mobilen Fernzugriff-Agenten zu finden, sollen die Kernei-
genschaften der wesentlichen eventuell geeigneten Programmiersprachen kurz betrach-
tet werden. In der engeren Auswahl stehen die Programmiersprachen Tcl, Python,
Scheme, Obliq, Sather, Eiffel, Smalltalk, Java, die teilweise auch schon für die Realise-
rung von Agenten-Systemen eingesetzt wurden.
Die Tcl-Familie (Tcl/Tk, SafeTcl, iTcl) 
Diese prozedurale und ursprünglich nicht objektorientierte Sprache Tcl/Tk (Tool Com-
mand Language/Toolkit) [Tcl] wurde aus folgenden Gründen trotzdem mit in die Be-
trachtung einbezogen:
• objektorientierte Varianten iTcl und OTcl existent
• Variante Safe-Tcl mit Sicherheitsmechanismen existent
• in bestehendem Agenten-Projekt verwendet [Ara-Projekt]
• Agent-TCL, Variante von Tcl zur Agenten-Programmierung, entwickelt und gepflegt
am Dartmouth College, Umbenennung in "D'Agents Software", aktuelle Release
"D'Agents 2.1". [Agent-TCL]
• weitere Entwicklung mangels kommerzieller Projekte in Frage gestellt
Python 
Python [Python] ist eine interpretierte Skriptsprache. Unterstützt werden sowohl objekt-
orientierte und strukturierte als auch funktionale und prozedurale Programmierung. Sie
ist plattformunabhängig mittels Zwischencode, der als Bytecode für diverse Zielsysteme
mit Python-Interpreter portabel ist. Die Verwaltung frei gewordenen Speicherplatzes er-
folgt automatisch durch eine sogenannte Garbage Collection [Garbage Collection].
Python wäre, abgesehen von den fehlenden sicherheitstechnischen Ansätzen, eine geeig-
nete Agenten-Sprache.
Scheme
Die Programmiersprache Scheme [Scheme] ist ein LISP-Dialekt. Sie unterstützt sowohl
funktionale als auch imperative Programmierung. Scheme gehört zu den sogenannten
„programmierbaren“ Programmiersprachen, die vom Anwender bei Bedarf sehr flexibel
erweitert werden können, z. B. zu einer imperativen, einer Logik-basierten oder zu einer
objektorientierten Programmiersprache. Scheme zählt zu den Interpreter-Sprachen. In-
terpretiert wird dabei von der Scheme-Ausführungsumgebung (Scheme Virtual Machi-
ne) Bytecode, der als Zwischenstufe vorher vom Scheme-Compiler generiert werden
muss. Die Hauptanwendungsgebiete sind heute: Symbolische Informationsverarbei-
tung, Künstliche Intelligenz, Modellbildung und Simulation. Trotz ihrer vielfältigen
Möglichkeiten wurde Scheme lediglich für ganz spezielle Anwendungen vorwiegend in
der Forschung eingesetzt. 
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Obliq [Obliq] ist ebenfalls eine interpretierte Sprache, die von DEC1 für objektorientier-
te Programmierung über Netzwerke verteilter Anwendungen entwickelt wurde. Sie un-
terstützt Multi-Threading und ist vom Konzept her plattformunabhängig. Verteilung
findet in Obliq auf Objektebene statt, wobei Objekte nicht implizit migriert werden. Statt
dessen ist ein explizites Migrieren durch die Benutzung von Kloning und ein anschlie-
ßendes Umleiten aller Zugriffe auf den Klon, die sogenannte Delegation, möglich. Das
Binary eines interaktiven Interpreters von Obliq für Sun OS 4.1 ist etwa 2,8 MB groß.
Obliq wäre, abgesehen von der Größe des Interpreters, als Agenten-Sprache gut geeig-
net, muss heute aber wohl zu den toten Sprachen gerechnet werden.
Sather 
Sather [Sather] wurde entwickelt am International Computer Science Institute (ICSI) der
University of California in Berkeley. Sather ist eine objektorientierte Sprache mit einer
Klassenhierarchie, die aus einer früheren Version der Programmiersprache Eiffel ent-
standen ist. Multi-Tasking wird unterstützt durch die Variante pSather, die neben
Threads und Synchronisationsmechanismen auch die Möglichkeit zur parallelen Pro-
grammierung bietet. Nach Aussage der ICSI-Website [Sather] wurden allerdings die
Projekte Sather und auch pSather 1999 eingestellt.
Die Variante Sather-K, entwickelt an der Universität Karlsruhe, ist noch verfügbar. Sa-
ther-K ist eine moderne objektorientierte, imperative Sprache, die gleichermaßen für
Lehre, Forschung und Anwendungen in der Industrie geeignet ist. Sather-K ist eine
Compiler-Sprache und auf Grund der benötigten Ressourcen vorwiegend für Desktop-
Rechner geeignet.
Eiffel
Eiffel [Eiffel] ist eine universelle, rein objektorientierte und kompilierte Programmier-
sprache. Sie wurde ab 1985 von dem französischen Informatiker Bertrand Meyer und
seiner Firma Interactive Software Engineering Inc. als Alternative zu C++ entworfen.
Die Syntax ist beeinflusst von Ada und der ALGOL-Sprachfamilie. Die Sprachdefiniti-
on von Eiffel ist Public Domain und steht unter der Kontrolle der Nutzerorganisation In-
ternational Consortium for Eiffel (NICE). Gut geeignet ist Eiffel besonders für sicher-
heitskritische Anwendungen und als Entwurfs- und Spezifikationssprache. Der Quell-
text wird gewöhnlich in den Maschinen-Code der Zielmaschine kompiliert. Ebenfalls
möglich ist die Umwandlung der Eiffel-Sourcen in C-Code. Es gibt aber auch Ansätze,
diesen in Bytecode für eine Java Virtual Machine zu übersetzen. 
Smalltalk 
Smalltalk [Smalltalk] ist eine dynamisch typisierte objektorientierte Sprache mit großer
Verbreitung, die in den 70er-Jahren am Xerox PARC Forschungszentrum entwickelt
1. Die Firma Digital Equipment Corporation, auch als DEC oder DIGITAL bezeichnet, ein Pionier der Computerindustrie.
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va, beeinflusst. Wichtige Eigenschaften von Smalltalk sind:
• Offene Quellen, Compiler nur kommerziell verfügbar
• Vererbung, aber keine Mehrfachvererbung 
• Automatische Speicherbereinigung (Garbage Collection)
• Smalltalk-Programme werden in Bytecode übersetzt, der durch eine virtuelle Ma-
schine ausgeführt, d. h. interpretiert wird (Konzept der Plattformunabhängigkeit) 
Telescript
Telescript [Telescript] ist ein kommerzielles Produkt von General Magic, das speziell als
Umgebung für mobile Agenten entworfen wurde. Es besteht aus der objektorientierten,
Smalltalk-ähnlichen Agenten-Programmiersprache Telescript, der prozeduralen Kom-
munikationssprache und der Plattform Telescript Engine. Telescript hat folgende Eigen-
schaften: 
• Compiler-Sprache, im Zielsystem von Telescript Engine interpretiert 
• auf einem Telescript-Interpreter sind mehrere sogenannte Agenten-Orte ablauffähig
• objektorientiert, Ähnlichkeit mit Smalltalk 
• Telescript Agents sind nicht an einen Rechner gebunden. Sie können jederzeit durch
die Methode „go“ migrieren und auf einem anderen „place“ weiterexistieren, d. h. es
liegt eine echte Migration vor.
• Ein „place“ ist ein stationärer Prozess auf einem Wirtsrechner und ist für Aktionen
wie Ankommen, Initialisieren, Ausführen, Fehlermelden und Kommunikation zwi-
schen Agenten verantwortlich. 
• Plattformunabhängigkeit: Ähnlich wie bei Java wird ein Programm in dieser Pro-
grammiersprache, die sich deshalb auch "high Telescript" nennt, zuerst compiliert zu
"low Telescript", einer Postscript ähnlichen, Stack-basierten Interpreter-Sprache.
Dieser Bytecode kann dann von einer Telescript Engine im Zielsystem interpretiert
werden.
• Sicherheitsmechanismen sind bei Telescript vorhanden.
• Kommunikation von Agenten am gleichen Ort (place) 
General Magic hat Telescript vom Markt genommen und durch Odyssey auf Basis der
Programmiersprache Java ersetzt. 
Java
Java1 [Java] ist eine objektorientierte, plattformunabhängige Programmiersprache. Java-
Programme werden in der Regel von einer virtuellen Maschine (Java Virtual Machine)
ausgeführt. Java 2 (JDK 1.2) wurde im Jahr 1998 von Sun Microsystems eingeführt. Mit
Erscheinen dieser Version spricht man von Java 2, dementsprechend werden die Kom-
1. JavaTM, von Firma Sun Microsystems 1995 vorgestellte plattformunabhängige objektorientierte Programmiersprache
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fügung steht:
• Standard Edition (J2SE):  
Basis aller Stand-alone-Anwendungen für Desktop-Rechner, Bestandteile sind die
JRE (Java Runtime Environment) und das SDK (Standard Development Kit)
• Enterprise Edition (J2EE): 
Enthält die J2SE ergänzt um Funktionen für die Programmierung von Client-Server-
Anwendungen,  z. B. Java Servlet, Java Server Pages. 
• Micro Edition (J2ME): 
Entwicklungs- und Ausführungsumgebung (zwei virtuelle Maschinen) für Kleinge-
räte und eingebettete Systeme. 
Die wesentlichen Eigenschaften der Programmiersprache Java sollen nachfolgend zu-
sammengestellt werden, da im weiteren Verlauf der Ausführungen darauf Bezug ge-
nommen wird. 
• homogenes Sprachdesign
- Erlernbarkeit (Ähnlichkeit mit der Syntax von C/C++)
- einfache Vererbung, Verzicht auf Mehrfachvererbung
- Verzicht auf Zeiger (Felder und Zeichenketten sind Objekte)
- dynamische Speicherverwaltung und Speicherbereinigung (Garbage Collection). 
• objektorientiert
• verteilte Programmierung und Netzwerkfähigkeit
- Netzverbindungen auf verschiedenen Ebenen durch Klassen im Paket java.net
- Lese- und Schreib-Zugriffe auf entfernte verteilte Objekte in Netzwerken  
- Netzwerk-Programmierung verteilter Client-Server-Anwendungen
• Robustheit 
- stark typisiert und strenge Typ-Überprüfung während der Übersetzung  
- umfangreiche zwingende Ausnahmebehandlung, frei programmierbar (try/catch)
• Architektur-unabhängig und portabel
Der Java-Compiler produziert aus den Java-Sourcen keinen maschinenspezifischen
ausführbaren Code, sondern einen neutralen Bytecode als Zwischen-Code, der dann
vom beispielsweise von einem Java-Interpreter (Java Virtual Machine) ausgeführt
wird. Die Plattformunabhängigkeit darf dabei nicht missverstanden werden. Sie gilt
in soweit, als für das jeweilige Zielsystem (Hardwareplattform und Betriebssystem)
eine Ausführungsumgebung, z. B. in Form einer Java Virtual Machine (JVM),
implementiert sein muss.  
• Leistungsfähigkeit 
Java ist eine interpretierte Sprache, d. h. die  Ausführung eines Java-Programms wird
weniger schnell sein als bei einer übersetzten Sprache. Just-in-Time-Compiler kön-
nen diesen Geschwindigkeitsnachteil allerdings wieder ausgleichen. Java ist als por-
table und sehr stabile Sprache ein Kompromiss zwischen schnellen Skript-Sprachen
4. Mobiler Agent für Fernzugriff-Applikationen 93 und anderen hoch-performanten Compiler-Hochsprachen.  
• Parallelverarbeitung
-   Multi-Tasking wird von Java direkt unterstützt. Ein Java-Programm kann gleich-
zeitig mehr als einen Thread ausführen, ist also Multi-Threading-fähig, basierend
auf den Paradigmen von Hoare (1974).
-   Speicherverwaltungssystem mit Garbage Collection
-   dynamisches Einbinden (Nachladen) von Klassen über Netzwerke 
• Sicherheit
Die Integration von Sicherheitsmechanismen hatte bereits bei der Entwicklung von
Java einen hohen Stellenwert, auch auf Grund der potenziellen Anwendung in Netz-
werken. 
• keine Zeigerzugriffe (Pointer) 
-   Speicheraufteilung wird erst zur Laufzeit festgelegt.  
-   Laufzeitsystem von Java überprüft den Bytecode auf eventuelle Fehler
Java ist eine moderne objektorientierte Sprache, die unter dem Aspekt größtmöglicher
Rechnerunabhängigkeit gestaltet wurde. Der Support für alte Versionen und die Weiter-
entwicklung muss als sehr gut eingestuft werden. Die Eigenschaften von Java in Bezug
auf Sicherheit, Multi-Tasking, Portabilität, Bedienbarkeit durch grafische Elemente
sprechen deutlich für den Einsatz als Agenten-Sprache. 
4.4.3   Festlegung einer Agenten-Sprache 
Ein Abgleich der geforderten Eigenschaften mit den heute verfügbaren Programmier-
sprachen für einen mobilen Agenten im Fernzugriff ergibt, dass Java sehr gut geeignet
ist. Nahezu alle Projekte der letzten Jahre mit stationären oder mobilen Agenten wurden
mit Java als Agenten-Sprache realisiert. Für Java spricht auch die große installierte Basis
im Desktop-Bereich und als aktuelle Entwicklung auch die beginnende Verbreitung bei
den eingebetteten Systemen. Java ist eine lebendige Sprache, die vom Entwickler und
Anbieter Sun Microsystems mit neuesten Entwicklungen und Ergänzungen aufgewertet
und laufend aktualisiert wird. Die Entwicklung von Ausführungsumgebungen für Java,
z. B. in Form einer Java Virtual Machine, gestaltet sich bei Java einfacher als bei anderen
Programmiersprachen, da hierfür praktische Erfahrungen zur Verfügung stehen. 
4.5  Mobiler Agent versus Malware
Mit dem Terminus „Malware“ (<engl.> malicious software) bezeichnet man Program-
me, die eigens zu dem Zweck entwickelt wurden, Daten und/oder Programme auf Rech-
nern zu zerstören oder zu verfälschen. Eine deutsche Übersetzung ist nicht gebräuchlich,
am Besten würde wohl noch der Begriff „Sabotage-Software“ zutreffen. Die Aktivitäten
reichen hierbei von bloßen irritierenden Meldungen über den sinnlosen Verbrauch von
Rechenzeit bis hin zur Zerstörung von Daten. Naturgemäß wird eine derartige Software
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(Langmann et al., 2004). Bei Malware unterscheidet man die Kategorien Viren, Würmer,
Trojanische Pferde und Spyware bzw. Adware. Sie sollen kurz erläutert werden, um
dann deren Eigenschaften mit denen mobiler Agenten gegenüber zu stellen:
• Viren 
Viren bestehen aus Programm-Code, welcher für sich alleine nicht funktionsfähig
ist, sich aber selbsttätig in Wirtsprogramme (Applikationen, Betriebssysteme) einfü-
gen kann. Bei der Bearbeitung des Wirtsprogramms wird dann auch der Virus aktiv
und kann sich durch „Infizieren“ weiterer Programme ausbreiten. Man unterscheidet
Bootsektor-Viren, Viren zur Infizierung von Dateien oder Speicherbereichen und
logische Bomben. 
• Würmer 
Im Gegensatz zu Viren sind Würmer eigenständige sich selbst reproduzierende Pro-
gramme. Bei Aktivität laufen sie als eigene Rechenprozesse und nutzen CPU-Res-
sourcen ihrer Wirtssysteme. Ein Wurm verbreitet sich grundsätzlich über Netzwerke.
Oftmals sind Würmer so konzipiert, dass sie von einem Rechner wieder verschwin-
den, sobald sie dort ihren Auftrag, z. B. die Zerstörung von Dateien, erfüllt haben.
Der Angriff eines Wurms verläuft meist in zwei Stufen. Zunächst nutzt er Schwach-
stellen in den anvisierten Systemen aus, um anschließend ein Stück Programm-Code
ausführen zu lassen, welches die Übertragung des kompletten Wurm-Programms
ermöglicht. Ist ein Rechner erfolgreich attackiert worden, wird er als Ausgangsbasis
für Angriffe auf andere angeschlossene Systeme im Netzwerk benutzt.
• Trojanische Pferde
Auch Trojanische Pferde sind eigenständige Programme. Sie sind oftmals als harm-
lose Software (z. B. Freeware) getarnt, um so bedenkenlos auf Rechnersysteme
transferiert zu werden. Gefährlich sind sie meist nur mittelbar, da sie beispielsweise
auch Viren oder Würmer einschleusen können. Sie können auch Spionageaufgaben
haben, wie z. B. das Ausspähen von Passwörtern.
• Spyware und Adware
Spyware bildet den Obergriff für Programme, die in der Lage sind, Informationen
auf Computern zu sammeln und an den Auftraggeber der Spyware zu übertragen, in
der Regel unbemerkt vom Nutzer. Spyware kann heute beispielsweise Tastaturan-
schläge protokollieren, Screenshots anfertigen, E-Mails und Instant-Messages erfas-
sen. Gefährliche Spione haben es dabei auf sensible persönliche Daten abgesehen,
wie z. B. Passwörter, Kontonummern. Die weniger gefährliche Spyware fasst man
unter dem Begriff „Adware“ zusammen. Sie zeichnen Gewohnheiten eines Anwen-
ders auf, beispielsweise bei der Nutzung des Internets, und leiten diese Informatio-
nen an Dritte weiter. Dadurch werden Auswertungen für zielgerichtete Marketing-
Aktionen möglich. Die von Adware gesammelten Daten können im Normalfall
bestimmten Anwendern nicht zugeordnet werden. Das Gefahrenpotenzial von Spy-
ware oder Adware ist dementsprechend unterschiedlich. Beispiele für Spyware sind
auch unter folgenden Begriffen bekannt:
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-  Sniffer (Programme, die den Datenverkehr unbemerkt aufzeichnen)
Malware-Programme weisen auf den ersten Blick viele Gemeinsamkeiten mit mobilen
Agenten auf, worin ein gewichtiger Grund für die noch geringe Akzeptanz des Einsatzes
der Agenten-Technologie liegt. In Tabelle 4.3 sind die Gemeinsamkeiten und vor allem
auch die Unterschiede zusammengefasst:               
Von Malware spricht man nicht, wenn eine bekannte Software ein fehlerhaftes Verhal-
ten aufweist oder auch ein bekanntes und akzeptiertes fehlerhaftes Verhalten zeigt. Aus
dem vorangegangenen Vergleich von Malware und mobilen Agenten lässt sich die fol-
gende Kernaussage ableiten: 
Das Verhalten eines gezielt auf ein Wirtssystem transferierten mobilen Agenten ist er-
wünscht, ja sogar gefordert. Technische Prozesse können zukünftig mit Hilfe mobiler
Agenten effektiver überwacht und gesteuert werden. Das Ziel von Malware ist dagegen
überwiegend, maximalen Schaden für die Nutzer auf möglichst vielen Systemen zu ver-
ursachen. 
Mobiler (Single-) Agent Malware 
Transfer als autonom agierendes 
Programm gezielt auf wenige ausgewählte 
bekannte Zielsysteme.
Schädigung möglichst vieler für den Auftraggeber
meist unbekannter Zielsysteme durch
• irritierende Meldungen
• Verbrauch an Rechenzeit
• Zerstörung von Daten
• Zielsystem speziell für Agenten-Betrieb gerüs-
tet (Ausführungsumgebung für Agenten)
• Einsatz eines Agenten vereinbart und bekannt
• Klonen eines Agenten als spezielle zu aktivie-
rende Betriebsart
• Definierte kontrollierte Verbreitung über starke
und schwache Migration
• Wurm: eigenständiges Programm, selbstre-
produzierend, verbreitet sich über Netzwerke
• Virus: Wirtsprogramm i. d. R. zuerst unbe-
kannt
• Trojaner: getarntes Sabotage-Programm 
innerhalb bekannter Nutz-Anwendung 
• Datenaustausch Agent - Host ermöglicht und 
notwendig
• Agent meldet Ergebnisse zurück 
• Isolation von seiner Basisplattform
• Ausgangspunkt soll unentdeckt bleiben
• Spyware: Sensible Daten des Zielsystems
werden unbemerkt an einen unbekannten
Auftraggeber zurückgemeldet
• Nutzer spezifiziert Arbeitsauftrag, d. h. Agent
hat Plan und Ziele
• Absicht auf Nutzer- und Host-Seite bekannt
und akzeptiert, d. h. Agent als Dienstleister 
• Destruktiver Plan und Ziele von Malware vor
deren Anwendung auf Zielsystemen unbe-
kannt für die Host-Seite
• Abwehrmaßnahmen notwendig
Absicht: 
Verbesserung der Handhabung                         
technischer Prozesse
Absicht: 
feindselig, maximalen Schaden auf                    
Zielsystemen verursachen 
Tabelle 4.3: Mobiler Agent versus Malware
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Kapitel 5
Eingebettete Systeme als Ziel für mobile Agenten
Eingebettete Systeme umgeben uns heute in großer Zahl im privaten wie auch im ge-
werblichen und industriellen Umfeld. Sie übernehmen zum einen essenzielle Funktio-
nen des täglichen Lebens wie auch in Forschung, Entwicklung und Produktion und zum
anderen machen sie in vielen Varianten das Leben angenehmer. Zu Beginn dieses Kapi-
tels wird der Begriff „eingebettetes System“ eingehend erläutert und zu anderen Syste-
men hin abgegrenzt. Ein Großteil der Geräte und Anlagen der Automatisierungstechnik,
genauer gesagt deren Rechner, gehören zu den eingebetteten Systemen. Die wesentli-
chen Erfordernisse für die Agenten-Fähigkeit dieser Systeme werden in diesem Kapitel
beschrieben. Im vorangegangenen Kapitel wurde bereits die Programmiersprache Java
für einen mobilen Fernzugriff-Agenten festgelegt. In diesem Kapitel wird nun behan-
delt, welche Möglichkeiten es gibt, Java-Programme und damit auch einen Java-Agen-
ten innerhalb eines eingebetteten Systems zu bearbeiten.   
5.1  Definition, Eigenschaften und Bedeutung eingebetteter Systeme
Historisch betrachtet kann als Erstes bedeutendes eingebettetes System der Apollo Gui-
dance Computer angesehen werden, welcher von Charles S. Draper zusammen mit dem
MIT Instrumentation Laboratory entwickelt und bei den Mondflügen eingesetzt wurde.
Eine eindeutige und prägnante Definition des Begriffs „Embedded System“ oder „ein-
gebettetes System“ konnte sich bis heute nicht durchsetzen. Stattdessen sind mehr oder
weniger exakte Beschreibungen für derartige Systeme in Literatur und Fachpresse er-
schienen. Viele Definitionen betonen die Interaktion zwischen computerisierten Kom-
ponenten und ihrer technischen Umgebung als Hauptmerkmal eingebetteter Systeme.
Im Folgenden sind einige dieser Definition angegeben: 
Eingebettete Systeme übernehmen komplexe Steuerungs-, Regelungs- und Datenver-
arbeitungsaufgaben in technischen Systemen. Ihre Funktionalität wird durch eine In-
tegration von spezieller Hardware mit Mikroprozessoren und Software realisiert.
(Fränzle, 2001)
Ein Mikrocomputersystem, das in ein technisches System eingebettet ist, welches auf
den ersten Blick nicht als Computersystem erkennbar ist.“
(Ernst, 2003)
Bei „Embedded Systems“ handelt es sich um eingebettete Computersysteme, die für
einen Nutzer weitestgehend unsichtbar ihren Dienst in einer Vielzahl von Anwen-
dungsbereichen versehen, wie z. B. in Flugzeugen, Kraftfahrzeugen, Haushaltsgerä-97
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oftmals sehr Hardware-nahe Konstruktion die große Flexibilität von Software mit der
Leistungsfähigkeit von Hardware. Die Software-Entwicklung für diese Systeme ist
daher nicht vergleichbar mit der für Desktop-Rechner. Oftmals werden für ihren Be-
trieb Echtzeit-Betriebssysteme (RTOS: Real Time Operating System) eingesetzt.
[Embedded System]
Obwohl die Definitionen für eingebettete Systeme keine ganz klare Abgrenzung und
Einordnung von Systemen zulassen, hat sich der Begriff in den letzten Jahren fest eta-
bliert. Es gibt auch die jährlich stattfindende große Fachmesse mit angegliedertem Kon-
gress „Embedded World“ am Messeplatz Nürnberg zu diesem Themenkreis [Embedded
World]. Um ein klareres Bild der Beschreibung und der Abgrenzung für diese Systeme
zu erlangen, erweist sich die Frage als sehr nützlich, welche Systeme eindeutig nicht
dazu zu zählen sind. Hilfreich ist dafür ein Rückgriff auf die Klassifizierung von Rech-
nern allgemein. Die folgende Abbildung 5.1 zeigt die grundsätzliche Einordnung in die
drei Bereiche Großrechner-Systeme, Desktop-Rechner und eingebettete Systeme:
Die dargestellten Gruppen lassen sich wie folgt näher beschreiben:
• Großrechner-Systeme
- Supercomputer (Militär, Wissenschaft, Meteorologie)
- Mainframe (rechenintensive Großanwendungen, Rechenzentren)
- Minicomputer (Server in großen Netzwerken, Datenbank-Rechner)
Abb. 5.1: Einordnung eingebetteter Systeme
Eingebettete Systeme
(Embedded Systems)
Desktop-Rechner
(Arbeitsplatzrechner)
Großrechner-
Systeme
Personalcomputer
Workstation
 Minicomputer
Supercomputer
 Mainframe
- Single- / Multi-Board Systeme
- Ein- / Mehrprozessor-Architektur:
von-Neumann-Rechner, Parallel-Rechner
- RISC- / CISC-Befehlsumfang
- Speicherstruktur:
  RAM + ROM, RAM + ROM + Disk
- Prozess-Peripherie: Anbindung an technischen Prozess
- Standard-Schnittstellen: Programmierung und
Kommunikation
- Bedienung: spezielle Tastatur, Touch-Panel,
  Multi-Panels, Text-Displays, u. a.
Eigenschaften                      Merkmale
- (Echtzeit-) Betriebssystem
- proprietäres System (Hardware-dominant)
- Singe- / Multi-Tasking-Betrieb
- Software-Struktur:
FW + Anwenderprogramm, FW inc. Anwendung
- Single- / Multi- User-Betrieb
- Stapelverarbeitung / zyklische Verarbeitung
- Dialogbetrieb / Prozessbetrieb
Hardware
Software
und
Firmware
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Hierzu gehört der große Bereich der Arbeitsplatzrechner, die überwiegend im Büro-
bereich zum Einsatz kommen. Es handelt sich dabei um Personalcomputer und die
leistungsfähigere Variante der Workstations.
• Eingebettete Systeme
Eingebettete Systeme haben heute in Wissenschaft und Technik in vielfältigen Anwen-
dungen hohe Bedeutung erlangt. Ebenso schwer wie eine exakt zutreffende Definition
anzugeben, ist es, genaue Marktdaten über deren Verbreitung zu erhalten. Ein wesentli-
cher Grund hierfür ist schon die schwierige Erfassung: Für einen Anwender steht die
Aufgabe einer Anlage oder eines Gerätes im Vordergrund, wobei für deren Steuerung ein
oder auch mehrere eingebettete Systeme im Hintergrund zum Einsatz kommen können.
Eine jährliche Erhebung von Marktdaten zu einigen speziellen Gruppen eingebetteter
Systeme (Lieferumfang, Marktanteile, Zielkunden, etc.) wird von Venture Development
Corporation (2004) durchgeführt. Die speziellen Eigenschaften dieser Systeme sollen
nunmehr näher erläutert werden. 
Unter eingebetteten Systemen werden Geräte oder Anlagen mit eingebetteten Compu-
terfunktionen verstanden. Vielfach werden auch die Begriffe „Embedded Chips“, „Em-
bedded Microprocessor“, „Embedded Controller“, „Embedded Logic“ oder „Embedded
Device“ synonym verwendet. Es sind Module, die in ihrer Umgebung mehr oder weni-
ger komplexe Mess-, Regel- und Steuerungsaufgaben ausführen. In diese Umgebung
bzw. den technischen Kontext werden sie „eingebettet" betrieben,  d. h. an die jeweiligen
technischen Anforderungen angepasst. Der Begriff „Geräte-Rechner“ beschreibt ein
derartiges System meistens sehr gut. Die folgende Abbildung 5.2 zeigt die prinzipielle
Struktur eines eingebetteten Systems, wie sie auch in der Automatisierungstechnik viel-
fach Anwendung finden: 
Abb. 5.2: Prinzip eines eingebetteten Systems
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100 5. Eingebettete Systeme als Ziel für mobile AgentenIm Anschluss sind gängige Definitionen und Eigenschaften eingebetteter Systeme zu-
sammengestellt:
• Eingebettete Systeme sind in Geräte integrierte mikroelektronische Steuerungen.
• Informationsverarbeitende Systeme, die physikalische Größen eines technischen
Prozesses ihrer Umgebung mittels Sensorik aufnehmen, verarbeiten und diesen Pro-
zess wiederum über Aktuatoren beeinflussen (siehe Abbildung 5.2).
• Informationsverarbeitende Systeme ohne Bildschirm und Tastatur
• Eine Software-/Hardware-Einheit, die über Sensoren und Aktuatoren mit einem Ge-
samtsystem verbunden ist und darin Überwachungs-, Steuerungs- oder Regelungs-
aufgaben übernimmt. In der Regel handelt es sich bei eingebetteten Systemen um
reaktive, häufig auch um hybride, verteilte Systeme mit Echtzeit-Anforderungen.
Typischerweise sind derartige Systeme für einen Benutzer nicht direkt sichtbar, er
interagiert aber bei vielen Anwendungen mit dem eingebetteten System. Hybride
Systeme verarbeiten Wert-kontinuierliche wie auch Wert-diskrete Daten zu be-
stimmten Zeitpunkten, aber auch über kontinuierliche Zeiträume.  
• Man fasst darunter die Vielzahl der Computerapplikationen zusammen, die nicht in
die klassische Datenverarbeitung der Desktop-Rechner (PC, Workstation) und der
Großrechner-Systeme einzuordnen sind. 
Eingebettete Systeme lassen sich in ihrer Hardware-Struktur in drei wesentliche Grup-
pen einteilen, wobei auch Mischformen möglich sind: 
• Single-Chip-Systeme, wobei hier der Prozessorkern und die notwendigen peripheren
Einheiten möglichst vollständig (monolithisch) auf einem Chip integriert sind.  
• Single-Board-Systeme, d. h. der Mikrocontroller oder auch ein Mikroprozessor
befindet sich neben anderen Peripheriebausteinen auf einer entsprechend miniaturi-
sierten Flachbaugruppe. 
• Multi-Board-Systeme, d. h. das eingebettete System besteht aus mehreren Flachbau-
gruppen, die über interne proprietäre Bussysteme oder Standard-Busse miteinander
verbunden sind. Dabei kann es sich um ein System mit nur einem Mikroprozessor
bzw. Mikrocontroller (Ein-Prozessor-Architektur) oder ein Mehr-Prozessor-System
handeln. Ein typischer Vertreter eines Multi-Board-Systems ist die modular aufge-
baute und erweiterbare Speicherprogrammierbare Steuerung (SPS), wie sie bei der
Automatisierung von Geräten und Anlagen große Verbreitung gefunden hat: Eine
zentrale Steuerungsbaugruppe, die oftmals nicht ganz korrekt als „CPU“ bezeichnet
wird, kann über einen modular erweiterbaren Systembus um die für eine Applikation
notwendigen Peripherie- und Funktionsmodule ergänzt werden. Ebenso gehören
Automatisierungsrechner auf der Basis von Industrie-PCs zu den Multi-Board-
Systemen, da neben dem Mainboard zumindest die Peripherie über separate Bau-
gruppen integriert ist.     
Anhand der möglichen, aber nicht in ihrer Gesamtheit erforderlichen Eigenschaften ein-
gebetteter Systeme sollen die angeführten Definitionen präzisiert werden. Die Charak-
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Funktionelle Eigenschaften eingebetteter Systeme
• Sie sind für spezielle Anwendungen entworfen. Ihr Verhalten ist in der Regel wäh-
rend des Entwurfs vollständig bekannt. Spätere Änderungen sind nur in geringem
Umfang, falls überhaupt zu implementieren, beispielsweise durch einen Firmware-
Update.
• Sie benötigen Sensoren zur Aufnahme von Daten und Aktuatoren zur Beeinflussung
von Prozess-Parametern (Abbildung 5.2), sowie optional ein Interface für die Bedie-
nung. Mithilfe von Sensoren und Aktuatoren kommuniziert der Prozessorkern mit
der Prozess-Umgebung, um ein spezielles eingegrenztes Problem zu lösen. Einge-
bettete Systeme verfügen über aufgabenspezifische Ein-/Ausgabe-Einheiten, speziell
angepasst an den Zielprozess.
• Die speziell für eingebettete Systeme entwickelte Software wird als „Firmware“
bezeichnet. Sie ist on-Board in einem separaten Speicherbaustein bzw. on-Chip als
Maskenprogrammierung in einem Festwertspeicher nicht flüchtig (non volatile)
abgelegt.
• In der Regel kommen Echtzeit-Betriebssysteme (RTOS) zum Einsatz. 
• Eingebettete Systeme sind reaktiv, d. h. Eingaben bewirken eine vom gegenwärtigen
inneren Zustand abhängige Ausgabe und einen Übergang in einen neuen Zustand.
Folglich lässt sich das Ein-/Ausgabe-Verhalten in vielen Fällen mithilfe der Automa-
ten-Theorie beschreiben.
• Sie stellen häufig harte Anforderungen an das Zeitverhalten (Echtzeit-Fähigkeit,
Gleichzeitigkeit, Jitter).
• Es werden vielfach hohe Anforderungen gestellt an Zuverlässigkeit, Sicherheit
(sicherheitsgerichteter Betrieb mit Fail-Safe-System, Redundanz mit hochverfügba-
rem System), Wartbarkeit, Verfügbarkeit und die Daten-Sicherheit (Vertraulichkeit
und Authentizität).
• Die Hochlaufzeit (start-up time) liegt im Bereich von einigen 100 ms oder kleiner, d.
h. deutlich schneller als der bekannte Hochlauf von Desktop-Rechnern auf der Basis
von Standard-Betriebssystemen.
• Knappe Ressourcen an Speicher und Prozessorleistung. Die Rechenleistung liegt bei
vielen eingebetteten Systemen unterhalb der heute gängiger Desktop-Rechner.
• Optimierter Aufbau für effiziente (Massen-) Produktion 
• Eingebettete Systeme haben statt Tastatur, Maus und Bildschirm oftmals andere Be-
nutzerschnittstellen, z. B. analoge und digitale Anzeige- und Kontroll-Instrumente.
Meistens gibt es keine mechanische Festplatte, eventuell eine RAM-Disk oder Flash-
Disk. Teilweise kommen auch von außen wechselbare Speicher-Medien zum Ein-
satz, um z. B. Anwenderprogramme zu wechseln.
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Eingebettete Systeme müssen vielfach zusätzliche Eigenschaften besitzen. Beispiele
solcher nicht-funktioneller Eigenschaften sind: 
• Möglichst geringe elektrische Leistungsaufnahme, eventuell auch eine Netz-unab-
hängige Stromversorgung,  z. B. durch eine Batterie oder Solarzellen.
• Pufferung von Daten und Programmen über längere Zeit
• Verträglichkeit für Strahlung,  z. B. elektromagnetisch, radioaktiv, ionisierend.
• Gewicht, besonders ein mobiler Einsatz erfordert ein geringes Gewicht.
• Abmessungen, d. h. Vorgaben durch passgenauen Einbau in Anlagen und Geräte.
• Umgebungsbedingungen, d. h. der zu steuernde technische Prozess gibt die Um-
gebungsbedingungen vor, z. B. Temperatur (oftmals -40 bis +85 ºC, MIL-Spezifika-
tion), Luftfeuchte, Schadgase und mechanische Beanspruchung. 
• Benutzerfreundlichkeit, d. h. komfortable Benutzeroberflächen, wie sie von Desk-
top-Systemen bekannt sind, gibt es bei eingebetteten Systemen oftmals nicht.
• Lebensdauer, d. h. eingebettete Systeme müssen über die gesamte Betriebszeit der
Geräte und Anlagen mit gleichbleibender Leistung zuverlässig arbeiten. Die erfor-
derliche Betriebszeit liegt in vielen Anwendungen bei fünf Jahren und darüber hin-
aus. 
Bedeutung eingebetteter Systeme im gewerblich-industriellen und pri-
vaten Umfeld
Eingebettete Systeme haben in vielen Bereichen des gewerblichen und privaten Umfel-
des ihre Anwendung gefunden. Nach Aussage des Marktforschungsinstituts Harbor Re-
search (2002) sollen im Jahr 2010 mindestens 500 Mio. Geräte zur Fernwartung und für
elektronische Dienste miteinander vernetzt sein, wobei Telefone und PCs noch nicht mit
einbezogen sind. Es wird sich bei diesen Geräten überwiegend um eingebettete Systeme
handeln. Folgende wesentliche Anwendungsbereiche lassen sich nennen:
• Automatisierungstechnik (Ablaufsteuerungen, Robotik, Bedienen und Beobachten)
• Mobile Systeme (Kraftfahrzeuge, Schienenfahrzeuge, Schiffe)
• Luft- und Raumfahrt
• Telekommunikation (Mobiltelefon, Sende- und Empfangsanlagen, Ortung und Iden-
tifikation)
• Medizintechnik (Medizinische Analyse- und Überwachungssysteme)
• Militärische Anwendungen
• Gebäudeautomatisierung
-  Steuerung und Regelung der Umgebungsbedingungen (Klima, Licht)
-  Sicherheitstechnik (Brandmeldeanlagen, Raumüberwachung)
-  Raummanagement (Ressourcenverbrauch, Belegungszustand)
-  Multimedia und Telekommunikation
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Die Zahl der vernetzten Geräte und Anlagen steigt rasant an. Die Protokolle der TCP/IP-
Familie eröffnen heute die Vision, dass in naher Zukunft ein Großteil der Geräte unter-
einander entweder leitungsgebunden oder drahtlos (z. B. Wireless LAN, Mobilfunk-
Dienste) miteinander kommunizieren kann. Aktuelle Forschungsergebnisse zu diesem
hochaktuellen Thema wurden herausgegeben von Fleich und Mattern (2005) unter dem
Titel „Das Internet der Dinge“. Die Netzwerk-Fähigkeit wird damit zur Basis für die
Entwicklung neuer Produkte und Dienste. Dazu zählt der Bereich der verteilten Intelli-
genz durch Dezentralisierung und die Möglichkeit, die Diagnose und die Systempflege
(Wartung und Hochrüstung) automatisch über die Netzwerke durchzuführen. Für den
Bereich der Desktop-Rechner mit standardisierter Hardware und Betriebssystem gehört
die Kopplung an Netzwerke heute zur Standardausrüstung im Bürobereich. Die Netz-
werk-Anbindung für eingebettete Systeme ist bis dato in vielen Fällen nur durch spezi-
elle Hardware- und Software-Lösungen möglich. Der Einsatz von Intranet und Internet,
basierend auf Standardprotokollen zur Vernetzung von eingebetteten Systemen wird als
„Embedded Networking“ bezeichnet. Das Ziel ist, durch Offenheit und Standardisie-
rung für den Anwender mehr Benutzerfreundlichkeit und Kommunikationsfähigkeit
auch für eingebettete Systeme zu erreichen. Aus heutiger Sicht lassen sich drei Phasen
in der Entwicklung von Embedded-Networking angeben:
• Basic Connectivity: 
In dieser ersten Phase werden Netzwerke hauptsächlich für die Kommunikation zwi-
schen Bediener und den eingebetteten Systemen genutzt, um Zugang zu Daten dar-
aus zu erhalten.
• Networking Services: 
Mikroprozessor-gesteuerte Geräte bieten in dieser zweiten Phase Dienste für andere
Geräte im Netz an.
• Intelligente Netze: 
Geräte kommunizieren autark untereinander und treffen lokale Entscheidungen auf
Basis von Informationen, die sie mit anderen Geräten in den Netzwerken teilen.
Diese Phase ist für eingebettete Systeme erst langsam im Entstehen, wobei zu die-
sem Zweck mobile Agenten an Bedeutung gewinnen werden. 
Für die Netzwerkintegration von eingebetteten Systemen sind prinzipiell zwei Möglich-
keiten denkbar: Zum einen die indirekte Anbindung über einen Internet-Gateway [Em-
Ware], in einigen Herstellerunterlagen auch als „Com-Server“ bezeichnet. Dabei wird
das eigentliche eingebettete Zielsystem  über Standardschnittstellen (z. B. RS-232, USB,
Firewire) oder proprietäre Verbindungen an einen Internet-Gateway angebunden, wie in
Abbildung 5.3 dargestellt. Diese Gateway-Baugruppe verfügt über einen leistungsfähi-
geren Rechner als das eingebettete System selbst. Er ist in der Lage, den TCP/IP-Stack
und die darauf aufbauenden Internetdienste , wie z. B. HTTP-Server, SMTP oder FTP,
mit ausreichender Geschwindigkeit zu bearbeiten. Die Anbindung des TCP/IP-Stack an
das Betriebssystem im Gateway kann über die Socket-Funktionen erfolgen (Comer,
2000). Diese Funktionen für die Programmierung von Sockets sind für die meisten Stan-
104 5. Eingebettete Systeme als Ziel für mobile Agentendard-Betriebssysteme und inzwischen auch für viele Betriebssysteme im Embedded-Be-
reich (z. B. WinCE) implementiert. Der Gateway kann örtlich abgesetzt vom eigent-
lichen Zielsystem installiert sein, soweit dies die verwendete Standardschnittstelle zu-
lässt. Auch lassen sich an einen Gateway meist mehrere Zielsysteme anschließen, z. B.
bei der Automatisierung im Heim- oder Gebäude-Bereich. Für Zielsysteme mit knappen
Ressourcen ist diese Art der Netzwerk-Anbindung oftmals die einzige Möglichkeit. Die
Bearbeitung eines TCP/IP-Stacks erfordert für eine annehmbare Leistungsfähigkeit
mindestens einen 16-Bit-Prozessor mit der entsprechend notwendigen Ausstattung an
RAM und ROM. Zudem scheitert die physikalische Netzwerk-Anbindung durch einen
zusätzlichen Controller-Schaltkreis oftmals aus Platzgründen auf der Flachbaugruppe.
In diese Kategorie der Zielsysteme fallen nahezu alle 8-Bit-Prozessor-Systeme.
Die grundsätzlich zweite Möglichkeit der Netzwerkanbindung, dargestellt in Abbildung
5.4,  lässt sich als „integrierte Netzwerkanbindung“ beschreiben. 
Abb. 5.4: Integrierte Netzwerkanbindung
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5. Eingebettete Systeme als Ziel für mobile Agenten 105 Hier lassen sich wiederum zwei Prinzipien unterscheiden: Bei der ersten Variante „Dual
Controller Environment“ befindet sich auf der Flachbaugruppe des Zielsystems neben
der eigentlichen Hardware ein zusätzlicher Controller für die physikalische Netzwerkan-
bindung über Ethernet oder PPP (Point to Point Protocol). Die Kommunikation mit dem
Controller der Applikation kann beispielsweise über gemeinsam genutzte RAM-Berei-
che erfolgen. Der Vorteil liegt hier in der Entlastung des Controllers der Applikation, der
die Anforderungen der Applikation mit höchster Priorität erfüllen muss.   
Bei der zweiten Variante „Single Controller Environment“ [Netsilicon] sind die Kom-
ponenten der Netzwerk-Anbindung weitestgehend in den Controller der Applikation mit
integriert (on-Chip). Damit ergeben sich nochmals Vorteile hinsichtlich der möglichen
Miniaturisierung des eingebetteten Systems. Die Bearbeitung des TCP/IP-Stack, der
Funktionen der Socket-Schnittstelle und der überlagerten Internet-Dienste werden vom
Controller der Applikation mit übernommen, der in diesem Fall entsprechend leistungs-
fähig sein muss. Grundsätzlich gilt für die Automatisierungstechnik, dass die Echtzeit-
gerechte Bearbeitung der Prozess-Peripherie absoluten Vorrang hat und nicht durch die
Bearbeitung von Netzwerk-Komponenten beeinträchtigt werden darf. Dies lässt sich in
der Regel nur in Verbindung mit einem Echtzeit-Betriebssystem (Real Time Operating
System) erreichen. Für diese Variante muss mindestens ein 32-Bit-Prozessor zum Ein-
satz kommen. 
5.3  Bearbeitung eines mobilen Agenten in eingebetteten Systemen
5.3.1  Definition einer Agenten-Plattform
Für den Begriff der „Agenten-Plattform“ (AP) haben sich in Literatur und Fachpresse
zwei unterschiedliche Betrachtungen etabliert. Zum einen die globale Sicht und Spezi-
fikation einer Gesamt-Infrastruktur für ein Agenten-System, die globale Agenten-Platt-
form. Diese Betrachtungsweise sieht das gesamte Umfeld eines Agenten-Systems, ist
sehr allgemein gehalten und lässt Raum für die Interpretation und Anpassung an eine be-
stimmte Systemumgebung. Die Ausrichtung auf Multi-Agenten-Systeme ist deutlich er-
kennbar. 
Zum anderen gibt es die eingeschränkte Sicht auf die Agenten-fähigen Zielsysteme
selbst, die sich in Form der Zielsystem-internen Agenten-Plattform beschreiben lässt.
Dabei befasst man sich mit der Entwicklung von Agenten und deren Laufzeitumgebun-
gen innerhalb ihrer Wirtssysteme. Diese Sicht bildet die Basis für die Programmierung
von Agenten, stellt Konzepte und Spezifikationen zur Verfügung und beschreibt die
Ausführung auf diversen Zielsysteme. Ebenfalls spezifiziert werden die Kommunikati-
onsmöglichkeiten mit anderen Agenten, mit weiteren Zielsystemen und Nutzern. Es
werden hier alle zusätzlichen Systemkomponenten betrachtet, die innerhalb eines be-
stimmten Zielsystems notwendig sind, um den gesamten Lebenszyklus eines stationären
oder mobilen Agenten realisieren zu können. Diese Betrachtungsweise steht für die Rea-
lisierung von Agenten-fähigen eingebetteten Systemen im Vordergrund, zumal für den
Einsatz eines mobilen Fernzugriff-Agenten als Ein-Agenten-System. 
106 5. Eingebettete Systeme als Ziel für mobile AgentenFür die Interoperation im Agenten-System zwischen Agenten, deren Zielsystemen und
dem Agenten-Portal (Basisplattform, Agent-Proxi als Stellvertreter des Nutzers) kann
eine standardisierte Software-technische Infrastruktur für alle beteiligten Systeme sehr
hilfreich oder sogar notwendig sein. Die Kernanforderungen an eine Agenten-Plattform
für mobile Agenten lassen sich wie folgt zusammenfassen: 
• Standardisierung, d. h. Nutzung bekannter etablierter Werkzeuge und Software
• Portabilität, d. h. die Nutzung in heterogenem Umfeld ermöglichen
• Unterstützung der Migration (Kerneigenschaft mobiler Agenten)
• Agenten-Management, d. h. Steuerung des gesamten Lebenszyklus der Agenten
Über lokale Aspekte hinaus müssen Agenten-Plattformen zur Unterstützung komplexer
Anwendungsszenarien auch globale Dienste erfüllen: Zum einen müssen Agenten feh-
lerfrei von einer Plattform zu einer anderen migrieren können, was entsprechend verein-
heitlichte Kommunikationsprotokolle voraussetzt. Diese Anforderung wird heute durch
die Web-Technologien bereits weitgehend erfüllt. Zum anderen sollte die globale Kon-
trolle und die Realisierung globaler Dienste unterstützt werden. So müssen gegebenen-
falls verschollene Agenten aufgespürt, Botschaften an abgewanderte Agenten nachge-
sendet und globale Maßnahmen zur Gewährleistung von Fehlertoleranz und Sicherheit
vorgesehen werden. Dies kann eine Kooperation der einzelnen Agenten-Plattformen un-
tereinander erforderlich machen, die in einer offenen und verteilten Welt nicht einfach
zu realisieren ist. Im Zusammenhang mit der Sicherheitsproblematik von Agenten-Sys-
temen gibt es einige zusätzliche Anforderungen, die eine Agenten-Plattform heute erfül-
len muss: 
• Beenden der Bearbeitung von fehlerhaften Agenten  
• Schutz vor nicht erlaubten Zugriffen des Agenten auf bestimmte Ressourcen  
• Abwehr feindseliger Angriffe durch Agenten
• Schutz des Agenten-Codes (Arbeitsauftrag) vor Ausspähung und Manipulation 
Die Einbeziehung der Zielsystem-internen Sicht in eine globale Agenten-Plattform kann
in weiteren Schritten erfolgen und war nicht Thema dieser Arbeit. Dennoch soll auf die
beiden wesentlichen Spezifikationen einer globalen Agenten-Plattform nach FIPA und
OMG-MASIF im folgenden Abschnitt kurz eingegangen werden.   
5.3.2  Globale Agenten-Plattform
Spezifikation nach FIPA
Für die Definition einer globalen Agenten-Plattform hat die Spezifikation der Foundati-
on of Physical Intelligent Agents (FIPA) große Bedeutung erlangt [FIPA]. FIPA ist eine
Nutzerorganisation, die 1996 von namhaften Firmen gegründet wurde und es sich zum
Ziel gesetzt hat, eine derartige globale Infrastruktur zu definieren. Spezifiziert werden
alle essenziellen und einige optionalen Bestandteile eines Agenten-Systems mit mobilen
Agenten innerhalb eines Multi-Agenten-Systems. Mittlerweile wurden mehrere Stan-
dards zu den folgenden Themen verabschiedet:
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• Agenten- / Software-Interaktion
• Agenten-Kommunikation 
Die Struktur des FIPA-Vorschlags zur Infrastruktur einer Agenten-Plattform, auf der
alle Agenten innerhalb eines Systems ablauffähig sind, ist in der folgenden Abbildung
5.5 dargestellt. 
FIPA definiert die einzelnen Komponenten wie folgt: Die Agenten-Plattform (AP) bildet
die Infrastruktur, die notwendig ist, um mobile oder stationäre Agenten betreiben zu
können. Dazu zählen auch die beteiligten Rechner mit ihren jeweiligen Betriebssyste-
men, die Software für die Generierung und den Betrieb von Agenten (Agenten Applica-
tion Programming Interface) und die Agenten selbst. Eine Agenten-Plattform nach
FIPA kann sich auch über mehrere Rechner-Systeme als verteiltes System erstrecken. Es
lässt sich in die folgenden Komponenten unterteilen: 
• Agenten-Management-System (AMS)
Ein AMS ist nur einmal pro Agenten-Plattform vorhanden und ist zuständig für die
Verwaltung der Agenten-Namen, die Zustellung von Nachrichten und die Bereitstel-
lung von Sicherheitsdiensten.  
• Facilitator (<engl.> to facilitate: erleichtern) 
Ein Facilitator, als Agent definiert, fungiert auch als Auskunftsdienst für weitere
Agenten des Systems,  z. B. über die Fähigkeiten der weiteren Agenten. Der Facilita-
tor hat hinterlegt, welche Dienste von welchen Agenten der Agenten-Plattform bereit-
gestellt werden können. 
• Agent Communication Channel (ACC)
ACC ist der Standardweg zur Kommunikation zwischen mehreren Agenten-Plattfor-
men. Jeder Agent einer Plattform hat Zugriff auf den ACC. Der AP-interne Nach-
richtentransport wird dabei von FIPA nicht näher spezifiziert. 
Spezifikation nach OMG-MASIF 
Diese sehr global ausgerichtete Spezifikation einer Agenten-Plattform der OMG (Object
Management Group) ist parallel zu FIPA zu nennen. Die OMG zeichnet heute mit ca.
Abb. 5.5: Infrastruktur einer Agenten-Plattform nach FIPA
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108 5. Eingebettete Systeme als Ziel für mobile Agenten800 beteiligten Unternehmen und Instituten verantwortlich für zahlreiche Standards, wie
z. B. CORBA und UML. Die „Mobile Agent System Interoperability Facilities Spezifi-
kation“ [MASIF] hat eine höhere Bedeutung und Durchsetzungsfähigkeit als die Vor-
schläge der FIPA erlangt. Jedoch bezieht sich MASIF hauptsächlich auf das Agenten-
Management und vernachlässigt den Bereich Kommunikation vollständig, sodass letzt-
lich beide Standards ergänzt werden müssten. Wesentliche Bestandteile von MASIF
sind:
•  Terminologie einer Agenten-Infrastruktur
•  Namensgebung
•  Lokalisierung von Agenten und Agenten-Systemen
•  Agenten-Transfer
•  Agenten-Management
Die MASIF-Infrastruktur ist in Abbildung 5.6 dargestellt: 
Dieses Strukturbild zeigt schon, dass mit der Spezifikation nach OMG-MASIF Agenten-
Systeme nahezu beliebiger Komplexität beschreibbar werden, wie sie heute in der Praxis
noch nicht realisiert wurden. Die Spezifikation ist überwiegend sehr theoretisch abge-
fasst und lässt daher auch Raum für Interpretationen bei der Realisierung von Systemen
in der Praxis. Auch ein Gesamtsystem mobiler Fernzugriff-Agenten ließe sich nach
OMG-MASIF beschreiben. 
Abb. 5.6: Agenten-Plattform nach OMG-MASIF
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5. Eingebettete Systeme als Ziel für mobile Agenten 109 In der folgenden Tabelle 5.1 sind einige wesentliche Definitionen und Begriffe erläutert,
wie sie in die MASIF-Struktur Eingang gefunden haben:        
Im Folgenden sollen drei Agenten-Plattformen zusammenfassend vorgestellt werden,
die im Unterschied zu vielen Prototypen von Forschungseinrichtungen aktuell für den
gewerblich kommerziellen Einsatz zur Verfügung stehen.
• Aglets [Aglets]
Aglets ist ein Java-basiertes Framework (Programm-Rahmen) für mobile Java-Agen-
ten, entwickelt 1997/98 von IBM Japan unter der Leitung von Danny B. Lange. Der
Name „Aglet“ setzt sich aus den Begriffen „Agent“ und „Applet“ zusammen. Der Ur-
sprung ist darin zu sehen, dass ein Aglet aus mobilem Java-Code besteht, der wie ein
Java-Applet auf entsprechend ausgestattete Rechner über ein Netzwerk geladen wer-
den kann und zusätzlich die Funktionalität eines Agenten besitzt. Die mobilen Agen-
ten bezeichnet man mit „Aglets“. Dieses Agenten-System besteht aus drei Teilen: 
-  API für die Entwicklung von mobilen Agenten
-  API für die Entwicklung von Agenten-Plattformen (Server-API) 
-  Agenten-Plattform „Tahiti“ 
Die Aglets sind dabei Java-Objekte, die sich in einem Netzwerk von Host (Zielsys-
tem) zu Host bewegen können. Aglets kommunizieren mittels Message Passing und
eignen sich für die Implementierung von verteilten Multi-Agenten-Systemen. Die ur-
sprünglich von IBM zur Verfügung gestellte Version 1.1 basiert auf der Java-Version
1.1.x und ist daher nicht vollständig kompatibel mit der Java-Version 1.2 oder höher.
Mittlerweile wird jedoch wieder eine weiterentwickelte und dokumentierte Version
für Java 2 angeboten. Das System „Aglets“ ist als Freeware erhältlich.
Autoritäten 
(authorities) 
„Besitzer“, der für Agent und Agenten-System existieren muss.
Plätze eines
Agenten-System
(places)
Bezeichnet den Kontext, in dem sich einzelne Agenten befinden.
Mehrere Agenten können sich innerhalb eines Platzes aufhalten,
von denen wiederum mehrere innerhalb eines Agenten-Systems
existieren können. Agenten erhalten über Plätze bestimmte
Rechte und Ressourcen zugewiesen. Es können auch mehrere
Systeme innerhalb eines Host bestehen.
Regionen Mehrere Agenten-Systeme der gleichen Autorität
Agenten-Profil Definiert die Kompatibilität zweier Agenten-Systeme. Maßgebli-
che Parameter hierfür sind:  
Agenten-Typ, Serialisierungsmethode, Migrationsstrategien
Kommunikations-
infrastruktur
Bezeichnet den Kommunikationskanal (Schnittstelle, Protokolle)
für die Kommunikation von Agenten-Systemen untereinander.
Location Dient der konkreten Adressierung eines Agenten mit den Be-
standteilen:  Agenten-System, Platz und Agenten-Identifikator.
Tabelle 5.1: Nomenklatur einer Agenten-Plattform nach MASIF
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Das System „Grasshopper“ wurde ursprünglich 1997 entwickelt vom GMD-Institut
für offene Kommunikationssysteme (FOKUS), jetzt fusioniert mit der Fraunhofer-
Gesellschaft. 
Die Weiterentwicklung zur neuen Plattform „Grasshopper 2“ wurde 1998 begonnen
[IKV]. Es wird dabei Java 2 als Agenten-Programmiersprache eingesetzt. Grasshop-
per 2 geht mit dem MASIF-Standard für Agenten-Plattformen konform [MASIF].
Das Grasshopper-Modul ist Teil einer umfangreichen kommerziellen Software-Suite
und  eine performante und erweiterbare Plattform für die Entwicklung mobiler Java-
Agenten. Prinzipiell kann das System Grasshopper auch als eine universelle Middle-
ware-Plattform für die Entwicklung von verteilten Software-Objekten hin zu mobilen
Agenten eingesetzt werden. Die erstellten Agenten können sich zwischen verschiede-
nen stationären oder mobilen Systemen bewegen. Komplexe verteilte Workflow- und
M-Commerce-Anwendungen wurden bereits mit Grasshopper realisiert, ebenso er-
folgreiche Testprojekte im Bereich der Telekommunikation. Auch an einigen For-
schungsinstituten wird Grasshopper eingesetzt.
Das System Grasshopper wurde 2001 in  das Enago Mobile Project integriert. Enago
Mobile/Grasshopper ist integriert in eine umfangreiche kommerzielle Software-Um-
gebung EnagoTM Platform Suite. Enago Mobile bietet alle notwendigen Funktionen
zur Entwicklung und zum Betrieb von Agenten-basierten Anwendungen auf Basis
von Grasshopper. Es ist damit auch möglich, sehr große Agenten-Systeme bestehend
aus mehreren Grasshopper Multi-Agenten-Systemen (agencies) unter einer Domain
(region) zu verbinden. Die Basis-Plattform für Grasshopper steht für Windows,
UNIX und WinCE (Pocket-PC) zur Verfügung.
• Tryllian Mobile Agents [Tryllian]
Die Entwicklungsplattform Agent Development Kit (ADK) von Tryllian erlaubt die
Erstellung, das Versenden und das Management von mobilen Java-Agenten in weit-
räumig verteilten Systemen. Dieses Werkzeug sollte neue Wege aufzeigen, um die
dynamischen und komplexen Anforderungen von Unternehmen zuverlässige und
skalierbare Industrie-Applikationen auf der Basis mobiler Agenten zu erstellen. 
ADK unterstützt das Fernmanagement von Agenten-Plattformen, die schnelle Anpas-
sung an kundenspezifische Anforderungen und die notwendige Flexibilität für sich
ändernde Anforderungen von automatisierten Geschäftsprozessen und technischen
Prozessen. ADK besteht aus den Komponenten: 
-   Application Framework (Agenten-Anwendung) 
-   Agent Foundation Classes (AFC), das API und die notwendigen Bibliotheken für     
die Programmierung 
-   Habitat, die Laufzeitumgebung der Agenten in sicherer Koexistenz, zuständig für 
die Kommunikation der Agenten und deren Migration zu weiteren Habitaten. 
Tryllian-ADK unterstützt die Standards FIPA, JMS, JNDI, JXTA, SOAP, SNMP,
TLS/SSL, UDDI und WSDL. Erläuterungen zu diesen Standards finden sich im Glos-
sar. Das Agenten-System von Tryllian basiert vollständig auf Java 2 Standard Edition
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sion ADK 3.0 verfügbar. 
5.3.3  Zielsystem-interne Agenten-Plattform
Nach der eher abstrakten Betrachtung von Agenten-Plattformen hinsichtlich der globa-
len Definition sollen nunmehr die notwendigen Komponenten innerhalb eines Zielsys-
tems näher betrachtet werden, die für die Bearbeitung von mobilen Agenten erforderlich
sind. Im Vordergrund sollen dabei eingebettete Systeme stehen, denn für sie gibt es bis
heute keine erkennbaren einheitlichen Strukturen, zumal die Bearbeitung mobiler Agen-
ten auf diesen Systemen noch am Anfang steht.
Zur Agenten-Plattform sollen alle Hardware- und Software-Komponenten eines Zielsy-
stems gehören, die nur für die Agenten-Bearbeitung zusätzlich notwendig sind und kei-
nerlei andere notwendige Funktion für die Zielsystem und dessen Applikation erfüllen.
Zu ihrer Ausführung benötigen mobile Agenten auf einem Wirtssystem (Zielsystem,
Host), auf dem sie zeitweilig „zu Gast“ sind, eine in eine Agenten-Plattform eingebettete
Ablaufumgebung (Ausführungsumgebung, Agent Execution Unit), wie es in Abbildung
5.7 dargestellt ist. 
Die Ausführungsumgebung stellt Dienste und Betriebsmittel bereit, die zur Bearbeitung
des mobilen Agenten notwendig sind, wie: 
Abb. 5.7: Zielsystem-interne Agenten-Plattform
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112 5. Eingebettete Systeme als Ziel für mobile Agenten• Rechenzeit
• Speicherplatz
• Kommunikationsmöglichkeiten
• Auskunftsdienste
Gerade mobile Agenten können durch „unsoziales Verhalten“, wie es in der Sprache der
Agenten-Technologie oftmals verharmlosend beschrieben wird, beträchtlichen Schaden
für die Wirtssysteme und deren Infrastruktur verursachen. Beispielsweise durch:   
• Monopolisieren von Ressourcen, z. B. Rechenzeit für die Agenten-Bearbeitung.
• Unzulässiges Beeinträchtigen oder Zerstören von Teilen der Infrastruktur,  z. B. 
Überschreiben von essenziellen Speicherbereichen der Applikation 
• Verfälschung oder Zerstörung von Agenten (Multi-Agenten-System)
Auf die mindestens notwendigen Komponenten einer Plattform für mobile Agenten in-
nerhalb eines eingebetteten Systems soll nun näher eingegangen werden.
• Netzwerk 
Das Netzwerk (LAN, WAN) dient als Transportweg für einen mobilen Agenten, um
ein Zielsystem überhaupt erreichen zu können. Die Möglichkeiten der Anbindung an
ein Standard-Netzwerk wurden bereits im Abschnitt 5.2 erläutert. Gerade für einge-
bettete Systeme mit eingeschränkten Ressourcen steht für den Agenten-Betrieb und
die Applikation nur ein gemeinsam genutztes Netzwerk zur Verfügung. 
• Agent-Interface (Check-in und Check-out für mobile Agenten)
Agent-Interface kontrolliert als I/O-Schnittstelle den Zugang mobiler Agenten, die
für das jeweilige Zielsystem bestimmt sind und leitet sie an die Einheit für die Sicher-
heitsüberprüfung (Security Check) weiter. Diese Einheit übernimmt die Weiterlei-
tung eines Agenten an ein weiteres Zielsystem, falls das notwendig wird oder
vorgesehen ist. Die I/O-Schnittstelle kontrolliert die Anzahl der bearbeitbaren Agen-
ten auf einem Zielsystem. Im Falle eines Ein-Agenten-Systems kann und darf dies
immer nur ein Agent sein, wie im Rahmen dieser Arbeit zugrunde gelegt. Bei Multi-
Agenten-Systemen (MAS) können per Definition mehrere Agenten zu verwalten
sein, wobei eine obere Grenze festgelegt sein muss, um das System insgesamt lei-
stungsfähig zu erhalten. 
• Security Check Unit
Abhängig vom Sicherheitsmechanismus der Plattform wird hier der ankommende
und optional auch der ausgehende Agent auf seine Integrität hin überprüft (code
check), d. h. der Agent muss so ankommen, wie er von der Basisplattform versendet
wurde. Mutwillige oder zufällige Veränderung während des Transports müssen ver-
hindert oder zumindest erkannt werden. Zum Einsatz kann dafür beispielsweise ein
Public-Key Verfahren zur Verschlüsselung oder die Überprüfung einer speziellen Si-
cherheitscodes des Agenten kommen. Darüber hinaus sollte ein Agent eindeutige
Merkmale für seine Authentifikation enthalten. Dadurch kann die Plattform Agenten
eines bestimmten Rechners den Zugang verwehren oder sie auch zuvorkommend be-
handeln. Im Falle einer drohenden Sicherheitsverletzung müssen entsprechende Maß-
nahmen eingeleitet werden, z. B. die Verständigung eines System Operators oder eine
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• Agent Execution Unit 
Hier sind viele Varianten für eine Implementierung möglich. Die genannten Spezifi-
kationen nach FIPA bzw. MASIF können dafür herangezogen werden. Der Grund ist
in der hohen Diversität der Hardware- und Software-Umgebungen der Zielsysteme zu
sehen. Jedem Agenten sollte nach Möglichkeit ein eigener vollständig isolierter Aus-
führungsbereich zur Verfügung gestellt werden, wodurch auch die notwendigen Si-
cherheitsstrategien einfacher zu realisieren sind. Das hier betrachtete Ein-Agenten-
System kann einfacher aufgebaut sein, da auch nur ein Ausführungsbereich notwen-
dig ist. Die Management Unit (MU) muss in der Lage sein, immer die aktuellen Aus-
führungszustände des Agenten zu erfassen. Hat ein Agent beispielsweise seinen
Auftrag auf einem Zielrechner beendet, so ist die MU dafür zuständig, den zugehöri-
gen Ausführungsbereich wieder zu entfernen. Soll ein Agent zu einem weiteren Ziel-
system „weiterreisen“, so ist es Aufgabe der MU, diese starke oder schwache
Migration zu unterstützen bzw. einzuleiten. Der Nachrichtenaustausch des Agenten
zu seiner Basisplattform, zu anderen Agenten oder weiteren Zielsystemen gehört
auch zu den Funktionen, die von MU zumindest unterstützend ausgeführt wird. Die
MU kann auch dafür dienen, Agenten über die lokal vorhandenen Betriebsmittel und
deren Eigenschaften zu informieren oder den Ressourcen-Bedarf mit den Fähigkeiten
der Ausführungsumgebung abzustimmen. Es muss auch festgelegt sein, wie bei-
spielsweise im Fall eines nicht vorhandenen Betriebsmittels, Fehlverhalten eines
Agenten oder eines nicht erreichbaren Migrationsziels verfahren werden soll.
Nach der Erläuterung der prinzipiellen Funktionalität der Ausführungsumgebung sol-
len nun Möglichkeiten für die Realisierung diskutiert werden. Es lassen sich mit
Blick auf eingebettete Systeme zwei Systemstrukturen angeben, die sich hinsichtlich
des Hardware-Aufbaus und der daraus resultierenden Software-Entwicklung deutlich
unterscheiden:
-    System-isolierte Ausführungsumgebung
-    System-integrierte Ausführungsumgebung
Bei der System-isolierten Variante der Ausführungsumgebung einer Agenten-Platt-
form wird hierfür ein eigenständiges Bearbeitungssystem (AEU) innerhalb des Ziel-
systems implementiert, wie es in Abbildung 5.8 dargestellt ist. Bei dieser Reali-
sierungsmöglichkeit wird der Agent durch einen eigens dafür vorgesehenen Prozes-
sor mit eigenen Ressourcen an Programm- und Arbeitsspeicher parallel zu den Auf-
gaben des eigentlichen Zielsystems bearbeitet. Der Datenaustausch mit dem Con-
troller bzw. Prozessor der Applikation kann beispielsweise über gemeinsame Spei-
cherbereiche (dual port ram) erfolgen. Die Netzwerkanbindung muss dabei nur ein-
mal vorhanden sein und kann von beiden Prozessor-Systemen genutzt werden. 
Bei der System-integrierten Variante (Abbildung 5.9) wird die Bearbeitung des mo-
bilen Agenten vom Prozessor-System des Zielsystems zusätzlich zur Applikation mit
übernommen. Die Ausführungsumgebung muss Teile im Programm- und Arbeits-
speicher belegen und ist damit zwangsläufig eng  mit der Applikation des Zielsystems
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5. Eingebettete Systeme als Ziel für mobile Agenten 115 verknüpft. Voraussetzung dafür ist, dass die geforderten Eigenschaften der Zielappli-
kation, vor allem eventuelle Echtzeit-Bedingungen, nicht durch die Bearbeitung des
Agenten beeinträchtigt werden dürfen. Es entsteht damit ein kompakteres System,
wobei aber gerade die bereits erwähnten Sicherheitsprobleme durch mobile Agenten-
gegenüber der System-isolierten Variante schwieriger zu lösen sind. Auch das Ge-
fährdungspotenzial für die Zielapplikation ist durch diese Struktur als höher ein-
zustufen.  
5.4  Die Programmiersprache Java für eingebettete Systeme
Im Kapitel 4 wurde die Programmiersprache Java als Agenten-Sprache vorgestellt. Als
Ziel wurde dabei formuliert, eine interpretierte Programmiersprache für den Software-
Agenten einzusetzen. Im Laufe der Entwicklungszeit der Programmiersprache Java ha-
ben sich sehr unterschiedliche Wege der Implementierung in Hardware und Software
herauskristallisiert, um von einer Java-Quelle (source code) zur Ausführung des Pro-
gramms innerhalb eines Zielrechners zu gelangen. Diese Entwicklungen sind zum Teil
auch noch nicht abgeschlossen und Gegenstand aktueller Arbeiten. Sowohl bei Java-
Prozessoren als auch bei der Software-technischen Interpretation ist in den kommenden
Jahren mit einer deutlichen Leistungssteigerung zu rechnen. In Abbildung 5.10 sind die
prinzipiellen Möglichkeiten für die Ausführung von Java zusammengefasst, die im An-
schluss weiter erläutert werden.  
Abb. 5.10: Prinzipielle Möglichkeiten der Java-Ausführung
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In der Regel beginnt man für die Ausführung eines Java-Programms mit einer Überset-
zung des Java-Quellcodes durch einen Java-Compiler. Wie bei nahezu jeder anderen
textbasierten Programmiersprache muss auch bei einem Java-Programm mithilfe eines
individuell geeigneten Texteditors eine Datei mit dem Quellcode (Datei-Endung: .java)
erstellt werden. Im Folgeschritt ist der Java-Quellcode mithilfe eines Java-Compilers in
einen ausführbaren Code zu kompilieren (übersetzen). Grundsätzlich unterscheidet man
bei Java zwischen Bytecode- und Nativecode-Compilern:
• Java-Bytecode-Compiler
Bytecode-Compiler übersetzen Java-Quellen, wie sie in der „Java Language Specifi-
cation“ definiert sind, in einen nicht direkt ausführbaren Zwischencode, den soge-
nannten Java-Bytecode (Dateiendung: .class). Dieser Byte-codierte Befehlssatz ist
spezifiziert in der „Java Virtual Machine Specification“ (Lindholm & Yellin, 1999).
„javac“ ist der wohl bekannteste Bytecode-Compiler, entwickelt von Sun Microsys-
tems. Dieser ist ein Bestandteil des Java Development Kit (JDK),  z. B. aus der Java
2 Standard Edition. Es sind auch Open Source Alternativen verfügbar [Jikes]. Der
daraus generierte Java-Bytecode ist ein Prozessor-unabhängiges Zwischenformat,
welches von jeder spezifikationsgemäßen Realisierung einer Java Virtual Machine
(JVM) abgearbeitet werden kann, wie in Abbildung 5.10 dargestellt. Auf dieser Platt-
formunabhängigkeit beruht auch der Erfolg der Programmiersprache Java und deren
große Verbreitung. Eine JVM ist in der Regel Bestandteil der Java Runtime Environ-
ment (JRE). Die grundsätzlichen Realisierungsmöglichkeiten einer JVM sind auch in
Abbildung 5.10 angegeben und werden im Anschluss noch diskutiert.
• Java-Nativecode-Compiler 
Prinzipiell unterscheidet man zwischen Ahead-Of-Time-Compiler (AOT) und Just-
In-Time-Compiler (JIT), wobei JIT bei Java auf Basis des Java-Bytecode arbeiten
(siehe Abbildung 5.10). Java-Nativecode-Compiler gehören zur Variante AOT, d. h.
Java-Quellcode wird schon vor dem Laden auf ein Zielsystem direkt in spezifischen
Maschinen-Code eines Zielprozessors (Nativecode) übersetzt. Bei dieser Variante ist
keine JVM auf dem Zielsystem notwendig. Vorteil dieses Ansatzes ist eine durch den
Verzicht auf die JVM verbesserte Nutzung der Ressourcen. Dies tritt insbesondere
dann ein, wenn der verwendete Prozessor sich in seiner Architektur stark von der
JVM unterscheidet. d. h. wesentlich von der Stack-orientierten Architektur einer JVM
abweicht. Problematisch bei der statischen Übersetzung in Code für einen bestimmten
Prozessor erweist sich, dass alle für die Erfüllung des Java-Standards erforderlichen
Bibliotheken bereitzustellen und einzubinden sind. Ein großer Nachteil dieses Prin-
zips ist, dass  die Plattformunabhängigkeit von Java verloren geht. Die Plattformun-
abhängigkeit ist ein Hauptargument für den Einsatz von Java, gerade für die Agenten-
Technologie. Für Java-Nativecode-Compiler trifft somit ein Kernsatz von Java "write
once, run any-where" nicht mehr zu.
• Hardware-Synthese aus Java-Quelle
Der dritte aufgezeigte Weg erfordert eine Synthese der Java-Beschreibung zur Gene-
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Hier bietet sich zukünftig auch der Einsatz von Field Programmable Gate Arrays (FP-
GA) als per Software konfigurierbare Hardware an. Ob Java für die Beschreibung
spezieller Hardware geeignet ist oder syntaktische und semantische Erweiterungen
bzw. Einschränkungen erforderlich sind, um einen sinnvollen Einsatz von Java für
diese Aufgaben zu ermöglichen, ist noch Gegenstand verschiedener Forschungsarbei-
ten. Als Basisinformation sei folgende Quelle genannt: Kuhn und Rosenstiel (1998).
5.4.2  Die Java Virtual Machine und ihre Realisierung
Die Java Virtual Machine (JVM) könnte man als einen virtuellen Computer betrachten,
der nur den speziell hierfür übersetzten Java-Bytecode ausführen kann. Die exakte Spe-
zifikation der JVM ist unter folgenden Literaturstellen zu finden: (Venners, 1999) und
(Lindholm & Yellin, 1999). Für die Realisierung einer JVM gibt es inzwischen sehr un-
terschiedliche Möglichkeiten. Das Prinzip der virtuellen Maschine und eine spezifikati-
onsgemäße Realisierung stellt sicher, dass der erzeugte Bytecode auf allen JVM-Reali-
sierungen ausgeführt werden kann. Somit ergeben sich folgende Vorteile: 
• Nachladen von ausführbarem Code von diversen Quellen  
• Transfer von ausführbarem Code an unterschiedliche vernetzte JVM-Realisierungen 
• Wiederverwendung ausführbaren Codes nach Hardware-Tausch ohne erneute Über-
setzung (Interoperabilität von Java) 
Wie aus Abbildung 5.10 zu entnehmen ist, existieren prinzipiell drei unterschiedliche
Arten, Java-Bytecode durch eine JVM auszuführen: Interpreter, JIT (Just in Time Com-
piler) und Java-Prozessoren. Diese lassen sich wiederum eingruppieren in Software-
technische und Hardware-technische Realisierungen.
Software-technische Realisierung
• Interpreter für Java-Bytecode
Die naheliegende und vielfach eingesetzte Technik bei der Abarbeitung von Java-
Bytecode ist das schrittweise Software-technische Interpretieren der Bytecode-Folge.
Im Prinzip wird dabei wiederholt eine Schleife durchlaufen, wie in Abbildung 5.11
dargestellt:
REPEAT  
{ 
     Bytecode-Befehl einlesen;  
     IF (Operanden) lese Operanden;  
Führe eine dem Bytecode-Befehl zugeordnete Aktion aus;  
}  
UNTIL (keine weiteren Bytecode-Befehle vorhanden) 
Abb. 5.11: Interpreter-Schleife einer JVM
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bereitgestellte Funktionalität zu nutzen. Beispielsweise müssen Ein-/Ausgabe-Opera-
tionen, Zeitermittlung, Thread-Verwaltung und Kommunikation mithilfe von Be-
triebssystem-Aufrufen realisiert werden. Dieses Betriebssystem wiederum ist auf
eine vorgegebene Hardware aufgesetzt, die im Kern aus einem Mikroprozessor-Sys-
tem besteht. Eventuell können durch die Implementierung einer JVM bzw. ihren
plattformspezifischen Teil zusätzliche Anforderungen an die Hardware und das Be-
triebssystem gestellt werden, beispielsweise für grafische Benutzeroberflächen, Da-
tei-Systeme und weitere Ein-/Ausgabemöglichkeiten. Für eine Agenten-Applikation
essenziell notwendig ist die Unterstützung der Netzwerk-Anbindung, d. h. für Java
die Implementierung des Java-Package „java.net“.  
Für den Bereich der Desktop-Rechner steht beispielsweise durch die Java 2 Plattfor-
men Enterprise Edition (J2EE) und Standard Edition (J2SE) von SUN Microsystems
[Java] eine JVM zur Verfügung. Hier sind in der Regel auch keine Anpassungen er-
forderlich. Für den Bereich der eingebetteten Systeme ist die Situation eine grund-
sätzlich andere: Auf Grund der sehr heterogenen Ausstattung der Zielsysteme in
Bezug auf die Hardware-Architektur, die Rechenleistung und die eingesetzten Be-
triebssysteme werden heute sehr selten passende virtuelle Maschinen angeboten. Por-
tierungen von JVMs sind daher in der Regel erforderlich.
• JIT (Just in Time Compiler)
Als zweite Möglichkeit der Ausführung auf Basis von Software müssen an dieser
Stelle noch Just-in-Time Compiler (JIT) genannt werden. Man versteht darunter die
Umsetzung von Java-Bytecode zur Laufzeit in nativen Maschinen-Code des Zielpro-
zessors. JIT stellt einen Ansatz zur beschleunigten Ausführung von Java-Bytecode
dar. Hierbei wird dieser VM-Code nicht von der Zielplattform interpretiert, sondern
es wird vor der Ausführung einer Methode diese direkt in den nativen Code der Ziel-
plattform übergeführt und dann als native Methode ausgeführt. Zudem können weite-
re Optimierungstechniken, wie z. B.  Caching, Hotspot-Optimierung oder dynami-
sche Optimierungen, zum Einsatz kommen. JIT-Compiler gibt es beispielsweise für
Java, C++ sowie für kommerzielle Smalltalk-Versionen. Realisierungen auf der Basis
von JIT-Compilern nutzen das eingesetzte Betriebssystem intensiv. Es sei auf folgen-
de Quellen zu JIT hingewiesen: (Byung-Sun & Altman, 1999, LaTTE von IBM),
[CACAO JIT].
Hardware-technische Ausführung
Durch den Einsatz von sogenannten "Java-Prozessoren" wird eine hohe Verarbeitungs-
geschwindigkeit unter Beibehaltung der Vorteile des Java-Bytecodes erreicht. Java-Pro-
zessoren erreichen durch die direkte Ausführung der Bytecode-Befehle durch Hardware
gegenüber der Software-Lösung eine vergleichsweise schnelle Ausführung mit gerin-
gem Speicherbedarf, was insbesondere für eingebettete Systeme unter Echtzeit-Bedin-
gungen zukünftig eine wertvolle Alternative sein kann. Durch die Spezialisierung des
Java-Prozessors auf die Sprache Java können bereits beim Entwurf Java-spezifische Op-
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len Besonderheiten bei der Ausführung von Java, wie vor allem die Stack-basierte
Verarbeitung der Bytecode-Befehle und die Speicherbereinigung (Garbage Collection).
Es existieren eine Reihe von Ansätzen und Vorschlägen für derartige Prozessoren. An
dieser Stelle seien nur zwei Projekte genannt:
• Java Silicon Machine (JSM) (Ploog et al., 1999) 
• Komodo [Komodo Projekt]
Komodo kombiniert die direkte Ausführung von Java-Bytecode mit mehrfädiger
Hardware. Mehrfädige Prozessoren erlauben die simultane Ausführung mehrerer
Kontrollfäden (Java-Threads) direkt durch Hardware. Die Basis dieses Projektes bil-
det der Komodo-Mikrocontroller. Er besitzt einen mehrfädigen Prozessor-Kern und
kann einfache Java-Bytecodes direkt ausführen. Darüber schließt sich eine angepas-
ste Java-Umgebung an. In dieser Umgebung werden komplexe Bytecodes mittels
Traps in Software ausgeführt. Alle notwendigen Standard- und Erweiterungsklassen
(z. B. für Echtzeit-Erweiterungen, Ein-/Ausgabezugriffe) und auch die Speicherberei-
nigung (Garbage Collection) werden ebenfalls durch Hardware unterstützt imple-
mentiert.  
5.4.3  Komponenten und Funktionen der Java Virtual Machine
Das Konzept der objektorientierten Hochsprache Java ist geprägt durch die Definition
seiner virtuellen Maschine (JVM) zur Ausführung des standardisierten Bytecodes. Die
exakte Spezifikation der JVM ist unter den Quellen (Venners, 1999) und (Lindholm &
Yellin, 1999) verfügbar. Die Abbildung 5.12 zeigt die Elemente der virtuellen Maschine
für Java, deren Funktion nachfolgend beschrieben wird.
Befehlssatz
Die Spezifikation JVM ist so angelegt, dass zukünftig noch Erweiterungen und Verbes-
serungen möglich sind. Dies gilt auch für den Befehlssatz. Maximal können 256 Befehle
definiert werden, da die Länge eines Opcodes auf 8 Bit festgelegt wurde. Hier gibt es
noch einige nicht vergebene Opcodes für Ergänzungen in der Zukunft. Operanden kön-
nen jedoch unterschiedliche Länge besitzen, wobei sie, wenn sie mehrere Bytes lang
sind, in der "big-endian" Byte-Abfolge dargestellt werden. Die einzelnen Bytes werden
dabei in absteigender Folge, d. h. beginnend mit dem höchstwertigen Byte, abgelegt. Die
Befehle zeichnen sich außerdem durch eine unterschiedliche Anzahl von Operanden
aus.
Register
Vergleichbar den Registern bei realen Prozessoren besitzt die JVM zur Festlegung des
aktuellen Zustandes ebenfalls einen Satz an Registern. Die Registerbreite ist 32 Bit. Da
eine JVM überwiegend Software-technisch realisiert ist, müssen sich diese (virtuellen)
Register nicht alle notwendigerweise physikalisch im System wiederfinden. 
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• pc:         Java-Programmzähler
• optop:    Zeiger auf die oberste Stelle im Operanden-Stapel
• frame:    Zeiger auf die Ausführungsumgebung der gerade aktiven Methode
• vars:      Zeiger auf die 0-te lokale Variable der gerade aktiven Methode
Stack
Bei der JVM handelt es sich um eine Stack-basierte Maschine. Sowohl für die Parame-
terübergabe an Methoden und die Ergebnisrückgabe, als auch für die Bereitstellung von
Operanden an Bytecode-Befehle und deren Rückgabe von ermittelten Werten wird je-
weils der Stack benutzt. Deshalb gliedert sich ein sogenannter Stack Frame (Stapel-Rah-
men), der jeder Methode zur Ausführung bereitsteht, in folgende drei Abschnitte:
• Lokale Variablen
• Operanden-Stapel (arithmetische Operationen)
• Ausführungs-Umgebung
Jeder Java Stack-Frame enthält die lokalen Variablen der jeweiligen Methode. Sie kön-
nen über das Register vars und einen entsprechenden Offset n für die lokale Variable n
Abb. 5.12: Struktur der Java Virtual Machine
Java-Befehlssatz:
1Byte Opcode
 pc: Java Program Counter
 optop: Pointer auf erstes Element Operanden Stack
 frame: Pointer auf aktuellen Frame
 vars: Pointer auf 0-te lokale Variable aktueller Methode
 lokale Variablen: adressiert durch vars
 Execution Environment
 Operanden-Stack: 32Bit FIFO
Stack-Frame  1                                                    n
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den Operanden-Stapel. Die Ausführungsumgebung sorgt für den korrekten Gesamtab-
lauf, d. h. sie enthält Zeiger auf den Vorgänger-Frame, einen Zeiger auf die eigenen lo-
kalen Variablen und Zeiger auf das obere und das untere Ende des Operanden-Stapels.
Dieser ist als 32-Bit-breiter LIFO-Stapel (Last-In-First-Out) definiert und dient zum
Speichern von Operanden und Rückgabewerten vieler Java-Befehle. 
Heap
Die JVM definiert einen Bereich, in dem ein Verweis (Handle) auf alle aktuell im Sys-
tem vorhandenen Objekte und eine Repräsentation der Objekte selbst abgelegt ist. Die-
ser Bereich wird als Heap bezeichnet. Der Heap ist somit der Bereich des Speichers, der
vom Anwendungsprogramm dynamisch angefordert werden kann. Im Gegensatz zu vie-
len anderen Programmiersprachen mit dynamischer Speicherverwaltung muss sich der
Software-Entwickler bei Java nicht selbst explizit um die Reservierung und Freigabe
von Speicher kümmern. Wird im Programm mit dem Schlüsselwort „new“ eine neue
Objekt-Instanz gebildet, so wird dieses Objekt durch die Laufzeit-Objektverwaltung auf
dem Heap registriert. Sobald das Objekt nicht mehr referenziert wird, also nicht mehr
benötigt wird, kann es von der Laufzeit-Objektverwaltung, dem Garbage Collector, ent-
fernt werden und der damit verbundene Speicherplatz ist wieder freigegeben.
Garbage Collector
Die Garbage-Collection (GC) (<engl.> Müllabfuhr) ist ein Fachbegriff aus der Soft-
ware-Technik, vornehmlich genutzt bei objektorientierten Programmiersprachen. Diese
Freispeicherverwaltung ist eine Programmkomponente, die den vom Betriebssystem an-
geforderten Speicher verwaltet. In Java muss von der Freispeicherverwaltung angefor-
derter Speicher nicht wie in anderen Sprachen (z. B. C, Pascal) an die Freispeicher-
verwaltung zurückgegeben werden, vielmehr wird nicht mehr benötigter Speicher auto-
matisch erkannt und an das Betriebssystem zurückgegeben oder für erneute Speicheran-
forderungen des Programms bereitgehalten. Der Vorgang des Einsammelns nicht mehr
benötigten Speichers wird als Garbage Collection bezeichnet. Innerhalb einer JVM
übernimmt diese Funktion der  Garbage Collector. 
Konstanten-Pool
Der Konstanten-Pool (Constant Pool) enthält sämtliche in einer Java-Klasse vorkom-
menden Konstanten. Dazu stehen zwölf verschiedene Typen unterschiedlicher Länge
zur Verfügung, wie z. B. für Unicode (16-Bit-Zeichen-Kodierung), Integer, Float, Class,
Methodref und weitere. Da die einzelnen Einträge unterschiedliche Längen haben, kann
nicht in der Klassen-Datei auf einen einzelnen weiter hinten liegenden Eintrag zugegrif-
fen werden, ohne die weiter vorne liegenden überprüft zu haben. Pro Klasse können bis
zu 65 535 dieser Einträge verwendet werden. Jeder Eintrag beginnt mit einem 1 Byte
großen Feld, das den Typ des Eintrags angibt. 
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Ein Methoden-Bereich besteht aus dem von der Methode auszuführenden Bytecode. Es
handelt sich dabei um den Maschinen-Code für die virtuelle Java-Maschine. Dieser
Code wird von den verschiedenen JVM-Realisierungen in gleicher spezifizierter Weise
abgearbeitet. 
Class-File
Alle ausführbaren Teile eines Java-Programms müssen in einem speziellen standardi-
sierten Format einer Klassen-Datei (Class File) vorliegen, um durch eine JVM abgear-
beitet werden zu können. Ein Java-Compiler erzeugt aus der Hochsprachenbeschreibung
für jede Klasse eine Datei mit der Extension “.class“. Diese Datei ist in Form von Bytes
organisiert. Elemente, die eigentlich 16 Bit, 32 Bit oder 64 Bit breit sind, werden in
Bytes zerlegt und in der "big-endian" Byte-Order eingestellt. Die Klassen-Datei enthält
Informationen über den Compiler, der sie generiert hat und die Bytecode-Repräsentation
der Klasse, d. h.  ihre Attribute und Methoden.
Thread-Ablaufplanung
Der Java-Scheduler ist im Vergleich zu Echtzeit-Betriebssystemen einfach aufgebaut,
wodurch vom Anwender entsprechende Sorgfalt bei der Programmierung von Systemen
mit mehreren Java-Threads verlangt wird. Grundsätzlich wird der Thread ausgeführt,
der die höchste Priorität besitzt und laufbereit ist, freiwillig wartet oder auf eine bedingte
Variable wartet. Er läuft so lange, bis eine Blockierbedingung auftritt oder er durch
„yield()“ die abarbeitende Instanz aufgibt. Tritt keines dieser Ereignisse ein, so läuft die-
ser Thread endlos und andere Threads kommen folglich nicht in die Bearbeitung. Es ist
somit Aufgabe des Entwicklers bei der Erstellung eines Java-Programms mit mehreren
Threads sicherzustellen, dass der gewünschte Ablauf erfolgt.
5.4.4  Ausführung von Java auf eingebetteten Systemen
Obwohl die objektorientierte Sprache Java ursprünglich speziell für eingebettete Syste-
me angedacht war, hat man schon bald ihre gute Eignung zur Unterstützung der Internet-
Dienste erkannt, was dann auch ihre schnelle Verbreitung begründet hat. Die wesentli-
chen Vorteile von Java lassen sich in den folgenden Punkten zusammenfassen:
• objektorientierte Programmierung
• der Sprache C ähnliche Programmierung
• Modularität (umfangreiche skalierbare Klassenbibliothek)
• Robustheit
• Plattformunabhängigkeit (Konzept der JVM)
• Sicherheitsmechanismen
In den letzten Jahren hat man diese Eigenschaften von Java auch für den stetig wachsen-
den Bereich der eingebetteten Systeme wieder neu entdeckt, sodass in den kommenden
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Mikroprozessors entstammt dann ganz oder in Teilen einem Java-Programm. Die Platt-
formunabhängigkeit von Java bedeutet nicht, dass diese Programme unter beliebigen
Betriebssystemen und Prozessoren ablauffähig sind. Vielmehr muss eine entsprechende
Ablaufumgebung für Java implementiert sein. Diese Ablaufumgebung kann wie bereits
in Abbildung 5.10 dargestellt wurde, durch Software bzw. Firmware bei eingebetteten
Systemen oder durch Hardware realisiert sein.
Eingebettete Systeme erfordern oftmals die Verarbeitung in Echtzeit. Java ist jedoch in
seiner ursprünglichen Form dafür wenig geeignet (Nilson, 1996). Die Sprache enthält in
dieser Form keine Konstrukte zur Definition von Echtzeit-Bedingungen für die Pro-
gramm-Ausführung. Zudem ist das Zeitverhalten in vielen Java-Implementierungen
durch die Interpretation des Java-Bytecodes zur Laufzeit durch eine virtuelle Maschine
ungünstig. Ein grundsätzliches Problem ist auch die automatisierte Speicherbereinigung
Garbage Collecton (GC, Freispeichersammlung) [Garbage Collection]. Die Garbage-
Collection wird vornehmlich bei objektorientierten Programmiersprachen genutzt und
steht für ein Verfahren zur regelmäßigen automatischen Wiederverfügbarmachung von
nicht mehr benötigtem Speicher und anderen Betriebsmitteln. Für die Realisierung der
GC gibt es mittlerweile mehrere Prinzipien, z. B. der Speicherplatz nicht mehr erreich-
barer bzw. nicht mehr referenzierter Objekte im Speicher wird automatisch für eine neue
Nutzung wieder freigegeben. Die Zeitdauer und Ausführung der GC ist bei einer nicht
echtzeitfähigen JVM nicht spezifiziert und würde in einer zeitkritischen Echtzeit-Appli-
kation die Verarbeitung in Echtzeit gefährden. Als Beispiel sei dazu eine Applikation
aus der Steuerungstechnik angeführt: Hier können rechtzeitige Reaktionen eines Sy-
stems durch die GC wesentlich beeinträchtigt werden, vor allem bei  Systemen mit ge-
forderten Reaktionszeiten bis in den Bereich von Millisekunden. Für Desktop-
Anwendungen auf Basis der Java 2 Standard Edition haben diese zeitlichen Verzögerun-
gen in der Regel keine Bedeutung und bleiben für einen Nutzer unbemerkt. Um diese
Nachteile zu beseitigen, lassen sich aus derzeitiger Sicht folgende Ansätze nennen:
• Hybride Integration von Java
Hybride Lösungen kombinieren die Sprache Java mit einem konventionellen Echt-
zeit-Betriebssystem. Java wird dabei für die nicht echtzeitkritischen Anwendungstei-
le eingesetzt. Java selbst ist hierbei nicht echtzeitfähig und muss es für diese
Applikationen auch nicht sein. Die echtzeitkritischen Funktionen der Anwendung
werden in konventioneller Form,  z. B. mit der Programmiersprache C oder auch mit-
tels Assembler-Sprachen, implementiert und als Echtzeit-Tasks unter einem Echtzeit-
Betriebssystem (RTOS) bearbeitet. Die JVM bearbeitet das Java-Programm und kann
als Task des RTOS nach Bedarf aktiviert werden.
• Java in Echtzeit
Java in Echtzeit bedeutet, Java selbst echtzeitfähig zu machen, wobei Erweiterungen
der Sprachdefinition notwendig sind. Es existieren derzeit im Wesentlichen zwei kon-
kurrierende Vorschläge für einen Echtzeit Java-Sprachstandard, wobei sich bisher
keiner als dominant erwiesen hat. Es sind dies die folgenden Spezifikationen:
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  (Bollella & Gosling, 2000)
- „Real Time Core Extensions for the Java Platform“ des J-Consortiums 
  (International J-Consortium, 2000) 
Beide Vorschläge erweitern die Sprache um Echtzeit-Threads, eine echtzeitfähige
Speicherverwaltung und echtzeitfähige Mechanismen zur Synchronisation. Beide
Vorschläge sind noch in der Diskussion und es ist aus heutiger Sicht unsicher, ob
überhaupt oder welcher der beiden Vorschläge genügend Akzeptanz finden wird. Für
die Implementierung dieser Java-Echtzeit-Standards ergeben sich wiederum die zwei
schon in Abbildung 5.10 dargestellten Möglichkeiten: 
- eine echtzeitfähige virtuelle Maschine
- die direkte Übersetzung in nativen Code 
In ersten Fall wird der Java-Bytecode wie bei Standard-Java auch von der JVM inter-
pretiert. Eine echtzeitfähige JVM bietet im Unterschied zu einer Standard JVM ga-
rantierte Ausführungszeiten und Zusatzfunktionen zur Unterstützung eines Echtzeit-
Standards, z. B. durch Echtzeit-Threads. Ein Vertreter für diese Art der JVM ist die
virtuelle Maschine „PERC“ [PERC JVM]. Die Interpretation des Java-Bytecodes
führt jedoch im Vergleich zu konventionellen compilierten Sprachen, wie z. B. bei C,
zu Einbußen bei der Verarbeitungsgeschwindigkeit. Insbesondere im Bereich der ein-
gebetteten Systeme zur Steuerung von Geräten und Anlagen ist diese Einschränkung
oftmals nicht tragbar. 
Die zweite Form der Implementierung vermeidet diesen Nachteil, indem sie Java-
Bytecode weiter direkt in spezifischen Maschinen-Code übersetzt. Ein Vertreter hier-
für ist die Java-Runtime-Platform JBed (Pfister, 1999). Es lassen sich mit diesem
Prinzip Ausführungszeiten erreichen, die durchaus im Bereich von C++-Programmen
liegen. Durch die Umgehung des Java-Bytecodes verlieren diese Systeme jedoch des-
sen wesentlichen Vorteil der Plattformunabhängigkeit und auch Sicherheitsmerkma-
le. Zudem stellt sich ein weiterer Nachteil ein, falls Java-Klassen zur Laufzeit geladen
werden sollen: Es kann ein Just-In-Time-Compiler eingesetzt werden, wodurch je-
doch die zeitliche Vorhersagbarkeit für Echtzeit-Systeme wiederum gefährdet wird.
Die andere Möglichkeit besteht darin, Java-Quellcode zu laden und erst innerhalb des
Zielsystem zu übersetzen, z. B. durch einen sogenannten Flash-Compiler. Dies führt
zu verbesserter Vorhersagbarkeit, bewirkt jedoch gegenüber dem Laden von Java-
Klassen verlängerte Ladezeiten. Darüber hinaus benötigen beide Varianten nicht un-
erheblich zusätzlichen Speicher, welcher gerade im Bereich der eingebetteten Syste-
me meistens knapp bemessen ist.
• Java-Prozessoren
Durch den Einsatz von sogenannten Java-Prozessoren wird eine hohe Verarbeitungs-
geschwindigkeit unter Beibehaltung der Vorteile des Java-Bytecodes erreicht. Die im
Vergleich zu Software-Implementierungen schnelle Ausführung kann insbesondere
für eingebettete Systeme eine wertvolle Alternative für die Einhaltung von Echtzeit-
bedingungen sein. An dieser Stelle sei nochmals das Projekt „Komodo“ [Komodo
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untersucht insbesondere den Einsatz der mehrfädigen Prozessor-Technik für Echt-
zeit-Systeme. Dies ist ein noch nicht vollständig erforschtes Feld, welches eine Reihe
neuer Möglichkeiten für die Echtzeit-Programmierung eröffnet. Anstelle von kon-
ventionellen Interrupt Service Routinen können hier Threads einem Ereignis zuge-
ordnet und durch ein Signal direkt von der Hardware gestartet werden. Man erhält auf
diesem Wege sogenannte Interrupt Service Threads  (Brinkschulte et al., 1999). 
Der Einsatz eines Java-Prozessors kann sich zukünftig für Serienanwendungen
durchaus als lohnend erweisen, allerdings sind auf diesem Gebiet noch mehr Praxis-
erfahrungen zu erbringen. Gerade für neue Designs von Automatisierungsgeräten
könnte zukünftig diese Zusatzhardware mit berücksichtigt werden. Die Program-
mierung von Automatisierungsgeräten ist heute geprägt von herstellerspezifischen
Programmierumgebungen, die eine Einbindung von Java nicht ermöglichen, bei-
spielsweise bei den sehr weit verbreiteten Speicherprogrammierbaren Steuerungen
(SPS). Die Integration eines Java-Prozessors bereits bei der Entwicklung kann hier
zukünftig einen standardisierten Weg für die Java-Ausführung eröffnen. 
Für die im Rahmen dieser Arbeit untersuchte Anwendung eines mobilen Java-Agenten
für den Fernzugriff auf Automatisierungsgeräte wurde die Java-Ausführung auf Soft-
ware-Basis durch die Interpretation von Java-Bytecode gewählt. Die Komponente
„Agent Interpreter“ (Abbildung 5.7) wird somit durch eine Java Virtual Machine reali-
siert. Eine Zielrichtung dieser Arbeit war gerade auch, Wege aufzuzeigen, existierende
Zielsysteme durch Änderungen und Ergänzungen in Software bzw. Firmware Java-fähig
und damit fähig für die Ausführung eines Java-Agenten zu machen. Die Echtzeit-Fähig-
keit der Java-Ausführungsumgebung stand dabei im ersten Ansatz nicht im Vorder-
grund, obgleich es zukünftig möglich sein wird, dass ein mobiler Java-Agent in Echtzeit
in Abläufe innerhalb eines Zielsystems eingreift. Als JVM wurde die Kertasarie-VM
[Kertasarie-VM] gewählt, die als eigene Task des RTOS aktiviert wird. Die Verarbei-
tung  der Applikation in Echtzeit wird durch ein Echtzeit-Betriebssystem [EUROS] ge-
steuert, programmiert in der Programmiersprache C. Java wird dabei als Agenten-
Sprache für die Programmierung des mobilen Fernzugriff-Agenten eingesetzt. 
Die JVM ist die Schlüsselkomponente für die hier untersuchten Anwendungen, wobei
die Bearbeitung eines Java-Agenten erforderlich ist. Es hat sich bei Beginn dieser Arbeit
gezeigt, dass gerade für den großen wachsenden und sehr heterogenen Bereich der ein-
gebetteten Systeme keine direkt verwendbaren JVM zur Verfügung stehen. Die hohe
Diversität bei eingebetteten Systemen in Hardware und Software erfordert nahezu im-
mer spezielle Entwicklungen und Portierungen einer vorhandenen JVM für das neue
Zielsystem. Die Kertasarie-VM und deren Portierung für das hier eingesetzte Zielsy-
stem wird im folgenden Abschnitt eingehend beschrieben.
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Kapitel 6
Entwurf eines Agenten-Systems für den Fernzugriff
Wie bereits in den vorherigen Kapiteln festgelegt, soll der mobile Fernzugriff-Agent in
der Programmiersprache Java programmiert werden. Damit ist für dessen Bearbeitung
im Zielsystem eine entsprechende Ausführungsumgebung für Java erforderlich, wobei
man sich für die Untersuchungen im Rahmen dieser Arbeit für die Ausführungsvariante
der Java Virtual Machine entschieden hat. Die Konvertierung einer bereits verfügbaren
JVM für den hier verwendeten Testaufbau hat einen großen Teil der Zeit für diese Arbeit
beansprucht. Die wesentlichen Schritte dieser Portierung sind am Anfang dieses Kapi-
tels beschrieben. Im Anschluss wird die Minimalkonfiguration eines zukünftigen Agen-
ten-Systems mobiler Fernzugriff-Agenten für den Einsatz in der Automatisierungs-
technik vorgestellt und näher erläutert. Es folgt eine Beschreibung der notwendigen Ent-
wicklungsschritte und der benötigten Werkzeuge, um ein derartiges System zu realisie-
ren. Ein Abschnitt ist den Möglichkeiten des Datenaustausches zwischen dem Fern-
zugriff-Agenten und seinem Wirtssystem gewidmet. Abschließend wird ein Testaufbau
beschrieben, der es ermöglicht, die prinzipielle Funktion eines einfachen Java-Agenten
im Laborumfeld ohne die Anbindung an einen realen technischen Prozess zu testen.    
6.1  Portierung der Kertasarie Java Virtual Machine
Für den Bereich der Desktop-Rechner ist innerhalb der Java 2 Plattformen J2EE (Enter-
prise Edition) und J2SE (Standard Edition) von SUN Microsystems [Sun Microsystems,
Java 2] eine Java Virtual Machine verfügbar, wobei in der Regel auch keine Anpassun-
gen, z. B. für Applikationen aus dem Bürobereich, erforderlich sind. Auch alle gängigen
Web-Browser enthalten eine JVM für die Ausführung von Java-Applets, die im Hinter-
grund arbeitet und vom Nutzer kaum als eine virtuelle Maschine wahrgenommen wird.
Vollkommen konträr ist die Situation für den Bereich der eingebetteten Systeme. Für
diesen großen Bereich gibt es auf Grund der hoch diversitären Landschaft an Mikrocon-
trollern, Prozessoren und Betriebssystemen in der Regel keine passende JVM, die ohne
größere Anpassungen in eine Applikation übernommen werden könnte. Als Haupthin-
dernisse ergeben sich dabei: 
• Die proprietären (Echtzeit-)Betriebssysteme mit ihren Unterschieden zu gängigen
Betriebssystemen im Desktop-Bereich, wie z. B. MS-Windows oder UNIX.
• Herstellerspezifische Programmierung,  z. B. Assembler, SPS-Sprachen  
• Die geringere Rechenleistung von 8-Bit- und 16-Bit-Prozessoren. 
• Der oftmals sehr begrenzte Arbeitsspeicher, z. B. kleiner als 500 kByte. 127
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Varianten für deren Hauptanwendungen:       
Mit der Java2 Micro Edition (J2ME) hat SUN Microsystems selbst große Anstrengun-
gen für die Java-Ausführung in eingebetteten Systemen unternommen. Die J2ME wird
in zwei Varianten bzw. Abstufungen, den sogenannten Konfigurationen mit den darauf
aufsetzenden Profilen, angeboten. J2ME definiert zwei Konfigurationen: Die CLDC
(Connected Limited Device Configuration) und die CDC (Connected Device Configu-
ration). Die Variante CLDC mit ihrer virtuellen Maschine KVM wäre gerade für weni-
ger leistungsfähige Zielsysteme geeignet, hat aber einige wesentliche Einschränkungen,
die eine Verwendung für ein Agenten-System ausschließen. Dazu wäre zu nennen:
• keine Unterstützung von Socket-Verbindungen
• kein Reflection-API: 
Das Reflection-API dient dazu, zur Laufzeit eines Java-Programms Informationen
über weitere Klassen zu erhalten (Felder,  Methoden). Reflection ist die Vorausset-
zung für die im Standard Java API vorhandene Objekt-Serialisierung, welche wieder-
um von RMI (Remote Method Invocation) stark genutzt wird. RMI ist eine
Middleware, die dem Programmierer einen transparenten Zugriff auf im Netzwerk
verteilte Objekte bietet, z. B. auch im Internet/Intranet. Da mobile Agenten auf Grund
ihrer Definition als Bestandteil eines verteilten Systems anzusehen sind, bietet sich
hier auch die Nutzung von RMI an. Einige bestehende Systeme für mobile Agenten
nutzen RMI,  z. B. MOLE [MOLE].
•   keine Objekt-Serialisierung
• kein Nachladen von Java-Klassen:
Die virtuellen Maschinen der J2ME können keine Klassen nachladen. Ein mobiler
Agent, bestehend aus mindestens einer Java-Klasse, wird auf eine Zielplattform mit
einer JVM für seine Bearbeitung transferiert. Zusätzliche Funktionen des Arbeitsauf-
Java-Variante Anwendungsgebiete Anforderungen(RAM, Prozessor, Takt)
Java 2 
Enterprise Edition 
(J2EE)
• Web-Server
• Datenbanken
• einige MByte
• Multi-Prozessor-Betrieb
• > 500 MHz
Java 2
Standard Edition 
(J2SE)
• Desktop-Anwendungen
• Web-Anwendungen
• > 1 MByte
• 32-Bit-Architektur
• > 100 MHz
Java 2 
Micro Edition
(J2ME)
• Set-Top-Boxen
• PDA
• Remote-Access
• < 1 MByte
• 16-/32-Bit-Architektur
• > 8 MHz
Java Card • Java-fähige Chip-Karte
• Kryptografie
• Interpretation durch Software 
oder Java-Prozessor
• < 50 kByte
• 8-Bit-Architektur
• < 4 MHz
Tabelle 6.1:  Java 2 Varianten und Java Card
6. Entwurf eines Agenten-Systems für den Fernzugriff 129 trages eines Agenten können durch dynamisches Nachladen auf ein Zielsystem gelan-
gen. Das dynamische Nachladen ist daher auch wesentlicher Bestandteil der
Migration von mobilen Agenten. Die J2ME scheidet daher für ein System mobiler
Fernzugriff-Agenten aus. 
Die zweite Konfiguration der J2ME ist die CDC (Connected Device Configuration).
Diese bietet Netzwerk-seitig die gleichen Funktionalitäten wie die Java 2 Standard Edi-
tion. Insbesondere sind die voranstehend genannten Einschränkungen der CLDC nicht
gegeben. Virtuelle Maschinen, die CDC unterstützen, wären deshalb für das zu realisie-
rende Agenten-System besonders geeignet. Sun hat neben der KVM (Kilobyte Virtual
Machine) für CLDC, auch für die Konfiguration CDC eine eigene virtuelle Maschine
entwickelt, die CVM (Connected Virtual Machine). Der Bedarf an Arbeitsspeicher ist
allerdings für viele eingebettete Systeme deutlich zu groß. Dies gilt ebenso für den Be-
darf an ROM von ca. 1,5 MByte. Es wäre folglich eine JVM mit der Funktionalität der
CDC bei einem der KVM vergleichbaren Speicherbedarf erforderlich. 
Es verbleibt dann nur die oftmals schwierige und aufwendige Aufgabe, eine bestehende
JVM für ein bestimmtes Zielsystem zu portieren. Dazu muss eine JVM gefunden wer-
den, welche die folgenden wesentlichen Voraussetzungen erfüllt:
• Grundsätzliche Portierbarkeit auf den Prozessor bzw. Controller des Zielsystems:
Für die Untersuchungen im Rahmen dieser Arbeit wurde der Mikrocontroller Infi-
neon C167 mit einer 16-Bit-Architektur ausgewählt. Die Familie der C16x-Control-
ler hat im Bereich der Automatisierungstechnik große Verbreitung gefunden und
wird auch in den kommenden Jahren noch in großen Stückzahlen eingesetzt werden.
Ein Ziel dieser Arbeit war, den Einsatz eines mobilen Fernzugriff-Agenten für Auto-
matisierungssysteme gerade dieser Kategorie zu untersuchen. 
• Unterstützung für die Portierung:
Für diese Entwicklungsaufgabe ist, wie auch gerade die Erfahrungen im Rahmen die-
ser Arbeit zeigen, die umfangreiche Unterstützung durch die Entwickler bzw. Fach-
kenner der JVM unabdingbar notwendig. 
Im Rahmen dieser Arbeit wurde die sogenannte „Kertasarie Virtual Machine“ [Kerta-
sarie-VM] auf ein Zielsystem mit dem Mikrocontroller C167 unter dem Echtzeit-Be-
triebssystem EUROS® [EUROS] portiert. Gerade für diese umfangreichen Arbeiten
erwies sich die Verwendung dieser Java Virtual Machine als Glücksfall. Die Entwick-
lung erfolgte am Informatik-Lehrstuhl für Rechnerarchitektur der Universität Rostock
und die Weiterentwicklung unter der Professur für Mikrorechner im Bereich Informatik
der Technischen Universität Dresden. Die Portierung der VM wurde von den genannten
Instituten in hervorragender Weise unterstützt. Vor der Beschreibung der eigentlichen
Portierung sollen die wesentlichen Eigenschaften der Kertasarie-VM zusammenfassend
angegeben werden:
• Unterstützung des vollen Java 2 Standards mit Reflection, Objekt-Serialisierung und
der Socket-Programmierung
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Typischerweise werden ca. 120 kByte RAM benötigt. Dabei legt man auch Speicher-
strukturen in den ROM-Bereich, um RAM einzusparen. Es gibt auch die Möglichkeit,
Java-Klassen vorab in das interne Format der VM zu übersetzen und im ROM abzu-
legen.
• Gute Portierbarkeit: 
Die gesamte VM ist in ANSI-C [C-Programmierung] entwickelt und in einen platt-
formabhängigen und plattformunabhängigen Teil strukturiert. Der plattformabhän-
gige Teil der VM ist stark gekapselt, d. h. die notwendigen Verbindungen zum platt-
formunabhängigen zentralen Kern sind straff strukturiert. Dieser Aufbau erlaubt für
Portierungen eine effektivere schnellere Anpassung an neue Zielplattformen. Die VM
realisiert prinzipiell ein eigenes Threadmodell, d. h. das Betriebssystem der Zielplatt-
form muss selbst keine Threads (Mehrfädigkeit) unterstützen. Die Kertasarie-VM
steht bisher für folgende Betriebssysteme zur Verfügung: Linux, µCLinux, Solaris,
LynxOS, PalmOS und WindowsCE. 
Folgende Mikroprozessoren werden derzeit unterstützt (laufende Entwicklungen
nicht mit genannt): x86-Derivate, 68000, ARM, StrongARM, PowerPC und MIPS.
• Echtzeit-Fähigkeit: 
Die Kertasarie-VM ist für einen harten Echtzeit-Betrieb geeignet. Ein deterministi-
sches Verhalten wird erreicht durch Highest-Priority-First-Scheduling (Oh, 1994).
Das Thread-Modell der VM unterstützt Priority Inheritance, um das Priority-Inver-
sion-Problem auszuschließen (Sha et al., 1990).
• Skalierbarkeit der JVM und des Java-API: 
Viele Teile der JVM sowie native Methoden des Java-API können beim Überset-
zungsvorgang der VM ein- oder ausgeschlossen werden, wodurch sehr kompakte
Realisierungen einer JVM speziell zugeschnitten auf eine Applikation entstehen.
• Java-Debugger: 
Für die Kertasarie-VM steht ein integrierter Java-Debugger zur Verfügung. Über eine
Socket-Verbindung zum Zielsystem kann mittels einer grafischen Oberfläche auf die
Ausführung des Java-Codes zugegriffen werden. Der Debug-Vorgang ist bei laufen-
der Java-Applikation im Format des Java-Quellcodes möglich.
• RMI (Remote Method Invocation):
Mit TinyRMI steht zudem eine Ressourcen-schonende Implementierung von RMI
zur Verfügung (siehe dazu auch Gatzka et al., 2001 und Burchert et al., 2002). Tiny-
RMI wurde speziell für eingebettete Systeme entworfen, ist aber unter jeder Java 2
Plattform lauffähig. Diese RMI-Variante ist quellkompatibel zum Original von Sun.
Ein weiterer Vorteil liegt in der Abstraktion zum Transportmedium. Während das Ori-
ginal von Sun nur auf TCP/IP eingesetzt werden kann, ist TinyRMI prinzipiell auf
jede Art von Netzwerk adaptierbar. Auch Nachrichten-orientierte Protokolle, wie
z. B. UDP oder CAN, sind hierfür denkbar und teilweise bereits realisiert.
Als Ziel-Hardware für die Entwicklungsarbeit wurde ein Evaluierungsboard [GS200]
mit Ein-Prozessor-Struktur gewählt, das im Kapitel 5 genauer beschrieben wird. Aus-
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aus den angepassten C-Quellen wieder ablauffähigen Code für das neue Zielsystem zu
erhalten, sind zum Teil sehr umfangreiche Zwischenschritte erforderlich: 
• Anpassung der Quellen-Dateien mit einem Text-Editor
• Übersetzen der Quellen mit dem C-Compiler für die Ziel-Hardware C167
• Linken der einzelnen Dateien des Objektcodes
• Lokatieren des gesamten Objektcodes an absolute Adressen im Adressraum des
Zielsystems. 
Für diese Entwicklungsschritte werden heute spezielle Entwicklungsumgebungen
(Tool-Kette, Toolset) eingesetzt [Toolkette]. In Abbildung 6.1 ist die Abfolge der not-
wendigen Schritte aufgezeigt, um aus den einzelnen C-Quellen letztlich im Speicherbe-
reich des Zielsystems ausführbaren Code der gesamten virtuellen Maschine zu erhalten.
Diese Tool-Ketten sind Hardware-spezifisch von nur wenigen Anbietern, oftmals als
Single-Source zu beziehen. Sie umfassen in der Regel die notwendigen Entwicklungs-
werkzeuge für nur eine bestimmte Prozessor-Familie, z. B. wie in diesem Fall für Infi-
neon C16x [Infineon C16x].    
Abb. 6.1: Tool-Kette für die C-Programmierung
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als direkt ausführbare Programme in der Regel nur von der Kommando-Zeile eines De-
sktop-Betriebssystems (z. B. MS-Windows, Linux) zu starten. Für den Ablauf der Ge-
nerierung bis zum ausführbaren Objektcode, in diesem Fall der VM, gibt es prinzipiell
drei Möglichkeiten:
• Manueller Aufruf der Generierungskomponenten über die Kommando-Zeile: 
Für eine komfortable, zeitgemäße und effektive Entwicklungsarbeit ist das Arbeiten
auf Ebene der Kommandozeile wenig geeignet. Zudem lässt sich eine Automatisie-
rung des Entwicklungsprozesses auf diesem Wege oftmals nur sehr mühsam gestalten
(z. B. Verwendung von Batch-Files). Auf Grund der großen Anzahl an benötigten Ge-
nerierungsläufen im Lauf der Entwicklungsarbeit ist diese Methode wenig geeignet. 
• IDE (Integrated Development Environment) [IDE]:  
Integrierte Entwicklungsumgebungen (IDE) bestehen im Kern aus einer Program-
mier-Umgebung mit Text-Editor und Aufrufen von Zielsystem-spezifischen Ent-
wicklungswerkzeugen, wie z. B. Compiler, Linker, Locator und Debugger. IDEs
bieten Techniken und Werkzeuge an, die den Entwicklungsprozess produktiver ge-
stalten und auch eine Automatisierung der Code-Generierung ermöglichen. IDEs sind
heute überwiegend als grafische Arbeitsumgebungen ausgeführt und bieten Möglich-
keiten für die Gestaltung von Benutzer-Oberflächen für Anwendungen oder die all-
gegenwärtigen "Wizards", die einem Nutzer Sequenzen von Arbeitsschritten
abnehmen. Eine IDE kann über Ergänzungsmodule weitere Software-Werkzeuge ein-
binden, z. B. auch Debugger für Zielsysteme, um dadurch eine Testumgebung für den
generierten Code zu bieten. IDEs lassen sich für die spezifischen Anforderungen im
Projekt konfigurieren, können Programmier-Standards kontrollieren sowie den Ent-
wickler von der Verwaltung des Quellcodes (z. B. Dokumentation, Check in/Check
out, Versionskontrolle) entlasten. Auch im Rahmen dieser Arbeit wurde für die Ent-
wicklung in ANSI-C und Java wurde eine IDE eingesetzt:
-   ANSI-C: Portierung der JVM und Erstellung der Applikation unter dem Betriebs-
    system EUROS® 
-   Java: Programmierung des mobilen Agenten
• Anwendung von Make-Utilities [Make]
Make-Utilities sind spezielle Programme, die ähnlich wie Shell-Skripte Kommandos
in Abhängigkeit von Bedingungen ausführen. Sie werden genutzt, um in einem Pro-
jekt, das aus vielen verschiedenen Quellcode-Dateien besteht, automatisiert alle Ar-
beitsschritte (Übersetzen, Linken, Dateien sichern) zu steuern, bis hin zum fertigen
ausführbaren Programm-Code.
„Make“ liest ein sogenanntes „make-file“, in dem der Entstehungs- und Generie-
rungsprozess von Programm-Code formalisiert erfasst ist. Diese Formalisierung be-
schreibt, welche Quelltext-Dateien der Compiler zu welchen Objekt-Dateien zu
verarbeiten hat und welche Objekt-Dateien vom Linker dann zu Programm-Biblio-
theken oder ausführbaren Programmen verbunden werden. Alle Schritte erfolgen un-
ter Beachtung der Abhängigkeiten, die möglicherweise durch die Datei-Organisation
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eine Umwandlung einer Quellen-Datei in eine Objekt-Datei nur dann statt, wenn die
Quellen-Datei zeitlich jünger ist als der letzte Stand der Objekt-Datei. Bei der Ent-
wicklung umfangreicher Programme aus vielen Quellen-Dateien entfällt so die Not-
wendigkeit, bei kleinen Veränderungen alle Übersetzungen erneut durchzuführen.
Die von make ausgeführten Befehle sind nicht auf Compiler oder Linker beschränkt.
Jedes Werkzeug, das per Kommandozeile zur Verfügung steht, kann genutzt werden,
um die gewünschten Änderungen durchzuführen. Die wichtigsten Make-Utilities
sind: 
- GNUmake (Open Source, Free Software Foundation)
- pmake (BSD-Variante)
- make (Sun Microsystems)
- nmake (Microsoft).
Zur Konvertierung der Kertasarie-VM auf das Zielsystem mit dem Controller C167 un-
ter dem Betriebssystem EUROS® wurde eine IDE und eine make-Software eingesetzt.
Für die Generierung einer EUROS-Applikation (ANSI-C-Quelle) verlangt die einge-
setzte EUROS-Version V3.18 zwingend GNUmake. Schon aus diesem Grund hat es sich
angeboten, die gesamte Generierung der JVM als Unterprojekt mit in die GNUmake-
Anwendung zu integrieren. 
Die Hauptentwicklungsplattform der Kertasarie-VM ist Linux auf der Basis von x86-
Prozessoren. Bei der Entwicklung der virtuellen Maschine wurde jedoch sehr stark dar-
auf geachtet, plattformunabhängige Programmteile von plattformspezifischem Code zu
trennen, wie es auch aus der folgenden Abbildung 6.2 zur Datei-Struktur der VM er-
sichtlich ist. Insgesamt ist zu sagen, dass der plattformabhängige Code-Anteil zwischen
1,7% (eCos) und 4% (WinCE) liegt. 
Als Ausgangspunkt für die Portierung auf C167/EUROS® wurde die bereits bestehende
Kertasarie-VM für WinCE gewählt. Der gesamte Quellcode ist ANSI-C konform, auch
um Compiler-Abhängigkeiten weitestgehend auszuschließen. Die Kertasarie-VM wurde
bei vorangegangenen Portierungen schon mit verschiedensten Compilern erfolgreich
übersetzt, u. a. mit dem gcc (Open Source), dem Intel icc, Code Warrior und Microsoft
Visual C. Für die Portierung auf den Controller C167 wurde der Tasking C-Compiler
[Toolkette] eingesetzt. Bestimmte Compiler-spezifische Optimierungen werden bei der
Übersetzung unterstützt, sind aber durch Präprozessor-Makros gekapselt, um die Platt-
formunabhängigkeit zu wahren.
Für eine einfache Portierung ist es zudem wichtig, dass verschiedene Wort-Breiten und
Byte-Anordnungen (little endian oder big endian) unterstützt werden. Die Kertasarie-
VM unterstützt derzeit 32-Bit-Prozessoren (z. B. Arm7, x86), 16-Bit-Prozessoren (Infi-
neon C167) und 16-/32-Bit-Prozessoren (M68000). Oftmals sind allerdings nicht Wort-
Breite und Byte-Ordnung das Hauptproblem einer Portierung, sondern spezielle
Architekturmerkmale des verwendeten Prozessors. Hier stellen sich insbesondere 16-
Bit-Prozessoren als problematisch heraus. Ein wesentlicher Grund ist die auf 16 Bit be-
schränkte Registerbreite. Um dennoch mehr als 65 536 Speicherstellen adressieren zu
134 6. Entwurf eines Agenten-Systems für den Fernzu-können, muss eine segmentierte Adressierung verwendet werden. Dies hat zur Folge,
dass zwei Register zur Adressierung einer Speicherstelle herangezogen werden, ein Seg-
ment-Register und ein Offset-Register. Mithilfe dieses Prinzips können dann z. B. auf
dem C167 24 Bit adressiert werden. Für den Compiler bedeutet diese Vorgehensweise
jedoch einen deutlichen Mehraufwand. Es lässt sich unterscheiden, ob ein Code- und/
oder ein Daten-Bereich segmentiert verwendet werden soll. Da der Code-Bereich der
Kertasarie-VM größer als 64 kByte werden kann, ebenso wie auch der Laufzeitspeicher
(Java-Klassen und Java-Objekte), wurde für die Portierung auf den C167 als Speicher-
modell "large" gewählt. Der Compiler wie auch der Linker sind im Anschluss an die
Übersetzung zuständig dafür, dass beim Zugriff auf Adressen korrekter Code generiert
wird. Bei einem Pointer-Zugriff im Code-Segment, z. B. bei Funktionsaufrufen, und auf
Pointer im Datensegment muss nun in jedem Fall sowohl das Segment-Register (Data
Page Pointer  bei C167) als auch das Offset-Register geladen werden, was erhebliche
Performance-Nachteile mit sich bringen kann. Der Compiler kann versuchen, durch Op-
timierungen das Laden der Segment-Register zu minimieren, wie es bei den Compiler-
Abb. 6.2: Datei-Struktur zur Portierung der Kertasarie-VM
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6. Entwurf eines Agenten-Systems für den Fernzugriff 135 Optimierungen im Handbuch zum Compiler beschrieben ist [Toolkette]. Kann der platt-
formunabhängige Teil der VM fehlerfrei übersetzt werden, ist die Konvertierung für die-
sen Teil der VM abgeschlossen und der resultierenden Objektcode steht für den
anschließenden Link-Vorgang zur Verfügung.  
Die Portierung der VM auf ein bestimmtes Betriebssystem, wie hier für EUROS® mit
der dazu gehörigen Bibliothek an C-Funktionen, erfordert in jedem Fall Anpassungen im
plattformspezifischen Teil. Dabei handelt es sich um den komplexeren und umfangrei-
cheren Teil der Portierungsarbeit. Die durch die VM benötigten Funktionalitäten be-
schränken sich im Wesentlichen auf Timer, Netzwerk-I/O, eine einfache Speicherver-
waltung (z. B. malloc(), free()) und String-Funktionen aus der ANSI-C-Bibliothek. Eine
wichtige Eigenschaft ist zudem das flexible I/O-Modell der Kertasarie-VM, welches un-
terschiedliche asynchrone Benachrichtigungsmechanismen für blockierende I/O-Aufru-
fe unterstützt (Gatzka et al., 2001, 2003). 
6.2  Benchmark der Portierung für C16x mit bestehenden Versionen
        der Kertasarie-VM 
Der Begriff „Benchmark“ steht auch für ein Managementkonzept, das Ende der 70er-
Jahre maßgeblich durch die Firma Xerox geprägt wurde. Allgemein wird darunter ein
Vorgang der Leistungsbewertung und das Orientieren an definierten Maßstäben verstan-
den. Im Management-Bereich bedeutet dies die systematische Suche nach den besten
Praktiken der Branche, des Marktes oder anderer Vergleichsobjekte (Produkte, Ge-
schäftsprozesse, Dienstleistungen, Methoden, Organisationsstrukturen) mit dem Ziel,
diese Praktiken  zu übernehmen. Im Bereich technischer Systeme und besonders der
Computertechnik versteht man darunter die vergleichende Leistungsbewertung von
Computersystemen. Dabei wird angestrebt, sogenannte „Benchmarks“, d. h. Referenz-
werte festgestellter oder gemessener Bestleistungen zu erreichen oder zu übertreffen. 
Auch für System-Implementierungen zur Ausführung von Java-Programmen findet sich
heute eine Vielzahl von Programmen mit dem Ziel der Leistungsbewertung. Ein kleiner
Auszug davon findet sich unter folgender Link-Sammlung im Web [Benchmark Java].
Eine Aufgabe innerhalb dieser Arbeit war die Portierung der Kertasarie-VM für den
Controller C167, um zusätzlich einen Java-Agenten bearbeiten zu können. Systeme mit
diesem Controller haben in der Automatisierungstechnik bis dato große Verbreitung in
industriellen Anwendungen gefunden. Gerade 16-Bit-Systeme werden heute als die un-
terste Grenze angesehen, eine JVM mit ausreichender Leistungsfähigkeit zu bearbeiten.
Die im Rahmen dieser Arbeit erfolgreich durchgeführte Portierung der Kertasarie-VM
[Kertasarie-VM] wurde daher auch mit einem Java-Benchmark getestet. Ein Bench-
mark-Test ist von Nutzen, wenn auch vergleichbare Ergebnisse der Implementierung auf
andere Systeme vorliegen. Für einige frühere Portierungen der Kertasarie-VM wurde
ebenfalls ein Benchmark-Test durchgeführt. Eingesetzt wurde der sogenannte „UCSD
Java Micro Benchmark“, entwickelt zu Zeiten von Java 1.1.x am Informatik-Bereich der
University of California in San Diego / USA, allen voran von W. G. Griswold [Bench-
136 6. Entwurf eines Agenten-Systems für den Fernzu-mark UCSD]. Dieser Benchmark ist auch für Java 2 anwendbar, da nur unveränderliche
Kernbereiche von Java (Micro-Benchmark), wie Schleifen-Durchläufe, grundlegende
Arithmetik, Feld-Zugriffe, Methoden-Zugriffe, Exception-Handling und Thread-Bear-
beitung herangezogen werden. Als wichtigstes Ergebnis dieses Benchmarks sei die Er-
gebniszeile „runtime“ der folgenden Tabelle 6.2, d. h. die kumulierte Laufzeit in
Millisekunden betrachtet:        
                      
Plattform 1. Tini 2. Java-Server 3. Palm 4. Palm
CPU DS80C390
18 MHz, 8 Bit
ARM7 TDMI
50 MHz, 32 Bit
Dragonball
33 MHz, 32 Bit
Dragonball
33 MHz, 32 Bit
OS Tini OS 1.02e PalmOS 3.52 H1.5 PalmOS 3.52 H1.5
JVM Tini-VM Kertasarie-VM Kertasarie-VM
C
Kertasarie-VM
ASM-optimiert
Benchmark 
empty loop 81620 3145 40520 27360
add 279020 7587 98660 64670
mul 413900 7610 116360 77580
array assign 170960 6094 86490 59310
object field access 229550 6347 89050 58140
method call /
same object
274750 7523 105770 79100
method call /
other object
333340 8458 118500 88120
exceptions 267700 9707 134630 113580
threads 26730 1911 11120 19960
runtime / ms 2.077.570 58.382 801.100 587.820
Plattform 5. Compaq iPaq 6. Compaq iPaq 7. GS200-02 EVA-Board
EUROS Embedded System
CPU Strong ARM
206 MHz, 32 Bit 
Strong ARM
206 MHz, 32 Bit
Infineon C167 CR-LM
20 MHz, 16 Bit
OS Pocket PC
WinCE 3.0
Pocket PC
WinCE 3.0
EUROS V3.18
JVM Kertasarie-VM Jeode VM 1.9 Kertasarie-VM
Benchmark 
empty loop 662 72 74470
add 1628 207 177900
mul 1619 211 181450
array assign 1319 108 148260
object field access 1311 44 146120
method call /
same object
1409 109 168660
method call /
other object
1578 155 188420
exceptions 1864 113072 207200
threads 2361 2838 68860
runtime / ms 13.751 118.011 1.367.910
Tabelle 6.2: Leistungsvergleich der portierten Kertasarie-VM
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(letzte Spalte in Tabelle 6.2) im Bereich zwischen dem 8-Bit-System (1. Spalte) und dem
schnellsten 32-Bit-System (5. Spalte) liegen mussten. Im Mittel liegen die fünf geteste-
ten 32-Bit-Systeme bei einer runtime von 315 812 ms für diesen Benchmark und im Ver-
gleich dazu um den Faktor 4,3 schneller als das GS200-System. Im Vergleich zum
langsamsten 32-Bit-System (3. Spalte) ist GS200 um den Faktor 2,3 langsamer.
Aus den Daten des Benchmark kann doch eine qualitative und eine eingeschränkt quan-
titative Aussage zur Leistungsfähigkeit der portierten Kertasarie-VM auf dem GS200-
Board für Java getroffen werden. Eine Einordnung der Echtzeit-Anforderungen für die
Automatisierungstechnik ist in der folgenden Tabelle 6.3 angegeben:       
Anhand dieser Klassifizierung lassen sich folgende Aussagen für die Anwendung der 
Kertasarie-VM mit dem untersuchten Zielsystem GS200/EUROS treffen:
• Ein harter Echtzeit-Betrieb im Bereich von Millisekunden und Sekunden wird in
Zielsystemen nicht möglich sein, d. h. die Steuerung von schnellen Antrieben und
der Echtzeit-Betrieb mit dezentralen Steuerungen ist nicht möglich.   
• Ein Echtzeit-Betrieb mit notwendigen Reaktionszeiten von einigen 10 Sekunden
wäre möglich, d. h. die Kommunikation zwischen zentralen Steuerungskomponenten
und der Datenaustausch mit Einheiten für Bedienen und Beobachten ist möglich.  
Eine nicht zeitkritische Bearbeitung eines Agenten, eventuell unterstützt durch eine
Echtzeit-fähige Betriebssystem-Applikation, ist möglich und für viele angedachte An-
wendungen eines Fernzugriff-Agenten in der Automatisierungstechnik anwendbar. Von
Bedeutung ist dabei auch, welche Zeitscheiben das eingesetzte Echtzeit-Betriebssystem
(RTOS) für die zu bearbeitenden Tasks zulässt, was unmittelbar auch vom geplanten
Steuerungsablauf abhängt. Grundsätzlich gilt, dass schon bei des Auswahl des Steue-
rungssystems und des RTOS die Echtzeit-Anforderungen des Ziel-Prozesses zu berück-
sichtigen sind. 
Quality 
of 
Service
Echtzeit-Anwendung geforderte Reaktionszeit
1 • Steuerung <=> Steuerung
• Visualisierung <=> Steuerung
> 10  ms
2 Steuerung mit dezentralen Komponenten 1 ... 10 ms
3 Motion-Control: 
Synchronisierte Bewegungsabläufe
<  1 ms 
Tabelle 6.3: Klassifizierung von Echtzeit-Anforderungen für die Automatisierungstechnik       
(siehe Jasperneite, 2005) 
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Um ein Agenten-System betreiben zu können, ist nicht nur die Betrachtung potenzieller
Zielsysteme und deren dafür notwendige Ausstattung erforderlich. Vielmehr erfordert
der Aufbau und der Einsatz eines Agenten-Systems für mobile Agenten zusätzliche Ein-
richtungen und Funktionen: Ein mobiler Agent muss als Software-Einheit oder verein-
facht ausgedrückt als Programm, in unserem Fall in der Programmiersprache Java,
erstellt werden. Es ist sinnvoll, eine zentrale Instanz (Agenten-Portal) im Netzwerk ein-
zurichten, die für einen potenziellen Nutzer zur Verfügung steht, um mobile Agenten an
Zielsysteme zu versenden und auch die retournierten Ergebnisse und Meldungen der
versendeten Agenten entgegenzunehmen. Die wenigen heute zur Verfügung stehenden
Systeme mit mobilen Agenten sind speziell für den Bereich des elektronischen Web-
basierten Handels entwickelt. Es geht dabei auch um den Betrieb sogenannter virtueller
Marktplätze, um die Suche von günstigen Angeboten und um den Kauf von Waren und
Dienstleistungen. Für einen mobilen Fernzugriff-Agenten gibt es heute kein System, das
direkt oder auch in Abwandlung für die in den vorhergehenden Kapiteln spezifizierte
Aufgabe des Fernzugriffs auf Geräte und Anlagen in der Automatisierungstechnik ein-
gesetzt werden könnte. Im Folgenden soll nun eine erforderliche und hinreichende
Struktur eines Ein-Agenten-Systems (single agent system) für die Automatisierungs-
technik angegeben und beschrieben werden. Die Grobstruktur eines derartigen Agenten-
Systems zeigt die folgende Abbildung 6.3:
Das Gesamtsystem lässt sich in drei Teilbereiche gliedern: 
• Benutzer-Schnittstelle (Schnittstelle der Nutzer zum Agenten-System) 
• Basisplattform (Agenten-Zentrale, Agenten-Portal)
• Zielsysteme (eingebettete Systeme)
Die Aufgaben der einzelnen Komponenten werden in den folgenden Abschnitten einge-
hend diskutiert unter den speziellen Aspekten und Anforderungen für Agenten-basierte
Fernzugriffe in der Automatisierungstechnik. Die folgende Abbildung 6.4 zeigt das re-
Zielsystem:
- Gerät
- Anlage
- Embedded System
Agenten-Zentrale
Agenten-Portal
Agent-Control
Basisplattform
Basis-Server
Nutzer
Web-Oberfläche
Abb. 6.3: Prinzipielle Struktur eines Gesamtsystems für die Automatisierungstechnik
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derungen notwendig und ausreichend ist. Die Teilbereiche Benutzer-Schnittstelle, Basis-
plattform und Zielsystem(e) werden anschließend weiter beschrieben.
6.3.1  Die Benutzer-Schnittstelle 
Die Aufgabe der Benutzer-Schnittstelle besteht darin, einem Nutzer den Zugang zu den
Funktionen des Agenten-Managements zu ermöglichen. Diese Schnittstelle dient auch
dazu, die Ergebnisse von Agenten anzufordern und für den Auftraggeber (Nutzer) zu vi-
sualisieren. Der für den Fernzugriff einzusetzende mobile Agent muss potenziellen An-
wendern zugänglich gemacht werden. Wie im weiteren Verlauf noch deutlich heraus-
gestellt wird, ist es nicht sinnvoll, die Funktionalität der Basisplattform (Agenten-Portal)
auf den lokalen Rechnern der Anwender jeweils neu anzulegen. In diesem Fall würde
sich die Benutzer-Schnittstelle auf den Software-technischen Zugang zur lokal instal-
lierten Basisplattform beschränken. Die gewählte Struktur einer vom Nutzer unabhängi-
gen zentralen Basisplattform hat folglich auch Auswirkungen auf die Zugangsmög-
lichkeiten für die Nutzer. Hardware-technisch besteht die Benutzer-Schnittstelle aus ei-
nem Standard-PC, Workstation, Notebook oder PDA mit Internetzugang (analog oder
digital, LAN oder WLAN), so wie es generell auch für andere Web-Applikationen not-
wendig ist. Auch weniger leistungsfähige Rechnersysteme (Thin Clients) sind für den
Datenaustausch mit der Basisplattform für die Bedienung des Agenten-System einsetz-
Abb. 6.4: Struktur eines Gesamtsystems für den Fernzugriff
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140 6. Entwurf eines Agenten-Systems für den Fernzu-bar, z. B.  PDA, X-Terminals. Der Zugriff auf den zentralen Web-Server der Basisplatt-
form erfolgt mittels Web-Browser, adressiert durch eine Web-Adresse, so wie es heute
Stand der Technik für viele Applikationen in der Bürowelt ist. Das Agenten-Portal stellt
auf diesem Wege einem Benutzer (Client) eine Bedienoberfläche auf Basis von HTML
oder auch XML zur Verfügung, die alle weiteren Funktionen des Zugangs zum Agenten-
System eröffnet. Unterstützt werden kann die Bedienung bzw. die Gestaltung der Be-
dienoberfläche durch Java-Applets, die der Basis-Server dem Client zur Verfügung
stellt, oder auch durch CGI-Funktionen (Common Gateway Interface) [CGI].
6.3.2  Die Basisplattform als Agenten-Zentrale
Bei Agenten-Systemen ist für die zentrale Einrichtung „Basisplattform“ der Begriff des
„Agenten-Portals“ etabliert. In der Informatik bezeichnet der Begriff „Portal“ (<lat.>
porta: Pforte) ein Anwendungssystem, das durch folgende Eigenschaften gekennzeich-
net ist:
• Integration von Anwendungen, Prozessen und Diensten über eine einheitliche
Benutzer-Oberfläche mit zentralem Zugriff
• Bereitstellung von Funktionen zur Personalisierung, Sicherheit, Suche und Präsenta-
tion von Informationen
• Applikation, welche basierend auf Web-Technologien einen zentralen Zugriff auf
personalisierte Inhalte sowie bedarfsgerecht auf Prozesse bereitstellt 
• Verknüpfung der einzelnen Teilnehmer bzw. Komponenten 
• Datenaustausch zwischen heterogenen Anwendungen über die Portalplattform 
• Kooperation von Prozessen innerhalb heterogener Gruppen unterstützen 
Auch bei einem Agenten-System für mobile Agenten sollen verschiedenste Anwendun-
gen, Prozesse und Dienste unter einer zentralen Rechnerplattform vereinigt werden, wie
beispielsweise die Web-basierte Schnittstelle für die Nutzer (Initiatoren für neue Agen-
ten), die Generierung des Agenten, das Management der aktiven Agenten, die zentrale
Speicherung und Aufbereitung von Ergebnissen und der Abruf der Ergebnisse durch die
Nutzer. Die Web-Technologien erlauben heute auf Basis ihrer standardisierten Protokol-
le den Datenaustausch eines derartigen Agenten-Portals mit einer heterogenen und di-
versitären Landschaft an Zielsystemen. Das Agenten-Portal dient zudem als zentrale
Server-Schnittstelle für die Rechnersysteme der Nutzer, beispielsweise in Form von
Thin Clients. Mobile Agenten haben eine Herkunft, d. h. man könnte sogar im Vergleich
zur humanen Welt von einem Agenten-Portal als der „Heimat eines Agenten“ sprechen.
Es ist der „Ort“, oder im Kontext eines technischen Agenten gesehen, die Einrichtung
aus Hardware und Software, die als Ausgangspunkt des Agenten dient. Im weiteren Ver-
lauf werden dafür auch die Bezeichnungen Agenten-Zentrale, Agent-Control, Home-In-
terface, Agent-Proxy und Basis-Server synonym verwendet. Schon aus diesen
Bezeichnungen lassen sich spezifische Eigenschaften dieser zentralen Einrichtung er-
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Für die Einrichtung einer Basisplattform eröffnen sich prinzipiell zwei Möglichkeiten,
zum einen die Einrichtung einer Basisplattform vor Ort beim Nutzer, wobei folglich eine
große Anzahl an diesen Agenten-Portalen entstehen würde. Zum anderen bietet es sich
an, eine oder nur wenige Basisplattformen zentral einzurichten. Diese beiden verschie-
denen Strategien sollen im Anschluss näher erläutert werden. 
Lokale Installation der Basisplattform
Die Einrichtung auf einem Rechnersystem mit Netzwerk-Anbindung muss in diesem
Fall durch jeden Anwender individuell lokal erfolgen. Updates und Fehlerbereinigungen
sind damit nicht zentral möglich. Die Nutzung des Agenten-Systems ist nicht zentral
überwachbar. Das Management der Agenten muss vom Anwender selbst direkt über-
nommen werden. Problematisch ist es auch, einen ständig online zur Verfügung stehen-
den Anlaufpunkt für die Ergebnisse aus der Bearbeitung des Agenten, die von den
Zielsystemen retourniert werden, einzurichten. Eine lokale Basisplattform ist daher aus
diesen Gründen wenig geeignet für ein System von mobilen Fernzugriff-Agenten in der
Automatisierungstechnik.
Zentrale Basisplattform auf einem oder mehreren zentralen Servern
Bei der zugrunde gelegten Konfiguration ist die Agenten-Software (Agent API) zentral
auf einem oder nur wenigen Basis-Servern abgelegt. Im Blickwinkel der Automatisie-
rungstechnik sind als Standort die zentralen Serviceabteilungen der Anlagen- oder Ge-
räte-Hersteller prädestiniert. Dieser Weg vereinfacht die zentrale Wartung, wie Updates
oder Fehlerbehebungen, ganz erheblich. Das Vorhandensein der Agenten-Software auf
Agenten-Zentrale: Wie bei einer Telefonzentrale wird hier das Ziel des Agenten fest-
gelegt und die Zentrale ist wiederum der Anlaufpunkt der zurück
transferierten Ergebnisse aus der Bearbeitung des Agenten.
Basisplattform: Sie ist der Ausgangspunkt des Agenten und der Anlaufpunkt für
die Ergebnisse seiner Arbeit.
Agent-Control: Die Steuerung des Agenten-Betriebes erfolgt von hier aus zentral. 
Home-Interface: Die Schnittstelle der Nutzer zum Agenten-System und zugleich
der Ausgangspunkt der mobilen Agenten.
Agent-Proxy: Die Basisplattform wirkt als Stellvertreter eines Nutzers. Sie ist
zwischen Nutzer und Zielsystem angelegt und übernimmt die
Steuerung und Überwachung von Agenten, auch wenn ein Nut-
zer nicht mehr online zur Verfügung steht.
Basis-Server: Dieser zentrale Server des Agenten-Systems versendet mobile
Agenten an ihre Zielsysteme und ist über spezielle Ports ständig
bereit, die Ergebnisse der Agenten-Tätigkeit entgegenzunehmen
und im ersten Schritt für die weitere Bearbeitung zu sichern.
142 6. Entwurf eines Agenten-Systems für den Fernzu-den lokalen Rechnern eines jeden Nutzers würde diese Strategie nahezu unmöglich ma-
chen. Individuelle Probleme vor Ort mit unterschiedlichsten Installationen könnten dann
nur mit hohem Aufwand geklärt werden. Die Aufgaben und notwendigen Funktionen
der zentralen Basisplattform mit seiner Agenten-Software (Agenten-API) lassen sich
wie folgt zusammenfassen:
• Web-Schnittstelle zum Auftraggeber als HTTP-Server-Applikation
Der gesamte Datenaustausch eines Nutzers mit dem Agenten-System für die Bedie-
nung und Visualisierung wird über diese Web-Schnittstelle abgewickelt. Die Basis-
plattform enthält die Server-seitigen Funktionen für die Zugriffe der Client-Rechner
der Nutzer. Um Wartezeiten gering zu halten, muss bei einem größeren Agenten-Sys-
tem die Server-Funktion für einen vielfachen parallelen Betrieb implementiert sein.
Der Datentransfer basiert auf passiven und mit aktuellen Parametern ergänzten akti-
ven Web-Seiten, die der Basis-Server einem Client auf Anforderung zur Verfügung
stellt. Aktive Web-Seiten können dabei durch Java-Applets und CGI-Funktionen er-
gänzt werden, um beispielsweise umfangreiche Benutzer-Oberfläche zu realisieren.  
• Generierung des Java-Agenten
Der mobile Agent muss generiert werden, d. h. der Arbeitsauftrag eines Nutzers ist in
einen ablauffähigen Java-Agenten zu integrieren. Ein Nutzer konfiguriert und para-
metriert dazu den Fernzugriff-Agenten mithilfe des Agenten-API, welches ebenfalls
zentral durch die Basisplattform zur Verfügung gestellt wird. Für die Untersuchungen
im Rahmen dieser Arbeit wurde der Java-Agent, d. h. das im Zielsystem wirkende
Java-Programm, stets manuell generiert bzw. programmiert. Ein Ziel könnte zukünf-
tig sein, den Java-Agenten vollständig oder in Teilen daraus automatisiert zu generie-
ren. Diese Funktion könnte dann auch Bestandteil der Agenten-Software innerhalb
der Basisplattform sein. 
• Agent-Dispatch (Versenden des mobilen Agenten)
Anschließend gibt der Nutzer der Basisplattform den Auftrag, den fertigen Agenten
an die vorgegebenen Ziele zu versenden (Agent Dispatch). Ausgangspunkt eines mo-
bilen Fernzugriff-Agenten ist somit nicht das Programmiergerät eines Nutzers, son-
dern ein  Transfer-Dienst innerhalb der Basisplattform. Das Versenden übernimmt die
Basisplattform eigenständig nach der Freigabe durch den Nutzer (Auftraggeber). Der
Sendevorgang verläuft asynchron zu den vorhergehenden Eingaben des Auftragge-
bers, d. h. dieser kann nach Eingabe seiner Parameter und des Sendeauftrages die On-
line-Verbindung zum Basis-Server abbrechen und muss den eigentlichen Sendevor-
gang nicht abwarten. Das Versenden des mobilen Agenten kann entweder an ein Ziel-
system (single destination) oder auch an mehrere Zielsysteme (multiple destination)
durch einen Auftrag erfolgen. Eine Betriebsart „Multiple-Destination“ ist von gro-
ßem Vorteil, falls mehrere oder sogar eine große Anzahl an Feldgeräten mit dem glei-
chen Agenten-Auftrag bedient werden sollen, gerade für Agenten-gestützte Fern-
service-Aufgaben. 
• Management aktiver Agenten
Alle erforderlichen Steuerungs- und Überwachungsaufgaben, die sich unter dem Be-
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autark ausgeführt werden. Hierin liegt gerade auch der Vorteil der Einrichtung einer
zentralen Basisplattform als Agenten-Portal zwischen den Zielsystemen und den Auf-
traggebern. Sie übernimmt das Management der Agenten als Stellvertreter (Proxy)
für einen Auftraggeber, das Versenden der Agenten und ist Anlaufpunkt aller Ergeb-
nisse und Nachrichten, die von noch aktiven oder bereits gelöschten Agenten in den
Zielsystemen ausgehen. Der gesamte Lebenszyklus eines Agenten, d. h. von seiner
Generierung bis zur Sicherung der Ergebnisse aus seiner Bearbeitung kann innerhalb
der Basisplattform in einheitlicher Form dokumentiert werden (z. B. Log-Datei), die
dem Auftraggeber ebenfalls zur Verfügung gestellt werden kann. Für die Implemen-
tierung einer derartigen Tracking-Funktion als Bestandteil des Agenten-Manage-
ments ist wiederum die zentrale Instanz „Basisplattform“ am Besten geeignet.
• Sicherung, Auswertung und Aufbereitung der Ergebnisse
Der Ergebnistransfer erfolgt an den ständig verfügbaren Basis-Server innerhalb der
Basisplattform, auch wenn der Nutzer zu diesem nicht genau vorhersagbaren Zeit-
punkt nicht online mit dem Basis-Server verbunden ist. Für den Rücktransfer wird
man vorrangig die Socket-Schnittstelle unterstützt durch das Echtzeit-Betriebssystem
nutzen. Die Ergebnis-Daten werden in Form eines Byte-Stroms über TCP/IP übertra-
gen, wobei im Basis-Server hierfür ein Server-Thread ständig empfangsbereit ist und
den eingehenden seriellen Datenstrom in einen Empfangspuffer ablegt. Prinzipiell
wäre der Ergebnistransfer auch per FTP oder über E-Mail-Dienste denkbar. Die vom
Agenten an seine Basisplattform zurücktransferierten Ergebnisse müssen zumindest
bis zu dem Zeitpunkt, da diese entsprechend aufbereitet vom Auftraggeber angefor-
dert werden, gesichert werden. Bei umfangreicheren Agenten-Systemen wäre hier
ausreichender Speicherplatz vorzusehen. Die Basisplattform ist auf Grund ihrer Re-
chenleistung auch in der Lage, zusätzliche Auswertungen der Ergebnisse durchzufüh-
ren, um diese in komprimierter Form einem Nutzer bzw. Initiator (agent creator) zur
Verfügung zu stellen, beispielsweise mittels einer Java-Applikation erstellt auf Basis
der Java 2 Standard Edition. 
• Ergebnis-Transfer an die Auftraggeber 
Die Weiterleitung der Ergebnisse an den Auftraggeber kann auf dessen Initiative hin
in Form von Web-Seiten durchgeführt werden, oder auch als Datei-Anhang innerhalb
einer E-Mail initiiert durch die Basisplattform. Die gewünschte Zustellungsart muss
schon bei der Parametrierung des Agenten festgelegt werden.  
Eine zentrale Basisplattform ist damit ideal geeignet für die Anwendung eines Systems
mit mobilen Fernzugriff-Agenten in der Automatisierungstechnik. Die wichtigsten Pa-
rameter, die ein Auftraggeber bei der Generierung eines neuen mobilen Fernzugriff-
Agenten an die Basisplattform übergeben muss, sollen im Anschluss näher diskutiert
werden. Die Parameter bzw. Eingaben eines Benutzers lassen sich in zwei Gruppen ein-
teilen. Zum einen sind dies Übertragungsparameter, welche allgemein dazu dienen, dass
der Agent und seine Ergebnisse ihre Bestimmungsorte über das Netzwerk erreichen kön-
nen. Die zweite Gruppe an Parametern ergänzt bzw. beinhaltet den eigentlichen Arbeits-
auftrag für den mobilen Fernzugriff-Agenten.                  
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-   Web-Adresse (Intranet, Internet) vom Zielsystem
Es kann sich dabei um eine Zieladresse handeln. Ebenso ist der parallele Versand
an mehrere Ziele oder der sequenzielle (aufeinanderfolgende) Transfer eines
Agenten von System zu System (agent hopping) denkbar.
-   Autorisierung durch das Zielsystem
Die Basisplattform versucht den Zugriff auf ein Zielsystem, um einen mobilen
Agenten zu übertragen. Der Zugang oder auch die Bearbeitung im Zielsystem
kann zeitweise gesperrt oder überhaupt nicht möglich sein. Es ist daher sinnvoll,
im ersten Schritt die Fähigkeit des Ziels abzuprüfen, einen mobilen Agenten anzu-
nehmen und zu bearbeiten.
-   Zugangsquittung mit Timeout
Für das Agenten-Management durch die Basisplattform ist es notwendig, dass
nach erfolgreicher Aufnahme des Agenten durch das Zielsystem (Einchecken des
Agenten) eine positive Quittung zurück an den Basis-Server erfolgt. Für diese Zu-
gangsquittung sollte eine Überwachungszeit als Parameter für den Nutzer einstell-
bar sein, um Folgeaktionen einleiten zu können.
-   Ziel(e) des mobilen Agenten
Der Nutzer gibt die Ziele für den jeweiligen Agenten in Form einer Web-Adresse
fest vor. Prinzipiell lässt sich unterscheiden zwischen dem Versand an ein Ziel-
system (single destination) oder parallel an mehrere Zielsysteme (multi-destina-
tion). Für Fernzugriff-Aufgaben ist es wichtig, dass der Versand eines Agenten
zeitgesteuert genau an die gewünschten Ziele und für den gewünschten Wirkungs-
zeitraum erfolgen kann. 
-   Folge-Migration
Darunter soll die „Reise“ des Fernzugriff-Agenten zu weiteren Agenten-Plattfor-
men verstanden werden. Unterscheiden kann man hier zwischen einer Klon-Mi-
gration oder dem weiteren Versand (redispatch) des Agenten. Bei der Klon-
Migration wird eine funktionsgleiche Kopie des Agenten an ein weiteres Zielsys-
tem versandt und der Original-Agent bleibt weiterhin aktiv. Mit der Betriebsart Re-
dispatch beendet der Agent seine Tätigkeit und wird an ein weiteres Zielsystem
versandt, um dort die Bearbeitung vollständig neu zu beginnen. 
-   Zugriff auf den Agenten durch Operator am Ausführungsziel
Prinzipiell ist es denkbar, die Parameter des Agenten auch einem Operator am Ziel-
ort zugänglich zu machen, d. h. Lese- oder gar Schreibrechte einzuräumen. Es soll
alleine dem Auftraggeber obliegen, diese Nachparametrierung des Agenten (post
parameterization) zu sperren oder freizugeben.
-   Aktivierung des Agenten
Nach dem „Einchecken“ des Agenten auf dem Zielsystem soll die Aktivierung
des Agenten beeinflussbar sein, z. B. zeitgesteuert oder abhängig von Ereignissen
innerhalb des Zielsystems. Wichtig ist auch die Funktionsweise des Agenten nach
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piell denkbar ist die Reaktivierung (Neustart) oder die Löschung des Agenten.
-   Zeitpunkt der Ergebnis-Rückmeldung
Für den Nutzer ist der Zeitpunkt der Ergebnis-Rückmeldung wichtig. Von noch hö-
herer Bedeutung ist die Einrichtung einer Überwachungszeit in der Basisplattform,
innerhalb der die Rückmeldung der Ergebnisse eines bestimmten Agenten in jedem
Fall erfolgt sein muss. Denkbar sind Probleme bei der Bearbeitung im Zielsystem,
die dazu führen, dass im worst case keine Ergebnisse zurückgemeldet werden. Die
Arbeit eines Agenten muss durch den Manager definiert beendet werden können.
-   Art und Umfang der Ergebnis-Rückmeldung
Essenziell notwendig sind die Parameter für die Rückmeldung der Ergebnisse an
den Basis-Server. Möglich ist zum einen der Datei-Transfer per E-Mail oder FTP.
Zum anderen gäbe es den direkten Transfer von seriellen Datenströmen durch das
Java-Programm des Agenten mittels der Socket-Funktionen, z. B. als Java-Objekt.
Diese Methode hat vor allem Bedeutung für Zielsysteme, die nicht über ein Datei-
system verfügen.
• Parameter zur Konfiguration des Auftrags an den Fernzugriff-Agenten
-   Anlagen-Konfiguration des Zielsystems
Das Zielsystem muss vom Fernzugriff-Agenten eindeutig identifiziert werden. Es
muss zudem möglich sein, die Ausführung des Agenten zu unterbinden, falls die
Anlagen-Identifikation nicht eindeutig ist. Diese Parameter können beispielsweise
sein: Kunde, Projekt, Inbetriebsetzung, Firmware-Stand, Hardware-Ausbau, Soft-
ware-Stand und eventuell weitere Identifikatoren.
-   Anlagen-Status 
Ein Fernzugriff-Agent ist in der Lage, den Betriebszustand eines Gerätes oder einer
Anlage (Online-Sicht) zu erfassen und einem fernen Auftraggeber zugänglich zu
machen. Wichtig ist dabei die Vorgabe eines bestimmten Zeitpunktes und auch die
Ergebnisse müssen über einen eindeutigen Zeitstempel verfügen, um die Zuord-
nung durch die Basisplattform und letztlich für den Auftraggeber zu ermöglichen.
Von Interesse können Parameter sein wie beispielsweise die CPU-Auslastung, der
Inhalt von Status-Register oder Prozess-Variablen.
-   Datalogging 
Für die Sammlung von Daten aus einem Zielsystem über einen vom Auftraggeber
festgelegten Zeitraum müssen bei der Vorbereitung des Fernzugriff-Agenten eine
Reihe an Parametern vom Nutzer zur Verfügung gestellt werden: 
Die zeitliche Eingrenzung (Startzeitpunkt, Stoppzeitpunkt, Beobachtungszeit-
punkte und Intervalle) und die Festlegung zu erfassender Prozess-Werte im Ziel-
system. Zudem ist es denkbar, dass ein Fernzugriff-Agent speziell zugeschnittene
Diagnose-Werkzeuge mit auf das Zielsystem transferiert, zur Ausführung bringt
und dann wieder entfernt. Für die Rückübertragung der Ergebnisse müssen eben-
falls Festlegungen erfolgen (siehe dazu die obigen Ausführungen). Auch die Auf-
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bzw. zu spezifizieren.
-   Fernbedienung von Funktionen im Zielsystem (Remote Control)
Hierzu muss ein Aktivierungszeitraum vom Auftraggeber festgelegt werden (Be-
ginn, Ende, Zeitpunkt). Die eigentliche Bedienung führt der mobile Agent anhand
seines Arbeitsauftrages (Java-Programm) aus. Es muss auch berücksichtigt wer-
den, dass diese Art der Agenten-Aufträge für ein bestimmtes Zielsystem freizuge-
ben oder gegebenenfalls zu sperren ist. Die autonome Steuerung eines Wirts-
systems durch einen Agenten erfordert besondere Vorkehrungen, z. B. welche Än-
derungsbefugnisse räumt man dem Agenten ein. Für diese Art des Agenten-Einsat-
zes in der Automatisierungstechnik gibt es keinerlei praktische Erfahrungen.
-   Hochrüstung von Zielsystemen:
Fehler oder neue Anforderungen erfordern die Änderung von Anwenderprogram-
men oder der Firmware von Geräten und Anlagen. Ein mobiler Agent wäre prinzi-
piell in der Lage, ein neues Anwenderprogramm oder eine neue Firmware mit auf
ein Zielsystem zu bringen und die Hochrüstung durchzuführen bzw. anzustoßen.
Hierzu sind eine Reihe von Vorkehrungen durch den Nutzer schon bei der Parame-
trierung zu treffen, z. B. die Sicherung des vorhandenen Standes für eine eventuelle
Reaktivierung, die Berücksichtigung der Eignung des Zielsystems (Update mög-
lich/erlaubt), generelle Strategien für den Neuanlauf, Rücktransfer von Anwender-
programmen von der Anlage zur Basisplattform zur weiteren Analyse.
6.3.3  Das Zielsystem für einen mobilen Fernzugriff-Agenten
Das Zielsystem soll, wie bereits in den vorherigen Kapiteln festgelegt, zur Gruppe der
eingebetteten Systeme gehören. Ein sehr großer Teil der in der Automatisierungstechnik
eingesetzten Steuerungssysteme ist diesen eingebetteten Systemen zuzurechnen und
wurde speziell für die jeweilige Applikation entwickelt. Die Entwicklung der Hardware
in Form eines Single-Chip, Single-Board oder Multi-Board-Systems ist speziell den An-
forderungen an Sensorik, Aktuatorik und Rechenleistung der Zielumgebung angepasst.
Gerade diese Gruppe an Rechnersystemen in Geräten und Anlagen ist für zukünftige
Agenten-gestützte Fernservice-Anwendungen besonders interessant, denn gerade für
diese Kategorie ist die Systempflege heute eine Aufgabe vor Ort mit hohem Aufwand an
Zeit, Personal und Kosten. Lösungsmöglichkeiten für die Agenten-Fähigkeit dieser Ziel-
systeme zu erarbeiten, war daher ein wesentliches Ziel dieser Arbeit. 
In Abbildung 6.5 ist die Einteilung der bedeutenden Zielsysteme für mobile Fernzugriff-
Agenten dargestellt. Zum einen gibt es die große Gruppe an Anlagen-Steuerungen auf
der Basis von PC-Standards, z. B. Industrie-PCs und Rack-PCs (Standard-PC mit be-
sonderen Erweiterungen für die Industrietauglichkeit) und die Gruppe der eingebetteten
PC-Systeme (Miniaturisierung und Anpassung an spezielle Erfordernisse im Anlagen-
bau). Für diese  Gruppe ist die Agenten-Fähigkeit wesentlich leichter zu implementie-
ren, da diese mit Standard-Betriebssystemen (z. B. MS-Windows, Linux, MacOS)
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oder mobiler Basis und auch die Ausführungsumgebungen für die Zielsysteme. Wohl
wurden diese Agenten-Systeme überwiegend für den Bereich E-Commerce entwickelt.
Die Anwendung für den Bereich Fernservice würde, abgesehen von den Aufwendungen
für die Entwicklung der Software, keine große Hürde bedeuten. 
Zum anderen gibt es die bereits mehrfach erwähnte Gruppe von Automatisierungsgerä-
ten mit proprietärer Hardware und Software, für welche die Agenten-Fähigkeit heute
nicht gegeben ist.
Ein Agenten-fähiges Zielsystem für den Bereich der Automatisierungstechnik müsste
aus folgenden wesentlichen Komponenten bestehen:
• Rechner auf Basis eines Mikrocontrollers oder Mikroprozessors
• Prozess-Peripherie, d. h. die zentrale oder dezentrale Anbindung des technischen
Prozesses über Sensoren und Aktuatoren.
• Steuerungsapplikation, d. h. das eigentliche Programm für die Applikation des
Systems. Dabei kann es sich um ein eigenständiges Programm in einer speziellen
Programmiersprache handeln, das interpretiert oder compiliert zu Ausführung
gelangt und auch nach Inbetriebsetzung noch geändert werden kann. Bei sehr kom-
pakt aufgebauten Systemen kann die eigentliche Anwendung auch in die Firmware
integriert sein. Für eine Änderung muss in diesem Fall die gesamte Firmware neu
generiert und ausgetauscht werden.
• Netzwerk-Anbindung: Kommunikation mit anderen Systemen auf der Basis der Stan-
dard-Protokolle TCP/IP und die Anbindung an Intranet/Internet. Mobile Fernzugriff-
Agenten nutzen ebenfalls diesen Zugang, um auf ein Zielsystem zu gelangen und
dann gegebenenfalls bearbeitet zu werden.
Abb. 6.5: Zielsysteme der Automatisierungstechnik für mobile Fernzugriff-Agenten 
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die Echtzeit-Anforderungen der Applikation nicht zu gefährden, wenn zusätzlich ein
mobiler Agent zu bearbeiten ist.
• Agenten-Plattform mit der Ausführungsumgebung für einen mobilen Java-Agenten
Der Lebenszyklus eines mobilen Java-Agenten für den Fernzugriff lässt sich in die
folgenden sequenziellen Schritte unterteilen:
1. Transfer des Agenten
Ein für das Zielsystem bestimmter mobiler Java-Agent wird geladen.
2. Sicherheitsüberprüfung und Akzeptanz
Erst nach eindeutiger Identifikation und Autorisierung wird der Agent angenom-
men und zwischengespeichert oder direkt der Bearbeitung zugeführt. 
3. Ausführung des Java-Agenten durch die Java Virtual Machine
4. Transfer der Ergebnisse zurück an die Basisplattform
In der Regel veranlasst der mobile Agent nach Abschluss seiner Tätigkeit inner-
halb des Zielsystem von sich aus den Transfer seiner Ergebnisse zurück an die Ba-
sisplattform. Prinzipiell ist auch die Rückmeldung von Zwischenergebnissen
denkbar, vorrangig bei längerer Aktivität des Agenten. Gerade die Agenten-Tech-
nologie ermöglicht diese langen Bearbeitungszeiten bis zu einigen Tagen, wie sie
für Fernzugriff-Applikationen gebraucht werden. Anschließend wird der Agent
aus seiner Arbeitsumgebung im Zielsystem gelöscht („Agent stirbt“). 
6.4  Entwicklung und Test einer Minimalkonfiguration
6.4.1  Hardware-Umgebung
Angesichts der Vielfalt der heute eingesetzten eingebetteten Systeme war die Auswahl
einer exemplarischen Ziel-Hardware schwierig. Trotz dieser Spezialisierung sollte den-
noch die grundsätzliche Vorgehensweise aufgezeigt werden. Abbildung 6.6 zeigt die
verwendete Test-Hardware.
Beim Mikroprozessor bzw. Mikrocontroller des Zielsystems sollte es sich um ein 16-Bit
-System handeln. Gerade für 16-Bit-Systeme gibt es heute kaum virtuelle Maschinen für
Java. Zum einen sollte die Konvertierung einer JVM durchgeführt werden, um die Pro-
bleme dabei herauszustellen und Lösungen zu erarbeiten. Zum anderen waren die Bear-
beitungszeiten für Java-Programme bzw. Java-Agenten auf einem 16-Bit-System von
besonderem Interesse, wobei hier mit deutlichen Einschränkungen gegenüber 32-Bit-
Systemen zu rechnen war. Ein weiterer Gesichtspunkt war die Verbreitung des Control-
lers in der Automatisierungstechnik. Die Wahl fiel auf den Mikrocontroller Infineon
C167CR [Infineon C16x]. Dieser entstammt der Controller-Familie C16x, die vor allem
in den Speicherprogrammierbaren Steuerungen (SPS) des unteren und mittleren Leis-
tungsbereiches des Marktführers eingesetzt werden. 
Ein Mikrocontroller benötigt für den Einsatz in einer konkreten Applikation entspre-
chende Peripherie,  z. B. Arbeitsspeicher (RAM), Programm und Festwertspeicher
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gung. Die Entwicklung von Software für eingebettete Systeme (Firmware) wird oftmals
mit sogenannten Evaluierungsboards durchgeführt. Sie werden in der Regel von mehre-
ren Herstellern spezifisch für einen Controller-Typ oder eine Familie angeboten und er-
möglichen die Firmware-Entwicklung schon bevor das eigentliche Zielsystem als
Baugruppe zur Verfügung steht. Für die Untersuchungen im Rahmen dieser Arbeit wur-
de das Board GS200 gewählt [GS200]. Diese Baugruppe verfügt über 2 MByte Arbeits-
speicher. Im Vergleich zu vielen eingebetteten Systemen steht damit relativ viel Spei-
cher zur Verfügung. Gerade für Versuche mit einer Java-Applikation und der Konver-
tierung einer JVM kommt dieser Umfang des Arbeitsspeichers der Aufgabe entgegen
und lässt noch Spielräume. Das Board verfügt ebenfalls über 2 MByte ROM innerhalb
eines Flash-Speichers. Hierin ist der Monitor für die Bedienung der Baugruppe (PC-
Schnittstelle) fest hinterlegt. Innerhalb des Flash-Bereiches wurde auch das Java-API
abgelegt, das die JVM als Bibliothek benötigt, um Java-Programme auszuführen. Die
Speicherung im Flash hat den Vorteil, dass nach einem Neuanlauf der Applikation (z. B.
Wiederkehr der Stromversorgung) das Java-API durch den Nutzer nicht erneut geladen
werden muss. Ebenfalls vorhanden sind vier RS-232-Schnittstellen, wovon eine für den
Kontakt des Monitors mit einem Steuer-PC (PC2) reserviert ist. Die verbleibenden seri-
ellen Schnittstellen sind für die Applikation frei verfügbar, z. B. wie im Rahmen dieser
Arbeit für die Anbindung einer Speicherprogrammierbaren Steuerung (SPS). Über diese
Schnittstelle wurde der Zugriff auf die Zustände eines technischen Prozesses dem EVA-
Board und damit auch dem Fernzugriff-Agenten zur Verfügung gestellt. Zusätzlich ver-
fügt das Board GS200 über eine CAN-Bus-Schnittstelle [CAN], die allerdings für diese
PC1:
- Bedienung
- Agent-Control
- Basis-Server
Evaluierungsboard GS200:
IP-Adr. = 192.168.1.4
Netzwerk
Switch oder Hub
10/100 MBit/sLAN-Adapter
192.168.1.2
LAN-Adapter
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X1...X3
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IEEE 802.3
Abb. 6.6: Entwicklungsumgebung Hardware
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Für die zu untersuchende Agenten-Applikation wird die Anbindung an ein Standard-
Ethernet-Netzwerk gebraucht. Das gewählte Board stellt diese Schnittstelle mit einer
Übertragungsrate von 10 oder 100 MBit/s konform zum Standard IEEE 802.3 direkt
über eine RJ45-Steckverbindung zur Verfügung, unterstützt durch einen Ethernet-Con-
troller [SMSC] und die Treiber-Software innerhalb des Betriebssystems. Um die in Ab-
bildung 6.6 dargestellten Komponenten in einem lokalen Netzwerk zu verbinden, wurde
ein Standard Ethernet-Hub [Allnet] eingesetzt, wobei ein Ethernet-Switch ebenso mög-
lich wäre. An alle Komponenten in diesem lokalen Netzwerk wurden IP-Adressen aus
einem reservierten Bereich vergeben. Im globalen Internet unter dem Protokoll IPV4
gibt es bestimmte Adressbereiche, die für private Zwecke bzw. lokale Netze reserviert
sind, deren Daten also nicht durch das Internet weitergeleitet (geroutet) werden. Für ein
Klasse-C-Netzwerk ist das der IP-Adressbereich 192.168.0.x  bis 192.168.255.x. IP-
Adressen aus diesem Bereich wurden wie folgt auf die einzelnen Teilnehmer zugeordnet
(siehe dazu auch die Abbildung 6.6):
• 192.168.1.1 für PC2: 
• 192.168.1.2 für PC1: 
• 192.168.1.4 für Evaluierungsboard GS200 
Bei den Systemkomponenten PC1 und PC2 handelt es sich um Standard-PCs mit Netz-
werkanbindung unter dem Betriebssystem MS-Windows. Mithilfe des Rechners PC1
werden essenzielle Funktionen der Basisplattform für den Testbetrieb nachgebildet. Bei
der Realisierung der Basisplattform handelt sich um die Zusammenführung heute gän-
giger Programmierung vernetzter Systeme und der Web-Programmierung. Die Erstel-
lung eines vollständigen Agenten-Portals (Basisplattform) sollte im Rahmen dieser
Arbeit nicht durchgeführt werden. Dennoch mussten für einen aussagekräftigen Testbe-
trieb zumindest zwei Basisfunktionen zur Verfügung gestellt werden: 
• Das Versenden eines Java-Agenten an ein Zielsystem im Netzwerk 
• Die Entgegennahme von Ergebnissen aus der Bearbeitung des Agenten innerhalb
seines Zielsystems. Dazu wartet innerhalb der provisorisch programmierten Basis-
plattform ein Server-Thread auf eingehende Verbindungswünsche vom Zielsystem
(EVA-Board).   
Für das zweite benötigte Rechnersystem PC2 wurde ebenfalls ein Standard-PC unter
dem Betriebssystem MS-Windows (Windows 98, 2000 oder XP) eingesetzt. Dieser
Rechner diente der Firmware-Entwicklung für das EVA-Board, der Konvertierung der
Java Virtual Machine, der Generierung der Betriebssystem-Applikation und als Debug-
Plattform für das EVA-Board. Die serielle RS-232 Anbindung an das EVA-Board er-
möglicht die Übertragung der Firmware und den Datenaustausch für den Debugger. Die
Anbindung an das Netzwerk wäre nicht zwingend erforderlich, hat sich aber vor allem
für die Programm-Sicherung auf anderen Rechnern bewährt, vorwiegend bei der Kon-
vertierung der JVM. Für den Betrieb eines realen Zielsystems ist dann das Rechnersy-
stem PC2 nicht mehr erforderlich. Die entwickelte Firmware wird dann Batterie-
gepuffert im RAM oder im Flash des Zielsystems (hier EVA-Board GS200) abgelegt.    
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In diesem Abschnitt soll näher auf die verwendeten bzw. notwendigen Software-Anteile
eingegangen werden. Die folgende Abbildung 6.7 zeigt die Anwendung der einzelnen
Software-Komponenten innerhalb der Struktur des stark vereinfachten und auf Fernzu-
griff-Aufgaben zugeschnittenen Agenten-Systems:
Wie bereits erläutert, war es im Rahmen dieser Arbeit nicht das Ziel, eine vollständige
Basisplattform zu entwickeln. Um einen Java-Agenten mit Fernzugriff-Auftrag dennoch
entwickeln und in einer Systemumgebung testen zu können, werden zwei elementare
Software-Funktionen der Basisplattform gebraucht, die prinzipiell auf jedem Standard-
PC mit Netzwerk-Anbindung implementiert werden können: 
• Versenden des Agenten an ein Zielsystem 
Im hier beschriebenen Entwicklungssystem erfolgt das Versenden innerhalb eines
Java-Programms als serieller Byte-Strom mithilfe der Socket-Funktionen, gesteuert
über eine Java-Swing-Oberfläche. 
• Entgegennahme der Ergebnisse 
Innerhalb einer Java-Applikation der Basisplattform wird ein Server-Thread gestar-
tet, der auf eingehende Kommunikationswünsche des Zielsystems wartet, um Ergeb-
nis-Dateien entgegenzunehmen. Der Transfer über FTP [FTP] auf Betriebssystem-
Ebene wäre ebenso möglich. Diese Java-Applikation wurde mit der Java 2 Standard
Edition (J2SE) aus der Java-Entwicklungsumgebung JDK 1.3.1_03 auf einen Stan-
dard PC-System unter dem Betriebssystem MS-Windows 98 erstellt. Die dazugehö-
rige Java Entwicklungsumgebung (JDK) enthält auch die benötigte Java Virtual
Machine für die J2SE. Der Agent sendet nach Abschluss seines Auftrages eine Ergeb-
nis-Datei in Form eines serialisierten Byte-Stroms zurück an die Basisplattform. In-
nerhalb eines Server-Threads der Java-Applikation der Basisplattform kann an-
schließend die Deserialisierung und die Sicherung erfolgen, beispielsweise wieder in
Abb. 6.7: Software-Komponenten
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muss diese Server-Funktion mehrfach bzw. möglichst in der gleichen Anzahl vorhan-
den sein, wie aktive Agenten zu Einsatz kommen. Es muss den innerhalb der Zielsys-
teme aktiven Agenten möglich sein,  zu jeder Zeit einen freien Server für den Kontakt
zur Basisplattform zur Verfügung zu haben. Für das hier beschriebene Entwicklungs-
system genügt im ersten Ansatz ein Server-Thread. Ein Textfenster innerhalb der Be-
dienoberfläche (Abbildung 6.8) kann zusätzlich dazu genutzt werden, das Eintreffen
der Ergebnis-Datei dem Nutzer zu melden. 
Eine grafische Bedien-Oberfläche (GUI) für den Entwickler bzw. Nutzer kann mit Java-
Swing (Grafik-Programmierung mit Java) erstellt werden. Swing ist Bestandteil der Java
2 Plattform, sodass die Swing-Bibliotheken ebenfalls mit dem JDK zur Verfügung ste-
hen [Java Swing]. Für Entwicklung und Test wurde im Rahmen dieser Arbeit die in Ab-
bildung 6.8 dargestellte Java-Swing-Oberfläche eingesetzt: 
Selektiert werden kann zwischen mehreren vorbereiteten und zum Versand bereiten
Agenten. Nach dieser Selektion wird automatisch das Transfer-Menü (dispatch agent)
aufgeblendet. Hierin muss das Zielsystem anhand seiner IP-Adresse und Port-Nummer
angegeben werden. Das eigentliche Versenden wird mit dem Start-Button ausgelöst.
Ebenfalls aufgeblendet wird ein Text-Fenster (Agent_Message), welches Quittungen
des Zielsystems und eventuelle Fehlermeldungen für den Nutzer ausgibt. 
Der eigentliche Fernzugriff-Agent soll definitionsgemäß ebenfalls in der Programmier-
sprache Java 2 erstellt werden. Dies kann auch mit einem Standard-PC mit JDK 1.3.x
erfolgen. Wichtig ist jedoch dabei die Entwicklung auf Basis des Java-API der Kertasa-
rie-JVM. Das Java-API für ein eingebettetes System ist oftmals gegenüber dem Standard
der Java 2 Standard Edition reduziert oder verändert, beispielsweise können die Klassen
für die Bearbeitung von Dateien fehlen, falls das Zielsystem nicht über ein Datei-System
Abb. 6.8: Bedienoberfläche für die Entwicklung
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tems ausführen, welches dazu ebenfalls dieses API im Speicher als Programm-Biblio-
thek zur Verfügung stellen muss. Schon bei der Übersetzung des Java-Agenten mit dem
Java-Compiler (javac) kann als Parameter „bootclasspath“ in die Kommandozeile für
die Auswahl eines bestimmten API mit aufgenommen werden. Die Übersetzung des
Java-Agenten mit dem Ziel-API verhindert schon bei der Übersetzung die Verwendung
von auf dem Zielsystem nicht vorhandenen Funktionen durch entsprechende Fehlermel-
dungen.
Unter der eigentlichen Applikation eines Zielsystems ist die Programm- und Hardware-
Konfiguration zu verstehen, die das System auch ohne die Einbindung in ein Agenten-
System hätte, um eine spezielle Aufgabe eines Nutzers zu erfüllen. Eingebettete Syste-
me, eingesetzt z. B. in der industriellen Steuerungstechnik, der Gebäudeautomatisierung
oder auch in Kraftfahrzeugen, arbeiten in der Regel unter Echtzeit-Bedingungen, d. h.
Systemreaktionen müssen abhängig von Eingangsgrößen innerhalb einer festen Zeit-
spanne erfolgen (Rechtzeitigkeit). Für Applikationen in der Automatisierungstechnik
liegt diese Reaktionszeit im Bereich von Sekunden bis zu Millisekunden, für Antriebs-
steuerungen gar im Bereich von Mikrosekunden. Diese feste Zeitspanne muss innerhalb
einer maximalen Abweichung (Jitter) reproduzierbar sein. Es gibt heute für den Bereich
der Desktop-Rechnersysteme prototypische Lösungen für den Einsatz mobiler Agenten,
z. B. das System Aglets von IBM [Aglets]. Prinzipiell wären diese mit entsprechenden
Software-Änderungen auch für Fernzugriff-Anwendungen einsetzbar, jedoch nicht für
den Bereich der eingebetteten Systeme. Problematisch ist vor allem der große Bereich
der 16-Bit-Controller mit ihrer eingeschränkten Rechenleistung, bedingt durch die Bit-
breite der internen Register und Busse und die begrenzte Ausrüstung mit Programm- und
Arbeitsspeicher. Viele kompakte Applikationen aus dem Bereich der Single-Board- und
Single-Chip-Steuerungen, zu einem großen Teil auf der Basis von mit 8-Bit- und 16-Bit-
Controllern, werden bzw. können dabei für ihre Applikation noch ohne Einsatz eines
Echtzeit-Betriebssystems realisiert werden. Im einfachsten Fall besteht eine solche Ap-
plikation im Vergleich zu einer Applikation mit Betriebssystem aus einer einzigen Task,
die zyklisch ausgeführt wird. Soll zusätzlich zur Applikation, wenn auch nur sporadisch,
ein mobiler Agent bearbeitet werden, so muss dann in der Regel ein Echtzeit-Betriebs-
system (RTOS) zum Einsatz kommen. 
Viele Echtzeit-Betriebssysteme sind modular aufgebaut, um die Anpassung an die un-
terschiedlichsten Zielsystem-Architekturen zu erleichtern und auch die dadurch mögli-
che Abstufung der Beschaffungskosten ist von Bedeutung. Die Konfiguration des
Betriebssystems erfolgt mittels Software in der Betriebssystem-Anwendung. Bei dem
im Rahmen dieser Untersuchungen verwendeten Betriebssystem EUROS® [EUROS] ist
die Konfiguration mithilfe der Programmiersprache C zu erstellen. Für das hier unter-
suchte Zielsystem wurden folgende RTOS-Module eingesetzt:
• Echtzeit-Betriebssystem für Infineon C16x CPU-Architektur
• Host-Debugger für PC unter Windows-Betriebssystem
• File Management System (FMS) für FAT12 und FAT16 Datei-Systeme
• RAM-Disk Treiber (Teil des Systemspeichers als Block-Device)
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• FTP-Server nach RFC 959
• ACE8250 Port-Treiber für die serielle Kommunikation
Eine der wichtigsten Funktionen eines derartigen Betriebssystems ist das Multi-Tasking,
die neben Rechtzeitigkeit und Jitter dritte Kerneigenschaft der Bearbeitung in Echtzeit.
Mehrere Aufgaben, aufgeteilt in sogenannte Tasks, sollen quasi parallel ablaufen. Da in
vielen Steuerungen nur ein Prozessor vorhanden ist, kann tatsächlich immer nur eine
Task die Bearbeitung durch den Prozessor beanspruchen. Um trotzdem mehrere Tasks
gleichzeitig bearbeiten zu können, erhält jede Task abwechselnd Rechenzeit vom Be-
triebssystem-Scheduler zugeteilt. Das hier eingesetzte RTOS arbeitet mit einem priori-
tätsgesteuerten Round-Robin-Verfahren, um Rechenzeit an die Tasks einer Anwendung
zuzuteilen. Die Dauer der Zeitscheiben kann dabei für jede Task unterschiedlich festge-
legt und zur Laufzeit verändert werden. Tasks mit niedriger Priorität erhalten dann Re-
chenzeit, wenn momentan keine höher priorisierte Task Rechenzeit für sich beansprucht,
weil beispielsweise alle Tasks mit höherer Priorität beendet wurden oder erst zu einem
späteren Zeitpunkt wieder aktiv werden. Die mögliche Verteilung der Rechenzeit in ei-
nem eingebetteten System mit der Ausführung eines mobilen Agenten zeigt die folgende
Abbildung 6.9:  
Die „Root-Task“ (a) wird bei der Initialisierung des Betriebssystem-Mikrokernel auto-
matisch erzeugt. Innerhalb der Root-Task werden alle in der Applikation benötigten wei-
teren Tasks generiert und eventuell schon gestartet, danach terminiert die Root-Task.
Die Root-Task kann und sollte auch dazu genutzt werden, um alle Initialisierungen des
Zielsystems vorzunehmen, zumal es hier die Möglichkeit gibt, Zuweisungen im Anlauf
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Abb. 6.9: Task-Bildung mit Echtzeit-Betriebssystem und Agenten-Bearbeitung
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Die Task „Systemaufgabe“ (b) beinhaltet die eigentliche Systemapplikation, im ein-
fachsten Fall die Bedienung des Prozess-Abbildes der System-Peripherie, abhängig vom
Steuerungsprogramm. Diese Task muss die höchste Priorität erhalten und darf durch die
Agenten-Fähigkeit des Systems möglichst wenig beeinflusst werden. 
Die Task „Agent Check-In und Management“ (c) dient dazu, einen eintreffenden mobi-
len Agenten über einen Server-Socket innerhalb der Betriebssystem-Anwendung der
Ausführungsumgebung zuzuführen.  
In der Task „Bearbeitung des Agenten“ (d) erfolgt die Bearbeitung des mobilen Agen-
ten, d. h. die Abarbeitung seines Java-Bytecodes durch die Java Virtual Machine, in die-
sem Fall der Kertasarie-VM. 
Die Task „Ergebnistransfer“ (e) ist dafür zuständig, die Ergebnisse nach der Bearbei-
tung des Agenten zurück an seine Basisplattform zu transferieren. Die Aktivierung die-
ser Task kann durch die Task „Bearbeitung des Agenten“ nach deren Ende erfolgen. Nur
dann stehen neue Ergebnisse zur Verfügung, die an einen Auftraggeber bzw. die Basis-
plattform zurückgeführt werden müssen.  
In der Konfiguration des Echtzeit-Betriebssystems können auch noch zusätzliche „wei-
tere Tasks“ (f) eingesetzt werden, z. B. für sporadisch genutzte Systemdienste. In der
hier verwendeten RTOS-Anwendung wurde beispielsweise ein FTP-Server [FTP] mit
aufgenommen, der vor allem für die Entwicklungsphase einen schnellen Zugang zum
Zielsystem ermöglicht.
6.5  Datenaustausch zwischen mobilen Agenten und ihren Zielsystemen
Der Java-Agent mit Fernzugriff-Aufgaben muss in der Regel über seine Ausführungs-
umgebung, in unserem Fall der Java Virtual Machine, auf Plattform-spezifische Daten
des Host-Systems, z. B. aktuelle Prozessdaten, zugreifen können. Bei den Prozessdaten
handelt es sich um den Stand der Systemperipherie zum technischen Prozess hin bzw.
um daraus gewonnene Daten, die innerhalb eines dafür reservierten Speicherbereichs
abgelegt sind und zyklisch aktualisiert werden. Dieser Speicherbereich wird analog zur
Nomenklatur einer SPS als Prozess-Abbild bezeichnet. Ebenso denkbar ist der Zugriff
auf System-Daten oder Ergebnisse einer Vorverarbeitung innerhalb des Zielsystems.
Die Plattformunabhängigkeit der Programmiersprache Java schließt direkte Zugriffe auf
die Prozess-Peripherie oder Speicherbereiche von Zielsystemen aus, wie das z. B. bei C
durch direkte Zugriffe auf Port-Register oder über Pointer auf Speicherinhalte möglich
ist. Dennoch gibt es Möglichkeiten, auch für Java Zugriffe auf diese Daten zu eröffnen.
Als erste Möglichkeit für den Zugriff soll die Zwischenspeicherung in einer Datei erläu-
tert werden. Bei Java 2 gibt es Befehle, um Dateien innerhalb eines Datei-Systems zu
öffnen, zu lesen oder zu beschreiben und wieder zu schließen (Krüger, 2000). Von der
JVM benötigte Daten können dann als Datei bereitgehalten werden, d. h. innerhalb der
Applikation des Betriebssystems müssten diese Daten zu festgelegten Zeitpunkten in
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dass die Implementierung der JVM für das spezifische Zielsystem die Bearbeitung von
Dateien ermöglicht und das Zielsystem auch über ein Datei-System verfügt, z. B. inner-
halb einer RAM-Disk oder auch innerhalb eines Flash-Bereiches. Bei vielen eingebette-
ten Systemen ist der RAM-Bereich für die eigentliche Applikation gerade ausreichend
und damit zu klein, um zusätzlich ein Datei-System unterzubringen. Zudem benötigen
viele Applikationen für sich selbst kein Datei-System. Auch eine JVM ist modular auf-
gebaut und muss nicht zwingend die gesamte Java 2 Funktionalität für das Datei-Hand-
ling beinhalten (Klassen „RandomAccessFile“ und „File“). Um Speicherplatz in der
Ziel-Hardware zu sparen, wird man versuchen, eine JVM speziell zugeschnitten auf die
Applikation zu generieren, oftmals ohne Datei-System. Für die Kertasarie-VM ist es da-
her möglich, nur die für eine Applikation notwendigen Teile des Java-APIs und für die
virtuelle Maschine selbst zu generieren. Unter Umständen besteht auch die Gefahr, dass
durch die längeren Rechenzeiten der Datei-Bearbeitung aktuelle Prozessdaten aus der
zyklischen Aktualisierung verloren gehen.
Die zweite Möglichkeit für die JVM, eine Datenverbindung zum Host bidirektional auf-
zubauen, bieten die Funktionen der Socket-Programmierung. Als Socket bezeichnet
man eine Stream-basierte Programmier-Schnittstelle zur Kommunikation zweier Rech-
ner in einem TCP/IP-Netz. Die Funktionen zur Socket-Programmierung wurden Anfang
der achtziger Jahre für die  Programmiersprache C entwickelt, mit Berkeley UNIX 4.1/
4.2 allgemein eingeführt und auch in Java implementiert (Krüger, 2000). Im Wesentli-
chen unterscheidet man zwei Arten von Sockets: TCP-Sockets und UDP-Sockets. UDP-
Sockets sollen an dieser Stelle nicht weiter betrachtet werden und es sei auf die Literatur
verwiesen (Comer, 2000), (Donahoo & Calvert, 2001, 2002). Der Anstoß für die Eröff-
nung einer Socket-Verbindung wird dabei von der JVM bzw. dem von ihr bearbeiteten
Java-Programm als Client ausgehen und das Zielsystem ist dabei in der Rolle des Ser-
vers. Aus Client-Sicht ist dazu für die JVM die Klasse des TCP-Socket-API „Socket“
erforderlich. Das prinzipiellen Schritte der Übertragung von Daten über eine TCP/IP
Socket-Verbindung zwischen der JVM und dem Server im Zielsystem sind in Abbildung
6.10 dargestellt. 
• Vor dem eigentlichen Datenaustausch muss zunächst eine Verbindung zwischen Cli-
ent und Server aufgebaut werden. In Java wird dafür ein Socket generiert und an
einen Port gebunden. Verbindungen werden über die Port- und IP-Adressinformation
identifiziert. Der Server-Socket ist im Host-System innerhalb der Applikation des
Betriebssystems unter ANSI-C programmiert und wartet nach dem Aufruf der
accept()-Funktion auf Verbindungsaufbauwünsche von Clients, in diesem Fall der
systemeigenen JVM. 
• Um Daten über einen Socket-Kanal zu senden oder zu empfangen, müssen soge-
nannte „Socket-Streams“ für Ein- und Ausgabe angelegt werden. Die Daten werden
jeweils in einen seriellen Datenstrom geschrieben, der vom Kommunikationspartner
empfangen und deserialisiert werden kann. 
• Schließlich wird die Socket-Verbindung wieder abgebaut (Funktion: close()).
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schen, bieten sich sogenannte „native Methoden“ und deren Verwendung mit dem Java
Native Interface (JNI) an. JNI (Sheng, 1999) wurde entwickelt, um Java-Programmen,
die innerhalb der Java Virtual Machine ablaufen, die Möglichkeit zu geben, mit Pro-
grammen zusammenzuarbeiten oder Bibliotheksfunktionen zu nutzen, die in einer ande-
ren Programmiersprache entwickelt wurden (z. B. C oder Assembler). JNI übernimmt
die Umwandlung der Datenformate bei der Übergabe von Parametern zwischen dem
Java-Programm und der Fremdfunktion (native Methode). Umgekehrt hat ein Fremd-
Prozess mit JNI auch die Möglichkeit, auf Klassen und Objekte eines Java-Programms
zuzugreifen und kann Ausnahmen (Java-Exceptions) erzeugen. Das Schlüsselwort in
Java für den Aufruf plattformspezifischen Codes ist „native“. Eine Methode, die mit die-
sem Schlüsselwort gekennzeichnet ist, darf dabei in Java nur als sogenannter Methoden-
rumpf, d. h. als leere Methode, implementiert sein. Stattdessen sucht das Java-
Laufzeitsystem in einer entsprechend angelegten Laufzeitbibliothek nach dieser Metho-
de. Für viele eingebettete Systeme mit knappen Ressourcen wird der Datenaustausch mit
einem Host-System mittels JNI auf Grund des hohen Speicherbedarfs nicht infrage kom-
men. Die Implementierung von JNI in eine Java Virtual Machine ist laut Spezifikation
Abb. 6.10: Socket-Verbindung JVM - Betriebssystem
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nicht.
Abschließend sei noch eine vierte Möglichkeit für den Datenaustausch mit dem Host-
System angegeben, die auch für die Untersuchungen im Rahmen dieser Arbeit angewen-
det wurde. Dabei werden auf Java-Ebene ebenfalls native Methoden als Methodenrümp-
fe eingesetzt und wiederum mit dem Schlüsselwort „native“ versehen (siehe Tabelle
6.4), allerdings nicht um JNI zu implementieren.                  
Für die Realisierung müssen die Quellen der JVM zur Verfügung stehen. Es wird sich
dabei in der Regel um ANSI-C-Code handeln, wie auch bei der Kertasarie-JVM. Die
JVM besteht aus einem plattformunabhängigen Teil, der bei der Portierung auf eine neue
Zielplattform unverändert bleibt, und einem kleineren plattformspezifischen Teil. Die-
ser Anteil ist bei jeder Portierung an den Ziel-Prozessor anzupassen und enthält z. B.
auch den Zugriff auf die System-Hardware. In diesem Bereich der plattformspezifischen
Funktionen der JVM werden auch die beiden Funktionen „recData()“ und „sendData()“
für den Datenaustausch mit dem Zielsystem neu angelegt. Länge und Inhalt der im Sen-
de- und Empfangspuffer enthaltenen Daten sind je nach Applikation festzulegen. Vor al-
lem bei der Übertragung von Prozessdaten ist auf deren Konsistenz zu achten. Man
versteht darunter, dass ein Zugriff auf einen zusammengehörigen Datenbereich nicht er-
folgen darf, solange schreibende Zugriffe darauf noch nicht abgeschlossen sind. Vor al-
lem gilt das für den Zugriff auf Prozesswerte, die sich ständig ändern. Eventuell müssen,
um die Konsistenz sicherzustellen, Synchronisationsmechanismen (z. B. Semaphore)
zur gegenseitigen Verriegelung von Tasks eingesetzt werden. Wird das Prozess-Abbild
dem Host-Rechner als serieller Datenstrom zugeführt, wie auch bei der hier verwendeten
Testumgebung, darf der lesende Zugriff auf den Empfangspuffer nur erfolgen, sobald
diese gültig sind. Ebenso dürfen neue Schreibzugriffe erst nach beendeten Lesezugriffen
beginnen. 
Ein ganz wesentlicher Gesichtspunkt des Datenaustausches des mobilen Agenten mit
seinem Wirtssystem wurde noch nicht angesprochen: Das Problem der Datensicherheit.
Mobile Agenten haben ähnliche Eigenschaften, wie z. B. Computer-Viren. Der gezielte
und notwendige Datenaustausch eines mobilen Fernzugriff-Agenten mit seinem Wirts-
system (Zielsystem) birgt Risiken in sich, die im worst case die Funktion der gesamten
Applikation in Gefahr bringen können. Die Verwendung der Programmiersprache Java
bringt hier aber doch eine gewisse Entschärfung der Gefahrenlage mit sich. Gerade bei
eingebetteten Systemen, die nicht unter Standardbetriebssystemen aus dem Desktopbe-
reich (z. B. MS Windows, Linux) laufen, muss dieser Datenaustausch speziell program-
miert werden. In Java gibt es im Gegensatz zu C keine Pointer und damit sind direkte
Zugriffe auf Speicherbereiche durch den Java-Agenten nicht direkt möglich. Die Ziel-
Java-Programm des mobilen Agenten Zielsystem-Applikation in ANSI-C
native void sendData(int[] array) Ö struct rec_data  * recData(void)
native int [ ] recData() Õ void sendData(int send_data[])
Tabelle 6.4: Datenaustausch zwischen JVM und Host mit nativen Methoden
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Das Zielsystem 
• ermöglicht dem Agenten nur lesenden Zugriff (sichere Variante, Agent benötigt aber
eventuell auch Schreibzugriff).
• ermöglicht dem Agenten Lese- und Schreib-Zugriff, die Schreibzugriffe allerdings
nur in dafür vorgesehene Datenbereiche, z. B. Arrays oder in bestimmten Dateien. 
• ermöglicht dem Agenten Lese- und Schreib-Zugriffe auf alle Ressourcen des Ziel-
systems. Diese Variante ist sicher die Ausnahme und sicherheitstechnisch schwer
beherrschbar.
Die Problematik der Datensicherheit für Zielsysteme von mobilen Agenten kann hier
nicht weitergehend betrachtet werden und ist Thema aktueller Forschung und Entwick-
lung (Siemens AG - Automation and Drives, 2002).  
6.6  Testumgebung mit Prozess-Anbindung
Ein komplettes Agentensystem für den Fernzugriff auf Automatisierungssysteme konn-
te und sollte im Rahmen dieser Arbeit nicht erstellt werden. Im Vordergrund stand die
Untersuchung der Java-Fähigkeit von 16-Bit-Zielsystemen und potenzielle Anwendun-
gen eines mobilen Fernzugriff-Agenten für die Automatisierungstechnik. Damit ergibt
sich auch die Problematik, einen Java-Agenten möglichst nahe an einem realen System
oder technischen Prozess testen zu können. Nachdem Automatisierungsgeräte am realen
Prozess für Software-Entwicklungen in der Regel nicht zur Verfügung stehen, musste
ein Ersatzsystem zusammengestellt werden, um den Test eines Java-Agenten zu ermög-
lichen. Eingebettete Systeme, wie beispielsweise der große Bereich der Single-Board-
Systeme und Single-Chip-Systeme, sind Software-technisch in sich abgeschlossen und
stark auf ihre Applikation zugeschnitten. Soll eine mobiler Agent auf ein derartiges Sys-
tem zugreifen, muss es intern dafür ausgerüstet sein, d. h. es muss über eine entsprechen-
de Ausführungsumgebung verfügen. Diese kann bei diesen Systemen in der Regel nicht
nachträglich implementiert werden. Vielmehr wäre zu diesem Zweck die vollständige
Neuentwicklung des Systems erforderlich. Im Rahmen dieser Arbeit wurde nach einer
Möglichkeit gesucht, die gefundenen Lösungsansätze realitätsnah zu implementieren
und zu testen, ohne ein spezielles eingebettetes System neu dafür entwickeln zu müssen.
Die in Abbildung 6.11 dargestellte Systemumgebung zeigt die eingesetzte Testumge-
bung. 
Das gesamte Zielsystem besteht im Kern aus der Zusammenschaltung aus dem Evaluie-
rungsboard GS200 und einer Speicherprogrammierbaren Steuerung (SPS) [Siemens
SPS]. Das EVA-Board auf Basis des Mikrocontrollers Infineon C167CR stellt die Netz-
werk-Anbindung zur Verfügung, die für den Transfer des mobilen Agenten auf das Ziel-
system erforderlich ist. Mobile Agenten sollen gemäß ihrer Definition innerhalb von
Netzwerken (Intranet/Internet) auf mögliche Zielsysteme transferiert werden können.
Das Ziel des mobilen Agenten soll ein eingebettetes System sein, in diesem Testfall das
Evaluierungsboard GS200 mit dem Mikrocontroller Infineon C167CR. Die Baugruppe
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IEEE 802.3) mit 10 MBit/s Übertragungsrate. Die notwendige Treiber-Software für die
Ethernet-Anbindung und ein TCP/IP-Stack stehen als Option zum verwendeten Be-
triebssystem EUROS®zur Verfügung. Ein Server-Port, programmiert innerhalb der Be-
triebssystem-Applikation, nimmt den Datenstrom auf und anschließend erfolgt die
Ablage als Datei innerhalb der RAM-Disk. Die Nutzung der RAM-Disk wird unterstützt
durch ein File Management System (FMS) in den von MS-DOS bekannten Standards für
Datei-Systeme FAT12 oder FAT16. Eingebettete Systeme verfügen oftmals über zu we-
nig Arbeitsspeicher, um zusätzlich zur Steuerungsapplikation und der für die Bearbei-
tung des Agenten notwendigen Java Virtual Machine noch eine RAM-Disk anzulegen.
Für diese Kategorie eingebetteter Systeme muss ein eintreffender Agent sofort und di-
rekt von der JVM ausgeführt werden. Die Applikation unter dem Echtzeit-Betriebssys-
tem EUROS® ist in der Programmiersprache ANSI-C erstellt und erweitert um die Aus-
führungsumgebung für den mobilen Agenten, die im Wesentlichen aus der Java Virtual
Machine besteht.
Um das Zusammenwirken des mobilen Agenten mit einem laufenden Prozess auf einer
Anlage zu testen, müsste das Evaluierungsboard direkt über entsprechende Peripherie an
einen technischen Prozess gekoppelt sein. EVA-Boards dienen in erster Linie der Firm-
ware-Entwicklung und verfügen über diese Anbindung in der Regel nicht, wie auch das
hier verwendete GS200. Für die Automatisierung werden heute in großem Umfang Spei-
cherprogrammierbare Steuerungen (SPS) eingesetzt. Programmiert wird bei einer SPS
ein zyklisch ablaufendes Steuerungsprogramm mit direktem Zugriff auf das Prozess-
Abbild der digitalen und analogen Eingänge und Ausgänge. Die Programmierung er-
Abb. 6.11: Testumgebung für eine Agenten-Applikation mit Prozess-Anbindung
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6. Entwurf eines Agenten-Systems für den Fernzugriff 161 folgt Prozess-nah mit dafür maßgeschneiderten Programmiersprachen [Siemens SPS].
Die Hardware-technische Kopplung der Prozess-Steuerung SPS und der Agenten-Ap-
plikation auf dem EVA-Board wurde mittels einer schnellen seriellen Verbindung reali-
siert (Kommunikationsprozessor der SPS, bidirektionale Übertragung mit 38400 Bit/s).
Das EVA-Board GS200  verfügt über vier serielle Schnittstellen RS-232, wovon eine
frei programmierbare Schnittstelle (B) für den Transfer des Prozess-Abbildes genutzt
wird. Software-technisch abgewickelt wird der Transfer innerhalb einer dafür angeleg-
ten Task „System-Applikation“ (siehe Abbildung 6.9), die zyklisch das Prozess-Abbild
aktualisiert auf dem EVA-Board zur Verfügung stellt. Prinzipiell ist durch diese serielle
Kopplung auch eine Möglichkeit aufgezeigt, eingebettete Systeme über eine Standard-
schnittstelle mobilen Agenten zugänglich zu machen. Die Kopplung an einen techni-
schen Prozess wäre ebenso über andere Standardschnittstellen realisierbar oder auch
über Bussysteme mit applikationsspezifischer Busphysik und Protokoll. Bei Verwen-
dung einer SPS zur Prozess-Steuerung, wie für diese Testanlage zugrunde gelegt, gibt es
dann auch die Möglichkeit leistungsfähige Simulationswerkzeuge einzusetzen, soge-
nannte SPS-Simulatoren [Cephalos].  
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Kapitel 7
Anwendungen für die Automatisierungstechnik
Die Akzeptanz mobiler Software-Agenten beim Anwender wird nur geweckt und geför-
dert durch neue oder deutlich verbesserte Funktionalitäten gegenüber den heute einge-
setzten konventionellen Fernservice-Systemen. Gerade in der Automatisierungstechnik
setzt man auf Grund des großen Einsatzes an Material, Anlagentechnik und Know-how
auf bekannte und erprobte Technologien. Als Beispiel sei hier die hochautomatisierte
Fertigung in der Automobilindustrie genannt. Neue Techniken für die Automatisierung
müssen ihre Praxistauglichkeit zuerst im prototypischen Einsatz beweisen. In den fol-
genden Abschnitten werden vier potenzielle Anwendungsgebiete für mobile Fernzu-
griff-Agenten in der Automatisierungstechnik näher erläutert:
• Datalogging
• Autonomer Zustandsabgleich
• Fernsteuerung von Geräten und Anlagen
• Informationsverbreitung an Zielsysteme     
7.1  Datalogging im Fernzugriff 
Der Begriff „Datalogging“ etablierte sich bei den ersten Testsystemen für elektronische
Bauelemente. Bei der Messung der elektrischen Parameter von elektronischen Schalt-
kreisen mussten große Mengen an Messwerten gesichert, ausgewertet und begutachtet
werden. Diese wurden dazu in Dateien abgelegt oder ausgedruckt. Aus  dieser Anwen-
dung heraus wurde der Begriff „Datalogging“ erstmals geprägt und sehr allgemein defi-
niert als „Datenaufzeichnung“ oder „Datenprotokollierung“ von Messergebnissen.
Auch der Begriff „Datenerfassungssystem“ (data aquisition system) wird dafür gele-
gentlich verwendet. 
Für die heute im Bereich der elektronischen Messtechnik eingesetzten Datalogger lässt
sich folgende Beschreibung angeben, die abgesehen von der Hardware-technischen Im-
plementierung, auch auf Datalogging mit mobilen Agenten übertragbar ist:    
Ein „Datalogger“ wird dabei als ein elektronisches Instrument beschrieben, das phy-
sikalische Größen, wie z. B. Temperatur, Feuchte, Druck, in Form elektrischer Mess-
werte über einstellbare Zeiträume misst und aufzeichnet [Datalogger]. 
Typisch für die heute verwendeten Datalogger sind kleine Netz-unabhängige Einheiten,
die mit einer Mikroprozessor-Steuerung ausgerüstet Daten erfassen und speichern.
Eventuell erfolgt bereits hier eine erste Auswertung der gewonnenen Daten. Die Senso-163
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werden über eine Schnittstelle zum Steuerungsrechner der Zielapplikation dem Datalog-
ger zur Verfügung gestellt. Messtechnische Datalogger werden heute beispielsweise ein-
gesetzt bei der Anfertigung von Feldstudien, bei der Erfassung von Messwerten in
Kraftfahrzeugen, bei der Fehlersuche in Industrieanlagen, bei der Erstellung von Qua-
litätsstudien und in Forschung und Entwicklung. 
Die wesentlichen Voraussetzungen und Gründe für den Einsatz messtechnischer Data-
logger lassen sich wie folgt zusammenfassen: 
• Der eigentliche Datalogger muss auf Grund seiner Bauweise (Volumen, Gewicht) in
das Zielsystem eingebracht werden können. 
• Die kontinuierliche Überwachung eines Prozesses oder Zielsystems durch Personal
vor Ort ist nicht möglich. Als Beispiele seien hier genannt: Unerträgliche und für
Personal gefährliche Umweltbedingungen, sicherheitskritische Produktionsanlagen
und geografisch weit entfernt liegende Zielsysteme.
• Der Zugang zum Zielsystem auf elektronischem Wege ist nicht zu realisierbar.
Die Arbeitsweise und Inbetriebnahme eines messtechnischen Dataloggers lässt sich wie
folgt zusammenfassen: Zunächst muss der Datalogger für seine Anwendung vorbereitet
werden, d. h. ein Datalogger muss die für seine Aufgabe notwendigen Parameter erhal-
ten. Derzeit eingesetzte Geräte werden dafür über eine Standardschnittstelle mit einem
Programmiergerät (z. B. PC, Laptop) verbunden, um die notwendigen Parameter einzu-
stellen, wie z. B. Messintervalle, Startzeiten und Messbereiche. Anschließend wird der
Datalogger vom Programmiergerät getrennt und am Einsatzort installiert. Nach Ende
seines Einsatzes wird der Datalogger wieder mit einem Programmiergerät verbunden,
um die Messwerte bzw. die erstellten Daten zu übertragen und auszuwerten. Anhand die-
ser Vorgehensweise wird klar, dass es sich um eine Aufgabe handelt, die vor Ort mit Per-
sonal auszuführen ist. Die Parametrierung in Form des Arbeitsauftrages ist statisch für
die gesamte Einsatzzeit festgelegt. 
Der Begriff „Datalogging“ wird für Anwendungen in der Automatisierungstechnik
noch umfassender definiert: 
Datalogging ist die Sammlung (monitoring), Auswertung (evaluation) und Rückmel-
dung (notification) von Prozessdaten für einen Nutzer. 
Die Sammlung (monitoring) umfasst dabei die ereignisgesteuerte oder zeitgesteuerte Er-
fassung von Messwerten bzw. Prozessdaten mittels Hardware-technischer und Soft-
ware-technischer Einrichtungen. Zudem kann bereits an dieser Stelle eventuell eine
Vorselektion anhand von Grenzwerten oder weiteren Kriterien erfolgen. Die gesammel-
ten Prozesswerte müssen anschließend zwischengespeichert werden, in der Regel in
nicht flüchtigen Speicherbereichen des Dataloggers oder im Zielsystem selbst. Die Aus-
wertung (evaluation) der erfassten Prozesswerte ist nach zwei Prinzipien möglich: Zum
einen die direkte Weiterleitung der erfassten Prozessdaten an ein weiteres System zur ex-
ternen Auswertung (remote evaluation). Zum anderen ist die Anwendung von Program-
men zur Auswertung der Prozessdaten innerhalb des Dataloggers selbst denkbar, z. B.
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oder zur grafischen Darstellung. Für die Rückmeldung (notification) der erfassten Pro-
zessdaten oder den daraus gewonnenen Daten an einen Nutzer finden heute zwei Prinzi-
pien Anwendung: Zum einen gibt es die Möglichkeit, dass die Ergebnisse vor Ort im
Datalogger gesichert bleiben, um entweder direkt dargestellt zu werden (z. B. Ergebnis-
Plot, Darstellung am Bildschirm) oder durch einen Einsatz vor Ort auf einem Datenträ-
ger gespeichert zu einer zentralen Auswertestelle verbracht zu werden. Zum anderen
gibt es heute die Möglichkeit, dass ein dafür ausgerüsteter Datalogger seine Daten auf
elektronischem Wege an einen Nutzer übermittelt. Zur Verfügung stehen hierfür Online-
Verbindungen auf Basis der Web-Technologien oder durch Wählverbindungen. Diese
Variante könnte man als stationären Datenlogger mit Fernzugriff bezeichnen. 
Abbildung 7.1 zeigt im linken Teil die Einteilung für heute übliche Datalogger-Systeme,
die stationär und vor Ort an den Zielsystemen installiert werden müssen: 
Eine weitere Unterteilung kann nach externen oder System-integrierten Dataloggern er-
folgen. Externe Systeme arbeiten als autarkes externes Gerät mit eigener Software. Es
gibt für diese Gruppe diverse Anbieter [Datalogger]. Entscheidend für deren Anwen-
dung ist jeweils eine passende Schnittstelle zum Zielsystem. System-integrierte Data-
logger sind nach außen hin in der Regel nicht als solche erkennbar und müssen bereits
bei der Entwicklung des Zielsystems mit implementiert werden. Der Datalogger besteht
in diesem Fall in der Regel aus einer Software-Ergänzung, die eventuell auch erst bei Be-
darf als Plug-in nachgeladen werden kann. Aus Sicherheitsgründen kann es erforderlich
sein, den Zugriff auf interne Software-Schnittstellen einzuschränken. Derartige System-
integrierte Lösungen können in der Regel nur vom Hersteller eines Zielsystems realisiert
werden, da in diesem Fall genaue System-Kenntnisse essenziell notwendig sind. 
Abb. 7.1: Einteilung von Datalogger-Systemen
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166 7. Anwendungen für die AutomatisierungstechnikIn der vorangegangenen Abbildung 7.1 ist auch die im Rahmen dieser Arbeit vorge-
schlagene neue Möglichkeit eines mobilen Dataloggers mit aufgenommen. Das hier
vorgeschlagene neue Verfahren besteht darin, einen mobilen Agenten im Fernzugriff für
Datalogging-Aufgaben einzusetzen (datalogging agent). Durch einen mobilen Agenten
im Fernzugriff wird der Datalogger als Software-Komponente in Form des Arbeitsauf-
trages des Fernzugriff-Agenten auf das Zielsystem transferiert. In Abbildung 7.2 ist das
Prinzip eines sogenannten „Datalogger Agenten“ dargestellt:
Die Aufnahme (<engl.> monitoring: mithören, aufnehmen) der Prozesswerte kann in der
Regel effektiv und vollständig nur vorn Ort am Zielsystemen erfolgen. Bei vielen Pro-
zess-Steuerungen werden neue zu erfassende Messwerte mit Zykluszeiten im Bereich
von Sekunden oder noch schneller generiert. Ihre Erfassung über Online-Verbindungen
auf Basis von Web-Verbindungen oder auch Wählleitungen kann dieser Generierungs-
rate in der Regel nicht folgen. Ein Verlust von Daten kann bisher nur durch eine Auf-
zeichnung vor Ort und eine spätere Auswertung sicher verhindert werden. 
Ein mobiler Agent mit dem Arbeitsauftrag Datalogging für ein bestimmtes Zielsystem
wird von einem Auftraggeber parametriert, zum Transfer freigegeben und von der Ba-
sisplattform an das Zielsystem übertragen (agent dispatch). Die Online-Verbindung des
Nutzers zur Basisplattform ist dann nicht mehr erforderlich und kann beendet werden.
Nach dem Transfer des Agenten auf sein programmiertes Zielsystem und seiner Annah-
me auf Grund positiver Sicherheitsüberprüfungen kann das Programm des Agenten an-
schließend innerhalb der Ausführungsumgebung im Zielsystem bearbeitet werden.  
Im Gegensatz zu einer synchronen Online-Verbindung kann die Software-technische
Aufnahme der Prozesswerte durch den Agenten asynchron zu seiner Generierung  und
seinem Transfer erfolgen, wobei die spezifizierten Beobachtungszeiträume vom Auf-
Abb. 7.2: Datalogging durch einen mobilen Fernzugriff-Agenten
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7. Anwendungen für die Automatisierungstechnik 167 traggeber vorgegeben werden und Teil des Agenten-Auftrages sind. In der nahezu belie-
big möglichen Festlegung von Datalogging-Zeiträumen liegt ein gewichtiger Vorteil
eines mobilen Datalogging-Agenten, gerade auch für die Automatisierungstechnik. Vor
allem über lange Zeiträume (z. B. Tage oder Wochen) ergeben sich damit deutliche Vor-
teile gegenüber Fernzugriffen, die auf einer Online-Verbindung basieren. Über derartig
lange Zeiträume sind Online-Verbindungen schon auf Grund der entstehenden Verbin-
dungskosten nicht akzeptabel. Zudem müsste die Verbindung unterbrechungsfrei auf-
rechterhalten werden, was bei heutigen Web-Verbindungen oder Verbindungen über
Wählleitungen nicht gewährleistet werden kann. 
Werden neue Parameter für einen Datalogging-Auftrag erforderlich, kann ein neuer
Agent übertragen werden, ohne dass ein Einsatz vor Ort erforderlich wäre. Dies setzt
voraus, dass das Zielsystem nicht gerade einen Agenten bearbeitet. Auch aus diesem
Grund muss im Agenten-System prinzipiell die Möglichkeit bestehen, über die Basis-
plattform ein bestimmtes Zielsystem zum Abbruch der Bearbeitung eines Agenten zu
veranlassen. Definitionsgemäß wird ein Ein-Agenten-System zugrunde gelegt, d. h. ein
Zielsystem kann nur jeweils einen Agenten bearbeiten. Diese Einschränkung wurde
auch unter Berücksichtigung der Leistungsfähigkeit vieler eingebetteter Systeme im er-
sten Ansatz so festgelegt. Zudem ist es aber denkbar, dass die Agenten-Plattform von
Zielsystemen eine beschränkte Anzahl ankommender Agenten speichern kann und nach
dem Prinzip „first in – first out“ bearbeitet.
Die Änderung des Analyse-Programms für einen Datalogger ist oftmals in kurzen Zeit-
abständen und für mehrere oder sogar viele Anlagen notwendig, die weltweit verteilt
sein können. Beispielsweise muss für ein anderes Fertigungslos der Datalogger mit an-
deren Grenzwerten parametriert werden. Mit Service-Einsätzen vor Ort ist diese Aufga-
be heute schon schwierig und wird mit weiterer Steigerung der Komplexität der
Anlagen, Prozesse und steigender Produktdiversität immer schwieriger machbar sein.
Als weitere Schwierigkeit kommt hinzu, dass Fertigungseinrichtungen heute sehr flexi-
bel und über lange Zeit eingesetzt werden und System-Eingriffe vor Ort nur sehr be-
grenzt toleriert werden. Im Gegensatz zu stationären Programmen kann ein mobiler
Datalogging-Agent immer die aktuell notwendigen Vorgaben und Analyse-Programme
für die Auswertung der Prozessdaten mit vor Ort bringen. Auch mit Bedienpersonal vor
Ort ist diese Flexibilität nicht erreichbar. Zudem kann oder will man das Bedienpersonal
vor Ort nicht in jedem Fall mit komplexen Tätigkeiten der Prozess-Analyse betrauen.
Mobile Agenten ermöglichen eine aktuelle Datenanalyse, sodass dann nur selektiv re-
sultierende Daten und nicht die gesamte Menge der anfallenden Prozessdaten an die Ba-
sisplattform zurück übertragen werden müssen, wie z. B. Fehlermeldungen oder
aufbereitete Prozessdaten für die statistische Qualitätskontrolle. Für die Anwendungen
in der Automatisierungstechnik wird der Umfang der zu analysierenden Daten für nahe-
zu alle Anwendungen deutlich größer sein, als der Datenumfang des zu übertragenden
Agenten. Das grundlegende Prinzip mobiler Agenten, das Programm zu den Daten zu
bringen (function shipping) anstatt die Daten zum Programm (data shipping), findet im
Agenten-gestützten Datalogging eine nahezu ideale Realisierung. Die Frage nach dem
vorteilhaften Einsatz eines mobilen Agenten gegenüber den konventionellen Design-Pa-
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gehend untersucht. Für viele Anwendungen in der Automatisierungstechnik kann auf
Grund des zu analysierenden großen Datenumfangs diese Frage zugunsten der mobilen
Agenten beantwortet werden. 
Der Betreuungs- und Beobachtungsaufwand durch den Auftraggeber bzw. Nutzer be-
schränkt sich auf die Auftragsvergabe an den Agenten bei dessen Generierung und die
Auswertung und Interpretation der an die Basisplattform (Agenten-Portal) zurück ge-
meldeten Ergebnisse. Die Basisplattform versucht eigenständig, das vorgegebene Ziel-
system zu erreichen. Bereits in diesem Stadium ist der Auftraggeber nicht mehr
erforderlich und kann die Verbindung zur Basisplattform beenden. Im Gegensatz dazu
haben Datalogger auf Online-Basis einen sehr viel höheren Bedarf an Überwachung und
Bedienung durch den Nutzer.   
Das letzte Bearbeitungsstadium eines Agenten-Zyklus ist die Übertragung der Ergebnis-
se aus der Bearbeitung an seine Basisplattform. Für den Fall eines Datalogger-Agenten
erfolgt ein bedeutender Teil der Auswertung bereits durch den Agenten innerhalb des
Zielsystems, sodass im Verhältnis zum Aufkommen der zu analysierenden Daten nur
eine geringe Menge an Daten für den Rücktransfer erforderlich wird. Beispielsweise
nimmt ein Agent einen bestimmten Prozesswert über mehrere parametrierte Zeiträume
auf  (z. B. die Füllmenge je Stück in einer Abfüllanlage) und errechnet daraus den Mit-
telwert und die Standardabweichung. Diese Ergebnisse müssen in definierter Form an
die Basisplattform bzw. den Auftraggeber übertragen werden. Nachdem der Datalog-
ging-Agent in der Sprache Java programmiert ist, können nur Möglichkeiten des Daten-
transfers genutzt werden, die von der Programmiersprache Java 2 und auch der
genutzten JVM als Ausführungsumgebung für Java innerhalb des Zielsystems unter-
stützt werden. Von großer Bedeutung ist hier das Prinzip der Serialisierung: Unter Se-
rialisierung wird bei Java die Fähigkeit verstanden, ein Objekt, das im Arbeitsspeicher
einer Anwendung existiert, in ein Format zu konvertieren, das es erlaubt, dieses Objekt
in eine Datei zu schreiben oder über eine Netzwerk-Verbindung zu transportieren [Java
Serialisierung]. Der umgekehrte Ablauf (Deserialisierung), d. h. das Rekonstruieren ei-
nes in serialisierter Form vorliegenden Objekts in das interne Format der laufenden Java
Virtual Machine, muss innerhalb der Basisplattform erfolgen. Die Serialisierung bei
Java wird häufig mit dem Begriff „Persistenz“ gleichgesetzt, vor allem bei objektorien-
tierten Programmiersprachen. Das ist nur bedingt richtig, denn Persistenz bezeichnet ge-
naugenommen das dauerhafte Speichern von Daten auf einem Datenträger, sodass sie
auch nach dem Beenden des Programms erhalten bleiben. Die persistente Speicherung
von Objekten ist sicherlich eine der Hauptanwendungen der Serialisierung, auch für
Java-Objekte. 
Nachfolgend soll das Vorgehen der Ergebnisübermittlung genauer dargelegt werden. Für
die Serialisierung der Ergebnisse müssen diese zuerst als Java-Objekt innerhalb des Ziel-
systems zur Verfügung stehen. Zu diesem Zweck sei eine Java-Klasse „AgentResultDa-
ta“ angelegt, die geeignet ist, die Ergebnisse eines Datalogger-Agenten zu kapseln. Die
Java-Quelle dazu ist in Abb. 7.3 wiedergegeben und hat folgenden Inhalt: 
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zu übernehmen und Methoden zur Ausgabe der Ergebniswerte, wie z. B. task(),
val_count(), val_01(), .... , val_n(). Die Membervariablen sind die zu übertragenden Er-
gebniswerte, sie wurden als „private“ deklariert und sind damit nach außen zuerst nicht
sichtbar. Wichtig ist anschließend die Klasse „ObjectOutputStream“ und ihre Methode
„writeObject()“. Während der Serialisierung nimmt ObjectOutputStream die Zustände
und die Objekt-Verweise rekursiv auf und transferiert sie in einen OutputStream, wie
auch für das Ergebnis-Objekt „AgentResultData“. 
Für den eigentlichen Datentransfer zurück an die Basisplattform bieten sich zwei Mög-
lichkeiten an:
• Byte-Strom über Socket-Schnittstelle
Diese Möglichkeit sollte immer zur Verfügung stehen, da die Netzwerk-Verbindung
in jedem Fall gebraucht wird, um auch den Agenten auf das Zielsystem übertragen zu
können. Es ist auch der einzige Weg des Datentransfers,  falls das Zielsystem nicht
über eine Datei-System verfügt, um die Ergebnisse zwischenzuspeichern und dann
Abb. 7.3: Ergebnis-Daten in Java-Objekt 
import java.io.*; 
import java.util.*; 
 
public class AgentResultData implements Serializable 
 { 
 private String   task; 
 private int    val_count; 
 private int    val_01; 
 private int    val_02; 
 private int    val_03; 
 
 public AgentData(String a, int b, int c, int d, int e) 
  { 
  this.task    = a; 
  this.val_count   = b;  
  this.val_01   = c; 
  this.val_02   = d; 
  this.val_03   = e; 
  } 
 
 public String task()  // Bezeichnung des Auftrags 
  { 
  return task; 
  } 
 
 public int val_count() // Anzahl der Ergebniswerte 
  { 
  return val_count; 
  } 
 
  public int val_01()  // Ergebnis 1 
  { 
  return val_01; 
  } 
 
 public int val_02() 
  { 
  return val_02; 
  } 
 
 public int val_03()  // Ergebnis n 
  { 
  return val_03; 
  } 
 }  
 
170 7. Anwendungen für die Automatisierungstechnikper Datei-Transfer weiterzuleiten. Die notwendigen Java-Klassen für die Socket-Pro-
grammierung müssen allerdings zwingend zur Verfügung stehen. In Abbildung 7.4 ist
die Kodierung in Java angegeben. 
• Datei-Transfer mithilfe von E-Mail-Diensten oder mittels FTP [FTP]
Für Zielsysteme, die über ein Datei-System verfügen,  z. B. innerhalb einer RAM-
Disk oder einer Festplatte, ist auch der Ergebnistransfer in Form einer Datei denkbar.
Dies bedeutet, der Java-Agent speichert seine Ergebnisse in einer zu definierenden
Form in einer Datei ab. Voraussetzung dafür ist, dass für die eingesetzte JVM Datei-
Zugriffe implementiert sind. Gerade virtuelle Maschinen für den Bereich der einge-
betteten Systeme bieten diese Möglichkeit oftmals nicht, da ein Datei-System auf
Grund der knappen Ressourcen (Speicher, Rechenleistung) nicht implementiert wer-
den kann und von vielen Applikationen auch nicht benötigt wird. Auch für die hier
eingesetzte Kertasarie-VM waren Datei-Zugriffe noch nicht möglich. Wie in Abb. 7.5
als Beispiel angegeben, ist das Ziel der Serialisierung des Ergebnis-Objekts eine Da-
tei „filename“ innerhalb des Datei-Systems. Diese Datei steht dann für alle Möglich-
keiten zur Verfügung, die das Betriebssystem für den Transfer zurück an die
Basisplattform anbietet.  
Beim Versand der Ergebnisse an die Basisplattform übernimmt das Zielsystem die Rolle
eines Client. Innerhalb der Basisplattform wacht ein Server bzw. eine Server-Task auf
Eingänge am Port, der beim Versenden im Zielsystem angegeben wurde. Für die Port-
Nummer gibt es Bereiche, die für spezielle Dienste unter TCP/IP oder UDP reserviert
sind. Eine aktuelle genaue Aufstellung findet sich auf der Web-Seite der IANA (Internet
Assigned Numbers Authority) [Internet]. Es ist auch ein Bereich privater Ports von
49 152 bis 65 535 spezifiziert, bei deren Verwendung es keine Konflikte mit offiziellen
Anwendungen gibt. 
Das über das Netzwerk an die Basisplattform transferierte serialisierte Java-Objekt steht
für die Deserialisierung zur Verfügung. Die Rekonstruktion geschieht mithilfe der Klas-
Abb. 7.4: Ergebnis-Transfer über das Netzwerk
// Socket eröffnen nach AgentProxi(Basisplattform) 
Socket s      = new Socket( "AgentProxi", port );   
OutputStream os    = s.getOutputStream(); 
 
ObjectOutputStream oos  = new ObjectOutputStream( os ); 
  
// Serialisiertes Ergebnis-Objekt in OutputStream schreiben  
oos.writeObject( AgentResultData );  
Abb. 7.5: Ergebnis-Transfer mithilfe einer Datei
// OutputStream in Datei "filename" 
FileOutputStream file    = new FileOutputStream( filename ); 
ObjectOutputStream oos  = new ObjectOutputStream( file );   
    
// Serialisiertes Ergebnis-Objekt in OutputStream  
oos.writeObject( AgentResultData ); 
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einlesen von Java-Datentypen und eine Methode „readObject()“, mit der ein
serialisiertes Objekt regeneriert werden kann. Die folgende Abbildung 7.6 zeigt den we-
sentlichen Programmteil der Deserialisierung:
Diese Methodik setzt voraus, dass zumindest der Daten-Empfang und die Deserialisie-
rung innerhalb der Basisplattform in der Programmiersprache Java implementiert sind,
so wie es auch für die in Kapitel 6 dargestellte Testumgebung beschrieben wurde. Die
Anwendung von Java auch für die Agenten-Software der Basisplattform wäre nicht
zwingend erforderlich, es entstehen daraus aber auch keine Nachteile. Mit der Java 2
Standard Edition (J2SE) können alle Anforderungen für die Netzwerk-Programmierung,
die Ergebnisauswertung, die Web-Anbindung und die grafische Darstellung gut erfüllt
werden [Java]. 
Im nächsten Schritt kann die Agenten-Software innerhalb der Basisplattform die weitere
Auswertung und Aufbereitung der deserialisierten und gespeicherten Ergebnisse über-
nehmen. Dieser Schritt wird notwendig, um dann bei der Abfrage oder Zustellung der
Ergebnisse an den Auftraggeber, der ursprünglich den Agenten initiiert hatte, eine ver-
ständliche und übersichtliche Präsentation der Ergebnisse anzubieten, z. B. innerhalb
von Web-Seiten auf Basis von HTML oder XML. Der gewichtige Vorteil dieser System-
struktur liegt eben auch darin, dass ein Nutzer den Bearbeitungsfortschritt seines Auftra-
ges nicht verfolgen und kontrollieren muss. Die Basisplattform als sein Agenten-Portal
übernimmt diese Aufgaben für ihn und stellt nach erfolgter Bearbeitung des Agenten die
Ergebnisse zur Verfügung.     
7.2  Autonomer Zustandsabgleich 
Für die Erläuterung der Funktion „autonomer Zustandsabgleich“ ist es sinnvoll, die für
die Automatisierungstechnik potenziell bedeutsamen Betriebsmodi eines mobilen Fern-
zugriff-Agenten zusammenfassend darzustellen. Die folgende Abbildung 7.7 zeigt prin-
zipiell die Möglichkeiten und die Unterschiede der einzelnen Betriebsarten auf. Für
einen autonomen Zustandsabgleich soll der mobile Agent definitionsgemäß in der Lage
sein, im Verlauf seiner Bearbeitung eigenständig (autonom), d. h. ohne Mitwirkung der
Basisplattform oder des Auftraggebers, Fernkopplungen über das Netzwerk zu weiteren
Abb. 7.6: Deserialisieren des Ergebnis-Daten-Objekts
ServerSocket echod  = new ServerSocket( Port-Nr. );  // Server-Socket mit Port-Nr. 
   
   ... 
 
Socket socket    = echod.accept();      // accept() auf Socket 
InputStream in    = socket.getInputStream();      // Empfangsstrom 
 
ObjectInputStream is  = new ObjectInputStream( in );  // Rohdaten aus InputStream 
    
// Objekt "AgentResultData" lesen aus Eingabestrom 
AgentResultData result  = (AgentResultData)is.readObject();   
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satz eine Online-Verbindung basierend auf Internet-/Intranet-Diensten oder auch eine
Wählverbindung ohne Transfer des Agenten eingesetzt. Der Agent bleibt im Zielsystem
aktiv und es erfolgt keine Migration des Agenten zu weiteren Wirtssystemen. Der inner-
halb des Zielsystems aktive Agent ist die führende Instanz für die Einholung von not-
wendigen Informationen für seine weitere Bearbeitung. Obgleich die Basisplattform und
letztendlich der Auftraggeber (Nutzer) beim Aufbau von derartigen Verbindungen zu
weiteren Systemen nicht beteiligt ist, wird es dennoch bereits bei der Auftragsvergabe
und Erstellung des Agenten notwendig sein, eventuell erforderliche Fernkopplungen zu
weiteren Zielsystemen einzuplanen und zu implementieren. Als konkretes Anwen-
dungsbeispiel sei folgendes Szenario aus einem industriellen Chargen-Prozess ange-
nommen: 
Ein Fernzugriff-Agent hat den Auftrag, die Temperatur einer in einen Fermenter zuflie-
ßenden Substanz aufzunehmen und zu überwachen. Im Überwachungszeitraum regi-
striert der Agent Temperaturabweichungen außerhalb der Toleranz für diesen Prozess-
wert. Es müssen folglich unverzüglich vorherige Prozesse (Zulieferprodukte) auf Pro-
zess-Abweichungen hin kontrolliert werden, um rechtzeitig Gegenmaßnahmen einleiten
zu können. Oberstes Ziel ist es, Schwankungen im Prozess frühzeitig zu erkennen und
den Ausfall der ganzen Prozess-Kette abzuwenden, Ausschuss zu verhindern und Pro-
dukte mit gleichbleibender Qualität zu produzieren. Zu diesem Zweck müssen in der Re-
gel weitere beteiligte Systeme für eine genaue Evaluierung mit einbezogen werden, d. h.
deren Prozess-Parameter müssen in die Evaluierung mit einbezogen werden.
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Abb. 7.7: Betriebsmodi eines Fernzugriff-Agenten 
7. Anwendungen für die Automatisierungstechnik 173 Prinzipiell wäre es für einen autonomen Zustandsabgleich auch denkbar, den gleichen
Agenten oder einen angepassten Agenten an Partner-Zielsysteme zu versenden, wovon
zusätzliche Informationen einzuholen sind. Dieser Folgetransfer eines mobilen Agenten
von einem Zielsystem auf weitere Zielsysteme unabhängig von seinem Agenten-Portal
(Basisplattform) soll als „Redispatch“ bezeichnet werden (siehe dazu Abbildung 7.7).
Im Fall der Betriebsart Redispatch ist der mobile Agent immer nur auf einem Zielsystem
aktiv und beendet seine Tätigkeit beim Verlassen der vorherigen Plattform (sequential
redispatch), d. h. für das Gesamtsystem betrachtet bleibt es beim Ein-Agenten-System.
Im Sinne der Definitionen für die Migration eines Agenten (siehe Kapitel 3) ist der Be-
triebsart Redispatch lediglich eine schwache Migration zuzuordnen. 
Als Perspektive für zukünftige Anwendungen ist es denkbar, dass ein Agent innerhalb
eines Zielsystems aktiv bleibt und funktionsgleiche Kopien seiner selbst (Klon des
Agenten) bildet, um diese an weitere Zielsysteme zu versenden. Bei mehreren gleichzei-
tig aktiven und eventuell untereinander kooperierenden oder kommunizierenden Agen-
ten auf mehreren oder auch nur einem Zielsystem wäre dann ein Multi-Agenten-System
entstanden. Multi-Agenten-Systeme wurden aus den Betrachtungen für die Automatisie-
rungstechnik im Rahmen dieser Arbeit ausgeklammert. Bei den in Abbildung 7.7 darge-
stellten Betriebsarten eines mobilen Fernzugriff-Agenten, wie Fernkopplung, Redis-
patch und Klonen, ist es notwendig, die beabsichtigte Arbeitsweise in Verbindung mit
weiteren Zielsystemen schon bei der Parametrierung des Agenten innerhalb seiner Ba-
sisplattform genau festzulegen. Die Agenten-Software (Agent API) innerhalb der Basis-
plattform muss dafür ausgelegt sein, um einem Nutzer diese Möglichkeit zu eröffnen. 
Der autonome Zustandsabgleich durch einen mobilen Fernzugriff-Agenten ermöglicht
neue Ansätze im Bereich der Geräte- und Anlagendiagnose. Heutige Systeme beschrän-
ken sich hier auf die stationäre Messdaten-Erfassung, die Auswertung und die daraus
eventuelle Feststellung eines Fehlers. Der Fehlerfall tritt dann trotzdem meist überra-
schend ein und führt zum Anlagenstillstand oder zu fehlerhaften Produkten. Diese Funk-
tionen sind rein reaktiv und ermöglichen eine Vorwarnung beziehungsweise Früher-
kennung zur Vermeidung einer Störung nur bedingt, d. h. wird eine Störung erkannt, ist
es für effektive Gegenmaßnahmen vielfach schon zu spät. Instandhaltungskonzepte mit
präventiven Wartungs- und Austauschaktionen nach einem festen Zeitraster sind folg-
lich heute Stand der Technik, um Anlagenstillstände weitestgehend zu vermeiden. Dabei
macht es keinen Unterschied mehr, ob die Serviceaktion schon notwendig gewesen wä-
re, oder ob das System noch über längere Zeit störungsfrei funktioniert hätte. Dafür ist
vielfach ein hoher Einsatz an Zeit, Personal und Kosten vor Ort notwendig. Besondere
Bedeutung hat diese Praxis bei Konti-Prozessen, die über längere Zeit (Tage, Wochen)
störungsfrei ablaufen müssen. Wünschenswert wäre die Vorgehensweise, Wartung nur
dann auszuführen, wenn sie tatsächlich notwendig wird, d. h. eine vorausschauende Pla-
nung zu ermöglichen, in Abhängigkeit vom aktuellen Zustand der Zielsysteme. Damit
wäre dann auch eine Grundlage gelegt, die Vorhersage von Ausfällen auf eine wesentlich
sicherere Basis zu stellen. Dieses Ziel lässt sich wie folgt formulieren:
Durch den Übergang von vorbeugendem (preventive) zu vorhersagbar (predictable) not-
wendigem Systemservice soll ein Optimum beim Einsatz von Personal, Material und
174 7. Anwendungen für die AutomatisierungstechnikKnow-how erreicht werden (Abbildung 7.8). 
Als ersten Schritt zu diesem Ziel könnte man einen stationären Software-Agenten im
Zielsystem implementieren, wofür es schon Versuche in der Praxis gibt (Wahler, 2003).
Dieser stationäre Agent wäre dann in seinem Arbeitsauftrag statisch auf sein Zielsystem
fixiert und gebunden. Die Installation und Parametrierung für den Software-Agenten
muss durch Bedienpersonal vor Ort erfolgen oder eventuell eingeschränkt mittels einer
Online-Verbindung zum Zielsystem. Prinzipiell werden dabei im Auftrag des Agenten
Prozesswerte des Zielsystems und weiterer gekoppelter Partner-Systeme analysiert, um
im Rahmen der vom Nutzer freigegebenen Möglichkeiten dezentral und unmittelbar dar-
auf zu reagieren. 
Die Lernfähigkeit ist für Software-Agenten eine mögliche und für einige zukünftige An-
wendungen zunehmend notwendige Eigenschaft. Auf den Einsatz eines Fernzugriff-
Agenten für Anlagen und Geräte übertragen bedeutet dies, dass der aktuelle Zustand am
Prozess erfasst und mit dem Referenzzustand der internen Wissensbasis des Agenten ab-
geglichen wird. Dieser Referenzzustand ist nicht statisch, sondern kann vielmehr nach
den Vorgaben im Programm des Agenten optimiert werden, d. h. der Agent „lernt“ seine
Umgebung kennen. Die Anwendung der Intelligenz des Agenten beschränkt sich dann
nicht mehr nur auf die reine Diagnose von Fehlern und deren Auswirkungen (Reaktivi-
tät), sondern der Agent erkennt durch den ständigen Vergleich mit der implementierten
Wissensbasis idealerweise schon vor dem Auftreten eines Fehlers ein sich anbahnendes
Problem und meldet dieses in Form einer Warnung oder einer Fehlermeldung an die
übergeordnete Steuerung des Zielsystems oder an das Service-Personal. Die vom Agen-
ten erfassten Prozesswerte können oftmals nicht direkt dem Abgleich mit der Referenz
des Agenten zugeführt werden, vielmehr ist vorher eine numerische Aufbereitung erfor-
derlich. Beispielsweise muss ein Nutzsignal aus dem mit Störsignalen behafteten Signal
extrahiert werden. Diese Aufgabe kann beispielsweise realisiert werden durch Software-
Module zur Glättung oder Filterung (z. B. Fast Fourier Transformation), die dann Be-
standteil des stationären Agenten wären.
Auch für einen stationären Agenten wäre es prinzipiell möglich, durch eine Online-Ver-
bindung weitere Systemen in den Zustandsabgleich mit einzubeziehen. Der Verbin-
dungsaufbau wird dabei vom Zielsystem mit dem stationären Agenten initiiert. Damit
können dem Agenten Prozesswerte von baugleichen Systemen oder von produktions-
technisch verketteten Anlagen zugänglich gemacht werden. Die Referenz baugleicher
ferner Anlagen wird damit zur wichtigen Quelle für die Optimierung der Wissensbasis
des Agenten vor Ort. Bei gekoppelten Produktionsanlagen, wie z. B. Montage-Linien,
ermöglicht die Fernkopplung zudem, dass nicht alle Steuerungssysteme der gesamten
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7. Anwendungen für die Automatisierungstechnik 175 Linie Agenten-fähig sein müssen. In vielen Anwendungsfällen wird es genügen, den
Taktführer einer Produktionsanlage oder einen Leitrechner mit einer Agenten-Plattform
für die Bearbeitung eines stationären Agenten auszurüsten. Die Abbildung 7.9 zeigt die
mögliche Gesamtstruktur für den autonomen Zustandsabgleich mit einem stationären
Agenten und der Einbeziehung weiterer Systeme mittels Fernkopplung: 
Nochmals prinzipielle Verbesserungen in Leistung und Flexibilität für den autonomen
Zustandsabgleich gegenüber einem stationären Agenten ergeben sich bei Anwendung
eines mobilen Agenten (agent based remote calibration). Ein mobiler Agent lässt sich
bei Änderungen an der Anlage oder im Zielprozess ohne Einsatz vor Ort aktuell halten.
Die Konfiguration einer Zielanlage kann sich ändern durch Strukturänderungen in Hard-
ware und Software (Erweiterungen, Modernisierung, Rationalisierung) aber vorwiegend
auch durch die Umrüstung auf ein anderes Produkt. Gerade bei Batch-Prozessen ist die
Umstellung auf ein anderes Produkt die Regel und gehört zum Routineablauf. Es ist
leicht zu erkennen, dass dann ein speziell auf eine Aufgabe zugeschnittener stationärer
Agent nutzlos oder gar schädlich auf den Prozess wirken würde. Die Lösung kann nur
darin bestehen mit der Änderung der Anlagen- oder Produkt-Konfiguration auch den
Agenten auszutauschen. Beim Einsatz eines stationären Agenten wäre das wiederum
eine Aufgabe vor Ort. Die Lösung dieses Problems können mobile Agenten bringen. An-
wendungsaktuell wird ein Zielsystem von einer zentralen Service-Plattform aus mit dem
passenden Fernzugriff-Agenten versorgt. Zudem wird das Bedien- oder Service-Perso-
nal vor Ort von Tätigkeiten hinsichtlich der Software-Konfiguration entlastet. Mobile
Agenten besitzen alle Fähigkeiten eines stationären Agenten, z. B. lässt sich auch eine
lange Aktivität des Agenten wie im stationären Fall realisieren. Sowohl stationäre als
auch mobile Agenten könnten prinzipiell durch vom Agenten initiierte Fernkopplungen
Prozesswerte mit anderen Systemen und der internen Wissensbasis des Agenten abglei-
chen. Die Umstellung auf ein anderes Produkt erzwingt oftmals auch die Einbeziehung
anderer oder weiterer gekoppelter Partner-Systeme in die gesamte Anlagenkonfigurati-
on. Definitionsgemäß soll weiterhin ein Ein-Agenten-System zum Einsatz kommen.
Notwendige Fernkopplungen zu Partner-Systemen müssen bereits bei der Parametrie-
Abb. 7.9: Autonomer Zustandsabgleich durch einen stationären Agenten 
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176 7. Anwendungen für die Automatisierungstechnikrung des Agenten berücksichtigt werden. Diese hohe Flexibilität in Produktionsabläufen
kann nur durch den Einsatz mobiler Agenten erbracht werden. In Abbildung 7.10 ist dar-
gestellt, dass für zwei unterschiedliche Produktkonfigurationen in der Regel auch je-
weils ein eigener spezifisch dafür programmierter mobiler Fernzugriff-Agent notwendig
sein wird: 
Ein spezielle Anwendung und Erweiterung des autonomen Zustandsabgleichs führt zur
Regelung von Prozessen mithilfe mobiler Agenten, einer Agenten-unterstützten Pro-
zess-Regelung, wie es in Abbildung 7.11 dargestellt ist. Wie beim autonomen Zustands-
abgleich durch einen mobilen Agenten ist hier die flexible und schnelle Aktualisierung
der Regeln innerhalb der Wissensbasis des Agenten mithilfe des Agenten-Programms
erforderlich. Beschreiben lässt sich diese neue Betriebsart analog zu einem Standardre-
gelkreis, ergänzt um die Fähigkeiten eines mobilen Agenten. Nach DIN 19226 ist der
Begriff „Regelung“ wie folgt definiert:
Das Regeln - die Regelung - ist ein Vorgang, bei dem die zu regelnde Prozess-Größe
(Regelgröße), fortlaufend erfasst, mit einer anderen Größe, der Führungsgröße, ver-
glichen und im Sinne einer Angleichung an die Führungsgröße beeinflusst wird (DIN
19226). (Föllinger, 1992)
Ein technischer Prozess unterliegt immer Störeinflüssen, beispielsweise durch die Alte-
rung von Fertigungseinrichtungen, mangelhafter Zulieferungen, sich ändernder Umge-
bungsbedingungen. Konventionelle Prozess-Steuerungen beurteilen eine Weiterführung
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Abb. 7.10: Autonomer Zustandsabgleich durch einen mobilen Agenten
7. Anwendungen für die Automatisierungstechnik 177 anhand der Abweichung von Prozess-Größen von fest vorgegebenen Grenzwerten. Eine
Fehlermeldung oder Unterbrechung erfolgt bei Nichteinhaltung dieser Grenzen. Viel-
fach gibt es aber die Möglichkeit durch den Einsatz einer Regelung, d. h. durch die in-
telligente Veränderung der Stellwerte innerhalb des Prozesses Ausfälle zu verzögern
oder ganz zu verhindern, ohne dabei die Qualitätsgrenzen des Prozesses zu verlassen.
Auch für diese prinzipielle Regelungsaufgabe lässt sich ein mobiler Agent einsetzen.
Die Wissensbasis des Agenten gelangt mit auf ein Zielsystem und enthält die zu obser-
vierenden Sollwerte und die dafür notwendigen Prozess-Parameter (Stellwerte) mit ih-
ren erlaubten Abweichungen. Im Laufe des Betriebs wird die Wissensbasis um eine
Historie der entscheidenden Prozess-Parameter sukzessive ergänzt, um dann daraus
Tendenzen für den weiteren Verlauf bestimmter Prozesswerte ableiten zu können. Gera-
de in der Auswertung dieser Tendenzen liegt die entscheidende Verbesserung einer
Agenten-orientierten Prozess-Regelung gegenüber einer konventionellen Regelung. Das
Analyse-Programm, welches als integraler Bestandteil des mobilen Agenten mit auf das
Zielsystem transferiert wird, führt einen Abgleich der aktuell erfassten Parameter am
Prozess mit der im Agenten bekannten Tendenz durch. Daraus lassen sich neue Steuer-
parameter (Stellwerte) für sich reduzierende Abweichungen errechnen und vorgeben,
wodurch eine Eskalation verhindert werden soll. Das Ergebnis dieses Abgleichs kann im
worst case auch bedeuten, dass keine Korrektur möglich ist, um eine Toleranzüber-
schreitung am Prozess zu verhindern. Im Falle eines nicht mehr nachjustierbaren Prozes-
ses wäre ein Prozess-Alarm auszulösen und gegebenenfalls ein Anlagenstillstand
einzuleiten. 
Durch den Einsatz eines mobilen Fernzugriff-Agenten kann man die notwendige Flexi-
Abb. 7.11: Agenten-unterstützte Prozess-Regelung
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178 7. Anwendungen für die Automatisierungstechnikbilität erreichen, um Remote Calibration bis hin zur Agenten-unterstützten Prozess-Re-
gelung auf unterschiedlichsten dezentralen Anlagen mit wechselnden Fertigungsver-
fahren und Prozessen durchzuführen. 
7.3  Agenten-basierte Fernsteuerung von Geräten und Anlagen 
Online-Verbindungen über Intranet oder Internet, wie sie heute bei Teleservice-Syste-
men Anwendung finden, reichen für viele Anwendungen nicht aus, um den geforderten
Reaktionen von Geräten und Anlagen vor Ort zu folgen. So werden sich  z. B. System-
zustände, die sich innerhalb geringer Zeitspannen (Sekunden oder noch darunter) än-
dern, über diese Verbindungen nicht vollständig erfassen lassen. Ebenso werden
Reaktionen eines Benutzers oder eines gekoppelten Systems verspätet auf dem Zielsy-
stem eintreffen und sind damit nutzlos oder sogar schädlich für den angeschlossenen
Prozess. Die Vorgabe neuer Prozess-Größen durch Teleservice-Systeme an Geräte und
Anlagen und die unmittelbare Auswertung der Systemreaktion ist dann schon bei gefor-
derten Reaktionszeiten im Sekundenbereich nicht mehr möglich. Zudem sind diese Ver-
bindungen störanfällig, sodass in vielen Fällen der Kontakt zum Zielsystem
vorübergehend völlig unterbrochen sein kann. In der Automatisierungstechnik wird statt
des Begriffs „Echtzeit-Fähigkeit“ oftmals auch der anschaulichere und applikationsnahe
Begriff der „Rechtzeitigkeit“ gebraucht. Eine prägnante und anschauliche Definition für
die Echtzeit-Fähigkeit wurde vom Fachverband Automation des ZVEI formuliert:
Ein (Automatisierungs-) System ist dann echtzeitfähig, wenn eine zu erbringende
Funktion innerhalb einer durch die Umgebungsbedingungen vorgegebenen Zeitspan-
ne rechtzeitig ausgeführt wird. (ZVEI, 2004)
Die Echtzeit-Fähigkeit ist für die Vernetzung von Automatisierungsgeräten vor Ort auf
der Basis von Feldbussen und mit speziellen Anpassungen auch für Ethernet gegeben.
Problematisch wird aber die Kommunikation über Web-Verbindungen, um ein Automa-
tisierungssysteme über größere Entfernungen zu koppeln. Das Problem besteht dabei in
dem von der Applikation nicht vorherbestimmbaren Weg der Information durch das ge-
samte Netzwerk. Diese Wegfindung, auch als „Routing“ bezeichnet, lässt sich wie folgt
definieren: 
Die Vermittlungstechnik in Kommunikationsnetzen bezeichnet mit dem Begriff „Ver-
kehrslenkung“ (<engl.> routing) die Auswahl der Wegabschnitte beim Aufbau von
Nachrichtenverbindungen, die unter Berücksichtigung von Kriterien, wie beispiels-
weise der kürzesten Entfernung oder der höchsten Bandbreite, erfolgen kann. Handelt
es sich um eine leitungsvermittelte Verbindung, wird ein Übertragungskanal für die
gesamte Zeit der Verbindung selektiert und alle Nachrichten werden über diesen Weg
geleitet. Handelt es sich dagegen um eine paketvermittelte Datenübertragung, wird
der Weg für jedes Paket von jedem Netzknoten neu bestimmt. (Haaß, 1997)
Web-Verbindungen bestehen heute in der Regel aus einer Kombination von leitungsver-
mittelter und paketvermittelter Datenübertragung, woraus auch die nicht vorhersagbaren
und nicht zugesicherten und damit nicht deterministischen Übertragungen resultieren.
7. Anwendungen für die Automatisierungstechnik 179 Ein mobiler Agent vor Ort ist auftragsspezifisch und kann in die Echtzeit-Bearbeitung
vor Ort mit einbezogen werden, d. h. die Bearbeitung des Agenten ist eine Tasks des Ab-
laufs der Echtzeit-Bearbeitung. Diese nicht mehr unmittelbar unter der Kontrolle des
Nutzers stehenden Aktivitäten des mobilen Agenten bedürfen einer genauen Planung bei
der Parametrierung und Programmierung des Agenten. Notwendig wird es auch sein,
dass der Agent die Ausführung seiner Teilaufträge ausreichend dokumentiert und als
Teil seiner Ergebnisse an die Basisplattform zurück übermittelt. Dieser Agenten-basier-
te Ansatz kann die Echtzeit-gerechte Steuerung einer Anlage vor Ort unter indirekter
Kontrolle eines fernen Nutzers ermöglichen. Die prinzipiellen Verfahrensschritte für die
Fernsteuerung (Remote Control) durch einen mobilen Agenten sind in Abb. 7.12 darge-
stellt. Grundvoraussetzung ist dabei wiederum, dass potenzielle Zielsysteme einen ent-
sprechenden mobilen Java-Agenten annehmen und bearbeiten können, d. h. Agenten-
fähig sind.
Im einfachsten Fall beinhaltet die Steuerung
einer fernen Anlage die Änderung eines Stell-
wertes im Zielsystem. In der Regel wird es
aber so sein, dass sequenziell mehrere neue
Stellwerte in Abhängigkeit von vorherigen
Prozesswerten neu gesetzt werden müssen.
Die genaue Planung der Abfolge ist vom Nut-
zer durchzuführen und wird im Arbeitsauftrag
des mobilen Agenten in Form eines Java-Pro-
gramms hinterlegt. Anschließend erfolgt der
Transfer des Agenten auf das Zielsystem und
die Ausführung des Agenten innerhalb der da-
für vorgesehenen Ausführungsumgebung. 
Viele Aufgaben in der Fertigungstechnik und
Verfahrenstechnik haben mit zeitgesteuerten
und/oder prozessgesteuerten Abläufen zu tun,
die in der Regel als Abfolge von Schritten, so-
genannten Schrittketten, beschrieben werden
können. Die Programmierung von Ablauf-
steuerungen durch lineare und verzweigte
Schrittketten wird auch in der Norm DIN EN
61131-Teil 3 anhand der Sequential Flow
Chart (SFC) und der Ablaufsprache (AS) be-
handelt. Bei Ablaufsteuerungen ist der eigent-
liche Steuerungsvorgang in einzelne Schritte gegliedert, die entsprechend einem in der
Steuereinrichtung hinterlegten Plan oder Programm abhängig von Weiterschaltbedin-
gungen (Transitionen) sequenziell abgearbeitet werden. Die einzelnen Schritte werden
durch die Steuereinrichtung entweder zeitabhängig oder abhängig von Prozess-Zustän-
den im Zielsystem abgearbeitet. Wenn jeweils die für einen Schritt festgelegten Zeitbe-
dingungen oder vereinbarten Ereignisse am Prozess eingetreten sind, erfolgt der nächste
Abb. 7.12: 
Prinzip von Remote Control mit 
mobilen Agenten 
Projektierung der
Steuerungsaufgabe im
Agenten-Auftrag
Transfer
Basisplattform Zielsystem
Ablauf der Steuerungsaufgabe
als Schrittkette
im Agenten-Auftrag
Quittierung und Aufzeichung:
Agent          Zielsystem
Ergebnis-Transfer:
Agent            Basisplattform
180 7. Anwendungen für die AutomatisierungstechnikSchritt, wobei immer nur ein Schritt aktiv sein kann. Mehrere Schritte sind nur dann
„gleichzeitig“ aktiv, wenn sie explizit als simultane Schritte (Nebenläufigkeit) vorgege-
ben werden. Wie bereits angemerkt, wird grundsätzlich zwischen zeitgeführten und pro-
zessgeführten Ablaufsteuerungen unterschieden: 
• Zeitgeführte Ablaufsteuerungen werden dort eingesetzt, wo die Vorgänge im gesteu-
erten Objekt stets nach den festgelegten Zeitfunktionen ablaufen. Die für den Pro-
zess-Ablauf entscheidenden Kriterien lassen sich nicht oder nur sehr schwer mess-
technisch erfassen, z. B. bei Steuerungen für Waschmaschinen, Zentrifugen, Trock-
nungsprozesse.
• Prozessgeführte Ablaufsteuerungen ermöglichen auf Grund ihres Arbeitsprinzips
eine Anpassung des Programmablaufs an Ergebnisse im Prozess oder vorher pro-
grammtechnisch festgelegte Alternativen im Prozess-Geschehen. Man findet sie
überall dort, wo im Zielsystem das Eintreten bestimmter Ereignisse mit geeigneten
Sensoren erfasst und an die Steuereinrichtung zur weiteren Verarbeitung zurückge-
meldet wird, wie beispielsweise „Zielposition erreicht“, „Ventil offen“ oder ähnliche
Ereignisse.
In der industriellen Praxis findet man zeitgeführte und prozessgeführte Ablaufsteuer-
funktionen in vielfältiger Weise kombiniert.
Ablaufsteuerungen mit der Programmiersprache Java
Für die Modellierung und Darstellung nebenläufiger diskreter Prozesse der Automatisie-
rungstechnik haben sich unabhängig von der verwendeten Programmiersprache Petri-
Netze als ein effektives Werkzeug bewährt. Grundlage hierfür war die Automatentheo-
rie. Es wurde ein Beschreibungs- und Darstellungsmittel gesucht, um Vorgänge und Zu-
stände zu veranschaulichen, die in einem digitalen Automaten auftreten und ablaufen.
Seit der ersten Veröffentlichung der Petri-Netz-Theorie von 1962, sie ist benannt nach
dem Entwickler Carl Adam Petri, wurden zahlreiche Varianten dieser sogenannten „Pe-
tri-Netze“ entwickelt. Sie veranschaulichen durch grafische Symbole Zustände und Zu-
standsübergänge innerhalb eines Systems. (Baumgarten, 1996), (Abel, 1990) und
(Schnieder, 1992). Petri-Netze werden häufig in folgenden Einsatzbereichen zur Be-
schreibung von Abläufen verwendet:
•   Steuerungsaufgaben in der Automatisierungstechnik
•   Programmabläufe in Multi-Tasking-Systemen
•   schaltungstechnische Steuerstrukturen
•   Dialogsysteme
•   Protokolle
•   Schnittstellenfunktionen 
Für die Implementierung eines Petri-Netzes in der Programmiersprache Java, wie für
den Java-Agenten benötigt, sei auf die Literatur verwiesen (Oechsle, 2001). Mit dieser
Methode lassen sich sehr komplexe mit Petri-Netzen beschriebene Steuerungsabläufe
auch mit Java implementieren.
7. Anwendungen für die Automatisierungstechnik 181 Ablaufsteuerungen mit der Programmiersprache Java lassen sich auch auf der Basis von
sogenannten „Semaphoren“ entwickeln. Eine Semaphore ist eines der klassischen Syn-
chronisationskonzepte, um sequenzielle und parallele Ausführungsabfolgen mit Pro-
grammiersprachen implementieren zu können. Hierzu sei folgende Erläuterung ange-
geben: 
Der Informatiker E. W. Dijkstra hat Semaphoren erstmals im Jahre 1965 bei der Im-
plementation eines Betriebssystems verwendet. Eine Semaphore (<griech.> Zei-
chenträger) ist eine Datenstruktur zur Lösung von Problemen, wobei mehrere
Prozesse ein Betriebsmittel verwenden wollen, von dem nur eine begrenzte Zahl zur
Verfügung steht. Bei der Art des Betriebsmittels kann es sich um Hardware-Res-
sourcen (z. B. CPUs) oder Programmteile handeln, die nur jeweils von einer Instanz
bearbeitet werden dürfen (kritische Regionen). Für den häufigen Sonderfall, dass
nur ein einziges Betriebsmittel zur Verfügung steht, wird nur eine einfache Sema-
phore benötigt (binäre Semaphore). In binären Semaphoren kann das Semaphor-At-
tribut nur die beiden Werte 0 oder 1 annehmen  [Semaphore]. 
Um eine Ablaufkette in der Programmiersprache Java (Agenten-Sprache) auf Basis des
Konzepts der Semaphoren zu entwickeln, muss im ersten Schritt eine Semaphore in Java
programmiert werden. Dazu wird eine Java-Klasse "Semaphore" eingeführt, wie sie in
Abb. 7.13 in Java implementiert ist. 
Eine Semaphore ist von der Idee her ein abstraktes Konzept. Als Semaphor-Attribut ent-
hält jedes Objekt der Klasse Semaphore einen ganzzahligen Integer-Wert, der nie nega-
tiv werden kann. Über den Java-Konstruktor lässt sich ein initialer Wert einstellen, für
Abb. 7.13: Implementierung eines Semaphors in Java
public class Semaphore    // Klasse Semaphore 
 { 
 private int value;     // Semaphor-Attribut 
  
 public Semaphore(int init) 
  { 
  if (init < 0) 
  init = 0; 
  value = init; 
  } 
  
         public synchronized void p()  // passieren 
// aufrufenden Thread blockieren, falls Semaphor durch Dekrement negativ  
  { 
 while (value == 0) 
  { 
  try 
   { wait(); } 
  catch(InterruptedException e) 
   {            } 
  } 
  value--; 
 } 
  
public synchronized void v()  // freigeben   
       // wartenden Thread wieder erwecken  
 { 
value++; 
notify(); 
} 
} 
182 7. Anwendungen für die Automatisierungstechnikeine binäre Semaphore der Wert 1 und für additive Semaphoren entsprechend der Res-
sourcen höhere Werte. Ferner existieren Methoden zum Inkrementieren (up) und Dekre-
mentieren (down) des Attributwerts. Die typische Bezeichnung für diese Methoden
lautet „p()“ für passieren (<holländisch> passeeren) und „v()“ für freigeben (<hollän-
disch> vrijgeven). Der Wert einer Semaphore ist die Anzahl an freien Einheiten der Res-
source, wobei bei einer binären Semaphore mit dem Wert 0 oder 1 operiert wird. Die
Funktion p() wartet, bis eine Ressource verfügbar ist und beansprucht diese dann unmit-
telbar. v() ist die umgekehrte Funktion, welche die Ressource wieder verfügbar macht,
nachdem sie vom Prozess nicht mehr verwendet wird. Die Funktionen p() und v() müs-
sen atomar sein, d. h. kein anderer Prozess kann auf die Semaphore während deren Be-
legung zugreifen. Beim Aufruf der Methode p() wird der aufrufende (Java-) Thread
blockiert, falls der Wert der Semaphore durch das Erniedrigen negativ würde. Ein von
einem anderen Thread ausgeführter v-Aufruf erweckt einen wartenden Thread wieder
für die Bearbeitung. Im Gegensatz zu dieser Spezialisierung der binären Semaphore sind
additive Semaphoren eine Verallgemeinerung. Sie besteht darin, dass der Wert der Sem-
aphore nicht nur um eins erhöht oder erniedrigt werden kann, sondern um höhere ganz-
zahlige Werte. Additive Semaphoren können realisiert werden, indem die Methoden p()
und v() einen Parameter von Datentyp Integer erhalten, der angibt, wie viele Schritte der
Attributwert der Semaphore erniedrigt bzw. erhöht werden soll. 
Semaphoren werden häufig zur Realisierung des gegenseitigen Ausschlusses (mutual
exclusion) eingesetzt. Übertragen auf die Programmierung in Java bedeutet dies, dass
ein bestimmter Programmbereich zu einer Zeit von höchstens einem Java-Thread ausge-
führt werden darf. Ein zweiter gängiger Einsatz von Semaphoren ist die programmtech-
nische Erstellung einer bestimmten Ausführungsreihenfolge von Aktionen, die in
verschiedenen Java-Threads kodiert sind. Diese Möglichkeit lässt sich nun auch für ei-
nen Java-Agenten einsetzen, der als Remote Control Agent den Auftrag hat, einen Ab-
lauf im Zielsystem zu steuern. 
Beispiel einer einfachen zeitgeführten Ablaufsteuerung 
a1
a2
a3
a4Start Ende
parallele Ausführung
sequentielle Ausführung
Sema[0] Sema[2]
Sema[1] Sema[3]
Abb. 7.14: Beispiel einer einfachen Ausführungsreihenfolge 
7. Anwendungen für die Automatisierungstechnik 183 In Abb. 7.14 sind Aktionen a1 bis a4 angegeben, die vom Agenten gemäß der grafischen
Ablaufdarstellung auszuführen sind. Die notwendigen Aktionen seien in den Java-
Threads t1 bis t4 kodiert. Die Pfeile im Ablaufdiagramm geben qualitativ die zeitliche
Relation vor: So muss a1 vor a2 ausgeführt werden (sequenzielle Ausführung), während
zwischen a2 und a3 keine Vorschrift für die zeitliche Beziehung dargestellt ist. Damit
sind a2 und a3 (quasi-) parallel auszuführen. Dabei wird für jeden Pfeil eine binäre Java-
Semaphore verwendet. Die resultierende Zuordnung der Transitionen zu den Semapho-
ren ist in Tabelle 7.1 zusammengestellt.             
Eine mögliche Implementierung des Beispiels aus Abbildung 7.14 als Java-Programm
ist in Abbildung 7.15 angegeben. Zu diesem Programmteil sollen noch einige Erläute-
rungen gegeben werden: Als Basis und Synchronisationsmechanismus dient die Klasse
„Semaphore“ (siehe Abbildung 7.13), die als Array-Klasse alle notwendigen Semaphore
als Feldelemente enthält und in ihrer Instanz „Sema“ Anwendung findet. Für eine An-
wendung müssen die Methoden für die Aktionen a(1) bis a(4) noch mit applikationsspe-
zifischer Programmierung für den Zielprozesses gefüllt werden. Darin könnte auch die
Quittierung und die Dokumentation des jeweiligen Schrittes erfolgen. Bevor eine Aktion
ausgeführt werden kann, wird die p-Methode für alle Semaphoren, die den ankommen-
den Pfeilen entsprechen, ausgeführt. Entsprechend wird nach einer Aktion die v-Metho-
de auf allen Semaphoren ausgeführt, die den von dieser Aktion abgehenden Pfeilen
entsprechen. Der Einheitlichkeit und Einfachheit halber werden allen Java-Threads Re-
ferenzen auf alle Semaphoren in einem Feld "Semaphore[ ]" übergeben, obwohl nicht
alle Threads alle Semaphore benutzen. Die Anzahl der notwendigen Semaphore ist
gleich der Anzahl der Pfeile, d. h. der Anzahl der Aktionsübergänge (Transitionen). Es
gilt dabei die Festlegung aus Tabelle 7.1, die auch auf größere Strukturen übertragbar ist. 
Abschließend sei noch ein Ausblick auf eine konkrete praktische Anwendung aus der
Automatisierungstechnik anhand des folgenden Szenarios angegeben: An einer dezen-
tralen Anlage wäre ein Sensor zuzuschalten, sei es im Fehlerfall oder auf Grund einer
anderen benötigten Konfiguration. Liefert der neue Mess-Eingang korrekte Werte, soll
der neue Sensor im Zielsystem verwendet werden. Danach ist der vorher verwendete
Sensor zu deaktivieren. Damit diese Fernservice-Aufgabe für einen mobilen Agenten er-
füllbar wird, ist für den Nutzer eine genaue Kenntnis des potenziellen Zielsystems erfor-
derlich, um den Arbeitsauftrag für den Agenten erstellen zu können. Wichtig ist für
dieses Beispiel, dass das Zuschalten und Abschalten von Peripherie-Komponenten über
den Datenaustausch zwischen Agent und Zielsystem ermöglicht wird. Auch die aktuel-
len betreffenden Sensor-Werte müssen für den Agenten erfassbar sein. Die Entschei-
Transition (aktive Pfeile) Semaphore
a1 -> a2 Sema[0]
a1 -> a3 Sema[1]
a2 -> a4 Sema[2]
a3 -> a4 Sema[3]
Tabelle 7.1: Zuordnung Transition - Semaphore
184 7. Anwendungen für die Automatisierungstechnikdung über die korrekte Funktion des zugeschalteten Sensors fällt der Agent im Abgleich
mit seiner internen Wissensbasis, d. h. in diesem einfachen Anwendungsfall durch einen
Vergleich von Istwert und Sollwert. Erst nach erfolgreichem Vergleich würde man die
neuen Sensorwerte für die Verarbeitung im Zielsystem zulassen. Nach erfolgter Über-
nahme durch das Zielsystem ist es erforderlich und sinnvoll, dass sich der Agent zur
Kontrolle der Ausführung des erteilten Auftrages bei seiner Basisplattform zurückmel-
det. Diese Rückmeldung könnte beispielsweise den neuen Stand der Sensor-Werte über
einen spezifizierten Zeitraum enthalten oder auch im Fehlerfall die Meldung, dass die
Messwerte nicht im erlaubten Bereich lagen, daher der Auftrag nicht ausgeführt werden
konnte und der bisherige Sensor wieder angeschaltet wurde.
Abb. 7.15: Implementierung des Beispiels in Java (Teil 1)
class T1 extends Thread  // Thread für Aktion a1    
{   
private Semaphore[] Sema; 
public T1(Semaphore[] Sema) 
{ 
this.Sema = Sema; 
start(); 
} 
private void a1() { System.out.println("a1"); } 
  
public void run() 
  { 
 a1();   // Methode mit Aktion a1() 
 Sema[0].v(); // v-Methoden abgehender Pfeile   
 Sema[1].v(); 
 } 
} 
 
class T2 extends Thread  // Thread für Aktion a2 
{ 
private Semaphore[] Sema; 
public T2(Semaphore[] Sema) 
{ 
this.Sema = Sema; 
start(); 
} 
 
private void a2() { System.out.println("a2"); } 
  
public void run() 
  { 
 Sema[0].p(); // p-Methode ankommender Pfeil 
 a2();   // Methode mit Aktion a2() 
 Sema[2].v(); // v-Methode abgehender Pfeil 
 } 
} 
 
class T3 extends Thread  // Thread für Aktion a3 
{ 
private Semaphore[] Sema; 
public T3(Semaphore[] Sema) 
{ 
this.Sema = Sema; 
start(); 
} 
 
private void a3() { System.out.println("a3"); } 
 
public void run() 
 { 
 Sema[1].p(); // p-Methode ankommender Pfeil 
 a3();   // Methode mit Aktion a3() 
 Sema[3].v(); // v-Methode abgehender Pfeil 
 } 
} 
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Die Informationsverbreitung an potenzielle Zielsysteme (information dissemination)
durch einen mobilen Agenten soll in diesem Abschnitt schrittweise entwickelt und er-
läutert werden, um letztendlich auch das große Potenzial für die zukünftige Automati-
sierungstechnik aufzuzeigen. Der Datentransfer durch die Web-Technologien im Inter-
net und Intranet lässt sich nach zwei Prinzipien einordnen, dem Pull-Prinzip und Push-
Prinzip (Sträubig, 2000), wie es in Kapitel 2 erläutert wurde. Vergleicht man die Eigen-
schaften mobiler Agenten mit der Definition und den Ausprägungen des Push-Prinzips,
zeigt sich, dass mobile Agenten und die Spezialisierung eines mobilen Fernzugriff-
Agenten das Push-Prinzip in zweifacher Form beinhalten, wie in Abb. 7.16 dargestellt.
Zum einen erhält ein Zielsystem ohne explizite Anfrage einen mobilen Agenten über
Web-Dienste von einem Agenten-Portal (Basisplattform) zugestellt. Grundvorausset-
zung ist dabei, das Zielsystem kann den Agenten annehmen und in einer speziellen Aus-
führungsumgebung bearbeiten (Agenten-Fähigkeit). Zum anderen transferiert ein Ziel-
system die Ergebnisse der Agenten-Tätigkeit wiederum nach dem Push-Prinzip an die
Abb. 7.15: Implementierung des Beispiels in Java (Teil 2)
class T4 extends Thread  // Thread für Aktion a4 
 { 
 private Semaphore[] Sema; 
  
 public T4(Semaphore[] Sema) 
  { 
  this.Sema = Sema; 
  start(); 
  } 
 
 private void a4() { System.out.println("a4"); } 
 
 public void run() 
  { 
  Sema[2].p();   // p-Methoden ankommender Pfeile 
  Sema[3.p();  
a4();     // Methode mit Aktion a4() 
} 
} 
 
 
public class Ablaufsteuerung // main-Methode Ablaufsteuerung  
 { 
 public static void main(String[] args) 
  { 
  Semaphore[] Sema = new Semaphore[6]; 
  for(int i = 0;  i < 4;  i++) 
   { 
   Sema[i] = new Semaphore(0);   // binäre Semaphor Init 
   } 
 
  // neue Theads instantiieren fuer Aktion a1..a4 
  new T1(Sema);  
  new T2(Sema); 
  new T3(Sema); 
  new T4(Sema); 
  } 
 } 
186 7. Anwendungen für die AutomatisierungstechnikBasisplattform zurück. Für die Basisplattform ist es im Allgemeinen nicht vorhersehbar,
wann Ergebnisse von aktiven und beendeten Agenten eintreffen. Es ist daher unabding-
bar, dass innerhalb der Basisplattform ausreichend Server-Instanzen verfügbar sind, um
alle potenziellen Rückmeldungen von Agenten in jedem Fall unverzüglich zu bedienen.
Ist die Programmierung dieser Funktion der Basisplattform in Java implementiert, be-
deutet dies, dass für jedes zur gleichen Zeit anfragenden Zielsysteme ein eigener Server-
Thread aktiv werden muss.
Das bidirektionale Push-Prinzip kann zukünftig für neue Agenten-gestützte Anwendun-
gen in der Automatisierungstechnik zum Tragen kommen. Erläutert werden soll hier
eine Funktion aus dem Bereich „Information Dissemination“, wobei sich, angepasst an
die Automatisierungstechnik, folgende Definition formulieren lässt: 
Information Dissemination (<engl.> Verbreitung von Information): 
Ein entfernter Nutzer, im Fall einer automatisierungstechnischen Anwendung ein Ge-
rät oder eine Anlage (Zielsystem), soll von einem Anbieter Nutzer-spezifisch zuge-
schnittene Informationen nach dem Internet-Push-Prinzip über ein Netzwerk zu-
gestellt bekommen. 
Der technische Fortschritt erfordert heute in immer kürzeren Zeitabständen Ergänzun-
gen und Korrekturen in Anwender-Programmen und Firmware auf Anlagen und Geräten
im Feld. Gerade in der Automatisierungstechnik ist der Feldbestand an Geräten und An-
lagen gekennzeichnet durch lange Laufzeiten und folglich auch einer großen Varianz an
Software- und Hardware-Ständen. Software-Updates haben daher heute große Bedeu-
Abb. 7.16: Mobiler Agent als bidirektionales Push-Konzept
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7. Anwendungen für die Automatisierungstechnik 187 tung erlangt, um Fehler zu korrigieren und neue Funktionen in die Zielsysteme einzu-
bringen. Die Ziel-Hardware ist bislang nicht per Fernzugriff zu verändern. Es gibt
allerdings neue Ansätze, mittels Software Hardware-Teile neu zu konfigurieren, z. B.
durch die Anwendung von Field Programmable Gate Arrays. Damit könnte zukünftig
die „Umprogrammierung“ von Hardware auch per Fernzugriff möglich sein. Für viele
Systeme ist der Software-Update über Standard-Schnittstellen von außen durchführbar.
Dennoch bleibt es bisher überwiegend eine Aufgabe vor Ort mit entsprechendem Auf-
wand an Zeit, Personal und Kosten. Eine interessante Perspektive besteht darin, den Up-
date von Software einem mobilen Agenten zu übertragen (Remote Software Update).
Um das zu ermöglichen müssen die Zielsysteme einige Voraussetzungen erfüllen, die
für Alt-Systeme (legacy system) im Feld oftmals nicht gegeben sind. Für Neuentwick-
lungen müssen folgende Anforderungen berücksichtigt werden:
• Netzwerk-Anbindung und Agenten-Plattform für die Bedienung und Ausführung
eines mobilen Java-Agenten
• Zugänglichkeit der Update-Funktion nicht nur über externe Standardschnittstellen,
sondern auch über interne Software-Funktionen
• Möglichkeit der vorübergehenden oder dauernden Sicherung des bisherigen Standes
in ROM-Bereichen (z. B. Flash, Hard-Disk) für eine eventuell erneute Nutzung im
Fehlerfall. 
• Trennung des Zielsystems aus dem technischen Prozess für die Dauer der Update-
Maßnahme. 
Die Änderung eines Anwender-Programms durch einen mobilen Agenten soll abschlie-
ßend noch näher betrachtet werden. Der mobile Agent würde in diesem Fall neben den
Java-Klassen für die Ausführung des Auftrages auch die neu zu installierende Software
mit auf das Zielsystem bringen müssen. Die neue Software sei zur Erläuterung eines
möglichen Weges in Form einer Datei angenommen, die in einem dafür bestimmten
Verzeichnis der Basisplattform zur Verfügung steht. Ein zentraler Ablageort dieser Art
kommt einer Strategie für eine möglichst zentral organisierte Software-Pflege entgegen.
In der Praxis bestehen Software-Updates meist aus mehreren Dateien inklusive einer di-
rekt ausführbaren Datei, deren Bearbeitung die Anpassung bzw. Hochrüstung der Appli-
kationssoftware steuert. Verfügt das Zielsystem über ein Datei-System innerhalb einer
RAM-Disk oder Hard-Disk, besteht prinzipiell die Möglichkeit, das Update-Paket per
Datei-Transfer zum Zielsystem für einen Update-Agenten verfügbar zu machen. Auch
der Agent selbst könnte diesen Datei-Transfer am Beginn seiner Bearbeitung initiieren.
Viele eingebettete Systeme verfügen jedoch nicht über die Möglichkeit, mit Dateien zu
operieren: Zum einen dadurch, dass kein Datei-System zur Verfügung steht. Zum ande-
ren, dass für die JVM die notwendigen Klassen und Methoden für das Laden und die Be-
arbeitung von Dateien nicht implementiert sind. Es soll daher hier noch eine weitere
Möglichkeit des Software-Updates mithilfe der Java-Programmierung und eines Java-
Agenten aufgezeigt werden. 
Genutzt werden kann dabei wie schon beim Ergebnistransfer des Agenten an die Basis-
plattform die Objekt-Serialisierung von Java. Dazu wird das in persistenter Form als Da-
188 7. Anwendungen für die Automatisierungstechniktei innerhalb der Basisplattform vorliegende Update in ein Java-Objekt serialisiert, und
über das Netzwerk an das Zielsystem übertragen. Diese Übertragung kann und darf aber
nicht ziellos erfolgen, vielmehr muss sie gesteuert vom bereits im fernen Zielsystem ak-
tiven Agenten erfolgen. Ein Grund dafür liegt auch darin, dass die Update-Daten nur zur
Laufzeit des Programmteils innerhalb der Basisplattform konkret vorliegen. Die folgen-
de Abbildung 7.17 zeigt, wie mithilfe eines Handshake-Ablaufs die Übertragung des
Update-Objekts an das Zielsystem erfolgen kann. 
Zuerst muss der mobile Agent an ein Zielsystem übertragen werden. Sein Auftrag sei,
die Hochrüstung der Applikationssoftware durchzuführen. Nach dem Einchecken des
Agenten und den Sicherheitsüberprüfungen innerhalb der Agenten-Plattform kann die
Bearbeitung des Update-Agenten beginnen. Im ersten Schritt wird der Agent das not-
wendige Update von der zentralen Basisplattform (Basis-Server) anfordern. Auf diese
Anforderung hin wird das als Datei vorhandene Update innerhalb der Basisplattform in
ein Java-Objekt umgesetzt und serialisiert. Der folgende Programmauszug in Abbildung
7.18 zeigt den Bestandteil der Agenten-Software der Basisplattform für die vom Agen-
ten angeforderte Objekt-Serialisierung der Update-Software. Dabei ist die main-Metho-
de innerhalb der Klasse „UpdatePrepare“ auszuführen, die im Einzelnen folgende
Schritte durchführt:
• Lesen der Update-Daten aus der Datei „SW_Update.bin“ aus einem Verzeichnis der
Basisplattform in einen Byte-Datenstrom.
• Transfer des Byte-Datenstromes in einen Hilfspuffer „buffer“, angelegt als Byte-
Array mit der Länge je nach dem Umfang der Update-Daten.
• Anlegen der Klasse „UpdateData“, die als Ziel für die Update-Daten ebenfalls über
ein Byte-Array entsprechender Länge verfügt („update_data“). Diese Klasse verfügt
auch über einen öffentlichen Konstruktor „UpdateData(byte [] a)“, der dazu dient,
die Daten in die Update-Klasse zu transferieren.
FW: Firmware
SW: Software, Programmierung Applikation
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Abb. 7.17: Prinzipieller Ablauf für einen Agenten-gestützten Software-Update
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import java.io.*; 
import java.net.*; 
import java.lang.*; 
 
class UpdateData      // Klasse mit Update-Daten 
 { 
   // Array für 1kByte Update-Daten bereitstellen 
   private static byte [] update_data  = new byte [1024];   
 public UpdateData(byte[] a) // Öffentlicher Konstruktor zur Datenübergabe 
  { 
  this.update_data = a;  // Übergabe der Update-Daten an Byte-Array 
  } 
  } 
 
 
 
public class UpdatePrepare  // Persistente Update-Daten in Java-Klasse transferieren 
  { 
  public static void main(String[] args) 
  { 
  try 
   { 
     byte[] buffer = new byte[4];   // Puffer fuer Update-Daten 
   int  len, length;       // Hilfsvariablen 
       
// Datei mit Update-Daten in Eingabe-Strom    
 FileInputStream in  = new FileInputStream("d:\\SW_Update.bin"); 
       length = in.available();     // Laenge Datenstrom in Byte 
while ((len = in.read(buffer)) > 0)  // Übernahme Update-Daten in Puffer  
     {   } 
     
in.close();         // FileInputStream  schliessen 
 // neue Update-Klasse Instanz und Datenübergabe an diese Instanz 
 UpdateData ud  = new UpdateData(buffer);   
 }  
 
// Beginn Netzwerk-Übertragung an Zielsystem 
try   
  {                    
  Socket s = new Socket("Zielsystem", Port);  // IP-Adr. Zielsystem  Port-Nr. 
  OutputStream os = s.getOutputStream(); // Datenstrom Netzwerk 
     
 // Kopplung mit Objektserialisierung  
  ObjectOutputStream oos = new ObjectOutputStream(os);   
         
       oos.writeObject(ud);       // Serialisierung Objekt 
                        
       oos.close();         // Verbindung schließen   
    os.close();  
       s.close();    
      }        
    
             catch (IOException e)        
                          { 
      System.out.println(e.toString()); 
        }      
    // Ende Netzwerk-Übertragung an Zielsystem  
 
catch (IOException e) 
  { 
  System.err.println(e.toString()); 
  }    
  
}  
} 
190 7. Anwendungen für die Automatisierungstechnik• Aufruf des genannten Konstruktors „UpdateData()“ innerhalb der main-Methode
von „UpdatePrepare“. 
Das Ziel für das serialisierte Update-Objekt ist dann nicht das lokale Datei-System der
Basisplattform, sondern wird über das Netzwerk direkt an das anfordernde Zielsystem
über eine Socket-Verbindung übertragen. Der Java-Agent kann das Update-Objekt de-
serialisieren und die Update-Daten entnehmen. Vor dem Start der Hochrüstroutinen ist
es sinnvoll, den bekannt funktionsfähigen Software-Stand zu sichern und für den Fall ei-
ner fehlgeschlagenen Update-Aktion wieder zur Verfügung zu haben. Die einzelnen
System-Meldungen im Zuge der Hochrüstung werden vom Agenten gesammelt und dem
fernen Nutzer als Bestandteil der Quittung zur Verfügung gestellt. Entscheidend ist dann
ein fehlerfreier Wiederanlauf des Zielsystems nach dem Update. Sinnvoll sind an dieser
Stelle vom Agenten initiierte System-Prüfungen, um die Funktionsfähigkeit der neuen
Software unter Beweis zu stellen. Erst in diesem Stadium kann das Zielsystem in den
technischen Prozess reintegriert werden. Der Agent versendet abschließend noch die
Quittung an die Basisplattform, z. B. in Form einer Datei oder eines Java-Objekts, und
beendet dann seine Tätigkeit.
Für die Software-Hochrüstung durch eine mobilen Agenten sind aus heutiger Sicht noch
schwerwiegende Probleme zu lösen: 
• Software-Änderungen im laufenden Betrieb einer Anlage sind aus heutiger Sicht in
der Regel nicht möglich.  Zumindest das betroffene Software-Modul muss aus der
Bearbeitung genommen werden. Das Zielsystem ist also während der Update-Zeit
nicht funktionsfähig. Für die Hochrüstung durch den Agenten ist eine Ablaufstrate-
gie zu entwickeln. 
• Falls die Update-Aktion misslingt, muss zumindest ein Wiederanlauf des Systems
mit dem vorherigen Stand möglich sein. Für die Sicherung des Altstandes ist ein
Speicherbereich zu reservieren, der gerade bei eingebetteten Systemen oftmals nicht
zur Verfügung steht.
• Bei vielen eingebetteten Systemen ist die Applikationssoftware nicht eigenständig,
sondern Bestandteil der Firmware des Mikrocomputer-Systems. Ein Firmware-Up-
date durch einen mobilen Agenten ist gegenüber der Änderung von Applikations-
software ungleich schwieriger. Voraussetzung wäre eine Modularisierung und Struk-
turierung der Firmware in für einen Remote-Update geeignete und dafür nicht ge-
eignete Firmware-Blöcke, wie es in Abbildung 7.19 angegeben ist. Eine derartige
Struktur muss allerdings bereits bei der Entwicklung der Firmware mit berücksich-
tigt werden. Für Systeme, die lediglich über Firmware innerhalb von Speicherschalt-
kreisen verfügen, wäre es zwingend notwendig, eine essenzielle Grundkomponente
(Bootblock) von einer Veränderung auszunehmen. Nur so kann ein Wiederanlauf
des fernen Zielsystems zumindest mit einer Grundkonfiguration ermöglicht werden.
Firmware wird in der Regel in einem Halbleiterspeicher abgelegt. Eine zusätzliche
wichtige Voraussetzung für den Firmware-Update ist die elektrische Beschreibbar-
keit dieses Speichermediums, z. B. durch die Verwendung eines Flash-Speichers.
Ein nicht elektrisch wiederbeschreibbares Speichermedium, z. B. ein EPROM, ist
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7.5  Diskussion der Anwendungsmöglichkeiten 
Abschließend soll eine Bewertung der Möglichkeiten und der Zukunftsaussichten der
vier vorgestellten Bereiche für die Automatisierungstechnik versucht werden. Alle heute
wesentlichen Fernservice-Anwendungen in der Automatisierungstechnik lassen sich in
die vier genannten Bereiche einordnen. Zu einem geringen Teil sind sie mit konventio-
neller Technik mit den beschriebenen Nachteilen realisierbar. Gerade die Technologie
der mobilen Agenten ermöglicht zukünftig auch neue Anwendungen. In diesem Kapitel
wurde jeweils eine derartige Anwendung herausgegriffen und näher beschrieben. Vor-
ausgesetzt wird an dieser Stelle, dass die Zielsysteme Agenten-fähig sind, so wie es im
Verlauf dieser Arbeit beschrieben wurde.       
• Datalogging
Das Sammeln und die Auswertung von Prozessdaten, die direkt oder indirekt von der
Sensorik an einem technischen Prozess kommen, war schon immer die Grundlage für
die erfolgreiche Führung von Anlagen und Systemen aus dem Bereich Produktion.
Das gilt zunehmend auch für den Bereich der Dienstleistungen. Der Weg von der
Aufgabe vor Ort über Online-Systeme hin zum Agenten-gestützten Verfahren mit sta-
tionären oder mobilen Agenten ist für Datalogging-Anwendungen (agent based data-
logging) im Vergleich zu den anderen Bereichen am einfachsten zu realisieren. Art
und Umfang der zu erfassenden Daten kann bzw. muss im Vorfeld der Aufnahme
durch den Agenten in dessen Programm festgelegt werden. Der große Vorteil eines
Dataloggers auf der Basis eines mobilen Agenten besteht darin, dass der Agent das
Abb. 7.19: Strukturierung von Firmware für Remote-Update
Firmware-Struktur
Zielsystem
Bootblock:
Essentiell statisch,
Änderung nur als Vorortaufagbe
Betriebssystem:
bedingt geeignet für
Remote-Update
Prozess-Peripherie
Java Virtual Machine:
Ausführung des
Java-Update-Agenten
Applikations-spezifischer Teil
der Firmware
Eignung
für
Remote-Update
durch
mobilen Agenten
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Ort bringt. Der Auftraggeber kann sich anderen Aufgaben zuwenden, denn der von
ihm initiierte Agent führt seinen Auftrag ohne sein weiteres Zutun aus, falls erforder-
lich auch über lange Zeiträume. Die Akzeptanz eines mobilen Fernzugriff-Agenten
sollte bei Datalogging-Anwendungen am höchsten sein. Letztlich erfolgen nur Lese-
zugriffe auf Prozessdaten. Die direkte Beeinflussung durch die Vorgabe neuer Para-
meter unterbleibt. Dennoch kann auch das nicht unter Kontrolle eines Nutzers
erfolgte Sammeln von Prozessdaten Probleme hinsichtlich des Know-how-Schutzes
mit sich bringen.    
• Autonomer Zustandsabgleich
Der zunehmend angestrebte Übergang vom vorbeugenden System-Service zum vor-
hersagbar notwendigen Service von Geräten und Anlagen im gewerblichen und indu-
striellen Einsatz eröffnet noch ungenutzte Einsparmöglichkeiten. Der Einsatz von
Material und Know-how für den störungsfreien Betrieb von technischen Prozessen
erfolgt damit zum richtigen Zeitpunkt und nicht mehr nur präventiv. Mobile Agenten
können dynamisch mit der aktuell notwendigen Analyse-Software die Findung des
optimalen Service-Zeitpunktes gegenüber der heutigen Praxis entscheidend verbes-
sern. Besonders interessant werden die mobilen Agenten bei der Einbeziehung wech-
selnder Anlagenkonfigurationen und jeweils verschiedener weiterer Zielsysteme für
den autonomen Zustandsabgleich. Eine weitere zukünftig interessante Anwendung
eines mobilen Fernzugriff-Agenten liegt in der Prozess-Regelung. In dieser Arbeit
wird der Vorschlag gemacht, die Regeleinrichtung des Standardregelkreises nach
DIN 19226 durch einen mobilen Agenten zu ergänzen. Es entsteht damit die neue
Möglichkeit, per Fernzugriff anlagenspezifisch durch den Agenten und seine Wis-
sensbasis Justierungen am Prozess in Richtung besserer Ergebnisse vorzunehmen.
Hierin besteht die entscheidende Neuerung durch den Einsatz eines mobilen Agenten:
Der Agent greift eigenständig in das Prozess-Geschehen ein und ändert Parameter.
Aus heutiger Sicht würde diese Vorgehensweise in der Automatisierungstechnik in
den meisten Fällen nicht akzeptiert. Andererseits hätte sich der Zielprozess in jedem
Fall ohne den Eingriff des Agenten vom Optimum entfernt. Prototypische Anwen-
dungen können hier die notwendige Erfahrung und dann letztlich auch die Akzeptanz
bringen. 
• Fernsteuerung von Geräten und Anlagen (remote control)
Einen noch intensiveren Eingriff in das Prozess-Geschehen durch einen mobilen
Fernzugriff-Agenten stellt die Fernsteuerung eines Zielsystems durch einen mobilen
Agenten dar. Es werden dabei nicht nur einzelne Parameter geändert, vielmehr über-
nimmt der Agent für einen bestimmten Zeitraum die Kontrolle über das Zielsystem.
Es würde sich damit für den derzeitigen Stand der Automatisierungstechnik das Pro-
blem der Akzeptanz in noch drastischerer Weise stellen als für den Bereich „autono-
mer Zustandsabgleich“. Dennoch sollte diese Möglichkeit für zukünftige Anwen-
dungen nicht ausgeschlossen werden und wurde daher mit in die potenziellen Anwen-
dungen mit aufgenommen. Die Agenten-Sprache Java bietet in ihrer derzeitigen Form
kaum Möglichkeit, sequenzielle und parallele Ausführungsabfolgen zu programmie-
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zepts der Semaphore, welches sich auch in Java programmieren lässt, wird eine
Möglichkeit der Implementierung anhand eines einfachen Beispiels vorgestellt. Ein
derartiger Ablauf kann dann in den Arbeitsauftrag eines Java-Agenten übernommen
werden.       
• Informationsverbreitung an Zielsysteme (information dissemination)      
Die Änderung und Ergänzung von Anwender-Programmen für den Feldbestand von
Geräten und Anlagen wird derzeit schon in immer kürzeren Abständen notwendig.
Die Hochrüstbarkeit für Software ist für die neuen Generationen an Automatisie-
rungsgeräten prinzipiell in der Regel gegeben. Es bleibt aber eine Aufgabe vor Ort,
die auf Grund des großen Feldbestandes mit unterschiedlichen Ständen zukünftig im-
mer schwieriger zu bewältigen sein wird. Die neue Idee besteht nun darin, die Infor-
mationsverbreitung an Zielsysteme (information dissemination) erweitert zu
betrachten: Es soll nicht nur eine Nachricht zugestellt werden, vielmehr soll der mo-
bile Agent den Transfer und die Installation der neuen Software durchführen. Auch
diese Methode bringt bei einem Fehler schwerwiegende Beeinträchtigungen des Ziel-
systems bzw. des angeschlossen technischen Prozesses mit sich. Umso wichtiger ist
es dabei, Strategien für den fehlerfreien Wiederanlauf  mit zu implementieren. Unter
dieser Voraussetzung kann sich diese Methode etablieren und für die Hersteller von
Automatisierungsgeräten zu einem sehr nützlichen Werkzeug werden. Erfahrungen
im industriellen Einsatz gibt dazu noch nicht. Noch wichtiger wäre die Realisierung
dieser Methode für den Update von Firmware. Gerade die Pflege von Firmware bleibt
in der Hand der Hersteller und Anbieter und soll im Idealfall möglichst zentral orga-
nisiert und durchgeführt werden. Die Hochrüstung von  Firmware durch einen mobi-
len Agenten ist in Bezug auf den Nutzen betrachtet noch höher anzusetzen als die
Hochrüstung von Anwender-Programmen. Anwender-Programme stehen im Gegen-
satz zur Firmware oftmals vor Ort zur Verfügung oder werden auch vor Ort erstellt.
Auch für den Agenten-basierten Firmware-Update gibt es heute keine praktischen
Anwendungen für Automatisierungsgeräte. 
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Kapitel 8
Zusammenfassung und Ausblick
Dieses abschließende Kapitel fasst die wesentlichen Ansätze und Erkenntnisse der Ar-
beit zusammen. Die ersten beiden Abschnitte geben nochmals den Inhalt und die Ergeb-
nisse in komprimierter Form wieder. Abschließend wird ein kurzer Ausblick auf die
mögliche Entwicklung der mobilen Agenten innerhalb der Automatisierungstechnik ge-
geben.
8.1  Inhalt der Arbeit
Zu Beginn der Arbeit wird ausführlich auf den heutigen Stand der Fernzugriffe auf An-
lagen und Geräte innerhalb der Automatisierungstechnik eingegangen (Kapitel 2). Das
Gebiet der Teleautomation mit der wesentlichen Anwendung der Fernzugriffe auf Gerä-
te und Anlagen wird ausführlich erläutert. Die Basis für Fernzugriffe bilden heute On-
line-Verbindungen zu bestimmten dafür ausgerüsteten Zielsystemen. Zum Einsatz
kommen dabei Teleservice-Systeme auf Basis von analogen oder digitalen Wählleitun-
gen oder in letzter Zeit auch Web-basierte Systeme. Es werden die wesentlichen Kom-
ponenten von Web-Verbindungen und die Referenzmodelle nach TCP/IP bzw. ISO/OSI
mit den verwendeten Protokollen zusammenfassend erläutert. Anschließend ist der Ein-
satz der Web-Technologien für die horizontale und vertikale Integration im Unterneh-
men nach heutigem Stand dargelegt. Aus diesen Zusammenhängen eröffnen sich
zukünftig auch neue Anwendungen für stationäre und mobile Agenten, die ebenfalls zu
den Web-Technologien zu zählen sind.
Die bisherigen Forschungsergebnisse der Agenten-Technologie und alle für diese Arbeit
wichtigen Definitionen aus dem Bereich der Software-Agenten werden in Hinblick auf
den Einsatz in der Teleautomation zusammengefasst (Kapitel 3). Dabei wird der Bogen
gespannt vom allgemeinen Begriff des Agenten zum Software-Agenten bis hin zum Pa-
radigma des mobilen Agenten. Die drei etablierten Architektur-Prinzipien verteilter Sys-
teme werden erläutert und daraus das Prinzip des mobilen Agenten als konsequente Er-
weiterung abgeleitet. Die Vorteile und Nachteile mobiler Agenten werden anschließend
in allgemeiner Form aufgezeigt. Es folgt eine Beschreibung potenzieller Anwendungen
für mobile Agenten.
Speziell für die Anwendung in der Automatisierungstechnik bedarf es einer Spezialisie-
rung des eingesetzten mobilen Agenten, die eingehend im Kapitel 4 beschrieben wird.
Die notwendigen und hinreichenden Eigenschaften für diese Applikationen werden an-
gegeben und unter der Bezeichnung „Fernzugriff-Agent“ definiert. Für den Einsatz ei-195
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Einzelnen erörtert werden. Abschließend erfolgt in diesem Abschnitt ein Vergleich der
Technologie mobiler Agenten mit Malware (malicious software) und deren heute be-
kannten Varianten. 
Ein sehr großer Teil der Automatisierungsgeräte und Systeme ist dem Bereich der ein-
gebetteten Systeme zuzurechnen. Das fünfte Kapitel befasst sich mit der Agenten-Fähig-
keit dieser Ressourcen-beschränkten Systeme. Für die Bearbeitung eines mobilen Agen-
ten innerhalb eines eingebetteten Systems ist die Anbindung an ein Netzwerk (LAN/
WAN) erforderlich, wobei die zwei wesentlichen Varianten dargelegt werden. Die An-
nahme und die Bearbeitung eines Fernzugriff-Agenten erfordert die Integration einer so-
genannten Agenten-Plattform in Form von zusätzlichen Software- und Hardware-
Ressourcen. Die wichtigsten Funktionen und Eigenschaften einer speziell an eingebet-
tete Systeme angepassten Agenten-Plattform werden erläutert. 
Für ein Agenten-System muss die Programmiersprache der Agenten festgelegt werden.
Verschiedene Programmiersprachen werden im Hinblick auf ihre Eignung für einen mo-
bilen Fernzugriff-Agenten beleuchtet. Für am besten geeignet wird die Programmier-
sprache Java befunden, die anhand ihrer wesentlichen Eigenschaften genauer vorgestellt
wird. Für die Ausführung eines Java-Agenten wird das Prinzip der Java Virtual Machine
(JVM) gewählt und erläutert. 
Das folgende Kapitel 6 beschreibt den Entwurf und die Entwicklung eines Agenten-Sys-
tems für den Fernzugriff. Im Rahmen dieser Arbeit wurden wesentliche Komponenten
entwickelt oder aus verfügbaren Systemen angepasst. Eine große Schwierigkeit besteht
darin, eine für ein bestimmtes eingebettetes System passende Java Virtual Machine für
die Ausführung eines Java-Agenten zur Verfügung zu haben. In der Praxis ist dafür die
Portierung einer vorhandenen JVM notwendig. Für die Untersuchungen im Rahmen die-
ser Arbeit wurde die Kertasarie-VM ausgewählt und für das hier eingesetzte prototypi-
sche Zielsystem portiert. Der Ablauf und die notwendigen Arbeitsschritte der Portierung
werden eingehend dargelegt. Für das Gesamtsystem wird eine minimale und im ersten
Ansatz ausreichende Struktur für den Fernzugriff definiert, bestehend aus der Benutzer-
Schnittstelle, einem Agenten-Portal und entsprechend ausgerüsteten Zielsystemen. Die
erforderliche Entwicklungsumgebung aus Hardware und Software wird ausführlich be-
schrieben. Für den Zugriff des Agenten auf Daten des technischen Prozesses innerhalb
seines Wirtssystems sind drei prinzipielle Möglichkeiten erläutert.       
Im Anschluss werden in Kapitel 7 vier mögliche Anwendungsbereiche für einen Fern-
zugriff-Agenten in der Automatisierungstechnik näher beschrieben. Vorausgesetzt wur-
de dabei, dass diese Applikationen nach derzeitigem Stand ohne den Einsatz eines
mobilen Agenten nur mit sehr hohem Aufwand oder überhaupt nicht realisierbar sind.
Es handelt sich dabei um folgende Bereiche:
• Datalogging im Fernzugriff 
„Datalogging“ wurde mit der für die Arbeit verwendeten Test-Hardware untersucht.
Die Anbindung eines technischen Prozesses erfolgte dabei mithilfe einer gekoppelten
Speicherprogrammierbaren Steuerung (SPS) und mittels Software-Simulation von
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• Autonomer Zustandsabgleich
Die prinzipiellen Möglichkeiten des Agenten-gestützten autonomen Zustandsab-
gleichs unter der Einbeziehung weiterer Systeme werden eingehend erläutert, bis hin
zur Agenten-unterstützten Prozess-Regelung als neue Möglichkeit für die Justierung
ferner Prozesse.
• Fernsteuerung von Geräten und Anlagen (remote control)
Die notwendigen Grundlagen für die Fernsteuerung durch einen mobilen Java-Agen-
ten werden dargelegt. Besonders eingegangen wird auf die Implementierung der
Steuerung von Abläufen mit der Programmiersprache Java.      
• Informationsverbreitung an Zielsysteme (information dissemination)
Mit Hilfe eines mobilen Agenten wird in diesem Fall ein bidirektionales Push-Kon-
zept realisiert. Daraus resultiert die Möglichkeit, einen mobilen Agenten auch für die
Änderung von Software oder Firmware in fernen Zielsystemen einzusetzen. 
Mit der Beschreibung dieser potenziellen Anwendungen endet der Hauptteil der Arbeit. 
8.2  Ergebnisse der Arbeit
Für Fernzugriffe auf Anlagen und Geräte auf der Basis mobiler Agenten wird ein drei-
geteiltes Web-basiertes Gesamtsystem mit einer zentralen Steuerung vorgeschlagen, be-
stehend aus dem Nutzer-Interface, einem Agenten-Portal (Basisplattform) und den
Agenten-fähigen Zielsystemen. Über das Web-basierte Nutzer-Interface verbindet sich
der Initiator und Auftraggeber mit dem zentralen Agenten-Portal, um einen neuen Fern-
zugriff-Agenten zu erstellen und der Basisplattform zum Versand an die vorgesehenen
Zielsysteme zu übergeben. Über diese Benutzerschnittstelle können auch die Ergebnisse
aus der Tätigkeit der Agenten abgerufen werden. Die Basisplattform übernimmt auto-
nom und asynchron zu den Benutzereingaben den Versand des Agenten über das Netz-
werk an die Zielsysteme. Dieses Agenten-Portal ist auch Anlaufpunkt für die Ergebnisse
der Agenten-Bearbeitung aus den fernen Zielsystemen. Das Portal übernimmt das Ma-
nagement der aktiven Agenten unabhängig von den Nutzern. Als Aufstellungsort für
derartige Agenten-Portale bieten sich die zentralen Service-Dienststellen der Anbieter
von Automatisierungsgeräten an. Für die Anwendung eines mobilen Fernzugriff-Agen-
ten in der Automatisierung für den Zugriff auf Geräte und Anlagen werden zwei wesent-
liche Vereinfachungen vorgeschlagen: Zum einen genügt im ersten Ansatz ein Ein-
Agenten-System (single agent system), d. h. potenzielle Zielsysteme können immer nur
einen Agenten annehmen und bearbeiten. Diese Voraussetzung kommt gerade eingebet-
teten Systemen mit geringerer Rechenleistung und knapper Speicher-Ausstattung entge-
gen. Die Kommunikation und Kooperation mit anderen Agenten im Netzwerk, wie es
innerhalb von Multi-Agenten-Systemen möglich ist, wird für die Anfangsphase nicht
benötigt. Zum anderen ist allenfalls eine schwache Migrationsfähigkeit des mobilen
Fernzugriff-Agenten erforderlich, d. h. für Fernservice-Aufgaben kann und soll der Auf-
trag des Agenten innerhalb seines Zielsystems abgearbeitet werden. Die starke Migra-
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teren Zielsystemen erscheint aus heutiger Sicht nicht als notwendig, zumindest nicht im
ersten Schritt.   
Für die Programmiersprache eines mobilen Agenten (Agenten-Sprache) wurden im Ver-
lauf der Forschungsarbeiten verschiedenste Vorschläge gemacht. Die Programmierspra-
che Java ist aus vielen Gründen für die Programmierung mobiler Agenten gut geeignet.
Sie hat sich in stationären und mobilen Anwendungen bereits bewährt und wird stetig
weiterentwickelt. Der Java-Agent für die hier beschriebenen Untersuchungen wurde mit
der Version 1.3.1_03 erstellt. Ein Problem bei der Anwendung der Programmiersprache
Java für die Automatisierungstechnik hat sich auch im Verlauf dieser Arbeit gezeigt: Der
Zugriff auf spezielle Speicherbereiche eines Zielsystems, wie beispielsweise der Pro-
zess-Peripherie eines Automatisierungsgerätes, ist innerhalb von Standard-Java nicht
vorgesehen. In dieser Arbeit werden drei Möglichkeiten näher erläutert, dieses Problem
zu umgehen: Native Funktionen innerhalb der Java Virtual Machine, die Anwendung
des Java Native Interface (JNI), wobei nicht alle virtuellen Maschinen dafür vorbereitet
sind, und der Datenaustausch mithilfe der Socket-Funktionen. Der bidirektionale Daten-
austausch zwischen Agent und Zielsystem wurde im Rahmen dieser Arbeit über native
Funktionen und die Socket-Funktionen durchgeführt.
Das große Problem für die Anwendung eines Java-Agenten besteht in der Praxis darin,
eine geeignete Ausführungsumgebung für Java, in der Regel eine Java Virtual Machine,
für ein bestimmtes eingebettetes System zur Verfügung zu haben. Die große Vielfalt an
Rechnerarchitekturen und Betriebssystemen bei eingebetteten Systemen führt in der Re-
gel dazu, dass eine bestehende JVM für das jeweilige Zielsystem angepasst werden
muss. Für 16-Bit-Architekturen gibt es nur sehr wenige virtuelle Maschinen, die direkt
einsetzbar sind oder sich für eine Portierung eignen. Im Rahmen dieser Arbeit wurde die
Kertasarie Java Virtual Machine für den Mikrocontroller Infineon C167 unter dem Echt-
zeit-Betriebssystem EUROS® portiert und angepasst. 
Damit ein Zielsystem einen mobilen Agenten annehmen und bearbeiten kann, muss eine
Agenten-Plattform mit der Ausführungsumgebung für den Agenten implementiert wer-
den. Gerade für eingebettete Systeme mit begrenzter Rechenleistung und knapp bemes-
senem Arbeits- und Programmspeicher ist das nicht in jedem Fall möglich. Das im
Rahmen dieser Arbeit eingesetzte Evaluierungsboard GS200 mit einem 16-Bit-Mikro-
controller gehört zu diesen Systemen. Eine grundsätzliche Anforderung besteht darin,
dass die Programmierung der eigentlichen Anwendung eines Automatisierungssystems,
wobei oftmals Echtzeit-Bedingungen einzuhalten sind, durch die Bearbeitung eines
Java-Agenten nicht oder nur in vertretbarem Maß beeinträchtigt werden darf. Von Inter-
esse ist dabei, inwieweit das Zielsystem zusätzlich zu seiner Applikation einen Java-
Agenten bearbeiten kann. Es hat sich gezeigt, dass diese Anforderung nur durch den Ein-
satz eines Echtzeit-Betriebssystems erfüllt werden kann, um letztlich die geforderten
Reaktionszeiten und damit die Echtzeit-Bedingungen der Zielapplikation einhalten zu
können. Die mögliche freie Bearbeitungszeit für einen Agenten bzw. der Betriebs-
system-Task für seine Bearbeitung hängt davon ab, welche freien Zeitscheiben die Sys-
tem-Applikation für diese zusätzliche Bearbeitung durch den Controller noch erlaubt.
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sätzlich kein Agent bearbeitet werden. In diesem Fall könnte eventuell ein Mehr-Prozes-
sor-System zum Einsatz kommen. Die Taktrate der CPU und die mögliche Einstellung
der Zeitscheiben für die einzelnen Tasks innerhalb des Betriebssystems setzen bereits
entscheidende Randbedingen für die möglichen Bearbeitungszeiten eines Agenten am
Ziel-Prozess. Bei der hier verwendeten Testbaugruppe wird der Mikrocontroller C167
mit 20 MHz getaktet. Eine sinnvolle und effektive Einstellung der Zeitscheiben der ein-
zelnen Tasks für diese Konfiguration liegt im Bereich von einigen 10 ms. Nach der in-
nerhalb der Automatisierungstechnik verwendeten Klassifizierung der Echtzeit-Anfor-
derungen lassen sich folglich mit der untersuchten Testkonfiguration keine synchroni-
sierten Bewegungsabläufe mit geforderten Reaktionszeiten kleiner als 1 ms steuern.
Auch für die zweite Kategorie mit Reaktionszeiten bis maximal 10 ms lässt sich mit die-
sem System keine Anwendung realisieren. Es bleibt die dritte Kategorie für Anwendun-
gen mit geforderten Reaktionszeiten größer als 10 ms. Das verwendete Zielsystem ist
dieser Gruppe zuzuordnen. In diesem Bereich kann auch der beschriebene Java-Agent
eingesetzt werden, obgleich seine Ausführungszeit für die getesteten Anwendungen im
Bereich von Sekunden bis zu einigen 10 Sekunden liegen kann, je nach Programm-Um-
fang. Zugrunde gelegt wurde dabei eine Bearbeitungszeit der Task von 20 ms. Das
Laden der benötigten Java-Klassen des Agenten zur Laufzeit aus dem Datei-System
führt zu zusätzlichen zeitlichen Nachteilen. Ein direktes Laden aus einem RAM-Bereich
bringt eine schnellere Abarbeitung des Java-Agenten mit sich, wie es für Zielsysteme
ohne Datei-System ohnehin notwendig wird. Das Nachladen von benötigten Java-Klas-
sen über das Netzwerk ist entsprechend mit zusätzlichen zeitlichen Nachteilen verbun-
den.
Das für diese Untersuchungen eingesetzte Multi-Tasking Echtzeit-Betriebssystem EU-
ROS® beinhaltet alle für diese Arbeit notwendigen Software-Ergänzungen für die Netz-
werk-Anbindung mit Ethernet, die seriellen Schnittstellen, die RAM-Disk und das
Datei-System. Der verfügbare Programm- und Arbeitsspeicher des GS200-Boards ist
mit jeweils 1 MByte ausreichend groß angelegt. So kann auch ein Datei-System mit im-
plementiert werden, wodurch die Entwicklungsarbeit durch Datei-Transfers über FTP
erleichtert wird. Bei den hier durchgeführten Arbeiten wurde für die Ausführung des
Java-Agenten die Software-technische Interpretation des Java-Bytecode durch die Ker-
tasarie Virtual Machine eingesetzt. Die Applikation für das Zielsystem wurde möglichst
klein gehalten und umfasste im Wesentlichen nur den Zugriff auf das Prozess-Abbild der
angeschlossenen SPS. Der gesamte ausführbare Programm-Code, bestehend aus dem
Betriebssystem, der Applikation und der Java Virtual Machine hatte eine Größe von 415
kByte. Die für die Ausführung eines Java-Agenten bzw. eines Java-Programms notwen-
digen Java-Klassen (Java API) mit 290 kByte wurden im ROM-Bereich (Flash-Spei-
cher) des GS200-Boards gespeichert. Ein eintreffender Java-Agent wird nach seiner
Annahme im Datei-System gespeichert und bei seiner Abarbeitung Klasse für Klasse
daraus geladen. 
Die vier genannten Anwendungsbereiche eines mobilen Fernzugriff-Agenten sollen ab-
schließend nach ihrer Bedeutung für die Automatisierungstechnik beurteilt werden: 
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und getestet. Der Java-Agent hat dabei Prozesswerte aus der in das Zielsystem integrier-
ten SPS aufgenommen, mithilfe des „mitgebrachten“ Analyse-Programms bearbeitet (z.
B. Berechnung statistischer Kenngrößen) und seine Ergebnisse in Form eines Java-Ob-
jekts an die Basisplattform zurück transferiert. Die Stärke eines mobilen Fernzugriff-
Agenten für diese Anwendungen liegt in der Verfügbarkeit der aktuell notwendigen
Analyse-Software durch den aktuell passenden und erforderlichen Agenten.
Anwendungen des autonomen Zustandsabgleichs lassen sich nur mittels der Agenten-
Technologie umfassend und mit der notwendigen Flexibilität realisieren. Die Einbezie-
hung weiterer Zielsysteme für den Abgleich von Prozesswerten zur Überwachung und
Steuerung von Geräten und Anlagen erfordert ebenfalls immer wieder aktualisierte Ana-
lyse-Programme und Prozessdaten, passend zu den aktuellen Produktionsabläufen. Die-
se hohe Flexibilität können gerade mobile Agenten erbringen, ohne Einsätze vor Ort
durchführen zu müssen. In dieser Arbeit wird ein Vorschlag für eine Agenten-unter-
stützte Prozess-Regelung gemacht. Dabei wird die Regeleinrichtung durch einen mobi-
len Agenten ergänzt. Diese neue Struktur ermöglicht es, dass mithilfe Prozess-spezifi-
scher Agenten nicht nur eine Regelgröße möglichst genau ihren Zielwert erreicht.
Vielmehr bietet sich die Möglichkeit, auch mehrere Regelgrößen in Richtung des Pro-
zess-Optimums zu verändern und einzustellen (Agenten-gestützte Justierung eines fer-
nen technischen Prozesses).
Für die Fernsteuerung von Geräten und Anlagen durch einen mobilen Agenten werden
grundsätzliche Möglichkeiten beschrieben, mit der Programmiersprache Java sequen-
zielle und parallele Abläufe zu implementieren, wie sie für Remote-Control-Anwendun-
gen gebraucht werden. Gerade aus Sicherheitsgründen und den nicht immer vollständig
absehbaren Folgen der Einwirkung des Agenten am fernen Prozess unabhängig vom Be-
treiber wäre diese Anwendung in der Automatisierungstechnik heute überwiegend noch
nicht akzeptiert. Diese Probleme können zukünftig durch die Implementierung neuer
Sicherheitskonzepte für den Betrieb von Agenten reduziert werden. 
Die Informationsverbreitung an Zielsysteme (information dissemination) durch mobile
Agenten hat eine hohe Bedeutung für die Hochrüstung von Software in Automatisie-
rungsgeräten. Die lange Betriebszeit von Geräten und Anlagen in diesem Bereich er-
fordert heute in immer kürzeren Abständen Änderungen in den Anwender-Programmen.
Mobile Agenten können hier zukünftig Zeit- und Kosten-intensive Einsätze vor Ort re-
duzieren. Für diesen Anwendungsbereich ist ein Verfahren auf der Basis eines mobilen
Agenten beschrieben, wobei in Kooperation mit dem Agenten-Portal die neue Software
in Java-Objekte einbettet, zum Zielsystem transferiert und die Hochrüstung durchführt
wird. Speziell für eingebettete Systeme hat die Hochrüstung von Firmware heute bereits
eine ebenso große Bedeutung. Die Änderung von Firmware durch Fernzugriffe ist aller-
dings gegenüber Anwender-Programmen ungleich schwieriger. Die wesentlichen Hür-
den für eine derartige Anwendung eines mobilen Fernzugriff-Agenten werden
abschließend beschrieben.
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Ein wesentliches Ziel dieser Arbeit war es, das Potenzial der mobilen Agenten für die
zukünftige Automatisierungstechnik herauszustellen, obgleich die Forschungsergeb-
nisse zur Agenten-Technologie aus dem letzten Jahrzehnt bis heute nur in ganz wenigen
Einzelfällen in die Produktentwicklung eingegangen sind. 
Die derzeitige Einführung von Ethernet in der Automatisierungstechnik wird die kon-
ventionellen Feldbusse teilweise verdrängen und ergänzen. Dadurch entsteht auch die
Infrastruktur für die Web-Technologien und darauf bauend auch für Systeme mit mobi-
len Agenten. Die Web-Technologien werden zunehmend für die technische Realisie-
rung der horizontalen und vertikalen Integration in den Unternehmen eingesetzt. Gerade
wo es darauf ankommt, mittels Software vorgegebene Aufgaben auch ohne ständige
Überwachung eines Operators zuverlässig und mit reproduzierbarer Qualität ausführen
zu müssen, eröffnen Software-Agenten neue Möglichkeiten. Mobile Agenten können
zukünftig auch ferne Zielsysteme in zentrale Software-Systeme mit einbinden und auf
diesem Wege die Probleme bei weltweiter Dezentralisierung von Produktion und
Dienstleistung reduzieren.
Die Sicherheit beim Betrieb von Geräten und Anlagen in der Automatisierung von tech-
nischen Prozessen in Produktion und Dienstleistung hat einen sehr hohen Stellenwert
und kann durch den Betrieb mobiler Agenten ohne adäquate Sicherheitskonzepte beein-
trächtigt werden. Dies betrifft den Know-how-Schutz, d. h. der unbefugte Zugriff auf
Engineering- und Prozess-Wissen muss unterbunden bleiben. Nicht minder wichtig ist
der ungestörte Ablauf der eingerichteten Prozesse mit gleichbleibend hoher Prozess-
Qualität. Die aktuellen und noch folgenden Ergebnisse der Forschungsarbeiten zur Si-
cherheit in der elektronischen Datenverarbeitung werden auch den sicheren Einsatz mo-
biler Agenten in der Automatisierungstechnik unterstützen.
Die Integration einer Agenten-Plattform mit der Ausführungsumgebung für einen mobi-
len Java-Agenten in eingebettete Systeme bedeutet für die Hersteller von Automatisie-
rungsgeräten zusätzlichen Aufwand in Entwicklung und Fertigung mit einhergehenden
höheren Kosten. Damit zusätzliche Hardware und Software für die Agenten-Fähigkeit
eines Systems eingesetzt wird, müssen sich klare Vorteile für Anwender und Anbieter
ergeben. Heutige Geräte und Anlagen der Automatisierungstechnik können in der Regel
nicht im Nachhinein für den Agenten-Betrieb erweitert werden. Beispielsweise gibt es
für den großen Bereich der Speicherprogrammierbaren Steuerungen heute keine Agen-
ten-fähige Variante. Gerade hier wäre in vielen Applikationen der Einsatz eines Fernzu-
griff-Agenten von Vorteil.
Mobile Agenten stellen eine zukunftsträchtige Ergänzung der Web-Technologien für
Anwendungen in der Automatisierungstechnik dar. Am Ende dieser Arbeit soll ein Leit-
satz von Dr. Danny Lange stehen. Er war einer der Pioniere der Technologie mobiler
Agenten. Der folgende Satz stammt aus seiner Zeit bei General Magic (Sunnyvale,
USA) von 1997:
„Move the computation to the data rather than the data to the computation.“
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Glossar
ActiveX:
Eine Entwicklung von Microsoft, welche den Datenaustausch zwischen Anwen-
dungen erleichtert und die Einbettung beliebiger Objekte (Video, Sound,...) in
fremden Dokumenten wie z. B. Web-Seiten  erlaubt. Damit lassen sich also ak-
tive Inhalte in Web-Seiten realisieren: Programme werden vom Server auf den
Client-Rechner übertragen und dort ausgeführt. ActiveX baut auf der bereits seit
einiger Zeit verfügbaren OLE-Technologie auf.
http://www.microsoft.com/com/default.mspx
ADK:
Agent Development Kit, Software-Umgebung für die Entwicklung aller für ein
vollständiges Agenten-System benötigter Komponenten, wie z. B. von Nutzer-
Schnittstellen, Agenten-Portalen, der Ausstattung der Zielsysteme und schließ-
lich der Agenten selbst. Festgelegt ist die Programmiersprache des Agenten, al-
lerdings können bzw. müssen die weiteren Bestandteile eines ADK für das
jeweilige Betriebssystem der Zielrechner verfügbar sein.    
Agent-TCL:
Variante von Tcl zur Agenten-Programmierung, entwickelt und gepflegt am
Dartmouth College,  Umbenennung in "D'Agents Software", als Agent-Tcl wur-
de sie am Dartmouth College weiterentwickelt und auch für Aktuell ist die Re-
lease "D'Agents 2.1", weitere Entwicklung mangels kommerzieller Projekte in
Frage gestellt.
Dartmouth College, Department of Computer Science, Hanover, New
Hampshire/USA,  http://agent.cs.dartmouth.edu
Aglets:
Aglets is a Java mobile agent platform and library that eases the delopment of
agent based applications. An aglet is a Java agent able to autonomously and
spountanously move from one host to another. Originally developed at the IBM
Tokio Research Laboratory, the Aglets technology is now hosted at source-
forge.net as open source project, where it is distributed under the IBM Public
License. Aglets includes both a complete Java mobile agent platform, with a
stand-alone server called Tahiti, and a library that allows developer to build
mobile agents and to embed the Aglets technology in their applications. 
Currently, stable release of Aglets are available in the 2.0 series, and 2.0.2 is
the latest one.     
http://aglets.sourceforge.net  ,  http://www.research.ibm.com/trl/aglets203
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Firma Allnet Deutschland GmbH: Netzwerk-Komponenten,
http://www.allnet.de
API:
Applikation Programming Interface, Schnittstelle zur Anwendungsprogram-
mierung. Ein API ist die Schnittstelle, die ein Betriebssystem oder auch ein
anderes Software-System anderen Programmen zur Verfügung stellt. Ein API
stellt Routinen, Protokolle und Dienstprogramme für das Erstellen von Soft-
ware dar. Ein gutes API erleichtert das Programmieren durch die Bereitstellung
von Software-Blöcken, die der Programmierer im Idealfall nur noch mit eige-
nen Code-Fragmenten verbinden muss.
Ara-Projekt:
Ara ist eine Plattform zur portablen und sicheren Ausführung mobiler Agenten
in heterogenen Netzen. Das spezifische Ziel von Ara im Vergleich zu ähnlichen
Plattformen liegt darin, die volle Funktionalität mobiler Agenten zur Verfügung
zu stellen und dabei etablierte Programmier-Modelle und -Sprachen so weit wie
möglich zu erhalten. Ara ist ein Projekt in der AG System-Software im Fachbe-
reich Informatik an der Universität Kaiserslautern.
http://wwwagss.informatik.uni-kl.de/Projekte/Ara/index.html
ASP:
Active Server Pages (ASP) ist eine von Microsoft entwickelte Nachfolgetech-
nologie für Server Side Includes (SSI), die mit Einsatz einer Skriptsprache wie
z. B. VBScript oder Java Script Server-seitig Web-Seiten erzeugt. 
http://www.aspgerman.com/aspgerman  ,  http://www.asp.net
Berners-Lee:
Tim Berners-Lee entwickelte Anfang der achtziger Jahre am CERN (Conseil
Européen pour la Recherche Nucléaire, Genf/Schweiz) das World-Wide-Web.
Er entwickelte maßgebend  HTTP, HTML (1989) und URLs. 1994 gründete er
kurz nach seinem Einstieg beim MIT das World Wide Web Consortium (W3C).
http://www.w3.org/pub/WWW/People/Berners-Lee 
Benchmark Java:
The Java Grande Forum Benchmark Suite: Links to Java Benchmarks,    
http://www.epcc.ed.ac.uk/javagrande/links.html
Benchmark UCSD:
UCSD Java Microbenchmark: Suite of benchmarks for Java Virtual Machine
under Java 1.1 and higher. 
W. G. Griswold, Department of Computer Science & Engineering, University
Glossar 205 of California, San Diego/USA, http://www.cse.ucsd.edu/users/wgg/Software/
B2B:
Business-to-Business, spezielle Ausprägungsform des E-Commerce für Ge-
schäftsbeziehungen zwischen Unternehmen oder Händlern mit wiederkehren-
den Prozessen.
CACAO JIT:
CACAO Just-in-Time compiler for Java, the first version was released in 02/
1997, CACAO 0.90 released under the GPL in 12/2004, 
 http://www.cacaojvm.org
CAN:
Controller Area Network: Serielles Echtzeit-fähiges Bus-System für industri-
elle Steuergeräte, verdrilltes Leiterpaar als Busmedium,  gute Übertragungsei-
genschaften im Kurzstreckenbereich unterhalb 40 m bei 1 MBit/s
Datenübertragungsrate, 
http://www.can-cia.de
CGI:
Common Gateway Interface: CGI ist eine Variante,  Web-Seiten dynamisch
bzw. interaktiv zu gestalten durch den Austausch von Parametern zwischen Cli-
ent und Server.
1. Spezifikation RFC3875: http://www.ietf.org/rfc rfc3875.txt?number=3875
2. http://www.cgi-world.de/cgi-bin/index.cgi
3. CGI - kurz & gut, 2. Auflage, ISBN 3897212447, Verlag O'Reilly, 2003
Cephalos:
Cephalos Gesellschaft für Automatisierung mbH :
TRYSIM - Simulation für SPS-Programmierung,  http://www.trysim.de
CIM:
Computer Integrated Manufacturing (CIM): Rechnerintegrierte Fertigung, d. h.
die Zielstellung besteht darin, alle Bereiche und Prozesse eines Unternehmens
miteinander zu vernetzen. Informationstechnologische Mittel sollen dabei die
Verknüpfung und die Kommunikation von Hardware- und Software-Kompo-
nenten innerhalb einer Ebene (horizontale Integration) sowie über mehrere
Ebenen in der Unternehmensstruktur (vertikale Integration) erlauben.
A&D-Lexikon, Begriffe und Kurzbezeichnungen der industriellen Automation,
ISBN 39346982623, Verlag Publish Industry, 2005
C-Programmierung:
1. American National Standards Institute: American National Standard for
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ANSI X3.159-1989, 1989.
2. B. Kernighan, D. Ritchie: Programmiern in C, zweite Ausgabe in ANSI-C,
ISBN 3446154973, Verlag Hanser, 1990
CORBA:
Die Common Object Request Broker Architecture (CORBA) ist eine objektori-
entierte Middleware, die plattformübergreifende Protokolle und Dienste defi-
niert und von der Object Management Group (OMG) entwickelt wird. CORBA
ermöglicht das Erstellen verteilter Anwendungen in heterogenen Umgebungen
und ist nicht an eine bestimmte Programmiersprache gebunden. 
http://www.corba.org  ,  http://www.omg.org 
CVI:
Complete Vertical Integration. Vollständige vertikale Integration; gemeint ist
damit in der automatisierten Proiuktion der durchgehende Informationsfluss
von Senoren und Aktuatoren über die Leitstandebene bis zur betriebswirt-
schaftlichen Ebene. Ihre wirtschaftliche Verwirklichung setzt voraus, dass
Office- und Fabrik-Automation auf der gleichen informationstechnologischen
Plattform basieren und die Schnittstellen zwischen den einzelnen Ebenen über
alle Hersteller hinweg vereinheitlicht sind (siehe auch CIM-Konzept).
Datalogger:
Informationen zum Bereich Datalogger:
http://www.warensortiment.de/messtechnik/messgeraete/datenlogger.htm
http://www.ipcas.de
http://www.elpro.com/home/datenlogger/datenlogger_d.htm
http://www.messsoftware.com/FS7-ISM.htm
Eiffel:
Eiffel ist eine universelle, rein objektorientierte Programmiersprache, seit 1985
von dem französischen Informatiker Bertrand Meyer und seiner Firma Interac-
tive Software Engineering Inc. (Goleta, Kalifornien) als Alternative zu C++ ent-
worfen. Der Namen dokumentiert eine Reverenz an Gustave Eiffel, Erbauer des
Eiffelturms. Die Syntax ist beeinflusst von Ada und der ALGOL-Sprachfamilie.
Die Sprachdefinition von Eiffel ist Public Domain und steht unter der Kontrolle
von Nonprofit International Consortium for Eiffel (NICE). Der Quelltext wird
gewöhnlich in den Maschinen-Code der Zielmaschine compiliert. Es gibt aber
auch Ansätze, diesen in Bytecode für die Java Virtual Machine zu übersetzen.
http://www.eiffel-nice.org , http://smarteiffel.loria.fr
Embedded System:
Wikipedia, die freie Enzyklopädie: Erläuterungen zum Bergriff „Embedded
Glossar 207 System“,  http://de.wikipedia.org/wiki/Embedded_System
Embedded World:
Embedded World, Exhibition & Conference, Nürnberg/Germany,
http://www.embedded-world-2005.de
EmWare:
emWare Europe GmbH: Produkte und Lösungen zur Integration von Fernser-
vice in neue und bestehende Geräte und Anlagen, z. B. Internet-Gateway,
München, http://www.emware.com
ERP:
Enterprise Resource Planning. Unternehmensplanung, betrifft die der Unter-
nehmensleit- und Planungsebene zugeordneten Prozesse, d. h. die komplette
betriebliche Ressourcenplanung, deren Optimierung und Verwaltung vom Auf-
tragseingang bis zum Versand der produzierten Waren und Dienstleistungen.
Ein bekanntes ERP-System ist beispielsweise die Software-Lösung SAP R/3.
EUROS:
EUROS Embedded Systems GmbH: Diese Firma hat sich auf dem Gebiet der
eingebetteten Systeme spezialisiert. Man konzentriert sich seit 1987 auf die Ent-
wicklung von Echtzeit-Betriebssystemen unter dem Markennamen EUROS®.
Es wird ein umfangreiches Produktspektrum mit den Kernprodukten Echtzeit-
Betriebssysteme, Treiberpakete, Protokoll-Stacks und Cross-Entwicklungs-
werkzeuge für viele Anforderungen im Bereich industrieller Embedded-
Anwendungen angeboten.  Ingenieurbüro Dr. Kaneff, Nürnberg,
http://www.euros-embedded.com
EWS:
Embedded Web Server, vornehmlich in eingebetteten Systemen integrierter
HTTP-Server, der Fernzugriffe mit dem Web-Browser als Benutzeroberfläche
ermöglicht. EWS stellen einem Client neben statische auch dynamische Web-
Seiten zur Verfügung. Mit Hilfe der dynamischen Web-Seiten erfolgt das Lesen
und Schreiben von Prozess-Parametern, beispielsweise mit Unterstützung des
Common Gateway Interface (CGI).
FIPA:
The Foundation for Intelligent Physical Agents (FIPA) was formed in 1996 to
produce software standards for heterogeneous and interacting agents and agent
based systems. In the production of these standards, FIPA requires input and
collaboration from its membership and from the agent’s field in general to build
specifications that can be used to achieve interoperability between agent based
systems developed by different companies and organisations. This is encapsu-
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FIPA undertakes its work at meetings that are held four times a year and also
has close working relationships with other standards organisations, such as the
Object Management Group (OMG). FIPA, Alameda, CA/USA, 
http://www.fipa.org
FTP:
File Transfer Protocol: Netzwerkprotokoll der Anwendungsschicht des TCP/
IP-Protokollstapels, Network Working Group, RFC 959,   
http://www.faqs.org/rfcs/rfc959.html
Garbage Collection:
Die Garbage-Collection (GC, Freispeichersammlung, <engl.> Müllabfuhr) ist
ein Fachbegriff aus der Software-Technik, vornehmlich verwendet bei objekt-
orientierten Programmiersprachen. Er steht für ein Verfahren zur regelmäßigen
automatischen Wiederverfügbarmachung von nicht mehr benötigtem Speicher
und anderen Betriebsmitteln, indem nicht mehr erreichbare Objekte im Spei-
cher automatisch wieder freigegeben werden. 
http://www.wikiservice.at/dse/wiki.cgi?GarbageCollection
GOPHER:
Gopher (<engl.> Erdhörnchen) ist ein Informationsdienst, der über das Internet
mit Hilfe eines Gopher-Clients oder einen Web-Browser abgerufen werden
kann, 1992 an der Universität von Minnesota entwickelt, Gopher baut auf das
Gopher-Protokoll auf (RFC 1436),  ftp://ftp.isi.edu/in-notes/rfc1436.txt
Grasshopper:
Grasshopper ist eine universelle Middleware-Plattform, in der zur allgemeinen
Evolution von verteilten Software-Objekten hin zu mobilen Agenten,
ursprünglich entwickelt 1997/98 vom GMD–Institut für offene Kommunika-
tionssysteme (FOKUS),  jetzt fusioniert mit der Fraunhofer-Gesellschaft.
Die erstellten Agenten können sich zwischen verschiedenen festen oder
mobilen Systemen bewegen und mehrere Aufgaben ausführen. Die Plattform
dient vor allem der dynamischen Software-Entwicklung für Client-/Server-Sys-
teme. Aber auch komplexe verteilte Workflows und M-Commerce-Anwendun-
gen sind realisierbar. Die zweite Generation der Grasshopper-Agent-Platform
steht seit Anfang  2000 kostenfrei für die nicht kommerzielle Nutzung zur Ver-
fügung. Grasshopper2 wurde von der IKV++ Technologies AG entwickelt und
steht kostenfrei für die nicht kommerzielle Nutzung zur Verfügung. Enago
Mobile/Grasshopper ist integriert in die umfangreiche, kommerzielle EnagoTM
Platform Suite.    http://www.grasshopper.de  ,   http://www.ikv.de
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Evaluierungsboard GS200 für den Mikrocontroller Infineon C16x,
EUROS Embedded Systems GmbH, Ingenieurbüro Dr. Kaneff, Nürnberg,
http://www.euros-embedded.com
HMI:
Human Machine Interface, Mensch-Maschine-Schnittstelle, Benutzerinterface,
Gerätetechnik zur Bedienung und Beobachtung von Prozessen.
HTML:
Hypertext Markup Language, von Tim Berners-Lee 1989 am CERN begrün-
dete Seitenbeschreibungssprache vor allem für Seiten im World Wide Web.
HTML wird laufend durch das WWW-Consortium (W3C) weiterentwickelt.
http://www.w3c.org/MarkUp
HTTP:
Hypertext Transfer/Transport Protocol, von T. Berners-Lee am CERN Anfang 
der achtziger Jahre entwickeltes Übertragungsprotokoll, das das Übertragen 
und Verknüpfen von Web-Seiten ermöglicht. Das Hyper Text Transport Proto-
koll, im Mai 1996 in RFC 1945 festgelegt, ist eine Weiterentwicklung des 
Gopher-Protokolls.  http://www.w3.org/Protocols 
IDE:
Integrated Development Environment: CodeWright Programmer’s Editing Sys-
tem TM,  http://www.starbase.com
IKV:
IKV++Technologies AG (Innovation + Know-how + Vision), Berlin, Schwer-
punkte:
- Entwurf, Spezifikation und Entwicklung von innovativen mobilen Lösungen
- Telekommunikations- und Middleware-Plattformen der neuesten Generation
- Integration mobiler Netzwerktechnologien
http://www.ikv.de
Infineon C16x: 
Infineon Technologies: C167CR Microcontroller User Manual, V 3.1, 
April 2000, http://www.infineon.com 
Internet:
Das Internet ist die Gesamtheit aller verbundenen Rechner, die zum Datenaus-
tausch das Internet-Protokoll benutzen. Organisationen für das Internet:
Internet Society: http://www.isoc.org 
Internet Engineering Task Force (Verantwortung für RFC): http://www.ietf.org 
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Internet Research Task Force : http://www.irtf.org 
Internet Assigned Numbers Authority : http://www.iana.org 
World Wide Web Consortium: http://www.w3.org 
DENIC eG , zentrale Registrierungsstelle aller Domains unterhalb der Top 
Level Domain „.de“ für Deutschland: http://www.denic.de 
IP:
Internet Protocol (IP), ein in Computernetzen weit verbreitetes Netzwerkpro-
tokoll, Implementierung der Internet-Schicht des TCP/IP-Modells bzw. der
Netzwerk-Schicht des OSI-Modells nach RFC 791.  
DARPA: Internet Program Protocol Specification, September 1981,
http://www.ietf.org/rfc/rfc791.txt
Java:
Sun Microsystems Inc.: Sun Developer Network, Java Technology, 
http://java.sun.com
Java Applet:
Java Applet,  http://java.sun.com/applets, Sun Microsystems Inc., 1999 
Java Serialisierung:
Die Serialisierung bei Java erlaubt das Schreiben eines beliebigen Java-Objekts
auf einen (binären) Ausgabestrom. Die Deserialisierung liest serialisierte Ob-
jekte aus einem (binären) Eingabestrom.
http://java.sun.com/docs/books/tutorial/essential/io/serializing.html
Java Swing:
The Java Foundation Classes (JFC/Java-Swing) are a set of Java class libraries
provided as part of Java 2 Platform, Standard Edition (J2SE) to support buil-
ding graphics user interface (GUI) and graphics functionality for client applica-
tions that will run on popular platforms such as Microsoft Windows, Linux, and
MacOSX,  http://java.sun.com/products/jfc
Jikes:
JikesTM is a compiler that translates Java source files as defined in the Java 
Language Specification into the bytecoded instruction set and binary format 
defined in the Java Virtual Machine Specification. The source code is available 
under IBM's Public License, which has been approved by the OSI (Open 
Source Initiative) as a fully certified open source license.
http://jikes.sourceforge.net
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Java Message Service ist eine Programmierschnittstelle (API) der Firma Sun
Microsystems für den Austausch von Nachrichten zwischen zwei oder mehr
Clients, die in der Programmiersprache Java geschrieben sind. Die API und der
zugehörige Dienst unterstützt zwei unterschiedliche Ansätze zum Versenden
von Nachrichten, zum einen die Nachrichtenschlangen (message queues) und
zum anderen ein Anmelde-Versendesystem (publish-subscribe).
http://java.sun.com/products/jms/
JNDI:
Java Naming and Directory Interface (JNDI) ist eine Programmierschnittstelle
(API) innerhalb der Programmiersprache Java für Namensdienste und Ver-
zeichnisdienste. Mithilfe dieser Schnittstelle können Daten und Objektreferen-
zen anhand eines Namens abgelegt und von Nutzern der Schnittstelle
abgerufen werden. Die offizielle Web-Seite von SUN zu JNDI:
http://java.sun.com/products/jndi/
JSP:
Java Server Pages (JSP) ist eine von Sun Microsystems entwickelte JavaTech-
nologie, die zur dynamischen Erzeugung von HTML- und XML-Ausgaben
eines Web-Servers dient.  http://java.sun.com/products/jsp/index.jsp
JVM:
Java Virtual Machine. Eine Java Virtual Machine übersetzt den kompilierten
Java-Quellcode (Java-Bytecode) in Maschinen-Code, der an den jeweiligen
Prozessor angepaßt ist und führt diesen aus. Java Virtual Machines gibt es für
alle verbreiteten Betriebssysteme. Darüber hinaus sind sie in allen aktuellen
Web-Browsern enthalten, um Java-Applets ausführen zu können.
JXTA:
Ein Projekt zur Standardisierung von Peer-to-Peer-Anwendungen durch frei
zugängliche Protokolle und unter einer Open-Source-Lizenz veröffentlichte
Libraries für die Programmiersprachen Java und C. Als Protokoll ist JXTA
unabhängig von Programmiersprache, Betriebssystem und darunterliegendem
Transportprotokoll wie beispielsweise TCP/IP oder Bluetooth. JXTA bietet die
Möglichkeit, weitere Teilnehmern zu entdecken (discovery) und Firewall und
NAT zu überwinden (NAT-traversal). Das Projekt JXTA wurde 2001 durch Sun
Microsystems ins Leben gerufen.
1. S. Oaks, B. Traversat, Li Gong: JXTA in a Nutshell, 1. Auflage 09/2002,
ISBN  059600236X
2. http://www.jxta.org/
Kertasarie-VM:
Java Virtual Machine:
212 Glossar1. Technische Universität Dresden, Institut für Technische Informatik, Profes-
sur für Mikrorechner,  http://www.mr.inf.tu-dresden.de  
2. Fa. GIANT: Gesellschaft für Internet-Architekturen und Netzwerk-Techno-
logie mbH,  Rostock,  http://www.i-giant.de , http://www.kertasarie.de 
Komodo Projekt:
M. Pfeffer, S. Uhrig, T. Ungerer (Institut für Informatik, Universität Augsburg),
U. Brinkschulte, F. Picioroaga, E. Schneider (Institut für Prozessrechentechnik,
Automation und Robotik, Universität Karlsruhe): 
Das Komodo-Projekt, ein Echtzeit-fähiges Java-System auf einem mehrfädigen
Java-Mikrocontroller. Kernbestandteil ist der Entwurf eines mehrfädigen (multi
threaded), Echtzeit-fähigen Java-Mikrocontrollers sowie einer Echtzeit-fähigen
JVM. Ein weiteres Ziel ist eine Echtzeit-fähige Behandlung mehrerer sich
überlappender Ereignisse durch Java-Threads und deren hardwaremäßige
Unterstützung durch den mehrfädigen Java-Mikrocontroller.
http://www.informatik.uni-augsburg.de/lehrstuehle/info3/research/komodo
http://ipr.ira.uka.de/komodo
KQML:
Knowledge Query and Manipulation Language (KQML): 
Laboratory for Advanced Information Technology, Computer Science and
Electrical Engineering, University of Maryland Baltimore County, ML/USA,
KQML Web:  http://www.csee.umbc.edu/kqml
LAN:
Local Area Network. Lokales Netz für den Datentransfer zwischen einer
bestimmten Anzahl gleichberechtigter Teilnehmer. Ausdehung bis etwa 10 km,
ein Kommunikationsnetz auf File-Server-Basis zur gemeinsamen Nutzung
durch die Teilnehmer. Es steht, im Gegensatz zu öffentlichen Netzen, unter der
rechtlichen Kontrolle des Benutzers und ist räumlich auf ein Gebäude bezie-
hungsweise Firmengelände beschränkt. LANs gibt es in unterschiedlichen
Topologien und Kabelsystemen. Die Übertragungsgeschwindigkeiten liegen
bei 1 bis 100 Megabit pro Sekunde. Bekannte Vertreter sind Ethernet, Token
Ring und Arcnet, die verschiedene Zugriffsprotokolle und Topologien reprä-
sentieren.
Make:
make-Utilities sind spezielle Programme, um in einem Software-Projekt, das
aus vielen verschiedenen Dateien mit Quellcode besteht, automatisiert alle Ar-
beitsschritte (Übersetzung, Linken, Dateien kopieren, etc.) zu steuern, bis hin
zum fertigen ausführbaren Programm.
1. GNUmake (Open Source, Free Software Foundation)
http://www.gnu.org/software/make/make.html
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MS-DOS, ISBN 3893196625, Verlag Addison-Wesley, 1994 
MAS:
Multi-Agenten-System. Mehrere Agenten sind stationär oder mobil innerhalb
eines Agenten-Systems aktiv. Unterstützt werden deren Funktion durch die
Kommunikation oder gar Kooperation der Agenten untereinander oder mit
deren Auftraggebern. Im Gegensatz dazu unterscheidet man Ein-Agenten-Sys-
teme (single agent system) mit nur einem aktiven Agenten. 
MASIF:
Mobile Agent System Interoperability Facilities Spezifikation: Entwickelt von
OMG (Object Management Group), weit höhere Bedeutung und Durchset-
zungsfähigkeit als die Vorschläge der FIPA. Mobile Agent Facility Specificati-
on, OMG, 1997, 
http://www.omg.org/technology/documents/formal/mobile_agent_facility.htm
MES:
Manufacturing Execution System. Informationsysstem, welches zur Optimie-
rung von Produktionsabläufen vom Anlegen des Auftrags bis hin zum fertigen
Produkt in der Betriebsleit- und Produktionsplanungsebene genutzt wird. Es
beinhaltet bis zu 11 Basis-Funktionalitäten:                    
Labor-Management, Quality Management, Data Collection Aquisition, Process
Management, Maintenance Management, Product Tracking & Genealogy, Per-
formance Analysis, Document Control, Resource Allocation & Status, Operati-
ons / Detailed Scheduling, Dispatching Production Units    
MESA (Manufacturing Execution Systems Association)  definiert MES wie
folgt: Als Bindeglied zwischen dem betrieblichen ERP-System und der Aus-
führungsebene liefern MES-Systeme Daten, die eine Optimierung von Produk-
tionsabläufen vom Anlegen des Auftrags bis hin zum fertigen Produkt
ermöglichen. Durch den Gebrauch von aktuellen und exakten Daten führt MES
die Fertigungsaktivitäten aus. MES initiiert, antwortet auf und berichtet über
Aktivitäten so, wie sie in der Produktion auftreten.   
http://www.mesa.org/default.asp                                                                    
MESA:
Manufacturing Enterprise Solutions Association (MESA International): Pro-
motion of the exchange of best-practices, strategies and innovation in manag-
ing manufacturing operations, manufacturing quality and in achieving plant-
floor execution excellence,  MESA International, Chandler, AZ/USA, 
 http://www.mesa.org 
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Forschungsprojekt der Universität Stuttgart, Fakultät Informatik, Institut für
parallele verteilte Systeme:  
Mobile Agenten auf Basis der Programmiersprache Java als neues Program-
miermodell im Bereich der verteilten Systeme. Die Einsatzgebiete dieser neuen
Technologie werden im Bereich des elektronischen Diensteverkehrs gesehen,
im elektronischen Handel (Electronic Commerce), als Grundlage für die
Anbindung mobiler Endgeräte sowie in anderen Gebieten der verteilten
Systeme, Projekt-Ende 12/2002,  http://mole.informatik.uni-stuttgart.de
Middleware:
Middleware bezeichnet in der Informatik anwendungsunabhängige Technolo-
gien, die Dienstleistungen zur Vermittlung zwischen (Software-) Anwendun-
gen anbieten, so dass die Komplexität der zugrundeliegenden Applikationen
und der Infrastruktur verborgen wird. Middleware stellt eine Ebene in einem
komplexen Software-System dar, die als "Dienstleister" anderen ansonsten ent-
koppelten Software-komponten die Kommunikation untereinander ermöglicht. 
Middleware organisiert den Transport komplexer Daten (sog. Messaging), ver-
mittelt Funktionsaufrufe zwischen den Komponenten (sog. Remote Procedure
Calls), stellt die Transaktionssicherheit über ansonsten unabhängige Teilsys-
teme her (Funktion als Transaktions-Monitor) etc.
http://de.wikipedia.org/wiki/Middleware
Netsilicon: 
NetSilicon's NET+ARM family of processors are based on ARM's industry 
standard 32 bit architecture and offer complete embedded Ethernet networking 
solutions. NetSilicon Inc., Waltham, MA/USA, http://www.netsilicon.com
Obliq:
Obliq ist eine interpretierte Sprache, die von DEC für objektorientierte Pro-
grammierung über Netzwerke verteilter Anwendungen entwickelt wurde. Sie
unterstützt Multi-Threading und ist vom Konzept her plattformunabhängig. Zur
Implementierung von Agenten-Systemen geeignet.
Cardelli L.: Obliq - A language with distributed scope.
http://www.luca.demon.co.uk/Obliq/Obliq.html
http://www.research.digital.com/SRC/Obliq/ObliqPaper-html/ObliqPaper.html
OCN Interbus:
Open Control Nutzergruppe des INTERBUS-Clubs: 
CALL (Control Application Link Layer) Schnittstellenspezifikation zur Er-
möglichung von CVI (Complete Verticale Integration). Drei Ebenen werden
unterschieden: CALL-E, CALL-P und CALL-R. Die Call-Spezifikationen sind
im Internet erhältlich.  http://www.interbusclub.com 
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PERC is a JVM expressly created for demanding embedded systems. PERC
delivers the ease, elegance, and efficiency of Java without sacrificing the inte-
grity, performance, or real time benefits of legacy approaches.
NewMonics Inc.,Tucson, AZ/USA,  http://www.newmonics.com
PHP:
PHP (PHP Hypertext Preprocessor): Eine Open-Source Skript-Sprache, die
hauptsächlich zur Erstellung dynamischer Web-Seiten verwendet wird.
G. Schlossnagel: Professionelle PHP 5-Programmierung, Verlag Addison-Wes-
ley, ISBN 3827321980, 2004,  http://www.php.net
PPS:
Production Planning System: Produktionsplanungs- und -Lenkungssystem zur
rechnergestützten Mengen-, Kapazitäts- und Terminplanung, Bilanzierung,
Veranlassung und Überwachung von Produktionsabläufen. Ein PPS ist einge-
bunden in Entwicklung, Konstruktion, Fertigung, Montage, Qualitätssicherung
und Vertrieb und gehört zu den technisch-organisatorischen Bereichen eines
Unternehmens.
Python:
Python ist eine interpretierte Skriptsprache, plattformunabhängig durch Zwi-
schen-Code (Bytecode) und dadurch portabel ist für diverse Zielsysteme mit Py-
thon-Interpreter, Verwaltung frei gewordenen Speicherplatzes erfolgt automa-
tisch durch sogenannte Garbage Collection, wurde Anfang der 90er Jahre von
G. van Rossum am Centrum voor Wiskunde en Informatica in Amsterdam ent-
wickelt,    http://www.python.org
Purdue-Modell:
Reference Model For Computer Integrated Manufacturing (CIM): 
Description from the Viewpoint of Industrial Automation, Prepared by CIM Re-
ference Model Committee, International Purdue Workshop on Industrial Com-
puter Systems, Edited by Theodore J. Williams, Published by Instrument 
Society of America, NC/USA, 2nd Printing, ISBN 1556172257, 1991,
http://iies.www.ecn.purdue.edu/IIES/PLAIC/PERA/Publications
RFC:
Request For Comment, die Zusammenfassung aller Regeln im Internet bezeich-
net, herausgegeben von Internet Engineering Task Force, 
http://www.ietf.org .
RMI:
Java Remote Method Invocation (Java RMI) enables the programmer to create
distributed Java technology-based to Java technology-based applications, in
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tual machines, possibly on different hosts. Java RMI is available for Java 2
Platform, Standard Edition (J2SE) and Java 2 Platform, Micro Edition (J2ME). 
http://java.sun.com/products/jdk/rmi/index.jsp
RPC: 
Remote Procedure Call, d. h. der Aufruf entfernter Prozeduren ist eine Pro-
grammier-Technik, die es erlaubt, innerhalb eines Programmes Daten an einen
anderen Rechner (Server) zu verschicken. Im Remote-Rechner wird eine dort
abgelegte Prozedur mit den empfangenen Daten als Parameter aufgerufen und
die Ergebnis-Daten werden wieder an den lokalen Rechner zurück übermittelt.
RPC stützt sich auf das Client-Server-Modell, d. h. der lokal agierende Client-
Rechner nutzt das Programm des entfernten Servers. 
RTOS:
Realtime Operating System, ein Echtzeit-Betriebssystem. 
Sather:
Sather wurde entwickelt am International Computer Science Institute (ICSI) 
der University  of California in Berkeley. Sather ist eine objektorientierte Spra-
che, die aus einer früheren Version der Programmiersprache Eiffel entstanden 
ist. 
Nach Aussage der ICSI-Web-Site wurden die Projekte Sather und auch pSather
1999 eingestellt. http://www.icsi.berkeley.edu/~sather
Sather-K wurde an der Universität Karlsruhe entwickelt und ist eine objekt-
orientierte imperative Sprache. Sather-K ist eine kompilierte Sprache und auf-
grund der benötigten Ressourcen vorwiegend für Desktop-Rechner geeignet.
http://www.info.uni-karlsruhe.de/~sather/index_dt.html
Scheme:
Die Programmiersprache Scheme ist ein LISP-Dialekt sowohl für funktionale
als auch für imperative Programmierung. Scheme ist eine programmierbare Pro-
grammiersprache, die von der Programmierern bei Bedarf sehr flexibel erweitert
werden kann. Damit kann Scheme zu einer imperativen, einer logikbasierten
oder zu einer objektorientierten Programmiersprache "umgewandelt" werden. 
Scheme zählt zu den Interpreter-Sprachen. Interpretiert wird dabei von der
Scheme-Ausführungsumgebung (Virtual Machine) Bytecode, der als Zwischen-
stufe vorher vom Scheme-Compiler generiert werden muss. Entwickelt wurde
Scheme am Massachusetts Institute of Technology. 
http://www.schemers.com  ,  http://www.schemers.org
http://www.swiss.ai.mit.edu/projects/scheme/index.html
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Wikipedia, freie Enzyklopädie:
Eine Semaphore (<griech.> Zeichenträger) ist eine Datenstruktur zur Lösung
von Problemen, bei denen mehrere Prozesse ein Betriebsmittel verwenden wol-
len, von dem nur eine begrenzte Zahl zur Verfügung stehen. Der Informatiker
Edsger W. Dijkstra hat Semaphoren erstmals im Jahre 1965 bei der Implemen-
tation eines Betriebssystems verwendet. http://de.wikipedia.org/wiki/
Siemens SPS:
Siemens AG, Automation and Drives: Automatisierungssystem Simatic 
S7-300 mit der Programmierung in STEP7TM , http://www.siemens.de/ad
SNMP:
Das Simple Network Management Protocol (SNMP), zu deutsch "einfaches
Netzwerkverwaltungsprotokoll", ist Teil der Internet Protokolle, die von der
IETF definiert wurden. Das Protokoll dient der Verwaltung und Überwachung
von Netzelementen, die überwiegend aus dem LAN-Bereich stammen (Router,
Server, Switches etc). SNMP überträgt und verändert Management- und Alar-
minformationen. In LANs kann ein spezieller SNMP-Management-Server
diese Management-Informationen sammeln und auswerten, damit der Netzad-
ministrator die Übersicht über die wichtigsten Ereignisse im LAN behält.
SNMP ist in folgenden RFCs definiert, die 1988 veröffentlicht wurden:
RFC 1065, RFC 1066, RFC 1067, RFC 1157.
Smalltalk:
Smalltalk ist eine dynamisch typisierte objektorientierte Sprache mit großer
Verbreitung, die in den 70er Jahren am Xerox PARC Forschungszentrum ent-
wickelt wurde. Sie hat die Entwicklung vieler späterer Programmiersprachen,
wie z. B. Java, beeinflusst und beinhaltet auch eine automatische Speicherbe-
reinigung (Garbage Collection). Smalltalk-Programme werden in Bytecode
übersetzt, der durch eine virtuelle Maschine ausgeführt (interpretiert) wird
(Plattformunabhängigkeit). 
http://www.stic.org ,  http://www.whysmalltalk.com 
SMS:
Short Message Service, Kurznachrichten-Dienst, CEPT-Standard für kurze
Text-Nachrichten bis zu 160 Zeichen an Mobiltelefone im GSM-Netz (Global
System for Mobile Communication, Mobilfunk-Standard),  European Telecom-
munications Standards Institute (ETSI), http://www.etsi.org
SMSC:
Ethernet-Controller SMC91C94: Firma Standard Microsystems Corporation,
Hauppauge, NY/USA,  http://www.smsc.com
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Ein Protokoll, mit dessen Hilfe Daten zwischen Systemen ausgetauscht und
Remote Procedure Calls durchgeführt werden können. SOAP stützt sich auf die
Dienste anderer Standards, XML zur Repräsentation der Daten und Internet-
Protokolle der Transport- und Anwendungsschicht (vgl. TCP/IP-Referenzmo-
dell) zur Übertragung der Nachrichten. Die gängigste Kombination ist SOAP
über HTTP und TCP. Ursprünglich war SOAP die Abkürzung für Simple
Object Access Protocol (Einfaches Objekt-Zugriffsprotokoll), seit Version 1.2
ist SOAP jedoch offiziell keine Abkürzung mehr, da es nicht (nur) dem Zugriff
auf Objekte dient.  http://www.w3.org/TR/soap12-part1/
Sozionik:
Erforschung und Modellierung künstlicher Sozialität. Sozionik ist ein neues
Forschungsfeld zwischen Soziologie und Künstlicher Intelligenz, dessen Kon-
turen sich erst allmählich auszuprägen beginnen. In der Sozionik geht es um die
Frage, wie es möglich ist, Vorbilder aus der sozialen Welt aufzugreifen, um dar-
aus intelligente Computertechnologien zu entwickeln. Die Zielsetzung des
Schwerpunktprogramms ist, das Innovations- und Anwendungspotential künst-
licher Sozialität auszuloten und die Grundlagen für eine sozionische Technik-
entwicklung zu erarbeiten (DFG-Schwerpunktprogramm 1077). 
 http://www.tu-harburg.de/tbg/Deutsch/SPP/Start_SPP.htm
SPS:
Speicherprogrammierbare Steuerung
Toolkette:
Tasking Inc.: Toolkette für Mikrocontroller C166/ST10,  V 7.0r1, 
 http://www.tasking.com
Tcl:
Tcl/Tk (Tool Command Language / Toolkit), eine prozedurale und ursprünglich
nicht objektorientierte Programmiersprache,  http://www.tcl.tk
TCP:
Transmission Control Protocol (TCP), verbindungsorientiertes Transportpro-
tokoll in Computernetzwerken. Es ist Teil der TCP/IP-Protokoll-Familie und in
Schicht 4 des OSI-Netzwerkschichtenmodells angesiedelt. DARPA Internet
Program Protocol Specification, September 1981,
http://www.ietf.org/rfc/rfc793.txt
TCP/IP-Referenzmodell:
TCP/IP-Referenzmodell, beschreibt den Aufbau und das Zusammenwirken der
Netzwerkprotokolle aus der TCP/IP-Familie (Transmission Control Protocol
Glossar 219 und Internet Protocol). Es gliedert die TCP/IP-Protokolle in vier aufeinander
aufbauende Schichten: Anwendungsschicht, Transportschicht, Netzwerk-
schicht und Host-an-Netz-Schicht. 
Internet Engineering Task Force, Network Working Group,  RFC 1122, 
October 1989, http://www.ietf.org/rfc/rfc1122.txt
Telescript:
Telescript ist ein kommerzielles Produkt von General Magic, das speziell als
Umgebung für mobile Agenten entworfen wurde. Es besteht aus einer objektori-
entierten, Smalltalk-ähnlichen Agenten-Programmiersprache Telescript, einer
prozeduralen Kommunikationssprache und der Plattform "Telescript engine".
Telescript ist eine compilierte plattformunabhängige Sprache, die im Zielsystem
von der Telescript-Engine interpretiert wird. 
The Telescript Language Reference, Version 1.0 October, 1995
http://science.gmu.edu/~mchacko/Telescript/docs/telescript.html
General Magic hat Telescript vom Markt genommen und durch Odyssey ersetzt.
Odyssey ist der Versuch die in Telescript vorhandenen Konzepte in Java zu im-
plementieren. 
http://www-vs.informatik.uni-ulm.de:81/Lehre/Seminar_Java/ausarbeitungen/
Telescript/Telesem2.htm
TLS/SSL:
Transport Layer Security oder Secure Sockets Layer (SSL) ist ein Verschlüsse-
lungsprotokoll für Datenübertragungen im Internet. TLS ist die standardisierte
Weiterentwicklung von SSL 3.0. Hier wird die Abkürzung SSL für beide
Bezeichnungen verwendet.   http://www.ietf.org/html.charters/tls-charter.html , 
http://wp.netscape.com/eng/ssl3/
Tryllian:
Tryllian Mobile Agents: Die Entwicklungsplattform Agent Development Kit
(ADK) von Tryllian erlaubt die Erstellung, das Versenden und das Manage-
ment von mobilen Java-Agenten in weiträumig verteilten Systemen. Dieses
Werkzeug soll helfen, für die dynamischen und komplexen Anforderungen von
Unternehmen zuverlässige und skalierbare Industrie-Applikationen auf der
Basis mobiler Java-Agenten zu erstellen. Tryllian Solutions B.V, Amsterdam-
Zuidoost, Niederlande,  http://www.tryllian.com
UDDI:
Universal Description, Discovery and Integration bezeichnet einen Verzeich-
nisdienst, der die zentrale Rolle in einem Umfeld von dynamischen Web-Ser-
vices spielen soll. UDDI ist eine Anwendung von SOAP. Sie stellt mit Hilfe
einer SOAP-Schnittstelle einen Verzeichnisdienst bereit. http://www.uddi.org/ ,
http://www.oasis-open.org/committees/uddi-spec/doc/tcspecs.htm   
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Das User Datagram Protocol (UDP) ist ein minimales, verbindungsloses Netz-
protokoll. Es gehört zur Transportschicht der TCP/IP-Protokoll-Familie und ist
im Gegensatz zu TCP nicht auf Zuverlässigkeit ausgelegt. UDP erfüllt im
Wesentlichen den Zweck, die durch die IP-Schicht hergestellte Endsystemver-
bindung um eine Anwendungsschnittstelle (Ports) zu erweitern. Die Qualität
der darunter liegenden Dienste, insbesondere die Zuverlässigkeit der Übertra-
gung, erhöht UDP hingegen nicht (Spezifikation von UDP nach RFC 768).
URI, URL:
URI (Uniform resource Identifier) ist ein Benennungsschema, das alle Res-
sourcen im Internet mit einem eindeutigen Namen ausstattet (RFC 1630).
URL (Uniform Resource Locator) ist einanerkannter Standard zur Angabe des
Standorts und der Zugangsmöglichkeit zu einer Internetressource.
Syntax von URL: Zugangsprotokoll://Hostadresse:Port/Pfad
(RFC 2396 von 1998)      
VM:
Virtuelle Maschine, z. B. Java Virtual Machine zur Umsetzung von Zwischen-
Code (Java Bytecode) in Maschinen-Code eines bestimmten Zielrechners und
dessen Ausführung.  
WAN:
Wide Area Network, zu deutsch ein „großräumiges Netz“. WAN ist ein Com-
puternetz, das sich im Gegensatz zu LANs über einen sehr großen geographis-
chen Bereich erstreckt. Die Anzahl der angeschlossenen Rechner ist auf keine
bestimmte Zahl begrenzt. Das bekannteste WAN ist das Internet. WANs wer-
den benutzt um verschiedene LANs, aber auch einzelne Computer, miteinander
zu verbinden. Einige WANs gehören bestimmten Organisationen und werden
ausschließlich von ihnen genutzt. Andere WANs werden durch Provider errich-
tet oder erweitert, um ihren Kunden Zugang zum Internet bieten zu können.
Wegen der großen Anzahl der angeschlossenen Rechner ist das unadressierte
Senden von Informationen (Broadcasting) an alle Rechner nicht sehr effizient.
Deshalb werden Daten nur an die Empfänger gesendet. Dafür ist ein einheitli-
ches Adressierungsschema notwendig. Außerdem muss es noch Zwischensys-
teme geben, welche die gesendeten Datenpakete an den die richtige Adresse
weiterleiten. Solche Zwischensysteme sind Switches, Paketvermittler, Bridges
und Router. 
Zu den WAN-Technologien zählen zum Beispiel: DQDB (Distributed Queue
Dual Bus), ATM (Asynchronous Transfer Mode) oder FDDI (Fibre Distributed
Data Interface)
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Die Web Services Description Language definiert einen plattform-, program-
miersprachen- und protokollunabhängigen XML-Standard zur Beschreibung-
Nachrichtenaustausches bei Web-Services.  http://www.w3.org/TR/wsdl.html ,
http://www.webservices.org/
WWW:
World Wide Web. Das World Wide Web (kurz das Web oder WWW, wörtlich:
weltweites Gewebe/Netz) ist ein über das Internet abrufbares Hypertext-Sys-
tem. Hierzu benötigt man einen Web-Browser, um die Daten vom Web-Server
zu holen und z. B. auf dem Client-System anzuzeigen. 
http://www.w3.org/
ZVEI:
Zentralverband Elektrotechnik- und Elektronikindustrie e. V., Frankfurt am 
Main. http://www.zvei.de 
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Thesen
         
01. Der Einsatz der Web-Technologien bringt auch auf dem Gebiet der Teleautoma-
tion ein hohes Maß an Standardisierung für Fernzugriffe in der Automatisierungs-
technik gegenüber den proprietären Teleservice-Systemen. Mehr Bedienungs-
komfort und eine höhere Effektivität der Web-gestützten Fernzugriffe steigern die
Akzeptanz dieser neuen Techniken. Die Globalisierung von Dienstleistungen und
Produktion unterstützt und erzwingt heute vielfach diesen Trend. 
02. Die Grundlagenforschung zur Thematik „Software-Agenten“ kann heute als abge-
schlossen betrachtet werden. Viele in der Fachliteratur formulierten Ergebnisse der
letzten Dekade konnten auf Grund der noch fehlenden Rechnertechnik und der
noch nicht vorhandenen Vernetzung von Agenten-Portalen und Zielsystemen zu
dieser Zeit nicht realisiert werden. Es ist sicher sinnvoll, diese Forschungsergeb-
nisse in Bezug auf deren heutige Machbarkeit und ihren potenziellen praktischen
Nutzen neu zu betrachten.   
03. Ein Software-Agent in seiner speziellen Form des mobilen Agenten hat prinzipiell
bereits wesentliche gewünschte Eigenschaften für den Einsatz im Fernzugriff auf
Geräte und Anlagen innerhalb der Automatisierungstechnik. Zukünftig wird das
Instrument eines sogenannten „mobilen Fernzugriff-Agenten“ Bestandteil der
System-Software für Automatisierungsgeräte der diversen Anbieter werden. Even-
tuell werden diese neuen Fähigkeiten auf der Basis mobiler Agenten auf den ersten
Blick nicht als solche zu erkennen sein oder es wird  nicht explizit mit dem Einsatz
von Agenten-Technologie geworben. 
04. Die im Bereich des elektronischen Handels heute schon vereinzelt eingesetzten
Agenten-Portale sind prinzipiell auch für den Agenten-gestützten Fernservice in
der Automatisierungstechnik mit einigen Änderungen einsetzbar. Sie könnten be-
vorzugt bei den zentralen Service-Abteilungen der Anbieter von Automatisie-
rungsgeräten installiert werden. Ergänzungen und Änderungen wären durchzu-
führen bei der Web-gestützten Benutzer-Schnittstelle, der manuellen oder automa-
tischen Generierung der Fernzugriff-Agenten und der Aufbereitung der Ergebnisse
aus der Bearbeitung der Agenten.
05. Das im Rahmen dieser Arbeit beschriebene Agenten-System ist speziell auf die
Bedürfnisse der Automatisierungstechnik zugeschnitten und definiert. So genügt
für die hier beschriebenen Anwendungen ein Ein-Agenten-System. Multi-Agen-
ten-Systeme wurden auf Grund ihrer Komplexität nicht betrachtet und sind weite-
ren zukünftigen Anwendungen für Fernzugriffe vorbehalten. Im ersten Schritt ist
die Akzeptanz-Hürde für das im Rahmen dieser Arbeit vorgestellte Agenten-Sys-
tem in der Automatisierungstechnik zu nehmen.235
236 Thesen06. Eingebettete Systeme haben in der Automatisierungstechnik eine dominante Stel-
lung erreicht. Die prinzipiellen Möglichkeiten, auch eingebettete Systeme Agen-
ten-fähig zu machen, haben große Bedeutung für die Realisierung mobiler Fern-
zugriff-Agenten. 
07. Die Programmiersprache Java erfüllt die Anforderungen eines derartigen Agen-
ten-Systems aus heutiger und rückblickender Sicht am besten. Es handelt sich um
eine „lebende“ Programmiersprache, die durch neue Versionen aktuell gehalten
wird. Für Java ist inzwischen eine umfangreiche Programmier-Unterstützung ver-
fügbar.
08. Mit der Programmiersprache Java steht erstmals ein standardisierter Weg zur Ver-
fügung, ausführbaren Programm-Code an ferne Zielsysteme über ein Netzwerk zu
transferieren und zur Ausführung zu bringen. Für Desktop-Systeme ist diese Mög-
lichkeit erprobt und realisierbar. Hingegen gibt es für viele eingebettete Systeme
heute noch keinen standardisierten Weg der Anbindung an ein Netzwerk und der
Ausführung von Java-Programmen, beispielsweise durch eine Java Virtual
Machine.
09. Eingebettete Systeme sind hoch-diversitär in Bezug auf deren Hardware- und
Software-Architektur. Bedingt dadurch ist für ein bestimmtes Zielsystem in der
Regel auch keine Java Virtual Machine verfügbar, vor allem nicht für 16-Bit-
Systeme. Die Portierung einer Java Virtual Machine ist in vielen Fällen möglich,
jedoch sollte der Programmier-Aufwand nicht unterschätzt werden. Im Rahmen
dieser Arbeit wurde die „Kertasarie Java Virtual Machine“ für den 16-Bit-Mikro-
controller Infineon C167 unter dem Betriebssystem EUROS® angepasst.
10. Vier wichtige Anwendungen der Automatisierungstechnik auf der Basis von Fern-
zugriffen mit mobilen Agenten werden in der vorliegenden Arbeit eingehend be-
schrieben: Datalogging, autonomer Zustandsabgleich, die Fernsteuerung von
Zielsystemen und die Informationsverbreitung an Zielsysteme. Diese Anwendun-
gen können mit Hilfe mobiler Agenten zukünftig ermöglicht bzw. deutlich verbes-
sert werden.
11. Die Hersteller von Automatisierungsgeräten werden in den nächsten Jahren
zunehmend die bisherige Strategie proprietärer Hardware- und Software-Lösun-
gen verlassen und etablierte Standards in neue Generationen von Automatisie-
rungsgeräten mit einbeziehen, beispielsweise die Web-Technologien und die
Programmierung mit gängigen Sprachen. Dabei besteht auch die Chance, beim
Entwurf derartiger neuer Systeme die Agenten-Fähigkeit mit zu berücksichtigen.
12. Gerade die Automatisierungstechnik bietet Anwendungsgebiete für den Einsatz
mobiler Agenten, um deren Praxistauglichkeit erfolgreich unter Beweis stellen zu
können. Mobile Agenten im Fernzugriff können zu einer weiteren Innovationsstu-
fe in der Automatisierungstechnik werden. Die dafür notwendigen Grundlagen aus
Forschung und Entwicklung stehen heute zur Verfügung.
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