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Abstract 
In this paper, we propose a head pose estimation method which combines a texture-based head tracking method and 
the Kalman filter. The texture-based tracking method first estimates the head pose in the current frame by recovering 
the relative head motion between consequence frames. The Kalman filter predicts the head pose in the next frame, 
which can help the tracking method to recover motion from the predicted pose. Our method has been tested on a real 
video sequence. The experiment results show it successfully tracks a head and improve the efficiency of the tracking 
method.
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1. Introduction 
In many computer vision applications, the 6 degree of freedom (DOF) [1] of a head is the key factor 
for analyzing a person’s motion and intentions, evaluating his focus of attention, and reconstructing a 3-D 
face. But estimating these 3D parameters automatically and robustly remains a challenging problem. An 
obvious difficulty lies in calculating the rotation angles from a pixel-based representation of a head.  
Moreover, some factors such as varying illumination conditions, partial occlusions, and complex 
background, also impact the result of estimation. 
In the last few years, a number of approaches have been proposed to solve the problem of head pose 
estimation. Some of them make use of stereoscopic cameras, which can provide the depth information of 
an image. But stereoscopic cameras are too expensive for some applications, so people still focus on the 
monocular methods. 
So far, many monocular methods have been applied for head pose estimation. Among them tracking 
methods achieve high level accuracies. These tracking methods estimate head pose by recovering full 
motion of head between consecutive frames of a video sequence. But most tracking methods only think 
about how to compute the 3D parameters of head motion by using gray or color information about two 
frames. In our opinion, it is helpful to take into account the previous state when recovering head motion. 
For example, when we detect that a head is turning right at the current frame, it is likely that the head will 
turn right at the next frame. Using this prior knowledge may increase the efficiency of estimation. 
Thus, we propose a head pose estimation method combining a texture-based head tracking method and 
the Kalman filter [2]. The texture-based tracking method is used to estimating the head pose in the current 
frame. The Kalman filter predicts the head pose in the next frame by maximizing the posteriori 
probability of the head pose based on the previous estimations. Then the result of the Kalman filter 
prediction is used to improve the performance of the tracking method. 
The reminder of the paper is organized as follows: the related works are briefly reviewed in section 2. 
In section 3, the texture-based tracking method and the Kalman filter are discussed in details. In section 4, 
experiment results are provided to demonstrate performance of the proposed method. In section 5, 
conclusion and future work are given. 
2. Related Work 
Chutorian have classified current methods of head pose estimation into eight categories [1]. Among 
them, manifold embedding methods, flexible model methods, and tracking methods have been widely 
investigated. 
The manifold embedding methods [3] consider the high-dimensional head images as a set of 
geometrically related points lying on a smooth low-dimensional manifold. For head pose estimation, a 
manifold is first computed based on images with known head poses, and then a new head image is 
projected onto this manifold by an embedding technique to get the head pose. These methods can obtain 
satisfactory results. A difficulty of them is to obtain a regular sampling of poses from a lot of people 
when training a manifold. 
The flexible model methods use non-rigid models to fit the face and can successfully operate in many 
scenarios. Models such as ASM (Active Shape Model) [4] and AAM (Active Appearance Model) [5] 
have been utilized in tracking face and facial features. To estimate 3D head pose, people often train 3D 
face shape models. Chutorian [6] used a 3D facial model to track the motion of the driver’s head. 
Although these models can work efficiently, they are usually very complex and computationally 
expensive. 
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The tracking methods recover head motion by using a 3D head model. The model is projected to a 2D 
face image. The motion of head is achieved by minimizing the square difference between the face image 
and the input frame. The texture-based tracking methods are proposed by La Cascia [7] and Xiao [8], and 
these methods have shown promising performance by modeling a head as a texture based cylinder. 
Compared to other methods, tracking methods need to know a precise initial position of head. 
3. The 3D Head Pose Estimation Method 
The 3D head pose estimation method proposed in this paper uses texture-based tracking technique. Let 
P  represent the motion parameter vector, Tzyxzyx ttt ],,,,,[ ZZZP  . Where zyx ttt ,,  represent the 3D 
translations relative to the three axes, and ,  ,  x y zZ Z Z  represent the rotations. 
We use AAM to detect frontal face and obtain an initial head pose 0P . When the kth frame is incoming, 
the relative movement kP  between the kth frame and the (k-1)th frame can be recovered by tracking 
method. Then the head pose kP of the kth frame is ¦
 

k
n
kP
1
0 P .
The Kalman filter algorithm contains two phases, the prediction phase and the correction phase. The 
prediction phase predicts the head pose in a new image. This prediction helps the tracking method to 
estimate the head pose in this new image. At last the correction phase updates the estimation and the error 
covariance for the next round of prediction phase. The flow chart of our method is shown in Fig.1. 
Fig. 1. Flow chart of head pose estimation 
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3.1. AAM-based Initialization 
A difficulty of tracking methods is the requisite of an accurate initialization of head pose. Generally, 
the frontal view of head is adopted as the initial pose. As a fast and accurate algorithm, the Adaboost 
algorithm has been widely applied in frontal face detection. But when the head rotates a little angle, the 
Adaboost algorithm will still consider it as a frontal face. To avoid this problem, we use AAM to detect 
facial features and determine the frontal face. 
Active Appearance Models (AAMs) [10] are generative face models, which contains a statistical 
model of the shape and grey-level appearance of face. The facial feature points located by AAM are shown 
in Fig.2. Once certain facial features, such as the eyes and mouth, are correctly found, a good 
determination of frontal face can be obtained by exploiting face symmetry properties. In a face region, 
eyes and mouth are assumed approximately coplanar, and the tip of the nose lies on the symmetry axis of 
face. The eyes and mouth are assumed to be symmetrically positioned on each side of the symmetry axis. 
Fig. 2. result of AAM 
Here we select seven feature points, which are nose tip, two outer eye corners, two inner eye corners, and 
two mouth corners. The properties to determine frontal face are described as follows: 
(1) The four eye corners lie on a same horizontal line; 
(2) The vertical distance between left outer eye corner and nose-tip is approximately equal to that 
between right outer eye corner and nose-tip;
 (3) The length of left eye is approximately equal to that of right eye; 
(4) The ratio of two lengths, 1D  and 2D , is larger than 1.8, where 1D  is the length between two outer 
eye corners and 2D  is the vertical length between nose-tip and the bottom lip. 
3.2. Texture-based Tracking Method 
Once a frontal face is detected, the head pose is assigned an initial value. Then tracking methods can 
estimate the head pose by recovering relative movement of head between the frames. We choose texture-
based tracking methods because they can discover small shifts of head. 
To track the 6 DOF of head motion, a 3D cylindrical model is used to approximately represent a human 
head. In texture-based techniques, the head tracking problem is solved in terms of image registration. 
After initialization, the head region in each frame is extracted to create a texture. The texture is mapped 
onto a cylindrical surface which consists of 40 triangles, and the textured head model is then rendered on 
an image depending on the 3D position and orientation of the cylinder. In fact, image registration is 
executed between the rendered image and a new frame. 
To implement texture-based registration, an iterative image registration algorithm is performed. The 
algorithm first assumes that the position and rotation of head in the new frame are just the same as that in 
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the rendered image. Under this assumption, the mean error between the new frame and the rendered 
image may be very small. But if the error is larger than a threshold, the head pose changes. Then the 
algorithm searches for the parameters of motion. This process consists of multiple iterations. In every 
iteration, the algorithm uses spatial intensity gradient information and calculates motion parameter vector 
P  by equation (1). 
                                                                                                                                                  (1) 
Where k represents the kth iteration, t
I
 and u
I
 are the temporal and spatial image gradients. P
F
 is the 
partial differential of F  with respect to P . The intensity gradient uI  of the new frame is calculated by 
Sobel transform. Temporal gradient t
I
 is obtained by the difference between the rendered image and the 
new frame. The motion transformation matrix is updated by multiplyingP .
The iteration converges if the mean error between the rendered image and the new frame is minimal. At 
this time, the transformation is considered as the head motion, and the detected head region is extracted as 
texture for the next frame. Otherwise, the iterative algorithm continues. 
As shown in equation (1), all pixels in head region are involved in the computation. But not every pixel 
has the same confidence for the cylindrical model. We use a confidence map indicating the confidence of 
pixels. The confidence map is generated during the rendering process of cylindrical model. It is initially 
set to zero. If a pixel locates in the region of the projection of a triangle, its confidence is computed as 
equation (2). 
                                                                                                                                                 (2) 
Where T is the angle between the normal of the triangle and the direction to the camera center. 
When implementing the tracking method, we utilize an image pyramid.  The image pyramid is 
constructed to represent an image at different resolutions. Parameters are first computed at the top layer of 
the pyramid, and then propagated to the lower layer. 
3.2. The Kalman Filter 
A major problem of texture-based tracking methods is that it searches for the best transformation from 
the position and rotation of head in the last frame. When current pose differs largely from the previous 
one, this algorithm may spend much computation time to converge. However, if the parameters are 
precisely predicted, the tracking method can start searching from the pose near the actual values. In this 
way, the number of searching iterations can be decreased effectively. 
For pose prediction, we choose the Kalman filter. The Kalman filter is computationally efficient, and it 
has the feasibility to model noise. It requires a process model of head motion and a measurement 
model.The process model governs the dynamic relationship between states of two successive time steps, 
which can be defined by equation (3). 
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                                                                                                                                                                   (3) 
kX  is a state vector in the current frame, which contains six variables for the translation and rotation 
of the head, six for velocities, and six for accelerations. 
                                                                                                                                                                  (4) 
The matrix kA  is the state transition matrix. 
                                                                                                                                                                (5) 
't represents the sampling interval between two consecutive measurements, and it can be calculated 
from the frame rate of the actual video.   represents the Kronecker product. 
kW  is the system noise and assumed to be white noise. The components of kW have Gaussian 
distribution N(0, kQ ) with covariance matrix kQ :
(6) 
                                                                                                
Here q  represents the variance of acceleration for head motion. 
The measurement model relates the state vector kX  to the measurement vector kP , kP  represents 
measurement vector which is the head pose estimated by the tracking method. 
                                                                                                                                                              (7) 
Where kH  is the observation matrix, kV  is the measurement noise matrix. 
                                                                                                                                                         (8) 
After processing the kth frame, the Kalman filter provides an optimal estimation of the current state 
kX  using the current input measurement kP . It produces the future state 1kX  using the underlying state 
model. As the process model has considered the previous head pose, velocities, and accelerations, 1kX
provides a good prediction for the head pose in the next frame. 
4. Experiment Results 
The experiments for the methods described above have been carried out under the laboratory 
environment. We have implemented our methods based on OpenGL library and OpenCV library. To 
evaluate the results of the image registration algorithm, we use the video sequences from Boston 
University [9]. We first choose a frame with frontal face, and then test the algorithm using other frames. 
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Fig. 1. Results of the image registration algorithm 
Fig.3 shows that the image registration algorithm performs quite well when the angle of rotation is not 
very large. By updating the texture for every frame, the texture-based tracking method can recover head 
motion effectively. 
The numbers of iterations that the textured-based tracking algorithm spent for the frames in Fig.3 are 
recorded in table 1. This table also gives the numbers of iterations of the tracking algorithm when it uses 
the pose prediction provide by the Kalman filter. Table 1 demonstrates that using the Kalman filter can 
reduce the number of searching iterations and save computation time. 
Table 1. The comparison of the number of iterations 
Frame a b c d 
No pose prediction 23 27 41 24 
Pose prediction 16 17 31 16 
5. Conclusion 
In this paper, a tracking method combining the Kalman filter has been proposed for estimating head 
pose. The method uses texture-based tracking technique to estimate head pose and the Kalman filter to 
predict head motion. The experiments show that our method can decrease computation time of tracking 
method. In future, we plan to apply it in more complex environment. 
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