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Neste trabalho e´ realizado o estudo e a implementac¸a˜o de um sistema tempo-real embarcado
para realizar o controle de seguimento de trajeto´ria em ve´ıculos autoˆnomos. O sistema
desenvolvido emprega te´cnica de controle preditivo baseado em modelo, sendo destinado ao
controle do comportamento cinema´tico e tambe´m do comportamento dinaˆmico do ve´ıculo. O
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de coordenadas locais e te´cnica de gerac¸a˜o de trajeto´rias de aproximac¸a˜o, buscando uma
conduc¸a˜o suave e fact´ıvel. O controle do comportamento dinaˆmico e´ destinado a aplicac¸o˜es
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This work presents design and implementation of a real-time embedded system for path fol-
lowing on autonomous vehicle applications. The system uses Model Based Predictive Control
algorithm and can be applied to control the kinematic and the dynamic behavior of auto-
nomous vehicles. The kinematic behavior control is based on a linearized model using local
frame coordinates and approaching path, to get smooth and feasible guidance. The dyna-
mic behavior control is destined to high performance applications. The system’s design and
implementation process is based on the object-orientated paradigm, aiming for modularity,
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Cap´ıtulo 1
Introduc¸a˜o
1.1 Motivac¸a˜o
Roboˆs mo´veis autoˆnomos teˆm sido utilizados nas mais variadas atividades que va˜o
desde tarefas simples, como aspirac¸a˜o de po´ e entrega de correspondeˆncia, ate´ tarefas
complexas, como explorac¸a˜o planeta´ria e explorac¸a˜o de petro´leo e ga´s natural (OL-
LERO e HEREDIA, 1995; de OLIVEIRA, 2001). De maneira geral, roboˆs mo´veis sa˜o
utilizados em aplicac¸o˜es destinadas a` realizac¸a˜o de tarefas em ambientes ino´spitos ou
onde o homem tem dificuldades ao realiza´-las (LAGES, 1998). Em especial, a a´rea de
automatizac¸a˜o de transporte em rodovias tem motivado muitas pesquisas, nas quais se
incluem os sistemas de navegac¸a˜o autoˆnoma para ve´ıculos comerciais (AMIDI, 1990;
OLLERO e AMIDI, 1991; WIT et al., 2004; LEDUR, 2003; GOMES, 2003).
Entre os diferentes tipos estudados de roboˆs mo´veis dotados de rodas, dois modelos
espec´ıficos teˆm motivado muitos trabalhos. O primeiro consiste nos roboˆs dotados de
duas rodas na˜o direciona´veis, que realizam curvas atrave´s da diferenc¸a de velocidade
destas rodas, sendo, neste trabalho, denominados diferenciais. O segundo modelo con-
siste em roboˆs e ve´ıculos baseados na Estrutura de Ackerman, tambe´m conhecidos como
tipo automo´vel, com quatro rodas sendo o par dianteiro direciona´vel, neste trabalho
denominados direcionais. Estes dois modelos apresentam, ale´m de poss´ıveis limitac¸o˜es
f´ısicas (ele´tricas e mecaˆnicas), restric¸o˜es que na˜o podem ser integradas para serem des-
critas exclusivamente em func¸a˜o das varia´veis de configurac¸a˜o (MURRAY e SASTRY,
1993), o que os caracterizam como sistemas na˜o-holonoˆmicos. Geometricamente, uma
consequeˆncia natural destas restric¸o˜es e´ a inacessibilidade de alguns pontos do plano
de deslocamento, como por exemplo ve´ıculos do tipo automo´vel, que na˜o sa˜o capazes
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de girar sobre seu eixo sem se deslocar no plano. Devido a estas restric¸o˜es, e por serem
sistemas na˜o-lineares, roboˆs e ve´ıculos diferenciais e direcionais teˆm em seu controle um
dos principais problemas, tornando a concepc¸a˜o de estrate´gias de controle para estes
sistemas uma tarefa de grande complexidade (KU¨HNE et al., 2004).
Estas dificuldades veˆm motivando o estudo e o desenvolvimento de diversas te´cnicas
para controle e sensoreamento de dispositivos mo´veis. Foram desenvolvidos sistemas de
navegac¸a˜o executando tarefas de planejamento e gerac¸a˜o de trajeto´rias, localizac¸a˜o do
ve´ıculo dentro do ambiente, aquisic¸a˜o de informac¸o˜es do pro´prio ambiente e execuc¸a˜o
do movimento desejado (WIT et al., 2004).
A implementac¸a˜o destes sistemas em ve´ıculos autoˆnomos implica a necessidade
de unidades de processamento local e dedicadas, constituindo os chamados sistemas
eletroˆnicos embarcados (WOLF, 2001). O desenvolvimento de sistemas embarcados
desta natureza tem se demonstrado uma tarefa complexa, devido a necessidades de
comportamento flex´ıvel e adaptativo, arquitetura distribu´ıda e operac¸a˜o em ambientes
hostis, ale´m do respeito a rigorosas restric¸o˜es temporais. Te´cnicas convencionais para o
desenvolvimento de sistemas computacionais na˜o sa˜o capazes de lidar com a crescente
complexidade deste tipo de aplicac¸a˜o, principalmente pelo fato de apresentarem pouca
capacidade de abstrac¸a˜o (BECKER e PEREIRA, 2002). Dentre as te´cnicas atuais
para suprir estas necessidades (AWAD et al., 1996; SELIC et al., 1994), destacam-se o
paradigma de orientac¸a˜o a objeto (oo) e, em especial, os chamados real-time distributed
objects (IEEE, 2000).
Apesar de existirem diversas pesquisas para resolver o problema de seguimento de
trajeto´ria de roboˆs mo´veis autoˆnomos, a maioria deles trata apenas de algoritmos para
o controle do comportamento cinema´tico e poucas vezes faz refereˆncias detalhadas a`
implementac¸a˜o do sistema. Nestas aplicac¸o˜es, ale´m da necessidade de se considerar
o modelo dinaˆmico (BOYDEN e VELINSKY, 1994), e´ de fundamental importaˆncia
a ana´lise criteriosa das restric¸o˜es temporais do sistema, ale´m da utilizac¸a˜o de uma
metodologia de desenvolvimento bem estruturada ao longo de todo o ciclo de vida
do sistema, compreendendo as etapas de ana´lise, projeto, implementac¸a˜o, testes e
manutenc¸a˜o (BECKER e PEREIRA, 2002).
Neste trabalho, propo˜e-se o desenvolvimento de um sistema tempo-real embarcado
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para controle de seguimento de trajeto´ria de roˆbos mo´veis, empregando te´cnicas de
computac¸a˜o tempo-real orientada a objetos. Este trabalho faz parte de um projeto mais
amplo, em que, ale´m dos aspectos relativos a` implementac¸a˜o tempo-real em plataformas
embarcadas, sa˜o tambe´m analisadas diferentes estrate´gias de controle preditivo para
resolver o problema de controle de trajeto´ria (vide RAFFO (2005)).
1.2 Objetivos
Embora ja´ existam diversos mo´dulos controladores comerciais, a exemplo de CLP’s,
estes sa˜o normalmente destinados a aplicac¸o˜es gene´ricas e utilizam te´cnicas de controle
cla´ssico. Apesar de tais controladores serem eficazes para tratar problemas de controle
convencionais, eles na˜o sa˜o apropriados para tratar sistemas mais complexos, de es-
trutura multivaria´vel e dinaˆmica de ordem elevada como, por exemplo, o controle de
trajeto´ria de ve´ıculos autoˆnomos em aplicac¸o˜es de alto desempenho. Assim, o objetivo
deste trabalho consiste na ana´lise, projeto e implementac¸a˜o de um sistema tempo-
real embarcado com algoritmo de controle preditivo destinado a tratar o problema
de seguimento de trajeto´ria de roboˆs mo´veis dotados de rodas, dos tipos diferencial e
direcional.
A utilizac¸a˜o da te´cnica de controle preditivo baseado em modelo tem como objetivo
fazer uso das caracter´ısticas favora´veis desta te´cnica para tratar o problema de segui-
mento de trajeto´ria, como a possibilidade de utilizac¸a˜o de refereˆncia futura, de modo
a tirar proveito da existeˆncia de trajeto´ria pre´-determinada na maioria das aplicac¸o˜es
de ve´ıculos autoˆnomos, bem como a possibilidade de considerar restric¸o˜es no ca´lculo
da lei de controle, possibilitando o tratamento das restric¸o˜es intr´ınsecas dos sistemas
eletromecaˆnicos presentes nos roboˆs mo´veis.
Na a´rea de sistemas tempo-real, tem-se como objetivo a utilizac¸a˜o de conceitos de
computac¸a˜o tempo-real orientada a objetos nas etapas de ana´lise, projeto e desenvolvi-
mento do sistema, visando o emprego de uma metodologia bem estruturada em todas
as etapas do projeto. A estrutura lo´gica composta por objetos tambe´m pretende con-
tribuir para a manutenc¸a˜o e adaptac¸a˜o do sistema. A modelagem e´ realizada utilizando
a linguagem uml, definida como a linguagem padra˜o para sistemas orientados a obje-
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tos, auxiliada pelo perfil uml-tr, desenvolvido para representar restric¸o˜es temporais
de sistemas tempo-real em diagramas uml. Assim, este trabalho tambe´m contribui
para a avaliac¸a˜o dos benef´ıcios da utilizac¸a˜o do paradigma de orientac¸a˜o a objeto ao
longo das etapas de desenvolvimento de sistemas tempo-real complexos, ao passo que
analisa diferentes plataformas embarcadas para o uso em controle de roboˆs e ve´ıculos
autoˆnomos.
Adicionalmente, este trabalho contribui para a a´rea de robo´tica mo´vel realizando a
ana´lise, desenvolvimento e implementac¸ao de sistema tempo-real embarcado para tratar
o problema de seguimento de trajeto´ria em aplicac¸o˜es de alto desempenho, analisando
de forma detalhada tanto os aspectos referentes a` te´cnica de controle preditivo, quanto
os requisitos temporais necessa´rios a` implementac¸a˜o em plataforma real dos algoritmos
em questa˜o.
1.3 Estrutura da Dissertac¸a˜o
A organizac¸a˜o deste volume se da´ da seguinte forma:
• O Cap´ıtulo 2 descreve questo˜es gerais sobre roboˆs mo´veis e ve´ıculos autoˆnomos,
apresentando as principais motivac¸o˜es para o desenvolvimento e emprego des-
tes em diversas aplicac¸o˜es. Sa˜o apresentadas as diferentes a´reas de estudo que
compo˜em um sistema de navegac¸a˜o autoˆnoma e a forma como elas se relacionam
e contribuem para o funcionamento do sistema como um todo.
• O Cap´ıtulo 3 descreve o me´todo de controle preditivo baseado em modelo. Esta
descric¸a˜o se inicia com uma introduc¸a˜o do me´todo e em seguida apresenta uma
breve perspectiva histo´rica do cpbm. Tambe´m sa˜o apresentados os elementos
ba´sicos do algoritmo de controle preditivo baseado em modelo e alguns exemplos
bibliogra´ficos de aplicac¸o˜es do cpbm a roboˆs mo´veis autoˆnomos.
• No Cap´ıtulo 4 sa˜o apresentados os principais conceitos da computac¸a˜o tempo-real
orientada a objetos empregados no desenvolvimento deste trabalho, bem como
a metodologia de modelagem utilizada, a linguagem uml e o perfil uml-tr,
utilizados para descrever os requisitos necessa´rios ao scst.
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• O Cap´ıtulo 5 trata da modelagem de roboˆs diferenciais e direcionais, bem como
da te´cnica de controle utilizada para tratar o problema de seguimento de tra-
jeto´ria. Na etapa de modelagem dos roboˆs, e´ tratada a obtenc¸a˜o dos modelos
cinema´ticos, sendo apresentados me´todos de linearizac¸a˜o e de utilizac¸a˜o de sis-
tema de coordenadas locais fixo ao roboˆ. Tambe´m nesta etapa, e´ apresentado
o modelo dinaˆmico de roboˆs direcionais. Em seguida sa˜o tratadas estrate´gias
de gerac¸a˜o de trajeto´ria de aproximac¸a˜o, apresentando o algoritmo pure pursuit,
necessa´rio a` utilizac¸a˜o de modelos linearizados. Na etapa de desenvolvimento de
controladores, e´ apresentado o algoritmo de cpbm denominado Controle Predi-
tivo Generalizado (Generalized Predictive Control, gpc) e a forma como este e´
aplicado ao scst. Utilizando-se o gpc aplicado ao modelo cinema´tico, sa˜o apre-
sentados resultados de simulac¸o˜es computacionais onde se verifica o desempenho
da estrutura de controle proposta. Por fim, e´ analisada a estrutura necessa´ria ao
controle em cascata dos comportamentos cinema´tico e dinaˆmico, utilizando-se o
sistema de controle desenvolvido.
• No Cap´ıtulo 6 e´ apresentada a modelagem e projeto orientado a objetos desenvol-
vidos para o sistema de controle de seguimento de trajeto´ria, com base na meto-
dologia e nos conceitos apresentados no Cap´ıtulo 4. A primeira parte consiste na
definic¸a˜o detalhada do problema e na descric¸a˜o das funcionalidades necessa´rias
ao sistema. Em seguida, sa˜o definidas as principais restric¸o˜es temporais presentes
no sistema desenvolvido, juntamente com a realizac¸a˜o da modelagem das classes
que compo˜em o sistema, bem como os comportamentos e relacionamentos destas.
• O Cap´ıtulo 7 apresenta os detalhes de implementac¸a˜o do sistema em diferentes
plataformas destinadas a sistemas embarcados e o resultado de ensaios experi-
mentais utilizando estas plataformas embarcadas em dois roboˆs mo´veis, sendo um
do tipo diferencial e um do tipo direcional. Tambe´m e´ apresentado um estudo
da influeˆncia do atraso na execuc¸a˜o das tarefas computacionais no desempenho
sistema.
• O Cap´ıtulo 8 apresenta as concluso˜es finais sobre o trabalho realizado e as pers-
pectivas futuras de pesquisa e aprimoramento.
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• O Apeˆndice A apresenta a organizac¸a˜o das classes do sistema em pacotes, que
podem ser utilizados em outras aplicac¸o˜es de modo a promover a reutilizac¸a˜o de
software.
• O Apeˆndice B apresenta as caracter´ısticas espec´ıficas da arquitetura das plata-
formas dsp e powerpc utilizadas nos testes de implementac¸a˜o do sistema.
Cap´ıtulo 2
Ve´ıculos Autoˆnomos
2.1 Introduc¸a˜o
Este cap´ıtulo tem a finalidade de apresentar os principais aspectos que envolvem o
processo de navegac¸a˜o veicular de forma autoˆnoma e tem objetivo de situar o leitor no
contexto em que se desenvolve este trabalho.
O controle de ve´ıculos ou roboˆs autoˆnomos e´ uma a´rea que vem motivando muito
a pesquisa tanto na indu´stria quanto no meio acadeˆmico, devido a` sua crescente
aplicac¸a˜o em diversas a´reas de engenharia como, por exemplo, automac¸a˜o de pro-
cessos de produc¸a˜o industrial, dispositivos militares, sistemas de apoio ao motorista,
explorac¸a˜o espacial, operac¸o˜es de alto risco ou em ambientes de dif´ıcil acesso e servic¸os
em geral.
Um roboˆ ou ve´ıculo e´ considerado autoˆnomo quando este e´ apto a realizar na-
vegac¸a˜o automa´tica, ou seja, e´ capaz de dirigir e reagir ao meio sem controle externo
(WIT et al., 2004). Para possibilitar esta navegac¸a˜o automa´tica, diversos campos de
pesquisa se desenvolveram, dando origem a te´cnicas como detecc¸a˜o de postura, visa˜o,
planejamento de trajeto´ria, projeto de controle, entre outros (DEWIT et al., 1993), que
implicam a necessidade de sistemas computacionais embarcados para realizar tarefas
de instrumentac¸a˜o e processamento digital de sinais em tempo-real, ale´m de sensores
e atuadores eletro-mecaˆnicos espec´ıficos.
Com o avanc¸o das pesquisas e a evoluc¸a˜o da eletroˆnica digital, a tecnologia desen-
volvida chegou a` indu´stria automotiva nos anos 90, quando sistemas computacionais
embarcados passaram a ser utilizados pelas montadoras para acrescentar novos recursos
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aos seus ve´ıculos de se´rie. Foi enta˜o que se tornaram populares sistemas como injec¸a˜o
eletroˆnica de combust´ıvel, sistema de frenagem assistidos (freios ABS), controle de
trac¸a˜o e airbag entre outros (LEDUR, 2003).
O processo de automac¸a˜o veicular para navegac¸a˜o pode ser dividido em treˆs etapas:
planejamento e gerac¸a˜o da trajeto´ria, localizac¸a˜o do ve´ıculo dentro do ambiente e se-
guimento da trajeto´ria (WIT et al., 2004; GU e HU, 2002). Os sistemas necessa´rios a`
execuc¸a˜o destas tarefas podem ser divididos em diferentes n´ıveis, conforme a estrutura
hiera´rquica da Figura 2.1. Os sistemas do primeiro n´ıvel realizam as tarefas fundamen-
tais do roboˆ ou ve´ıculo, como frenagem, acelerac¸a˜o e guiamento, tendo como exemplo os
sistemas de injec¸a˜o eletroˆnica. No segundo n´ıvel, encontram-se os sistemas que atuam
sobre o comportamento dinaˆmico do ve´ıculo, como sistemas abs e esp. No terceiro
n´ıvel, esta˜o presentes os controladores responsa´veis por guiar o ve´ıculo de acordo com
uma trajeto´ria pre´-determinada. Esta trajeto´ria e´ definida no quarto e mais alto n´ıvel,
onde esta˜o os sistemas que realizam o planejamento de trajeto´ria e, caso necessa´rio, a
sua adaptac¸a˜o de forma dinaˆmica ao longo do trajeto, como, por exemplo, o contorno
de obsta´culos.
NÍVEL 1
CONTROLEDOS SUBSISTEMAS
NÍVEL 2
CONTROLE DA DINÂMICA
NÍVEL 4
PLANEJAMENTO
DINÂMICO DE ROTA
NÍVEL 3
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Figura 2.1: Hierarquia dos sistemas de controle de um ve´ıculo autoˆnomo (JUNG et al.,
2005).
Os sistemas presentes nos n´ıveis mais baixos da hierarquia sa˜o caracterizados por
controladores de dispositivos eletromecaˆnicos capazes de atuar diretamente sobre a
estrutura f´ısica do roboˆ ou ve´ıculo, servindo de base para a implementac¸a˜o dos n´ıveis
superiores. Estes n´ıveis superiores sa˜o compostos por sistemas executando tarefas
computacionais complexas e por isso exigem dispositivos eletroˆnicos embarcados com
capacidade de processamento em tempo-real. A complexidade de tais sistemas, assim
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como suas rigorosas restric¸o˜es temporais, requerem uma metodologia bem estruturada
nas etapas de projeto, desenvolvimento e manutenc¸a˜o, de modo a torna´-los coesos,
modulares e fa´ceis de entender, corrigir e modificar.
A seguir sera˜o abordados os principais sistemas necessa´rios ao processo de au-
tomac¸a˜o de um ve´ıculo autoˆnomo e os tipos de controle e objetivos que se tem no
planejamento de movimento para estes ve´ıculos.
2.2 Planejamento e Gerac¸a˜o de Trajeto´ria
O planejamento de trajeto´ria define um caminho de um ponto a outro englobando
uma lista de segmentos de caminho de va´rios tipos: linhas, arcos, splines1, func¸o˜es
polinomiais, clothoids2, espirais cu´bicas, etc (TOUNSI e CORRE, 1996). Ja´ o gerador
de trajeto´ria e´ incumbido de gerar um caminho suave e fact´ıvel entre a posic¸a˜o atual
do ve´ıculo e o ponto de destino (GU e HU, 2002), funcionando como um navegador
embarcado que continuamente fornece uma refereˆncia apropriada para o controlador,
uma vez que muitos planejadores de trajeto´ria na˜o consideram as restric¸o˜es do com-
portamento dinaˆmico (MURRAY e SASTRY, 1993). Esta refereˆncia, por sua vez, e´
determinada atrave´s do plano de rota, das capacidades de acelerac¸a˜o e desacelerac¸a˜o
do ve´ıculo e da atual posic¸a˜o deste (NELSON e COX, 1988).
Va´rios trabalhos foram realizados propondo diferentes te´cnicas para gerar a tra-
jeto´ria de refereˆncia. Em AMIDI (1990) e´ apresentada a te´cnica denominada pure
pursuit, na qual um ponto sobre o caminho desejado e´ escolhido a partir de uma
distaˆncia previamente determinada, denominada look-ahead, e arcos sa˜o calculados
unindo a posic¸a˜o atual do ve´ıculo a este ponto. Em OLLERO e AMIDI (1991),
esta te´cnica e´ aprimorada atrave´s da adaptac¸a˜o on-line da distaˆncia look-ahead. Em
GO´MEZ-ORTEGA e CAMACHO (1996) a gerac¸a˜o de trajeto´ria e´ realizada com al-
gumas te´cnicas de controle o´timo, nas quais uma lista de consecutivos pontos de re-
1Uma spline e´ uma curva definida matematicamente por dois ou mais pontos de controle. Os
pontos de controle que ficam sobre a curva sa˜o chamados de no´s.
2Uma clothoid e´ uma curva suave cuja curvatura e´ uma func¸a˜o linear do seu comprimento. A
clothoid aparece no problema de encontrar a menor curva que une dois pontos conhecidos, dados o
aˆngulo tangente e a curvatura destes e a derivada da curvatura.
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fereˆncia, todos eles localizados sobre o caminho desejado, sa˜o escolhidos, em vez de um
ponto isolado. Em WIT et al. (2004) e´ apresentada a te´cnica vector pursuit, similar ao
pure pursuit, baseada na “Teoria dos Helico´ides”(BALL, 1900), que gera a trajeto´ria
ate´ o ponto de destino considerando tambe´m a orientac¸a˜o desejada neste ponto. Em
PIAZZI et al. (2004) e´ proposto o me´todo denominado G3 − spline, baseado em um
polinoˆmio spline de se´tima ordem que permite a interpolac¸a˜o de uma sequ¨eˆncia ar-
bitra´ria de pontos com as associadas orientac¸o˜es arbitra´rias, considerando tambe´m a
velocidade com relac¸a˜o ao comprimento do arco de curvatura (derivada da curvatura)
nos pontos arbitra´rios.
Visando a implementac¸a˜o em tempo-real em plataformas embarcadas, este trabalho
utiliza a te´cnica pure pursuit que apresenta uma boa relac¸a˜o entre custo computacio-
nal e desempenho, conforme mostraram os resultados obtidos em OLLERO e AMIDI
(1991).
2.3 Monitoramento do Meio
Sistemas de controle para navegac¸a˜o autoˆnoma de ve´ıculos necessitam de informac¸o˜es
precisas sobre a localizac¸a˜o do roboˆ e sobre as condic¸o˜es do ambiente no qual ele se
encontra, para que possa chegar com seguranc¸a a seu ponto de destino ou para rastrear
a trajeto´ria de refereˆncia. O sensoreamento da localizac¸a˜o do ve´ıculo e a monitorac¸a˜o
de obsta´culos no trajeto podem ser feitos usando va´rios me´todos de aquisic¸a˜o de dados,
incluindo sistemas de percepc¸a˜o, bem como sensores internos e te´cnicas de odometria
(OLLERO e HEREDIA, 1995).
Os sensores teˆm a tarefa de enviar ao sistema informac¸o˜es sobre as condic¸o˜es do
ve´ıculo, a sua localizac¸a˜o e como e´ o meio ao seu redor. Com o objetivo de ter um
melhor desempenho, realiza-se a fusa˜o dos dados enviados pelos sensores, tornando
assim o sistema de controle mais robusto e confia´vel (LEDUR, 2003; JUNG et al.,
2005). Como pode ser visto na Figura 2.2, os sensores utilizados em automac¸a˜o veicular
podem ser divididos em treˆs categorias: de navegac¸a˜o, de reconhecimento de rota e de
obsta´culos.
No sistema de seguimento de trajeto´ria desenvolvido neste trabalho, sa˜o utiliza-
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Figura 2.2: Estrutura embarcada para navegac¸a˜o autoˆnoma (JUNG et al., 2005).
dos sensores de navegac¸a˜o e de reconhecimento de obsta´culos. Sa˜o estes a bu´ssola
eletroˆnica, desenvolvida em GOMES et al. (2000), e o sensor anti-colisa˜o baseado em
ultra-som.
2.4 Seguimento de Trajeto´rias
Na a´rea de robo´tica mo´vel autoˆnoma, uma grande parcela de trabalhos e´ dedicada
ao desenvolvimento de estrate´gias de controle para seguimento de trajeto´rias. Este
problema se baseia no projeto de te´cnicas de controle que visam posicionar o ve´ıculo
sobre um caminho previamente determinado e esta´ intimamente relacionado com a
modelagem do roboˆ necessa´ria para o projeto da lei de controle, sendo que alguns
modelos sa˜o definidos como sistemas na˜o-holonoˆmicos, o que, conforme descrito no
Cap´ıtulo 1, impo˜e muitas dificuldades no projeto de controladores.
Os projetos de leis de controle para estes roboˆs teˆm sido desenvolvidos seguindo
treˆs metodologias (DE WIT et al., 1993):
• Estabilizac¸a˜o em um Ponto: Para um sistema linear invariante no tempo, se
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os autovalores insta´veis sa˜o controla´veis, um ponto de equil´ıbrio pode ser assin-
toticamente estabilizado por uma realimentac¸a˜o esta´tica suave e invariante no
tempo. Entretanto, para sistemas na˜o-lineares e com restric¸o˜es na˜o-holonoˆmicas,
isto na˜o e´ poss´ıvel. Assim, te´cnicas lineares antes utilizadas na˜o podem mais ser
consideradas. Neste caso, usualmente, leis de controle variantes no tempo ou na˜o
suaves sa˜o utilizadas a fim de transpor as restric¸o˜es na˜o-holonoˆmicas (KU¨HNE,
2005);
• Rastreamento de Trajeto´ria: Devido a`s limitac¸o˜es impostas pelas restric¸o˜es na˜o-
holonoˆmicas, me´todos de controle foram desenvolvidos abandonando a ide´ia de
estabilizac¸a˜o em um ponto e procurando obter convergeˆncia para uma trajeto´ria.
Assim, este problema e´ realizado em duas etapas: primeiro uma trajeto´ria e´
calculada off-line considerando tempo fixo e, em seguida, uma lei de controle e´
projetada a fim de fazer com que o roboˆ siga a trajeto´ria calculada previamente
(KU¨HNE, 2005). Assume-se, aqui, que a velocidade tangencial e´ uma entrada de
controle do modelo cinema´tico.
• Seguimento de Trajeto´ria: Este caso e´ bastante semelhante ao caso acima, pois
tem tambe´m como objetivo que o ve´ıculo siga uma trajeto´ria previamente cal-
culada. Pore´m, esta e´ definida de forma geome´trica e, normalmente, a restric¸a˜o
em relac¸a˜o ao tempo na˜o existe. Portanto, geralmente se considera que a velo-
cidade tangencial e´ mantida constante e a convergeˆncia e´ obtida apenas atrave´s
da velocidade angular (KU¨HNE, 2005).
Muitas destas pesquisas usam apenas modelos cinema´ticos em coordenadas cartesi-
anas para completar estas tarefas, tendo como argumentos baixas velocidades, baixas
acelerac¸o˜es e na˜o ocorreˆncia do deslizamento das rodas. Assim, os modelos cinema´ticos
sa˜o va´lidos (RAFFO, 2005). Pore´m, o modelo cinema´tico na˜o e´ adequado para repre-
sentar com exatida˜o o comportamento de um ve´ıculo autoˆnomo quando as condic¸o˜es
acima na˜o sa˜o obedecidas, de modo que, nestes casos, o modelo que descreve o com-
portamento dinaˆmico deve ser considerado. Os modelos cinema´ticos descrevem o com-
portamento do ve´ıculo em func¸a˜o da velocidade e orientac¸a˜o das rodas, enquanto os
modelos dinaˆmicos descrevem o comportamento em func¸a˜o das forc¸as generalizadas
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aplicadas pelos atuadores e das forc¸as externas (LAGES, 1998).
Os sistemas para controle de seguimento de trajeto´ria podem enta˜o ser classificados
em treˆs categorias: o controle considerando apenas o modelo cinema´tico, o controle con-
siderando apenas o modelo dinaˆmico e o controle utilizando tanto o modelo cinema´tico
quanto o dinaˆmico. Neste trabalho, conforme mencionado anteriormente, e´ realizado o
projeto e a implementac¸a˜o de um sistema tempo-real embarcado capaz de ser aplicado
tanto ao modelo cinema´tico quanto ao modelo dinaˆmico de roboˆs dos tipos diferencial
e direcional utilizando algoritmo de cpbm linear.
2.5 Concluso˜es
Este cap´ıtulo apresentou a definic¸a˜o, os campos de aplicac¸a˜o e as principais carac-
ter´ısticas de um roboˆ ou ve´ıculo autoˆnomo. Foram elencados os principais sistemas
necessa´rios a` navegac¸a˜o autoˆnoma, a forma como estes se organizam em diferentes
n´ıveis e como se relacionam.
O problema de seguimento de trajeto´rias em roboˆs mo´veis foi brevemente discutido,
sendo introduzida a estrate´gia desenvolvida no Cap´ıtulo 4 com base na aplicac¸a˜o da
te´cnica de cpbm abordada no Cap´ıtulo 3.
A ana´lise das caracter´ısticas de roboˆs autoˆnomos e do problema de seguimento de
trajeto´ria tambe´m deixou expl´ıcita a necessidade de processamento em tempo-real em
sistemas embarcados para estas aplicac¸o˜es. Isso remete a` necessidade de utilizac¸a˜o de
metodologia espec´ıfica e bem definida durante todas as etapas da concepc¸a˜o do sistema
de controle, juntamente com a definic¸a˜o detalhada de todas as restric¸o˜es temporais.
Cap´ıtulo 3
Controle Preditivo Baseado em
Modelo
3.1 Introduc¸a˜o
O termo Controle Preditivo Baseado em Modelo, ou cpbm, representa um amplo grupo
de me´todos de controle que utilizam explicitamente um modelo do processo a ser con-
trolado para estimar o seu comportamento futuro e, com isso, obter a ac¸a˜o de controle
atrave´s da minimizac¸a˜o de uma func¸a˜o custo. A te´cnica de controle preditivo surgiu
nos anos 70 e tem se desenvolvido consideravelmente desde enta˜o. Esta filosofia pro-
cura refletir a habilidade humana de tomar deciso˜es e praticar ac¸o˜es que produzam
resultados desejados ao longo de um intervalo de tempo a` frente. O homem seleciona
estas ac¸o˜es e deciso˜es com base no conhecimento (modelo) do sistema em questa˜o, e
atualiza constantemente suas deciso˜es a` medida em que novas observac¸o˜es sa˜o realiza-
das. De forma similar, o controle preditivo dimensiona as ac¸o˜es de controle a partir de
predic¸o˜es baseadas nas informac¸o˜es dispon´ıveis (medic¸o˜es) e no modelo do processo.
Embora hajam muitas estrate´gias de controle preditivo, todas apresentam, em maior
ou menor grau, as seguintes ide´ias ba´sicas:
• Uso expl´ıcito de um modelo para realizar a predic¸a˜o das sa´ıdas do processo em
um intervalo de tempo futuro.
• Ca´lculo da sequ¨eˆncia de controles futuros de modo a minimizar uma func¸a˜o ob-
jetivo.
• Estrate´gia de horizonte deslizante, na qual, a cada amostra, o horizonte de
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predic¸a˜o e´ deslocado em direc¸a˜o ao futuro. Com isso, para cada sequ¨eˆncia de
controles futuros calculada em cada amostra, apenas o primeiro sinal e´ aplicado
ao sistema.
Todos os algoritmos propostos com a te´cnica de controle preditivo, e que seguem
estas ide´ias, diferem apenas uns dos outros no modelo utilizado para representar o
processo e os ru´ıdos, e na func¸a˜o custo a ser minimizada. Pore´m, uma vez compreendida
a filosofia do cpbm, os detalhes de implementac¸a˜o de cada te´cnica se tornam mais fa´ceis
de ser analisados.
As principais vantagens que podem ser atribu´ıdas ao cpbm sobre a maioria dos
me´todos de controle sa˜o:
• E´ particularmente atrativo para operadores com pouco conhecimento te´cnico,
pois utiliza conceitos intuitivos e o ajuste e´ relativamente fa´cil;
• Pode ser utilizado para controlar uma grande variedade de processos, desde aque-
les que apresentam dinaˆmica simples ate´ os mais complexos, tratando, inclusive,
de sistemas com atraso de transporte;
• O caso multivaria´vel e´ tratado com facilidade;
• Possui compensac¸a˜o intr´ınseca para os casos de atraso de transporte;
• Introduz o controle feed forward de um modo natural para compensar per-
turbac¸o˜es mensura´veis;
• O controlador resultante e´ uma lei de controle linear fa´cil de implementar;
• A extensa˜o para a tratamento de restric¸o˜es e´ conceitualmente simples, sendo que
estas podem ser sistematicamente inclu´ıdas durante a etapa de projeto;
• E´ muito u´til quando a refereˆncia futura e´ conhecida, como em aplicac¸o˜es na a´rea
de robo´tica, por exemplo;
• E´ uma metodologia totalmente aberta, baseada em um conjunto de princ´ıpios,
que permite muitas extenso˜es em trabalhos futuros.
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Uma das maiores razo˜es para o grande eˆxito desta te´cnica de controle em aplicac¸o˜es
industriais pode ser atribu´ıda ao fato de que o cpbm talvez seja a abordagem mais ge-
ral para tratar o problema de controle de processos no domı´nio do tempo. Ale´m disso,
incorpora caracter´ısticas de controle o´timo, controle estoca´stico e tratamento de res-
tric¸o˜es, entre outras, podendo ser aplicado na maioria dos processos na˜o-lineares comu-
mente encontrados na indu´stria, bem como aplicac¸o˜es que va˜o desde manipuladores ate´
anestesia cl´ınica. Os bons resultados obtidos em aplicac¸o˜es variadas demonstram a ca-
pacidade do cpbm em atingir n´ıveis de controle altamente eficientes e esta´veis, capazes
de operar por grandes per´ıodos de tempo sem necessitar de intervenc¸a˜o (CAMACHO
e BORDONS, 1998).
3.2 Perspectiva Histo´rica
Os primeiros trabalhos sobre controle preditivo surgiram no final dos anos 70 com o
surgimento de va´rios artigos demonstrando interesse industrial no cpbm, com destaque
para (RICHALET et al., 1976), apresentando o Controle Algor´ıtmico Baseado em
Modelo (Model Algorithm Control, mac), e para (CUTLER e RAMAKER, 1988),
apresentando o Controle de Matriz Dinaˆmica (Dinamic Matrix Control, dmc). Ambos
os algoritmos eram caracterizados pelo uso expl´ıcito de um modelo para predizer o
efeito de ac¸o˜es futuras de controle nas sa´ıdas do processo. Enquanto o mac utilizava
como modelo a resposta ao degrau do sistema, o dmc utiliza a resposta ao impulso.
O controle preditivo teve de imediato muito sucesso, principalmente em aplicac¸o˜es
na indu´stria qu´ımica, devido a` simplicidade do algoritmo e o uso de resposta ao impulso
ou resposta ao degrau como modelo do sistema em vez de formulac¸o˜es matema´ticas mais
complexas como, por exemplo, modelos no espac¸o de estados. A resposta de sistemas
frente a excitac¸o˜es do tipo impulso ou degrau e´ facilmente obtida em sistemas siso
e mimo nas plantas industriais e dispensa conhecimento aprofundado de modelagem
de sistemas. Mas apesar do sucesso obtido ate´ enta˜o, praticamente na˜o havia estudos
formais apresentando ana´lises teo´ricas de estabilidade e robustez para estes algoritmos.
Uma outra linha de trabalhos na a´rea de cpbm surgiu de forma independente no
meio acadeˆmico em torno de ide´ias relacionadas ao controle adaptativo e apresentando
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caracter´ısticas diferenciadas. Nesta linha de trabalhos esta˜o inclu´ıdos o “controle pre-
ditivo generalizado”(Generalized Predictive Controller, gpc) (CLARKE et al., 1987), o
“controle adaptativo de predic¸a˜o estendida”(Extended Prediction Self Adaptive Control,
epsac) (KEYSER e CUAWENBERGHE, 1985), o “controle adaptativo de horizonte
estendido”(Extended Horizon Adaptive Control, ehac) (YDSTIE, 1984) e o “controle
preditivo unificado”(Unified Predictive Control, upc) (SOETERBOEK, 1992), que mo-
delam o processo atrave´s de func¸a˜o de transfereˆncia e as perturbac¸o˜es atrave´s de um
modelo autorregressivo integrado de me´dia mo´vel (Autorgeressive Integrated Moving
Average, arima) (GOODWIN e SIN, 1984), enquanto que as predic¸o˜es da sa´ıda do
processo sa˜o obtidas por meio de preditores o´timos. Algumas destas te´cnicas foram ca-
pazes de provar estabilidade por meio de alguns teoremas atrave´s da busca de relac¸o˜es
com o espac¸o de estados, e tambe´m apresentaram estudos da influeˆncia de filtros po-
linomiais no aumento da robustez. Pore´m, em algumas situac¸o˜es, o caso de horizonte
finito se demonstrava uma barreira que impedia ana´lises mais gene´ricas de estabilidade
e robustez.
Assim, a partir desta necessidade, uma nova linha de trabalhos em controle pre-
ditivo com garantia de estabilidade surgiu nos anos 90. Os me´todos crhpc, siorhc
e stable gpc provaram ser esta´veis atrave´s da imposic¸a˜o de restric¸o˜es a`s sa´ıdas apo´s
um horizonte finito. Atualmente, os trabalhos na a´rea de cpbm continuam se diver-
sificando, e algumas questo˜es como identificac¸a˜o de modelo, predic¸a˜o e estimac¸a˜o de
perturbac¸o˜es na˜o mensura´veis, tratamento sistema´tico de incertezas e cpbm na˜o-linear
despontam como os principais desafios a serem confrontados nos trabalhos futuros.
3.3 Elementos do CPBM
A te´cnica de cpbm se baseia em treˆs elementos fundamentais, que esta˜o presentes em
todos os algoritmos propostos:
• o modelo de predic¸a˜o;
• a func¸a˜o objetivo;
• o me´todo para a obtenc¸a˜o da lei de controle.
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As diferentes opc¸o˜es escolhidas para cada um destes elementos caracterizam os
diferentes algoritmos propostos na literatura (NORMEY-RICO, 2003).
3.3.1 O Modelo de Predic¸a˜o
O modelo de predic¸a˜o consiste no elemento mais importante dos controladores predi-
tivos, devendo ser completo o suficiente para capturar toda a dinaˆmica do processo,
ale´m de possibilitar o ca´lculo das predic¸o˜es e ao mesmo tempo ser intuitivo e permitir
ana´lises teo´ricas (CAMACHO e BORDONS, 1998). Em geral, o modelo de predic¸a˜o e´
separado em duas partes. A primeira consiste no modelo do processo, que representa a
relac¸a˜o entre as sa´ıdas e as entradas mensura´veis, que podem ser varia´veis manipula´veis
e perturbac¸o˜es mensura´veis. A segunda parte consiste no modelo das perturbac¸o˜es, que
descreve o comportamento do sistema devido a perturbac¸o˜es na˜o mensura´veis, ru´ıdos
e erros de modelagem.
O Modelo do Processo
Nas diversas formulac¸o˜es de cpbm sa˜o encontradas praticamente todas as formas de
se modelar um processo. Dentre as formas de modelagem, as mais utilizadas sa˜o:
• Resposta Impulsiva. E´ utilizada no mac e em casos especiais no gpc e no epsac.
A relac¸a˜o entrada sa´ıda e´ dada por:
y(k) =
∞∑
i=1
hiu(k − i)
onde hi sa˜o as amostras da reac¸a˜o de sa´ıda do processo em resposta a` aplicac¸a˜o
de um impulso na entrada do mesmo. Em geral, como esta sequ¨eˆncia e´ infinita,
a resposta e´ truncada nos primeiros N valores, o que restringe a utilizac¸a˜o deste
modelo a plantas esta´veis, onde hi → 0 quando i→∞:
y(k) =
N∑
i=1
hiu(k − i) = H(z
−1)u(k) , (3.1)
onde H(z−1) = h1z
−1 + h2z
−2 + · · ·+ hNz
−N , e z−1 e´ o operador atraso unita´rio.
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A predic¸a˜o da sa´ıda em k + j calculada no instante k, (yˆ(k + j|k)), usando este
modelo e´ calculada como:
yˆ(k + j|k) =
N∑
i=1
hiu(k + j − i|t) = H(z
−1)u(k + j|k) .
Este me´todo e´ bastante utilizado na pra´tica devido a`s vantagens que oferece,
como: (a) e´ intuitivo; (b) na˜o precisa de conhecimento a priori do processo e
pode ser usado em plantas multivaria´veis sem acrescentar complexidade e (c)
descreve, de maneira simples, efeitos mais complexos da dinaˆmica do processo,
como atrasos e comportamentos de fase na˜o mı´nima.
Por outro lado apresenta alguns inconvenientes: (a) na˜o pode ser usado com
plantas insta´veis e (b) necessita utilizar um grande nu´mero de paraˆmetros para
descrever o modelo. Geralmente N pode ser 40 ou 50, valor que pode aumentar
ainda mais se o processo tiver um atraso grande.
• Resposta ao degrau. E´ usado pelo dmc e suas variantes. E´ similar ao anterior,
mas usa um degrau unita´rio como sinal de entrada. Para sistemas esta´veis a
resposta truncada e´:
y(k) = y0 +
N∑
i=1
gi△ u(k − i) = y0 +G(z
−1)(1− z−1)u(k) , (3.2)
onde ∆u(k) = u(k)− u(k − 1) e os gi sa˜o as amostras da sa´ıda obtida ao aplicar
o degrau. Considerando o sistema no ponto de operac¸a˜o y0 a predic¸a˜o pode ser
calculada como:
yˆ(k + j|k) =
N∑
i=1
gi∆u(k + j − i|k) .
A relac¸a˜o entre este modelo e o de resposta impulsiva e´ dada por:
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hi = gi − gi−1 gi =
i∑
p=1
hp .
Resulta claro que este modelo tem as mesmas vantagens e inconvenientes que o
anterior.
• Func¸a˜o de Transfereˆncia. Este modelo e´ usado no gpc, upc, epsac, ehac entre
outros. Utiliza o conceito de func¸a˜o de transfereˆncia G = B/A:
A(z−1)y(k) = B(z−1)u(k) ,
com
A(z−1) = 1 + a1z
−1 + a2z
−2 + · · ·+ anaz
−na
B(z−1) = b1z
−1 + b2z
−2 + · · ·+ bnbz
−nb .
A predic¸a˜o e´ calculada como:
yˆ(k + j|k) =
B(z−1)
A(z−1)
u(k + j|k) .
Esta representac¸a˜o tem como principais vantagens poder ser usada para plantas
insta´veis e precisar, em geral, de poucos paraˆmetros para descrever o compor-
tamento do sistema (o atraso, por exemplo, pode ser descrito apenas com um
paraˆmetro). Ja´ seu principal inconveniente e´ a necessidade de conhecer a priori
a ordem dos polinoˆmios A e B quando o modelo deve ser identificado a partir de
dados experimentais.
• Espac¸o de estados. E´ usado no controle preditivo funcional pfc RICHALET
et al. (1987) e tem a seguinte representac¸a˜o:
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x(k) = Pxx(k − 1) +Hxu(k − 1)
y(k) = Px(k)
onde x e´ o estado e Px, Hx e P sa˜o matrizes de dimenso˜es compat´ıveis. A predic¸a˜o
e´ calculada como:
yˆ(k + j|k) = Pxˆ(k + j|k) = P [P jxx(k) +
j∑
i=1
P i−1x Hxu(k + j − i|k)] ,
Sua principal vantagem e´ que pode ser usada diretamente para processos multi-
varia´veis. Como inconvenientes cabe mencionar que em geral os estados na˜o tem
significado f´ısico e que na maioria das vezes e´ necessa´rio o uso de observadores,
aumentando assim a complexidade de ca´lculo do controle.
• Outros modelos. Todos os modelos anteriormente descritos consideram somente
o comportamento linear ou linearizado do processo, e, por sua simplicidade, sa˜o
os mais utilizados. Pore´m, modelos na˜o lineares tambe´m podem ser usados para
descrever a dinaˆmica do processo quando os modelos lineares na˜o geram bons
resultados. E´ importante salientar, entretanto, que a soluc¸a˜o do problema nestes
casos apresenta alguns inconvenientes adicionais como: (a) a obtenc¸a˜o do modelo
do processo e (b) a complexidade dos algoritmos de controle resultantes. Redes
neurais (TAN e KEYSER, 1994) ou lo´gica nebulosa (SKRJANC e MATKO, 1994)
podem ser usadas em algumas aplicac¸o˜es para determinar o modelo de predic¸a˜o.
O cpbm na˜o linear e´ um campo aberto para pesquisas tanto na a´rea de deter-
minac¸a˜o de modelos como nos procedimentos e algoritmos de otimizac¸a˜o para o
ca´lculo do controle.
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Modelo das Perturbac¸o˜es
Ta˜o importante quanto o modelo do processo e´ o modelo das perturbac¸o˜es. O modelo
mais utilizado para a descric¸a˜o de perturbac¸o˜es determin´ısticas e estoca´sticas e´ o co-
nhecido como modelo autoregressivo integrado de me´dia mo´vel (Auto-Regressive and
Integrated Moving Average (arima)). Atrave´s do modelo arima, as diferenc¸as entre
a sa´ıda do modelo e do processo sa˜o modeladas por:
n(k) =
C(z−1)e(k)
D(z−1)
onde o polinoˆmio D(z−1) inclui explicitamente um integrador ∆ = 1− z−1, e e(k) e´
um ru´ıdo branco de me´dia zero. Os demais paraˆmetros dos polinoˆmios C eD sa˜o usados
para descrever as caracter´ısticas estoca´sticas de n. Este modelo permite representar
mudanc¸as aleato´rias, off-sets e outros fenoˆmenos normalmente encontrados nos meios
industriais, sendo usado diretamente no gpc, epsac, ehac e upc e, com algumas
modificac¸o˜es, em outros controladores.
Alguns casos particulares importantes sa˜o: (a) o modelo usado em dmc,
n(k) =
e(k)
1− z−1
,
onde a melhor predic¸a˜o para nˆ(k+ j|k) e´ n(k), tendo em vista que e(k) tem me´dia
zero; ou (b) o modelo usado no pfc
n(k) =
e(k)
(1− z−1)2
,
onde nˆ(k + j|k) = n(k) + (n(k)− n(k − 1))k.
Outras variac¸o˜es destes modelos e estudos sobre o efeito do modelo das perturbac¸o˜es
no sistema de controle podem ser encontradas em (BERGH e MACGREGOR, 1987;
PALMOR, 1982).
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Resposta livre e forc¸ada
Uma caracter´ıstica comum nos cpbm, e´ a utilizac¸a˜o dos conceitos de resposta livre e
forc¸ada. A ide´ia e´ considerar a` sequ¨eˆncia de controle composta por duas partes:
u(k) = uf (k) + uc(k)
• uf (k) correspondente aos valores passados da entrada e que sa˜o mantidos iguais
aos valores da varia´vel manipulada,
uf (k − j) = u(k − j) para j = 1, 2, · · ·
uf (k + j) = u(k − 1) para j = 0, 1, 2, · · ·
• uc(k) e´ zero no passado e igual aos controles a serem aplicados no futuro:
uc(k − j) = 0 para j = 1, 2, · · ·
uc(k + j) = u(k + j)− u(k − 1) para j = 0, 1, 2, · · ·
Desta forma, a predic¸a˜o da sa´ıda do processo pode ser separada em duas partes: a
resposta livre yf (k), que corresponde a` predic¸a˜o quando a entrada e´ igualada a uf (k);
e a resposta forc¸ada yc(k), que corresponde a`s predic¸o˜es quando o controle e´ igual a
uc(k). Esta ide´ia pode ser usada para uma implementac¸a˜o bastante simples e intuitiva
dos algoritmos de cpbm.
3.3.2 Func¸a˜o Objetivo
Em geral, os diversos algoritmos de cpbm utilizam diferentes func¸o˜es de custo para
calcular a lei de controle, pore´m todos eles teˆm como objetivo minimizar o erro entre
a sa´ıda futura (y) e a refereˆncia desejada (yref ) penalizando o esforc¸o de controle ∆u.
Assim, a expressa˜o mais geral desta func¸a˜o objetivo e´:
J =
N2∑
j=N1
δ(j)[yˆ(k + j|k)− yref (k + j)]
2 +
Nu∑
j=1
λ(j)[△u(k + j − 1)]2 (3.3)
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Os elementos desta func¸a˜o sa˜o:
• Paraˆmetros: N1, N2, Nu, δ(k) e λ(k). N1 e N2 sa˜o os horizontes de predic¸a˜o
mı´nimo e ma´ximo, Nu e´ o horizonte de controle. Os valores destes ı´ndices teˆm
uma interpretac¸a˜o clara, ja´ que definem os instantes em que se deseja que a
refereˆncia siga a sa´ıda e quando e´ importante limitar a ac¸a˜o de controle. Assim,
se, por exemplo, N1 e´ grande, isso implica que na˜o e´ importante o erro cometido
nos primeiros N1 − 1 instantes e a resposta obtida tendera´ a ser suave. No caso
particular de sistemas com um atraso de valor d, e´ lo´gico escolher N1 > d, ja´
que na˜o havera´ resposta do sistema a` entrada u(k) ate´ o tempo k = d. Variando
Nu e´ poss´ıvel penalizar, durante mais ou menos tempo, a ac¸a˜o de controle. Os
coeficientes δ(j) e λ(j) sa˜o as sequ¨eˆncias de ponderac¸a˜o do erro e do esforc¸o
de controle e geralmente sa˜o escolhidas constantes ou exponenciais ao longo do
horizonte. Por exemplo, uma func¸a˜o do tipo:
δ(j) = αN2−j
permite variar a penalizac¸a˜o do erro em diferentes partes do horizonte. Assim,
por exemplo, para gerar respostas mais suaves, escolhe-se um de valor α entre 0
e 1 de forma tal que sejam mais penalizados os u´ltimos valores do erro dentro do
horizonte.
• Trajeto´ria de refereˆncia:
Uma das vantagens do cpbm e´ a possibilidade de utilizar o conhecimento dos
valores futuros da refereˆncia, quando dispon´ıveis, para o ca´lculo do sinal de con-
trole, o que permite, por exemplo, que o sistema atinja mais rapidamente o novo
valor desejado. Esta caracter´ıstica se torna interessante em algumas aplicac¸o˜es
como em robo´tica mo´vel e manipuladora, em servoacionamentos e em processos
do tipo batelada, nos quais as refereˆncias futuras sa˜o conhecidas a priori.
Os valores de yref (k + j) utilizados na func¸a˜o objetivo na˜o sa˜o necessariamente
coincidentes com a refereˆncia real do sistema. Normalmente, nas aplicac¸o˜es
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pra´ticas, utilizam-se estrate´gias para suavizar as mudanc¸as de refereˆncia, de
forma similar aos filtros utilizados nas estruturas cla´ssicas de controle com dois
graus de liberdade. Uma forma t´ıpica para esta lei e´:
yref (k) = r(t) yref (k+j) = αyref (k+j−1)+(1−α)r(k+j) j = 1 . . . N (3.4)
onde α e´ um paraˆmetro entre 0 e 1. Esta lei representa um filtro-passa-baixa de
primeira ordem que pode ser ajustado para suavizar mais, α pro´ximo de um, ou
menos, α pro´ximo de zero, a forma da resposta. Estas ide´ias sa˜o usadas no gpc
e no epsac para especificar o comportamento desejado para a malha fechada
CLARKE e MOTHADI (1989).
• Restric¸o˜es: Na pra´tica, todos os processos esta˜o sujeitos a restric¸o˜es tanto nas
varia´veis de sa´ıda como de entrada. Exemplos disto sa˜o: os limites ma´ximos e
mı´nimos impostos aos atuadores (ex.: va´lvulas), a ma´xima velocidade de variac¸a˜o
de um acionamento (ex.: servo-acionamentos), os valores limites que podem ser
atingidos pelas sa´ıdas de um sistema devido a questo˜es de seguranc¸a, etc. Ale´m
disso, existem restric¸o˜es de natureza econoˆmica para o funcionamento do sistema
que em geral levam a escolher pontos de operac¸a˜o muito pro´ximos destes limites.
Assim, se o controle e´ corretamente calculado para trabalhar muito pro´ximo
daquele o´timo, a qualidade e a relac¸a˜o custo-benef´ıcio do processo produtivo sa˜o
otimizadas (CAMACHO e BORDONS, 1998). Por estes motivos, a inclusa˜o das
restric¸o˜es na func¸a˜o objetivo que se deseja minimizar e´ importante. Neste sentido,
todos os algoritmos de cpbm permitem inclu´ı-las no momento da obtenc¸a˜o do
mı´nimo de J considerando um conjunto de equac¸o˜es do tipo:
umin ≤ u(k) ≤ umax ∀k
dumin ≤ u(k)− u(k − 1) ≤ dumax ∀k
ymin ≤ y(k) ≤ ymax ∀k
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Deve ser mencionado aqui que, nestes casos, a soluc¸a˜o do mı´nimo de J na˜o pode
ser obtida analiticamente e requer uma carga de ca´lculo muito maior que no caso sem
restric¸o˜es. Apesar da complexidade de ca´lculo, a capacidade do cpbm de levar as
restric¸o˜es em considerac¸a˜o e´ um dos principais motivos do seu sucesso nas aplicac¸o˜es
industriais.
O tratamento do cpbm com restric¸o˜es apresenta diversas dificuldades, tanto teo´ricas
como de implementac¸a˜o. A formulac¸a˜o do problema consiste no correto equaciona-
mento das restric¸o˜es e num tratamento posterior que e´ conhecido como “estudo de
factibilidade e gesta˜o de restric¸o˜es”. Este tratamento permite o correto funcionamento
do algoritmo de otimizac¸a˜o, liberando ou suavizando, quando poss´ıvel, as restric¸o˜es.
Por outro lado, do ponto de vista da implementac¸a˜o do algoritmo de otimizac¸a˜o, as pes-
quisas esta˜o orientadas a` melhoria da eficieˆncia e a` minimizac¸a˜o dos tempos de ca´lculo.
Finalmente, os problemas de estabilidade destes sistemas de controle somente teˆm sido
resolvidos parcialmente e numerosas pesquisas veˆm sendo realizadas nos u´ltimos anos
(CAMACHO e BORDONS, 1998).
3.3.3 Obtenc¸a˜o da Lei de Controle
Em todos os algoritmos de cpbm, o objetivo e´ calcular u(k + j|k) para minimizar J .
Para isso, e´ necessa´rio calcular as predic¸o˜es yˆ(k + j|k) como func¸a˜o do controle futuro
e, a partir do me´todo utilizado por cada algoritmo, substitu´ı-las na func¸a˜o J . No caso
de utilizar um modelo linear e sem restric¸o˜es e´ poss´ıvel obter uma soluc¸a˜o anal´ıtica do
mı´nimo de J . Em outro caso a soluc¸a˜o e´ obtida de forma iterativa por algum me´todo
de otimizac¸a˜o.
Independente do me´todo utilizado, a soluc¸a˜o e´, em geral, complexa devido ao
nu´mero de varia´veis envolvidas, principalmente quando os horizontes sa˜o grandes. Para
reduzir os graus de liberdade deste problema alguns algoritmos propo˜em estruturar a
lei de controle. Isto pode ser feito como no dmc, gpc, epsac e ehac, ajustando o
horizonte de controle, Nu, o que implica zerar as variac¸o˜es do controle apo´s um certo
valor no horizonte Nu < N2:
∆u(t+ j − 1) = 0 j > Nu
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Outra forma de estruturar o controle, que e´ usada no pfc, consiste em calcular o
controle como uma combinac¸a˜o de func¸o˜es pre´-estabelecidas:
u(k + j) =
n∑
i=1
µi(k)Bi(j) (3.5)
onde os Bi sa˜o escolhidos de acordo com o tipo de processo e de refereˆncia.
Neste ponto tambe´m existe um grande campo para pesquisas em cpbm, ja´ que os
problemas de otimizac¸a˜o associados ao ca´lculo do controle o´timo na˜o teˆm sido resolvidos
de forma geral (NORMEY-RICO, 2003).
3.4 Controle Preditivo de Ve´ıculo Autoˆnomos
O controle de ve´ıculos autoˆnomos utilizando cpbm na˜o e´ muito frequ¨entemente encon-
trado na literatura. A seguir sera˜o citados alguns destes trabalhos.
Em OLLERO e AMIDI (1991), o gpc e´ aplicado ao problema de seguimento de
trajeto´ria do ve´ıculo CMU NavLab, uma van comercial. O controle e´ realizado atrave´s
do aˆngulo de orientac¸a˜o do ve´ıculo em torno do eixo z, considerando que a velocidade
tangencial permanece constante. A func¸a˜o custo envolve o erro de posic¸a˜o e orientac¸a˜o
em coordenadas locais ale´m da penalizac¸a˜o dos incrementos de controle e a considerac¸a˜o
de restric¸o˜es. A utilizac¸a˜o de um modelo linear implica a necessidade de gerac¸a˜o de
trajeto´rias de aproximac¸a˜o, de modo a evitar variac¸o˜es muito altas da orientac¸a˜o do
ve´ıculo.
Em GO´MEZ-ORTEGA e CAMACHO (1996), algoritmos gene´ticos sa˜o utilizados
para a otimizac¸a˜o na˜o-linear, a fim de diminuir o esforc¸o computacional e tornando
poss´ıvel assim a aplicac¸a˜o em tempo-real. O problema de seguimento de trajeto´ria e´
solucionado para um ve´ıculo autoˆnomo com modelo na˜o-linear e acionamento diferen-
cial. A func¸a˜o custo a ser minimizada inclui um termo que penaliza a proximidade
entre o ve´ıculo e obsta´culos fixos no meio. O caminho e´ previamente definido conside-
rando obsta´culos conhecidos, e o problema de seguimento de trajeto´ria e´ resolvido com
obsta´culos na˜o planejados presentes no meio.
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Em YANG et al. (1998) um controle preditivo inteligente e´ apresentado, em que
um modelo cinema´tico em redes neurais e´ utilizado para a predic¸a˜o das sa´ıdas, e as
entradas de controle sa˜o as velocidades tangencial e angular. O ve´ıculo autoˆnomo
considera seu modelo similar a de um automo´vel, com duas rodas traseiras para trac¸a˜o
e duas frontais para direc¸a˜o. A func¸a˜o custo envolve o erro de posic¸a˜o e esforc¸o de
controle.
Em NORMEY-RICO et al. (1999), sa˜o comentadas algumas vantagens da utilizac¸a˜o
do cpbm para o problema de seguimento de trajeto´ria de roboˆs mo´veis. Foi utilizado
o algoritmo gpc com a predic¸a˜o das sa´ıdas realizada pela estrutura do Preditor de
Smith, sp, sem considerar restric¸o˜es para o seguimento do caminho. Foi utilizado
um modelo em coordenadas locais do roboˆ e a velocidade tangencial foi considerada
constante. Utilizou-se a trajeto´ria de aproximac¸a˜o pure pursuit, com intuito de evitar
grandes variac¸o˜es da orientac¸a˜o do ve´ıculo. O algoritmo foi aplicado a um roboˆ com
acionamento diferencial.
Em KU¨HNE (2005), desenvolve-se um algoritmo na˜o-linear de cpbm em espac¸o de
estados utilizando coordenadas polares aplicado a um roboˆ de acionamento diferencial
para estabilizac¸a˜o em um ponto e rastreamento de trajeto´ria. O me´todo utilizado
e´ comparado com leis de controle variantes no tempo e descont´ınuas, mostrando a
eficieˆncia do cpbm. E´ realizado tambe´m o controle preditivo linear no espac¸o de
estados utilizando o modelo cinema´tico do erro, o qual e´ obtido atrave´s de linearizac¸o˜es
sucessivas ao longo do horizonte de predic¸a˜o.
Em alguns trabalhos citados acima, sa˜o utilizados o modelo cinema´tico do ve´ıculo
em coordenadas locais e o modelo cinema´tico do erro, permitindo o uso de algoritmos
de otimizac¸a˜o convexa e diminuindo drasticamente o custo computacional necessa´rio
(NORMEY-RICO et al., 1999; KU¨HNE, 2005). Quando utilizado o modelo em coor-
denadas locais, se faz necessa´rio o uso de trajeto´rias de aproximac¸a˜o, pois este e´ va´lido
somente para pequenas variac¸o˜es do incremento da orientac¸a˜o do ve´ıculo. Quando
utilizado o modelo cinema´tico do erro, a cada amostra, sa˜o realizadas linearizac¸o˜es
sucessivas ate´ um horizonte finito.
Em GO´MEZ-ORTEGA e CAMACHO (1996); NORMEY-RICO et al. (1999);
KU¨HNE (2005) a dinaˆmica dos ve´ıculos e´ desprezada, pois a velocidade com que estes
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executam os trajetos e´ considerada pequena e a massa dos roboˆs mo´veis na˜o influencia
o objetivo de seguimento da trajeto´ria. Pore´m, como citado anteriormente, quando se
deseja obter desempenho em velocidades elevadas, forc¸as externas ao ve´ıculo devem ser
consideradas, de modo que a dinaˆmica do ve´ıculo deve ser considerada pelo sistema de
controle.
3.5 Concluso˜es
Neste cap´ıtulo, foi apresentada a te´cnica de controle preditivo baseado em modelo,
sua evoluc¸a˜o cronolo´gica, seus elementos fundamentais, as principais vantagens e os
principais algoritmos existentes na literatura. Observou-se que, de modo a refletir
o comportamento humano, o cpbm utiliza o conhecimento (modelo) de um sistema
para prever (predizer) o seu comportamento e, a partir da´ı, agir sobre este da maneira
mais adequada de modo a produzir o efeito desejado. A partir da´ı surge o modelo do
sistema como elemento fundamental do cpbm para a realizac¸a˜o correta das predic¸o˜es.
Este modelo deve ser preciso o suficiente para realizar predic¸o˜es confia´veis e possibilitar
a utilizac¸a˜o de horizontes de predic¸a˜o significativos. A utilizac¸a˜o de uma func¸a˜o custo
permite um selec¸a˜o criteriosa da ac¸a˜o de controle a ser aplicada, dando margem a`
utilizac¸a˜o de restric¸o˜es e diferentes estrate´gias de otimizac¸a˜o. A utilizac¸a˜o expl´ıcita de
refereˆncia futura coloca o cpbm em um formato interessante para o controle de ve´ıculos
autoˆnomos. A utilizac¸a˜o do cpbm para controle de ve´ıculos e´ detalhada no pro´ximo
cap´ıtulo.
Cap´ıtulo 4
Controle Preditivo Aplicado a
Robo´tica Mo´vel
4.1 Introduc¸a˜o
A arquitetura de controle de um roboˆ mo´vel autoˆnomo e´ dividida em diferentes n´ıveis,
como mostra a Figura 2.1. O n´ıvel de planejamento dinaˆmico de trajeto´ria, tratado
superficialmente neste trabalho, consiste em um sistema superviso´rio incumbido de
realizar o planejamento da rota a ser seguida, bem como monitorar e evitar obsta´culos.
O n´ıvel de controle dos subsistemas do ve´ıculo ja´ se encontra muito difundido em
ve´ıculos comerciais e permite aos n´ıveis superiores atuarem nos sistemas de direc¸a˜o,
acelerac¸a˜o e frenagem por meio de comandos eletroˆnicos. O foco deste trabalho consiste
no desenvolvimento de um controlador preditivo multivaria´vel em tempo-real (tr) para
ser aplicado nos n´ıveis de controle de dinaˆmica e conduc¸a˜o do ve´ıculo, a partir dos
dados fornecidos pelo sistema de planejamento dinaˆmico de trajeto´ria e fazendo uso
das malhas de controle dos subsistemas do ve´ıculo. A n´ıvel de planejamento dinaˆmico
de trajeto´ria, o trabalho tambe´m trata da monitorac¸a˜o da distaˆncia do ve´ıculo em
relac¸a˜o ao ponto de destino sobre o caminho de refereˆncia, de modo a gerar trajeto´rias
responsa´veis por aproximar o roboˆ a este ponto de destino.
Neste cap´ıtulo, sera´ apresentada a modelagem de roboˆs mo´veis direcionais e diferen-
ciais, a descric¸a˜o da te´cnica de cpbm aplicada ao problema de controle de seguimento
de trajeto´ria para estas duas classes de ve´ıculos, bem como a estrate´gia de gerac¸a˜o
de trajeto´rias de aproximac¸a˜o. A ana´lise da estrutura dos roboˆs sera´ direcionada no
sentido da obtenc¸a˜o de modelos linearizados, pois trabalhos pre´vios de cpbm aplicado
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ao seguimento de trajeto´rias de ve´ıculos autoˆnomos teˆm mostrado que o custo compu-
tacional associado ao algoritmo de cpbm na˜o-linear o tornam invia´vel para utilizac¸a˜o
em sistemas embarcados em tr (KU¨HNE, 2005).
A definic¸a˜o do algoritmo de controle linear a ser implementado foi realizada com
base no trabalho realizado por RAFFO (2005), onde sa˜o comparadas duas abordagens
para utilizac¸a˜o de cpbm linear aplicado ao problema de seguimento de trajeto´ria. Uma
abordagem consiste na utilizac¸a˜o de um modelo cinema´tico do erro, onde se considera
a existeˆncia de um roboˆ de refereˆncia virtual sobre a trajeto´ria a ser seguida, descrito
pelo mesmo modelo cinema´tico do roboˆ real. Para isso, considera-se que a trajeto´ria de
refereˆncia e´ definida off-line e e´ variante no tempo. O objetivo de usar essa estrate´gia,
para entradas de refereˆncia na˜o-nulas, e´ calcular uma lei de controle linear que fac¸a com
que o erro entre o roboˆ e a refereˆncia seja nulo (NELSON e COX, 1988; KU¨HNE, 2005).
A outra abordagem considera o modelo cinema´tico em coordenadas locais e assume
que os incrementos do aˆngulo de orientac¸a˜o θ do ve´ıculo sa˜o pequenos a cada amostra.
A partir dessas suposic¸o˜es, chega-se ao modelo cinema´tico linearizado para o ve´ıculo.
Entretanto, se o ve´ıculo na˜o estiver posicionado sobre a trajeto´ria de refereˆncia, grandes
variac¸o˜es em θ tendem a ocorrer, o que acaba por invalidar o modelo linearizado. Isso
remete a` necessidade de gerac¸a˜o de rotas de aproximac¸a˜o, de modo que o ve´ıculo sempre
esteja localizado sobre a trajeto´ria de refereˆncia (NORMEY-RICO et al., 1999).
Como resultado da comparac¸a˜o entre as duas abordagens, tem-se que o algoritmo
cpbm utilizando espac¸o de estados aplicado ao modelo cinema´tico do erro e´ extrema-
mente mais custoso computacionalmente se comparado ao algoritmo gpc aplicado ao
modelo cinema´tico em coordenadas locais. Isto se da´ pela necessidade do primeiro
algoritmo de linearizar sucessivamente o modelo do ve´ıculo a cada passo amostral para
todo o horizonte de predic¸a˜o (RAFFO, 2005). Assim, para realizar o controle de segui-
mento de trajeto´ria, foi utilizado o algoritmo gpc, pois ale´m de apresentar baixo custo
computacional, pode ser aplicado diretamente aos modelos cinema´ticos e dinaˆmicos a
serem obtidos para as duas classes de ve´ıculos.
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4.2 Modelagem de um Roboˆ Diferencial
Neste trabalho, e´ considerado roboˆ diferencial um roboˆ de corpo r´ıgido composto por
duas rodas na˜o deforma´veis alinhadas ao ve´ıculo e de acionamento independente, que
realiza curvas atrave´s da diferenc¸a de velocidade entre estas duas rodas. A ana´lise da
estrutura do ve´ıculo sera´ direcionada no sentido da obtenc¸a˜o de um modelo cinema´tico
linearizado a partir do modelo cinema´tico na˜o-linear de roboˆs mo´veis. Devido ao fato
de a estrutura de acionamento diferencial estar pouco presente em ve´ıculos de grande
porte, os aspectos dinaˆmicos referentes a esta estrutura foram desconsiderados. A
Figura 4.1 apresenta a estrutura do roboˆ diferencial.
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Figura 4.1: Configurac¸a˜o de um roboˆ diferencial.
O ponto de guiamento do roboˆ, ou seja, o ponto sobre o ve´ıculo que e´ designado
a seguir a trajeto´ria de refereˆncia (NELSON, 1989) e´ definido no ponto entre as duas
rodas, assim como o centro de massa (cm). O modelo cinema´tico de um roboˆ diferencial
com translac¸a˜o bi-dimensional e rotac¸a˜o no plano e´ descrito pela expressa˜o (4.1):
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

x˙(t) = v(t) · cos (θ(t))
y˙(t) = v(t) · sen (θ(t))
θ˙(t) = v(t) · γ(t)
, (4.1)
onde:
• v(t): velocidade tangencial do roboˆ no ponto central entre as rodas;
• θ(t): posic¸a˜o angular do roboˆ em relac¸a˜o ao sistema de coordenadas globais;
• γ(t): curvatura do roboˆ;
• r(t): raio de curvatura do roboˆ;
• (x(t), y(t)): posic¸a˜o do roboˆ em coordenadas cartesianas globais.
A partir da Figura 4.1, pode-se obter o modelo linearizado em coordenadas locais.
Para isso, considera-se que o sistema de coordenadas locais (xL, yL) esteja sempre
posicionado sobre o roboˆ, de modo que o eixo xL esteja sempre no sentido do seu
comprimento, como mostra a Figura 4.1. A partir desta figura, tem-se:


dxL =
1
γ
· sen(dθ)
dyL =
1
γ
· (1− cos(dθ))
γ =
dθ
v(t) · dt
,
de modo que, substituindo a equac¸a˜o de γ nas equac¸o˜es de xL e yL, e depois a mani-
pulando algebricamente, chega-se ao modelo cinema´tico em coordenadas locais que e´
dado por:


x˙L(t) =
v
dθ
· sen(dθ(t))
y˙L(t) =
v
dθ
· (1− cos(dθ(t))
θ˙(t) = v(t) · γ(t)
, (4.2)
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onde a orientac¸a˜o do ve´ıculo θ(t) esta´ no sistema de coordenadas globais.
O modelo cinema´tico linearizado em sistema de coordenadas locais e´ obtido a partir
do modelo na˜o-linear em coordenadas locais, dado pela expressa˜o (4.2). Para isso, e´
assumido que a cada amostra, os incrementos do aˆngulo de orientac¸a˜o θ(t) da expressa˜o
(4.2) sa˜o pequenos (NORMEY-RICO et al., 1998). Assim, expandindo em Se´ries de
Taylor cos(dθ(t)) e sen(dθ(t)), e truncando no segundo e no primeiro termo respec-
tivamente, tem-se cos(dθ(t)) ≃ 1 −
dθ(t)2
2!
e sen(dθ(t)) ≃ dθ(t). Portanto, o modelo
cinema´tico em coordenadas locais linearizado e´ dado por:


x˙L(t) = v(t)
y˙L(t) =
v(t)
2
· dθ(t)
θ˙(t) = v(t) · γ(t)
(4.3)
Aplicando o me´todo de discretizac¸a˜o de Euler (x˙(k) = x(k+1)−x(k)
T
), tem-se


xL(k + 1) = xL(k) + v(k) · T
yL(k + 1) = yL(k) +
v(k) · T
2
·∆θ(k)
θ(k + 1) = θ(k) + v(k) · T · γ(k)
onde substituindo ∆θ(k) por θ(k + 1)− θ(k), chega-se ao modelo linear discreto:


xL(k + 1) = xL(k) + v(k) · T
yL(k + 1) = yL(k) +
(v(k) · T )2
2
· γ(k)
θ(k + 1) = θ(k) + v(k) · T · γ(k)
(4.4)
4.3 Modelagem de um Roboˆ Direcional
Roboˆs mo´veis com sistema de direc¸a˜o baseado em Estrutura de Ackerman sa˜o aqui
denominados roboˆs direcionais, caracterizados por duas rodas traseiras alinhadas com
o ve´ıculo e duas rodas dianteiras que podem ser esterc¸adas, sendo portanto, guia´veis
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como mostra a Figura 4.2. A modelagem do ve´ıculo direcional parte das mesmas consi-
derac¸o˜es de rigidez do corpo e na˜o deformabilidade das rodas. De modo a simplificar a
modelagem, os pares de rodas dianteiras e traseiras sa˜o representados por apenas uma
roda na frente e outra atra´s na metade de cada eixo mecaˆnico (MURRAY e SASTRY,
1993). Assim, assume-se que na˜o ocorre escorregamento e, portanto, a velocidade do
ve´ıculo no centro das duas rodas de cada eixo mecaˆnico e´ sempre tangente a` orientac¸a˜o
do mesmo (BARRAQUAND e LATOMBE, 1989). Ale´m disso, sendo que as rodas
dianteiras e traseiras possuem a mesma dimensa˜o, pode-se considerar que o mo´dulo
da velocidade em ambas e´ igual. Com isso, as restric¸o˜es do sistema permitem que as
rodas rolem e girem, mas na˜o deslizem.
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Figura 4.2: Configurac¸a˜o de um roboˆ direcional.
A partir da Figura 4.2, o ponto de guiamento e´ definido no centro das rodas di-
anteiras e o centro de rotac¸a˜o esta´ localizado no centro de massa (cm). O modelo
cinema´tico de um roboˆ direcional com translac¸a˜o bi-dimensional e rotac¸a˜o no plano e´
descrito pela expressa˜o (4.5) (BARRAQUAND e LATOMBE, 1989; NELSON, 1989;
MURRAY e SASTRY, 1993; NECSULESCU et al., 1996; SCHAMMASS et al., 1998):


x˙(t) = vD(t) · cos (θ(t) + δD(t))
y˙(t) = vD(t) · sen (θ(t) + δD(t))
θ˙(t) =
vD(t)
dD
· senδD(t)
, (4.5)
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onde:
• vD(t): velocidade tangencial do roboˆ no ponto central entre as rodas dianteiras;
• dD: distaˆncia entre o eixo dianteiro e o centro de massa do roboˆ;
• θ(t): posic¸a˜o angular do roboˆ em relac¸a˜o ao sistema de coordenadas globais;
• δD(t): aˆngulo da roda dianteira em relac¸a˜o ao eixo xL fixo ao roboˆ;
• (x(t), y(t)): coordenadas cartesianas globais do roboˆ.
A obtenc¸a˜o do modelo cinema´tico em coordenadas locais do roboˆ direcional parte
da mesma considerac¸a˜o utilizada na modelagem cinema´tica de roboˆs diferenciais, ou
seja, e´ considerado que o sistema de coordenadas (xL, yL) e´ fixo e localizado no centro
de massa do roboˆ e que o eixo xL e´ paralelo ao comprimento do roboˆ. Assim, o modelo
cinema´tico em coordenadas locais do roboˆ representado pela Figura 4.2 e´ dado por:


x˙L(t) = vD(t) · cos(δD(t))
y˙L(t) = vD(t) · sen(δD(t))
θ˙(t) =
vD(t)
dD
· sen(δD(t))
, (4.6)
onde a orientac¸a˜o do ve´ıculo θ(t) esta´ no sistema de coordenadas globais.
Assim como na Sec¸a˜o 4.2, o modelo cinema´tico linearizado e´ obtido a partir do
modelo em coordenadas locais, dado pela expressa˜o (4.6) no qual os incrementos dos
aˆngulos de orientac¸a˜o do ve´ıculo, θ(t), e de direc¸a˜o da roda dianteira, δD(t), sa˜o pe-
quenos a cada amostra. Assim, expandindo, atrave´s de Se´ries de Taylor, cos(δD(t))
e sen(δD(t)), e truncando as expanso˜es no primeiro termo, tem-se cos(δD(t)) ≃ 1 e
sen(δD(t)) ≃ δD(t). Portanto, o modelo cinema´tico em coordenadas locais linearizado
e´ dado por:


x˙L(t) = vD(t)
y˙L(t) = vD(t) · δD(t)
θ˙(t) =
vD(t)
dD
· δD(t)
(4.7)
4. Controle Preditivo Aplicado a Robo´tica Mo´vel 37
Utilizando, novamente, o me´todo de Euler para obter o modelo discretizado para o
sistema (4.7), tem-se:


xL(k + 1) = xL(k) + vD(k) · T
yL(k + 1) = yL(k) + vD(k) · T · δD(k)
θ(k + 1) = θ(k) +
vD(k) · T
dD
· δD(k)
(4.8)
Assim como o modelo linearizado para roboˆs diferenciais, o modelo linearizado da
expressa˜o (4.8) e´ va´lido somente para pequenos valores de incrementos de θ(t) e δD(t),
o que remete novamente a` necessidade da gerac¸a˜o de rotas de aproximac¸a˜o.
4.3.1 Modelo Dinaˆmico
Devido ao fato de que roboˆs e ve´ıculos do tipo automo´vel frequ¨entemente se apresen-
tam com dimenso˜es e massa na˜o desprez´ıveis, a influeˆncia das forc¸as que atuam sobre
a estrutura destes deve ser considerada em aplicac¸o˜es em que se deseja bom desempe-
nho em velocidades elevadas. Velocidades elevadas sa˜o aqui consideradas velocidades
pro´ximas aos limites de estabilidade dinaˆmica particulares de cada ve´ıculo ou roboˆ.
A modelagem da dinaˆmica do modelo do tipo automo´vel sera´ apresentada de forma
simplificada, com base no trabalho realizado por LEDUR (2003).
Esta modelagem e´ desenvolvida a partir das seguintes considerac¸o˜es:
• E´ considerado que o centro de massa (cm) do roboˆ se encontra ao n´ıvel do solo,
eliminando a influeˆncia de movimentos de rotac¸a˜o em torno dos eixos x e y
apresentados na Figura 4.3. Com isso, analisam-se apenas os movimentos de
rotac¸a˜o em torno do eixo z e de deslocamento no plano xy.
• Assim como na modelagem dos aspectos cinema´ticos, supo˜e-se que as rodas em
cada um dos eixos mecaˆnicos do roboˆ sa˜o agrupadas em apenas uma, como mos-
trado na Figura 4.4. Assim, desprezam-se todos os tipos de movimentos osci-
lato´rios ou rotato´rios em torno do eixo x. O efeito da suspensa˜o do roboˆ tambe´m
e´ desconsiderado na modelagem dinaˆmica, ou seja, sem o efeito massa-mola-
amortecedor o roboˆ e´ considerado como um retaˆngulo se movendo sobre o solo.
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Ao desprezar o efeito da suspensa˜o do ve´ıculo, elimina-se tambe´m a influeˆncia da
variac¸a˜o de carga sobre os pneus, e assim a massa do roboˆ e´ distribu´ıda unifor-
memente ao longo do chassi.
• No diagrama de forc¸as do roboˆ, considera-se que o mesmo possui trac¸a˜o nos eixos
traseiro e dianteiro para facilitar a adaptac¸a˜o de diversas formas de trac¸a˜o. Caso
o roboˆ na˜o possua algum destes componentes, basta anula´-lo.
Figura 4.3: Rotac¸a˜o e deslocamento nos eixos xyz.
A partir do diagrama de forc¸as representado na Figura 4.5, sa˜o obtidas as equac¸o˜es
da dinaˆmica do roboˆ. Nestas, sa˜o consideradas todos as forc¸as de interesse em relac¸a˜o
ao sistema de coordenadas locais, bem como os aˆngulos e distaˆncias das mesmas com
relac¸a˜o ao centro de massa.
Atrave´s do diagrama, pode-se observar que as forc¸as representadas atuam em qua-
tro diferentes pontos, sendo eles o centro de massa (cm), o centro de convergeˆncia
aerodinaˆmica (ca) e os pontos de contato dos pneus dianteiro e traseiro com o solo
(LEDUR, 2003).
O vetor velocidade v, que rotaciona em relac¸a˜o ao eixo xL de um aˆngulo β, e o vetor
forc¸a centr´ıfuga FCF , que e´ perpendicular ao vetor velocidade e que tende a impulsionar
o roboˆ para fora do eixo de rotac¸a˜o em torno do eixo zL, esta˜o localizados no cm. O
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Figura 4.4: Agrupamentos das rodas.
Figura 4.5: Diagrama de forc¸as de um roboˆ direcional.
aˆngulo θ descreve o deslocamento angular, como ja´ mencionado anteriormente, do eixo
xL fixo ao roboˆ em relac¸a˜o ao eixo x do sistema de coordenadas globais. No ca esta´
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sendo aplicada a forc¸a aerodinaˆmica (FA), que e´ decomposta sobre os eixos xL e yL em
FxA e FyA, respectivamente. FxA e FyA descrevem, de forma simplificada, todo o efeito
aerodinaˆmico que atua sobre o roboˆ.
Na roda traseira, esta˜o localizadas a forc¸a de trac¸a˜o traseira FxT , que e´ uma das
forc¸as responsa´veis pelo deslocamento do roboˆ, e a forc¸a de adereˆncia lateral do pneu
traseiro FyT , que atua no sentido contra´rio ao deslocamento lateral do roboˆ. Neste
ponto de atuac¸a˜o de forc¸as, tambe´m se encontra o vetor de deslocamento lateral VT ,
que esta´ inclinado em relac¸a˜o ao eixo xL pelo aˆngulo αT . Este vetor representa a
tendeˆncia do roboˆ permanecer em uma trajeto´ria retil´ınea (RAFFO, 2005).
As forc¸as atuantes sobre a roda dianteira sa˜o definidas da mesma maneira que as
atuantes na roda traseira, pore´m a incideˆncia das primeiras e´ determinada pelo aˆngulo
δD que descreve o aˆngulo de esterc¸amento da roda dianteira em relac¸a˜o ao eixo xL.
No diagrama de forc¸as, tambe´m esta˜o descritas as distaˆncias entre o cm e os demais
pontos de atuac¸a˜o de forc¸as; com o aux´ılio destas distaˆncias se define a equac¸a˜o de
momento torsor em relac¸a˜o ao centro de massa do roboˆ.
A partir da definic¸a˜o das forc¸as relevantes que atuam sobre os eixos xL e yL e
dos torques que atuam sobre o eixo zL, em LEDUR (2003), sa˜o obtidas, com base na
Segunda Lei de Newton nas verso˜es para corpos em translac¸a˜o e rotac¸a˜o, as equac¸o˜es
dinaˆmicas de β e θ˙ . Em RAFFO (2005), estas equac¸o˜es sa˜o linearizadas com base nas
considerac¸o˜es propostas por KELBER et al. (2004), chegando-se a`s expresso˜es (4.9) e
(4.10).
β˙ = θ˙ ·
(
cT · dT − cD · dD
m · v2
− 1
)
− β ·
(
cT + cD
m · v
)
+
FxD · δD
m · v
+
cD · δD
m · v
(4.9)
θ¨ =
β
Jz
· (cT · dT − cD · dD)−
θ˙
Jz · v
·
(
cT · d
2
T + cD · d
2
D
)
+
cD · dD · δD
Jz
+
FxD · dD · δD
Jz
(4.10)
Ja´ a dinaˆmica da velocidade v, conforme e´ mostrado em GOMES (2003) e em KEL-
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BER et al. (2004), apresenta comportamento diferenciado nas situac¸o˜es de acelerac¸a˜o e
frenagem, devido a` natureza distinta dos sistemas eletromecaˆnicos envolvidos em cada
oprerac¸a˜o. A dinaˆmica linearizada da velocidade v para cada uma das situac¸o˜es foi
identificada, experimentalmente, em GOMES (2003), para um ve´ıculo direcional do
tipo Mini-Baja com trac¸a˜o traseira, por meio da resposta a degraus de acelerac¸a˜o e
frenagem. Para isso, considera-se que os aˆngulos de orientac¸a˜o e do vetor velocidade
se manteˆm sobre a refereˆncia e o motor a combusta˜o opera na regia˜o de regime. A
func¸a˜o de transfereˆncia simplificada obtida para a situac¸a˜o de acelerac¸a˜o e´ dada pela
expressa˜o (4.11)
Gvel(s)acel =
v(s)
ϕ(s)
=
VV acel
TMgas · TV · s2 + (TMgas + TV ) · s+ 1
(4.11)
onde ϕ e´ o aˆngulo de abertura do carburador, TMgas e´ a constante de tempo do modelo
simplificado do motor, TV e´ a constante de tempo do ve´ıculo, que relaciona a massa
deste com os atritos impostos a ele, e VV acel e´ o ganho que relaciona a forc¸a necessa´ria
para deslocar o ve´ıculo com os atritos aos quais este e´ submetido.
A func¸a˜o de transfereˆncia simplificada obtida para a frenagem e´ dada pela expressa˜o
(4.12)
Gvel(s)fren =
v(s)
τF (s)
=
VV fren
T1 · s3 + T2 · s2 + T3 · s+ 1
(4.12)
onde τF e´ o torque imposto pelo motor de controle do sistema de freios, T1 = (TF ·
TFmec · TV ), T2 = (TF · TFmec + TF · TV + TFmec · TV ), T3 = (TF + TFmec + TV ), TF e´ a
constante de tempo do sistema eletroˆnico de controle de torque de frenagem, TFmec e´
a constante de tempo da estrutura mecaˆnica do sistema de freios, TV e´ a constante de
tempo do ve´ıculo, que relaciona a massa deste com os atritos impostos a ele, e VV fren
e´ o ganho que relaciona o torque de frenagem com a forc¸a produzida pelo sistema de
freios.
Com isso, modelo dinaˆmico linearizado de roboˆs e ve´ıculos do tipo automo´vel e´ aqui
descrito pelas expresso˜es (4.9, 4.10, 4.11, 4.12) de modo que o controle do comporta-
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mento dinaˆmico destes pode, sob certas restric¸o˜es, ser controlado utilizando te´cnica de
cpbm linear.
4.4 Transformac¸a˜o de Coordenadas
Para poder-se utilizar o controlador baseado no modelo em coordenadas locais, e´ ne-
cessa´rio transformar o caminho de refereˆncia tambe´m para as coordenadas locais, pois
a trajeto´ria de refereˆncia e´ pre´-determinada no sistema de coordenadas globais. As-
sim, a cada per´ıodo amostral em que se recebe a trajeto´ria de refereˆncia futura, esta
e´ transformada para o sistema de coordenadas locais, cuja orientac¸a˜o corresponde a`
posic¸a˜o atual do roboˆ, como e´ apresentado na Figura 4.6, onde α = (φ − θ(k)) e
d =
√
(xref (k + j)− x(k))
2 + (yref (k + j)− y(k))
2 e j e´ o ı´ndice que define o nu´mero
de amostras a` frente do passo k.
X
YG
G
2(k)
N
YL
YL
X
L
X
L
y(k)
y (k+j)
x(k) x (k+j)
ref
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d
Figura 4.6: Transformac¸a˜o de coordenadas.
Assim, o aˆngulo φ e´ obtido por:
φ = arctg
(
yref (k + j)− y(k)
xref (k + j)− x(k)
)
, (4.13)
e as coordenadas locais do ponto (xref (k + j), yref (k + j)) em relac¸a˜o a` posic¸a˜o atual
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do roboˆ sa˜o:
xLref (k + j) = d · cos (φ− θ(k))
yLref (k + j) = d · sen (φ− θ(k))
(4.14)
Para realizar a transformac¸a˜o de coordenadas locais para globais, faz-se:
α = arctg
(
yL(k + j)
xL(k + j)
)
(4.15)
d =
√
xL(k + j)
2 + yL(k + j)
2 (4.16)
x(k + j) = d · cos (θ(k)− α) + x(k)
y(k + j) = d · sen (θ(k)− α) + y(k)
(4.17)
Tais transformac¸o˜es sa˜o utilizadas tanto para gerar a trajeto´ria de aproximac¸a˜o,
quanto para coloca´-la no sistema de trabalho.
4.5 Trajeto´ria de Aproximac¸a˜o
Va´rios me´todos de seguimento de trajeto´ria sa˜o baseados em encontrar o erro entre
a posic¸a˜o atual do roboˆ e a desejada sobre uma trajeto´ria de refereˆncia. Pore´m, se o
ve´ıculo na˜o esta´ sobre a refereˆncia, e´ necessa´rio aproxima´-lo desta utilizando trajeto´rias
de aproximac¸a˜o (NORMEY-RICO et al., 1999). Estrate´gias de aproximac¸a˜o, em geral,
sa˜o compostas pelos seguintes passos (AMIDI, 1990):
• escolher um ponto a uma distaˆncia qualquer a` frente do ve´ıculo sobre a trajeto´ria
de refereˆncia como o ponto de destino;
• usar a informac¸a˜o deste ponto para definir o caminho a ser seguido.
Em AMIDI (1990) foram testados alguns algoritmos que geram trajeto´ria de apro-
ximac¸a˜o. Dentre eles esta˜o o CTA (Control Theory Approach), o QPF (Quintic Poly-
nomial Fit) e o pure pursuit. O CTA apresenta raio de curvatura muito pequeno, que e´
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aproximadamente o menor raio de giro poss´ıvel, devido a questo˜es f´ısicas, que o ve´ıculo
pode realizar. O me´todo, apesar de ser bastante simples, apresenta boa performance.
Pore´m, quando utilizado para superar pequenos erros de orientac¸a˜o, resulta em pe-
quenas oscilac¸o˜es no aˆngulo de direc¸a˜o da roda dianteira, as quais na˜o sa˜o desejadas
em aplicac¸o˜es da alto desempenho. O QPF tem como finalidade evitar movimentos
descont´ınuos do aˆngulo de direc¸a˜o da roda dianteira, mas a complexidade e o dif´ıcil en-
tendimento deste algoritmo se caracterizam como obsta´culos relevantes. O pure pursuit
e´ um algoritmo de fa´cil implementac¸a˜o, pois considera somente a localizac¸a˜o do ve´ıculo
e do ponto de destino, ale´m de gerar trajeto´rias de aproximac¸a˜o bastante esta´veis e
precisas (AMIDI, 1990).
Em WIT et al. (2004), foi apresentada e testada a te´cnica vector pursuit, baseada
na teoria dos helico´ides desenvolvida na trabalho pioneiro de Sir Robert Stawell Ball
em 1900 e apresentada em BALL (1900). A te´cnica inova no sentido de que considera
geometricamente a orientac¸a˜o de refereˆncia na posic¸a˜o a` frente do ve´ıculo sobre a tra-
jeto´ria. Como resultado, o vector pursuit proporciona maior robustez frente a variac¸o˜es
na distaˆncia para a escolha do ponto a` frente, se comparada a te´cnicas como o pure
pursuit.
Com base nos resultados apresentados em diversos trabalhos citados anteriormente
e no fato de que o trabalho desta dissertac¸a˜o ja´ estava em andamento quando foi
apresentada a te´cnica do vector pursuit, o algoritmo pure pursuit foi escolhido para ser
usado no controlador projetado, como comentado no Cap´ıtulo 2. O pure pursuit foi ori-
ginalmente desenvolvido como um me´todo para calcular o arco necessa´rio para colocar
o ve´ıculo sobre a trajeto´ria de refereˆncia (COUTLER, 1992). Esta primeira aplicac¸a˜o
do me´todo foi realizada com o Terragator, um roboˆ com seis rodas desenvolvido nos
anos oitenta. pure pursuit e´ um algoritmo de seguimento de trajeto´ria que trabalha
calculando a curvatura na qual o ve´ıculo se movera´ a partir da sua posic¸a˜o atual ate´
um ponto de destino. Este se encontra sobre a trajeto´ria de refereˆncia e esta´ distante
do ve´ıculo por uma distaˆncia denominada look-ahead em AMIDI (1990), a qual pode
ser fixa ou alterada on-line de forma perio´dica. O look-ahead e´ ana´logo a` distaˆncia
visualizada por um motorista a` frente do carro, e por isso, ao seguir o caminho, arcos
para diferentes pontos de destino va˜o sendo gerados, a` medida que o ve´ıculo se move,
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como mostra a Figura 4.7.
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Figura 4.7: Sequ¨eˆncia de arcos do pure pursuit.
A escolha do look-ahead deve considerar dois problemas: alcanc¸ar uma trajeto´ria e,
apo´s isso, manter-se sobre ela. No primeiro problema, se o look-ahead e´ muito longo,
o ve´ıculo tende a convergir para o caminho gradualmente e com menos oscilac¸a˜o, ou
seja, de maneira mais esta´vel. Assim, pode-se relacionar a resposta do pure pursuit
com a resposta ao degrau de um sistema dinaˆmico de segunda ordem e o valor do look-
ahead como um fator de amortecimento. No segundo problema, um look-ahead muito
grande diminui a capacidade de curvatura do roboˆ e, em consequ¨eˆncia disso, faz com
que um caminho menos curvil´ıneo seja seguido. O algoritmo calcula uma curvatura
para que o roboˆ possa percorrer um arco; pore´m, se o caminho entre o ve´ıculo e o
ponto de destino e´ muito curvil´ıneo, enta˜o existe um arco na˜o singular que une os dois
pontos que induzira´ a um erro de direcionamento do ve´ıculo (COUTLER, 1992). Ale´m
desses problemas, o look-ahead deve ser escolhido considerando diferentes velocidades.
Uma maneira para encontrar esta distaˆncia pode ser experimental, com a finalidade
de encontrar o relacionamento do look-ahead com a velocidade (AMIDI, 1990). Neste
trabalho, foi utilizado um me´todo adaptativo para determinar esta distaˆncia, ou seja,
em um per´ıodo pre´-definido e´ calculada a distaˆncia entre a posic¸a˜o atual do ve´ıculo e
o ponto de destino sobre a trajeto´ria de refereˆncia e, dependendo desta, o look-ahead
e´ recalculado.
O raio de curvatura e´ calculado considerando as coordenadas do ve´ıculo e da
refereˆncia no sistema fixo ao roboˆ, como e´ apresentado na Figura 4.8. O par
(xLref (k + j), yLref (k + j)) sa˜o as coordenadas locais do ponto (xref (k + j), yref (k + j))
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da trajeto´ria de refereˆncia em relac¸a˜o a` posic¸a˜o atual do ve´ıculo (x(k), y(k)), L e´ o look-
ahead e r e´ o raio do arco a ser constru´ıdo.
X (k)
L
r
X (k+j)
L
Y (k+j)
L
Y (k)
L
y (k+j)
Lref
x (k+j)
Lref
d
L
Figura 4.8: Geometria do Algoritmo.
Assim, tem-se:
xLref (k + j)
2 + yLref (k + j)
2 = L2
d = r − yLref (k + j)
(r − yLref (k + j))
2 + xLref (k + j)
2 = r2
r =
L2
2yLref (k + j)
(4.18)
Com isso, para cada ponto da trajeto´ria de refereˆncia distante pelo look-ahead do
ve´ıculo, um arco com raio r e´ calculado. O ve´ıculo enta˜o se aproximara´ suavemente do
caminho de destino, sem que ocorram incrementos elevados no aˆngulo de orientac¸a˜o do
roboˆ.
O me´todo apresenta algumas limitac¸o˜es relacionadas aos efeitos da dinaˆmica do
ve´ıculo, ja´ que a capacidade deste ou de seus atuadores na˜o e´ modelada e assume-se
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que a resposta e´ perfeita para as curvaturas exigidas. Estas limitac¸o˜es fazem com que
o ve´ıculo saia de traseira e derrape quando ocorre uma mudanc¸a brusca na curvatura e
este esta´ em alta velocidade (RAFFO, 2005). Ale´m disso, o ve´ıculo na˜o se aproximara´
da trajeto´ria ta˜o rapidamente quanto desejado por causa do atraso na resposta da
direc¸a˜o (COUTLER, 1992).
4.6 GPC Aplicado a Seguimento de Trajeto´ria
Como foi descrito na Sessa˜o 4.1, em RAFFO (2005) e NORMEY-RICO et al. (1999),
mostrou-se que o algoritmo gpc pode ser aplicado ao problema de seguimento de
trajeto´ria de roboˆs mo´veis nos n´ıveis de dinaˆmica e conduc¸a˜o. O controle de orientac¸a˜o
e posic¸a˜o de roboˆs mo´veis considerando somente o modelo cinema´tico e´ va´lido quando
estes trabalham em baixas velocidades, com pequenas acelerac¸o˜es e os efeitos da massa
do ve´ıculo e da carga que este transporta possam ser desconsideradas. A Figura 4.9
apresenta a estrutura do sistema de controle de seguimento de trajeto´ria apenas para
o modelo cinema´tico.
Gerenciadore
Supervisor
de Trajetória
de Referência
Controlador da
Cinemática do
Robô - Seguimento
de Trajetória
Plano de
Rota
Planejamento de Rota Condução Subsistemas Robô
Subsistemas
do Robô Cinemática
do Robô
Figura 4.9: Arquitetura de controle baseado em modelo cinema´tico
No entanto, como comentado no Cap´ıtulo 2 e na Sessa˜o 4.3, quando ve´ıculos
autoˆnomos sa˜o designados a obter performance em tarefas de alto desempenho e percor-
rer caminhos em altas velocidades, o modelo dinaˆmico deles se torna muito importante
(BOYDEN e VELINSKY, 1994) e deve ser considerado. A Figura 4.10 apresenta a
estrutura de controle considerando tambe´m o modelo dinaˆmico.
Nesta sec¸a˜o e´ apresentado o Generalized Predictive Control (gpc), bem como a sua
aplicac¸a˜o aos modelos dinaˆmicos e cinema´ticos de roboˆs mo´veis, utilizando a estrutura
das figuras 4.9 e 4.10 para tratar o problema de seguimento de trajeto´ria.
4. Controle Preditivo Aplicado a Robo´tica Mo´vel 48
Gerenciadore
Supervisor
de Trajetória
de Referência
Controlador da
Cinemática do
Robô - Seguimento
de Trajetória
Plano de
Rota
Planejamento de Rota Condução
Controlador
da Dinâmica
do Robô
Robô
Subsistemas
do Robô
SubsistemasDinâmica
Cinemática
do Robô
Dinâmica
do Robô
Figura 4.10: Arquitetura de controle em cascata considerando modelo dinaˆmico
4.6.1 O Controle Preditivo Generalizado - GPC
O controle preditivo generalizado (CLARKE et al., 1987), ou gpc, e´ uma te´cnica de
cpbm linear que utiliza modelo baseado em func¸a˜o de transfereˆncia, sendo capaz de
tratar processos multivaria´veis. O modelo multivaria´vel discreto utilizado pelo gpc e´
dado por uma func¸a˜o de transfereˆncia n×m P(z−1):
y(k) = P(z−1) · u(k) (4.19)
onde u(k) e´ o vetor de entradas m× 1 e y(k) e´ o vetor de sa´ıdas n× 1. Cada elemento
Ppq(z
−1) de P(z−1) e´ uma func¸a˜o de transfereˆncia siso:
Ppq(z
−1) =
z−1B′pq(z
−1)
Apq(z−1)
=
z−1Bpq(z
−1)
Ap(z−1)
= gpq(z
−1)
(4.20)
onde Apq(z
−1) e B′pq(z
−1) sa˜o, respectivamente, o denominador e o numerador da func¸a˜o
de transfereˆncia entre a entrada q e a sa´ıda p, e Ap(z
−1) e´ o mı´nimo mu´ltiplo comum dos
polinoˆmios Apq(z
−1) para q = 1 · · ·m e p = 1 · · ·n. Considerando a matriz polinomial
diagonal A(z−1) com os elementos Ap(z
−1) e as matrizes polinomiais B(z−1) e G(z−1)
4. Controle Preditivo Aplicado a Robo´tica Mo´vel 49
com os elementos Bpq(z
−1) e gpq(z
−1), respectivamente, o modelo do processo e´ descrito
por:
P(z−1) = G(z−1) (4.21)
Como o algoritmo gpc usa o modelo Controlled Auto-Regressive and Integrated
Moving Average (carima), a partir do processo multivaria´vel (4.19) com n-sa´ıdas e
m-entradas, ele e´ escrito da seguinte forma:
A
(
z−1
)
· y(k) = B
(
z−1
)
· u(k − 1) +
C (z−1)
∆
· e(k) (4.22)
com
Ap (z
−1) = 1 + ap1z
−1 + ap2z
−2 + · · ·+ apnapz
−nap
Bpq (z
−1) = bpq0 + b
pq
1 z
−1 + bpq2 z
−2 + · · ·+ bpqnbpqz
−nbpq
(4.23)
Por questa˜o de simplicidade e pelo fato de que, na pra´tica, os polinoˆmios coloridos
sa˜o muito dif´ıceis de serem estimados com boa precisa˜o, escolhe-se C(z−1) = In×n. O
operador ∆ e´ definido como ∆ = 1 − z−1 e e(k) e´ o vetor de ru´ıdos n × 1, que se
considera ser um ru´ıdo branco com me´dia zero. Assim, o modelo (4.22) e´ reescrito
(CAMACHO e BORDONS, 1998; NORMEY-RICO e CAMACHO, 2000):
A
(
z−1
)
· y(k) = B
(
z−1
)
· u(k − 1) +
1
∆
· e(k) (4.24)
Como a matriz A(z−1) e´ diagonal, as equac¸o˜es Diofantinas necessa´rias a` obtenc¸a˜o
da predic¸a˜o o´tima de cada sa´ıda tambe´m podem ser resolvidas independentemente para
cada uma delas. Assim, o modelo carima (4.24) expresso para uma sa´ıda e´ dado por:
Ap
(
z−1
)
· yp(k) = Bp
(
z−1
)
· u(k − 1) +
e(k)
∆
(4.25)
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onde Bp = [Bp1 Bp2 · · · Bpm]. A sa´ıda predita yˆp(k+ j|k), para amostras j a` frente de
k, e´ obtida da soluc¸a˜o da seguinte equac¸a˜o Diofantina:
1 = Epj(z
−1)Ap(z
−1)∆ + z−jFpj(z
−1) (4.26)
onde Epj(z
−1) e Fpj(z
−1) sa˜o polinoˆmios de ordem j − 1 e nap, respectivamente.
Se (4.25) e´ multiplicado por ∆Epj(z
−1)zj tem-se:
Epj(z
−1)A˜p(z
−1)yp(k + j) = Epj(z
−1)B(z−1)∆u(k + j − 1) + Epj(z
−1)e(k + j) (4.27)
com A˜p(z
−1) = ∆Ap(z
−1).
Da expressa˜o (4.27), e´ tido que no segundo membro da igualdade apenas os termos
do ru´ıdo futuro na˜o sa˜o conhecidos. Tambe´m devido ao fato de que o grau de Ej(z
−1)
e´ j − 1, tem-se que os termos dependentes do ru´ıdo esta˜o no futuro. Como no sentido
estoca´stico a melhor predic¸a˜o de yp(k+j|k) e´ aquela que considera como nulos os valores
do ru´ıdo futuro (CAMACHO e BORDONS (1998); NORMEY-RICO e CAMACHO
(2000)), fazendo-se e(k + j) = 0 para j > 0 e realizando-se algumas manipulac¸o˜es
matema´ticas, obte´m-se a predic¸a˜o o´tima da sa´ıda yˆp(k + j|k):
yˆp(k + j|k) = Epj(z
−1)Bp(z
−1)∆u(k + j − 1|k) + Fpj(z
−1)yp(k) . (4.28)
A expressa˜o (4.28) pode ser escrita na forma matricial:
yˆp = Gp∆u+ fp , (4.29)
onde
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yˆp =


yˆp(k + 1|k)
yˆp(k + 2|k)
...
yˆp(k +N2p|k)


, Gp =
[
Gp1 Gp2 · · · Gpm
]
;
∆u =


∆u1
∆u2
...
∆um


, fp =


fp(1)
fp(2)
...
fp(N2p)


,
com
∆uq =


∆uq(k)
∆uq(k + 1)
...
∆uq(k +Nuq − 1)


, (4.30)
fp(j) = z(1− A˜p(z
−1))fp(j − 1) +Bp(z
−1)∆u(k + j) . (4.31)
e, conforme CAMACHO e BORDONS (1998), devido a`s propriedades recursivas do
polinoˆmio Epj, tem-se:
Gpq =


gpq0 0 · · · 0
gpq1 gpq0 · · · 0
...
...
. . .
...
gpqN2p−1 gpqN2p−2 · · · gpqN2p−Nuq−1


, (4.32)
Os valores de ∆u(k + j) quando j ≥ 0 sa˜o iguais a zero e fp(0) = yp(k).
Assim, a predic¸a˜o o´tima para um processo MIMO e´ dada por:
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

yˆ1
yˆ2
...
yˆn


=


G11 G12 · · · G1m
G21 G21 · · · G2m
...
...
. . .
...
Gn1 Gn2 · · · Gnm




∆u1
∆u2
...
∆um


+


f1
f2
...
fm


(4.33)
O algoritmo gpc mimo consiste na aplicac¸a˜o de uma sequ¨eˆncia de controle que
minimiza a seguinte func¸a˜o custo multi-esta´gio (NORMEY-RICO e CAMACHO, 2000):
J(N2, Nu) =
N2∑
j=1
∥∥yˆ(k + j|k)− yref (k + j)∥∥2Q +
Nu∑
j=1
‖∆u(k + j − 1)‖2R (4.34)
Portanto, substituindo as predic¸o˜es obtidas (4.33) na expressa˜o (4.34), esta pode
ser reescrita como:
J =
(
G∆u+ f− yref
)
′
Q
(
G∆u+ f− yref
)
+∆u′R∆u (4.35)
O mı´nimo de J , assumindo que na˜o existem restric¸o˜es no sinal de controle, pode ser
obtido analiticamente fazendo ∂J/∂∆u = 0, da qual se obte´m a lei de controle linear
na forma:
∆u = (G′ ·Q ·G+R)
−1
·G′ ·Q ·
(
yref − f
)
(4.36)
Devido a` estrate´gia de horizonte deslizante, somente ∆u(k) e´ necessa´rio no instante
k. Assim, para cada ∆uj, apenas a primeira linha de (G
′ ·Q ·G+R)
−1
·G′ ·Q, de-
nominada o ganho K, precisa ser calculada por per´ıodo amostral, a qual esta´ separada
para cada entrada por 1 +
j−1∑
p=0
Nu(p) linhas. Isto pode ser feito off-line para um caso
na˜o adaptativo. A lei de controle pode, portanto, ser expressa como:
∆u(k) = K · (yref − f) (4.37)
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isto e´, uma matriz de ganho linear que multiplica os erros preditos entre a refereˆncia
futura e a resposta livre predita do processo.
Pore´m, no caso de controle adaptativo, a matriz G tem que ser calculada a cada
amostra, pois os paraˆmetros estimados mudam. Os ca´lculos dos incrementos de controle
futuros sa˜o resolvidos pela equac¸a˜o linear (G′ ·Q ·G+R) ·∆u = G′ ·Q ·
(
yref − f
)
.
Novamente, somente a primeira linha da expressa˜o acima precisa ser computada para
cada ∆uj, a qual esta´ separada para cada entrada por 1 +
j−1∑
p=0
Nu(p) linhas. Como,
nesse caso, realizar inversa˜o matricial on-line demanda alto custo computacional, pode-
se usar me´todos nume´ricos de soluc¸a˜o de equac¸o˜es lineares para inverter matrizes,
como, por exemplo, o algoritmo de Cholesky, LU, QR, entre outros (CAMACHO e
BORDONS, 1998).
4.6.2 GPC Aplicado ao Modelo Cinema´tico
A seguir, sera´ apresentada a aplicac¸a˜o do algoritmo gpc ao controle de cinema´tica em
roboˆtica mo´vel. O controle da cinema´tica de ve´ıculos autoˆnomos utilizando te´cnicas
de controle preditivo ja´ foi previamente abordado na literatura (BERLIN e FRANK,
1991; NORMEY-RICO et al., 1998, 1999; KIM et al., 2001; van ESSEN e NIJMEIJER,
2001; GU e HU, 2002; KU¨HNE et al., 2004). Esta estrate´gia se torna vantajosa quando
o roboˆ percorre uma trajeto´ria previamente estipulada, de modo que, como destacado
em CAMACHO e BORDONS (1998), o controle preditivo e´ bastante favora´vel em
robo´tica e em processos em lote quando a trajeto´ria de refereˆncia futura e´ conhecida a
priori.
Na Figura 4.11, e´ apresentada a estrutura do gpc aplicado ao modelo cinema´tico.
Esta estrutura de aplicac¸a˜o sera´ detalhada separadamente para modelos cinema´ticos
diferenciais e direcionais.
Modelo Cinema´tico Diferencial
Para detalhar a aplicac¸a˜o do gpc ao modelo cinema´tico diferencial, deve-se inicialmente
retomar o modelo linearizado obtido na Sec¸a˜o 4.2, dado pela expressa˜o 4.4. Este modelo
e´ apresentado novamente a seguir:
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Figura 4.11: gpc aplicado ao modelo cinema´tico.


xL(k + 1) = xL(k) + v(k) · T
yL(k + 1) = yL(k) +
(v(k) · T )2
2
· γ(k)
θ(k + 1) = θ(k) + v(k) · T · γ(k)
Para se utilizar este modelo no algoritmo gpc, deve-se descreveˆ-lo atrave´s de func¸a˜o
de transfereˆncia, onde se tem a relac¸a˜o entre as varia´veis controladas, θ(k) e yL(k), e a
varia´vel manipulada, γ(k). Assim, o modelo cinema´tico linear em coordenadas locais
pode ser escrito da seguinte forma:
(
1− z−1
)
·

 θ(k)
yL(k)

 = v(k − 1) · T ·

 1
(v(k − 1) · T )/2

 · γ(k − 1) (4.38)
com vD considerada constante entre duas amostras.
O modelo carima (4.24) para o modelo (4.38) e´ dado por:

 θ(k)
yL(k)

 = v(k − 1) · T
(1− z−1)
·

 1
(v(k − 1) · T )/2

 · γ(k − 1) + 1
(1− z−1)2
·

 1
1

 · e(t) .
(4.39)
A partir do modelo (4.39), pode-se perceber que os modelos siso relacionando a
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entrada γ com a orientac¸a˜o do ve´ıculo θ e a coordenada local yL possuem a mesma
dinaˆmica, pore´m, com ganhos esta´ticos diferentes.
Com o objetivo de calcular a sequ¨eˆncia de controles futuros γ(k), γ(k +
1), · · · , γ(k + Nu − 1) e´ necessa´rio obter as predic¸o˜es das sa´ıdas yˆ(k + j|k), com
j = 1, · · · , N2. Neste caso as sa´ıdas y(k) do modelo sa˜o yL(k) e θ(k). Usando o
modelo carima (4.39) para o roboˆ, a equac¸a˜o Diofantina (4.26) e´ resolvida para obter
a predic¸a˜o o´tima de cada sa´ıda, tendo em vista a estrutura desacoplada do modelo
(NORMEY-RICO et al., 1999). Desta forma, as expresso˜es da predic¸a˜o o´tima para as
varia´veis yL(k) e θ(k) sa˜o:
θˆ(k + j|k) = 2 · θˆ(k + j − 1|k)− θˆ(k + j − 2|k) + v(k − 1) · T ·∆γ(k + j − 1) (4.40)
yˆL(k+j|k) = 2· yˆL(k+j−1|k)− yˆL(k+j−2|k)+
(v(k − 1) · T )2
2
·∆γ(k+j−1) , (4.41)
ou em forma vetorial:


θˆ(k + 1|k)
...
θˆ(k +N2θ|k)
yˆL(k + 1|k)
...
θˆ(k +N2yL|k)


= G ·


∆γ(k)
∆γ(k + 1)
∆γ(k +Nu − 1)


+


fθ(1)
...
fθ(N2θ)
fyL(1)
...
fyL(N2yL)


, (4.42)
onde as matrizes G e f, devido a caracter´ıstica integradora do modelo cinema´tico do
ve´ıculo em coordenadas locais, sa˜o definidas da seguinte maneira:
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G =

 v(k − 1) · T ·G1
(v(k − 1) · T )2
2
·G2

 , Gp =


1 0 · · · 0
2 1 · · · 0
...
...
. . .
...
N2p N2p − 1 · · · N2p −Nu − 1


,
(4.43)
f =

 f1 0
0 f2

 ·


θˆ (k|k)
θˆ (k − 1|k)
yˆL (k|k)
yˆL (k − 1|k)


, fp =


2 −1
3 −2
...
...
N2p + 1 −N2p


. (4.44)
Portanto, com a expressa˜o da predic¸a˜o das sa´ıdas (4.42), minimiza-se a func¸a˜o custo
(4.35) em relac¸a˜o a ∆γ, e a partir da expressa˜o (4.37), o ca´lculo da lei de controle linear
e´ dado por:
∆γ(k) = K · (yref − f ) , (4.45)
com
yref =


θref (k + 1)
...
θref (k +N2θ)
yLref (k + 1)
...
yLref (k +N2yL)


.
Como a matrizGp de resposta ao degrau e´ proporcional ao ganho esta´tico do sistema
(gep), para normalizar o efeito da ponderac¸a˜o R na matriz K e´ necessa´rio utilizar um
valor proporcional a g2e . Assim, escolhe-se R = I ·Re · g
2
e e varia-se Re para ponderar o
sinal de controle (RAFFO, 2005). Como o sistema possui duas sa´ıdas e uma entrada de
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controle, optou-se por escolher o ganho esta´tico da sa´ıda que apresenta maior influeˆncia
no controle. No caso do modelo cinema´tico em coordenadas locais, escolhe-se o ganho
do estado θ e a ponderac¸a˜o R e´ escrita da seguinte forma:
R = I ·Re · (v(k) · T )
2 , (4.46)
onde I e´ uma matriz identidade de dimensa˜o igual a` soma dos horizontes de controle.
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Figura 4.12: Simulac¸a˜o da trajeto´ria no plano xy com gpc aplicado ao modelo ci-
nema´tico em robo diferencial.
Na Figura 4.12 e na Figura 4.13 sa˜o apresentados resultados da simulac¸a˜o do gpc
aplicado a um ve´ıculo diferencial, utilizando os paraˆmetros apresentados pela Tabela
4.1. A simulac¸a˜o foi realizada com N2θ = N2yL = Nu = N e considerando a velo-
cidade vD constante, de modo que o ganho da planta se mante´m constante durante
todo o percurso. A partir dos resultados obtidos na simulac¸a˜o, pode-se observar que o
roboˆ segue o caminho determinado de maneira satisfato´ria. A te´cnica pure pursuit de
gerac¸a˜o de trajeto´ria de aproximac¸a˜o, representada pelo bloco Gerador e Supervisor
da Trajeto´ria de Refereˆncia da estrutura da Figura 4.9, demonstra-se muito u´til para
evitar grandes variac¸o˜es no aˆngulo de orientac¸a˜o θ, proporcionando uma aproximac¸a˜o
suave ate´ o caminho de refereˆncia. Atrave´s da utilizac¸a˜o do look-ahead adaptativo, a
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Figura 4.13: Simulac¸a˜o da evoluc¸a˜o temporal dos estados x, y e θ com gpc aplicado
ao modelo cinema´tico em robo diferencial.
distaˆncia entre a posic¸a˜o atual do roboˆ e o ponto desejado sobre a trajeto´ria e´ monito-
rada periodicamente e serve como base para a redefinic¸a˜o do look-ahead. Se a distaˆncia
do roboˆ ao ponto desejado e´ maior que o valor mı´nimo, o look-ahead e´ redefinido, sendo
igualado a` distaˆncia atual do roboˆ ate´ o ponto desejado. Se o roboˆ se encontra sobre
o ponto desejado, e´ assegurado um valor mı´nimo para garantir a estabilidade e evitar
oscilac¸o˜es. O valor mı´nimo do look-ahead e´ determinado a partir das dimenso˜es do
ve´ıculo e da velocidade v, sendo, no caso da simulac¸a˜o, utilizado o valor correspon-
dente ao comprimento do ve´ıculo. O monitoramento da distaˆncia entre a posic¸a˜o atual
do roboˆ e o ponto desejado e´ aqui realizada a cada dez amostras.
Os paraˆmetros utilizados para simulac¸a˜o e apresentados na Tabela 4.1 foram esco-
lhidos de modo a se obter um percurso fiel a` trajeto´ria de refereˆncia. Outras simulac¸o˜es
realizadas mostraram que a utilizac¸a˜o de horizontes mais elevados em casos de posic¸a˜o
inicial fora da trajeto´ria implica a realizac¸a˜o do percurso pelo lado de dentro das cur-
vas, como se o roboˆ procurasse um atalho ate´ o fim da curva. Isso se deve ao fato de
que, como o roboˆ inicia o percurso distante da trajeto´ria, um horizonte elevado faz com
que ele enxergue pontos da trajeto´ria de refereˆncia muito a` frente da sua posic¸a˜o atual.
Ale´m disso, o roboˆ sempre estara´ distante do ponto desejado para aquele instante, o
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Paraˆmetro Valor Utilizado
per´ıodo de amostragem T 0.2s
velocidade linear v 0.2m/s
N (horizontes) 20
Qθ (peso de θ) 1
QyL (peso de yL) 1
Re (peso do controle) 62, 5
α (look-ahead) adaptativo
Tabela 4.1: Paraˆmetros de sintonia do controlador na simulac¸a˜o com o gpc aplicado
ao modelo cinema´tico em roboˆ diferencial.
que mante´m o look-ahead elevado, tambe´m contribuindo para que o roboˆ corte, pelo
lado de dentro, os cantos das trajeto´rias. Em outras palavras, tem-se que como a velo-
cidade e´ mantida constante, o u´nico jeito de se atingir o ponto desejado partindo fora
da trajeto´ria e´ percorrendo o caminho mais curto.
Modelo Cinema´tico Direcional
A aplicac¸a˜o do gpc ao modelo cinema´tico de roboˆs direcionais do tipo automo´vel e´
muito semelhante a` aplicac¸a˜o em modelos diferenciais, a` medida que ambos os modelos
linearizados em coordenadas locais apresentam a mesma dinaˆmica e diferem entre si
apenas nos ganhos esta´ticos. A seguir, tem-se novamente o modelo cinema´tico lineari-
zado em coordenadas locais para roboˆs direcionais, dado pela expressa˜o 4.8.


xL(k + 1) = xL(k) + vD(k) · T
yL(k + 1) = yL(k) + vD(k) · T · δD(k)
θ(k + 1) = θ(k) +
vD(k) · T
dD
· δD(k)
.
A func¸a˜o de transfereˆncia que relaciona as sa´ıdas θ e yL com a entrada δD e´ dada
por:
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(
1− z−1
)
·

 yL(k)
θ(k)

 = vD(k − 1) · T ·

 1
1/dD

 · δD(k − 1) , (4.47)
com vD considerada constante entre duas amostras.
O modelo carima (4.24) para o modelo (4.47) e´ dado por:

 yL(k)
θ(k)

 = vD(k − 1) · T
(1− z−1)
·

 1
1/dD

 · δD(k − 1) + 1
(1− z−1)2
·

 1
1

 · e(t) . (4.48)
Da mesma forma que o modelo diferencial dado pela expressa˜o (4.39), o modelo
carima para roboˆs direcionais apresenta a mesma dinaˆmica para as varia´veis de sa´ıda
θ e yL, pore´m com ganhos esta´ticos diferentes. Resolvendo-se a equac¸a˜o Diofantina
(4.26) de modo a se obter a predic¸a˜o o´tima para o modelo direcional, chega-se a`s
seguintes expresso˜es para θˆ(k + j|k) e yˆ(k + j|t):
θˆ(k+ j|k) = 2 · θˆ(k+ j− 1|k)− θˆ(k+ j− 2|k)+
vD(k − 1) · T
dD
·∆δD(k+ j− 1) , (4.49)
yˆL(k+j|k) = 2 · yˆL(k+j−1|k)− yˆL(k+j−2|k)+vD(k−1) ·T ·∆δD(k+j−1) , (4.50)
ou em forma vetorial:


θˆ(k + 1|k)
...
θˆ(k +N2θ|k)
yˆL(k + 1|k)
...
θˆ(k +N2yL |k)


= G ·


∆δD(k)
∆δD(k + 1)
∆δD(k +Nu − 1)


+


fθ(1)
...
fθ(N2θ)
fyL(1)
...
fyL(N2yL)


, (4.51)
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onde a matriz f e´ a mesma da expressa˜o (4.44) e a matriz G e´ dada por:
G =

 vD(k − 1) · T ·G1
(vD(k − 1) · T )
2
2
·G2

 (4.52)
sendo as matrizes G1 e G2 as mesmas da expressa˜o (4.43).
Por fim, o ca´lculo da ac¸a˜o de controle ∆δD e´ obtido por:
∆δD(k) = K · (yref − f ) , (4.53)
sendo yref igual ao da expressa˜o (4.45).
Da mesma forma como no caso do modelo diferencial, a ponderac¸a˜o do controle
e´ feita com R = I · Re · g
2
e , sendo escolhido o ganho esta´tico da sa´ıda θ. Assim, a
ponderac¸a˜o R para o modelo cinema´tico direcional e´ dada por:
R = I ·Re ·
(
vD(k) · T
dD
)2
, (4.54)
onde novamente I e´ uma matriz identidade de dimensa˜o igual a` soma dos horizontes
de controle.
Os resultados da simulac¸a˜o do gpc aplicado ao modelo cinema´tico de um roboˆ
direcional sa˜o apresentados na Figura 4.14 e na Figura 4.15. Novamente a simulac¸a˜o
e´ realizada com N2θ = N2yL = Nu = N , embora outras configurac¸o˜es tambe´m possam
ser usadas. Tambe´m aqui a velocidade vD e´ considerada constante.
Os paraˆmetros utilizados na simulac¸a˜o com ve´ıculo direcional sa˜o apresentados na
Tabela 4.2.
A partir dos resultados obtidos na simulac¸a˜o para o roboˆ direcional, pode-se ob-
servar que, assim como no caso diferencial, o roboˆ segue o caminho determinado com
bom desempenho. As observac¸o˜es relacionadas a` te´cnica pure pursuit mostram que a
influeˆncia desta no desempenho e estabilidade do sistema ocorre de maneira similar
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Figura 4.14: Simulac¸a˜o da trajeto´ria no plano xy com gpc aplicado ao modelo ci-
nema´tico em roboˆ direcional.
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Figura 4.15: Simulac¸a˜o da evoluc¸a˜o temporal dos estados x, y e θ com gpc aplicado
ao modelo cinema´tico em roboˆ direcional.
ao caso diferencial. A utilizac¸a˜o de trajeto´rias suaves de aproximac¸a˜o em roboˆs dire-
cionais e´ importante, na˜o so´ para evitar variac¸o˜es elevadas no aˆngulo θ, mas tambe´m
para evitar valores elevados na ac¸a˜o de controle dada pelo aˆngulo δD, a fim de manter
a validade do modelo linearizado dado pela expressa˜o (4.8) e respeitar os limites f´ısicos
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Paraˆmetro Valor Utilizado
per´ıodo de amostragem T 0.1s
velocidade linear vD 1m/s
N (horizontes) 30
Qθ (peso de θ) 1
QyL (peso de yL) 1
Re (peso do controle) 21240
α (look-ahead) adaptativo
Tabela 4.2: Paraˆmetros de sintonia do controlador na simulac¸a˜o com o gpc aplicado
ao modelo cinema´tico em roboˆ direcional.
de roboˆs desta natureza. Da mesma forma que no caso diferencial, percursos com velo-
cidade constante e posic¸o˜es iniciais fora da trajeto´ria de refereˆncia implicam look-ahead
elevado e, como consequ¨eˆncia, erros de seguimento ao longo das curvas. Com relac¸a˜o
a escolha dos horizontes, se verifica tambe´m que, assim como no caso diferencial, hori-
zontes de predic¸a˜o elevados fazem com que o roboˆ tenda a antecipar a realizac¸a˜o das
curvas, percorrendo-as pelo lado interno.
A escolha dos paraˆmetros utilizados na simulac¸a˜o (Tabela 4.2) novamente foi feita
considerando as condic¸o˜es de operac¸a˜o e as dimenso˜es do ve´ıculo, de modo a se obter
um percurso fiel a` trajeto´ria dentro dos n´ıveis de precisa˜o desejados. Em func¸a˜o da
velocidade utilizada nas simulac¸o˜es do modelo direcional ser maior que a utilizada no
modelo diferencial, foram escolhidos horizontes mais elevados, para permitir que o roboˆ
reaja com antecedeˆncia a` chegada das curvas, pore´m tomando cuidado para que na˜o
ocorram erros no percurso destas, devido aos fatores explicados anteriormente. Assim
como no caso das simulac¸o˜es com roboˆ diferencial, o bloco Gerador e Supervisor da
Trajeto´ria de Refereˆncia monitora, a cada dez amostras, a distaˆncia entre a posic¸a˜o
atual do roboˆ e o ponto desejado, redefinindo quando necessa´rio, o valor do look-ahead
com base nesta distaˆncia e no comprimento do roboˆ.
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4.6.3 GPC Aplicado ao Modelo Dinaˆmico
Conforme descrito no in´ıcio desta Sec¸a˜o, para realizar com bom desempenho e de forma
adequada o controle de seguimento de trajeto´ria em roboˆs com quantidade significativa
de massa e em velocidades elevadas, torna-se necessa´ria a considerac¸a˜o do comporta-
mento dinaˆmico. Neste sa˜o descritas as forc¸as envolvidas na produc¸a˜o do deslocamento
e a suas influeˆncias sobre as condic¸o˜es do roboˆ. Tambe´m como descrito anteriormente
nesta Sec¸a˜o, o controle do modelo dinaˆmico e´ desenvolvido para roboˆs direcionais, com
a finalidade de implementac¸a˜o em ve´ıculos do tipo automo´vel.
Para a aplicac¸a˜o do algoritmo gpc ao controle da dinaˆmica de roboˆs direcionais,
parte-se das func¸o˜es de transfereˆncia que representam o comportamento dinaˆmico de
roboˆs direcionais. Em RAFFO (2005), foi obtida, a partir das expresso˜es (4.9, 4.10), a
func¸a˜o de transfereˆncia correspondente a`s dinaˆmicas da orientac¸a˜o do vetor velocidade
β e da velocidade angular do ve´ıculo θ˙, considerando-se as condic¸o˜es iniciais nulas.
Esta func¸a˜o de transfereˆncia e´ dada pela expressa˜o (4.55)
G(s)β, θ =
1
s2 + (a+ d) · s+ (ad− bc)

 e · s+ (de+ bf)
f · s+ (af + ce)

 (4.55)
com:
a =
cT + cD
m · v
, b =
cT · dT − cD · dD
m · v2
− 1 , c =
cT · dT − cD · dD
Jz
,
d =
cT · d
2
T + cD · d
2
D
Jz · v
, e =
cT · d
2
T + cD · d
2
D
Jz · v
e , f =
dD · (cD + FxD)
Jz
.
Quanto a` dinaˆmica da velocidade, em RAFFO (2005) e´ utilizada a expressa˜o (4.11),
obtida in locus em GOMES (2003) ja´ na forma de func¸a˜o de transfereˆncia. Com isso,
utilizando-se ferramenta computacional, foram obtidas as func¸o˜es de transfereˆncias em
tempo discreto equivalentes ao modelo dinaˆmico dado pelas expresso˜es (4.55, 4.11),
de modo a compor os polinoˆmios Ap(z
−1) e Bpq(z
−1) do modelo carima (4.24). O
algoritmo gpc e´ executado nas duas malhas de controle do modelo dinaˆmico do roboˆ,
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seguindo os passos da expressa˜o (4.25) ate´ (4.37), onde se obteˆm as leis de controle
linear para os dois modelos:
∆δD(k) = K · (yref − f ) , yref =


βref (k + 1)
...
βref (k +N2β)
θ˙ref (k + 1)
...
θ˙ref (k +N2θ˙)


(4.56)
e
∆ϕ(k) = K · (vref − f ) , vref =


vref (k + 1)
...
vref (k +N2v)

 (4.57)
Como ja´ foi mencionado na Sec¸a˜o 4.3, a dinaˆmica da velocidade descrita pelo mo-
delo da expressa˜o (4.11) e´ va´lida apenas para situac¸o˜es de acelerac¸a˜o, de modo que
o controlador da dinaˆmica da velocidade que utiliza este modelo, atua apenas no pri-
meiro quadrante, ou seja, atua apenas nos casos em que a velocidade de refereˆncia e´
maior que a velocidade medida. Em RAFFO (2005), a situac¸a˜o em que a velocidade de
refereˆncia e´ menor que a velocidade medida na˜o e´ tratada, de modo que o controlador
na˜o atua sobre o sistema de freios, o que, neste caso, deve ser tratado separadamente.
A Figura 4.16 apresenta a estrutura das duas malhas de controle da dinaˆmica de roboˆs
direcionais utilizando o algoritmo gpc.
Nesta estrutura, as refereˆncias futuras para ambas as malhas de controle sa˜o geradas
pelo bloco Gerador e Supervisor da Trajeto´ria de Refereˆncia atrave´s dos valores futuros
de δD e v. Os valores futuros da velocidade (vref (k+j)) sa˜o passados diretamente para
a malha da dinaˆmica da velocidade. Ja´ a malha da dinaˆmica de β e θ˙ deve receber,
como refereˆncia, os valores de βref (k + j) e θ˙ref (k + j), que sa˜o obtidos a partir dos
valores de δDref (k+ j) por meio do bloco Relac¸a˜o Trigonome´trica que define a relac¸a˜o
esta´tica entre o aˆngulo das rodas dianteiras δD e o aˆngulo β da velocidade do cm
(RAFFO, 2005). As grandezas na˜o mensura´veis de β e v necessa´rias a` predic¸a˜o dos
4. Controle Preditivo Aplicado a Robo´tica Mo´vel 66
Controleda Dinâmica do Robô
Subsistemas Robô Direcional
Subsistema
de Controle
Posição
das Rodas
Dinâmica do
Sistema de
Direção e da
Velocidade
Angular da
Orientação
Ações de Controle
Passadas
Minimiza
Função
Objetivo
Preditor Ótimo -
Modelo Cinemático
do Robô
Predição
das Saídas
Futuras
Erros Futuros Ações de Controle
Futuras
e(k+j) * (k)D
* (k+j)D
y(k+j)^
2(t)
GPC Aplicado às Dinâmicas do Ângulo da Velocidade
no CM e da Velocidade Angular da Orientação
+
-
Subsistema
de Controle
de Aceleração
Dinâmica da
Velocidade
Ações de Controle
Passadas
Minimiza
Função
Objetivo
Preditor Ótimo -
Modelo Cinemático
do Robô
Predição
das Saídas
Futuras
Erros Futuros Ações de Controle
Futuras
e(n+j) n (n)D
n (n+j)D
y(n+j)^
v (t)
GPC Aplicado à Dinâmica da Velocidade no CM
do Robô
+
-
* (t)D
n (t)D
Relação
Trigonométrica
$(k)
Derivador
2(k) 2(k)
Plano de
Rota
Planejamento de Rota
Relação
Trigonométrica
$ (k+j)
2 (k+j)
ref
ref
Gerenciador e
Supervisor
de Trajetória
de Referência
v (n+j)
ref
* (k+j)Dref
$(n) * (n)D
D
Relação
Trigonométrica
v (n)D
v(n)
Figura 4.16: gpc aplicado ao modelo dinaˆmico.
controladores sa˜o obtidas tambe´m por meio do bloco Relac¸a˜o Trigonome´trica, a partir
das medic¸o˜es de θ e vD. O valor de θ˙, tambe´m necessa´rio a` predic¸a˜o do controlador do
aˆngulo da velocidade e do pro´prio θ˙, e´ aqui obtido derivando-se o valor medido de θ.
Pore´m, o controle de seguimento de trajeto´ria utilizando modelo dinaˆmico pode
apresentar erro em regime permanente para as varia´veis β e θ˙. Para funcionar correta-
mente, as refereˆncias de βref e θ˙ref devem ser geradas pelo controlador da cinema´tica
do roboˆ de forma suave, validando o modelo linearizado (RAFFO, 2005).
4.6.4 Controle em Cascata para Seguimento de Trajeto´ria de
Ve´ıculos Direcionais
Uma soluc¸a˜o para a obtenc¸a˜o de resultados satisfato´rios em aplicac¸o˜es de alto desem-
penho, evitando a presenc¸a dos erros em regime permanente que ocorrem no controle
baseado apenas em modelo dinaˆmico, consiste na utilizac¸a˜o de uma estrutura em cas-
cata com controladores de cinema´tica e dinaˆmica. Com isso, sa˜o utilizados todos os
n´ıveis apresentados na Figura 2.1.
Utilizando-se o algoritmo gpc aplicado ao problema de seguimento de trajeto´ria,
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em RAFFO (2005) e´ proposta uma estrutura em cascata para controlar a cinema´tica
e a dinaˆmica do ve´ıculo, conforme mostra a Figura 4.17.
Esta estrutura utiliza os quatro n´ıveis apresentados na Figura 2.1. O primeiro
n´ıvel e´ composto pelos subsistemas do ve´ıculo, responsa´veis pelas func¸o˜es de frenagem,
acelerac¸a˜o e direc¸a˜o. Estes subsistemas sa˜o responsa´veis por realizar a aplicac¸a˜o dos co-
mandos δD e ϕ gerados pelo segundo n´ıvel, onde esta˜o presentes os gpc’s responsa´veis
pelo controle das varia´veis β, θ˙ e v que descrevem o comportamento dinaˆmico. No-
vamente aqui a situac¸a˜o de frenagem deve ter o seu comportamento dinaˆmico tratado
separadamente, pois a dinaˆmica do sistema de frenagem na˜o e´ considerada. No terceiro
n´ıvel e´ realizado o controle da cinema´tica, no qual a sequ¨eˆncia de controles futuros cal-
culada pelo controlador gpc baseado no modelo cinema´tico em coordenadas locais e´
passada, via bloco Relac¸o˜es Trigonome´tricas, como refereˆncia futura para o controla-
dor da dinaˆmica. No quarto e u´ltimo n´ıvel, esta˜o presentes o planejador de trajeto´ria
(bloco Plano de Rota) e o Gerador e Supervisor da Trajeto´ria de Refereˆncia. O Plano
de Rota e´ encarregado de definir o caminho em coordenadas globais a ser seguido e
passa´-lo para o Gerador e Supervisor da Trajeto´ria de Refereˆncia, que, por sua vez,
gera a cada amostra, atrave´s da te´cnica pure pursuit, a trajeto´ria de aproximac¸a˜o no
sistema de coordenadas locais fixo ao roboˆ no instante k, como refereˆncia futura para
o controlador da cinema´tica, e os valores de velocidade futuros de refereˆncia para o
controlador da dinaˆmica da velocidade via realimentac¸a˜o feed forward. A cada dez
amostras, o Gerador e Supervisor da Trajeto´ria de Refereˆncia realiza tambe´m a veri-
ficac¸a˜o da distaˆncia entre o ve´ıculo e o ponto de destino sobre a trajeto´ria de refereˆncia
e, quando necessa´rio, redefine o paraˆmetro look-ahead.
Maiores detalhes sobre a estrutura em cascata da Figura 4.17 sa˜o apresentados em
RAFFO (2005).
Uma estrutura alternativa, na qual se utiliza o controlador acc proposto em GO-
MES (2003) para tratar da dinaˆmica da velocidade no centro de massa, e´ apresentada
na Figura 4.18.
Atrave´s da utilizac¸a˜o do controlador acc, o controle da velocidade e´ realizado,
tanto nas situac¸o˜es de acelerac¸a˜o quanto nas situac¸o˜es de frenagem, atrave´s da es-
trutura chaveada composta por dois controladores pid que consideram as dinaˆmicas
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diferenciadas das situac¸o˜es de acelerac¸a˜o e frenagem, descritas pelas expresso˜es (4.11,
4.12). A utilizac¸a˜o da estrutura chaveada permite a conduc¸a˜o esta´vel nas situac¸o˜es de
subida e descida de planos inclinados. Maiores detalhes sobre o controlador acc sa˜o
apresentados em GOMES (2003).
4.7 Concluso˜es
Este cap´ıtulo apresentou a modelagem da duas estruturas de roboˆs mo´veis propostas
para a aplicac¸a˜o do sistema de controle de seguimento de trajeto´ria, bem como a
apresentac¸a˜o da te´cnica de controle preditivo escolhida para ser utilizada no projeto.
Sa˜o analisados tambe´m algoritmos de gerac¸a˜o de trajeto´ria de aproximac¸a˜o e conversa˜o
de coordenadas, necessa´rios a` te´cnica de controle utilizada.
A opc¸a˜o por te´cnica de cpbm linear e´ justificada pelo fato de que te´cnicas na˜o linea-
res de controle preditivo apresentam alto custo computacional e inviabilizam a aplicac¸a˜o
em tempo-real para sistemas embarcados, utilizando as plataformas dispon´ıveis. Assim,
optou-se pela utilizac¸a˜o do algoritmo de cpbm linear denominado gpc, por apresentar
custo computacional menor se comparado a outras te´cnicas lineares aplica´veis, como
o controle baseado em espac¸o de estados analisado em RAFFO (2005). A utilizac¸a˜o
de te´cnica de controle linear implica a necessidade de linearizac¸a˜o dos modelos dos
ve´ıculos a serem controlados, de maneira que alguns cuidados devem ser tomados para
garantir as condic¸o˜es que tornam estes modelos va´lidos.
Os modelos utilizados para representar a cinema´tica dos roboˆs sa˜o linearizados sob
as considerac¸o˜es de que a variac¸a˜o do aˆngulo de orientac¸a˜o e do aˆngulo da posic¸a˜o
das rodas (no caso de roboˆs direcionais) e´ pequena a cada per´ıodo de amostragem do
controlador. Pore´m, em casos espec´ıficos em que o roboˆ esteja situado fora da trajeto´ria
de refereˆncia, a tendeˆncia do controlador e´ aplicar grandes esforc¸os de controle para
corrigir o erro elevado, o que tende a provocar grandes variac¸o˜es angulares que acabam
por invalidar o modelo linearizado. Da´ı surge a necessidade da gerac¸a˜o de trajeto´rias
que conduzam o roboˆ da sua posic¸a˜o atual ate´ o ponto desejado sobre a trajeto´ria de
refereˆncia, de modo que, do ponto de vista do controlador, o roboˆ se encontre sempre
posicionado sobre a trajeto´ria desejada.
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Para se obter estas trajeto´rias de aproximac¸a˜o, foi utilizada a te´cnica pure pursuit
que gera uma sequ¨eˆncia de arcos produzindo uma trajeto´ria suave que liga a posic¸a˜o
atual do roboˆ ao ponto desejado sobre a trajeto´ria. Atrave´s das simulac¸o˜es realizadas se
verificou que a te´cnica e´ eficiente para aproximar o roboˆ ate´ a trajeto´ria de refereˆncia,
garantindo a validade do modelo linearizado utilizado pelo controlador. As simulac¸o˜es
mostraram tambe´m a necessidade de um ajuste adequado do paraˆmetro look-ahead
para obter um compromisso entre estabilidade e fidelidade no percurso da trajeto´ria,
o que pode ser alcanc¸ado atrave´s da te´cnica de look-ahead adaptativo.
Ainda com a finalidade de se analisar a aplicac¸a˜o a roboˆs direcionais em altas
velocidades, foi apresentada a modelagem dinaˆmica destes, onde estuda-se a forma
de atuac¸a˜o e a influeˆncia das forc¸as envolvidas no processo de conduc¸a˜o. Com a
obtenc¸a˜o, sob certas condic¸o˜es de contorno, do modelo linearizado do comportamento
dinaˆmico, foram propostas duas estruturas de controle em cascata para controlar o
comportamento dinaˆmico e cinema´tico, com base em RAFFO (2005) e GOMES (2003).
No pro´ximo cap´ıtulo sera˜o apresentados os conceitos empregados em computac¸a˜o
em tempo-real orientada a objetos que sa˜o utilizados para modelar o sistema de controle
de seguimento de trajeto´ria.
Cap´ıtulo 5
Computac¸a˜o Tempo-Real Orientada
a Objetos
5.1 Introduc¸a˜o
Os processos automatizados de produc¸a˜o industrial possuem uma complexidade bas-
tante elevada, refletindo diretamente na complexidade dos sistemas que os controlam.
Neste tipo de aplicac¸a˜o, a exemplo do scst descrito neste trabalho, e´ muito importante
a definic¸a˜o de uma boa arquitetura. Aspectos como modularidade, coesa˜o e acopla-
mento teˆm grande influeˆncia sobre os custos de instalac¸a˜o, manutenc¸a˜o e engenharia.
Atrave´s da adoc¸a˜o do paradigma de orientac¸a˜o a objetos, obteˆm-se sistemas com pro-
priedades deseja´veis em relac¸a˜o a tais aspectos (BECKER, 2003). Estes sistemas sa˜o
organizados atrave´s de objetos, que representam as entidades do domı´nio do problema.
As chamadas classes definem objetos com caracter´ısticas e comportamentos comuns,
e podem ser organizadas em estruturas hiera´rquicas atrave´s de conceitos de heranc¸a.
Como resultado, obteˆm-se softwares mais fa´ceis de entender, corrigir e modificar, faci-
litando muito o trabalho em equipes de desenvolvimento.
Ale´m disso, objetos sa˜o muito adequados a` programac¸a˜o concorrente, pois sua au-
tonomia lo´gica os tornam unidades naturais para execuc¸a˜o concorrente (BECKER e
PEREIRA, 2002). Assim, o paradigma de orientac¸a˜o a objeto consiste em um me´todo
adequado para representar processos concorrentes presentes no mundo real de uma
maneira natural e de fa´cil compreensa˜o.
A adoc¸a˜o do paradigma de oo remete preferencialmente a` utilizac¸a˜o da Unified Mo-
deling Language (uml) (RUMBAUGH, 1991), definida pelo Object Management Group
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(omg) como notac¸a˜o padronizada para modelagem destes sistemas. No contexto deste
trabalho e´ importante destacar a existeˆncia do perfil uml-tr, tambe´m padronizado
pelo omg, que permite decorar os diagramas uml com diversos tipos de restric¸o˜es
temporais presentes em sistemas de tempo-real.
O restante deste cap´ıtulo tem a finalidade de apresentar a metodologia de ana´lise e
projeto orientado a objetos (oo) baseada em uml, utilizada para o desenvolvimento do
sistema de controle de seguimento de trajeto´ria, (scst), bem como os principais con-
ceitos de computac¸a˜o em tempo-real utilizados para descrever os requisitos temporais
do sistema em questa˜o.
5.2 Projeto Orientado a Objetos com UML
A uml e´ uma notac¸a˜o gra´fica padronizada que permite, por meio de diagramas, repre-
sentar as caracter´ısticas dos projetos oo. Ela unificou os diversos esquemas de notac¸a˜o
que existiam em meados da de´cada de 90, sendo em 1997 foi definida pelo omg como a
primeira notac¸a˜o padra˜o para modelagem oo. A partir da´ı, o omg assumiu a respon-
sabilidade pela manutenc¸a˜o e revisa˜o continuadas da uml. Com base na utilizac¸a˜o da
uml, a seguir sera˜o descritas em ordem cronolo´gica, as etapas de um projeto orientado
a objeto baseado na metodologia proposta por DEITEL e DEITEL (2001).
5.2.1 Definic¸a˜o do Problema
Nesta etapa e´ realizada a definic¸a˜o detalhada do problema, que resulta em elencar a
relac¸a˜o de requisitos do sistema. Esta relac¸a˜o serve para orientar a equipe de desen-
volvimento e evitar ocasionais mudanc¸as durante a etapa de desenvolvimento, devido
a erros de planejamento.
A linguagem uml oferece o diagrama de casos de usos para representar os requisitos
do sistema a ser desenvolvido. Os diagramas de casos de uso modelam as interac¸o˜es
entre os clientes externos e os casos de uso do sistema. Cada caso de uso representa
uma funcionalidade diferente que o sistema oferece. Em um diagrama de casos de uso,
quaisquer entidades externas que interagem com o sistema, tais como pessoas, roboˆs ou
mesmo outros sistemas, sa˜o chamadas de atores e sa˜o representados por bonecos, como
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mostra a Figura 5.1. Casos de uso sa˜o modelados por elipses dentro de um contorno
retangular, ou caixa do sistema que representa o sistema propriamente dito.
Figura 5.1: Exemplo de diagrama de caso de uso.
5.2.2 Modelagem das Classes
A etapa seguinte consiste na definic¸a˜o das classes do sistema e na forma como elas
devera˜o compor o sistema. As classes e seu relacionamentos sa˜o modeladas em uml
atrave´s de diagramas de classes, onde estas sa˜o representadas por um retaˆngulo dividido
em treˆs partes. A parte superior conte´m o nome da classe, a parte do meio conte´m
os atributos e a parte inferior conte´m as operac¸o˜es da classe. Atributos de uma classe
sa˜o dados de tipos primitivos ou tipos criados pelo usua´rio, como outras classes. Ja´ as
operac¸o˜es sa˜o func¸o˜es membros da classe que tem acesso a todos os atributos desta. A
Figura 5.2 apresenta um exemplo da diagrama de classes.
Classes se relacionam umas com as outras atrave´s de associac¸o˜es, representadas por
um linha cheia que conecta duas classes. Associac¸o˜es unidirecionais apresentam um
seta em uma das extremidades indicando a direc¸a˜o da associac¸a˜o. Ja´ associac¸o˜es bidi-
recionais na˜o apresentam setas. Os nu´meros junto a`s linhas de associac¸a˜o expressam
valores de multiplicidade, e indicam quantos objetos de uma classe participam das as-
sociac¸o˜es. Na Figura 5.2, por exemplo, um objeto da classe OperatorIO se associa com
dois objetos da classe Button e um objeto das classes Reference, Display e Keyboard.
A classe OperatorIO tem uma associac¸a˜o do tipo um-para-dois com a classe Button e
uma associac¸a˜o um-para-um com as classes Reference, Display e Keyboard.
O losango cheio preso a`s linhas de associac¸a˜o da classe OperatorIO indica que esta
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Figura 5.2: Exemplo de diagrama de classes.
classe possui um relacionamento de composic¸a˜o com as classes Reference, Display e
Keyboard. A composic¸a˜o indica um relacionamento todo/parte. A classe que possui o
losango cheio em sua extremidade da linha e´ o todo e a classe na outra extremidade e´
a parte, de modo que o todo e´ composto pelas partes. Como mostra ainda o exemplo
da Figura 5.2, a uml permite o truncamento da descric¸a˜o dos atributos e operac¸o˜es de
modo a tornar leg´ıveis os diagramas.
Para modelar o conceito de heranc¸a, onde classes novas sa˜o criadas a partir de
classes existentes pela absorc¸a˜o de seus atributos e operac¸o˜es, e´ utilizado o s´ımbolo de
um triaˆngulo em uma extremidade de associac¸a˜o, como mostra a Figura 5.3. A classe
com o triaˆngulo na sua extremidade da linha e´ denominada classe base, e as classes da
outra extremidade sa˜o denominadas classes derivadas, pois estas u´ltimas derivam (ou
herdam) as propriedades da classe base.
A uml tambe´m define diagramas de objetos, que sa˜o similares aos diagramas de
classes exceto pelo fato de que modelam objetos e suas relac¸o˜es. Em sistemas que criam
e destroem objetos dinamicamente, diagramas de objetos sa˜o u´teis para informar quais
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Figura 5.3: Exemplo de heranc¸a em diagrama de classes.
objetos esta˜o participando do sistema em uma determinada situac¸a˜o ou instante de
tempo. Os diagramas de objetos sa˜o iguais aos diagramas de classes, com a diferenc¸a
de que os retaˆngulos apresentam o nome das instaˆncias junto ao nome das classes.
A partir da definic¸a˜o das classes que compo˜em o sistema, elas comec¸am a ser refi-
nadas atrave´s da definic¸a˜o dos seus atributos e operac¸o˜es, e do modo como os objetos
destas classes se comportam e interagem entre si, atrave´s da troca de mensagens.
5.2.3 Modelagem das Interac¸o˜es entre Objetos
Atrave´s das interac¸o˜es, objetos de classes diferentes se comunicam atrave´s da troca de
mensagens, solicitando os servic¸os fornecidos pelas operac¸o˜es destes objetos. Interac¸o˜es
entre objetos sa˜o modeladas em uml atrave´s de diagramas de sequ¨eˆncia e diagramas de
colaborac¸a˜o. O diagrama de sequ¨eˆncia modela como as mensagens sa˜o enviadas entre
objetos ao longo do tempo e pode ser utilizado para modelar a evoluc¸a˜o temporal
das atividades em um caso de uso completo. A Figura 5.4 apresenta um exemplo de
diagrama de sequ¨eˆncia.
Em diagramas de sequ¨eˆncia, a linha tracejada que se estende para baixo, a partir do
retaˆngulo da classe ou objeto, e´ a linha de vida deste objeto e representa a progressa˜o
no tempo no sentido de cima para baixo. O envio de uma mensagem entre dois objetos
e´ representado atrave´s de uma linha cheia com uma seta na extremidade do objeto que
recebe a mensagem. O nome da mensagem aparece acima da linha da mensagem. A
devoluc¸a˜o do fluxo de controle ou o retorno de um valor e´ representado por uma linha
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Figura 5.4: Exemplo de diagrama de sequ¨eˆncia.
tracejada com uma seta que parte do objeto que devolve o controle para o objeto que
enviou a mensagem. Os retaˆngulos verticais ao longo da linha de vida dos objetos sa˜o
chamados de ativac¸o˜es e representam a durac¸a˜o de uma atividade. Uma ativac¸a˜o e´
iniciada a partir da chegada de uma mensagem e o comprimento vertical do retaˆngulo
corresponde a` durac¸a˜o desta atividade. Um retaˆngulo sobreposto ao outro indica a
ativac¸a˜o de um me´todo interno do pro´prio objeto.
A uml ainda oferece outra forma de modelar interac¸o˜es entre objetos, por meio de
diagramas de colaborac¸a˜o. Estes diagramas tambe´m expressam a sequ¨eˆncia da troca de
mensagens, como mostra o exemplo da Figura 5.5. Apesar destes diagramas na˜o serem
claros quanto a` sequ¨eˆncia temporal da troca de mensagens, os mesmos sa˜o bastante
u´teis quando se deseja expressar fluxos de controle concorreˆnte em um mesmo cena´rio.
Figura 5.5: Exemplo de diagrama de colaboracao.
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5.2.4 Modelagem do Comportamento Interno de Objetos
A modelagem do comportamento interno trata do comportamento dos objetos por
uma o´tica diferente da modelagem de interac¸o˜es. Enquanto a modelagem de interac¸o˜es
aborda a comunicac¸a˜o entre diferentes objetos, a ana´lise do comportamento interno
trata do comportamento dos objetos de uma classe espec´ıfica. A modelagem do com-
portamento interno analisa os diferentes eventos e as consequ¨entes trocas de estados
que podem ocorrer com objetos ao longo do tempo, em contraste a` modelagem de
interac¸o˜es que e´ definida a partir de casos de uso ou cena´rios espec´ıficos. Estados
descrevem a condic¸a˜o de um objeto em um determinado instante de tempo.
Em uml, estados sa˜o modelados por meio de diagramas de estados ou statecharts,
que permitem expressar como e sob quais condic¸o˜es os objetos de um sistema mudam
de estado. A Figura 5.6 apresenta um exemplo de diagrama de estados.
Figura 5.6: Exemplo de diagrama de estados.
Cada estado em um diagrama de estados e´ representado por um retaˆngulo com
cantos arredondados, com o nome do estado dentro. Um c´ırculo cheio originando uma
seta representa a condic¸a˜o inicial. Um c´ırculo cheio circunscrito a outro apontado
por uma seta indica o ponto final do diagrama. As linhas cheias com setas indicam
transic¸o˜es que ocorrem em resposta a eventos.
Assim, a partir da modelagem da estrutura do sistema e do comportamento interno
e interativo das classes e objetos, tem-se grande parte das informac¸o˜es necessa´rias para
guiar a implementac¸a˜o do co´digo da aplicac¸a˜o. Para completar a ana´lise do sistema,
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deve ser feita a ana´lise de todas as restric¸o˜es necessa´rias a` implementac¸a˜o em tempo-
real. A pro´xima sec¸a˜o apresenta as principais restric¸o˜es presentes em aplicac¸o˜es de
tempo-real, e que sa˜o utilizadas no escopo deste trabalho.
5.3 Restric¸o˜es de Tempo-Real
Para garantir-se a previsibilidade e a confiabilidade temporal de uma aplicac¸a˜o, as-
pectos relativos a restric¸o˜es temporais e mecanismo de garantia devem ser analisados.
Comportamento temporal, relac¸o˜es de precedeˆncia entre tarefas, controle de acesso a
recursos e estrate´gia de escalonamento sa˜o aspectos fundamentais que devem ser bem
definidos de modo a garantir o correto funcionamento do sistema. Esta sec¸a˜o apresenta
as principais restric¸o˜es presentes em sistemas de tempo-real, com base no trabalho de
Buttazzo (BUTTAZZO, 1997), e tambe´m como estas podem ser expressas em diagra-
mas uml atrave´s de esterio´tipos (stereotypes) definidos no perfil uml-tr.
5.3.1 Restric¸o˜es Temporais
Tarefas computacionais de tempo-real sa˜o caracterizadas por apresentarem rigorosas
restric¸o˜es temporais que devem ser cumpridas de modo que o sistema controlado apre-
sente o comportamento desejado. Uma restric¸a˜o t´ıpica de uma tarefa e´ o deadline,
que representa o tempo limite em que esta deve ter sua execuc¸a˜o conclu´ıda sem causar
nenhum dano ao sistema. Dependendo da consequ¨eˆncia da perda de um deadline, as
tarefas de tempo real podem ser classificadas como:
• Hard: Uma tarefa e´ do tipo hard se a perda de seu deadline pode causar con-
sequ¨eˆncias catastro´ficas ao sistema. Portanto, a tarefa deve ser garantida a priori
em um cena´rio de pior caso;
• Soft: Uma tarefa e´ classificada como soft se a perda do seu deadline ocasiona
perda de performance mas na˜o causa riscos ao sistema.
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Ale´m da classificac¸a˜o pela consequ¨eˆncia da perda de deadline, em hard ou soft1,
outros paraˆmetros sa˜o utilizados para caracterizar uma tarefa de tempo-real, como os
que podem ser identificados na Figura 5.7. Sa˜o eles:
• Tempo de chegada ai: e´ o instante de tempo que a tarefa se torna apta para
a execuc¸a˜o. Tambe´m e´ conhecido como tempo de requisic¸a˜o ou tempo de
lanc¸amento, sendo denotado por ri;
• Tempo de computac¸a˜o Ci: e´ o tempo necessa´rio para o processador executar por
completo a tarefa sem ser interrompido;
• Deadline di: e´ o tempo limite para a conclusa˜o da tarefa de modo a na˜o causar
danos ou perda de performance ao sistema;
• Tempo de in´ıcio si: e´ o tempo em que a tarefa tem a sua execuc¸a˜o iniciada;
• Tempo de finalizac¸a˜o fi: e´ o tempo em que a tarefa tem a sua execuc¸a˜o finalizada;
• Valor vi: representa a importaˆncia relativa da tarefa em relac¸a˜o a outras tarefas
do sistema;
• Atraso Li: Li = fi − di representa o atraso na finalizac¸a˜o da execuc¸a˜o da tarefa
em relac¸a˜o ao seu deadline; pode-se observar que se uma tarefa e´ conclu´ıda antes
do seu deadline, o valor do atraso e´ negativo.
• Tempo excedente Ei: Ei = max(0, Li) e´ o tempo que uma tarefa permanece ativa
apo´s o seu deadline;
• Tempo de relaxamento Xi: Xi = di − ai −Ci e´ o tempo ma´ximo que a execuc¸a˜o
de uma tarefa pode ser atrasada sem que haja a perda do deadline;
• Regularidade: tipicamente, uma tarefa podem ser classificada quanto a` sua re-
gularidade como perio´dica (denotada por τi) e aperio´dica (denotada por Ji).
O tempo de chegada da ke´sima instaˆncia de uma tarefa perio´dica τi e´ dado por
ai = φi + (k − 1)Ti, no qual φi e´ a fase da tarefa ou instante da primeira ativac¸a˜o
1Alguns autores se referem a` classificac¸a˜o em hard ou soft com ı´ndices de criticalness, voca´bulo
que na˜o apresenta uma traduc¸a˜o direta para a l´ıngua portuguesa.
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Figura 5.7: Paraˆmetros de tarefas de tempo-real.
e Ti e´ o per´ıodo da tarefa. Na pra´tica, uma tarefa perio´dica pode ser caracterizada
pelo seu tempo de computac¸a˜o Ci e o seu deadline relativo Di, que e´ muitas vezes
considerado coincidente com o fim do per´ıodo Ti. Ale´m disso, os paraˆmetros Ci, Ti e
Di sa˜o considerados constantes a cada instaˆncia da tarefa (BUTTAZZO, 1997).
5.3.2 Relac¸o˜es de Precedeˆncia
Em certas aplicac¸o˜es, as atividades computacionais na˜o podem ser executadas em
qualquer ordem, e sim devem obedecer certas relac¸o˜es de precedeˆncia definidas na
etapa de projeto do sistema. Por exemplo, em um sistema de controle cla´ssico, a tarefa
de medic¸a˜o, responsa´vel por fazer a leitura das condic¸o˜es atuais das sa´ıdas do processo
controlado, deve ser finalizada para que possa ser iniciada a execuc¸a˜o da tarefa ca´lculo
da ac¸a˜o de controle. Assim, o sistema deve ter mecanismos que permitam respeitar as
relac¸o˜es de precedeˆncia e, quando necessa´rio, ser capaz de lidar com variac¸o˜es nestas
relac¸o˜es devido ao surgimento de tarefas na˜o perio´dicas em momentos espora´dicos.
Relac¸o˜es de precedeˆncia sa˜o normalmente representadas atrave´s de um grafo de pre-
cedeˆncia, onde tarefas sa˜o representadas por no´s e relac¸o˜es de precedeˆncia por flechas.
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5.3.3 Restric¸o˜es de Recursos
Do ponto de vista de um processo, um recurso e´ qualquer estrutura de software que deve
ser usada pelo processo para avanc¸ar sua execuc¸a˜o (BUTTAZZO, 1997). Como exemplo
de recursos t´ıpicos, podem ser citados estruturas de dados, conjunto de varia´veis, a´reas
de memo´ria, arquivos, trechos de co´digo ou registradores de dispositivos perife´ricos.
Um recurso dedicado a um processo particular e´ dito recurso privado enquanto que um
recurso que pode ser utilizado por mais de uma tarefa e´ denominado recurso compar-
tilhado.
Para manter a consisteˆncia de dados, muitos recursos compartilhados necessitam
de exclusa˜o mu´tua entre tarefas concorrentes que desejam acessa´-lo. Estes sa˜o cha-
mados de recursos exclusivos. Por exemplo, supo˜e-se que R e´ um recurso exclusivo
compartilhado pelas tarefas Ja e Jb. Se A e´ uma operac¸a˜o realizada em R por Ja e B
e´ uma operac¸a˜o realizada em R por Jb, enta˜o A e B nunca devem ser executadas ao
mesmo tempo. O trecho de co´digo executado em exclusa˜o mu´tua e´ chamado de sec¸a˜o
cr´ıtica. Assim, duas ou mais tarefas apresentam restric¸o˜es de recursos quando estas
compartilham recursos exclusivos.
seção
crítica
wait(s)
signal(s)
R
seção
crítica
wait(s)
signal(s)
recurso
compartilhado
J2J1
Figura 5.8: Estrutura de duas tarefas que compartilham o mesmo recurso.
Para assegurar o acesso sequ¨encial a recursos exclusivos, sistemas operacionais
dispo˜em de mecanismos de sincronizac¸a˜o como sema´foros por exemplo, que podem
ser utilizados nas sec¸o˜es cr´ıticas das tarefas. No caso de um sema´foro bina´rio s, a sec¸a˜o
cr´ıtica de uma tarefa deve iniciar com a primitiva wait(s) e terminar com a primitiva
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signal(s), como mostra o exemplo da Figura 5.8. A primeira primitiva bloqueia um re-
curso para ser utilizado ao longo da sec¸a˜o cr´ıtica e a segunda libera o recurso. Quando
uma tarefa em execuc¸a˜o chama uma primitiva wait em sema´foro bloqueado, ela entra
no estado de espera ate´ que a tarefa que bloqueou o recurso chame uma primitiva
signal. Uma tarefa esperando por um recurso exclusivo e´ uma tarefa bloqueada neste
recurso. E´ importante observar que um sema´foro pode ocasionar uma situac¸a˜o em que
uma tarefa de maior prioridade fique esperando a liberac¸a˜o de um recurso por uma
tarefa de menor prioridade.
5.4 Algoritmo de Escalonamento
Um dos mecanismos fundamentais dos sistemas operacionais de tempo real (sotr) e´ o
escalonador, responsa´vel por alocar recursos a`s tarefas do sistema de modo a completar
a execuc¸a˜o destas dentro das restric¸o˜es impostas. Em sistemas operacionais conven-
cionais, os algoritmos de escalonamento sa˜o desenvolvidos a partir do pressuposto de
que as tarefas sa˜o atividades desconhecidas e ativadas de forma randoˆmica. Exceto
pela prioridade das tarefas, nenhum outro paraˆmetro e´ fornecido ao sistema, de modo
que tempos de computac¸a˜o, restric¸o˜es temporais, relac¸o˜es de precedeˆncia e comparti-
lhamento de recursos na˜o sa˜o levados em conta pelo escalonador. Desta forma, na˜o ha´
como garantir que as restric¸o˜es temporais presentes em um sistema tempo-real sejam
cumpridas.
Em um sistema de controle de tempo-real, o co´digo de cada tarefa e´ conhecido e,
portanto, pode ser analisado e testado, a fim de determinar suas caracter´ısticas como
tempo de computac¸a˜o, recursos utilizados, relac¸o˜es de precedeˆncia, entre outras. As-
sim, na˜o ha´ necessidade de se considerar tarefas como processos desconhecidos. Pelo
contra´rio, os paraˆmetros conhecidos podem ser usados para definir as caracter´ısticas
mais apropriadas para mecanismos do sotr, bem como o escalonador deste pode utili-
zar os paraˆmetros para verificar a factibilidade do escalonamento do conjunto de tarefas
dentro das restric¸o˜es temporais especificadas.
O grande nu´mero de algoritmos propostos para escalonar tarefas de tempo-real
seguem a seguinte classificac¸a˜o:
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• Preemptivo: em algoritmos preemptivos, a tarefa em execuc¸a˜o pode ser interrom-
pida a cada instante para atribuir o processador a outra tarefa ativa, de acordo
com as regras de escalonamento.
• Na˜o-preemptivo: em algoritmos na˜o preemptivos, uma tarefa, uma vez iniciada,
e´ executada pelo processador ate´ o seu te´rmino. Neste caso, todas as deciso˜es de
escalonamento sa˜o tomadas ao te´rmino da execuc¸a˜o das tarefas.
• Esta´tico: algoritmos esta´ticos tomam as deciso˜es de escalonamento com base em
paraˆmetros fixos que sa˜o atribu´ıdos antes da ativac¸a˜o das tarefas.
• Dinaˆmico: algoritmos dinaˆmicos tomam as deciso˜es de escalonamento com base
em paraˆmetros que podem mudar ao longo da operac¸a˜o.
• Off-line: em um algoritmo off-line, as deciso˜es de escalonamento de um conjunto
de tarefas sa˜o tomadas antes de qualquer ativac¸a˜o. O modelo de escalonamento
gerado e´ armazenado em uma tabela para ser posteriormente executado por um
dispatcher.
• On-line: um algoritmo on-line toma as deciso˜es de escalonamento em tempo de
execuc¸a˜o a cada chegada de uma nova tarefa ou sempre que uma tarefa termina
a sua execuc¸a˜o.
• O´timo: um escalonamento e´ dito o´timo quando toma suas deciso˜es de modo a
minimizar uma func¸a˜o custo definida para um conjunto de tarefas.
• Heur´ıstico: um algoritmo e´ dito heur´ıstico quando tende a garantir o escalona-
mento o´timo, embora garantias temporais na˜o possam ser asseguradas.
Em aplicac¸o˜es de tempo-real com caracter´ısticas dinaˆmicas, a garantia da execuc¸a˜o
das tarefas deve ser feita em tempo de execuc¸a˜o, a cada chegada ou conclusa˜o de uma
tarefa. A cada chegada de uma tarefa, a decisa˜o de aceita´-la ou rejeita´-la deve ser to-
mada considerando-se o cena´rio de pior caso. Por exemplo, uma tarefa rece´m chegada
so´ pode ter sua execuc¸a˜o iniciada em um per´ıodo de amostragem, se mesmo nas piores
condic¸o˜es havera´ a garantia de finalizac¸a˜o das demais tarefas ate´ os seus respectivos
deadlines. Algoritmos que tomam deciso˜es com base no pior caso sa˜o chamados de
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algoritmos baseados em garantia ou guarantee-based algorithms. Embora este meca-
nismo de garantia certifique que, uma vez aceita, a tarefa sera´ conclu´ıda dentro do seu
deadline e na˜o impedira´ a conclusa˜o das demais, e´ importante observar que, como as
deciso˜es sa˜o tomadas com base no cena´rio de pior caso, tarefas podem ser rejeitadas
desnecessariamente.
Outra abordagem para o tratamento das tarefas em aplicac¸o˜es de tempo real sa˜o os
algoritmos de computac¸a˜o imprecisa. A computac¸a˜o imprecisa procura tratar situac¸o˜es
dinaˆmicas em que na˜o haja tempo suficiente para finalizar a execuc¸a˜o de todas as tarefas
dentro dos seus respectivos deadlines. Nestes casos se procura utilizar os recursos
dispon´ıveis para produzir um resultado aproximado que possa ser utilizado de modo
a evitar situac¸o˜es de risco. Em sistemas de tr que suportam computac¸a˜o imprecisa,
toda a tarefa Ji e´ decomposta em uma subtarefa mandato´ria Mi e uma tarefa opcional
Oi. A subtarefa mandato´ria consiste na porc¸a˜o de Ji que deve ser computada de modo
a produzir um resultado de qualidade aceita´vel, enquanto que a subtarefa opcional
refina o resultado. Tanto Mi quanto Oi tem o mesmo tempo de chegada ai e o mesmo
deadline di da tarefa original Ji, mas Oi se torna apta a` execuc¸a˜o apenas ao final da
execuc¸a˜o de Mi. Se Ci e´ o tempo de execuc¸a˜o de Ji, Mi e Oi tem respectivamente
tempos de execuc¸a˜o mi e oi, de modo que Ci = mi + oi. Assim, de modo a garantir
um n´ıvel mı´nimo de performance, Mi deve ser conclu´ıda ate´ o seu deadline enquanto
que Oi pode ficar incompleta se necessa´rio, ao custo de uma perda de qualidade do
resultado final.
E´ importante observar que o modelo de tarefas utilizado em sistemas tradicionais de
tempo-real pode ser considerado um caso particular do modelo adotado em computac¸a˜o
imprecisa. De fato, tarefas do tipo hard sa˜o aquelas que na˜o apresentam parte opcional
Oi e tarefas do tipo soft na˜o apresentam parte mandato´ria Mi.
A pro´xima sec¸a˜o apresenta o Perfil para uml Tempo-Real e como ele permite ex-
pressar, em diagramas uml, as restric¸o˜es de tempo-real apresentadas nesta sec¸a˜o.
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5.5 Perfil para o UML Tempo-Real
O Perfil UML para Escalonabilidade, Performance e Tempo (UML Profile for Schedu-
lability, Performance and Time) (OMG, 2002), foi desenvolvido pelo grupo de especi-
alistas do omg para ana´lise e projeto de sistemas tempo-real. O principal requisito
desta especificac¸a˜o e´ permitir a modelagem de sistemas determin´ısticos e previs´ıveis
temporalmente com o uso da uml. Um sistema e´ caracterizado como determin´ıstico
quando as reac¸o˜es aos eventos podem ser quantificadas e conhecidas com antecedeˆncia.
O mesmo e´ definido como previs´ıvel temporalmente quando suas caracter´ısticas tempo-
rais sa˜o conhecidas e limitadas (BECKER, 2003). Paraˆmetros de tarefas de tempo-real
como deadlines, tempo de computac¸a˜o entre outros ilustrados na Figura 5.7, sa˜o exem-
plos destas caracter´ısticas. Assim, o Perfil para uml tempo-real (uml-tr) torna a
linguagem uml expressiva em relac¸a˜o a informac¸o˜es relacionadas ao tempo e, desta
forma, adequada a modelagem de sistemas tempo-real.
O perfil uml-tr e´ composto por uma estrutura hiera´rquica contendo uma parte
gene´rica, comum a todos os elementos do modelo, e tambe´m partes especializadas,
que abordam requisitos e funcionalidades espec´ıficas. A parte gene´rica e´ denominada
Modelo Geral de Recursos, cujo nu´cleo e´ um framework para a modelagem de recursos.
Dois outros frameworks se derivam do primeiro, um para modelagem de tempo e outro
para modelagem de concorreˆncia. As subpartes especializadas sa˜o divididas em um
mo´dulo para definic¸a˜o de me´todos de ana´lise e outro para definic¸a˜o da infra-estrutura de
execuc¸a˜o. O mo´dulo contendo os me´todos de ana´lise sugere um framework para ana´lise
de escalonabilidade, enquanto o segundo sugere o mapeamento para um ambiente de
execuc¸a˜o espec´ıfico. Maiores detalhes sobre a estrutura hiera´rquica do perfil uml-tr
e suas partes sa˜o apresentadas em BECKER (2003). Para expressar os requisitos de
tempo-real descritos na Sec¸a˜o 5.3, sa˜o utilizados os frameworks para modelagem de
tempo e concorreˆncia, que sera˜o apresentados a seguir.
5.5.1 Framework para Modelagem de Tempo
O framework para modelagem de recursos introduz conceitos para a especificac¸a˜o de
restric¸o˜es temporais, tais como definic¸a˜o do tempo ma´ximo de resposta de um me´todo
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ou atividade. Estes conceitos sa˜o associados a estereo´tipos iniciados pelo prefixo RT.
Este framework e´ particionado em quatro mo´dulos distintos, pore´m relacionados
entre si. Sa˜o eles:
1. Mo´dulo para modelagem de tempo e valores de tempo (TimeModel);
2. Mo´dulo para modelagem de mecanismos de tempo (TimingMechanisms);
3. Mo´dulo para modelagem de eventos no tempo (TimedEvents);
4. Mo´dulo para modelagem de servic¸os temporais (TimingServices).
O mo´dulo para modelagem de tempo discute os detalhes relacionados com a con-
ceituac¸a˜o de tempo. E´ definido neste mo´dulo o conceito de valores de tempo (time
value), que se referem a uma medida de tempo. Tambe´m e´ definido o conceito de
durac¸a˜o (duration), que representa o tempo passado entre dois instantes, sendo re-
presentado neste mo´dulo por um intervalo de tempo (time interval). O mo´dulo para
modelagem dos mecanismos de tempo oferece timers e clocks para a modelagem da
infraestrutura e mecanismos temporais. Os timers podem ser programados para gera-
rem um evento quando um determinado ponto no tempo for alcanc¸ado. O instante de
tempo para gerac¸a˜o do evento pode ser tanto definido de forma absoluta (tal como, “a`s
10 horas”) ou relativa (“apo´s 15 minutos”). Ja´ os clocks sa˜o mecanismos que geram
periodicamente uma interrupc¸a˜o. Os eventos, definidos no mo´dulo para modelagem
de eventos no tempo, sa˜o caracterizados por na˜o possu´ırem durac¸a˜o, sendo associados
apenas com um instante no tempo. Um tipo especial de evento e´ denominado timed
event, que indica a chegada em algum instante de tempo pre´-determinado. Isto pode
ser consequ¨eˆncia da expirac¸a˜o de um certo intervalo de tempo, como timeout, ou da
leitura de um clock. Por fim, o modelo para modelagem de servic¸os temporais trata da-
queles mecanismos essenciais para a programac¸a˜o de requisitos temporais, geralmente
presentes nos sistemas operacionais tempo-real. Como exemplos destes servic¸os, pode-
se citar as operac¸o˜es de leitura e acerto de relo´gios e tambe´m as operac¸o˜es de criac¸a˜o
e manutenc¸a˜o de timers.
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5.5.2 Framework para Modelagem de Concorreˆncia
Este framework permite a modelagem de aspectos referentes a` execuc¸a˜o concorrente,
uma caracter´ıstica presente na maioria dos sistemas tempo-real, visto que estes apre-
sentam uma forte interac¸a˜o com o meio f´ısico, que e´ inerentemente concorrente. Os
estereo´tipos definidos neste framework iniciam com o prefixo CR. O mesmo se encontra
dividido nos seguintes mo´dulos:
1. Recursos concorrentes: sa˜o os recursos que representam os mecanismos para um
comportamento concorrente (ou pseudo-concorrente) no sistema, sendo represen-
tados no sistema operacional por processos ou tarefas;
2. Cena´rios concorrentes: representam sequ¨eˆncias de ac¸o˜es geralmente interligadas
efetuadas por recursos concorrentes;
3. Servic¸os de recursos concorrentes: representam servic¸os que possuem algum tipo
de pol´ıtica de controle de acesso que os protegem contra os efeitos indesejados da
pro´pria concorreˆncia.
Recursos concorrentes (representado por ConcurrentUnit no modelo conceitual)
sa˜o modelados como recursos ativos que, a partir da criac¸a˜o, iniciam a executar um
cena´rio principal denominado main e continuam ate´ o cena´rio terminar ou ate´ que seja
explicitamente abortado. Este elemento pode possuir uma ou mais filas para arma-
zenar mensagens ou est´ımulos vindos de outros recursos, denominadas StimuliQueue,
as quais na˜o necessitam ser imediatamente processadas, i.e. sa˜o deferidas (servic¸oes
denominados deferred). Por outro lado, servic¸os immediate implicam a criac¸a˜o de um
novo cena´rio de execuc¸a˜o, o qual necessita de uma unidade concorrente auxiliar para
poder executar. Esta unidade pode ser criada por demanda ou pre´-alocada em filas
(pools) dela mesma.
O modelo de concorreˆncia faz ainda a distinc¸a˜o entre as ac¸o˜es de comunicac¸a˜o,
ou seja, solicitac¸o˜es de servic¸os que podem ser s´ıncronas ou ass´ıncronas. A primeira
bloqueia o cliente ate´ que o servic¸o invocado seja completado, enquanto na segunda o
cliente permanece com o controle do fluxo de execuc¸a˜o.
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5.5.3 Framework para Modelagem de Escalonabilidade
Este framework e´ derivado do framework para modelagem de concorreˆncia e oferece
suporte a` ana´lise de escalonabilidade do modelo, permitindo determinar se as carac-
ter´ısticas de qualidade de servic¸o (qos) solicitadas pelos clientes podem ser atendidas
pelos recursos. Os estereo´tipos definidos neste framework iniciam com o prefixo SA
e permitem ana´lisar questo˜es referentes a ambientes de execuc¸a˜o, recursos protegidos,
est´ımulos e respostas, ale´m de caracter´ısitcas de escalonamento relevantes como pior
caso de tempo de execuc¸a˜o (Worst Case Execution Time - wcet) entre outras.
5.5.4 Aplicac¸a˜o a Diagramas UML
A Figura 5.9 apresenta exemplos de como requisitos e paraˆmetros de tempo-real podem
ser representados em diagramas uml por meio do uso dos esterio´tipos do perfil uml-tr.
Figura 5.9: Exemplo de uso do perfil uml-tr em diagrama uml.
Como mostra a figura, o esterio´tipo SAtrigger representa um gatilho que dispara a
execuc¸a˜o de uma tarefa em uma unidade de escalonamento, oferecendo marcas para de-
finic¸a˜o do padra˜o de ativac¸a˜o. No exemplo, a marca RTat indica um est´ımulo perio´dico
com ativac¸a˜o a cada 50ms.
A execuc¸a˜o da tarefa caracteriza uma resposta, cujas propriedades sa˜o definidas
atrave´s das marcas oferecidas pelo estereo´tipo SAresponse. Na Figura 5.9, o tipo e o
valor do deadline sa˜o definidos respectivamente pelas marcas SAlaxity e SAabsDeadline.
Tambe´m e´ usada a marca SApriority para definir a prioridade de execuc¸a˜o. Estas
marcas juntamente com outras oferecidas pelo estero´tipo SAresponde, permitem que
sejam representados todos os paraˆmetros de tarefas de tempo-real apresentadas na
Sec¸a˜o 5.3.
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Paraˆmetros espec´ıficos das ac¸o˜es que compo˜em a execuc¸a˜o da resposta sa˜o repre-
sentadas pelo estereo´tipo SAaction, que no diagrama da Figura 5.9 e´ empregado para
definir o tempo de durac¸a˜o das ac¸o˜es atrave´s da marca RTduration.
As unidades de escalonamento, responsa´veis pela execuc¸a˜o das tarefas, sa˜o represen-
tadas por classes decoradas com o estereo´tipo SAschedRes, conforme mostra a Figura
5.9. Tambe´m o exemplo desta figura mostra a utilizac¸a˜o do estereo´tipo SAresource, que
representa um recurso compartilhado cujo acesso deve ser exclusivo e sem preempc¸a˜o,
conforme definem as marcas SAcapacity e SAaccessControl.
5.6 Concluso˜es
Este cap´ıtulo apresentou os principais conceitos empregados na computac¸a˜o em tempo-
real orientada a objetos. Foi apresentada a uml como linguagem padra˜o para mode-
lagem de sistemas orientados a objetos, bem como as restric¸o˜es t´ıpicas presentes em
sistemas de tempo-real e como estas podem ser expressas na uml atrave´s do perfil
uml-tr.
A uml, linguagem gra´fica padronizada pelo omg para modelagem de sistemas oo,
foi definida como ferramenta a ser utilizada para modelagem do sistema de controle de
seguimento de trajeto´ria, sendo apresentados os diagramas oferecidos para a modelagem
de aspectos do sistema, tais como estrutura, interac¸a˜o e comportamento dinaˆmico das
entidades (objetos) que o compo˜em. Com relac¸a˜o a`s caracter´ısticas de tempo-real,
aspectos como restric¸o˜es temporais, relac¸o˜es de precedeˆncia e restric¸o˜es de recursos
foram apresentados. Por fim, foram apresentados os conceitos ba´sicos do Perfil uml
Tempo-Real, que permite expressar de forma padronizada, restric¸o˜es de tempo-real em
diagramas uml.
No pro´ximo cap´ıtulo e´ apresentada a modelagem orientada a objetos do sistema de
controle de seguimento de trajeto´ria, utilizando os conceitos aqui descritos, de modo a
orientar a implementac¸a˜o de co´digo aplica´vel a`s plataformas de sistemas embarcados.
Cap´ıtulo 6
Modelagem e Descric¸a˜o do
Problema
6.1 Introduc¸a˜o
Este cap´ıtulo tem o objetivo de apresentar a ana´lise e projeto do sistema de controle
para seguimento de trajeto´ria de roboˆs mo´veis, a partir do estudo realizado no Cap´ıtulo
4. A ana´lise e o projeto foram feitos com base no paradigma de orientac¸a˜o a objetos
direcionado a aplicac¸o˜es de tempo-real, cujos conceitos foram apresentados no Cap´ıtulo
5. Atrave´s dos princ´ıpios da modelagem oo, busca-se chegar a um sistema modular,
de fa´cil adaptac¸a˜o e manutenc¸a˜o, e que permita a reutilizac¸a˜o das classes em outras
aplicac¸o˜es de controle de processos. Devido a`s caracter´ısticas de tempo-real do pro-
blema, foram tambe´m modeladas as restric¸o˜es temporais necessa´rias a` aplicac¸a˜o, como
deadlines, excec¸o˜es e prioridades das tarefas. Como a implementac¸a˜o do sistema pode
ter como destino diferentes plataformas embarcadas, a modelagem tambe´m leva em
considerac¸a˜o questo˜es de portabilidade, de forma a facilitar implementac¸o˜es em dife-
rentes plataformas, como processadores digitais de sinais (dsps), microcontroladores e
microprocessadores em geral.
Inicialmente, e´ apresentada a descric¸a˜o detalhada do problema, onde sa˜o identi-
ficadas as funcionalidades que sa˜o requisitos para sistemas de controle de trajeto´ria
para roboˆs, ale´m das atividades auxiliares que agregam servic¸os u´teis a` aplicac¸a˜o. A
partir da definic¸a˜o das funcionalidades, e´ apresentada a identificac¸a˜o e modelagem das
restric¸o˜es temporais necessa´rias para garantir a previsibilidade do sistema quanto a`
execuc¸a˜o correta das tarefas computacionais. Em seguida, e´ apresentado o modelo oo
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uml, desenvolvido com base nas funcionalidades e restric¸o˜es do sistema. Por fim, sa˜o
descritas as caracter´ısticas necessa´rias ao mecanismos de escalonamento do sistema.
6.2 Levantamento dos Requisitos
A primeira etapa de um projeto de software consiste na descric¸a˜o detalhada dos re-
quisitos do problema. Esta pra´tica assegura que as caracter´ısticas do sistema estejam
bem definidas para as fases de projeto e desenvolvimento, diminuindo a chance de ha-
ver necessidade de mudanc¸as no projeto durante a implementac¸a˜o, o que normalmente
implica custos e desperd´ıcio de tempo (DEITEL e DEITEL, 2001).
O problema aqui tratado consiste em um sistema de controle para seguimento de
trajeto´ria de ve´ıculos direcionais e diferenciais, com base na te´cnica de controle pre-
ditivo utilizando sistemas de coordenadas locais, apresentada no Cap´ıtulo 4. A partir
desta definic¸a˜o, sa˜o listadas funcionalidades necessa´rias ao sistema.
6.2.1 Funcionalidades do Sistema de Controle
• Controle de Trajeto´ria
Funcionalidade baseada em algoritmo de controle preditivo para controlar a tra-
jeto´ria de deslocamento de ve´ıculos direcionais e diferenciais, seguindo uma tra-
jeto´ria de refereˆncia. Necessita de medic¸a˜o da velocidade de deslocamento linear
do ve´ıculo, sistema de posicionamento das rodas (ve´ıculo direcional) ou sistema
de controle diferencial para as rodas (ve´ıculo diferencial), medic¸a˜o do aˆngulo de
orientac¸a˜o do ve´ıculo, sistema de gerac¸a˜o de trajeto´ria de aproximac¸a˜o e integra-
dor das coordenadas cartesianas do deslocamento;
• Controle de Velocidade
Funcionalidade responsa´vel por manter a velocidade do ve´ıculo constante, de
acordo com refereˆncias pre´-determinadas, em diferentes condic¸o˜es de carga e in-
clinac¸a˜o de pista. Necessita de medic¸a˜o de velocidade de deslocamento do ve´ıculo.
Neste trabalho, o sistema de controle de velocidade e´ considerado um sistema in-
dependente que opera em conjunto com o Controle de Seguimento de Trajeto´ria;
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• Sistema Anti-Colisa˜o
Funcionalidade que atua em situac¸o˜es de eminente colisa˜o ou crescimento do erro
de trajeto´ria ale´m de limites de seguranc¸a, freando imediatamente o ve´ıculo.
• Sistema de Contorno de Obsta´culos
Atrave´s de algoritmo espec´ıfico, este sistema deve ser capaz de gerar trajeto´rias
de refereˆncia alternativas a trajeto´ria original, de forma a contornar eventuais
obsta´culos, ou gerar trajeto´rias de aproximac¸a˜o para casos em que o ve´ıculo esteja
fora da trajeto´ria desejada. E´ importante observar que sistemas de contorno de
obsta´culos adicionam tarefas aperio´dicas ao sistema de controle, de modo que o
escalonador deve garantir o cumprimento de todas as restric¸o˜es de tempo-real.
O escopo deste trabalho na˜o abrange sistemas de contorno de obsta´culos;
• Sistema de Posicionamento Real
Tem a finalidade de informar periodicamente as coordenadas da posic¸a˜o real do
ve´ıculo para corrigir o erro de integrac¸a˜o do sistema de controle. Pode fazer uso
de sistemas de posicionamento global (gps) ou sistemas de apoio na pista, como
cabo-guia entre outros;
• Selec¸a˜o de Trajeto´rias
Banco de dados com trajeto´rias pre´-determinadas e me´todos para gerac¸a˜o de tra-
jeto´rias com base em paraˆmetros definidos pelo usua´rio. Permite que o operador
programe trajeto´rias de deslocamento, e as armazene em base de dados local,
bem como obtenha trajeto´rias de bancos de dados remotos, via sistema de comu-
nicac¸a˜o. A refereˆncia e´ composta pelos valores das coordenadas cartesianas x e
y e do aˆngulo de orientac¸a˜o θ para cada ponto ao longo da trajeto´ria;
• Ajuste de Modos de Operac¸a˜o
Os modos de operac¸a˜o sa˜o caracterizados por diferentes configurac¸o˜es do sistema
de controle que podem ser selecionadas pelo operador, de modo a realizar uma
sintonia espec´ıfica de paraˆmetros, como horizonte de predic¸a˜o e controle, pon-
derac¸a˜o do erro futuro e do esforc¸o de controle e ajuste da distaˆncia look-ahead,
ale´m da definic¸a˜o do modelo do processo, configurando o processo de conduc¸a˜o
para a atender requisitos como rapidez, economia e seguranc¸a entre outros. As-
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sim, combinac¸o˜es espec´ıficas de sintonia destes paraˆmetros podem dar origem a
modos de operac¸a˜o espec´ıficos, como por exemplo:
– Modo de operac¸a˜o normal: Consiste no modo de operac¸a˜o que basicamente
procura um melhor compromisso entre rapidez, economia e seguranc¸a;
– Modo de operac¸a˜o econoˆmico: As configurac¸o˜es do sistema de controle po-
dem procurar manter o ve´ıculo sob condic¸o˜es que proporcionem o maior
rendimento poss´ıvel, minimizando o consumo de energia e aumentando a
vida u´til dos sistemas eletro-mecaˆnicos. Partes do sistema que sejam dis-
pensa´veis para os controladores podem ser desligas em situac¸o˜es cr´ıticas
para poupar energia;
– Modo de operac¸a˜o otimizado: Nesta configurac¸a˜o, as ac¸o˜es de controle tem
maior liberdade de forma a tornar o deslocamento do ve´ıculo mais a´gil.
A selec¸a˜o do modo de operac¸a˜o pode ser feita off-line ou on-line dependendo
das necessidades da aplicac¸a˜o. E´ importante observar que o ajuste do modo de
operac¸a˜o pode ter influeˆncia sobre o tempo de execuc¸a˜o das tarefas do sistema,
implicando a necessidade de cuidado na determinac¸a˜o dos paraˆmetros a fim de
preservar a viabilidade de implementac¸a˜o em tempo-real.
• Sistema de Comunicac¸a˜o
Comunicac¸a˜o baseada em transmissor RF, WAN; Viabilizaria a implantac¸a˜o de
sistemas de controle de tra´fego, deslocamento em comboio, etc. O escopo deste
trabalho na˜o abrange o detalhamento e a implementac¸a˜o de sistemas de comu-
nicac¸a˜o;
• Interface com o Operador
– Selec¸a˜o de modos de operac¸a˜o;
– Selec¸a˜o de velocidade;
– Selec¸a˜o de trajeto´ria via banco de dados local ou remoto via sistema de
comunicac¸a˜o;
– Informac¸a˜o de velocidade;
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– Informac¸a˜o de posic¸a˜o;
– Informac¸a˜o de temperatura de operac¸a˜o (temperatura do motor, etc);
– Identificac¸a˜o de n´ıveis de bateria/combust´ıvel.
Dentre as funcionalidades descritas acima, algumas sa˜o indispensa´veis para o fun-
cionamento do sistema enquanto que outras sa˜o apenas auxiliares. Os controles de
trajeto´ria e velocidade, o sistema anti-colisa˜o, o ajuste de modo de operac¸a˜o e a selec¸a˜o
de trajeto´ria sa˜o funcionalidades indispensa´veis. Dentre estas, as treˆs primeiras devem
necessariamente ser executadas em tempo-real, enquanto que as duas u´ltimas podem
ser executadas off-line em aplicac¸o˜es cujas condic¸o˜es de operac¸a˜o, como velocidade e
trajeto´ria, permanecem constantes. O sistema de posicionamento real e´ necessa´rio em
aplicac¸o˜es de alta precisa˜o, nas quais os n´ıveis de erro de integrac¸a˜o na˜o sa˜o aceita´veis.
O sistema de contorno de obsta´culos e´ util em aplicac¸o˜es em ambiente dinaˆmico, onde
a posic¸a˜o dos obsta´culos na˜o pode ser pre´-determinada. Tambe´m o sistema de comu-
nicac¸a˜o e a interface com o operador sa˜o dispensa´veis em algumas aplicac¸o˜es.
Neste trabalho foram implementadas as funcionalidades indispensa´veis para o fun-
cionamento do controle de seguimento de trajeto´ria, e as operac¸o˜es necessa´rias a` co-
municac¸a˜o com alguns sistemas auxiliares, sendo eles o sistema de posicionamento real
e a interface com o operador. Sistemas de controle de velocidade, como ja´ mencionado,
sa˜o considerados sistemas independentes, a exemplo de GOMES (2003).
6.3 Restric¸o˜es de Tempo-Real
A partir da definic¸a˜o das funcionalidades necessa´rias ao sistema, e´ realizada a iden-
tificac¸a˜o das restric¸o˜es temporais da aplicac¸a˜o, necessa´rias para garantir a previsibili-
dade do sistema. Desta forma, na modelagem das tarefas do sistema foram analisadas
questo˜es referentes a`s restric¸o˜es temporais, relac¸o˜es de precedeˆncia, restric¸o˜es de re-
cursos e tratamento de excec¸o˜es. Estas questo˜es direcionam o estudo para a ana´lise da
necessidade de sistemas operacionais de tempo-real, ou sotr, sendo discutidas carac-
ter´ısticas de alguns mecanismos importantes como o algoritmo de escalonamento e o
tratador de interrupc¸o˜es.
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Com base nas funcionalidades do sistema, foram identificadas as principais tarefas
computacionais necessa´rias ao scst. Estas tarefas sa˜o:
• τ1 - Ca´lculo da ac¸a˜o de controle para o modelo cinema´tico;
• J2 - Definic¸a˜o do modo de operac¸a˜o;
• J3 - Selec¸a˜o da trajeto´ria;
• τ4 - Correc¸a˜o do erro de integrac¸a˜o.
• J5 - Envio de informac¸o˜es;
• J6 - In´ıcio do percurso da trajeto´ria;
• J7 - Interrupc¸a˜o do percurso da trajeto´ria;
• τ8 - Ca´lculo da ac¸a˜o de controle para a dinaˆmica de β e θ˙;
• τ9 - Ca´lculo da ac¸a˜o de controle para a dinaˆmica da velocidade no centro de
massa;
A tarefa J2 realiza as operac¸o˜es que constituem a funcionalidade Ajuste de Modo
de Operac¸a˜o, J3 consiste nas operac¸o˜es que implementam a funcionalidade Selec¸a˜o
de Trajeto´rias, enquanto que J5, J6 e J7 realizam outras operac¸o˜es oferecidas pela
funcionalidade Interface com o Operador. A funcionalidade Sistema de Posicionamento
Real, quando necessa´ria, e´ implementada pela tarefa τ4.
Em aplicac¸o˜es baseadas em modelo cinema´tico, a tarefa τ1 implementa as funciona-
lidades Controle de Trajeto´ria e Sistema Anti-Colisa˜o, e a funcionalidade Controle de
Velocidade e´ implementada em sistema independente. Em aplicac¸o˜es de alto desempe-
nho, as funcionalidades Controle de Trajeto´ria e Sistema Anti-Colisa˜o sa˜o implemen-
tadas pelas tarefas τ1 e τ8, e τ9 implementa a funcionalidade Controle de Velocidade.
Dentre estas tarefas, τ1 deve necessariamente ser executada a cada per´ıodo de amos-
tragem para guiar o ve´ıculo ao longo da trajeto´ria. O mesmo vale para τ8 e τ9 em se
tratando de aplicac¸o˜es de alto desempenho. As tarefas J2 e J3 podem ser executadas
off-line caso seja utilizado uma plataforma com hardware mais restrito, de forma a
reduzir o custo computacional e o volume de memo´ria utilizado. Pore´m, sua execuc¸a˜o
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on-line proporciona mais flexibilidade e capacidade de adaptac¸a˜o do sistema frente a
mudanc¸as das condic¸o˜es de operac¸a˜o, pois, permite, em tempo de execuc¸a˜o, alterac¸o˜es
na configurac¸a˜o do sistema, na trajeto´ria e no controlador. As tarefas τ4 e J5 na˜o sa˜o es-
tritamente necessa´rias em todas as aplicac¸o˜es. Ja´ J6 e J7 comandam, respectivamente,
o in´ıcio e o fim do percurso.
Com isso, sa˜o identificados dois modos de implementac¸a˜o do sistema, denominados
scst Completo e scst Simplificado. O primeiro modo consiste em uma implementac¸a˜o
capaz de executar todas as tarefas do sistema. Ja´ o segundo modo consiste em uma
aplicac¸a˜o mais restrita, onde apenas as tarefas τ1, J6, J7, τ4 τ8 e τ9 sa˜o executadas.
Este segundo modo e´ destinado a aplicac¸o˜es mais restritas onde a trajeto´ria e´ fixa e as
condic¸o˜es de operac¸a˜o sofrem poucas variac¸o˜es, permitindo que as tarefas J2 e J3 sejam
executadas off-line e a configurac¸a˜o do sistema seja realizada em tempo de compilac¸a˜o.
No modo simplificado, a execuc¸a˜o off-line de J2 e J3 reduz o custo computacional e o
uso de memo´ria, possibilitando a implementac¸a˜o em plataformas com hardware mais
simples. Em relac¸a˜o a`s tarefas τ4, τ8 e τ9, observa-se que estas podem ou na˜o estar
presentes em ambos os modos, dependendo do n´ıvel de precisa˜o necessa´rio em cada
aplicac¸a˜o.
A partir da definic¸a˜o das tarefas do sistema, foram identificadas as restric¸o˜es tem-
porais do sistema, tomando como base os aspectos discutidos no Cap´ıtulo 5.
6.3.1 Restric¸o˜es Temporais
No contexto do scst, as tarefas τ1, τ8 e τ9 sa˜o do tipo hard, pois devem ter as suas
execuc¸o˜es completadas a cada per´ıodo de amostragem de modo a se obter o valor das
ac¸o˜es de controle que conduzem o ve´ıculo. Uma perda de deadline destas tarefas pode
fazer com que o ve´ıculo saia da trajeto´ria, de modo que elas devem ter os maiores n´ıveis
de prioridade nas deciso˜es de escalonamento. Assim, em uma aplicac¸a˜o baseada em
modelo cinema´tico, τ1 deve ter o n´ıvel ma´ximo de prioridade, aqui definido como 1.
Em aplicac¸o˜es de alto desempenho, τ8 e τ9 sa˜o definidas com prioridade 1 e τ1 definida
com prioridade 2. A opc¸a˜o por definir as tarefas de controle da dinaˆmica com n´ıvel
ma´ximo de prioridade e as tarefas do controle da cinema´tica com n´ıvel imediatamente
inferior foi motivada pelo fato de que o per´ıodo de amostragem da malha de controle da
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dinaˆmica deve ser menor que o per´ıodo de amostragem da malha da cinema´tica, o que
implica que τ8 e τ9 possuem deadlines mais curtos. Tambe´m J6 e J7 sa˜o definidas como
do tipo hard e com prioridade 1, de modo que os comandos de in´ıcio e interrupc¸a˜o do
percurso sejam atendidos imediatamente.
As demais tarefas, quando utilizadas, sa˜o do tipo soft. E´ importante mencionar que
a tarefa J2 e´ considerada do tipo soft pressupondo que, quando necessa´ria, esta visa a
melhoria do desempenho frente a mudanc¸as nas condic¸o˜es de operac¸a˜o, e nunca visa a
correc¸a˜o de erros significativos no modelo do processo de modo a contornar situac¸o˜es
cr´ıticas. Da mesma maneira, pressupo˜e-se que o erro de integrac¸a˜o na˜o deve chegar
a valores significativos a ponto de provocar uma situac¸a˜o cr´ıtica, devendo, quando
necessa´rio, ser corrigido ainda quando pequeno. Com a excec¸a˜o de J2, a prioridade das
tarefas do tipo soft e´ definida como n´ıvel 3. Ja´ J2 tem n´ıvel de prioridade 4 de modo
a na˜o atrasar a execuc¸a˜o das demais tarefas do tipo soft, pois seu tempo de execuc¸a˜o
pode ser muito elevado, como sera´ detalhado mais adiante.
Uma pra´tica importante para tratar restric¸o˜es temporais em sistemas de tempo-
real e´ a utilizac¸a˜o de excec¸o˜es, ou seja, trechos de co´digo que sa˜o executados no caso
da perda do deadline das tarefas, de modo a evitar situac¸o˜es de risco, ou pelo menos
minimizar as consequ¨eˆncias destas. No caso das tarefas do scst, as tarefas τ1 e τ8
permitem a implementac¸a˜o de tratamento de excec¸o˜es para a ac¸a˜o correspondente a
leitura do aˆngulo de orientac¸a˜o θ. No caso de uma falha na comunicac¸a˜o com a bu´ssola
eletroˆnica, o valor atual de θ pode ser estimado atrave´s da equac¸a˜o de θ da expressa˜o
(4.4) para roboˆ diferencial, ou da expressa˜o (4.8) para roboˆ direcional. Assim, esta
possibilidade de tratamento de excec¸a˜o deve ser considerada no projeto do algoritmo
em tempo-real.
Quanto a regularidade, tem-se que as tarefas τ1, τ8 e τ9 sa˜o perio´dicas, como a
pro´pria notac¸a˜o usada para identifica´-las ja´ da´ a entender. Ja´ a tarefa J2 pode ser tanto
perio´dica quanto aperio´dica, dependendo das necessidades da aplicac¸a˜o. Neste traba-
lho, como se pode perceber pela notac¸a˜o utilizada, J2 e´ considerada aperio´dica pois na˜o
ha´ a necessidade de se atualizar o modo de operac¸a˜o a cada per´ıodo de amostragem,
e sim em momentos espora´dicos dependendo da necessidade. Pore´m, em aplicac¸o˜es
de natureza adaptativa, nas quais o modelo do ve´ıculo e´ identificado em tempo de
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execuc¸a˜o, J2 passam a ser tarefa essencialmente perio´dica. Da mesma maneira, as
tarefas τ4 e J5, quando necessa´rias, podem ser tanto perio´dicas quanto aperio´dicas,
dependendo das necessidades espec´ıficas da aplicac¸a˜o. Ale´m disso, quando perio´dicas,
estas tarefas na˜o necessariamente necessitam de um per´ıodo de ativac¸a˜o igual ao do
loop de controle, podendo ser ativadas a uma frequ¨eˆncia menor. Como se pode observar
nas figuras 6.17 e 6.18 e tambe´m na notac¸a˜o utilizada, as tarefas τ4 e J5 foram mode-
ladas como perio´dica e aperio´dica respectivamente, sendo que J5 e´ executada apenas
com o roboˆ em repouso. Por fim, J3, J6 e J7 sa˜o neste projeto consideradas aperio´dicas.
Sobre J3 tem-se que, assim como J5, esta tambe´m e´ executada apenas com o roboˆ em
repouso.
Com relac¸a˜o aos tempos de computac¸a˜o das tarefas, estes sa˜o dependentes da pla-
taforma de destino, sendo analisados no pro´ximo cap´ıtulo.
6.3.2 Relac¸o˜es de Precedeˆncia
Com base na ana´lise realizada na sec¸a˜o anterior, pode-se perceber que de modo geral
na˜o ha´ relac¸o˜es de precedeˆncia entre as tarefas do scst, exceto pelo fato natural de
que J7 so´ pode ser executada apo´s J6, ou seja, a interrupc¸a˜o do percurso so´ pode ser
realizada apo´s este ja´ ter sido iniciado. Pore´m, em aplicac¸o˜es do scst Completo, devem
ser respeitadas algumas restric¸o˜es em duas situac¸o˜es espec´ıficas.
A primeira delas e´ caracterizada pelo fato de que o percurso so´ pode ser iniciado
apo´s a definic¸a˜o do modo de operac¸a˜o e da trajeto´ria. Isso implica que, embora durante
a realizac¸a˜o do percurso as tarefas τ1, J2, τ4, J7, τ8 e τ9 na˜o possuam antecessoras e
possam ter suas execuc¸o˜es iniciadas a qualquer instante de maneira concorrente entre
si, a primeira instaˆncia de J6 so´ pode ser executada apo´s a execuc¸a˜o de pelo menos
uma instaˆncia das tarefas J2 e J3.
A segunda restric¸a˜o esta´ no fato de que as tarefas J3, J5 e J6 so´ podem ser executadas
com o roboˆ em repouso e ale´m disso, na˜o podem ser concorrentes entre si, uma vez que
na˜o existe esta necessidade. Pore´m, J3, J5 e J6 (esta a partir da sua segunda instaˆncia)
na˜o apresentam antecessoras e podem ser executadas de modo sequ¨encial em qualquer
ordem.
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Para o caso do scst Simplificado, ocorre apenas que as tarefas J3 e J5, se utilizadas,
devem assim como no modo completo, ser executadas apenas com o roboˆ em repouso.
6.3.3 Restric¸o˜es de Recursos
No scst Completo, as a´reas de memo´ria que armazenam a definic¸a˜o do sistema, a
lei de controle e a integrac¸a˜o das posic¸o˜es do roboˆ, sa˜o recursos compartilhados entre
diferentes tarefas concorrentes. Estas a´reas de memo´ria sa˜o recursos exclusivos, pois
devem ser protegidas por mecanismos que garantam exclusa˜o mu´tua para evitar que
operac¸o˜es de escrita e leitura ocorram de maneira simultaˆnea ou sejam interrompidas
antes do seu te´rmino.
As a´reas de memo´ria que conteˆm a definic¸a˜o do sistema e da lei de controle sa˜o
acessadas pelas tarefas τ1, J2, τ8 e τ9, sendo que J2 realiza a escrita e as demais realizam
a leitura desta memo´ria. Assim, um controle de acesso sem preempc¸a˜o e´ necessa´rio para
evitar que, por ter a menor prioridade, J2 seja interrompida durante suas sec¸o˜es cr´ıticas
por outras tarefas de maior prioridade. Isso acabaria por deixar dados inconsistentes
na definic¸a˜o do sistema ou na lei de controle, dados estes que seriam perigosamente
utilizados no ca´lculo da ac¸a˜o de controle.
A Figura 6.1 ilustra o acesso das tarefas do sistema aos recursos exclusivos, para
o caso do scst Completo baseado em modelo cinema´tico. No diagrama, paralelo-
gramos representam as tarefas, retaˆngulos com cantos arredondados representam os
dispositivos de hardware e os desenhos estilizadas de piscinas representam os recursos
compartilhados.
No caso espec´ıfico do scst em cascata para aplicac¸o˜es de alto desempenho, a a´rea
de memo´ria utilizada pela instaˆncia da classe MPC para armazenar o horizonte de
controle do modelo cinema´tico tambe´m caracteriza um recurso exclusivo, pois ale´m
do acesso de escrita pela pro´pria instaˆncia de MPC (na execuc¸a˜o de τ1), esta a´rea de
memo´ria tambe´m e´ lida, como refereˆncia, por uma instaˆncia da classe BetaThetaMPC
(durante a execuc¸a˜o de τ8). Assim, de modo a evitar acessos simultaˆneos de leitura
e escrita do horizonte de controle cinema´tico, novamente e´ necessa´rio mecanismo de
exclusa˜o mu´tua.
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Figura 6.1: Recursos exclusivos utilizados pelas tarefas do scst Completo baseado em
modelo cinema´tico.
O mesmo mecanismo de controle de acesso ainda e´ necessa´rio para a memo´ria da
integrac¸a˜o das coordenadas do roboˆ, em aplicac¸o˜es do scst Completo ou Simplificado
nas quais a correc¸a˜o do erro de integrac¸a˜o seja necessa´ria. Nestas aplicac¸o˜es, a a´rea de
memo´ria da integrac¸a˜o e´ acessada pelas tarefas τ1 e τ4, que realizam leitura e escrita
respectivamente. A interrupc¸a˜o de τ4 (que tem menor prioridade) por τ1 (que tem
prioridade ma´xima) pode fazer com que τ1 utilize dados inconsistentes caso a sec¸a˜o
cr´ıtica de τ4 na˜o tenha sido completada.
A Figura 6.2 ilustra o acesso das tarefas do sistema aos recursos exclusivos, para o
caso do scst Completo com estrutura em cascata. A notac¸a˜o utilizada e´ a mesma da
Figura 6.1.
Em todos estes casos e´ importante observar que, quando necessa´rio, um mecanismo
de controle de acesso a recursos exclusivos que na˜o permita a preempc¸a˜o durante a
execuc¸a˜o da sec¸a˜o cr´ıtica das tarefas pode ocasionar uma situac¸a˜o em que uma tarefa de
maior prioridade tenha que esperar pela conclusa˜o de uma tarefa de menor prioridade.
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Figura 6.2: Recursos exclusivos utilizados pelas tarefas do scst Completo com estru-
tura em cascata.
Neste caso, a tarefa de maior prioridade fica bloqueada neste recurso ate´ que a tarefa
de menor prioridade o libere ao final de sua sec¸a˜o cr´ıtica.
6.4 Modelagem UML do Sistema
Juntamente com a definic¸a˜o das restric¸o˜es de tempo-real do sistema, e´ feita a mode-
lagem deste utilizando a metodologia apresentada no Cap´ıtulo 5. A primeira etapa
consiste na especificac¸a˜o dos casos de uso a partir da lista de funcionalidades. Em
seguida, sa˜o identificadas as classes que compo˜em o sistema e a estrutura formada por
suas associac¸o˜es. Com base nesta estrutura, sa˜o modeladas as interac¸o˜es necessa´rias
a` atender os casos de uso, bem como o comportamento dinaˆmico dos objetos. Por
fim, sa˜o identificadas as tarefas do sistema e suas restric¸o˜es temporais, de modo a
expressa´-las no modelo uml utilizando o perfil uml-tr.
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6.4.1 Modelagem dos Casos de Uso
A partir das funcionalidades apresentadas na Sec¸a˜o 6.2, sa˜o modelados os casos de uso
do scst, que sa˜o apresentados no diagrama da Figura 6.3.
Figura 6.3: Casos de uso do sistema.
Os casos de uso Iniciar Percurso e Parar Percurso teˆm a func¸a˜o de controlar a
operac¸a˜o do sistema, permitindo comandar o in´ıcio e o fim do deslocamento do roboˆ
mo´vel. O caso de usoVisualizar Informac¸o˜es transmite a algum recurso de hardware, as
informac¸o˜es referentes ao percurso. Selecionar Trajeto´ria e´ o caso de uso que permite,
atrave´s do banco de dados de trajeto´rias, definir a trajeto´ria a ser percorrida. Ja´
Ajustar Modo de Operac¸a˜o e´ o caso de uso utilizado que redefine a lei de controle de
modo a atender diferentes crite´rios de desempenho. Por fim, Controlar Trajeto´ria e´
o caso de uso responsa´vel pela conduc¸a˜o do ve´ıculo ou roboˆ ao longo da trajeto´ria
pre´-determinada, sendo dividido nos casos de uso espec´ıficos para o controle do modelo
cinema´tico, do modelo dinaˆmico de β e θ˙ e do modelo dinaˆmico da velocidade v no
centro de massa. O caso de uso Controlar Trajeto´ria inclui ainda outros casos de uso
relacionados a outras entidades externas ale´m do ator Roboˆ Mo´vel. Estas entidades sa˜o
compostas pelos sensores e pelos atuadores do roboˆ mo´vel, como mostra o diagrama
de casos de uso da Figura 6.4.
Os casos de uso descritos na Figura 6.4 sa˜o, basicamente, operac¸o˜es destinadas a
realizar o interfaceamento do scst com os objetos f´ısicos caracterizados pelos sistemas
eletroˆnicos de sensoreamento e atuadores, situados no n´ıvel 1 da Figura 2.1.
Apo´s a definic¸a˜o dos casos de uso do sistema, e´ realizada a modelagem das classes
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Figura 6.4: Casos de uso espec´ıficos dos sistemas de sensoreamento e atuadores.
e seus relacionamentos, com o objetivo de compor a estrutura lo´gica do sistema.
6.4.2 Modelagem das Classes
A pro´xima etapa do poo consiste na modelagem das classes do sistema. A identi-
ficac¸a˜o das classes foi feita com base nas principais entidades presentes nas estruturas
representadas pelos diagramas de blocos das figuras 4.11, 4.17 e 4.18, entidades estas
cujas operac¸o˜es foram detalhadas no Cap´ıtulo 4. Sa˜o elas:
• MPC:
Classe contendo controlador preditivo multivaria´vel com base no algoritmo gpc,
apresentado no Cap´ıtulo 4, e que caracteriza unidade de escalonamento represen-
tando a tarefa τ1;
• BetaThetaMPC:
Classe derivada de MPC especificamente para o controle da dinaˆmica de β e θ˙
para ve´ıculos direcionais, dadas pelas expresso˜es (4.9) e (4.10) respectivamente.
Representa a unidade de escalonamento da tarefa τ8;
• SpeedMPC:
Classe derivada de MPC especificamente para o controle da dinaˆmica da veloci-
dade no centro de massa para ve´ıculos direcionais, dada pelas expresso˜es (4.11,
4.12). Representa a unidade de escalonamento da tarefa τ9;
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• ControlLawProcessor:
Classe com a parte do algoritmo gpc responsa´vel pelo ca´lculo da lei de controle,
com base no modelo do processo;
• CommandProcessor:
Classe com a parte do algoritmo gpc responsa´vel pelo ca´lculo da ac¸a˜o de controle,
com base no modelo do processo;
• Reference:
Classe para gerac¸a˜o de trajeto´rias de refereˆncia com base no modelo cinema´tico
de roboˆs diferenciais e direcionais. Oferece operac¸o˜es para gerac¸a˜o de trajeto´rias
circulares, quadrangulares, e nas formas de “oito”e “S”;
• PurePursuit:
Classe contendo o algoritmo pure pursuit de gerac¸a˜o de trajeto´rias de apro-
ximac¸a˜o. Conforme descrito no Cap´ıtulo 4, a gerac¸a˜o de trajeto´rias de apro-
ximac¸a˜o se faz necessa´ria para validar o modelo linearizado utilizado no scst;
• SpeedController:
Interface para o sistema de controle de velocidade;
• HeadingController:
Interface para o sistema de direc¸a˜o;
• HeadingDriver:
Classe abstrata com caracter´ısticas gerais para drivers de hardware de controle
de orientac¸a˜o;
• KDVAHeading:
Classe derivada de HeadingDriver contendo os drivers espec´ıficos para o controle
de orientac¸a˜o e velocidade do roboˆ kdva (ver Cap´ıtulo 7);
• MiniBajaHeading:
Classe derivada de HeadingDriver contendo os drivers espec´ıficos para o controle
de direc¸a˜o do ve´ıculo Mini-Baja (ver Cap´ıtulo 7);
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• SpeedDriver
Classe abstrata com caracter´ısticas gerais para drivers de hardware de controle
de velocidade;
• MiniBajaSpeed
Classe derivada de SpeedDriver contendo os drivers espec´ıficos para o controle de
velocidade do ve´ıculo Mini-Baja (ver Cap´ıtulo 7);
• Integrator:
Classe com me´todo de integrac¸a˜o nume´rica para determinar, em tempo-real, a
posic¸a˜o do roboˆ em coordenadas cartesianas no plano de deslocamento. Tambe´m
caracteriza unidade de escalonamento representando a tarefa τ4;
• Sensor:
Classe abstrata com caracter´ısticas gerais para sensores;
• AngleSensor:
Classe derivada de Sensor que representa a bu´ssola eletroˆnica;
• RealPosSensor:
Classe derivada de Sensor que representa o sensor de posicionamento real;
• CrashSensor:
Classe derivada de Sensor que representa o sensor anti-colisa˜o;
• SystemClock:
Relo´gio de tempo-real;
• OperatorIO:
Interface com o operador, atrave´s da qual sa˜o realizados os comandos de in´ıcio,
fim e selec¸a˜o da trajeto´ria, ajuste de modo de operac¸a˜o e envio de informac¸o˜es,
caracterizando portanto, a unidade de escalonamento responsa´vel pelas tarefas
na˜o concorrentes J2, J3, J5, J6 e J7.
Tendo sido determinadas as classes do sistema de controle, o pro´ximo passo foi a
identificac¸a˜o dos atributos e operac¸o˜es de cada classe e os seus relacionamentos. Os
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atributos e operac¸o˜es foram definidos com base nos algoritmos gpc e pure pursuit, e
demais me´todos auxiliares necessa´rios a` te´cnica de seguimento de trajeto´ria de ve´ıculos.
Os relacionamentos entre as classes foram definidos separadamente para o controle
baseado apenas na cinema´tica e para o controle em cascata, a partir dos diagramas de
blocos das figuras 4.11, 4.17 e 4.18.
Seguimento de Trajeto´ria com Modelo Cinema´tico
O diagrama de classes do scst Completo baseado no modelo cinema´tico, conforme o
diagrama da Figura 4.11, e´ apresentado na Figura 6.5.
A partir do diagrama da Figura 6.5, pode-se observar que as mensagens sa˜o quase
todas enviadas pela classeMPC, que centraliza o controle das atividades, representando
o bloco Conduc¸a˜o do diagrama de blocos da Figura 4.11. Esta classe e´ composta pelas
classes ControlLawProcessor que calcula a lei de controle, e CommandProcessor que
calcula a ac¸a˜o de controle. Ale´m de MPC, apenas as classes SystemClock e OperatorIO
tambe´m realizam o envio de mensagens, todas destinadas a mpc. OperatorIO envia
mensagens para a redefinic¸a˜o de paraˆmetros do sistema, enquanto que SystemClock
envia mensagens perio´dicas invocando a execuc¸a˜o do ca´lculo da ac¸a˜o de controle e da
correc¸a˜o do erro de integrac¸a˜o. Desta forma, com excec¸a˜o das associac¸o˜es entre MPC,
OperatorIO e SystemClock que sa˜o bidirecionais, todas as outras sa˜o unidirecionais
no sentido de MPC para as demais classes. Quanto aos tipos de multiplicidade das
associac¸o˜es, tem-se que todas sa˜o 1 para 1, ou seja, no sistema de controle ha´ apenas
uma instaˆncia de cada objeto. A u´nica excec¸a˜o e´ a associac¸a˜o de composic¸a˜o da classe
OperatorIO, que pode conter mais de um objeto da classe Button.
Na modelagem das classes, a opc¸a˜o por definir a trajeto´ria de aproximac¸a˜o (Pu-
rePursuit) e o integrador (Integrator) como objetos distintos em vez de adiciona´-los
como objetos membros do controlador, tem como uma das razo˜es, tornar facilitada a
implementac¸a˜o do scst utilizando outras te´cnicas de integrac¸a˜o e gerac¸a˜o de trajeto´ria
de aproximac¸a˜o. Neste caso, basta associar o controlador a`s classes contendo imple-
mentac¸o˜es destas te´cnicas. Se estas classes preservarem a mesma interface, as classes
clientes (no caso, MPC ) na˜o precisam ser alteradas. A classe PurePursuit foi originada
do subsistema Gerador e Supervisor de Trajeto´ria de Refereˆncia, assim como a classe
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Figura 6.5: Diagrama de classes do scst Completo baseado em modelo cinema´tico.
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Reference, que foi originada do subsistema Plano de Rota, ambos pertencentes ao bloco
Planejamento de Rota presente na Figura 4.11. A classe Integrator na˜o e´ originada
especificamente de nenhum bloco do diagrama da Figura 4.11, pois e´ considerada uma
parte do subsistema Gerador e Supervisor de Trajeto´ria de Refereˆncia. Da mesma
forma, as classes que modelam os sensores sa˜o consideradas parte do bloco Roboˆ.
Para realizar a comunicac¸a˜o do controlador com os sistemas eletroˆnicos que co-
mandam as ac¸o˜es do roboˆ mo´vel, foram modeladas as classes HeadingController e
SpeedController, originadas do bloco Sub-sistemas, novamente da Figura 4.11. Estas
classes oferecem operac¸o˜es de alto n´ıvel para comandar as ac¸o˜es de roboˆs diferenciais e
direcionais a partir da associac¸a˜o com classes derivadas dos tipos abstratos HeadingDri-
ver e SpeedDriver. Estas u´ltimas, por sua vez, conteˆm os detalhes da implementac¸a˜o
do co´digo de acesso ao hardware espec´ıfico de cada roboˆ, de modo que estes detalhes
ficam ocultos ao controlador.
Em relac¸a˜o aos requisitos de tempo-real, o uso do estereo´tipo SAschedRes nas
classes MPC, Integrator e OperatorIO indicam que os objetos destas classes sera˜o as
unidades de escalonamento que executam as tarefas do sistema. As classes MPC e
Integrator tambe´m sa˜o decoradas com o estereo´tipo SAresource, indicando que suas
instaˆncias tambe´m agregam recursos compartilhados.
E´ importante destacar que embora o sistema de controle aqui projetado seja desti-
nado a` aplicac¸o˜es em robo´tica mo´vel, a classe MPC e´ um controlador preditivo multi-
varia´vel de uso geral, ou seja, e´ aplica´vel a qualquer processo linear. Assim, de modo
a promover a reutilizac¸a˜o desta classe em outras aplicac¸o˜es, optou-se por na˜o utilizar
uma associac¸a˜o de composic¸a˜o da classe controladora com as demais classes auxiliares
ao controle de trajeto´ria, pois estas na˜o sa˜o necessa´rias ao controlador em aplicac¸o˜es
convencionais. Desta forma, os objetos das classes auxiliares sa˜o criados pelo contro-
lador em tempo de execuc¸a˜o apenas em aplicac¸o˜es de controle de trajeto´ria.
Ainda nesta etapa, e´ modelado tambe´m o scst Simplificado onde as definic¸o˜es da
trajeto´ria e do modo de operac¸a˜o sa˜o realizadas em tempo de compilac¸a˜o. Para isso,
e´ criada a classe MPCLite que ao contra´rio da classe MPC, na˜o agrega um objeto da
classe ControlLawProcessor e na˜o se associa a` classe Reference. O diagrama de classes
do scst Simplificado pode ser visto na Figura 6.6.
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Figura 6.6: Diagrama de classes do scst Simplificado baseado em modelo cinema´tico.
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O diagrama de classes do sistema simplificado mostra que a classe MPCLite na˜o
apresenta o estereo´tipo SAresource, uma vez que a memo´ria com as definic¸o˜es do sis-
tema e da lei de controle e´ alocada e escrita em tempo de compilac¸a˜o, e por isso na˜o e´
acessada de forma concorrente durante a execuc¸a˜o.
Seguimento de Trajeto´ria com Modelos Cinema´tico e Dinaˆmico
A representac¸a˜o do modelo de classes do scst Completo e´ apresentada no diagrama da
Figura 6.7. Diferentemente dos modelos das figuras 6.5 e 6.6, na estrutura em cascata
a classe MPC na˜o mais se associa a`s classes HeadingController e SpeedController, uma
vez que a comunicac¸a˜o com os dispositivos de hardware passa a ser realizada atrave´s
do n´ıvel da dinaˆmica, ou seja, o n´ıvel 2 da Figura 2.1. Este n´ıvel e´ representado pelas
classes BetaThetaMPC e SpeedMPC que foram originadas respectivamente a partir dos
dois subsistemas presentes no bloco Controle da Dinaˆmica do Roboˆ das figuras 4.17 e
4.18.
Como mostrado nos diagramas de blocos das figuras 4.17 e 4.18, nas estruturas em
cascata, a ac¸a˜o de controle calculada pelo controlador da cinema´tica serve de refereˆncia
para o controlador da dinaˆmica de β e θ˙, que por sua vez envia o comando ao sistema
de direc¸a˜o. Isso resulta nas associac¸o˜es unidirecionais entre BetaThetaMPC e MPC e
BetaThetaMPC e HeadingController no diagrama da Figura 6.7. A primeira tem como
finalidade permitir que BetaThetaMPC solicite a` MPC as ac¸o˜es de controle do modelo
cinema´tico para serem usadas como refereˆncia, e a segunda permite que a malha da
dinaˆmica envie a ac¸a˜o de controle ao sistema de direc¸a˜o do ve´ıculo.
Ja´ o controlador da dinaˆmica da velocidade v no centro de massa recebe a re-
fereˆncia de Reference, que no caso representa o plano de rota, e atua no controlador de
velocidade. Isso implica as associac¸o˜es unidirecionais entre SpeedMPC e Reference, e
SpeedMPC e SpeedController.
A presenc¸a do esterio´tipo SAschedRes nas classes BetaThetaMPC e SpeedMPC
indica que estas representam as unidades concorrentes responsa´veis pela execuc¸a˜o das
tarefas de controle da dinaˆmica do sistema. O uso do esterio´tipo SAresource indica
que as instaˆncias de BetaThetaMPC e SpeedMPC, assim como as de MPC, possuem
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Figura 6.7: Diagrama de classes do scst Completo baseado nos modelos cinema´tico e
dinaˆmico.
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recursos de acesso exclusivo, como as memo´rias da definic¸a˜o do modelo do processo e
da lei de controle.
Embora a estrutura para o controle dos modelos cinema´tico e dinaˆmico possa ser
implementada no modo simplificado, utilizando a classe MPCLite como controlador
da cinema´tica e tambe´m como base para a derivac¸a˜o de BetaThetaMPC e SpeedMPC,
pressupo˜e-se que o n´ıvel de exigeˆncia de uma aplicac¸a˜o de alto desempenho utilizando
controle em cascata implique a utilizac¸a˜o de hardware capaz de suportar a imple-
mentac¸a˜o em modo completo. Assim, a modelagem do scst com estrutura em cascata
e´ realizada apenas para este modo.
6.4.3 Pacotes
As classes desenvolvidas ao longo da modelagem foram organizadas em pacotes com
func¸o˜es espec´ıficas, de modo a promover a reutilizac¸a˜o de software. As classes MPC
e MPCLite e suas agregadas ControlLawProcessor e CommandProcessor foram orga-
nizadas no pacote GPC, que pode ser utilizado em aplicac¸o˜es gene´ricas de controle
de processos. O ambiente necessa´rio ao controle do comportamento cinema´tico com
modelo linearizado em coordenadas locais motivou a criac¸a˜o do pacote Track Control
Env com as classes PurePursuit, Integrator, HeadingController e SpeedController, que
podem ser utilizadas junto a outros sistemas para tratar o problema de seguimento
de trajeto´ria. As classes que modelam os sensores foram agrupadas no pacote Track
Control Sensors. Ja´ as classes que modelam os drivers para acesso a hardware deram
origem ao pacote HardwareDrivers. Por fim, a classe OperatorIO e suas agregadas
foram agrupadas no pacote Operator IO. Os diagramas com os pacotes e os detalhes
de cada classe sa˜o apresentados no Apeˆndice A.
6.4.4 Modelagem do Comportamento Interno
Na modelagem do comportamento interno, foram analisados os estados e transic¸o˜es a
que esta˜o sujeitos os objetos que compo˜em o sistema.
Os objetos das classes Reference e PurePursuit apresentam apenas o estado “oci-
oso”(Idle), sendo que apo´s qualquer transic¸a˜o, estes voltam novamente para o mesmo
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estado. Os eventos que ocasionam estas transic¸o˜es sa˜o mensagens do objeto da classe
MPC solicitando os servic¸os oferecidos pelas operac¸o˜es destes objetos.
As classes RealPosSensor, AngleSensor, CrashSensor, SpeedController e Heading-
Controller modelam objetos lo´gicos que servem como interface para a comunicac¸a˜o
com os objetos f´ısicos compostos pelos sistemas eletroˆnicos do roboˆ mo´vel a ser con-
trolado. Assim, tambe´m estes objetos apresentam apenas o estado “ocioso”a partir
do qual ocorrem as transic¸o˜es em resposta as mensagens que solicitam os servic¸os das
operac¸o˜es.
A modelagem do comportamento interno de um objeto da classe MPC e suas de-
rivadas BetaThetaMPC e SpeedMPC e´ apresentada no diagrama de estados da Figura
6.8.
Figura 6.8: Diagrama de estados da classe MPC e suas derivadas BetaThetaMPC e
SpeedMPC
Neste diagrama, pode-se identificar os estados “ocioso”(idle) e “execu-
tando”(running). Apo´s a sua criac¸a˜o, o controlador permanece no estado “ocioso”ate´
que seja invocada a operac¸a˜o start(), que comanda o in´ıcio do percurso da trajeto´ria.
Ao iniciar o percurso, o controlador cria um objeto da classe SystemClock e muda seu
estado para “executando”. Uma vez “executando”, o controlador recebe periodica-
mente mensagens do SystemClock solicitando o processamento da ac¸a˜o de controle. O
controlador pode ainda, a partir do estado “executando”, realizar uma transic¸a˜o para
redefinir o modo de operac¸a˜o, retornando em seguida para o mesmo estado. Quando
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no estado “ocioso”, o controlador pode realizar transic¸o˜es para exportar os dados do
percurso, para a redefinic¸a˜o do modo de operac¸a˜o ou para o registro da trajeto´ria de
refereˆncia, retornando em seguida para o mesmo estado. Ja´ a transic¸a˜o do estado “exe-
cutando”para o estado “ocioso”ocorre quando e´ ordenada a interrupc¸a˜o do percurso
atrave´s de uma mensagem invocando a operac¸a˜o stop(). No caso do scst Simplificado,
o objeto da classe MPCLite e suas eventuais derivadas apresentam os mesmos estados,
pore´m na˜o existem as transic¸o˜es ocasionadas pelo ajuste do modo de operac¸a˜o e pela
definic¸a˜o da trajeto´ria.
Ja´ a modelagem dos estados de um objeto da classe Integrator e´ apresentada
na Figura 5.6, onde se percebe a presenc¸a dos estados “ocioso”(Idle) e “sobrecarre-
gado”(Overloaded). Apo´s instanciado, o integrador permanece no estado “ocioso”,
estando apto a realizar as suas operac¸o˜es. Estas operac¸o˜es podem ser o passo de inte-
grac¸a˜o, a exportac¸a˜o dos dados para arquivo, base de dados e/ou display entre outras,
e a correc¸a˜o do erro de integrac¸a˜o, que ocasionam transic¸o˜es iniciando e terminando no
estado “ocioso”. A transic¸a˜o para o estado “sobrecarregado”ocorre quando e´ utilizada
toda a memo´ria destinada ao armazenamento das coordenadas do deslocamento, ou
seja, quando for solicitado um passo de integrac¸a˜o apo´s ser atingida a u´ltima posic¸a˜o
do bloco de memo´ria alocada. Ao atingir o estado “sobrecarregado”, a integrac¸a˜o e´
enta˜o desabilitada de modo a evitar a violac¸a˜o de outras a´reas de memo´ria.
6.4.5 Modelagem da Interac¸a˜o entre Objetos
Nesta sec¸a˜o e´ apresentada a modelagem das interac¸o˜es que ocorrem nos principais casos
de uso apresentados no diagrama da Figura 6.3.
Controlar Trajeto´ria
Este caso de uso consiste nas tarefas perio´dicas que sa˜o executadas no processo de
conduc¸a˜o do ve´ıculo. No caso do scst baseado em modelo cinema´tico, a ac¸a˜o de con-
trole e´ calculada apenas a partir do resultado do loop de controle do modelo cinema´tico.
No caso do scst para aplicac¸o˜es de alto desempenho, tambe´m os loop’s de controle
da dinaˆmica de β e θ˙ e da velocidade v no centro de massa se fazem necessa´rios. Es-
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tas tarefas sa˜o executadas em resposta a mensagens perio´dicas enviadas pela classe
SystemClock, como mostra a Figura 6.9.
Figura 6.9: Diagrama de sequ¨eˆncia para seguimento de trajeto´ria com estrutura em
cascata.
A seguir sa˜o detalhadas as interac¸o˜es que ocorrem em cada uma das malhas de
controle, para atender os casos de uso que compo˜em o caso de uso Controlar Trajeto´ria.
Controlar Cinema´tica
As interac¸o˜es que ocorrem na execuc¸a˜o do loop de controle do modelo cinema´tico
tambe´m caracterizam a tarefa τ1 e sa˜o modeladas no diagrama de sequ¨eˆncia da Figura
6.10.
Em resposta ao envio perio´dico de uma mensagem run pelo SystemClock, o con-
trolador MPC dispara a execuc¸a˜o de τ1 que executa a sequ¨eˆncia de ca´lculo da ac¸a˜o
de controle. O padra˜o perio´dico de ativac¸a˜o e as caracter´ısitcas de τ1 sa˜o definidos no
diagrama pelos estereo´tipos SAtrigger e SAresponse.
A primeira ac¸a˜o de τ1 consiste no envio de uma mensagem ao CrashSensor para
verificar a presenc¸a de obsta´culo. A partir do resultado, e´ enviada uma mensagem ao
SpeedController para definir a velocidade de deslocamento. Em caso da presenc¸a de
obsta´culo, o percurso e´ imediatamente interrompido setando-se velocidade zero. Caso
contra´rio, e´ setada a velocidade desejada para o percurso.
Em seguida, e´ iniciado o ca´lculo da ac¸a˜o de controle, que, como foi visto, e´ feito
com base na lei de controle, na predic¸a˜o das sa´ıdas e nos pontos da trajeto´ria de apro-
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Figura 6.10: Diagrama de sequ¨eˆncia do loop de controle do modelo cinema´tico
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ximac¸a˜o. Para realizar a predic¸a˜o das sa´ıdas do processo a ser controlado, os valores
passados destas sa´ıdas devem ser obtidos atrave´s de medic¸o˜es sucessivas por meio de
sistemas de sensoreamento. No caso do scst, sa˜o necessa´rios os valores passados do
aˆngulo de orientac¸a˜o θ e da posic¸a˜o em coordenadas locais do roboˆ. Assim, e´ enviada
mensagem ao objeto da classe AngleSensor, solicitando a medida da bu´ssola eletroˆnica.
A medida de θ e´ enta˜o fornecida ao Integrator atrave´s do envio de mensagem que co-
manda o passo de integrac¸a˜o, sendo em seguida solicitadas as coordenadas globais
da posic¸a˜o do roboˆ, com base na integrac¸a˜o. O passo de integrac¸a˜o e a solicitac¸a˜o
das varia´veis integradas sa˜o operac¸o˜es que fazem, respectivamente, leitura e escrita da
memo´ria de integrac¸a˜o que, por sua vez, e´ um recurso compartilhado. A utilizac¸a˜o
deste recurso compartilhado nestas ac¸o˜es e´ representada pela marca SAusedResource
definida como “Integrator” no estereo´tipo SAaction.
Obtidas as coordenadas integradas, a pro´xima ac¸a˜o consiste no envio de mensagem a
PurePursuit solicitando a conversa˜o destas coordenadas para o sistema de coordenadas
locais, de modo que o controlador possa utiliza´-las no modelo de predic¸a˜o.
A trajeto´ria de aproximac¸a˜o em coordenadas locais e´ gerada na ac¸a˜o seguinte, com
base na posic¸a˜o atual do roboˆ e no ponto de destino sobre a trajeto´ria de refereˆncia.
Para isso, o controlador envia uma mensagem ao objeto da classe PurePursuit infor-
mando a posic¸a˜o atual do roboˆ (em coordenadas locais), o valor de θ, a trajeto´ria de
refereˆncia (em coordenadas globais) e o valor do paraˆmetro look-ahead. O PurePursuit,
por sua vez, determina a posic¸a˜o de destino sobre a trajeto´ria de refereˆncia com base
no look-ahead, converte esta posic¸a˜o para o sistema de coordenadas locais e gera a
trajeto´ria de aproximac¸a˜o, tambe´m em coordenadas locais, que enta˜o e´ retornada ao
MPC em resposta a mensagem getTrack.
De posse da predic¸a˜o e da trajeto´ria de aproximac¸a˜o, o objeto da classe MPC
realiza o ca´lculo da ac¸a˜o de controle e, atrave´s de mensagem enviada ao objeto da
classe HeadingController, aplica o comando ao sistema de direc¸a˜o do roboˆ, finalizando
o loop de controle. Pode-se observar que a mensagem enviada ao HeadingController
e´ do tipo ass´ıncrona, de modo que MPC permanece com o fluxo de controle. O
esterio´tipo SAaction que decora a operac¸a˜o de ca´lculo da ac¸a˜o de controle apresenta a
marca SAusedResource definida como “MPC”, indicando o uso da memo´ria referente
6. Modelagem e Descric¸a˜o do Problema 119
a` lei de controle, que e´ agregada a` classe MPC. A memo´ria da lei de controle como
recurso compartilhado da classe MPC e´ representada no diagrama da Figura 6.10 pelo
estereo´tipo SAresource na classe MPC. As marcas SAaccessControl, definida como
“NoPreemption”, e SAcapacity, definida com valor 1, representam a condic¸a˜o de acesso
exclusivo e sem preempc¸a˜o.
A durac¸a˜o de cada uma das ac¸o˜es de τ1 e´ definida no diagrama atrave´s da marca
RTduration oferecida pelo esterio´tipo SAaction. Todos os tempos apresentados no
diagrama da Figura 6.10 sa˜o referentes a implementac¸a˜o em plataforma powerpc,
que e´ apresentada no pro´ximo cap´ıtulo.
Controlar Dinaˆmica de β e θ˙
As interac¸o˜es que ocorrem na execuc¸a˜o da tarefa τ8, para o controle da dinaˆmica de β
e θ˙, sa˜o modeladas no diagrama de sequ¨eˆncia da Figura 6.11.
Figura 6.11: Diagrama de sequ¨eˆncia do loop de controle da dinaˆmica de β e θ˙.
Em resposta a` mensagem perio´dica run enviada por SystemClock, o objeto da classe
BetaThetaMPC inicia a sequ¨eˆncia de operac¸o˜es para o ca´lculo da ac¸a˜o de controle.
Como primeira ac¸a˜o, BetaThetaMPC chama sua operac¸a˜o interna setRef que, por sua
vez, envia uma mensagem ao controlador da cinema´tica solicitando a ac¸a˜o de controle
para o modelo cinema´tico, que no caso e´ usada como refereˆncia. O estereo´tipo SAaction
com a marca SAusedResource definida como MPC na mensagem getCommand, indica
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que BetaThetaMPC utiliza a memo´ria de MPC referente ao horizonte de controle.
Esta memo´ria, em aplicac¸o˜es com estrutura em cascata, e´ definida como um recurso
exclusivo conforme definido na Sec¸a˜o 6.3.
Em seguida, e´ enviada a mensagem a AngleSensor solicitando a medic¸a˜o de θ. De
posse da refereˆncia e da medic¸a˜o, sa˜o invocadas as operac¸o˜es processFreeResponseOP e
processCommand para calcular a predic¸a˜o e a ac¸a˜o de controle respectivamente. Nova-
mente aqui se pode perceber a marca SAusedResource definida como BetaThetaMPC,
indicando o uso das a´reas de memo´ria referentes a` definic¸a˜o do modelo dinaˆmico e da
lei de controle. A ac¸a˜o de controle e´ enta˜o enviada ao sistema de direc¸a˜o por meio de
mensagem a` classe HeadingController.
No exemplo do diagrama da Figura 6.11, as marcas do estereo´tipo SAtrigger definem
um per´ıodo de amostragem dez vezes menor que a malha de controle da cinema´tica.
Ja´ as marcas do estereo´tipo SAresponse apresentam algumas caracter´ısticas de τ8,
definidas na Sec¸a˜o 6.3, como n´ıvel ma´ximo de prioridade e deadline do tipo hard.
Controlar Dinaˆmica da Velocidade no Centro de Massa
As interac¸o˜es que ocorrem no loop de controle da dinaˆmica da velocidade no centro
de massa, caracterizadas pela tarefa τ9, sa˜o modeladas no diagrama de sequ¨eˆncia da
Figura 6.12.
Esta sequ¨eˆncia de interac¸o˜es e´ muito semelhante a`s interac¸o˜es para o controle da
dinaˆmica de β e θ˙. Em resposta a` mensagem perio´dica run de SystemClock, o objeto da
classe SpeedMPC inicia a sequ¨eˆncia chamando setRef que desta vez, solicita a refereˆncia
para um objeto da classe Reference. Ja´ a medic¸a˜o da sa´ıda do processo e´ obtida por
meio do controlador de velocidade SpeedController. Apo´s a obtenc¸a˜o de refereˆncia e
da medic¸a˜o, sa˜o calculadas a predic¸a˜o e a ac¸a˜o de controle que, por sua vez, e´ aplicada
ao ve´ıculo por meio de SpeedController.
Os esterio´tipos SAtrigger e SAresponse da Figura 6.12 mostram que as definic¸o˜es de
τ9 sa˜o as mesmas de τ8, conforme definido na Sec¸a˜o 6.3. Ja´ o uso da marca SAusedRe-
source do esterio´tipo SAaction nas operac¸o˜es processFreeResponse e processCommand,
indica que estas fazem uso da memo´ria que armazena o modelo do processo (no caso o
a dinaˆmica da velocidade) e a lei de controle.
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Figura 6.12: Diagrama de sequ¨eˆncia do loop de controle da dinaˆmica da velocidade no
centro de massa.
Iniciar Percurso
Atrave´s deste caso de uso, o operador pode iniciar o percurso da trajeto´ria pre´-
determinada. A Figura 6.13 apresenta o diagrama de sequ¨eˆncia com as interac¸o˜es
envolvidas no comando de in´ıcio de percurso.
Figura 6.13: Diagrama de sequ¨eˆncia do comando de in´ıcio de trajeto´ria
Como mostra o diagrama de sequ¨eˆncia, a partir do evento go button, originado
pelo comando do operador, o objeto da classe Button envia mensagem disparando em
OperatorIO a execuc¸a˜o da tarefa J6, que consiste na ac¸a˜o de solicitar a MPC a criac¸a˜o
de um objeto da classe SystemClock. Apo´s instanciado, o objeto SystemClock passa a
comandar periodicamente o ca´lculo da ac¸a˜o de controle, dando in´ıcio ao percurso da
trajeto´ria.
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Parar Percurso
Este caso de uso tem a func¸a˜o de permitir ao operador interromper o percurso da
trajeto´ria, como mostram as interac¸o˜es do diagrama de sequ¨eˆncia da Figura 6.14.
Figura 6.14: Diagrama de sequ¨eˆncia do comando de interrupc¸a˜o de trajeto´ria
A partir do comando de parada imposto pelo operador, caracterizado pelo evento
stop button, o objeto da classe Button envia mensagem disparando em OperatorIO a
execuc¸a˜o da tarefa J7. Esta consiste no envio da mensagem stop a MPC, para parar o
roboˆ e destruir o objeto SystemClock.
Ajustar Modo de Operac¸a˜o
Caso de uso presente apenas no scst Completo e com a finalidade de definir o modo de
operac¸a˜o do scst. As interac¸o˜es que ocorrem no ajuste do modo de operac¸a˜o do scst
baseado em modelo cinema´tico esta˜o expressas no diagrama de sequ¨eˆncia da Figura
6.15.
Figura 6.15: Diagrama de sequ¨eˆncia do comando de ajuste de modo de operac¸a˜o para
scst baseado em modelo cinema´tico.
A partir da solicitac¸a˜o de ajuste de modo, determinada pelo evento set mode button,
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o objeto da classe Button envia mensagem disparando em OperatorIO a execuc¸a˜o da
tarefa J2. Em J2, OperatorIO envia mensagem a MPC invocando a operac¸a˜o de
redefinic¸a˜o dos paraˆmetros do sistema. Esta operac¸a˜o por sua vez, invoca no objeto
da classe ControlLawProcessor a operac¸a˜o de ca´lculo da lei de controle com base nas
novas definic¸o˜es. As sec¸o˜es cr´ıticas de J2 sa˜o representadas pela marca SAusedResource,
definida como “MPC” no esterio´tipo SAaction, decorando as mensagens que invocam as
operac¸o˜es systemInitialize e processControlLaw. Esta u´ltima operac¸a˜o realiza a escrita
da memo´ria referente a` lei de controle, enquanto que a primeira operac¸a˜o realiza a
escrita da memo´ria referente a` definic¸a˜o do sistema. As caracter´ısticas destes recursos
compartilhados sa˜o descritas no estereo´tipo SAresource da classe MPC.
Tambe´m na Figura 6.15, os valores de tempo apresentados pelos esterio´tipos SAtrig-
ger, SAresponde e SAaction sa˜o referentes a` implementac¸a˜o em powerpc, apresentada
no Cap´ıtulo 7.
No caso do scst Completo com estrutura em cascata para controle dos modelos
dinaˆmico e cinema´tico, o ajuste do modo de operac¸a˜o ocorre de modo semelhante, com
SystemClock invocando a operac¸a˜o systemReset para cada um dos objetos controlado-
res das classes MPC, BetaThetaMPC e SpeedMPC, como mostra a Figura 6.16.
Figura 6.16: Diagrama de sequ¨eˆncia do comando de ajuste de modo de operac¸a˜o para
scst com estrutura em cascata.
Por questa˜o de simplicidade, as operac¸o˜es realizadas por cada objeto controlador
em resposta a` mensagem systemReset foram omitidas no diagrama da Figura 6.16.
Pore´m estas sa˜o as mesmas apresentadas na Figura 6.15.
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Corrigir Erro de Integrac¸a˜o
Este caso de uso tem a finalidade de corrigir periodicamente o erro de posicionamento
que e´ acumulado ao longo do tempo, devido ao me´todo de integrac¸a˜o nume´rica utilizado
para determinar em tempo-real, a posic¸a˜o do roboˆ. Esta correc¸a˜o pode ou na˜o ser
necessa´ria dependendo do n´ıvel de precisa˜o desejado para a aplicac¸a˜o de destino. A
correc¸a˜o do erro de integrac¸a˜o implica a necessidade de um sensor capaz de informar
a posic¸a˜o real do roboˆ no plano de deslocamento. Embora este sensor na˜o esteja
dispon´ıvel para a utilizac¸a˜o neste projeto, as interac¸o˜es necessa´rias a` utilizac¸a˜o deste
recurso foram modeladas e as operac¸o˜es necessa´rias a` correc¸a˜o foram implementadas
nas classes MPC e Integrator. A Figura 6.17 apresenta as interac¸o˜es necessa´rias a
correc¸a˜o do erro de integrac¸a˜o.
Figura 6.17: Diagrama de sequ¨eˆncia da correc¸a˜o do erro de integrac¸a˜o
A correc¸a˜o do erro de integrac¸a˜o se da´ de forma perio´dica, por meio de mensagem
enviada pelo SystemClock, que dispara em Integrator a execuc¸a˜o da tarefa τ4. Em
resposta, o integrador envia mensagens ao sensor de posicionamento real, modelado
pela classe RealPosSensor, de modo a obter as coordenadas da posic¸a˜o real. O acesso
de τ4 ao recurso compartilhado caracterizado pela memo´ria de integrac¸a˜o e´ representado
no diagrama por meio da marca SAusedResource. A condic¸a˜o de recurso compartilhado
da a´rea de memo´ria para a integrac¸a˜o e´ representada na classe Integrator por meio do
esterio´tipo SAresource, noqual sa˜o utilizadas as marcas SAaccessControl, definida como
“NoPreemption”, e SAcapacity, definida com o valor 1, para representar as necessidades
de acesso exclusivo e sem preempc¸a˜o, definidas na Sec¸a˜o 6.3.
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Enviar Informac¸o˜es
Este caso de uso foi modelado com a finalidade de proporcionar ao operador informac¸o˜es
sobre as condic¸o˜es do roboˆ ao longo do percurso. Como na˜o havia a disponibilidade
de dispositivos como displays ou monitores para o projeto, esta funcionalidade foi
implementada de modo que as informac¸o˜es sejam exportadas ao final do percurso para
arquivo ou para interface serial, dependendo da plataforma utilizada. A implementac¸a˜o
atual do sistema realiza, ao final da trajeto´ria, a exportac¸a˜o da evoluc¸a˜o da posic¸a˜o
e orientac¸a˜o do roboˆ, sendo que as interac¸o˜es modeladas para esta atividade esta˜o
representadas no diagrama da Figura 6.18.
Figura 6.18: Diagrama de sequ¨eˆncia do envio de informac¸o˜es
Como mostra o diagrama da Figura 6.18, o acionamento de bota˜o espec´ıfico gera
o evento get info button. Este evento faz com que o objeto da classe Button dispare
a execuc¸a˜o de J5 na instaˆncia de OperatorIO atrave´s do envio da mensagem getInfo.
Como resposta, a exportac¸a˜o dos dados e´ realizada atrave´s do envio de mensagens
exportData e exportArray ao objeto da classe Integrator por parte do controladorMPC.
Para realizar a exportac¸a˜o das coordenadas integradas, e´ realizada a leitura do recurso
compartilhado caracterizado pela memo´ria das coordenadas integradas. Este acesso
e´ identificado pela marca SAusedResource, definida como “Integrator” no esterio´tipo
SAaction da ac¸a˜o que invoca a operac¸a˜o exportData de Integrator.
Em aplicac¸o˜es com maior restric¸a˜o de recursos, este caso de uso pode ser dis-
pensa´vel.
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Selecionar Trajeto´ria
Caso de uso tambe´m presente apenas no scst Completo e que permite a selec¸a˜o da
trajeto´ria a ser percorrida a partir das opc¸o˜es oferecidas pela classe Reference. E´ im-
portante observar que a selec¸a˜o de trajeto´ria na˜o pode ser feita durante o deslocamento,
de modo que o percurso precisa ser interrompido no caso de mudanc¸a de trajeto´ria. As
interac¸o˜es que ocorrem na selec¸a˜o de trajeto´ria sa˜o mostradas na Figura 6.19.
Figura 6.19: Diagrama de sequ¨eˆncia da selec¸a˜o de trajeto´ria.
Como mostra a figura, em resposta ao evento select track button originado por co-
mando espec´ıfico do operador, o objeto da classe Button dispara, em OperatorIO, a
execuc¸a˜o da tarefa J5 pelo envio da mensagem setTrack. A resposta consiste na men-
sagem que invoca na instaˆncia de Reference a operac¸a˜o correspondente a` trajeto´ria
desejada, que no exemplo do diagrama e´ em forma de quadrado. O objeto da classe
Reference gera a trajeto´ria e a armazena na memo´ria dispon´ıvel. Em seguida, Opera-
torIO envia mensagens solicitando refereˆncias a esta memo´ria, para depois informa´-las
ao controlador MPC.
6. Modelagem e Descric¸a˜o do Problema 127
6.5 Algoritmo de Escalonamento
Em aplicac¸o˜es do scst em que haja a necessidade de utilizac¸a˜o de sotr, a escolha
do tipo de algoritmo de escalonamento ideal pode ser feita com base na ana´lise das
restric¸o˜es de tempo-real presentes em cada modo de implementac¸a˜o.
6.5.1 SCST Simplificado
Em uma aplicac¸a˜o do scst simplificado com base em modelo cinema´tico, na qual as
configurac¸o˜es sa˜o executadas off-line e definidas no sistema em tempo de compilac¸a˜o,
o conjunto de tarefas a ser executado durante o processo de conduc¸a˜o do ve´ıculo e´
fixo e com instantes de ativac¸a˜o bem determinados, sendo composto por τ1 ou τ1 e τ4,
cujos paraˆmetros permanecem constantes. No caso da necessidade de sotr para esta
aplicac¸a˜o, um algoritmo escalonador do tipo off-line poderia suprir perfeitamente as
necessidades do sistema, ale´m de trazer a vantagem de um baixo custo computacional,
pois, em tempo de execuc¸a˜o, apenas as operac¸o˜es do dispatcher devem ser executadas.
A principal vantagem do modelo com paraˆmetros fixos esta´ na possibilidade de se uti-
lizar complexos algoritmos de escalonamento de modo a buscar um soluc¸a˜o o´tima, pois
toda a execuc¸a˜o ocorre off-line. A Figura 6.20 apresenta um exemplo de escalonamento
ao longo do tempo, das tarefas do sistema baseado em modelo cinema´tico.
N +(k-1)T1 C1
J1
C11
N +(k-1)T1 1
J4
N +(k-1)T4 4 C4
execuçãonormal
seção crítica
C1
N +(k-1)T1 1 C1
N +(k-1)T1 1
N +(k-1)T4 4 C4
C1
N +(k-1)T1 1
t
t
t(k) t(k)+T t(k)+2T t(k)+3T t(k)+4T
Figura 6.20: Exemplo de escalonamento das tarefas do scst Simplificado baseado em
modelo cinema´tico.
6.5.2 SCST Completo
Ja´ no caso de uma aplicac¸a˜o em ambiente dinaˆmico, em que haja a necessidade de
mudanc¸as na configurac¸a˜o do sistema em tempo de execuc¸a˜o, e´ tambe´m necessa´ria
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a execuc¸a˜o da tarefa ass´ıncrona J2, tanto no controle baseado apenas no modelo ci-
nema´tico quanto na estrutura em cascata.
Conforme comentado na Sec¸a˜o 6.3, como as tarefas τ1, J2, τ4, τ8 e τ9 apresentam
sec¸o˜es cr´ıticas que na˜o podem ser interrompidas, o escalonador deve iniciar a execuc¸a˜o
de J2 apenas em caso de garantia do cumprimento do deadline da tarefa τ1 e, no caso
do controle em cascata, tambe´m das tarefas τ8 e τ9. No caso de uma decisa˜o baseada
no wcet, tem-se que a tarefa J2 pode eventualmente ser rejeitada desnecessariamente.
Tambe´m com relac¸a˜o a J2, o fato desta poder apresentar um tempo de computac¸a˜o
muito superior a`s demais tarefas implica a necessidade de um algoritmo preemptivo
capaz de distribuir a sua execuc¸a˜o ao longo de alguns per´ıodos de amostragem, uma
vez que suas sec¸o˜es cr´ıticas sa˜o pequenas e a execuc¸a˜o pode ser interrompida de modo
indeterminado durante os trechos de execuc¸a˜o normal. A Figura 6.21 apresenta um
exemplo de escalonamento das tarefas do sistema completo baseado em modelo ci-
nema´tico, enquanto que a Figura 6.22 apresenta um exemplo de escalonamento das
tarefas do sistema completo com estrutura em cascata.
N +(k-1)T1 C1
J1
t
N1C1 C1 C11
N +(k-1)T1 1 N +(k-1)T1 1
N +(k-1)T1
J4
t
1 N +(k-1)T4 4 N +(k-1)T4 4
J2
t
C4
s2 f2 D2a2
t(k) t(k)+T t(k)+2T t(k)+3T
execuçãonormal
seção crítica
Figura 6.21: Exemplo de escalonamento das tarefas do scst completo baseado e modelo
cinema´tico.
Novamente no scst Completo, um algoritmo de escalonamento off-line supriria as
necessidades. Pore´m, devido a`s caracter´ısticas de J2, como tempo de execuc¸a˜o elevado e
acesso cont´ınuo a recursos exclusivos, a opc¸a˜o por algoritmo on-line pode proporcionar
uma execuc¸a˜o mais otimizada, principalmente quando utilizada a estrutura em cascata.
Ainda em relac¸a˜o a` estrate´gia de escalonamento, tem-se que algoritmos baseados
em computac¸a˜o imprecisa podem ser aplicados ao sistema de controle de trajeto´ria
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para tratar as tarefas τ1 e τ8. Como foi mencionado anteriormente, uma das ac¸o˜es
de τ1 e τ8 consiste na medic¸a˜o do aˆngulo de orientac¸a˜o θ. Na ana´lise das restric¸o˜es
de tr das tarefas, foi discutida a necessidade do tratamento de uma excec¸a˜o para o
caso da falha na leitura da bu´ssola eletroˆnica. Neste caso, θ seria estimado atrave´s
de integrac¸a˜o, utilizando-se o modelo cinema´tico do ve´ıculo. Para tratar esta mesma
questa˜o no contexto da computac¸a˜o imprecisa, τ1 e τ8 podem ser divididas em M1 e
O1, e M8 e O8 respectivamente, onde M1 e M8 utilizariam o valor estimado de θ e O1
e O8 substituiriam o valor estimado pelo valor real medido pela bu´ssola eletroˆnica.
6.6 Concluso˜es
Este cap´ıtulo apresentou a modelagem do scst utilizando conceitos de computac¸a˜o em
tempo-real orientada a objetos, no qual foram identificados os principais componen-
tes de software que compo˜em o sistema e as atividades que implementam os servic¸os
necessa´rios.
A partir da definic¸a˜o detalhada dos requisitos do problema, a linguagem uml foi
utilizada para modelar os casos de uso do sistema, a estrutura de classes, as interac¸o˜es
e o comportamento dinaˆmico dos objetos, destinados a atender cada um dos requisi-
tos necessa´rios. Atrave´s da identificac¸a˜o das restric¸o˜es de temporais, foram obtidas
informac¸o˜es sobre aspectos necessa´rios a` implementac¸a˜o do sistema de forma confia´vel,
de modo a se obter comportamento previs´ıvel e garantia de execuc¸a˜o em tempo-real.
Foram definidos dois modos ba´sicos de implementac¸a˜o, os modos simplificado e com-
pleto. O primeiro modo e´ destinado a aplicac¸o˜es em hardware mais restrito, nas quais as
condic¸o˜es de operac¸a˜o sa˜o consideradas constantes e, portanto, sa˜o definidas em tempo
de compilac¸a˜o. O segundo modo oferece toda configurac¸a˜o em tempo de execuc¸a˜o e,
permite assim, maior flexibilidade, em troca de maior custo computacional e utilizac¸a˜o
de memo´ria, ale´m da necessidade de sotr em aplicac¸o˜es mais dinaˆmicas e em que se
deseja comportamento otimizado.
Com relac¸a˜o a` metodologia de projeto, pode-se perceber que a linguagem uml
acompanhada do perfil uml-tr e´ bastante adequada a` modelagem do comportamento
do sistemas tempo-real orientados a objetos, permitindo expressar de forma clara o
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comportamento dos objetos e as restric¸o˜es temporais presentes nas atividades. A uti-
lizac¸a˜o da ana´lise e projeto orientado a objeto e´ u´til para orientar o cronograma de
desenvolvimento do sistema de forma segura, direcionando as atividades no sentido
da obtenc¸a˜o de co´digo modular e de fa´cil manutenc¸a˜o e adaptac¸a˜o, possibilitando a
reutilizac¸a˜o dos componentes em diferentes aplicac¸o˜es de controle de processos.
Cap´ıtulo 7
Implementac¸a˜o do Sistema
7.1 Introduc¸a˜o
Este cap´ıtulo tem a finalidade de apresentar a implementac¸a˜o do scst baseado em mo-
delo cinema´tico a partir da modelagem realizada no Cap´ıtulo 6. Para validar o sistema
de controle e verificar o seu comportamento em diferentes cena´rios, foram realizadas si-
mulac¸o˜es e ensaios experimentais com implementac¸o˜es em diferentes plataformas e em
diferentes modelos de ve´ıculos. Estas simulac¸o˜es e ana´lises experimentais tem como ob-
jetivos verificar o desempenho do sistema de controle, coletar informac¸o˜es e paraˆmetros
espec´ıficos referentes a` execuc¸a˜o do algoritmo em cada plataforma utilizada e analisar
a influeˆncia de cada arquitetura no desempenho final. A avaliac¸a˜o do desempenho do
sistema de controle e´ realizada atrave´s da comparac¸a˜o com os resultados simulados, e
a avaliac¸a˜o da execuc¸a˜o do algoritmo em plataformas embarcadas e´ realizada atrave´s
da comparac¸a˜o com o a execuc¸a˜o em plataforma x86.
Os ensaios experimentais foram realizados com implementac¸o˜es nas plataformas
x86, dsp e powerpc, sendo aplicados em ve´ıculos do tipo diferencial e direcional.
Em algumas das implementac¸o˜es, o co´digo do sistema de controle foi adaptado para
atender as restric¸o˜es do ambiente de desenvolvimento de cada plataforma. Da mesma
maneira, para cada ve´ıculo testado, foram desenvolvidas camadas de “interface de
aplicac¸a˜o de programa”(Aplication Program Interface, api) para acessar os subsistemas
de cada ve´ıculo. Estas api’s sa˜o utilizadas por classes denominadas drivers, destinadas
a` interac¸a˜o entre os diferentes n´ıveis de controle de um ve´ıculo autoˆnomo, conforme
destacado na Figura 2.1. Com o uso destas classes e´ poss´ıvel abstrair os detalhes de
implementac¸a˜o dos subsistemas do ve´ıculo, que compreendem os sistemas de controle
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e os sistemas de sensoreamento, tornando-os transparentes para os n´ıveis de controle
de dinaˆmica e conduc¸a˜o do ve´ıculo, de modo que o co´digo do scst na˜o precisa ser
adapatado e assim na˜o perde em generalidade.
Nas sec¸o˜es que seguem sa˜o descritos os detalhes de cada implementac¸a˜o realizada,
sendo apresentados os resultados experimentais obtidos, bem como a comparac¸a˜o destes
com os resultados teo´ricos das simulac¸o˜es, de modo a comprovar a eficieˆncia do sistema
tempo-real embarcado aqui desenvolvido.
7.2 Implementac¸a˜o no x86
A primeira plataforma em que foi implementado o algoritmo de controle foi a baseada
em processadores da arquitetura x86. O principal motivo desta escolha foi o fato de que
o sistema foi projetado e desenvolvido utilizando esta plataforma. A arquitetura x86 e´
muito utilizada em processos industriais, por meio de pcs industriais, que apresentam
a mesma arquitetura dos pcs convencionais, pore´m utilizando apenas componentes de
estado so´lido. Assim, com a auseˆncia de dispositivos como discos r´ıgidos, drives de
mı´dia remov´ıvel e ventiladores, os pcs industriais podem operar em ambientes mais
severos, suprindo as necessidades de muitas aplicac¸o˜es industriais que exijam alta carga
computacional e armazenamento de grande volume de dados.
Entre as principais vantagens da plataforma x86 em relac¸a˜o a plataformas es-
pec´ıficas para sistemas embarcados como dsps e powerpcs, pode-se citar que:
• E´ uma plataforma consagrada na indu´stria, sendo amplamente testada e utilizada
em diversas aplicac¸o˜es e em diferentes a´reas;
• Apresenta grande disponibilidade de perife´ricos e device drivers, proporcionando
flexibilidade na escolha do hardware destinado a cada aplicac¸a˜o;
• Suporta uma maior variedade de sistemas operacionais de tempo-real;
• Apresenta maior variedade de linguagens de programac¸a˜o.
Estas caracter´ısticas tornam a plataforma x86 adequada para suportar as aplicac¸o˜es
mais exigentes no escopo de controle de seguimento de trajeto´ria. Como desvantagem
7. Implementac¸a˜o do Sistema 134
para o uso desta arquitetura em sistemas embarcados, pode se citar o alto custo dos
pcs industriais.
7.2.1 Programac¸a˜o do Algoritmo
A disponibilidade de memo´ria e a capacidade de processamento da plataforma x86
possibilitam a implementac¸a˜o da versa˜o completa do scst. Para esta plataforma, a
implementac¸a˜o foi realizada em linguagem c++. Apesar da opc¸a˜o por esta linguagem,
e´ importante ressaltar que uma das grandes vantagens da arquitetura x86 e´ a diversi-
dade de linguagens de programac¸a˜o dispon´ıveis, permitindo codificac¸a˜o em diferentes
n´ıveis, de modo que outras linguagens e apis tambe´m utilizadas em aplicac¸o˜es de tr
podem ser utilizadas.
7.2.2 Determinac¸a˜o do Paraˆmetros das Tarefas
Para determinar os tempos de execuc¸a˜o das tarefas τ1 e J2 definidas no Cap´ıtulo 6,
foram feitos testes de execuc¸a˜o do co´digo do scst em duas diferentes configurac¸o˜es
da plataforma x86. A primeira configurac¸a˜o testada foi um processador Pentium 1
rodando a uma frequ¨eˆncia de clock de 166MHz com 32MBytes de memo´ria ram. A
segunda configurac¸a˜o testada foi um Pentium 4 operando com um clock de 2.8GHz e
512MBytes de memo´ria ram. A Tabela 7.1 apresenta os tempos de execuc¸a˜o obtidos
nos testes com as duas configurac¸o˜es, utilizando os horizontes de controle Nu e predic¸a˜o
N2 iguais a 20:
Tarefa Descric¸a˜o Tempo de Computac¸a˜o Ci (ms)
Pentium 1 Pentium 4
τ1 ca´lculo da ac¸a˜o de controle 1, 950 0, 094
J2 ca´lculo da lei de controle 30, 80 0, 754
Tabela 7.1: Tempos de execuc¸a˜o na plataforma x86.
Estes resultados demonstram a capacidade da plataforma x86 em relac¸a˜o a`
execuc¸a˜o do co´digo do scst e da˜o uma ide´ia da relac¸a˜o custo-performance entre os
diferentes tipos de processadores desta famı´lia. Estes dados tambe´m sa˜o importantes
7. Implementac¸a˜o do Sistema 135
para estabelecer um comparativo com as outras plataformas implementadas, de modo a
definir a adequac¸a˜o de cada uma para atender a`s necessidades de cada aplicac¸a˜o dentro
da a´rea de seguimento de trajeto´ria para ve´ıculos autoˆnomos. Com relac¸a˜o ao tempo
de J2, deve ser observado que este pode variar significativamente, influenciado pela
forma como os dados referentes ao modelo do processo e os paraˆmetros do controlador
sa˜o transmitidos para a memo´ria da plataforma embarcada. Por motivo semelhante, o
tempo de execuc¸a˜o de τ1 tambe´m pode ser influenciado pela forma como e´ realizada a
comunicac¸a˜o com a bu´ssola eletroˆnica, com o controle de velocidade e com o controle
de direc¸a˜o.
As tarefas J3 e J5 na˜o tiveram os seus tempos de execuc¸a˜o determinados pois estes
dependem diretamente do nu´mero de pontos da trajeto´ria e do volume de informac¸o˜es
a serem transmitidas. Tambe´m τ4 na˜o teve o seu tempo computado, pois este depende
do tipo de sensor a ser utilizado e da forma como ele se comunica com a plataforma
embarcada, ale´m do fato de este sensor na˜o estar dispon´ıvel para os testes. Quanto
aos tempos de J6 e J7, estes sa˜o desprez´ıveis em relac¸a˜o aos demais, uma vez que tais
tarefas consistem basicamente em operac¸o˜es da alocac¸a˜o e recuperac¸a˜o de memo´ria.
7.3 Implementac¸a˜o no DSP
Algumas aplicac¸o˜es na a´rea de ve´ıculos autoˆnomos na˜o requerem todos os recursos da
plataforma x86 e talvez na˜o justifiquem a utilizac¸a˜o desta. Nestes casos, procura-se
utilizar plataformas mais espec´ıficas como os processadores digitais de sinais (Digital
Signal Processors, dsp’s), por exemplo, que, por serem mais espec´ıficas, apresentam
custos reduzidos, mas com capacidade de processamento semelhante. Ao contra´rio dos
microprocessadores, que sa˜o destinados a aplicac¸o˜es de cara´ter geral e normalmente
executam softwares volumosos como sistemas operacionais, os dsps sa˜o destinados
a aplicac¸o˜es espec´ıficas em sistemas embarcados, apresentando caracter´ısticas impor-
tantes, como baixo consumo de energia, dimenso˜es reduzidas e alto poder de processa-
mento, permitindo o desenvolvimento de dispositivos cada vez mais reduzidos e capazes
de realizar tarefas complexas. Entre muitas aplicac¸o˜es de dsps, pode-se citar telefonia
mo´vel, instrumentac¸a˜o, controladores industriais, tratamento e reconhecimento de som
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e imagem e sistemas de radar.
Para realizar a implementac¸a˜o do algoritmo de controle para seguimento de tra-
jeto´ria, foi utilizado um kit com o dsp 56F801 da Motorola, que apresenta uma arqui-
tetura de 16 bits e opera a uma frequ¨eˆncia de clock de 60MHz. Este dsp e´ espec´ıfico
para aplicac¸o˜es de controle de motores, apresentando recursos de hardware muito im-
portantes, como moduladores pwm, conversores analo´gico-digitais e timers, todos com
grande flexibilidade de configurac¸a˜o. Maiores detalhes sobre a arquitetura e perife´ricos
deste kit dsp sa˜o apresentadas no Apeˆndice B.
7.3.1 Programac¸a˜o do Algoritmo
Para realizar a programac¸a˜o do dsp, e´ fornecido um ambiente integrado de desenvolvi-
mento composto pelas ferramentas Code Warrior e Processor Expert. O Code Warrior
fornece ferramentas para compilac¸a˜o, depurac¸a˜o, gravac¸a˜o de memo´ria flash e controle
de versa˜o entre outras, e permite a codificac¸a˜o em linguagens de alto n´ıvel como c e
c++, ale´m do tradicional Assembly. O Processor Expert e´ uma ferramenta gra´fica
para a configurac¸a˜o de modos de operac¸a˜o e perife´ricos, permitindo a configurac¸a˜o de
timers, eventos e rotinas de tratamento de interrupc¸o˜es, comunicac¸a˜o serial entre ou-
tros, de forma bastante simplificada e sem a necessidade de conhecimento aprofundado
dos detalhes de hardware. A partir das configurac¸o˜es definidas na interface gra´fica
e´ gerado todo co´digo fonte necessa´rio a` implementac¸a˜o da configurac¸a˜o selecionada,
restando ao projetista poucas tarefas ale´m de adicionar o co´digo referente ao algo-
ritmo da aplicac¸a˜o. Outra vantagem do Processor Expert esta´ na portabilidade do
co´digo, devido ao suporte deste a diferentes tipos de processadores da Motorola. A
u´nica restric¸a˜o encontrada na utilizac¸a˜o do Processor Expert foi o fato de que a versa˜o
dispon´ıvel na˜o dava suporte a` linguagem c++, de modo que o algoritmo de controle
teve que ser implementado em c. Como resultado pra´tico, pode-se afirmar que esta
ferramenta contribui reduzindo de maneira significativa o tempo de desenvolvimento
das aplicac¸o˜es, uma vez que o tempo necessa´rio para alterar a chamada das func¸o˜es
trigonome´tricas e´ pequeno se comparado ao tempo que seria necessa´rio para estudar e
configurar os perife´ricos de hardware, bem como os mecanismos de interrupc¸a˜o.
Apo´s a ana´lise da arquitetura do 56f801 e do ambiente de desenvolvimento, o co´digo
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do sistema de controle foi migrado para o kit do dsp. Devido a` pouca memo´ria dis-
pon´ıvel no kit utilizado, o sistema teve que ser implementado no modo simplificado ou
seja, sem as tarefas J2 e J5 descritas no Cap´ıtulo 6. Assim, as definic¸o˜es do modelo
do processo, do controlador e da trajeto´ria devem ser processadas off-line e definidas
em tempo de compilac¸a˜o. Outro detalhe importante na implementac¸a˜o do co´digo foi o
fato de que, na versa˜o do Code Warrior para programac¸a˜o dos dsps da famı´lia 56800,
muitas func¸o˜es matema´ticas utilizadas no algoritmo, como func¸o˜es trigonome´tricas e
raiz quadrada, por exemplo, na˜o esta˜o implementadas na biblioteca math.h. De modo
a otimizar o desempenho destas func¸o˜es para a arquitetura do dsp, estas operac¸o˜es ma-
tema´ticas sa˜o implementadas por co´digo gerado pelo Processor Expert. Desta forma,
foram necessa´rias algumas adaptac¸o˜es no co´digo do algoritmo, pois no caso espec´ıfico
das func¸o˜es trigonome´tricas, estas esta˜o implementadas de maneira diferenciada. Como
exemplo, pode-se tomar a func¸a˜o atan(x), que esta´ dispon´ıvel como atanOverPI(x),
ou seja, o valor retornado e´ o arco tangente de x dividido por pi.
7.3.2 Determinac¸a˜o dos Paraˆmetros das Tarefas
Tendo sido realizada a programac¸a˜o do algoritmo de controle no kit do dsp, foram
feitos testes de execuc¸a˜o em bancada, de modo a quantificar os paraˆmetros de tr
das tarefas implementadas. Os tempos de computac¸a˜o obtidos nas medic¸o˜es com os
horizontes de predic¸a˜o e controle iguais a 20 podem ser vistos na Tabela 7.2:
Tarefa Descric¸a˜o Tempo de Computac¸a˜o Ci (ms)
τ1 ca´lculo da ac¸a˜o de controle 0, 338
Tabela 7.2: Tempos de computac¸a˜o na plataforma dsp.
Como ja´ foi mencionado, as tarefas J3, τ4, J5, J6 e J7 na˜o tiveram seus tempos
determinados pelos mesmos motivos descritos na Sec¸a˜o 7.2. Ja´ a tarefa J2, como foi
mencionado, na˜o foi implementada nesta plataforma e por isso na˜o tive seu tempo
determinado. A partir do resultado da Tabela 7.2, pode-se observar que o dsp 56f801
supre muito bem as necessidades da aplicac¸a˜o no que diz respeito a` capacidade de pro-
cessamento, pois os tempos de execuc¸a˜o das tarefas se mostraram ra´pidos o suficiente
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para controlar ve´ıculos dentro dos limites de velocidade propostos, sendo compara´veis
aos tempos obtidos com a plataforma x86. Quanto a`s restric¸o˜es impostas pela capa-
cidade de memo´ria, tem-se que estas ocorrem em func¸a˜o da limitac¸a˜o espec´ıfica do kit
dsp utilizado, de modo que o sistema pode ser implementado de forma completa em
uma opc¸a˜o de hardware em que o processador tenha mais memo´ria dispon´ıvel.
7.4 Implementac¸a˜o no PowerPC
Apesar de ser um processador, e na˜o um microcontrolador, o powerpc vem sendo bas-
tante utilizado em sistemas embarcados. Ele une um baixo consumo com um alto poder
de processamento. Os powerpcs sa˜o muito utilizados em controladores industriais,
gateways, instrumentac¸a˜o, sistemas de reconhecimento de som e imagem, sistemas para
a indu´stria automotiva e sistemas de telecomunicac¸o˜es, entre outras aplicac¸o˜es.
A implementac¸a˜o do algoritmo de controle nesta plataforma foi realizada utilizando-
se o kit lite5200 da Freescale, que utiliza o powerpc mpc5200 da Motorola, um
processador de 32 bits que opera a uma frequ¨eˆncia de clock de 400MHz. O kit tambe´m
dispo˜e de 16Mbytes de memo´ria flash, 64Mbytes de memo´ria ram e diferentes tipos de
perife´ricos de comunicac¸a˜o. Com a presenc¸a de todas estas caracter´ısticas, percebe-se a
grande capacidade desta plataforma, o que permite a implementac¸a˜o das diversas fun-
cionalidades discutidas no Cap´ıtulo 6, de modo a atender as necessidades das aplicac¸o˜es
mais exigentes dentro da proposta de controle de trajeto´ria. Em func¸a˜o da presenc¸a
de todos estes recursos de hardware, esta plataforma foi a escolhida para a realizac¸a˜o
dos ensaios experimentais no ve´ıculo Mini-Baja, pois a boa disponibilidade de memo´ria
permite o armazenamento dos dados do percurso e as interfaces de comunicac¸a˜o pos-
sibilitam a coleta destes dados para ana´lise.
7.4.1 Programac¸a˜o do Algoritmo
A programac¸a˜o do kit, assim como no caso do dsp, tambe´m e´ feita pela ferramenta
Code Warrior em um versa˜o espec´ıfica para esta plataforma. Pore´m, para esta versa˜o
do Code Warrior, na˜o esta´ dispon´ıvel o Processor Expert, e sim uma outra ferramenta
chamadaMPC Quick Start, que consiste em uma ferramenta gra´fica para a habilitac¸a˜o,
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desabilitac¸a˜o e selec¸a˜o de modos de operac¸a˜o de perife´ricos. Embora seja uma interface
muito boa entre o programador e os registradores de configurac¸a˜o de hardware, o MPC
Quick Start na˜o e´ uma ferramenta auxiliar ta˜o poderosa se comparada ao Processor
Expert, pois o co´digo gerado apenas define o modo como o hardware e perife´ricos
va˜o operar, de modo que ajustes, como temporizac¸a˜o de timers, definic¸a˜o de eventos
e rotinas de tratamento de interrupc¸o˜es e rotinas de acesso a perife´ricos, devem ser
implementadas pelo projetista. Da mesma forma que o ambiente de desenvolvimento
dispon´ıvel para o dsp, o MPC Quick Start permite apenas a codificac¸a˜o em linguagem
c, embora o Code Warrior aceite tambe´m programac¸a˜o em c++. Ja´ uma vantagem
do ambiente de desenvolvimento para powerpc esta´ no fato das bibliotecas padro˜es
serem mais completas, a exemplo da biblioteca math.h, que contem todas as func¸o˜es
matema´ticas necessa´rias a` implementac¸a˜o do algoritmo.
Tendo sido analisadas a arquitetura do powerpc e as caracter´ısticas do ambiente
de desenvolvimento, foi realizada a programac¸a˜o do algoritmo de controle utilizando o
co´digo desenvolvido em linguagem c. Devido a` grande disponibilidade de memo´ria do
kit, foi poss´ıvel implementar o sistema completo modelado no Cap´ıtulo 6. A disponi-
bilidade de todas as func¸o˜es matema´ticas tambe´m permitiu implementac¸a˜o do co´digo
praticamente sem alterac¸o˜es. Na realidade, a u´nica alterac¸a˜o necessa´ria foi devido ao
fato de que as rotinas de alocac¸a˜o dinaˆmica de memo´ria estavam na biblioteca stdlib.h
em vez da biblioteca malloc.h, bastando alterar as diretivas do pre´-processador nos
arquivos que incluem malloc.h.
7.4.2 Determinac¸a˜o dos Paraˆmetros das Tarefas
Os mesmos testes de execuc¸a˜o realizados em bancada para quantificar os paraˆmetros
de tr das tarefas nas plataformas anteriores, foram tambe´m realizados com co´digo
aplicado a` plataforma powerpc. Os tempos de execuc¸a˜o obtidos nas medic¸o˜es e
utilizando-se os horizontes iguais a 20, podem ser vistos na Tabela 7.3:
Como esperado pode-se observar, a partir dos resultados obtidos, que o powerpc
atende muito bem a`s necessidades das aplicac¸o˜es propostas e, como a plataforma x86,
apresenta recursos capazes de suprir as necessidades de aplicac¸o˜es mais elaboradas,
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Tarefa Descric¸a˜o Tempo de Execuc¸a˜o Ci (ms)
τ1 ca´lculo da ac¸a˜o de controle 13, 686
J2 ca´lculo da lei de controle 70, 566
Tabela 7.3: Tempos de computac¸a˜o na plataforma powerpc.
como, por exemplo, a integrac¸a˜o em sistemas distribu´ıdos e comunicac¸a˜o com sistemas
integrados de controle de tra´fego, que se encontram no topo da hierarquia apresentada
na Figura 2.1. Tambe´m aqui as tarefas J3, τ4, J5, J6 e J7 na˜o tiveram seus tempos
determinados pelos mesmos motivos descritos na Sec¸a˜o 7.2.
7.5 Avaliac¸a˜o das Plataformas
De modo a se obter uma avaliac¸a˜o do desempenho de cada plataforma na execuc¸a˜o
do algoritmo de controle, e´ realizada uma comparac¸a˜o das caracter´ısticas dos tempos
de execuc¸a˜o, tomando como refereˆncia a plataforma x86. A comparac¸a˜o destas carac-
ter´ısticas tem como objetivo determinar a plataforma mais adequada a`s necessidades
de cada tipo de aplicac¸a˜o.
Os testes realizados com processadores Pentium I e Pentium 4 mostram a grande
capacidade da plataforma x86 na execuc¸a˜o do algoritmo de controle, o que pode ser
observado na Tabela 7.1. Outra grande vantagem da plataforma x86 e´ a versatilidade
proporcionada pela grande variedade de perife´ricos, que permitem a integrac¸a˜o com
diferentes arquiteturas. Como desvantagem, podem ser citados os fatos de que a estru-
tura de hardware dos sistemas x86 convencionais na˜o sa˜o apropriadas para sistemas
embarcados e as estruturas destinadas a aplicac¸o˜es industriais, como os chamados PCs
industriais, normalmente sa˜o soluc¸o˜es de alto custo.
Os resultados da execuc¸a˜o do algoritmo no dsp mostraram que esta plataforma
tambe´m tem grande capacidade de processamento, sendo capaz de executar o co´digo
do algoritmo de controle em tempo compara´vel aos processadores mais poderosos da
arquitetura x86, o que pode ser visto ao se coparar os dados da Tabela 7.2 com os da
Tabela 7.1. Outras vantagens do dsp sa˜o as dimenso˜es e consumo reduzidos, o que o
torna adequado para sistemas embarcados. Quanto a`s desvantagens, tem-se a pouca
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quantidade de memo´ria, o que limita a utilizac¸a˜o a aplicac¸o˜es mais espec´ıficas, nas
quais as condic¸o˜es de operac¸a˜o sofrem poucas variac¸o˜es.
Da mesma maneira que as plataformas anteriores, a plataforma powerpc tambe´m
apresentou bom desempenho na execuc¸a˜o do co´digo, como mostra a Tabela 7.3. O
powerpc apresenta grande volume de memo´ria e boa variedade de perife´ricos de co-
municac¸a˜o, assim como o x86, e tambe´m apresenta dimenso˜es reduzidas e baixo con-
sumo, assim como o dsp, sendo apropriado para aplicac¸o˜es em sistemas embarcados.
Pore´m, devido a estas caracter´ısitcas, o powerpc tambe´m pode ser uma soluc¸a˜o cara
em algumas aplicac¸o˜es.
Assim, no caso de aplicac¸o˜es com roboˆs mo´veis de pequeno porte, em baixas velo-
cidades e com condic¸o˜es de operac¸a˜o que sofrem pouca variac¸a˜o, a plataforma dsp e´
naturalmente a mais adequada, pois e´ a que apresenta o menor custo, o menor consumo
e tambe´m as menores dimenso˜es, se comparada a`s plataformas x86 e powerpc. Ja´
em aplicac¸o˜es de alto desempenho, nas quais a trajeto´ria, a velocidade e a carga trans-
portada possam variar significativamente, maior capacidade de comunicac¸a˜o e volume
de memo´ria sa˜o necessa´rios, ale´m do poder de processamento. Desta forma, as plata-
formas x86 e powerpc passam a ser as mais adequadas, sendo que a opc¸a˜o entre uma
e outra pode ser dada em func¸a˜o de necessidades espec´ıficas da aplicac¸a˜o em questa˜o,
como por exemplo, tipo de arquitetura de comunicac¸a˜o, armazenamento de dados ou
custo.
7.6 Aplicac¸a˜o a um AGV Diferencial
Para verificar o desempenho do scst com modelo cinema´tico aplicado a um ve´ıculo di-
ferencial, foram realizados ensaios experimentais utilizando-se o ve´ıculo diferencial Kit
de Desenvolvimento para Ve´ıculos Autoˆnomos, ou kdva, desenvolvido em FRANZON
(2004) e apresentado na Figura 7.1.
Este ve´ıculo e´ movido por motores ele´tricos, sendo capaz de se deslocar com ve-
locidades de ate´ 0.4 m/s. O acionamento das rodas e´ feito por modulac¸a˜o pwm e a
leitura de velocidade destas e´ feita por meio de tacoˆmetros. O ve´ıculo possui ainda
uma bu´ssola eletroˆnica para medir o aˆngulo de orientac¸a˜o e um sensor de cabo-guia,
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Figura 7.1: Ve´ıculo kdva.
que permite medir o afastamento perpendicular em relac¸a˜o a` tangente da trajeto´ria.
Estes subsistemas de acionamento e medic¸a˜o sa˜o comandados por uma cpu composta
por um processador Pentium I operando em uma placa-ma˜e embarcada ao ve´ıculo.
A configurac¸a˜o de hardware desta cpu e´ igual a` utilizada para a coleta dos dados da
Tabela 7.1 e a comunicac¸a˜o com os subsistemas e´ feita por meio da porta paralela. A
energia do ve´ıculo e´ fornecida por meio de duas baterias de 12V, uma para alimentar
a eletroˆnica de poteˆncia e a outra para alimentar a cpu, por meio de uma fonte atx
adaptada. Maiores detalhes sobre o ve´ıculo kdva sa˜o apresentados em FRANZON
(2004).
Para a realizac¸a˜o dos ensaios, foram necessa´rios o projeto e a implementac¸a˜o do
primeiro n´ıvel da hierarquia representada pela Figura 2.1, representado por um subsis-
tema de controle de orientac¸a˜o baseado na estrutura diferencial, que permita aplicar,
de maneira correta, as ac¸o˜es de controle dimensionadas pelo scst. Para isso, o pri-
meiro passo foi projetar e implementar sub-malhas de controle de velocidade para cada
uma das rodas, utilizando os moduladores pwm, os tacoˆmetros e a cpu dispon´ıveis
no hardware embarcado. Com estes recursos, foram projetados dois controladores pi
digitais independentes para impor aos motores a velocidade de rotac¸a˜o desejada.
Apo´s a implementac¸a˜o destas sub-malhas de controle, foi desenvolvida uma api de
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alto n´ıvel para controle de orientac¸a˜o, que utiliza estas sub-malhas para impor a velo-
cidade individual de cada roda de modo a produzir o movimento desejado. Esta api
e´ utilizada pela classe KDVAHeading, implementada a partir da derivac¸a˜o da classe
abstrata HeadingDriver, que consiste em um driver de alto n´ıvel para o comando das
rodas do kdva. A partir da associac¸a˜o com a classe KDVAHeading, a classe Heading-
Controller pode comandar o roboˆ kdva sem qualquer conhecimento dos detalhes de
hardware. O diagrama de colaborac¸a˜o da Figura 7.2 apresenta a estrutura lo´gica da
implementac¸a˜o do scst aplicada ao kdva.
Figura 7.2: Diagrama de colaborac¸a˜o do scst aplicado ao kdva.
Como mostra o diagrama, a implementac¸a˜o para o kdva na˜o faz uso da classe
SpeedController. Isso se deve ao fato de que, na estrutura de ve´ıculos diferenciais, a
velocidade e a orientac¸a˜o sa˜o controladas atrave´s de um sistema u´nico, responsa´vel
pelo controle de velocidade das rodas. Assim, a classe HeadingController, atrave´s
da associac¸a˜o com KDVAHeading, permite o controle de velocidade e orientac¸a˜o a
partir das operac¸o˜es setPosition e setSpeed. A classe KDVAHeading conte´m o co´digo
espec´ıfico para o acesso ao hardware de acionamento das rodas atrave´s da porta paralela
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da plataforma x86, bem como o co´digo referente a`s malhas de controle de velocidade
de cada roda.
Apo´s a integrac¸a˜o do scst com o hardware do roboˆ kdva, foi poss´ıvel determinar
o tempo necessa´rio para que τ1 se comunique com a bu´ssola eletroˆnica e com o sistema
de controle de velocidade das rodas. Como esta comunicac¸a˜o e´ realizada por meio
da porta paralela, este tempo e´ determinado pelo tempo das operac¸o˜es de leitura e
escrita desta porta, que e´ da ordem de 2µs. Com isso, estas operac¸o˜es na˜o chegam a
influenciar de maneira significativa no tempo de τ1 apresentado na Tabela 7.1.
7.6.1 Resultados Experimentais
Utilizando a implementac¸a˜o do scst Completo baseado em modelo cinema´tico na
plataforma x86, foram feitos ensaios experimentais com o ve´ıculo kdva para analisar
o desempenho do sistema de controle, por meio de comparac¸a˜o com os resultados
simulados. Estes ensaios foram prejudicados em alguns momentos devido a problemas
no tacoˆmetro da roda direita, que produziram distu´rbios significativos no aˆngulo de
orientac¸a˜o. As figuras 7.3, 7.4 e 7.5 apresentam um ensaio livre de distu´rbios mas com
trajeto´ria incompleta.
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Figura 7.3: Evoluc¸a˜o da posic¸a˜o no primeiro ensaio com o kdva.
7. Implementac¸a˜o do Sistema 145
0 20 40 60 80 100 120
−1
0
1
2
3
4
5
6
7
tempo (s)
θ 
(ra
d)
referencia
simulacao λ = 0.5
1º ensaio λ = 0.5
Figura 7.4: Evoluc¸a˜o da orientac¸a˜o θ no primeiro ensaio com o kdva.
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Figura 7.5: Evoluc¸a˜o do erro dos estados no primeiro ensaio com o kdva.
Como se pode observar, embora na˜o tenha sido completada toda a trajeto´ria, a
porc¸a˜o percorrida foi suficiente para demonstrar o bom desempenho do scst e a
coereˆncia com o resultado simulado. Um segundo ensaio foi realizando utilizando-
se look-ahead adaptativo. Pore´m, desta vez, este ensaio foi muito prejudicado pelo
problema no tacoˆmetro, que produziu distu´rbios significativos no aˆngulo de orientac¸a˜o,
como mostram as figuras 7.6 e 7.7.
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Figura 7.6: Evoluc¸a˜o da posic¸a˜o no segundo ensaio com o kdva.
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Figura 7.7: Evoluc¸a˜o da orientac¸a˜o no segundo ensaio com o kdva.
Nas figuras pode-se perceber que os distu´rbios prejudicaram a este´tica do percurso
e na˜o permitiram uma boa ana´lise do desempenho do sistema utilizando o look-ahead
adaptativo em condic¸o˜es normais. Pore´m, estes distu´rbios serviram para demonstrar a
boa rejeic¸a˜o do controlador auxiliado pela te´cnica pure pursuit, pois mesmo com todas
as perturbac¸o˜es, que causaram desvios considera´veis dirigindo o ve´ıculo para longe do
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percurso, o ve´ıculo se encaminhou novamente para a trajeto´ria de refereˆncia. A Tabela
7.4 apresenta os paraˆmetros utilizados nos ensaios:
Paraˆmetro Valor Utilizado
Ensaio 1 Ensaio 2
per´ıodo de amostragem 0.2s 0.2s
velocidade linear 0.2m/s 0.2m/s
N (horizontes) 10 10
Qθ (peso de θ) 0.9 0.9
Qy (peso de ylocal) 1 1
Re (peso do controle) 312, 5 312, 5
α (look-ahead) fixo adaptativo
Tabela 7.4: Paraˆmetros de sintonia do controlador nos ensaios com o kdva.
A partir da ana´lise dos resultados obtidos nos dois ensaios realizados com o ve´ıculo
kdva, pode-se concluir que a coereˆncia com os resultados simulados comprova o bom
desempenho do sistema de controle com modelo cinema´tico aplicado a ve´ıculos dife-
renciais. Este bom desempenho poˆde ser observado tambe´m na rejeic¸a˜o dos distu´rbios
de medic¸a˜o durante o segundo ensaio.
7.7 Aplicac¸a˜o ao Ve´ıculo Mini-Baja
Ale´m dos ensaios realizados com o ve´ıculo kdva, foram realizados tambe´m ensaios
experimentais utilizando o ve´ıculo Mini-Baja apresentado na Figura 7.8, para verificar
o desempenho do sistema de controle aplicado a um ve´ıculo direcional. Para rodar o
scst embarcado ao ve´ıculo Mini-Baja, foi escolhida a plataforma powerpc pois, como
foi visto anteriormente, esta permite a implementac¸a˜o do sistema completo e possui
memo´ria suficiente para armazenar os dados do percurso.
Este ve´ıculo apresenta as func¸o˜es de frenagem, acelerac¸a˜o e direc¸a˜o comandadas
por sistema x-by-wire composto por subsistemas de controle que caracterizam o n´ıvel
mais baixo da hierarquia da Figura 2.1. Estes sistemas sa˜o apresentados em GOMES
(2003), KELBER et al. (2003) e KELBER et al. (2004). No n´ıvel da dinaˆmica, o ve´ıculo
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Figura 7.8: Ve´ıculo Mini-Baja
possui um sistema de controle de velocidade do tipo Adaptative Cruise Control (acc),
desenvolvido em GOMES (2003). O ve´ıculo pode ser conduzido atrave´s de controle
tipo manche ou joystick, ou remotamente por meio de co´digo dtmf enviado atrave´s de
telefonia celular, conforme apresentado em KELBER et al. (2004). Maiores detalhes
sobre o ve´ıculo Mini-Baja sa˜o apresentados em GOMES (2003).
De modo a realizar os ensaios com o ve´ıculo Mini-Baja, a plataforma powerpc foi
integrada ao sistema x-by-wire para que o scst possa atuar sobre o ve´ıculo, de forma a
conduzi-lo pela trajeto´ria desejada. A integrac¸a˜o desta plataforma se deu inicialmente
com a definic¸a˜o de como seria implementada, a n´ıvel de hardware, a comunicac¸a˜o com
o sistema de direc¸a˜o e com a bu´ssola eletroˆnica. Em seguida, foi desenvolvida uma api
para realizar o interfaceamento a n´ıvel de software.
O controlador de direc¸a˜o do ve´ıculo recebe o comando referente a posic¸a˜o das rodas
via rede canbus ou sinal analo´gico. Embora a placa lite5200 possua duas interfaces
canbus, o foco deste trabalho na˜o abrange a utilizac¸a˜o deste recurso, que foi reser-
vado para aplicac¸o˜es futuras. Portanto, a comunicac¸a˜o com o sistema de direc¸a˜o foi
realizada por meio de sinal analo´gico. Como a placa lite5200 na˜o possui conversor
d/a, foi implementado um conversor de 8 bits que recebe os dados atrave´s dos gpios
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do processador e produz o sinal analo´gico dentro dos n´ıveis adequados ao controle de
direc¸a˜o. No aspecto de tr, a grande vantagem deste me´todo em relac¸a˜o a` utilizac¸a˜o
de comando via rede esta´ na previsibilidade do sistema, pois, apesar das converso˜es
d/a e a/d introduzirem atrasos no envio do comando, estes atrasos sa˜o constantes e
bem determinados, de modo que podem ser sistematicamente considerados no projeto
do sistema, permitindo determinar o tempo de computac¸a˜o da tarefa τ2.
A bu´ssola eletroˆnica, apresentada em GOMES et al. (2000), fornece a leitura do
aˆngulo de orientac¸a˜o de modo paralelo em padra˜o ttl, serial em padra˜o rs232 e sinal
analo´gico. Como a interface rs232 da placa lite5200 foi utilizada para propo´sitos
de depurac¸a˜o e transmissa˜o dos dados pela tarefa J5, optou-se por realizar a leitura
paralela atrave´s dos gpios. Esta soluc¸a˜o possibilita uma leitura ra´pida do aˆngulo
de orientac¸a˜o, pois o dado e´ disponibilizado diretamente nos pinos do processador, e
permite a determinac¸a˜o do tempo de computac¸a˜o da tarefa τ1.
Conforme mencionado no Apeˆndice B, os gpios sa˜o compartilhados com os pe-
rife´ricos de comunicac¸a˜o, e para utiliza´-los e´ necessa´rio desabilitar os perife´ricos. Como
a interface rs232 e´ utilizada para transmissa˜o de dados e pretende-se preservar as duas
interfaces canbus, foram desabilitadas as interfaces usb e Ethernet. Como os gpio’s
correspondentes a` interface Ethernet sa˜o apenas de sa´ıda, estes foram utilizados para
comandar a direc¸a˜o por meio do conversor d/a. Ja´ os pinos correspondentes a` porta
usb foram utilizados para a leitura da bu´ssola eletroˆnica. A Figura 7.9 apresenta um
diagrama que representa o ve´ıculo Mini-Baja com o scst embarcado:
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Figura 7.9: Estrututra do scst embarcado utilizando powerpc.
Como se pode observar na Figura 7.9, foram utilizados optoacopladores para isolar a
7. Implementac¸a˜o do Sistema 150
placa lite5200 da eletroˆnica do ve´ıculo, de modo a evitar sobrecargas ou curto-circuito
nos pinos do processador.
Finalizados o projeto e a implementac¸a˜o do hardware de interfaceamento com o
sistema x-by-wire, foi desenvolvida uma api para o acesso ao hardware representado
pela Figura 7.9. Esta api e´ utilizada pelas classes MiniBajaHeading e MiniBajaS-
peed, implementadas a partir da derivac¸a˜o das classes HeadingDriver e SpeedDriver,
respectivamente, e que operam como drivers para a utilizac¸a˜o do sistema x-by-wire do
ve´ıculo. A Figura 7.10 apresenta o diagrama de colaborac¸a˜o com a estrutura lo´gica
implementada para os ensaios com o ve´ıculo Mini-Baja.
Figura 7.10: Diagrama de colaborac¸a˜o do scst aplicado ao Mini-Baja.
Como mostra o diagrama, ao contra´rio do controle de roboˆs diferenciais como o
caso do kdva, aqui se faz necessa´rio o uso da classe SpeedController, pois em roboˆs
direcionais os sistemas de controle de direc¸a˜o e velocidade sa˜o independentes. Assim,
atrave´s da associac¸a˜o com as classes MiniBajaHeading e MiniBajaSpeed, as classes
HeadingController e SpeedController permitem ao scst comandar o ve´ıculo Mini-Baja
sem o conhecimento dos detalhes de hardware do sistema x-by-wire.
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Quanto a` influeˆncia sobre τ1 dos tempos de comunicac¸a˜o com a bu´ssola eletroˆnica,
controle de velocidade e controle de direc¸a˜o, tem-se que esta influeˆncia e´ insignificante,
uma vez que estes tempos de comunicac¸a˜o consistem apenas no tempo de escrita ou
leitura do registrador correspondente ao barramento desejado e o tempo de propagac¸a˜o
dos optoacopladores.
7.7.1 Resultados Experimentais
Apo´s conclu´ıda a integrac¸a˜o da plataforma powerpc aos subsistemas do ve´ıculo, foram
realizados os ensaios experimentais para verificar o desempenho do sistema. O primeiro
ensaio foi realizado utilizando-se o look-ahead fixo, sendo que o resultado obtido e a
comparac¸a˜o deste com o resultado simulado podem ser vistos nas figuras 7.11, 7.12 e
7.13.
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Figura 7.11: Evoluc¸a˜o da posic¸a˜o no ensaio com o Mini-Baja utilizando trajeto´ria
retangular.
Como se pode observar, o resultado experimental e´ coerente com o resultado si-
mulado, validando mais uma vez as ana´lises teo´ricas realizadas no Cap´ıtulo 4. Os
resultados tambe´m deixam claro que a te´cnica de look-ahead fixo implica diferenc¸as
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Figura 7.12: Evoluc¸a˜o da orientac¸a˜o no ensaio com o Mini-Baja utilizando trajeto´ria
retangular.
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Figura 7.13: Evoluc¸a˜o do erro do estados no ensaio com o Mini-Baja utilizando tra-
jeto´ria retangular.
significativas entre a trajeto´ria desejada e a percorrida em alguns pontos, o que fica
claro na Figura 7.13. Isso se deve ao fato de que o look-ahead neste caso, e´ ajustado
em func¸a˜o da velocidade do ve´ıculo e da distaˆncia inicial deste em relac¸a˜o ao in´ıcio
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da trajeto´ria. Assim, embora o look-ahead cumpra bem a func¸a˜o inicial de trazer o
ve´ıculo ate´ a trajeto´ria, ele pode na˜o ser adequado para guiar o ve´ıculo durante par-
tes espec´ıficas do percurso, como, por exemplo, durante as curvas da trajeto´ria, como
mostra a Figura 7.11. Na realidade, isso tambe´m e´ atribu´ıdo ao fato de a trajeto´ria
setada para este primeiro ensaio na˜o ser a ideal, pois para se adequar ao espac¸o f´ısico
dispon´ıvel, tiveram que ser usadas curvas muito fechadas, pro´ximas ao limite de curva-
tura do ve´ıculo. O desempenho no percurso desta trajeto´ria pode ser melhorado atrave´s
da utilizac¸a˜o da te´cnica de look-ahead adaptativo ou ainda atrave´s da diminuic¸a˜o da
ponderac¸a˜o do esforc¸o de controle e aumento do horizonte de predic¸a˜o, embora estas
alterac¸o˜es impliquem na imposic¸a˜o de aˆngulos δD pro´ximos ao limite f´ısico do ve´ıculo.
Utilizando-se a te´cnica de look-ahead adaptativo, foram realizados dois outros en-
saios utilizando-se diferentes sintonias do controlador. Os resultados sa˜o apresentados
nas figuras 7.14, 7.15 e 7.16.
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Figura 7.14: Evoluc¸a˜o da posic¸a˜o nos ensaios com o Mini-Baja utilizando trajeto´ria
em S.
Os resultados com look-ahead adaptativo comprovam que esta te´cnica proporciona
uma melhora no desempenho do sistema, uma vez que o ve´ıculo se posiciona melhor
durante as curvas. Isso fica claro na Figuras 7.16, onde percebe-se uma reduc¸a˜o no
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Figura 7.15: Evoluc¸a˜o da orientac¸a˜o nos ensaios com o Mini-Baja utilizando trajeto´ria
em S.
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Figura 7.16: Evoluc¸a˜o do erro dos estados nos ensaios com o Mini-Baja utilizando
trajeto´ria em S.
erro dos estados em relac¸a˜o ao resultado da Figura 7.13. Pore´m, esta comparac¸a˜o
tambe´m deixa claro que ocorre uma pequena tendeˆncia oscilato´ria, devido a` reduc¸a˜o
significativa do look-ahead a` medida em que o ve´ıculo se aproxima da trajeto´ria. Isso
implica a necessidade de se limitar o valor mı´nimo para evitar a perda de estabilidade.
7. Implementac¸a˜o do Sistema 155
Na Figura 7.16, tambe´m se pode observar que a diminuic¸a˜o do fator λ, assim como
ocorre com o valor do look-ahead, reduz o erro no seguimento da trajeto´ria a`s custas de
um comportamento oscilato´rio. Os paraˆmetros de sintonia do controlador utilizados
nos ensaios com o Mini-Baja sa˜o apresentados na Tabela 7.5.
Paraˆmetro Valor Utilizado
Ensaio 1 Ensaio 2 Ensaio 3
per´ıodo de amostragem 0.05s 0.05s 0.05s
velocidade linear 1m/s 1m/s 1m/s
N (horizontes) 30 30 30
Qθ (peso de θ) 0.85 1 1
Qy (peso de ylocal) 1 1 1
Re (peso do controle) 90630 22658 5664
α (look-ahead) fixo fixo adaptativo
Tabela 7.5: Paraˆmetros de sintonia do controlador nos ensaios com o Mini-Baja.
Analisando-se os dados da Tabela 7.5, pode-se observar que o per´ıodo de amos-
tragem de 50ms escolhido para controlar o ve´ıculo com seguranc¸a a uma velocidade
de 1m/s, e´ menor que o tempo de 70, 566ms, necessa´rio para execuc¸a˜o da tarefa J2,
conforme a Tabela 7.3. Assim, este cena´rio ja´ caracteriza um caso de necessidade
de algoritmo de escalonamento preemptivo para garantir o cumprimento de todas as
restric¸o˜es temporais se houver necessidade de ajuste de modo de operac¸a˜o durante o
percurso.
7.8 Ana´lise da Degradac¸a˜o de Desempenho
Diante da possibilidade de implementac¸a˜o do scst em diferentes plataformas embarca-
das e em roboˆs tambe´m com caracter´ısticas diferenciadas, alguns fatores relacionados
a`s caracter´ısticas espec´ıficas da arquitetura de cada aplicac¸a˜o podem influenciar no
tempo necessa´rio para o ca´lculo da ac¸a˜o de controle. Como foi analisado durante a
modelagem do sistema, a ac¸a˜o de controle e´ calculada periodicamente sendo resultado
da execuc¸a˜o da tarefa τ1. Pode-se dizer que o in´ıcio do ca´lculo da ac¸a˜o de controle
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se da´ a partir da leitura do aˆngulo de orientac¸a˜o atrave´s da bu´ssola eletroˆnica e ter-
mina com a aplicac¸a˜o efetiva do comando ao sistema de direc¸a˜o do ve´ıculo. Em alguns
cena´rios de aplicac¸a˜o do scst, o atraso na execuc¸a˜o das operac¸o˜es pode variar ao longo
dos per´ıodos de amostragem devido a diversos fatores, como influeˆncia do algoritmo
de escalonamento do sotr e atrasos na comunicac¸a˜o entre subsistemas nos diferentes
n´ıveis representados pela Figura 2.1. Na pra´tica, esta variac¸a˜o no tempo de execuc¸a˜o
das ac¸o˜es de τ1 acaba ocasionando uma oscilac¸a˜o no intervalo ∆t entre as aplicac¸o˜es
da ac¸a˜o de controle, como mostra a Figura 7.17.
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Figura 7.17: Atraso na execuc¸a˜o das tarefas.
Para analisar a influeˆncia desta variac¸a˜o na degradac¸a˜o do desempenho do sistema,
foram realizadas simulac¸o˜es do scst baseado em modelo cinema´tico sujeito a oscilac¸o˜es
randoˆmicas de 30% no intervalo de tempo entre as aplicac¸o˜es da ac¸a˜o de controle. As
simulac¸o˜es realizadas utilizando-se o modelo de ve´ıculo diferencial podem ser vistas na
Figura 7.18, enquanto que as simulac¸o˜es realizadas com modelo direcional sa˜o apresen-
tadas nas figuras 7.19 e 7.20.
Os resultados das simulac¸o˜es mostram que o efeito da variac¸a˜o do atraso na execuc¸a˜o
do ca´lculo da ac¸a˜o de controle influencia no desempenho do sistema, pois o ve´ıculo
acaba realizando o percurso a uma certa distaˆncia dos pontos de refereˆncia. Como
consequ¨eˆncia da variac¸a˜o do per´ıodo entre a aplicac¸a˜o das ac¸o˜es de controle, tem-se
um aumento do erro de integrac¸a˜o, principalmente em percursos curvil´ıneos, devido ao
fato de o integrador considerar constante os intervalos entre os comandos aplicados ao
ve´ıculo. Desta forma, e´ deseja´vel que a aplicac¸a˜o tempo-real do scst procure minimizar
estas variac¸o˜es de modo a garantir maior fidelidade do percurso em relac¸a˜o a` trajeto´ria
pre´-determinada.
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Figura 7.18: Simulac¸a˜o do atraso na execuc¸a˜o das tarefas com ve´ıculo diferencial.
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Figura 7.19: Simulac¸a˜o do atraso na execuc¸a˜o das tarefas com ve´ıculo direcional.
7.8.1 Concluso˜es
A partir dos resultados obtidos nos ensaios, poˆde-se comprovar a efica´cia da estrate´gia
utilizada para o controle de seguimento de trajeto´ria. Os resultados demonstraram
o bom desempenho da te´cnica de controle preditivo utilizando coordenadas locais e
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Figura 7.20: Detalhes da Figura 7.19.
gerac¸a˜o de trajeto´ria de aproximac¸a˜o baseada no algoritmo pure pursuit. A utilizac¸a˜o
do sistema de coordenadas locais apresenta um boa relac¸a˜o entre custo computacional
e desempenho, apresentando tempos de execuc¸a˜o satisfato´rios em todas as plataformas
testadas. A estrate´gia de trajeto´ria de aproximac¸a˜o baseada no algoritmo pure pursuit
mostrou-se um fator importante a n´ıvel de sintonia, pois influencia diretamente na ca-
pacidade de curvatura do ve´ıculo e na estabilidade do sistema de controle. A utilizac¸a˜o
de look-ahead adaptativo permite ao ve´ıculo percorrer uma trajeto´ria mais pro´xima da
refereˆncia, mas implica a escolha cautelosa do valor mı´nimo para evitar instabilidades.
Com relac¸a˜o a`s questo˜es de tempo-real, tem-se que a determinac¸a˜o dos tempos de
execuc¸a˜o foi u´til para avaliar a resposta de cada plataforma frente a` carga computa-
cional imposta pelo algoritmo de controle, o que ajudou a determinar a plataforma
mais adequada a cada tipo de aplicac¸a˜o, e tambe´m forneceu dados que sa˜o u´teis para
o ajuste dos mecanismos de garantia necessa´rios a certas aplicac¸o˜es. Atrave´s de si-
mulac¸a˜o computacional, foi tambe´m analisada a influeˆncia de atrasos na execuc¸a˜o do
ca´lculo da ac¸a˜o de controle no desempenho do sistema, em que se verificou que estes
atrasos provocam um aumento no erro de integrac¸a˜o, ocasionando em consequ¨eˆncia,
erros no seguimento da trajeto´ria. Assim, e´ deseja´vel que a aplicac¸a˜o em tempo-real
procure tambe´m minimizar estes atrasos de modo a se obter maior precisa˜o no percurso
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da trajeto´ria.
Quanto a` modelagem oo, verificou-se que sua utilizac¸a˜o foi bene´fica no sentido de
organizar a implementac¸a˜o do co´digo com estrutura lo´gica favora´vel a implementac¸a˜o
em tempo-real. Ale´m disso, foi poss´ıvel tornar o co´digo modular e de fa´cil adaptac¸a˜o,
como observado nas classes de acesso ao hardware espec´ıfico de cada roboˆ e nos me´todos
de integrac¸a˜o e gerac¸a˜o de trajeto´ria de aproximac¸a˜o, que podem ser modificadas vi-
sando a utilizac¸a˜o de diferentes te´cnicas. A modelagem realizada tambe´m promove a
reutilizac¸a˜o de software, uma vez que a classe MPC pode ser utilizada em diferentes
aplicac¸o˜es de controle e plataformas.
Em relac¸a˜o a` implementac¸a˜o nas plataformas dsp e powerpc, tem-se que a li-
mitac¸a˜o imposta pela necessidade de utilizac¸a˜o de linguagem c impediu que fosse ti-
rado proveito de todos os benef´ıcios do projeto e desenvolvimento oo, benef´ıcios estes
que poderiam ser obtidos atrave´s de co´digo escrito tambe´m em linguagem oo, como o
c++.
Cap´ıtulo 8
Concluso˜es Finais
Este trabalho se dedicou ao estudo, desenvolvimento e implementac¸a˜o de um sistema de
controle tempo-real para tratar o problema do seguimento de trajeto´ria de roboˆs mo´veis
diferenciais e direcionais. O sistema desenvolvido utiliza te´cnica de controle preditivo
para controlar os comportamentos cinema´ticos e dinaˆmicos de roboˆs mo´veis, podendo
ser utilizado tanto em aplicac¸o˜es simples de robo´tica mo´vel quanto em aplicac¸a˜o mais
severas, caracterizadas por velocidades elevadas e transporte de cargas expressivas.
Os objetivos pretendidos com a utilizac¸a˜o de algoritmo de controle preditivo para
o sistema de controle, motivada pelo fato de esta te´cnica apresentar caracter´ısticas
favora´veis ao tratamento do problema de seguimento de trajeto´ria, foram atingidos.
O cpbm apresentou resultados satisfato´rios que, em parte, sa˜o justificados pela capa-
cidade de utilizar refereˆncia futura, tirando proveito da existeˆncia de trajeto´ria pre´-
determinada na maioria das aplicac¸o˜es de ve´ıculos autoˆnomos. Isso permite a reac¸a˜o
antecipada do ve´ıculo frente a`s curvas ao longo do percurso.
A escolha do algoritmo gpc e´ vantajosa, pois a utilizac¸a˜o de func¸a˜o de transfereˆncia
para representar o modelo do processo permite a identificac¸a˜o do modelo a partir de
ensaios experimentais e me´todos de identificac¸a˜o, ale´m de ser favora´vel a aplicac¸o˜es
de natureza adaptativa. O algoritmo gpc, aplicado ao controle do comportamento
cinema´tico de ve´ıculos diferenciais e direcionais utilizando modelo linearizado, pro-
porcionou bom compromisso entre custo computacional e desempenho. A ana´lise dos
tempos de execuc¸a˜o do co´digo nas plataformas analisadas mostrou que o gpc apresenta
custo computacional aceita´vel para a execuc¸a˜o em tempo-real na maioria dos sistemas
computacionais destinados a sistemas embarcados. O gpc, aplicado ao controle do
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comportamento dinaˆmico com modelo linearizado, tambe´m apresenta vantagens, pois,
ale´m do menor custo computacional, a utilizac¸a˜o de func¸a˜o de transfereˆncia dispensa
o uso de estruturas dinaˆmicas, como observadores de estados, que seriam necessa´rios
em outras te´cnicas, como o cpbm no espac¸o de estados.
A utilizac¸a˜o de me´todo de gerac¸a˜o de trajeto´rias de aproximac¸a˜o baseado no algo-
ritmo pure pursuit, demonstrou-se muito importante e eficaz para garantir as condic¸o˜es
de validade do modelo cinema´tico linearizado, ale´m de contribuir para a conduc¸a˜o do
ve´ıculo de forma suave e esta´vel. O ajuste do paraˆmetro look-ahead se demonstrou um
fator importante na sintonia do sistema de controle, influenciando de forma significa-
tiva na qualidade do seguimento do percurso e na estabilidade do sistema. A partir
da constatac¸a˜o de que o ajuste adequado do look-ahead para aproximar o ve´ıculo de
pontos distantes ate´ a trajeto´ria passa a na˜o ser mais ideal no momento em que este
esta´ sobre a trajeto´ria e vice-versa, foi verificada a necessidade de me´todo de adaptac¸a˜o
on-line de forma a manter o correto ajuste do look-ahead ao longo de todo o percurso.
De modo a possibilitar a implementac¸a˜o do controle em diferentes plataformas
embarcadas, foram modelados dois modos de implementac¸a˜o do sistema, o modo sim-
plificado e o modo completo. O modo simplificado e´ destinado a aplicac¸o˜es em que
as condic¸o˜es de operac¸a˜o sa˜o constantes ou sofrem poucas variac¸o˜es, de modo que os
paraˆmetros de configurac¸a˜o possam ser definidos off-line, resultando em menor custo
computacional e uso de memo´ria, o que permite a implementac¸a˜o em hardware mais
restrito. Ja´ o modo completo e´ destinado a aplicac¸o˜es mais complexas e de alto desem-
penho, em que as condic¸o˜es de operac¸a˜o podem variar significativamente, o que remete
a` necessidade de ajuste on-line de paraˆmetros de configurac¸a˜o, implicando maior custo
computacional e uso de memo´ria.
Como este e´ um sistema tempo-real, foram identificadas as restric¸o˜es temporais
presentes em cada um dos modos de implementac¸a˜o do sistema. Verificou-se a pos-
sibilidade de uso de escalonamento off-line nos modos de implementac¸a˜o completo e
simplificado, embora o modo completo apresente uma maior otimizac¸a˜o com escalo-
namento on-line. Tambe´m no modo completo, ocorre a necessidade de utilizac¸a˜o de
mecanismo de controle de acesso para a a´rea de memo´ria que armazena o modelo do
processo e a lei de controle, de modo a evitar que a execuc¸a˜o concorrente da definic¸a˜o da
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lei de controle e do ca´lculo da ac¸a˜o de controle realizem acessos simultaˆneos de leitura e
escrita. O mecanismo de controle de acesso aos recursos compartilhados na˜o deve per-
mitir preempc¸a˜o durante tais acessos, de modo a impedir que tarefas de escrita sejam
interrompidas e, consequ¨entemente, dados inconsistentes sejam deixados na memo´ria.
Ainda sobre as caracter´ısticas do algoritmo de escalonamento para o sistema completo,
tem-se que este deve ser preemptivo de modo a poder distribuir a execuc¸a˜o do ajuste
do modo de operac¸a˜o ao longo de alguns per´ıodos de amostragem, pois esta tarefa em
alguns casos apresenta o tempo de execuc¸a˜o muito elevado. Em aplicac¸o˜es em que ha´
a necessidade de correc¸a˜o de erro de integrac¸a˜o, ambos os modos de implementac¸a˜o
requerem mecanismo de controle de acesso a` memo´ria de integrac¸a˜o das coordenadas,
uma vez que a correc¸a˜o do erro e o ca´lculo da ac¸a˜o de controle sa˜o tarefas executadas
concorrentemente e que realizam, respectivamente, escrita e leitura deste recurso.
Nas etapas de modelagem e desenvolvimento do sistema de controle, a utilizac¸a˜o
do paradigma de orientac¸a˜o a objetos permitiu a obtenc¸a˜o de co´digo fonte modular,
de fa´cil adaptac¸a˜o e manutenc¸a˜o, cuja estrutura lo´gica estimula a reutilizac¸a˜o ale´m
de ser favora´vel ao emprego de tecnologias espec´ıficas de implementac¸a˜o em tempo-
real. A pouca necessidade de adaptac¸a˜o do co´digo durante a implementac¸a˜o em cada
plataforma testada tambe´m demonstrou a boa portabilidade deste. A utilizac¸a˜o de
linguagem uml associada ao perfil uml-tr permitiu a modelagem de forma clara da
estrutura de classes e seu relacionamentos, bem como a representac¸a˜o adequada dos
principais requisitos de tempo-real. Como vantagens concretas da implementac¸a˜o oo,
pode-se citar a facilidade de adaptac¸a˜o do sistema a te´cnicas diferenciadas de integrac¸a˜o
e gerac¸a˜o de trajeto´ria de aproximac¸a˜o e a possibilidade de reutilizac¸a˜o do pacote GPC
em diversas aplicac¸o˜es de controle de processos. Com isso, atingiram-se tambe´m os
objetivos da utilizac¸a˜o do paradigma de orientac¸a˜o a objetos e da ana´lise das restric¸o˜es
temporais.
Na etapa de implementac¸a˜o, os resultados experimentais obtidos com a aplicac¸a˜o do
sistema de controle a ve´ıculos diferenciais e direcionais comprovaram a boa performance
da te´cnica proposta para tratar o problema do seguimento de trajeto´ria. Os ensaios
com look-ahead fixo e adaptativo tambe´m acompanharam os resultados das simulac¸o˜es,
confirmando a necessidade de adaptac¸a˜o perio´dica para a obtenc¸a˜o de boa performance
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tanto na aproximac¸a˜o da trajeto´ria quanto na permaneˆncia sobre esta. A ana´lise,
com base em simulac¸a˜o, da implementac¸a˜o em arquitetura distribu´ıda mostrou que
atrasos significativos na execuc¸a˜o de tarefas, mesmo sem perda de deadlines, implicam
degradac¸a˜o de performance no seguimento de trajeto´ria, uma vez que a variac¸a˜o no
intervalo de tempo entre a aplicac¸a˜o dos comandos do controlador acentua o erro de
integrac¸a˜o.
Por fim, a partir das ana´lises, simulac¸o˜es e resultados experimentais realizados com
scst proposto, se conclui que foi atingido o objetivo maior deste trabalho, que consiste
no desenvolvimento de sistema tempo-real embarcado baseado em te´cnica de controle
preditivo para tratar o problema de seguimento de trajeto´ria de ve´ıculos diferenciais e
direcionais. Assim, este trabalho contribui para a a´rea de robo´tica mo´vel atrave´s da
ana´lise detalhada de aspectos relativos ao sistema de controle proposto, a` estruturac¸a˜o
das etapas de projeto e implementac¸a˜o, e aos resultados experimentais.
Como sugesto˜es para trabalhos futuros na a´rea de controle, propo˜em-se a realizac¸a˜o
de ensaios experimentais com a estrutura de controle em cascata para controlar tambe´m
o comportamento dinaˆmico, a adaptac¸a˜o do algoritmo para considerac¸a˜o de restric¸o˜es
no ca´lculo da lei de controle e tambe´m a implementac¸a˜o e teste de te´cnicas diferenciadas
de gerac¸a˜o de trajeto´ria, a exemplo de vector pursuit e G3− spline, de modo a realizar
uma correlac¸a˜o entre desempenho e custo computacional. Na a´rea de tempo-real, e´
sugerida a implementac¸a˜o do co´digo utilizando as opc¸o˜es de sistemas operacionais de
tempo-real dispon´ıveis para as plataformas dsp e powerpc, bem como a utilizac¸a˜o de
mecanismos de tratamento de excec¸o˜es e toleraˆncia a falhas. Assim, verifica-se a grande
possibilidade de extensa˜o do projeto de pesquisa, e em a´reas importantes que podem
contribuir significativamente para a melhoria do sistema de controle desenvolvido.
Apeˆndice A
Pacotes com as Classes do Sistema
As classes desenvolvidas no projeto do scst que apresentam comportamentos seme-
lhantes foram organizadas em pacotes com func¸o˜es espec´ıficas, de modo a promover a
reutilizac¸a˜o de software. Estes pacotes sa˜o apresentados a seguir.
A.1 GPC
Pacote com as classes contendo o algoritmo Generalized Predictive Controler (gpc)
(CLARKE et al., 1987), apresentado no Cap´ıtulo 4. O Pacote e suas classes detalhadas
sa˜o apresentadas na Figura A.1.
A classe GPC oferece o algoritmo gpc completo, sendo destinada a` aplicac¸o˜es sem
a necessidade de execuc¸a˜o concorrente.
A classe ControlLawProcessor oferece operac¸o˜es espec´ıficas para o ca´lculo da lei de
controle gpc, dada por (G′ ·Q ·G+R)
−1
·G′ ·Q da expressa˜o (4.36).
A classe ControlLawProcessor e´ destinada ao ca´lculo da predic¸a˜o o´tima, dada pela
expressa˜o (4.29).
A classe MPC, atrave´s de relac¸a˜o de agregac¸a˜o com as classes ControlLawProces-
sor e CommandProcessor, oferece as mesmas operac¸o˜es da classe GPC. Pore´m, MPC
apresenta autonomia lo´gica entre o ca´lculo da lei de controle e da ac¸a˜o de controle, exa-
tamente pela agregac¸a˜o de instaˆncias de ControlLawProcessor e CommandProcessor,
o que a torna adequada a` execuc¸a˜o concorrente.
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Figura A.1: Pacote GPC.
A.2 Track Control Env
O ambiente necessa´rio ao controle do comportamento cinema´tico com modelo linea-
rizado em coordenadas locais motivou a criac¸a˜o do pacote Track Control Env, apre-
sentado na Figura A.2, que conte´m as classes PurePursuit e Integrator. A primeira
oferece operac¸o˜es para a gerac¸a˜o de trajeto´ria suave com base no algoritmo pure pursuit
(AMIDI, 1990). A segunda oferece me´todo de integrac¸a˜o nume´rica para determinar a
evoluc¸a˜o das coordenadas cartesianas do ve´ıculo no plano de deslocamento. Estas clas-
ses podem ser utilizadas junto a outras te´cnicas para tratar o problema de seguimento
de trajeto´ria.
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Figura A.2: Pacote Track Control Env.
A.3 Track Control Sensores
As classes que modelam os sensores foram agrupadas no pacote Track Control Sensors
que pode ser visto na Figura A.3.
Figura A.3: Pacote Track Control Sensores.
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A.4 Hardware Drivers
As classes que modelam os drivers de acesso a hardware do processo a ser controlado,
e em espec´ıfico aos ve´ıculos kdva e Mini-Baja, foram agrupadas no pacote Hardware
Drivers que pode ser visto na Figura A.4.
Figura A.4: Pacote Hardware Drivers.
Apeˆndice B
Caracter´ısticas das Plataformas
Utilizadas
B.1 Caracter´ısitcas do kit DSP 56F8001
Para realizar a implementac¸a˜o do scst em plataforma dsp, foi utilizado um kit com
o dsp 56F801 da Motorola, que apresenta uma arquitetura de 16 bits e opera a uma
frequ¨eˆncia de clock de 60MHz. Este dsp e´ espec´ıfico para aplicac¸o˜es de controle de
motores, sendo que algumas das suas principais caracter´ısticas sa˜o:
• Unidade Lo´gica e Aritme´tica (ula) de 16 bits, dois acumuladores de 36 bits e
todos os registradores acess´ıveis como origem ou destino de operac¸o˜es aritme´ticas
e acumulador de 36 bits;
• 15 modos diferentes de enderec¸amento, proporcionando co´digo de tamanho redu-
zido e programac¸a˜o facilitada;
• Mu´ltiplos barramentos de enderec¸amento e dados, possibilitando acessos e movi-
mentac¸o˜es simultaˆneas;
• Dois n´ıveis de interrupc¸o˜es aninha´veis, proporcionando grande flexibilidade na
definic¸a˜o de prioridade de interrupc¸o˜es;
• Mecanismo de controle de loop por hardware, possibilitando execuc¸a˜o ra´pida de
co´digo iterativo, e proporcionando transpareˆncia em aplicac¸o˜es de tr;
• Unidade manipuladora de bits que permite um eficiente controle de co´digo e
programac¸a˜o de perife´ricos;
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• Suporta memo´rias de diferentes velocidades, de modo a atender compromissos
de custo/performance, atrave´s de estados de espera de memo´ria (memory wait
states) programa´veis por software;
• Mu´ltiplos modos de baixo consumo, permitindo reduc¸a˜o significativa do consumo
de energia.
Estas caracter´ısticas sa˜o proporcionadas pela arquitetura espec´ıfica do nu´cleo do
dsp 56f801, que e´ representada pelo diagrama de blocos da Figura B.1, onde observa-
se a presenc¸a de mu´ltiplos barramentos de enderec¸o e dados. Para a memo´ria de
programa, existem dois barramentos exclusivos para enderec¸amento de dados (pab e
pdb). A memo´ria interna e´ acessada por meio dos barramentos de dados xab1 e
xab2, sendo que xab1 tambe´m realiza acessos a` memo´ria externa. A transfereˆncia
de dados para a ula e o restante do nu´cleo do processador ocorre pelo barramento de
dados cgdb. Ja´ os dados originados ou destinados a perife´ricos utilizam o pgdb. Esta
estrutura de barramentos suporta transfereˆncias de registrador para registrador, regis-
trador para memo´ria, memo´ria para registrador e pode realizar ate´ treˆs transfereˆncias
de palavras de 16 bits em um u´nico ciclo de instruc¸a˜o.
Figura B.1: Arquitetura do dsp 56f8001.
B. Caracter´ısticas das Plataformas Utilizadas 170
Ale´m destas caracter´ısticas do nu´cleo do processador, o dsp 56f8001 ainda apre-
senta os seguintes perife´ricos:
• Modulador por largura de pulso ou Pulse Width Modulator (pwm);
• Conversor analo´gico-digital de oito canais e resoluc¸a˜o de 12 bits, com opc¸o˜es de
interrupc¸o˜es programa´veis ativadas por n´ıvel de tensa˜o, por cruzamento de n´ıvel
zero e por in´ıcio e fim de conversa˜o;
• Quad-Timer de treˆs canais com interrupc¸o˜es programa´veis ativadas por in´ıcio,
fim e rein´ıcio de contagem, overflow e valores espec´ıficos de contagem.
Estes perife´ricos sa˜o disponibilizados de forma otimizada para aplicac¸o˜es espec´ıficas
de controle de motores ele´tricos, sendo comandados pelo processador por meio pinos
de entrada e sa´ıda de uso geral (General Purpouse I/O gpios). Quando os perife´ricos
na˜o sa˜o necessa´rios, eles podem ser desabilitados via software de modo a permitir a
utilizac¸a˜o dos gpios para outros propo´sitos.
B.2 Caracter´ısitcas do kit LITE5200
A implementac¸a˜o do scst na plataforma powerpc foi realizada utilizando-se o kit
lite5200, da Freescale, que utiliza o powerpc mpc5200 da Motorola, um processa-
dor de 32 bits que opera a uma frequ¨eˆncia de clock de 400MHz. O nu´cleo do processador
possui dupla precisa˜o na Unidade de Ponto Flutuante (Float Point Unit, fpu), o que e´
crucial para processamento de dados em aplicac¸o˜es de reconhecimento de voz, proces-
samento de v´ıdeo, gps, e outras aplicac¸o˜es de intenso uso matema´tico. O kit lite5200
ainda possui 16MBytes de memo´ria flash, 64MBytes de memo´ria ram e os seguintes
perife´ricos de comunicac¸a˜o:
• Uma porta usb 1.1 compat´ıvel apenas em Master;
• Uma interface Ethernet 10/100Mbps BaseT;
• Uma porta serial rs232;
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• Duas portas canbus 2.0 a/b de alta velocidade, frames padra˜o e extendido e
taxa de bits programa´vel de ate´ 1Mbps;
• Um barramento pci;
• Um barramanto ide;
• Uma porta j1850, baseada em protocolo desenvolvido pela Society of Automotive
Engineers (sae);
• Uma porta para comunicac¸a˜o entre integrados i2c;
• Controlador serial de perife´ricos psc1;
• Interface de comunicac¸a˜o serial spi;
• Uma barramento para comunicac¸a˜o de discos r´ıgidos ata;
• Porta de depurac¸a˜o cop/jtag;
• Sistema de a´udio “direct sound”ac97.
Muitas destas interfaces compartilham pinos de entrada e sa´ıda de uso geral (gpios),
de modo que quando um destes perife´ricos e´ desabilitado, os respectivos pinos ficam
dispon´ıveis para utilizac¸a˜o. A Figura B.2 apresenta um diagrama com a arquitetuta de
hardware do processador mpc5200 e a Figura B.3 apresenta a estrutura de perife´ricos
do kit lite5200.
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Figura B.2: Arquitetura do processador mpc5200.
Figura B.3: Perife´ricos do kit lite5200.
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