We report a novel multisensory decision task designed to encourage subjects to combine information across both time and sensory modalities. We presented subjects, humans and rats, with multisensory event streams, consisting of a series of brief auditory and/or visual events. Subjects made judgments about whether the event rate of these streams was high or low. We have three main findings. First, we report that subjects can combine multisensory information over time to improve judgments about whether a fluctuating rate is high or low. Importantly, the improvement we observed was frequently close to, or better than, the statistically optimal prediction. Second, we found that subjects showed a clear multisensory enhancement both when the inputs in each modality were redundant and when they provided independent evidence about the rate. This latter finding suggests a model where event rates are estimated separately for each modality and fused at a later stage. Finally, because a similar multisensory enhancement was observed in both humans and rats, we conclude that the ability to optimally exploit sequentially presented multisensory information is not restricted to a particular species.
Introduction
A large body of work has shown that animals and humans are able to combine information across time to make decisions in some circumstances (Roitman and Shadlen, 2002; Mazurek et al., 2003; Palmer et al., 2005; Kiani et al., 2008) . Specifically, combining information across time can be a good strategy for generating accurate decisions when incoming signals are noisy and unreliable (Link and Heath, 1975; Gold and Shadlen, 2007) . For noisy and unreliable signals, combining evidence across sensory modalities might likewise improve decision accuracy, but little is known about whether the framework for understanding combining information over time might extend to combining information across sensory modalities.
The ability of humans to combine multisensory information to improve perceptual judgments for static information has been well established (for review, see Alais et al., 2010) . Psychophysical studies have shown that multisensory enhancement requires that information from the two modalities be presented within a temporal "window" (Slutsky and Recanzone, 2001; Miller and D'Esposito, 2005) . Physiological studies suggest the same: SC neurons show enhanced responses for multisensory stimuli only when those stimuli occur close together in time (Meredith et al., 1987) . Such a temporally precise mechanism would serve a useful purpose for localizing or detecting objects. Therefore, temporal synchrony (or nearsynchrony) provides an important cue that two sensory signals are related to the same object (Lovelace et al., 2003; Burr et al., 2009) .
In other circumstances, multisensory decisions might have more lax requirements for the relative timing of events in each modality. For example, when multiple auditory and visual events arrive in a continuous stream, temporal synchrony of individual events might be difficult to assess. Auditory and visual stimuli drive neurons with different latencies (Pfingst and O'Connor, 1981; Maunsell and Gibson, 1992; Recanzone et al., 2000) , making it difficult to determine which events belong together. It is not known whether information in streams of auditory and visual events can be combined to improve perceptual judgments; if they can, this could be evidence for a different mechanism of multisensory integration that has less strict temporal requirements compared with the classic, synchrony-dependent mechanisms.
To invite subjects to combine information across both time and sensory modalities for decisions, we designed an audiovisual rate discrimination decision task. In the task, subjects are presented with a series of auditory and/or visual events and report whether they perceive the event rates to be high or low. Because of differing latencies for the auditory and visual systems, our stimulus would pose a challenge to synchrony-dependent mechanisms of multisensory processing. Nevertheless, we saw a pronounced multisensory enhancement in both humans and rats. Importantly, this enhancement was present whether the event streams were identical and played synchronously or were independently generated, suggesting that the enhancement did not rely on mechanisms that require precise timing. Together, these results suggest that some mechanisms of multisensory enhancement might exploit abstract information that is accumulated over the trial duration and therefore must rely on neural circuitry that does not require precise timing of auditory and visual events.
Materials and Methods
Behavioral task. We presented subjects with a rate discrimination decision task designed to invite subjects to combine information across time and sensory modalities. Each trial consisted of a series of auditory or visual "events" (duration: 10 ms for humans, 15 ms for rats) with background noise between events (Fig. 1a, top) . Visual events were flashes of light, and auditory events were brief sounds (see below for methodological details particular to each species). The amplitude of the events was adjusted for each subject so that on the single-sensory trials performance was ϳ70 -80% correct and matched for audition and vision. We chose these values because previous studies have indicated that multisensory enhancement is the largest when individual stimuli are weak (Stanford et al., 2005 ). This appears to be particularly true for synchrony-dependent mechanisms of multisensory integration (Meredith et al., 1987) .
Trials were generated so that the instantaneous event rate fluctuated over the course of the trial. Each trial was created by sequentially selecting one of two interevent intervals: either a long duration or a short duration (Fig. 1a, bottom) until the total trial duration exceeded 1000 ms (or occasionally slightly longer/shorter durations for "catch trials"; see below). Trial difficulty was determined by the proportion of interevent intervals from each duration. As the proportion of short intervals varied from zero to one, the average rate smoothly changed from clearly low to clearly high. For example, when all of the interevent intervals were long, the average rate was clearly low (Fig. 1a, left) , and similarly when all of the interevent intervals were taken from the short interval, the average rate was clearly high (Fig. 1a, right) . When interevent intervals were taken more evenly from the two values, the average of the fluctuating rate was intermediate between the two (Fig. 1a, center) . When the number of long intervals exceeded the number of short intervals, subjects were rewarded for making a "low rate" choice and vice versa. When the numbers of short and long intervals in a trial were equal, subjects were rewarded randomly. Note that in terms of average rate this reward scheme places the low rate-high rate category boundary closer to the lower extreme (all long durations) than to the higher extreme (all short durations) because of the differing duration of the intervals. The strategies of both human and rat subjects reflected this: typically, subjects' points of subjective equality (PSEs) were closer to the lowest rate and less than the median of the set of unique stimulus rates presented. Nevertheless, for simplicity, we plotted subjects' choices as a function of stimulus rate. Nearly equivalent results were achieved when we analyzed subjects' responses as a function of the number of short intervals in a trial rather than stimulus rate.
For single-sensory trials, event streams were presented to just the auditory or just the visual system. Visual trials were always 1000 ms long. Auditory trials were usually 1000 ms long, but we sometimes included catch trials that were 800 or 1200 ms. Catch trials were collected for four human subjects. The purpose of the catch trials was to determine whether subjects' decisions were based on just event counts or event counts relative to the total duration over which those counts occurred. Catch trials constituted a total of 2.31% of the total trials. We reasoned that using such a small percentage of the trials for variable durations would make it possible to probe subjects' strategy without encouraging them to alter it. For these trials, we rewarded subjects based on event counts rather than the rate. This should have increased the likelihood that subjects would have made their decisions based on count, if they were able to detect that stimuli were sometimes of variable duration. Figure 1 . Schematic of rate discrimination decision task and experimental setup. a, Each trial consists of a stream of events (auditory or visual) separated by long or short intervals (top). Events are presented in the presence of ongoing white noise. For easy trials, all interevent intervals are either long (left) or short (right). More difficult trials are generated by selecting interevent intervals of both values (middle). Values of interevent intervals (bottom) reflect those used for all human subjects. b, Example auditory and visual event streams for the synchronous condition. Peaks represent auditory or visual events. Red dashed lines indicate that auditory and visual events are simultaneous. c, Example auditory and visual event streams for the independent condition. d, Schematic drawing of rodent in operant conditioning apparatus. Circles are the "ports" where the animal pokes his nose to initiate stimuli or receive liquid rewards. The white rectangle is the panel of LEDs. The speaker is positioned behind the LEDs.
For multisensory trials, both auditory and visual stimuli were present and played for 1000 ms. To distinguish possible strategies for improvement on multisensory trials, we used two conditions. First, in the synchronous condition, identically timed event streams were presented to the visual and auditory systems simultaneously (Fig. 1b) . Second, in the independent condition, auditory and visual event streams were on average in support of the same decision (i.e., the proportion of interevent intervals taken from each duration was the same), but each event stream was generated independently (Fig. 1c) . As a result, auditory and visual events frequently did not occur at the same time. Auditory and visual events did not occur simultaneously even for the highest stimulus strengths because we imposed a 20 ms delay between events. Although a 20 ms delay does prevent auditory and visual events from being synchronous at the highest and lowest rates, the delay may be too brief to prevent auditory and visual stimuli from being perceived as synchronous (Fujisaki and Nishida, 2005) . To be sure that our conclusions about the independent condition were not affected by these "perceptually synchronous" trials at the highest and lowest rates, we analyzed the independent condition both with and without the easiest trials (see Results). The multisensory effects we observed were very similar regardless of whether or not we included the easy trials.
Because auditory and visual event streams were generated independently, trials for this condition fell into one of four categories: (1) matched trials, where auditory and visual event streams had the same number of events (example match trials are shown in Fig. 1c) ; (2) bonus trials, where both modalities provided evidence for the same choice, but one modality provided evidence that was one events/s stronger than the other (i.e., auditory and visual streams had proportions of short or long durations both above or below 0.5, but were not equal); (3) neutral trials, where only one modality provided evidence for a particular choice, whereas the other modality provided evidence that was so close to the PSE that it did not support one choice or the other; and (4) conflict trials, where each modality provided evidence for a different choice. Conflict trials were rare, rewarded randomly, and excluded from further analysis. Because we aimed to match the reliability of the single-cue trials, conflict trials were not expected to reveal differential weighting of sensory cues. This is unlike other multisensory paradigms (Fine and Jacobs, 1999; Hillis et al., 2004; Fetsch et al., 2009) in which the reliability of the two single sensory stimuli is explicitly varied.
Single-sensory and multisensory trials were interleaved. For all three rats and six human subjects, we collected data from the independent and synchronous conditions on separate days (see Figs. 2, 3, 4, 6) . However, we included one control condition where four different human subjects were presented with interleaved blocks of the synchronous and independent conditions (see Fig. 5 ).
Human subjects. We report data from 10 human volunteers (5 male, 5 female, age 22-60 years) with normal or corrected-to-normal vision and normal hearing. Two subjects were researchers connected to this study; the remaining eight subjects were naive about the experiment. Volunteers were recruited through fliers posted at Cold Spring Harbor Laboratory. Experiments were conducted in a large sound-isolating booth (Industrial Acoustics).
Visual stimuli were displayed on a CRT monitor (Dell M991) using a refresh rate of 100 Hz. Subjects were seated comfortably in front of the monitor; the distance from their eyes to the screen was ϳ51 cm. Stimulus presentation and data acquisition were controlled by the Psychophysics Toolbox (Pelli, 1997) running on Matlab (Mathworks) on a Quad Core Macintosh computer (Apple). Subjects were instructed to fixate a central black spot (0.22 ϫ 0.24°of visual angle); eye position was not monitored because small deviations in eye position are unlikely to impact rate judgments about a large flashing stimulus. After a delay (500 ms), the stimulus presentation began.
Auditory events were pure tones (220 Hz) that were played from a single speaker attached to the left side of the monitor. Speakers were generic mini-USB speakers (4.8 ϫ 7.2 cm; Hewlett Packard; azimuth ϭ 22.6°) that produced 78 dB-SPL in the range of 200 -240 Hz at the position of the subject (tested using a pressure-field microphone, Brüel & Kjaer). Waveforms were created in software at a sampling rate of 44 kHz and delivered to speakers through a digital (TOSlink optical) audio output using the PsychPortAudio function in the Psychophysics Toolbox. The visual stimulus, a flashing square that subtended 10°ϫ 10°of visual angle (azimuth ϭ 17.16°), was positioned eccentrically so that its leftmost edge touched the left side of the screen. This configuration meant that auditory and visual stimuli were separated by only 3.5 cm (the width of the plastic frame of the CRT). The top of the speaker was collinear with the top of the flashing visual square. We positioned the stimuli close together because spatial proximity has been previously shown to encourage multisensory binding (Slutsky and Recanzone, 2001; Körding et al., 2007) . The timing of auditory and visual events was checked regularly by using a photodiode and a microphone connected to an oscilloscope. Both auditory and visual events were played amid background white noise. For the visual stimulus, the white noise was restricted to the region of the screen where the stimulus was displayed.
Subjects reported their decisions by pressing one of two keys on a standard keyboard. They received auditory feedback about their choices: correct choices resulted in a high tone (6400 Hz) and incorrect choices resulted in a low tone (200 Hz). We provided feedback to the human subjects so that their experience with the task would be as similar as possible to the rats. Feedback for the rats was essential because the liquid rewards the rats received motivated them to do the task (see below). The two intervals used to generate the stimuli were 60 and 120 ms. Individual events were 10 ms. The resulting trials had fluctuating rates whose averages ranged from 7 to 15 Hz.
We trained subjects for 4 -6 d so that they could learn the association between stimulus rate and the correct choice. We began by presenting very salient unimodal stimuli, both visual and auditory; initially, the rates used were uniformly low or uniformly high. Over the course of several days, we used a staircase procedure to gradually make the task more difficult by lowering the amplitude (contrast or volume) of the stimuli. We also began to include trials with mixtures of long and short interevent intervals so that the overall rate was harder to judge, as well as multisensory trials. Subjects typically achieved a high performance level on both unisensory and multisensory trials within 3 d. We typically used an additional 2-3 d for training during which we made slight adjustments to the auditory and visual background noise so that the two modalities were equally reliable (as measured by the subjects' thresholds on single modality trials). After this additional training, subjects' performance was typically well matched for the two modalities and also very stable from session to session. Once trained, subjects began each additional day with a 100 trial warm-up session. They then completed approximately five blocks of 160 trials on a given day.
Animal subjects. We collected data from three adult male Long-Evans rats (250 -350 g; Taconic Farms) that were trained to do freely moving two-alternative forced-choice behavior in a sound isolating booth (Industrial Acoustics). Trials were initiated when the rats poked their snouts into a centrally positioned port (Fig. 1d) . Placing their snouts in this port broke an infrared beam; this event triggered onset of the visual or auditory stimulus.
Auditory events were played from a single, centrally positioned speaker and consisted of pure tones (15 kHz, rats 1 and 2) or bursts of white noise (rat 3) with sinusoidal amplitude modulation. Speakers were generic electromagnetic dynamic speakers (Harman Kardon) calibrated by using a pressure-field microphone (Brü el & Kjaer) to produce 75 dB-SPL in the range of 5-40 kHz at the position of the subject. Waveforms were created in software at a sampling rate of 200 kHz and delivered to speakers through a Lynx L22 sound card (Lynx Studio Technology).
Visual stimuli were presented on a centrally positioned panel of 96 LEDs that spanned 6 cm high ϫ 17 cm wide (118°horizontal angle ϫ 67°v ertical angle). The bottom edge of the panel was ϳ4 cm above the animals' eyes. Note that because the interior of the acoustic box was dark, it was not necessary for the rats to look directly at the LED panel to see the stimulus events. The use of a large, stationary visual stimulus ensured that small head or eye movements during the stimulus presentation period did not grossly distort the incoming visual information. The LEDs were driven by output from the same sound card that we used for auditory stimuli; the sound card has two channels (typically used for a left and right speaker), which can be controlled independently. Auditory and visual stimuli were sent to different channels on the sound card so that we could use different auditory/visual stimuli for the independent condition. The timing of auditory and visual events was checked regularly by using a photodiode and a microphone connected to an oscilloscope.
Animals were required to stay in the port for 1000 ms. Mean wait times were very close to 1000 ms for all three animals (mean Ϯ SE for all animals: rat 1, 953.8 Ϯ 1.4 ms; rat 2, 984.0 Ϯ 2.4 ms; rat 3, 960.1 Ϯ 2.3 ms). Withdrawal from the center port before the end of the stimulus presentation resulted in a 2000 -3000 ms "timeout" during which a new trial could not be initiated. These trials were excluded from further analysis. Animals typically displayed equal numbers of early withdrawal trials for auditory, visual, and multisensory stimuli. When animals successfully waited for the entire duration, they then had up to 2000 ms to report their decision by going to one of two eccentrically positioned reward ports, each of which was arbitrarily associated with either a high rate (right side) or a low rate (left side). The time delay between leaving the center port and arriving at the reward port varied across animals (mean Ϯ SE for all animals: rat 1, 774.3 Ϯ 1.6 ms; rat 2, 391.5 Ϯ 0.8 ms; rat 3, 479.7 Ϯ 0.9 ms). When the rats correctly went to the port corresponding to the presented rate, they received a drop of water (15-20 l) delivered directly into the port through tubing connected to a solenoid. Open times of the solenoid were regularly calibrated to ensure that equal amounts of water were delivered to each side.
The two intervals used to generate the stimuli were slightly different for the three rats. For rat 1, intervals had durations of 30 and 70 ms. The resulting trials had fluctuating rates whose averages ranged from 12 to 22 Hz. For rat 2, intervals had durations of 17 and 67 ms. The resulting trials had fluctuating rates whose averages ranged from 12 to 32 Hz. Shorter intervals (and therefore higher rates) were used with the first two animals because we had originally feared that the lower rates used on the human task would be difficult for the rats to learn (lower rates require longer integration times because the information arrives more slowly). However, this proved to be incorrect: for rat 3, the intervals were very similar to those used in humans: intervals were 50 and 100 ms; the resulting trials had fluctuating rates whose averages ranged from 9 to 15 Hz. No major differences in multisensory enhancement were observed in the three animals. The main consequence of using different rates for each animal is that it prevented us from pooling data across animals for certain analyses (see Figs. 4d, 6b) . For these analyses, we report results from each animal individually.
Animals were first trained by using auditory stimuli alone. Once they had achieved proficiency with the task, we introduced a small proportion of multisensory trials where the auditory and visual events were played synchronously. Shortly thereafter, we introduced some trials that contained only the visual stimulus. Performance on these trials was typically near chance for the first few days and improved rapidly thereafter. Once proficiency was achieved on the visual task, animals were presented with equal numbers of auditory, visual, and multisensory trials interleaved in a single block.
All experimental procedures were in accordance with the National Institutes of Health's Guide for the Care and Use of Laboratory Animals and approved by the Cold Spring Harbor Animal Care and Use Committee.
Data analysis. We computed psychometric functions using completed trials (where the animal waited the required 1000 ms). For each actual rate, we computed the proportion of trials where subjects reported that the stimulus rate was high (see Figs. 2a, b, 4, 5b) . SEs for these proportions were computed by using the binomial distribution. We then fit the choice data with a cumulative Gaussian function by using psignifit version 3 (http://psignifit.sourceforge.net/), a Matlab software package designed to implement the maximum-likelihood method of Wichmann and Hill (2001) . The psychophysical threshold and PSE (also known as the bias) were taken as the SD () and mean (), respectively, of the best-fitting cumulative Gaussian function (Fetsch et al., 2009) . Errors on these parameters were generated via bootstrapping based on 1000 simulations. We express parameters from the fits as the estimate and 95% CI. Vertical error bars in Figures 2c, 4e , and 5a reflect these CIs. To make comparisons between thresholds or PSEs for different psychometric functions (single sensory versus multisensory, for example), we generated t statistics from the estimated parameters and their SEs and computed p values with the Student's t cumulative distribution function on Matlab (tcdf.m).
As in previous studies (Young et al., 1993; Jacobs, 1999; Ernst and Banks, 2002; Alais and Burr, 2004; Hillis et al., 2004) , we took the thresholds computed from the single sensory trials as an estimate of each single cue's reliability. Single sensory thresholds were typically quite similar, but there was some individual variation. Next, we used these reliabilities to predict the "optimal" threshold that one would observe if the multisensory estimate were more precise because it had been generated by combining each single-sensory estimate weighted in proportion to its reliability:
Combining single-sensory estimates using this rule will generate a multisensory estimate with the lowest possible variance (Jacobs, 1999; Landy and Kojima, 2001) . Therefore, this prediction provides a benchmark and makes it possible to connect this approach to previous multisensory (and within-sensory cue combination) behavior. Previous studies have reported that subjects' performance is close to the optimal prediction (Ernst and Banks, 2002; Alais and Burr, 2004; Fetsch et al., 2009 ). To estimate errors on the predicted thresholds, we propagated the errors associated with the single-cue thresholds. Horizontal error bars in Figures 2c, 4e, and 5a reflect 95% CIs computed from these SEs. We also used the SE when computing a statistic for the Student's t test to make comparisons between the predicted and measured multisensory thresholds. For most analyses, psychometric functions were computed separately for each subject. For the analysis shown in Figures 4b and 5b , however, we pooled data across human subjects. This was because some bonus trials and neutral trials were sufficiently rare that psychometric functions computed for individual subjects were very noisy. The rat data for this analysis (see Fig. 4d ) could not be pooled across animals, however, because different rates were used for the two animals. We therefore show data for a single rat and report the values for the other animals in the text. Note that the analysis of "neutral trials" in Figure 4b (orange trace) included those trials where the evidence from one modality was close to the experimenter-defined category boundary between high and low rates (10.5 Hz). The PSEs for the subjects in those figures were very close to this value. However, for the group of subjects in Figure 5b PSEs were slightly lower (9.5). For this reason, we defined "neutral trials" as those that were close to the subjects' PSE rather than the true category boundary. Otherwise, we might have erroneously characterized an (for example) 11 Hz stimulus as "neutral" when, for this group of subjects, an 11 Hz trial was taken as evidence for a high-rate choice. Similar effects on thresholds were obtained whether we used 9.5 or 10.5 Hz as the dividing line, but using the latter value resulted in an apparent high-frequency bias on neutral trials relative to matched trials that likely does not reflect a true change in subjects' PSE for those trials.
To identify over what time period the subjects accumulated evidence, we performed an analysis similar to the choice-triggered average (Sugrue et al., 2004; Kiani et al., 2008) . We performed this analysis by using 300 ms time windows but saw similar results with larger and smaller windows. We selected trials that had an average event rate of 10 Hz (seven events in the 700 ms outside of the 300 ms window of interest) (Fig. 6a) . We then computed the average rate of trials within the window of interest for trials that ended in high versus low choices. Because the stimulus rates outside of the window of interest were identical, this analysis allowed us to ask whether the stimuli inside the window of interest influenced the outcome of the trial. Because this analysis selects trials based on their average rate during a specified time period, it necessarily eliminates a large fraction of the data. An average event rate of 10 Hz was observed on ϳ1800 of 7600 trials, for example. However, this analysis did not depend on a particular event rate: similar results were obtained when we used higher or lower rates. The values we chose for the final analysis were selected because they maximized the total number of included trials. To estimate the significance of this result, we performed a bootstrapping analysis: at each time point, we computed the difference in rate between trials randomly assigned to the high or low group. This procedure was repeated 1000 times. We then computed the SD of the resulting distribution and took that value as the SE on the difference between frequencies in the high and low groups. Further, to provide a comparison for the magnitude of the difference between frequencies in the high and low groups, we assigned trials randomly to these groups rather than by what the subject actually chose. We then computed the excess rate and its SE in the same manner as described above (see Fig. 6c , dashed lines). This quantity serves as a baseline to which the choice-triggered average can be compared. Because stimulus events occurred only at specified times during the trial, responses over many trials tended to have obvious fluctuations (see Fig. 6b,c) . These are more evident for lower rate stimuli than for higher rate stimuli, which is why they are more apparent in Figure 6b than in Figure 6c .
Results
We examined whether subjects could combine information about the event rate of a stimulus when the information was presented in two modalities. Combining evidence should produce lower multisensory thresholds relative to single sensory thresholds. We first describe results from the synchronous condition where the same stream of events was presented to the auditory and visual systems, and the events occurred simultaneously (Fig. 1b) . Figure 2a shows results for the synchronous condition for a representative human subject: the subject's threshold was lower for multisensory trials compared with single-sensory trials (Fig. 2a , blue line is steeper than green and black lines), demonstrating that subjects made more correct choices on multisensory trials. The difference between the single-sensory and multisensory thresholds was highly significant (auditory: p ϭ 0.0001; visual: p Ͻ 0.0003); the change in threshold was not significantly different from the optimal prediction (measured: 1.75, CI: 1.562-1.885; predicted: 1.69, CI: 1.54 -1.84; p ϭ 0.38). In contrast, the PSE for multisensory trials was similar to those seen on single-sensory trials (auditory: p ϭ 0.06; visual: p ϭ 0.52).
The example was typical: all subjects we tested showed an improvement on the multisensory condition, and this improvement was frequently close to optimal (Fig. 2c , circles are close to the x ϭ y line, indicating optimal performance). On average, this improvement was not accompanied by a change in PSE (mean PSE difference between visual and multisensory: 0.54, CI: 0.48 -1.56, p ϭ 0.23; mean PSE difference between auditory and multisensory: 0.05, CI: Ϫ0.66 -0.75, p ϭ 0.87).
Significant multisensory enhancement was also observed in all three rats. Figure 2b shows results for a single rat. The difference in thresholds between the single sensory and the multisensory trials was highly significant (auditory: p Ͻ 10 Ϫ5 ; visual: p Ͻ 10 Ϫ5 ). The improvement exceeded that predicted by optimal cue combination (measured: 1.97, CI: 1.72-2.21; predicted: 2.70, CI: 2.57-2.83; p Ͻ 10 Ϫ5 ). This improvement was also seen in the remainder of our rat cohort (Fig. 2c, squares) ; the improvement was significantly greater than the optimal prediction in one of the two additional animals (rat 1, p Ͻ 10 Ϫ5 ); the improvement nearly reached significance in a third (rat 2, p ϭ 0.06).
Multisensory enhancement on our task could be driven by decisions based on estimates of event rate of the stimulus or estimates of the number of events. Human subjects have previously been shown to be adept at estimating counts of sequentially presented events, even when they occur rapidly (Cordes et al., 2007) . In principle, either strategy could give rise to uncertain estimates in the single-sensory modalities that could be improved with multisensory stimuli. To distinguish these possibilities, we included a small number of random catch trials that were either longer or shorter than the standard trial duration. Consider an example trial that has 11 events (Fig. 3a, arrow) . If subjects use a counting strategy, they would make the same proportion of high choices whether the 11 events are played over 800, 1000, or 1200 ms. We did not observe these results in our data. Rather, subjects made many fewer high choices when the same number of events were played over a longer duration (Fig. 3a , blue trace) compared with a shorter duration (Fig. 3a, red trace) .
These findings argue that subjects normalize the total number of events by the duration of the trial. In fact, the example subject in Figure 3 , a and b, normalized quite accurately: he made the same proportion of high choices for a given rate (Fig. 3c, arrow) whether that rate consisted of a small number of events played over a short duration (red traces) or a larger number of events played over a longer durations (green and blue traces). The tendency to make choices based on stimulus rate rather than stimulus count was evident when examined in a single subject (Fig.  3a,b) and in the population of four subjects (Fig. 3c,d ). Note that our subjects exhibited such a rate strategy despite the fact that we rewarded them based on the absolute event count, not the event rate (see Materials and Methods).
The multisensory enhancement observed for our task (Fig. 2 ) might simply have resulted because the auditory and visual stimuli were presented amid background noise and therefore were difficult to detect. Thus, in the synchronous condition, multisensory information may have enhanced subjects' performance by increasing the effective signal-to-noise ratio for each event by providing both auditory and visual events at the same time. To evaluate this possibility, we tested subjects on a condition designed to prevent multisensory information from facilitating event detection: we achieved this by generating auditory and visual event streams independently. We term this the "independent condition." On each trial, we used the same ratio of short to long events for the auditory and visual stimuli. First, we restricted our analysis to the case where the resulting rates were identical or nearly identical (see Materials and Methods). Importantly, the auditory and visual events did not occur at the same time and could have had different sequences of long and short intervals (Fig. 1c) . Because the events frequently did not occur simultaneously, subjects had little opportunity to use the multisensory stimulus to help them detect individual events. Despite this, subjects' performance still improved on the multisensory condition compared with the single-sensory condition. This is evident in the performance of a single human and rat subject (Fig. 4a,c) . For both the human and the rat, thresholds were significantly lower on multisensory trials compared with visual or auditory trials (human: auditory, p ϭ 0.0002, visual, p Ͻ 10 Ϫ5 ; rat: auditory, p Ͻ 10 Ϫ5 , visual, p Ͻ 10 Ϫ5 ). The change in threshold was close to the optimal prediction for the human (measured threshold: 2.08, CI: 1.70 -2.46; optimal: 2.39, CI: 2.60 -2.17; p ϭ 0.09) and was lower than the optimal prediction for the rat (measured threshold: 2.64, CI: 2.47-2.81; optimal: 3.26, CI: 3.10 -3.38; p Ͻ 10 Ϫ5 ). This example was typical: all subjects we tested showed an improvement on the multisensory condition, and multisensory thresholds were frequently slightly lower than the optimal prediction (Fig. 4e , many circles are below the x ϭ y line); the improvement was significantly greater than the optimal prediction for one additional rat (rat 1, p Ͻ 10 Ϫ5 ). On average, this improvement was not accompanied by a change in PSE, for neither the humans (mean PSE difference between visual and multisensory condition: 0.45, CI: Ϫ1.93-1.04, p ϭ 0.47; mean PSE difference between auditory and multisensory conditions: 0.62, CI: Ϫ0.4 -1.65, p ϭ 0.18) nor the rats (mean PSE difference between visual and multisensory condition: 0.48, CI: Ϫ0.33-1.29, p ϭ 0.13; mean PSE difference between auditory and multisensory conditions: 0.55, CI: Ϫ2.04 -3.14, p ϭ 0.46). To ensure that subjects' improvement on the independent condition was not driven by changes at the highest and lowest rates (where stimuli might be perceived as synchronous), we repeated this analysis excluding trials at those rates. The multisensory improvement was still evident for the example human and was again very close to the optimal prediction (measured threshold: 2.45, CI: 1.85-3.05; optimal: 2.79, CI: 2.40 -3.18; p ϭ 0.82). The multisensory improvement for the example rat was also present and was still better than the optimal prediction (measured threshold: 2.75, CI: 2.41-3.09; optimal: 3.53, CI: 3.19 -3.88; p ϭ 0.0008). For the collection of human subjects, we found that thresholds were lower for multisensory trials compared with visual ( p ϭ 0.039) or auditory ( p ϭ 0.003) trials. For the rats, thresholds were lower for multisensory trials compared with visual ( p ϭ 0.02) or auditory ( p ϭ 0.04) trials. Excluding trials with the highest/lowest rates did not cause significant changes in the average ratio of multisensory to singlesensory thresholds for either modality or either species ( p Ͻ 0.05).
Subjects might have shown a multisensory improvement on the independent condition for two trivial reasons. First, the presence of two modalities together might have been more engaging and therefore recruited additional attentional resources compared with singlesensory trials. Second, events in the independent condition might sometimes occur close enough in time to aid in event detection. We performed two additional analyses that ruled out both of these possibilities.
First, we examined subsets of trials from the independent condition where the rates were different for the auditory and visual trials (bonus trials; see Materials and Methods). For these trials, evidence from one modality (say, vision) provided stronger evidence about the correct decisions than the other modality (say, audition). For example, the auditory stimulus might be 10 Hz, a rate that is quite close to threshold, but still in favor of a low rate choice, while the visual stimulus is 9 Hz (Fig. 4b, arrow, cyan  line) . We compared such trials possessing different auditory and visual rates with "matched-evidence" trials where both stimuli had the same rate (Fig. 4b, arrow, blue line) . If subjects exhibit improved event detection on the multisensory condition because of near-simultaneous events, they should perform worse on the bonus evidence trials (at least for low rates), because the likelihood of events occurring at the same time is lower when there are fewer events (10 and 10 events for matched trials; 10 and 9 events for bonus trials). To the contrary, we found that performance improved on bonus evidence trials: in the example, the subject made fewer high choices on the bonus trials at low rates (Fig. 4b , arrow, cyan trace below blue trace), demonstrating improved performance. Accuracy was improved at the higher rates as well, leading to a significantly lower threshold for bonus trials (matched: threshold ϭ 2.3, CI: 2.00 -2.57; bonus: threshold ϭ 1.3, CI: 1.12-1.38; p Ͻ 10 Ϫ5 ). The enhanced performance seen in Figure 3 . Subjects make decisions according to event rates, not event counts. a, Example subject. Abscissa indicates the number of event counts. Each colored line shows the subject's performance for trials where the event count on the abscissa was presented over the duration specified by the labels. For a given event count (11 events, black arrow) the subject's choices differed depending on trial duration. n ϭ 3656 trials b, Same data and color conventions as in a except that the abscissa indicates event rate instead of count. For a given event rate (11 events/s, black arrow), the subject's choices were very similar for all trial durations. c, d, Data for four subjects; conventions are the same as in a and b. n ϭ 9727 trials. Prop, Proportion.
this subject was typical: five of six subjects showed lower thresholds for bonus evidence trials, and this reached statistical significance ( p Ͻ 0.05) in three individual subjects. Data from an example rat subject supported the same conclusion ( Fig. 4d) : performance on bonus trials was better than performance on matched trials (matched: threshold ϭ 2.6, CI: 2.42-2.78; bonus: threshold ϭ 1.4, CI: 0.71-2.09; p ϭ 0.02). Bonus trials were collected from one of the remaining two rats; for this rat also, performance on bonus trials was better than performance on matched trials (rat 2; matched: threshold ϭ 4.4 Ϯ 0.22; bonus: threshold ϭ 2.6 Ϯ 0.70; p ϭ 0.008). Next, we examined subsets of neutral trials for which the rate of one modality (say, vision) was so close to the PSE that it did not provide compelling evidence for one choice or the other. If multisensory trials are simply more engaging and help subjects pay attention, performance should be the same on matched trials and neutral trials. To the contrary, we found that performance was worse for neutral trials compared with matched trials: the example subject made many more errors on neutral trials and had elevated thresholds (matched: threshold ϭ 2.3, CI: 2.00 -2.57; neutral trials: threshold ϭ 4.2, CI: 3.56 -4.57; p Ͻ 10 Ϫ5 ). The decreased performance seen on neutral trials was typical: all subjects showed higher thresholds for neutral trials, and this was statistically significant ( p Ͻ 0.05) in five subjects. Data from an example rat subject support the same conclusion (Fig. 4d) : performance on the neutral trials was worse than performance on matched trials (threshold ϭ 2.6, CI: 2.42-2.78; neutral: threshold ϭ 5.0, CI: 3.80 -6.20; p Ͻ 10 Ϫ5 ). Neutral trials were collected from one of the remaining two rats; for this rat also, performance on neutral trials was worse than performance on matched trials (matched: 4.4, CI: 4.03-4.76; neutral: threshold ϭ 6.6, CI: 5.09 -8.11; p ϭ 0.01).
Note that our dataset included a small proportion of trials where the auditory and visual cues were in support of different decisions (conflict trials). Because we made every effort to match the reliability of the two single-sensory cues, we did not expect conflict trials to be systematically biased toward the rate of one modality over the other. Indeed, subjects' PSEs were very similar for a variety of cue conflict levels and did not vary systematically with the level of conflict (weighted linear regression: slope ϭ 0.06, CI: Ϫ0.07-0.19).
Because we typically collected data from only the independent condition or the synchronous condition on a given day, we could not rule out the possibility that subjects developed different strategies for the two conditions. If true, then their performances should decline when the trials from the two conditions were mixed within a session. To test this, we collected data from four additional subjects on a version of the task where the synchronous and independent conditions were presented in alternating blocks of 160 trials over the course of each day. Because the condition switched so frequently within a given experimental session, subjects would have a difficult time adjusting their strategy. Therefore, a comparable improvement on the two tasks can be taken as evidence that subjects can use a similar strategy for both conditions. Indeed, we found that subjects showed a clear multisensory enhancement on both conditions, even when they were presented in alternating blocks (Fig. 5a , triangles and circles close to the x ϭ y line). Further, this group of subjects showed the same enhancement on bonus trials as did subjects who were tested in the more traditional configuration ( Fig. 5b ; matched: threshold ϭ 3.7, CI: 2.93-4.45; bonus: threshold ϭ 1.9, CI: 1.67-2.04; Figure 4 . The multisensory enhancement is still present for the independent condition. a, Performance of a single subject. Conventions are the same as in Figure 2a . n ϭ 4255 trials. b, A comparison of accuracy for matched trials (blue trace), bonus trials (cyan trace), and neutral trials (orange trace). Abscissa plots the rate of the auditory stimulus. Data are pooled across six humans. n ϭ 1957 (matched condition), 2933 (bonus condition), and 3825 (neutral condition). c, Same as a, but for a single rat (rat 1). n ϭ 13,116 trials. d, Same as b, but for a single rat. n ϭ 3725 (matched condition), 244 (bonus condition), and 247 (neutral condition) e, Scatter plot for all subjects comparing the observed thresholds on the multisensory condition with the predicted thresholds. Conventions are the same as in Figure 2c . Error bars indicate 95% CIs. Prop, Proportion. Human subjects' performance is better on multisensory trials even when the synchronous and independent conditions are presented in alternating blocks. a, Scatter plot for all subjects comparing the observed thresholds on the multisensory condition with the predicted thresholds. Data from the synchronous (circles) and independent (triangles) conditions are shown together. Error bars indicate 95% CIs. b, Subjects perform better on bonus trials compared with the matched trials and slightly worse on neutral trials. Conventions are the same as in Figure 4c . n ϭ 1390 (matched condition), 2591 (bonus condition), and 2464 (neutral condition). Prop, Proportion. p Ͻ 10 Ϫ5 ). Individual subjects all showed reduced thresholds for the bonus condition; this difference reached significance for one individual subject. This group of subjects also showed significantly increased thresholds on neutral trials relative to matched trials ( Fig.  5b ) (matched evidence: threshold ϭ 3.7, CI: 2.93-4.45; neutral: threshold ϭ 6.4, CI: 4.91-7.89; p ϭ 0.0008). This effect was also observed in all four individual subjects.
Our stimulus was deliberately constructed so that the stimulus rate fluctuated over the course of the trial. We exploited these moment-to-moment fluctuations in rate to determine which time points in each trial influenced the subjects' final decisions. To explain this analysis, consider a group of trials that was selected because they had the same average rate during the first 700 ms of the trial (Fig. 6a, top) . By examining the average stimulus rate in the last 300 ms of the trial and comparing it for trials that end in high versus low choices, we can determine whether rates during that late interval influenced the subjects' final choice. In the schematic example, trials preceding low choices (Fig. 6a , red traces, top) had a lower rate during the final 300 ms compared with trials preceding high choices (Fig. 6a, blue traces, top) . We denote differences in rate within such windows as the "excess rate" supporting one choice over the other. The same process can be repeated for other windows within the trial (Fig. 6a, bottom) . Systematically varying the temporal window makes it possible to generate a time-varying weighting function, termed the choicetriggered average, that describes the degree to which each moment in the trial influenced the final outcome of the decision and can be informative about the animal's underlying strategy. For example, if the choice-triggered average was elevated only very late in the trial, this suggests that the subjects either did not pay attention early in the trial or did not retain the information (a leaky integrator) and simply based their decision on what happened at the end of the trial. By contrast, if the choice-triggered average was elevated for the entire duration of the trial, this suggests that subjects exploited information presented at every moment. The choice-triggered average that we computed was elevated over the course of the entire trial for human subjects (Fig.  6b ) and over ϳ600 ms for rodents (Fig.  6c ). This suggests that subjects integrate evidence over time for the majority of the trial. The integration time appears to be longer for humans compared with rats: the choice-triggered average for rats was not elevated during the first 200 or last 100 ms of the trials. On average, humans' choice-triggered averages were significantly larger for multisensory trials compared with auditory-only or visual-only trials (multisensory: 1.63 Ϯ 0.05; visual: 1.16 Ϯ 0.04; auditory: 1.19 Ϯ 0.03; multisensory Ͼ auditory, p Ͻ 10 Ϫ5 ; multisensory Ͼ visual, p Ͻ 10 Ϫ5 ). The multisensory choice-triggered average was also elevated in the example rat (multisensory: 1.99 Ϯ 0.08; visual: 1.05 Ϯ 0.04; auditory: 1.29 Ϯ 0.04; multisensory Ͼ auditory, p Ͻ 10 Ϫ5 ; multisensory Ͼ visual, p Ͻ 10 Ϫ5 ). Similar results were observed in the other two rats: the choice-triggered averages exhibited similar shapes and the magnitude of the multisensory trials was larger than that of the single-sensory trials (rat 2: multisensory Ͼ auditory, p Ͻ 10 Ϫ5 ; multisensory Ͼ visual, p Ͻ 10 Ϫ5 ; rat 3: multisensory Ͼ auditory, p Ͻ 10 Ϫ5 ; multisensory Ͼ visual, p Ͻ 10 Ϫ5 ).
Discussion
We report three main findings. First, we found that subjects can combine multisensory information for decisions about an abstract quantity, event rate, which arrives sequentially over time. Second, we found that subjects showed multisensory enhancement both when the sensory inputs presented to each modality were redundant and when they were generated independently. This latter finding suggests a model where event rates are estimated independently for each modality and then are fused into a single estimate at a later stage. Finally, because a similar, nearoptimal multisensory enhancement was observed in humans and rats, we conclude that the neural mechanisms underlying this multisensory enhancement are very general and are not restricted to a particular species. Our results differ from previous observations about multisensory integration in a number of ways. First, our stimulus is unique in that the relevant information, event rate, is not available all at once but must be accumulated over time. Most prior studies of multisensory integration have not explicitly varied the incoming evidence with respect to time (Ernst et al., 2000; Ernst and Banks, 2002; Alais and Burr, 2004) . Some previous studies have presented time-varying rates in a multisensory context (Recanzone, 2003) , but have not, to our knowledge, asked whether subjects can exploit the multisensory information to improve performance. Second, we have shown multisensory enhancement in both humans and rodents. Most of the multisensory integration studies in animals have been performed with nonhuman primates (Avillac et al., 2007; Gu et al., 2008) . There have been some studies of multisensory integration in rodents (Sakata et al., 2004; Hirokawa et al., 2008 ), but our study goes further than those in several ways. First, previous studies did not establish animals' Figure 6 . Subjects' decisions reflect evidence accumulated over the course of the trial. a, Schematic of average stimulus frequencies for trials supporting opposing decisions. Top, Trials were selected if their average stimulus rate from 0 to 700 ms was 10 Hz (seven events over 700 ms). Trials were then grouped according to whether the subject chose low (red) or high (blue) on each trial. Average stimulus rate within the bin of interest (700 -1000 ms; dashed lines) was then compared for stimuli preceding left and right choices. Bottom, Same as in top panel except that the window of interest occurred early in the trial (0 -300 ms). b, Solid traces indicate difference in average event rate for trials that preceded left versus right choices for all time points in a trial. Color conventions are the same as in Figure 2 , a and b. Thin lines indicate SEM computed via bootstrapping. Dashed traces indicate difference in average rate for trials assigned randomly to two groups. Data were pooled from six human subjects. Trial numbers differed slightly for each time point; ϳ1800 trials were included at each point. c, Same as b but for an individual rat. Trial numbers differed slightly for each time point; ϳ3200 trials were included at each point. thresholds or PSEs. Our approach allowed us to determine the animals' psychophysical thresholds and PSEs and therefore compare changes on multisensory trials to a maximum-likelihood prediction. Further, previous studies in rodents also did not compare human data alongside the animals, making it difficult to know whether the two species use similar strategies when combining multisensory information.
Our results are perhaps consistent with a different mechanism for multisensory integration than has been thus far observed physiologically. Recordings from the SC in anesthetized animals have made it clear that temporal synchrony (or near-synchrony) of individual stimulus events is a requirement for multisensory integration (Meredith et al., 1987) . Because we observed multisensory integration in the absence of temporal synchrony, the circuitry in the SC probably does not underlie the improvement we observed. Instead, our observations point to mechanisms that estimate more abstract quantities, such as the average rate over a long time interval.
Critical features of the task we used may have invited modality-independent combination of evidence. First of all, auditory and visual events probably arrived in the brain with different latencies even on the synchronous condition (Pfingst and O'Connor, 1981; Maunsell and Gibson, 1992; Recanzone et al., 2000) . More importantly, the stimulus rates were sufficiently high that connecting individual auditory and visual events was likely not feasible for most subjects. Previous research has shown that when auditory and visual events are embedded in periodic pulse trains, the detection of temporal synchrony falls to chance levels at only 4 Hz (Fujisaki and Nishida, 2005) . A separate study found that discrimination thresholds for time interval judgments are approximately five times longer for multisensory stimuli than for auditory of visual stimuli alone (Burr et al., 2009) .Together, those studies and ours suggest that the brain faces a major challenge when trying to associate specific auditory or visual events that are arriving quickly. A reasonable solution to this problem is to generate separate estimates for each modality and then combine them at a later stage, perhaps in an area outside of the SC that receives both auditory and visual inputs, such as the parietal cortex (Reep et al., 1994; Mazzoni et al., 1996) . This type of strategy may not be necessary for stimuli that lack discrete events. It remains to be seen whether other continuously varying stimuli would likewise be integrated over time at an early stage and then combined later on (Fetsch et al., 2009) .
Several of our conclusions warrant caution. First, we have argued that our subjects use data presented over the entire duration of the trial. Because we presented stimuli for a fixed duration (1000 ms), however, we make this conclusion with caution. The choice-triggered average we report suggests that subjects use information over long periods of time in the trial, but a reaction time paradigm is necessary to make this conclusion with complete confidence.
Second, although we conclude that rats and humans are both quite capable of multisensory integration, there are small differences in the behavior of the two species. Specifically, humans' decisions were influenced by stimuli at all times during the trial (Fig. 6b) , whereas rats' decisions were influenced mainly by the middle 650 ms (Fig. 6c) . The weak influence of stimuli at the very beginning of the trial is consistent with a "leaky integrator" that accumulates evidence but leaks it away according to a time constant that is shorter than the trial. An alternative explanation is that the rats had little time to prepare for the onset of the stimulus. The stimulus began as soon as the rats initiated a nose poke into the center port. The human subjects, by contrast, began each trial with a brief fixation period before the stimulus began, providing them with some preparation time. Accordingly, humans' decisions were clearly influenced by stimuli very early on in the trial. Several explanations are consistent with the weak influence of stimuli near the end of the trial. One possibility is that the rats accumulated evidence up to a threshold level or bound that was frequently reached before the end of the trial. If this were the case, stimuli arriving after the bound was reached would not influence the animals' decisions, leading to the pattern of results that we observed. A signature of this has been previously reported in monkeys (Kiani et al., 2008) . A second possibility is that stimuli late in the trial did not influence the rats' choices because the rats used the last 200 ms of the trial to prepare the full-body movement that was required to report their decisions. Human observers, by contrast, made much smaller movements to report their decisions, so they might not have needed the additional movement preparation time. Further, human subjects almost never responded before the stimulus was over. Rodents' more frequent early responses were consistent with the possibility that they used part of the stimulus presentation time to plan a movement. Note that other aspects of the choice triggered average were quite similar for the two species. For example, we observed a reliable difference in the magnitude of the choice-triggered average for single-sensory and multisensory trials. This suggests that multisensory stimuli exert more influence over the choice compared with single sensory stimuli, a conclusion that is in agreement with the overall improvements we observed on multisensory trials (Figs. 2, 4, 5) .
A final caveat is the observation that our subjects, particularly the rats, frequently showed multisensory enhancements that were larger than one would expect based on maximumlikelihood combination. Individual sessions with superoptimal enhancements have been observed previously in animals (Fetsch et al., 2009 (Fetsch et al., , 2012 , so our observations are not without precedent. Nevertheless, the tendency toward supraoptimality is more prevalent and consistent in our dataset than in previous ones. The most likely explanation is that performance on single-sensory trials provides an imperfect estimate of a modality's reliability. The apparent supraoptimal cue combination likely indicates that, at least for a few subjects, we underestimated the reliability of the single-sensory stimulus. A possible explanation is that the animals had different levels of motivation on single-sensory versus multisensory trials. One reason for this might be as follows: the rats are, in general, very sensitive to overall reward rate. For example, we have observed improved overall performance on a given modality when we decrease the proportion of easy trials for that modality. This suggests that the animals may strive for a particular reward rate and adjust their motivation levels when they exceed or fall short of that rate. Because single-sensory trials yield lower average reward rates compared with multisensory trials, animals might have decreased motivation on those trials, particularly when they are interleaved with higher-reward rate multisensory trials. Although this explanation is a speculative one, we favor it over other possibilities, such as the possibility that there is an additive noise source: high-level decision noise, for example. Additive noise would indeed cause underestimates of the subjects' reliability on the single-sensory condition; however, it has been previously demonstrated to have only a very small effect on the relationship between the measured and predicted behavior on the multisensory condition (Knill and Saunders, 2003; Hillis et al., 2004) . Indeed, if high-level decision noise were present and constant across single-sensory and multisensory trials (Hillis et al. 2004 ), it would result in an overestimate of mul-tisensory improvement, whereas we observed multisensory improvements greater in magnitude than predicted by the maximum-likelihood model.
To conclude, our behavioral evidence argues for the existence of neural circuits that make it possible to flexibly fuse information across time and sensory modalities. Our observations suggest that this kind of multisensory integration may use different circuitry compared with the synchrony-dependent mechanisms that have been reported previously. The existence of many mechanisms for multisensory integration likely reflects the fact that multisensory stimuli in the world probably activate neural circuits on a variety of timescales. As a result, many different mechanisms, each of them suited to the particular constraints of a class of stimuli, may operate in parallel in the brain.
