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Abstract
High power consumption and hardware cost are two barriers for practical massive multiple-input
multiple-output (mMIMO) systems. A promising solution is to employ low-resolution analog-to-digital
converters (ADCs). In this paper, we consider a general mMIMO multi-way relaying system with
a multi-level mixed-ADC architecture, in which each antenna is connected to an ADC pair of an
arbitrary resolution. By leveraging on Bussgang’s decomposition theorem and Lloyd-Max algorithm
for quantization, tight closed-form approximations are derived for the average achievable rates of zero-
forcing (ZF) relaying considering both perfect and imperfect channel state information (CSI). To conquer
the challenges caused by multi-way relaying, the complicated ZF beam-forming matrix, and the general
mixed-ADC structure, we develop a novel method for the achievable rate analysis using the singular-
value decomposition (SVD) for Gaussian matrices, distributions of the singular values of Gaussian
matrices, and properties of Haar matrices. The results explicitly show the achievable rate behavior
in terms of the user and relay transmit powers and the numbers of relay antennas and users. Most
importantly, it quantifies the performance degradation caused by low-resolution ADCs and channel
estimation error. We demonstrate that the average achievable rate has an almost linear relation with the
square of the average of quantization coefficients pertaining to the ADC resolution profile. In addition, in
the medium to high SNR region, the ADC resolutions have more significant effect on the rate compared
to the number of antennas. Our work reveals that the performance gap between the perfect and imperfect
CSI cases increases as the average ADC resolution increases. For more insights, simplified achievable
rate expressions for asymptotic cases and the uniform-ADC case are obtained. Numerical results verify
that the theoretical results can accurately predict the performance of the considered system.
Part of this work on the performance analysis of mMIMO multi-way relay networks with low-resolution uniform-ADC
structures has been presented at the IEEE International Conference on Communications (ICC) 2019 [1].
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I. INTRODUCTION
As one of the key technologies for the fifth generation (5G) of wireless communications,
massive multi-input multi-output (mMIMO) has attracted extensive research interests in recent
years [2], [3]. By exploiting quasi-orthogonal random channel vectors between different users,
mMIMO can mitigate the inter-user interference to provide high spectral and energy efficiency via
simple linear signal processing, e.g., maximum-ratio combining (MRC) and zero-forcing (ZF).
On the other hand, relaying is an important way of extending coverage and improving service.
In multi-way relay networks (MWRNs) multiple interfering users communicate simultaneously
to exchange messages such that each user multi-casts its message to all other users. Compared to
one-way and two-way relaying, multi-way relaying [4]–[7] can significantly reduce the number of
time slots for full mutual communications among users which consequently improves the spectral
and energy efficiencies. Hence, mMIMOMWRNs, where the relays are equipped with large-scale
antenna arrays, benefit from the advantages of both multi-way relaying and mMIMO structures.
For mMIMO MWRNs with ZF processing, [8], [9] have obtained closed-form approximations
for the spectral and energy efficiencies. It is concluded that the transmit power of each user and
the relay can be made inversely proportional to the number of relay antennas while maintaining
required quality of service.
The practical implementation of mMIMO systems with large-scale antenna arrays is challenged
by the high hardware cost and energy consumption [10], [11]. Typically, each receive and transmit
antenna is connected to an analog-to-digital converter (ADC) and a digital-to-analog converter
(DAC) in the radio frequency (RF) chain, respectively. Compared to mMIMO systems with all
high-resolution ADCs and DACs (e.g., 8-12 bits), it is less costly and more energy efficient
to employ low-cost, low-power, low-resolution ADCs and DACs (e.g., 1-4 bits) [12], [13].
Especially, the hardware cost and power consumption of ADCs grow exponentially with the
number of quantization bits [14]. Naturally, signal processing challenges and complex front-end
designs occur due to the nonlinear characteristic of coarse quantization [15], [16].
3As this work considers the ADCs only, in what follows, we review the literature on mMIMO
with low-resolution ADCs. The primary works on this topic have considered that all ADCs have
the same resolution, also referred to as uniform-ADC [12], [13], [15]–[18]. For instance, con-
sidering frequency-selective channels, uplink performance of an mMIMO system with uniform-
ADC that deploys orthogonal frequency-division multiplexing (OFDM) is investigated in [18],
where new algorithms for quantized maximum a-posteriori channel estimation and data detection
are proposed. It is shown that coarse quantization (e.g., 4-6 bits) in mMIMO-OFDM systems
entails no performance loss compared with the full-resolution case. Later, a two-level mixed-
ADC architecture is proposed, in which part of the antennas are connected to low-resolution
ADCs with the same resolution (usually 1-bit), while the remaining are connected to high-
resolution (usually the ideal infinite-resolution) ADCs [19], [20]. In [19], the achievable uplink
spectral efficiency of a mMIMO system with two-level mixed-ADC receiver assuming perfect
CSI is investigated for MRC detector in the multi-cell scenario and ZF detector in the single-cell
system. Further, for the two-level ADC structure the channel state information (CSI) obtainment
schemes are proposed in [20]–[24], for example, by using the high-resolution ADCs in a round-
robin manner [20]. Recently, a general multi-level mixed-ADC structure is proposed in [25] that
allows multiple ADC levels and arbitrary ADC resolution profile for the large-scale antenna
array. It provides more degrees-of-freedom compared to the two-level mixed-ADC and uniform-
ADC architectures in achieving the desirable balance between performance and (hardware and
energy) cost.
A. Relevant Prior Work
There have been many recent works on single-hop mMIMO systems with a mixed-ADC
architecture. Among them, the mutual information and the spectral efficiency for the uplink of
two-level mixed-ADC systems are investigated in [20] and [26], respectively. For the uplink
of mMIMO systems with multi-level mixed-ADC architecture and MRC processing, closed-
form approximations for the spectral efficiency, receive energy efficiency, and outage probability
are derived in [25] and [27]. Also, these works study the optimization of ADC resolutions
with certain goals on the achievable sum-rate, outage probability, and receive energy efficiency.
These contributions have shown that the power consumption and hardware cost of the single-hop
4mMIMO system with a mixed-ADC architecture can be considerably reduced while maintaining
most of the gains in the achievable rate.
There are a few research results on the two-hop mMIMO relaying system with low-resolution
ADCs. Among them, [28]–[31] have investigated the performance of multi-pair mMIMO one-
way relaying systems. In [28], the relay and all the users are assumed to have uniform-ADC
where closed-form expressions for the achievable sum-rate are derived considering imperfect
CSI and MRC/maximum-ratio transmission (MRT) processing at the relay. It is shown that with
only low-resolution ADCs at the relay, increasing the number of relay antennas is effective to
compensate for the rate loss caused by coarse quantization. However, it becomes ineffective to
handle the detrimental effect of low-resolution ADCs at the users. Further, for mMIMO one-way
relay systems with two-level mixed-ADC and MRC detection, the achievable rate is investigated
in [29], where it is shown that the performance loss due to the low-resolution ADCs can be
compensated by increasing the number of relay antennas. The work in [30] and [31] are on
mMIMO one-way relay systems with both low-resolution ADCs and low-resolution DACs under
CSI error and maximum ratio (MR) processing. In [30], for the case of uniform 1-bit ADCs
and DACs, a closed-form asymptotic approximation for the achievable rate is derived. For the
two-level mixed-ADCs and mixed-DACs, the work in [31] has derived exact and approximate
closed-form expressions for the achievable rate. The trade-off between the achievable rate and
power consumption for different numbers of low-resolution ADCs/DACs is also investigated.
B. Contributions
To the best of our knowledge, performance analysis of mMIMO relaying systems with low-
resolution ADCs has mainly focused on one-way relaying with uniform-ADC and two-level
mixed-ADC, and there has been no result on the general multi-level mixed-ADC structure.
Compared to uniform-ADC and two-level mixed-ADC profiles, the multi-level mixed-ADC
structure is more general and provides the system designers with extra degrees-of-freedom for
the design and optimization of the system. For example, it enables the achievement of many
more optimal points on the trade-off between the achievable rate and energy consumption, as
shown in Figure 2 in [25] and Figure 5 in [27]. On the other hand, this general assumption
imposes extra complication in performance analysis where existing methods cannot be applied
5directly. Further, there has been no work on the performance analysis of multi-level mixed-ADC
structure with ZF beam-forming even for single-hop (uplink) scenarios, as previous studies are
limited to MR processing [25], [27]. The complicated ZF beam-forming brings further challenges
in the analysis. Moreover, compared to uplink communications and one-way relaying systems
that were studied before, the multi-way relaying further complicates the performance analysis
through the following aspects. 1) It has multiple broadcast time slots, each having a distinct ZF
beam-forming matrix; and 2) the channel of the multiple access phase is the transpose of the
channel of the broadcast phase, causing more contamination among different time slots.
In this paper, for the first time, we derive the average achievable rate for mMIMO multi-way
relay systems with a general multi-level mixed-ADC receiver. Both perfect and imperfect CSI
cases are investigated. Further, ZF beam-forming is assumed at the relay as one of the most
popular beam-forming designs that brings high performance in MWRNs, especially for the high
SNR range [9]. The main contributions of this work are summarized as follows:
• To derive the ADC quantization model, Bussgang’s decomposition theorem [32] is adopted
to find the uncorrelated quantization noise to the quantization input. This is different from
the additive quantization noise model (AQNM) that roughly models the quantization noise as
an independent signal to the quantization input with Gaussian distribution. Furthermore, our
work uses the mean squared error (MSE)-optimal sets of quantization labels and thresholds
obtained from Lloyd-Max algorithm for the quantization.
• While existing derivation methods for mMIMO systems cannot be applied directly for
the multi-way network under ZF, in this work, we develop a new method by firstly using
singular-value decomposition (SVD) for Gaussian matrices to simplify the expressions, then
applying properties of Wishart distributed matrices, Haar (isotropically distributed) matrices,
and the distribution of singular values for the Gaussian matrices with i.i.d. entries. This
novel method enables us to find a tight expression for the average achievable rates and
can be applied to other similar scenarios under ZF beam-forming. The proposed method
is fundamentally different from the truncation-based approximation in [19] and truncation
error is avoided. Further, it can be applied in other systems with ZF beam-forming or other
beam-forming schemes with a similar structure.
• The obtained results provide insights into the effects of user transmit power, relay transmit
6power, the number of relay antennas, the number of users, channel estimation error and
most importantly the ADC resolution profile on the achievable rate. It is shown that in the
medium to high SNR region, the ADC resolutions have more significant effect on the rate
compared to the number of antennas.
• For two asymptotic cases, simplified expressions are derived for the average achievable
rates. One case is when the number of relay antennas approaches infinity while the number
of users is fixed. The result in this case reveals a linear relationship between the average
achievable rate and the number of antennas at the relay. The other case is when the numbers
of users and relay antennas increase toward infinity with a fixed ratio, referred to as the
loading factor. The result proves an inverse linear relationship between the achievable rate
and the loading factor. In addition, we have provided results for the special case of uniform-
ADC which shows that the average achievable rate has a linear relation with the square
of the average of the quantization coefficients pertaining to the ADC resolution. Also, the
square of the average of the quantization coefficients and the user power always appear
together and can compensate for each other.
• The achievable rate analysis is extended to the imperfect CSI case where a closed-form
approximation is derived. It is shown that the gap between the achievable rates for perfect
and imperfect CSI cases gets larger as the average of the ADC resolutions increases. This
inspires that for practical systems with limited CSI quality, using lower resolution ADCs
can gain significantly better energy efficiency and hardware cost while maintaining most of
the rate performance.
C. Paper Outline and Notations
The rest of this paper is organized as follows. Our system model is presented in Section II.
The performance analysis for the perfect CSI case is elaborated in Section III, while discussions
on special and asymptotic cases are provided in Section IV. Section V shows the extension to
the imperfect CSI case. In Section VI, simulation results are provided, and finally we conclude
the paper in Section VII. For a matrix A, the trace, transpose, Hermitian, conjugate, and inverse
are operators denoted as tr{A}, AT , AH , A∗, and A−1, respectively. Also, aij and ai denote
the (i, j)th entry and the ith column of A. For vector a, ‖a‖ denotes the 2-norm, and diag{a}
denotes a diagonal matrix with the elements of a as its diagonal entries. The N × N identity
7matrix reads as IN . Notation E{·} is the expectation operator. For a complex variable, ℜ{.} and
ℑ{.} denote the real and imaginary parts, respectively. Finally, modN(x) denotes x modulo N .
II. SYSTEM MODEL
This work considers a MWRN consisting of K single-antenna users which exchange their
information via a multi-antenna relay with N antennas where N ≫ 1 and N ≥ K. Frequency-
flat narrowband channels are assumed. Let H = H˜D
1
2 be the N ×K channel matrix between
the users and the relay, where H˜ ∈ CN×K is the fast fading channel matrix whose entries are
independently and identically distributed (i.i.d.) circularly symmetric complex Gaussian with
zero-mean and unit-variance, i.e., CN (0, 1) and D ∈ RK×K is a diagonal matrix whose kth
diagonal element denoted as βk stands for the large-scale fading of the channels from user k to
the relay. We define
βsum , tr{D} =
K∑
k=1
βk, β\i =
K∑
k=1,k 6=i
βk.
Further, denote the kth columns of H˜ and H as h˜k and hk which are the fast fading and overall
channel vectors from user k to the relay, respectively. It is assumed that the relay has perfect
CSI. The imperfect CSI case is considered in Section IV.
In a MWRN, each user detects signals from all other K−1 users. Under the half-duplex mode,
the communications are composed of two phases: the multiple access (MAC) phase consisting
of one time slot, and the broadcast (BC) phase consisting of K − 1 time slots to enable each
user to receive information from all others.
A. The MAC Phase and the ADC Quantization
In the MAC phase, all users transmit their information signals simultaneously to the relay.
Denote the vector of normalized information symbols of the users as x ∈ CK×1, and the
average transmit power of each user as pu. This implies that all users have the same transmit
power. The kth element of x corresponds to the signal of user k normalized to have unit power
Exk∈Sk{|xk|2} = 1 for k ∈ {1, 2, · · · , K}, where Sk is the modulation set of user k. Hence, the
8baseband representation of the received discrete-time analog-valued signal1 at the relay, denoted
as ra ∈ CN×1, can be written as
ra =
√
puHx+ zR =
K∑
i=1
√
puhixi + zR, (1)
where zR ∼ CN (0N , IN) is the vector of additive white Gaussian noise (AWGN) at the relay.
Denote the nth element of ra as rn,a.
We assume that each relay antenna is equipped with a radio-frequency chain including a pair of
low-resolution ADCs for the in-phase and quadrature components. We consider a generic mixed-
ADC structure in which the ADC pairs of different antenna can have different resolutions. Denote
the ADC resolution for the nth antenna as bn bits which is a positive integer value between bmin
and bmax. Let b = [b1, · · · , bN ] which is the resolution profile of the relay antennas. The ADC
quantization corresponding to the nth antenna can be characterized by a set of 2bn+1 quantization
thresholds Tbn = {τn,0, τn,1, · · · , τn,2bn}, where −∞ = τn,0 < τn,1 < · · · < τn,2bn =∞, and a set
of 2bn quantization labels Lbn = {ln,0, ln,1, · · · , ln,2bn−1}, where ln,i ∈ (τn,i, τn,i+1]. We describe
the joint operation of the nth ADC pair at the relay by the function Qbn(·) : C → Rbn , where
Rbn , Lbn × Lbn . We denote the quantized signal vector at the relay by rˆ with rˆn being its
nth entry corresponding to the nth antenna. The quantization function Qbn(·) maps the analog
received signal, rn,a, to the quantized signal, rˆn, in a way that
rˆn = Qbn(rn,a) = ln,k + jln,p, if ℜ{rn,a} ∈ (τn,k, τn,k+1] and ℑ{rn,a} ∈ (τn,p, τn,p+1].
Therefore, the quantized vector at the relay is
rˆ = Q(ra) = Q(√puHx+ zR), (2)
where Q(·) is the function that quantizes the nth entry of its input vector using Qbn(·) for
n ∈ {1, 2, · · · , N}.
The optimal sets of Lbn and Tbn for n ∈ {1, 2, · · · , N} that minimize the MSE between
the non-quantized received vector ra and the quantized vector rˆ depends on the distribution of
the input ra, which changes with respect to the channels and the information signals. From a
practical point of view [32], we use the set of quantization labels and the set of thresholds that are
1This is referred to as “analog signal” for short afterwards.
9optimal for Gaussian signals2. From (1), the variance of each entry of ra can be straightforwardly
calculated to be
v , 1 + puβsum. (3)
Then, using Lloyd-Max algorithm [34], [35], we can find the optimal sets of labels and thresholds,
L∗bn = {l∗n,0, l∗n,1, · · · , l∗n,2bn−1} and T ∗bn = {τ ∗n,0, τ ∗n,1, · · · , τ ∗n,2bn}, respectively, that minimize the
MSE when the analog signal follows CN (0, v).
With the set of labels L∗bn , the set of thresholds T ∗bn , and the Gaussian assumption of the
quantization input, the variance of the nth entry of rˆ with ADC resolution bn, denoted as Cn,rˆ,
can be straightforwardly obtained based on the definition of variance, quantization function, and
Gaussian distribution of the input, as
Cn,rˆ =
2bn−1∑
i=0
l∗n,i
2
[(
erf
(
τ ∗n,i+1√
v
)
− erf
(
τ ∗n,i√
v
))]
, (4)
where erf(·) is the error function defined as erf(x) , 1√
pi
∫ x
−x e
−t2dt. Thus, the covariance matrix
and the average power of the received quantized vector at the relay are respectively,
Crˆ = diag{C1,rˆ, C2,rˆ, · · · , CN,rˆ}, (5)
cˆ ,
1
N
tr{Crˆ} = 1
N
N∑
n=1
Cn,rˆ. (6)
B. The BC Phase
The BC phase takes K − 1 time slots. ZF relay beam-forming [36] is used, in which the
beam-forming matrix for the tth time slot is
G
(t) =
√
α(t)H∗(HTH∗)−1Pt(HHH)−1HH , (7)
where P is the permutation matrix obtained by shifting the columns of IK circularly to the right
one time, and α(t) is the ZF transmit power coefficient. Then, the transmit signal at the relay is
r
(t)
t = G
(t)
rˆ. (8)
2The Gaussian assumption is accurate in the low-SNR regime or when the number of users is sufficiently large [33]. Simulation
results have verified the validity of this assumption for normal ranges of user number and SNR.
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Let PR denote the average transmission power of the relay. Then, α
(t) must satisfy PR =
E{‖r(t)t ‖2}. With channel reciprocity, the channel from the relay to the users is HT . Thus,
the received signal vector of all users in the BC time slot t, r
(t)
u , is
r
(t)
u = H
T
r
(t)
t + z
(t)
u , (9)
where z
(t)
u = [z1
(t), z2
(t), ..., zK
(t)]T is the noise vector at the users whose elements are i.i.d.
CN (0, 1). In the BC time slot t, user k is supposed to decode user i(k, t)’s information symbol,
where
i(k, t) , modK(k + t− 1) + 1, (10)
which is a function of the receiving user’s index, k, and the time slot, t. To help the presentation,
it is simplified to i(k) when there is no confusion.
III. AVERAGE ACHIEVABLE RATE ANALYSIS
This section considers the perfect CSI case. We first analyze the ADC quantization process,
then derive the relay power coefficient for the ZF beam-forming in each BC time slot, and finally,
obtain the average achievable rate of the MWRN.
In general, the quantization at the low-resolution ADCs leads to signal distortion that is
correlated with the quantization input signal. According to Bussgang’s theorem [37], when the
input to the ADCs is Gaussian, the quantized output can be written as a linear combination
of the quantization input signal, ra, and a quantization distortion, d, that is uncorrelated to the
quantization input signal. Thus, the quantized received signal vector at the relay can be written
as
rˆn = Qbn(rn,a) ≈ Gbnrn,a + dn, or
rˆ = Q(ra) ≈ Gbra + d, (11)
where Gbn is the quantization coefficient corresponding to the nth ADC pair and Gb =
diag{Gb1 , · · · , GbN}. For an arbitrary n, the value of Gbn can be calculated to be
Gbn =
1√
piv
2bn−1∑
i=0
l∗n,i
[
exp
(
−τ
∗
n,i
2
v
)
− exp
(
−τ
∗
n,i+1
2
v
)]
. (12)
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We define
g1 ,
1
N
tr{Gb} = 1
N
N∑
n=1
Gbn, and g2 ,
1
N
tr{G2b} =
1
N
N∑
n=1
G2bn ,
which are needed for the achievable rate expression. They represent the average of the quanti-
zation coefficients and quantization coefficients squared, respectively.
The variance of each entry of ra is v, so the covariance matrix of the quantization distortion,
Cd = E[dd
H ], is
Cd ≈ Crˆ − E{GbrarHa Gb} = Crˆ − vG2b . (13)
Next, we calculate the ZF power coefficient. The result is given in the following theorem.
Theorem 1. For a multiuser massive MIMO MWRN with K single-antenna users, N relay
antennas, mixed-ADC with resolution profile b at the relay, relay power constraint PR, and
perfect CSI, the relay power coefficient for ZF beam-forming in time slot t is
α(t) ≈ PR(N −K)
pug21
∑K
m=1
1
βm
+ NK+N−K
2
(N−K)2(K+1) (cˆ− puβsumg2)
∑K
m=1
1
βmβi(m)
. (14)
Proof: Please see Appendix A.
In what follows, the average achievable rate from user i(k) to user k will be derived where
i(k) is given in (10).
From (9) and Bussgang’s decomposition in (11), the received signal vector at the users in the
BC time slot t can be written as
r
(t)
u ≈
√
puH
T
G
(t)
GbHx+H
T
G
(t)
GbzR+H
T
G
(t)
d+z(t)u . (15)
Hence, the received signal by user k, denoted as rk
(t), is
rk
(t) ≈√puhkTG(t)Gbhi(k)xi(k) +√puhkTG(t)Gb
N∑
j=1,j 6=i(k)
hjxj
+ hk
T
G
(t)
GbzR + h
T
kG
(t)
d+ zk
(t),
(16)
where in (16), the first, second, third, and fourth terms are the desired signal, the interference
from other users, the noise propagated from the relay, and the quantization distortion propagated
from the relay, respectively. Thus, the interference-plus-noise power is
Ik,i(k) =pu
K∑
j=1,j 6=i(k)
|hTkG(t)Gbhj |2 + ‖hkTG(t)Gb‖2 + ‖hkTG(t)d‖2 + 1. (17)
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It can be seen from the first term in (17) that due to the mixed-ADC structure at the relay,
the user interference is not fully eliminated by the ZF design in (7). For the special case of
uniform-ADC structure, we have Gb = GbIN , and the user interference can be fully eliminated.
The average achievable rate from user i(k) to user k, denoted by Rk,i(k), is given as
Rk,i(k) ≈ E
{
log2
(
1 +
pu|hkTG(t)Gbhi(k)|2
Ik,i(k)
)}
. (18)
Next, the average achievable rate of two arbitrary users in the MWRN is derived and the
result is presented in the following theorem.
Theorem 2. For a multiuser massive MIMO MWRN with K single-antenna users, N relay
antennas, ZF beam-forming in (7), mixed-ADC with resolution profile b at the relay, and perfect
CSI, the average achievable rate from user i(k) to user k is
Rk,i(k) ≈ log2
(
1 +
F1
F2
)
, (19)
where
F1 ,puβi(k)
[
(NK +N −K2 − 2K)g21 +Kg2
K + 1
]
,
F2 ,cˆ+
(N −K)
α(t)
βi(k) − puβ\i(k)g21 − puβi(k)g2.
(20)
Proof: Please see Appendix B.
The formula in (19) and parameter values in (14) and (20) show how quantitatively the average
achievable rate is affected by system settings such as the user power, relay power, number of
users, and number of relay antennas. The effect of the ADC resolution is shown via the parameters
g1 and g2. Specifically, it can be seen that the average achievable rate increases as pu or PR
increases.
IV. RESULTS FOR ASYMPTOTIC CASES AND UNIFORM-ADC
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In what follows, we discuss two asymptotic cases and the special uniform-ADC case to gain
insights on the effects of other parameters on the average achievable rate.
A. Asymptotic Cases
The first asymptotic case commonly considered in mMIMO is when N → ∞ with fixed K.
The result on the achievable rate can be simplified from (14) (19) (20) as
Rk,i(k),1 ≈ log2

1 + Npuβi(k)g21
cˆ+ pu
PR
βi(k)
(∑K
m=1
1
βm
)
g21 − puβ\i(k)g21 − puβi(k)g2

 . (21)
It shows that the signal-to-interference-plus-noise ratio (SINR) increases linearly in N . The effect
of ADC-resolution is through cˆ, g21 , and g2. Further, the expression directly shows that the sum-
rate is monotonically increasing with respect to pu and pR, but with finite ceiling as pu → ∞ or
pR →∞. The ceiling depends on the ADC resolution profile, indicating that the penalty brought
by low-resolution ADCs may not be fully compensated by increasing the user or relay transmit
power.
The second asymptotic case is when N,K →∞ with fixed ratio K/N = c. The constant c is
referred to as the loading factor. Notice that βsum is linear in K, thus v given in (3) and cˆ given in
(5) and (6) are also linear in K. We assume that as K →∞, the values ¯ˆc , cˆ/K, β¯ , βsum/K,
β¯−1 ,
∑K
m=1 1/βm, and β¯−2 ,
∑K
m=1 1/(βmβi(m)) all converge to positive constants. It can be
shown that limK→∞
(
β¯ − β\i(k)/K
)
= 0. Thus, for this case, the ZF power coefficient is
α
(t)
2 ≈
NPR
1
1−cpug
2
1β¯−1 +
c
(1−c)2
(
¯ˆc− puβ¯g2
)
β¯−2
,
and the average achievable rate is simplified as
Rk,i(k),2 ≈ log2
(
1 +
(1− c)
c
· puβi(k)g
2
1
(¯ˆc− puβ¯g21)
)
. (22)
It shows that when the number of users increases linearly with the number of relay antennas, the
average achievable rate becomes independent of N and decreases as c increases. The SINR for
this asymptotic case is linear in (1−c)/c. The effect of ADC resolution profile is shown through
¯ˆc and g21 . The expression indicates that the achievable rate degradation caused by low-resolution
ADCs can be compensated by decreasing c. It also shows that the sum-rate is monotonically
increasing with respect to pu, but with a finite ceiling as pu → ∞. The ceiling depends on the
ADC resolution profile, indicating that the penalty brought by low-resolution ADCs may not be
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fully compensated by increasing the user power. Finally, it indicates that the average achievable
rate in this case is independent of pR.
B. Achievable Rate for the Uniform-ADC Case
For the special case of uniform-ADC with b-bit resolution, denote the quantization coefficient
as Gb and the corresponding variance of the quantization output as Crˆ. We have Gbn = Gb and
Cn,rˆ = Crˆ for all n. Consequently, the ZF relay power coefficient and the average achievable
rate can be simplified as
α
(t)
uni ≈
PR(N −K)
K∑
m=1
1
βm
[
puG
2
b +
1
βi(m)
(Crˆ − puβsumG2b) (NK+N−K
2)
(N−K)2(K+1)
] , (23)
Rk,i(k),uni ≈ log2

1 + (N −K)βi(k)
(
√
puGb)−2
[
N−K
α
(t)
uni
βi(k) + Crˆ
]
− βsum

 . (24)
The result reveals that the relay power, the quantization coefficient squared, and the user power
have similar effect on the achievable rate. Increasing each of them has a positive effect on the
achievable rate with a negative acceleration. Furthermore, G2b and pu appear together as a product
in the formulas. This means that they can be adjusted to compensate each other’s contribution to
the achievable rate. Another important fact that can be concluded from (23) and (24) is that the
achievable rate linearly decreases with the number of users while it has an increasing relation
with the number of antennas.
V. EXTENSION TO THE IMPERFECT CSI CASE
In this section, we extend our results to the imperfect CSI case with the following widely
used channel model3: H˜ = ˆ˜H + ∆H˜, where ˆ˜H ∼ CN (0, (1 − σ2e)IN) is the estimation of the
small-scale fading channel, ∆H˜ ∼ CN (0, σ2eIN) is the CSI error, and σ2e represents the power of
the CSI error. Furthermore,
ˆ˜
H and ∆H˜ are assumed to be independent. ZF relay beam-forming
matrix considering the channel estimation
ˆ˜
H, is
Gˆ
(t) =
√
αˆ(t)Hˆ∗(HˆT Hˆ∗)−1Pt(HˆHHˆ)−1HˆH , (25)
3Channel estimation schemes for MIMO systems with low- or mixed-resolution ADCs can be found in [20]–[23].
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where Hˆ = ˆ˜HD
1
2 . Therefore, the received signal by user k is
rk,ICSI
(t) ≈√puhkT Gˆ(t)Gbhi(k)xi(k) +√puhkT Gˆ(t)Gb
N∑
j=1,j 6=i(k)
hjxj
+ hk
T
Gˆ
(t)
GbzR + h
T
k Gˆ
(t)
d+ zk
(t),
(26)
and the power of the interference-plus-noise terms is
Ik,i(k),ICSI =pu
K∑
j=1,j 6=i(k)
|hTk Gˆ(t)Gbhj |2 + ‖hkT Gˆ(t)Gb‖2 + ‖hkT Gˆ(t)d‖2 + 1. (27)
Therefore, the average achievable rate from user i(k) to user k is
Rk,i(k),ICSI ≈ E
{
log2
(
1 +
pu|hkT Gˆ(t)Gbhi(k)|2
Ik,i(k),ICSI
)}
. (28)
By following similar steps as in Appendix A and modifying the SVD in (34) as
ˆ˜
H = UΣˆVH,
where Σˆ =
√
1− σ2eΣ, the relay ZF transmit power coefficient for the imperfect CSI case is
found as in Theorem 3.
Theorem 3. For a multiuser massive MIMO MWRN with K single-antenna users, N relay
antennas, mixed-ADC with resolution profile b at the relay, relay power constraint PR, and
imperfect CSI, the relay ZF power coefficient in the BC time slot t is
αˆ(t) ≈ PR(N −K)(1− σ
2
e)
pug21
∑K
m=1
1
βm
+ NK+N−K
2
(N−K)2(K+1)(1−σ2e ) (cˆ− puβsumg2 (1− σ2e))
∑K
m=1
1
βmβi(m)
. (29)
Further, by following similar steps as in Appendix B, the average achievable rate can be found
as in Theorem 4.
Theorem 4. For a multiuser massive MIMO MWRN with K single-antenna users, N relay
antennas, mixed-ADC with resolution profile b at the relay, imperfect CSI, and ZF beam-forming
in (25), the average achievable rate from user i(k) to user k is
Rk,i(k) ≈ log2
(
1 +
Fˆ1
Fˆ2
)
, (30)
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where
Fˆ1 ,
puβi(k)
K + 1
[
g21(1− σ2e)2(NK +N −K2 − 2K) + g2
(
(1− σ2e)(K + σ2e)+
(NK +N −K2)
(N −K)2 βkβi(k)σ
4
e
K∑
m=1
1
βmβi(m)
)]
,
Fˆ2 ,cˆ+
(N −K)(1− σ2e)
αˆ(t)
βi(k) − puβi(k)g2 + pug21
(
− β\i(k)(1− σ2e)+
βi(k)βkσ
2
e
K∑
j=1,j 6=k
1
βj
+
βi(k)β
2
kσ
4
eN
(N −K)K(1 − σ2e)
K∑
m=1
1
βmβi(m)
)
.
(31)
As it can be seen from Fˆ1 and Fˆ2, the dominant terms in the numerator are the first and the
second terms, while the dominant terms in the denominator are the first four terms with the first
one being the most dominant. This means that the effect of decrease in the average achievable
rate due to the channel estimation error, gets scaled by g21 and g2 in the numerator. In other
words, the higher the average of the resolution profile, the higher the decrease in the average
achievable rate due to the channel estimation error.
VI. SIMULATION RESULTS
This section shows simulation results on the average achievable rates for mMIMO MWRNs.
The closed-form results in Theorems 2 and 4 are compared with the Monte-Carlo simulated
ones. Also, the asymptotic results in (21)-(22) are compared with the general theoretical results.
While R1,2, the average achievable rate of user 2 at user 1 is used, similar results can be obtained
for other user pairs.
The simulation contains two parts: the quantizer optimization and the achievable rate simula-
tion. A training set of 105 points is generated based on complex Gaussian channels and quadrature
amplitude modulation (QAM). Then, Lloyd-Max algorithm is used to find the quantizer for each
value in the resolution profile b. For the second part, the quantizers obtained in the previous step
are used. 103 channel realizations are generated, and for each channel 102 information vectors are
generated. Unless otherwise mentioned, networks with homogeneous channels are considered,
i.e., the same large-scale fading for all users, where we set βk = 0 dB for k ∈ {1, 2, · · · , K}.
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Fig. 1. Theoretical and simulation rate results versus average user power for different ADC profiles, N = 100, K = 5, and
PR = 15 dB.
TABLE I
NUMBER OF ANTENNAS WITH EACH RESOLUTION LEVEL IN MIXED-ADC-#1 PROFILE
❍
❍
❍
❍
❍
❍
N
bits
1 2 3 4 5 6 7 8
50 3 6 7 6 7 11 5 5
100 7 12 15 11 14 22 9 10
In Figure 1, a MWRN where N = 100, K = 5, and PR = 15 dB is considered where the
simulation and theoretical results obtained by (14) and (19) are compared when pu changes from
−5 to 15 dB. Five resolution profiles are considered: uniform 1-bit, 2-bit, 3-bit,∞-bit ADCs, and
a mixed-ADC (referred to as mixed-ADC-#1) specified in Table I. In mixed-ADC-#1 profile,
the ADC resolution for each antenna is randomly and independently generated according to
the discrete uniform distribution on [1, 8]. It is shown that the simulation and theoretical results
perfectly match for all power range and ADC profiles. Also, the figure shows the rate degradation
due to low-resolution ADCs, especially in the high SNR region. For instance, when pu = 15
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Fig. 2. Theoretical and simulation rate results versus the number of users for different ADC profiles, N = 100, pu = PR = 15
dB.
dB, the achievable rate for mixed-ADC-#1 is about 74% of the full precision case, implying
the importance of the ADC resolutions on the rate performance for mMIMO MWRNs. Finally,
it can be observed that for all low-resolution ADC cases, as pu increases, the achievable rate
saturates quickly.
Figure 2 shows the rate results when N = 100, pu = PR = 15 dB, and K = 5, 10, 15, 20.
Five uniform-ADC profiles with the bit levels of 1, 3, 4, 5,∞ are tested. Also, two mixed-ADC
profiles are examined: the mixed-ADC-#1 explained in Table I and the mixed-ADC-#2 for which
the resolutions are 1 to 4 bits and the numbers of antennas are 21, 27, 22, and 30, respectively,
for the 4 resolution levels. This figure confirms the perfect match between the simulation and
theoretical results for all numbers of users and ADC profiles. It also reveals the degradation in
the achievable rate with the increase in the number of users. This is due to the decrease in ZF
beam-forming power scaling factor α(t) that causes loss in the SINR. Further, Figures 1 and 2
show that the higher the average ADC resolution, the higher the average achievable rate.
Next, a MWRN with 5 users and heterogeneous channels is considered where β1 = 1, β2 =
0.5, β3 = 0.5, β4 = 2, β5 = 3, and PR = 15 dB. Resolution profiles of uniform 1-bit, 2-bit, and
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Fig. 3. Theoretical and simulation rate results versus average user power for networks with heterogeneous channels when
K = 5, β1 = 1, β2 = 0.5, β3 = 0.5, β4 = 2, β5 = 3 and PR = 15 dB for N = 100 and N = 200.
∞-bit along with the mixed-ADC-#1 are considered. For N = 100, the mixed-ADC-#1 profile
is shown in Table I. For N = 200 the number of ADC pairs for each resolution level is twice
the number for N = 100. Figure 3 approves the prefect match between the derivations and
simulation results for both cases when pu changes from −5 to 15 dB. An important observation
here is that in the medium to high SNR region, increasing the ADC resolutions has higher impact
on the rate compared to increasing the number of antennas. In other words, a large number of
low-resolution ADCs cannot keep up with lower number of high-resolution ADCs in the sense
of achievable rate.
Figure 4 compares the results in Theorem 2 with the two asymptotic results in (21) and
(22). For the first asymptotic case, K = 5, 10 are tested and for the second one, c = 0.05, 0.1
are tested. In all simulations, the number of antennas changes from 50 to 400 except for the
K = 0.05N case that N takes multiples of 100. The results are shown for two ADC profiles:
uniform 2-bit and mixed-ADC-#1. For mixed-ADC-#1, the ADC profiles when N = 50, 100 are
specified in Table I. For N = 150, 200, 300, 400 the ADC profiles are found by scaling the ADC
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21
profile for N = 50 three times and the ADC profile for N = 100, two, three, and four times,
respectively. Figure 4 confirms that our asymptotic analysis for case 1 perfectly matches the
general results for N ≥ 200, while it is a tight upper bound for N < 200. Also, the gap between
the results from (21) and Theorem 2 shrinks as the number of users decreases. In addition,
Figure 4 indicates that the asymptotic result for case 2 works well for the uniform-ADC cases
while for mixed-ADC cases, it is an upper bound with a small gap that shrinks as c decreases.
This figure also confirms that for asymptotic case 1, the rate linearly increases with N , while
for case 2 it only increases if c decreases.
Finally, for the imperfect CSI case the rate results versus the number of relay antennas are
illustrated in Figure 5 where σ2e = 0, 0.01, 0.1, K = 8, and pu = PR = 15 dB. This figure shows
that our result in (29)-(31) is accurate. Also, it shows that higher estimation error leads to lower
rate. In addition, the higher the average resolution of the ADCs, the larger the gap between the
rates of the perfect and imperfect CSI cases implying that higher resolution ADCs are more
sensitive to CSI error.
VII. CONCLUSION
In this paper, we have examined the multi-level mixed-ADC receive architecture in mMIMO
MWRNs and derived tight closed-form approximations for the average achievable rates under
ZF relay beam-forming considering both perfect and imperfect CSI. We have developed a new
analytical method using SVD for Gaussian matrices, distributions of the singular values of
Gaussian matrices, and properties of Haar matrices. The results characterize the achievable rate
in terms of the system parameters and specifically, quantify the performance degradation caused
by low-resolution ADCs and channel estimation error. It is shown that in the medium to high
SNR region the ADC resolution has more significant effect on the rate compared to the number
of antennas. Insightful asymptotic expressions are derived when the number of antennas grows
towards infinity. Also, the special case of uniform-ADC is studied for comparison with the mixed-
ADC case. Monte-Carlo simulations have verified the accuracy of our theoretical derivations.
Our simulations show that the system with higher resolution ADCs is more sensitive to the CSI
quality. Therefore, under channel estimation error, low-resolution ADCs are able to both keep
the rate performance and save significant hardware cost and energy.
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APPENDIX A
PROOF OF THEOREM 1
The coefficient α(t) is the solution of PR = E{‖r(t)t ‖2}, where the right-hand-side can be
written as the sum of several terms. In calculating each term, we first simplify the expression
by the SVD of the channel matrix. Then, we use properties of Wishart distributed matrices,
Haar distributed matrices, and the singular values for Gaussian matrix to calculate the value.
The following lemma is provided on the the properties of Haar distributed matrices.
Lemma 1. If 1 ≤ i, j, i′, j′ ≤ N , i 6= i′, j 6= j′, and U is an N × N Haar (isotropically)
distributed matrix, then the following hold [38].
1) E(|ui,j|2) = 1
N
, 2) E(|ui,j|4) = 2
N(N + 1)
,
3) E(|ui,j|2|ui′,j|2) = E(|ui,j|2|ui,j′|2) = 1
N(N + 1)
,
4) E(|ui,j|2|ui′,j′|2) = 1
N2 − 1 , 5) E(ui,jui′,j′u
∗
i,j′u
∗
i′,j) = −
1
N(N2 − 1) .
All other multiple moments up to the fourth order are zero.
From (1), (8), and (11) we can write
r
(t)
t ≈ G(t)Gb(
√
puHx+ zR) +G
(t)
d.
As ra and d are uncorrelated, we can write E{‖r(t)t ‖2} ≈ c1 + c2 + c3 where
c1 , puE[tr{G(t)GbHHHGb(G(t))H}],
c2 , E[tr{G(t)G2b(G(t))H}], c3 , E[tr{G(t)ddH(G(t))H}].
For the calculation of c1, we use the following approximation
4
E[tr{G(t)GbHHHGb(G(t))H} ≈
(
1
N
N∑
n=1
Gbn
)2
E[tr{G(t)HHH(G(t))H}].
By using the G(t) expression in (7), c1 ≈ α(t)pug21E[tr{(HTH∗)−1}]. Since H has i.i.d. rows
following CN (0,D), whereD = diag{β1, β2, · · · , βK},HTH∗ is aK×K central Wishart matrix
4This approximation is obtained by replacing the Gb matrices on the left-hand side by
1
N
∑
N
n=1 GbnIN . Our simulation
results show that this approximation is tight.
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of N degrees of freedom. Therefore, according to the properties of inverse Wishart matrices [39],
we have E
[(
(HTH∗)−1
)
ii
]
= 1
(N−K)βi . Thus,
c1 ≈ puα
(t)
N −Kg
2
1
K∑
i=1
1
βi
. (32)
The next is to calculate c2. After using the G
(t) expression in (7),
c2 = α
(t)tr{G2bE[B]}, (33)
where
B , H˜(H˜HH˜)−1D−
1
2 (Pt)TD−
1
2 (H˜TH˜∗)−1D−
1
2P
t
D
− 1
2 (H˜HH˜)−1H˜H .
Consider the singular-value decomposition (SVD)
H˜ = UΣVH, (34)
where U, V, and Σ are N×K, K×K, and K×K matrices. U and V contain singular vectors
of H˜ and Σ = diag{σ1, σ2, · · · , σK} contains the singular-values of H˜. Further, according to
Definition 2.5 in [40], U, and V are Haar (isotropically) distributed matrices. We have
B = UΣ−1VHD−
1
2 (Pt)TD−
1
2V
∗
Σ
−2
V
T
D
− 1
2P
t
D
− 1
2VΣ
−1
U
H .
Let Pij be the unitary permutation matrix that changes the positions of the i-th and the j-th
rows of a matrix if it is multiplied from the left side. Then, using the fact that U and PijU
have the same distribution, we conclude that
B
′ , PijBPHij = PijUΣ
−1
V
H
D
− 1
2 (Pt)TD−
1
2V
∗
Σ
−2
V
T
D
− 1
2P
t
D
− 1
2VΣ
−1(PijU)H ,
has the same distribution as B. From the construction of B′, we have bii = b′jj . It can thus be
concluded that E{bii} is the same for all i ∈ {1, 2, · · · , N} and (33) can be written as:
c2 =α
(t)
(
1
N
N∑
n=1
G2bn
)
E[tr{B}]. (35)
Next, we calculate tr{B}.
tr{E[B]} =
K∑
m=1
1
βmβi(m)
K∑
k1=1
K∑
k2=1
E
[ |vi(m)k1 |2|vmk2 |2
σ2k1σ
2
k2
]
. (36)
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According to Lemma 1, for k1 6= k2 and any m we have:
E[|vi(m)k1 |2|vmk2 |2] =
1
K2 − 1 . (37)
Moreover, according to Theorem 1 in [41], the eigenvalues of the Wishart matrix H˜HH˜, which
are {σ21, σ22, · · · , σ2K}, become independent as N →∞. Thus, when k1 6= k2 and N ≫ 1,
E
[
1
σ2k1σ
2
k2
]
≈
(
E
[
1
σ2k1
])2
=
1
(N −K)2 , (38)
where for the last step we have used the equality E
[
1
σ2
k
]
= 1
K
E[tr{(H˜HH˜)−1}] = 1
N−K , for any
k. Also, since entries of H˜ follow i.i.d. CN (0, 1), U, V, and Σ are independent. By using (37)
and (38) in (36), for k1 6= k2,
E
[ |vi(m)k1 |2|vmk2 |2
σ2k1σ
2
k2
]
= E[|vi(m)k1 |2|vmk2 |2]E
[
1
σ2k2σ
2
k1
]
≈ 1
(K2 − 1)(N −K)2 . (39)
Also, according to Lemma 1, for k1 = k2 = k, and any m and k we have:
E[|vi(m)k|2|vmk|2] = 1
K(K + 1)
. (40)
Moreover, for any k,
E
[
1
σ4k
]
=
1
K
E
[
tr
{
(H˜HH˜)−1
(
(H˜HH˜)−1
)H}]
=
1
K
E[tr{(H˜HH˜)−2}]
=
1
(N −K)(N −K − 1) , (41)
where the last step is from results of the second order statistics of the inverse Wishart matrix in
[39]. By combining (40) and (41), for k1 = k2 = k,
E
[ |vi(m)k|2|vmk|2
σ4k
]
=
1
K(K + 1)(N −K)(N −K − 1) . (42)
By using (39) and (42) in (36) and then (35), we have
c2 ≈ α
(t)g2(NK +N − 2K −K2)
(N −K)2(N −K − 1)(K + 1)
K∑
m=1
1
βmβi(m)
. (43)
For c3, with similar arguments as c2, we can show that
c3 =tr{E[ddH ]E[(G(t))HG(t)]} = tr{CdE[(G(t))HG(t)]}
≈α
(t)(cˆ− vg2)(NK +N − 2K −K2)
(N −K)2(N −K − 1)(K + 1)
K∑
m=1
1
βmβi(m)
.
(44)
The details are omitted due to the page limit. By combining (32), (43), and (44) and also ignoring
lower order terms of N for large N , i.e., (NK ≫ K when N ≫ 1), (14) is obtained.
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B PROOF OF THEOREM 2
We use the common approximation E{log2(1 + XY )} ≈ log2(1 + E{X}E{Y } ) for massive MIMO
systems. It is tight when N →∞ and X and Y are both sums of nonnegative random variables
which converge to their means due to the law of large numbers [42]. Therefore,
Rk,i(k) ≈ log2
(
1 +
A4
A1 + A2 + A3 + 1
)
,
where
A1 ,puE

 K∑
j=1,j 6=i(k)
|hTkG(t)Gbhj |2

 , A2 , E[‖hkTG(t)Gb‖2],
A3 ,E[‖hkTG(t)d‖2], A4 , puE[|hkTG(t)Gbhi(k)|2].
Similar to the proof in Appendix A, in calculating A1, A2, A3, and A4, we first simplify the
expressions by the SVD of the channel matrix. Then, we use properties of Wishart distributed
matrices, Haar distributed matrices, and the singular values for Gaussian matrix to calculate the
values.
Let ek be the kth canonical basis. Substituting G
(t) from (7) in A1, we have
A1 = puα
(t)
K∑
j=1,j 6=i(k)
E
[
e
T
i(k)(H
H
H)−1HHGbhjhHj G
H
b H(H
H
H)−1ei(k)
]
=
puα
(t)
βi(k)
K∑
j=1,j 6=i(k)
βjE
[∣∣∣((H˜HH˜)−1H˜HGbH˜)i(k)j∣∣∣2
]
.
By using the SVD in (34),
A1 =
puα
(t)
βi(k)
K∑
j=1,j 6=i(k)
βjE
[∣∣(VΣ−1UHGbUΣVH)i(k)j∣∣2]
=
puα
(t)
βi(k)
K∑
j=1,j 6=i(k)
βjE


∣∣∣∣∣
K∑
k1=1
K∑
k2=1
(
σk2
σk1
vk1u
H
k1
Gbuk2v
H
k2
)
i(k)j
∣∣∣∣∣
2


=
puα
(t)
βi(k)
K∑
j=1,j 6=i(k)
βj
∑
k1,k2
∑
k′1,k
′
2
E
[
σk2σk′2
σk1σk′1
vi(k),k1v
∗
j,k2
v∗i(k),k′1vj,k′2u
H
k1
Gbuk2u
H
k′2
Gbuk′1
]
. (45)
As mentioned before, U, V, and Σ are independent. Thus, from Lemma 1, if at least one of
k1, k2, k
′
1, k
′
2 is different from the others, the corresponding expectation term in (45) is 0. The
remaining terms in the summation in (45), are considered in the following four cases.
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1) If k1 = k2 , k
′
1 = k
′
2, and k1 6= k′1,
b1 ,
K∑
k1=1
K∑
k′1=1, 6=k1
E
[
vi(k),k1v
∗
j,k1
v∗i(k),k′1vj,k′1u
H
k1
Gbuk1u
H
k′1
Gbuk′1
]
=− 1
(K + 1)
[∑N
n=1G
2
bn
N(N + 1)
+
∑N
n1=1
∑N
n2=1, 6=n1 Gbn1Gbn2
N2 − 1
]
.
2) If k1 = k
′
1, k2 = k
′
2, and k1 6= k2,
b2 ,
K∑
k1=1
K∑
k2=1, 6=k1
E
[
σ2k2
σ2k1
|vi(k),k1 |2|vj,k2|2|uHk1Gbuk2 |2
]
=
K∑
k1=1
K∑
k2=1, 6=k1
E
[
σ2k2
σ2k1
]
1
(K2 − 1)
[∑N
n=1G
2
bn
N(N + 1)
−
∑N
n1=1
∑N
n2=1, 6=n1 Gbn1Gbn2
N(N2 − 1)
]
.
As mentioned earlier in the proof of Theorem 1, for k1 6= k2, σ2k1 and σ2k2 are unordered
eigenvalues of Wishart matrix which become independent as N →∞. Thus, for N ≫ 1,
K∑
k1=1
K∑
k2=1, 6=k1
E
[
σ2k2
σ2k1
]
≈
K∑
k1=1
K∑
k2=1, 6=k1
E[σ2k2 ]E
[
1
σ2k1
]
.
For any k1 6= k2, using properties of Wishart matrix, we have E
[
1
σ2
k1
]
= 1
N−K and E[σ
2
k2
] =
1
K
E[tr{H˜HH˜}] = N . Therefore,
b2 ≈ NK
(N −K)(K + 1)
[∑N
n=1G
2
bn
N(N + 1)
−
∑N
n1=1
∑N
n2=1, 6=n1 Gbn1Gbn2
N(N2 − 1)
]
.
3) If k1 = k
′
2, k2 = k
′
1, and k1 6= k2,
b3 ,
K∑
k1=1
K∑
k′1=1, 6=k1
E
[
vi(k),k1v
∗
j,k′1
v∗i(k),k′1vj,k1u
H
k1
Gbuk′1
u
H
k1
Gbuk′1
]
= 0.
4) If k1 = k2 = k
′
1 = k
′
2,
b4 ,
K∑
k=1
E
[|vi(k),k|2|vj,k|2|uHk Gbuk|2] =
[∑N
n=1G
2
bn
+
∑N
n1=1
∑N
n2=1
Gbn1Gbn2
(K + 1)N(N + 1)
]
.
By using the above results on b1, b2, b3, and b4 in (45), for N ≫ 1,
A1 ≈ puα
(t)(N −K +NK)
βi(k)(K + 1)(N −K)N(N2 − 1)
[
N
N∑
n=1
G2bn−
N∑
n1=1
N∑
n2=1
Gbn1Gbn2
] K∑
j=1,j 6=i(k)
βj
≈ pu
βi(k)
α(t)
(N −K)(g2 − g
2
1)β\i(k). (46)
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Next, we calculate A2. After substituting G
(t) from (7),
A2 =α
(t)
E
[
e
T
i(k)
(
H
H
H
)−1
H
H
G
2
bH
(
H
H
H
)−1
ei(k)
]
=
α(t)
βi(k)
E
[((
H˜
H
H˜
)−1
H˜
H
G
2
bH˜
(
H˜
H
H˜
)−1)
i(k)i(k)
]
=
α(t)
βi(k)
E
[(
VΣ
−1
U
H
G
2
bUΣ
−1
V
H
)
i(k)i(k)
]
.
Following similar reasoning as the one which led to (35), we have
A2 =
α(t)
βi(k)K
E
[
tr(G2bUΣ
−2
U
H)
]
=
α(t)
βi(k)K
E
[
tr(G2b
K∑
k=1
σ−2k uku
H
k )
]
. (47)
From Lemma 1, E[uiku
∗
jk] = 0 for i 6= j and E[|unk|2] = 1N for all n, k. So, from (47),
A2 =
α(t)
βi(k)K
E
[
K∑
k=1
σ−2k
N∑
n=1
G2bn |unk|2
]
=
α(t)
βi(k)K
E
[
K∑
k=1
σ−2k
](
1
N
N∑
n=1
G2bn
)
.
As mentioned earlier, for the inverse Wishart matrix (H˜HH˜)−1, we have E
[∑K
k=1
1
σ2
k
]
=
E
[
tr{(H˜HH˜)−1}
]
= K
N−K . Thus,
A2 =
1
βi(k)
α(t)
N −Kg2. (48)
Similarly, A3 can be found as
A3 =
1
βi(k)
α(t)
N −K (cˆ− vg2) . (49)
Finally, after substituting G(t) from (7) in A4, we have
A4 =puα
(t)
E


∣∣∣∣∣
((
H˜
H
H˜
)−1
H˜
H
GbH˜
)
i(k)i(k)
∣∣∣∣∣
2


=puα
(t)
∑
k1,k2
∑
k′1,k
′
2
E
[
σk2σk′2
σk1σk′1
vi(k),k1v
∗
i(k),k2v
∗
i(k),k′1
vi(k),k′2u
H
k1
Gbuk2u
H
k′2
Gbuk′1
]
. (50)
Similar to the derivations for A1 and according to Lemma 1, if at least one of k1, k2, k
′
1, k
′
2 is
different from the others, the corresponding expectation term in (50) is 0. The remaining terms
are considered in the following four cases.
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1) If k1 = k2, k
′
1 = k
′
2, and k1 6= k′1, the sum of the corresponding terms in (50) can be
calculated as follows.
d1 =
puα
(t)(K − 1)
(K + 1)
[∑N
n=1G
2
bn
N(N + 1)
+
∑N
n1=1
∑N
n2=1, 6=n1 Gbn1Gbn2
N2 − 1
]
.
2) If k1 = k
′
1, k2 = k
′
2, and k1 6= k2, the sum of the corresponding terms in (50) can be
calculated as follows.
d2 =
puα
(t)N(K − 1)
(K + 1)(N −K)
[∑N
n=1G
2
bn
N(N + 1)
−
∑N
n1=1
∑N
n2=1, 6=n1 Gbn1Gbn2
N(N2 − 1)
]
.
3) If k1 = k
′
2, k2 = k
′
1, and k1 6= k2, each of the corresponding term in (50) is 0.
4) If k1 = k2 = k
′
1 = k
′
2, the sum of the corresponding terms in (50) can be calculated as
follows.
d3 =
2puα
(t)
(K + 1)
[∑N
n=1G
2
bn
+
∑N
n1=1
∑N
n2=1
Gbn1Gbn2
N(N + 1)
]
.
Hence, using the above results of d1, d2, d3 in (50), for N ≫ 1,
A4 =
puα
(t)
(K + 1)(N −K)(N2 − 1) ×
[
(N2K +N2 −N − 3NK +K +K2)g2
+N(N2K +N2 −NK2 −N − 2NK + 2K)g21
]
≈pu α
(t)
N −K
[
Kg2 + (NK +N −K2 − 2K)g21
K + 1
]
. (51)
By using (46), (48), (49), (51), and ignoring lower order terms of N for large N , ( e.g., NK ≫ K
when N ≫ 1) the average achievable rate result in Theorem 2 is obtained.
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