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Abstract
Integrated circuits have been in constant progression since the first prototype in
1958, with the semiconductor industry maintaining a constant rate of miniaturisa-
tion of transistors and wires. Up until about the year 2002, processor performance
increased by about 55% per year. Since then, limitations on power, ILP and mem-
ory latency have slowed the increase in uniprocessor performance to about 20%
per year. Although the capacity of DRAM increases by about 40% per year, the
latency only decreases by about 6 – 7% per year. This performance gap between
the processor and DRAM leads to a problem known as the memory wall.
This thesis aims to improve system memory latency by leveraging available re-
sources with excess capacity. This has been achieved through multiple techniques,
but mainly by using excess bandwidth and improving scheduling policies.
The first approach presented, destructive read DRAM, changes the underlying
assumptions about the contents of a DRAM cell being unchanged after a read.
The latency of a read is reduced, but the rest of the memory system requires
changes to conserve data.
Prefetching predicts what data is needed in the future and fetches that data into the
cache before it is referenced. This dissertation presents a technique for generating
highly accurate prefetches with good timeliness called Delta Correlating Prediction
Tables (DCPT). DCPT uses a table indexed by the load’s address to store the
delta history of individual loads. Delta correlation is then used to predict future
misses. Delta Correlating Prediction Tables with Partial Matching (DCPT-P) ex-
tends DCPT by introducing L1 hoisting which moves data from the L2 to the L1
to further increase performance. In addition, DCPT-P leverages partial matching
which reduces the spatial resolution of deltas to expose more patterns.
The interaction between the memory controller and the prefetcher is especially im-
portant, because of the complex 3D structure of modern DRAM. Utilizing open
pages can increase the performance of the system significantly. Memory controllers
can increase bandwidth utilization and reduce latency at the same time by schedul-
ing prefetches such that the number of page hits are maximized. The interaction
between the program, prefetcher and the memory controller is explored.
This thesis examines the impact of having a shared memory system in a CMP.
When resources are shared, one core might interfere with another core’s execution
by delaying memory requests or displacing useful data in the cache. This effect
is quantified and which components are most prone to interference between cores
identified. Finally, we present a framework for measuring interference at runtime.

Preface
This doctoral thesis was submitted to the Norwegian University of Science and
Technology (NTNU) in partial fulfillment of the requirements for the degree phil-
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Chapter 1
Introduction
There is an old network saying: Bandwidth problems can be cured with
money. Latency problems are harder because the speed of light is fixed
– you can’t bribe God.
– Anonymous
1.1 The Memory Gap
Each year exponentially more transistors can be put into a single integrated cir-
cuit [57, 99]. Moore’s law is the empirical observation that the number of transistors
that can be placed on an integrated circuit, with respect to minimum component
cost, will double every 24 months. Increased transistor density, in turn, translates
into faster computers for consumers.
Up until about the year 2002, processor performance increased by about 55% per
year [47]. Since then, limitations on power, Instruction Level Parallelism (ILP) and
memory latency have slowed the increase in uniprocessor performance to about 20%
per year. Although the capacity of Dynamic Random Access Memory (DRAM)
increases by about 40% per year, the latency only decreases by about 6-7% per
year [111]. This gap between the processor and DRAM leads to a performance
problem known as the “memory wall” (or “memory gap”) [149]. Figure 1.1 shows
the relative uniprocessor performance versus memory latency.
The most important technique in overcoming the memory wall was the introduc-
tion of caches in the memory hierarchy [47, 128]. Caches were first introduced in
literature in 1968 in a description of the memory system in a IBM Model 85 [137].
Caches are smaller and faster memories which exploits spatial and temporal lo-
cality. Spatial locality is the tendency for programs to access data that is close
in address space, for example instructions. Temporal locality is the tendency for
programs to access the same data repeatedly. Examples include: read-modify-write
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Figure 1.1: Development of CPU performance versus memory latency [47].
cycles and single variables in tight loops. These observations can be exploited by
moving recently used data closer to the processor. This makes it faster to access
data on average, which in turn speeds up overall computation. The importance of
this technique is clearly shown in figure 1.2 where the size of the cache is plotted
as a function of the year of introduction for some Intel processors.
1.2 Analyzing the Memory Hierarchy
Equation 1.1 shows a simplified1 analytical model to calculate the overall system
latency given a single level cache memory hierarchy. For a more complete analytical
model see Jacob et al. [63].
Lsystem = Lcache + pmiss · (Lmain memory + Lcongestion) (1.1)
In this equation Lsystem is the overall memory system latency as observed by the
processor. Decreasing Lsystem can thus increase overall system performance. Lcache
is the latency of the cache. pmiss is the probability that the data is not found in the
cache. If the data is not found in the cache, then the data is found in main mem-
ory. The latency of main memory consists of two components: Lmain memory is the
minimum time to transfer data over the memory bus. Additionally, modern proces-
sors (or Chip Multi-Processors (CMPs)) can issue multiple memory requests that
can be serviced concurrently which can cause congestion, which in turn increases
latency (Lcongestion).
1This model assumes no virtual memory and infinite cache bandwidth. In addition, in most
implementations the latency of a cache miss is different from a cache hit.
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Figure 1.2: Size of the last level on-die cache as a function of year of introduction for
some Intel microprocessors. Note that only one cache size is shown per processor.
In practice Intel varies the amount of cache on a processor as a way to differentiate
products and to enhance yield [147].
1.3 Overcoming the Memory Wall
To increase memory system performance there are three main strategies: Tolerating
or hiding the latency, increasing bandwidth utilization and moving to a parallel
throughput-oriented architecture (CMPs).
1.3.1 Tolerating or Hiding the Memory Gap
Naturally, because of the importance of the memory system in achieving high
performance several techniques have been developed to decrease or tolerate the
memory system latency. Using a memory hierarchy of caches is a technique that
hides the memory latency from the processors viewpoint. Although access to main
memory is slow, in most cases the data that is needed will be in a faster cache.
Prefetching or speculative loads, i.e. moving data from main memory to caches
speculatively, can hide more of main memory latency [47]. Scratchpad memory
makes the programmer explicitly move data from main memory to faster stor-
age [8], which can increase performance. The Cell processor uses such an approach
where each processor core has a relatively small local storage area [72, 79, 148].
Because cache misses will occur, it is important to be able to tolerate these events
and, if possible, continue execution. Out-of-Order (OoO) execution allows the
processor to continue execution of instructions which do not depend on the load [47].
By using caches that can handle multiple concurrent misses (lock-up free) the
processor can then issue multiple loads that might also miss in the caches while
waiting for the original load to complete [116].
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In most operating systems, the processor will schedule another thread if it is stalled
waiting for a long I/O operation. Simultaneous Multithreading (SMT) takes this
further by allowing multiple threads to execute on the same core [141]. If one core
stalls because of a load, the other threads will be able to continue execution.
The UltraSPARC T1 (“Niagara”) processor uses up to eight cores which can process
four threads simultaneously [77]. This adds up to a total of 32 concurrent threads.
The idea is that by having a large number of concurrently executing threads, stalling
is minimized.
1.3.2 Increasing Bandwidth Utilization
Overall, the amount of off-chip communication is limited by the number of pins
on the chip package [52]. In the short term (2007-2015) International Technology
Roadmap for Semiconductors (ITRS) projects that the number of pins will increase
by only 7% p.a. [57]. Because the number of transistors per chip increases much
faster, this results in that the number of transistors per pin increases exponentially.
This in turn increases the bandwidth requirements per pin.
To meet this demand for increased bandwidth, a variety of techniques have been
employed. DRAM interfaces have moved from asynchronous to synchronous with
fast page buffers. The fast page buffers holds the most recently used data in a
faster access buffer to exploit the same spatial locality as caches. Double Data
Rate (DDR) memory was introduced to further increase effective bandwidth by
transferring data on both edges of the DRAM clock signal. These techniques have
all increased bandwidth by a significant amount, but at the expense of higher
latency [47]. In addition, these advances have increased the complexity of the
DRAM interface, thus increasing the interest in DRAM scheduling policies [119].
In particular, scheduling decisions can effect the utilization of the memory bus by
prioritizing requests that can utilize the fast page buffer (page hits). Furthermore,
by speculatively prefetching data into the cache, a lower latency can be traded for
higher bandwidth usage.
1.3.3 Parallel Throughput-Oriented Architectures
Recently, there has been a shift in the industry from uniprocessors to CMPs. A
CMP is multiple processor cores in a single package [109]. This shift is partially
due to the memory gap, but equally important is the limits on ILP, power dissi-
pation and design complexity. This also marks a shift in programming paradigms.
To achieve maximum performance, a parallel implementation of the application is
required [112]. Additionally, this shifts the focus away from single-threaded perfor-
mance to system throughput. However, due to Amdahl’s law [47], there are limits
to the maximum speedup achievable by having a parallel implementation as some
portions of the code are bound to be sequential. In practice, some applications are
more difficult to parallelize than others. Webservers or search engines are typical
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examples of programs that can easily be made parallel as each client can use a
separate thread and there are typically more users than cores available. Other ap-
plications are harder to parallelize, because of dependencies between computations
that forces serialization, such as long pointer-chains. In this context, there are two
optimization goals: reducing the overall memory latency for the serial portion and
increasing memory throughput and decreasing latency in the parallel portion.
1.4 Research Questions
The main research question for this thesis is:
How, and at what cost, can memory system latency be reduced by im-
proving resource utilization?
This question can be subdivided further according to equation 1.1 into the following
subquestions:
1. How can excess memory bandwidth be utilized to achieve a lower maximum
memory latency (Lmain memory) ?
2. How can excess memory bandwidth be utilized to achieve a lower average
memory latency (pmiss) ?
3. How does scheduling decisions in modern highly parallel and complex DRAM
interfaces affect the bandwidth/latency trade-off (pmiss and Lcongestion) ?
4. How does interference in the shared memory system affect Chip Multiproces-
sor performance (Lcongestion) ?
1.5 Thesis Outline
The remainder of this thesis is organized as follows: Chapter 2 contains background
information regarding measuring performance, DRAM, caches and prefetching.
Chapter 3 describes the research process, introduces each paper, describes the
simulators used and the methodology. Each paper is described in chapter 4 with a
breakdown of the roles of each author and a retrospective view (where applicable).
Chapter 5 concludes the thesis with a summary of contributions, some thoughts
on future work and an outlook. The appendix holds each paper I have authored
or coauthored in chronological order. These papers are reproduced faithfully with
regard to the published text, but has been reformatted to increase readability.
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Chapter 2
Background
Those who don’t know history are doomed to repeat it.
– Edmund Burke
2.1 Performance and Fairness Metrics
2.1.1 Measuring Performance
Measuring performance is a tricky task even for a single processor system. The
ideal measure of performance is the wall clock time needed to complete a compu-
tation [47, 129]. “Completing a computation” can have different meanings from a
user and a system perspective. A user is often interested in the response time of the
system. That is the time it takes from the user issues a request to the completion
of that request. The system has a different, and perhaps conflicting, view. In the
system view the objective is to maximize the overall throughput. Throughput is a
measure of the amount of computation performed by the system as a whole during
a time interval. These two views can be conflicting, because the system might opt
to delay one task (thus increasing that task’s response time) in order to prioritize
some other task, which would in turn increase throughput.
However, measuring wall clock time is not always practical. This is especially true
when simulating a computer system where running an entire benchmark suite to
completion could take several weeks. Thus, Instructions Per Cycle (IPC) is often
used as a proxy for overall performance. The IPC of a system can often be measured
directly through performance counters, which are present in most modern high-
performance processors [14]. In practice architects often simulate a portion of the
benchmark and measure the IPC during that portion of the benchmark. Another
approach is to reduce the dataset, which in turn reduces simulation time [150].
8 Chapter 2. Background
Such an approach can lead to non-representative performance measurements due
to phase changes in program behaviour. This effect can be mitigated through the
use of Simpoints [113]. Simpoints uses a statistical model to select several represen-
tative points in the program execution and aggregates the results from several such
points. A related approach is used by the SMARTS system [150]. SMARTS uses
random samples and uses statistics to determine when the measurements converge
and thus stop simulating.
IPC can be misleading as an indicator of performance in situations where a program
can commit instructions, but fail to make forward progress. This is especially
true in multi-threaded applications where threads can be waiting in a spinlock.
A spinlock is often implemented as a tight loop which a modern processor can
execute very quickly in terms of IPC. In this case, IPC will be high, but the
actual work that is performed is none. This has lead to the development of more
work-oriented metrics such as Transactions Per Second (TPS), where the number
of useful (database-)transactions per second is measured.
In practice, one is often more interested in the speedup that is achieved by using a
certain technique rather than raw IPC numbers. Speedup is calculated according
to equation 2.1 [47]. In this equation new refers to the enhanced system, while old
refers to a system without the enhancement.
Speedup =
Execution Timeold
Execution Timenew
(2.1)
If the same program with the same dynamic instructions are run and with the
same clock frequency, then equation 2.1 can be rewritten to include IPC as shown
in equation 2.2.
Speedup =
Execution Timeold
Execution Timenew
=
IPCnew
IPCold
(2.2)
In recent years there has been an increased interest in reducing the amount of power
required by the processor. This interest has been sparked by the increasing number
of mobile devices, which are powered by batteries. Therefore, decreasing the power
requirements of the processor increases the life-time of the device considerably. In
addition, as processors dissipate more power, the core temperature increases. To
keep processors stable, significant cooling is required, which adds to the overall
operating cost of the system [9].
It is possible to measure power (P) directly, but this is often not a very useful
metric by itself as it does not give any indication of the computational performance.
A more useful metric is the Energy Delay Product (EDP). This metric has an
equal balance between the energy requirements and the performance of the system.
However, the problem with EDP is that because it favors energy and performance
equally, the metric favors small and slow processors, because power consumption
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increases more than linearly with performance. Thus, the delay is often squared
(ED2P) or cubed (ED3P ) thus increasing the emphasis on performance [43].
2.1.2 Aggregating Performance Numbers
To properly characterize an architectural technique it must be simulated on a wide
range of programs in order to ensure that the proposed technique applies to a broad
range of applications, rather than exploiting a feature of a particular program. This
is often achieved through using a benchmark suite which is comprised of several
benchmarks. It is often useful to aggregate the performance results from the entire
benchmark suite into a single number.
The simplest approach is to use Weighted Arithmetic Mean (WAM) as shown in
equation 2.3. In this equation a measurement of program i is denoted by Mi. Each
program is given a weight (ωi) which can be adjusted according to user preference
(program execution time, program importance in day-to-day use, etc.). Typically,
when running experiments with a fixed number of cycles per benchmark WAM can
be used with equal weights to measure average IPC [68].
WAM =
1
n
n∑
i=1
ωi ·Mi (2.3)
Another possibility is to use the Weighted Harmonic Mean (WHM) which is shown
in equation 2.4. This metric is typically useful when aggregating rates [68, 129].
WHM =
n∑n
i=1
ωi
Mi
(2.4)
The third option is the geometric mean shown in equation 2.5. The use of the
geometric mean is discouraged by several researchers [62, 68, 129]. The problem
with the use of the geometric mean is that it is less useful as an predictor of actual
performance [129]. Furthermore, it is harder to visualize than the harmonic and
arithmetic mean, because it uses an n-dimensional space.
G = n
√√√√ n∏
i=1
Mi (2.5)
2.1.3 Multiprogrammed Workload Metrics
In a multiprocessor or Chip Multi-Processor (CMP) it is possible to increase the
performance of one thread at the expense of another. One thread might use a dis-
proportional amount of shared resources, such that a second thread’s performance
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suffers. To measure this effect it is convenient to use a fairness metric such as the
one proposed by Gabor et.al. [37, 41], as shown in equation 2.6.
Fairness = min
j,k
(
Speedupj
Speedupk
)
= min
j,k

(
IPCMPj
IPCAlonej
)
(
IPCMPk
IPCAlonek
)
 (2.6)
In this metric the speedup1 for every core/processor is computed relative to the
performance of that core running alone in the system (i.e. no sharing of resources).
A fairness value of 1 indicates that all cores have equal speedup, while 0 indicates
that at least one core is not making forward progress.
Furthermore, optimizing for this fairness metric alone is meaningless as it is easy
to slow down every thread such that this metric approaches 1. Instead, this metric
must be coupled with a performance metric, such as Aggregated Weighted Speedup
(AWS) or Harmonic Mean of Speedups (HMS) [41, 92, 130]. AWS2 is defined
as [130]:
AWS =
n∑
i=1
Speedupi =
n∑
i=1
IPCMPi
IPCAlonei
(2.7)
Where n is the number of processors/cores in the system and the speedup is cal-
culated compared to a baseline where the core does not compete for resources (i.e.
the other cores are idle).
HMS is defined as [92]:
HMS =
n∑n
i=1
1
Speedupi
(2.8)
2.2 Main Memory
2.2.1 Memory Cells
Dynamic Random Access Memory (DRAM) is the most common technology used
to implement main memory. To store a single bit of information, a capacitor and
transistor is used as shown in figure 2.1. Such a DRAM cell works by storing a
charge in the capacitor (CB) [48]. If the storage capacitor (CB) is charged to the
supply voltage (VDD) then the cell stores a 1. To access the data the cell transistor
1In practice, there will be a slowdown, because the performance of running alone in the system
is higher.
2The weight in AWS and HMS is not explicit in these equations. The weight is inversely
proportional to IPC. Lower IPC threads will get a higher speedup compared to high IPC threads
with an equal increase in the number of committed instructions.
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DRAM Cell
Row Select Q1
C C LB
To Sense Amplifiers
Figure 2.1: Schematic diagram of a single DRAM cell.
(Q1) must be switched on. Because the sense line is comparatively large it has a
capacitance (CL) significantly larger than CB . Thus the change in voltage in the
sense line is comparatively small according to equation 2.9.
∆v = VDD
CB
CB + CL
(2.9)
This small voltage change is amplified by sense amplifiers at the end of the sense
line. After the data has been read, the sense lines must be returned to their neutral
state such that charge transferred to the sense lines does not interfere with later
reads. This action is normally known as precharging. The capacitor CB will slowly
leak its charge over time due to leakage. In order to preserve data the cell contents
must be read and then rewritten periodically by the system (refresh). This interval
is typically in the order of once per millisecond [48]. The performance impact of
refreshing can be neglible by using techniques to mask this periodic operation [42].
Static Random Access Memory (SRAM), on the other hand, is made entirely in
transistors as shown in figure 2.2. The cell can be in two stable states: Either Q1
and Q4 are active, or Q2 and Q3 are active. In this figure the two transistors QA
control access to the data stored in the cell, in a similar manner as Q1 for DRAM
cells. Because SRAM uses six transistors per bit, while DRAM only requires one
transistor and a capacitor per bit, SRAM requires six to eight times as much area
as DRAM [96]. SRAM has three advantages compared to DRAM: It has lower
latency than DRAM, no need for refresh and can be built in the same logic-process
used by high-performance processors. Thus, SRAM is often used for on-chip caches.
Embedded Dynamic Random Access Memory (eDRAM) offers a compromise. It
uses a similar cell as regular DRAM. However, eDRAM can be integrated with the
processor, because it uses the same logic-based process used in high-performance
processors [61]. The use of a non-optimized process for eDRAM results in increased
area requirements per bit, but the requirement is still much less than for SRAM [96].
This has led some researchers to investigate the possibility for using eDRAM as
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Q4
Q2Q1
Q3
VDD
D D
Row Select
Q QA A
Figure 2.2: Schematic diagram of a single CMOS SRAM cell. Note that it is
possible to construct other types of SRAM cells using other technology and number
of transistors.
on-chip caches [139], scratchpad memory [8], or main memory [88].
Recently, 3D stacking has become an option for integrating DRAM on a chip. 3D
stacking is a technique where multiple dies are stacked on top of each other and
inter-die vias connect them [26, 88, 115]. This technique has two major advan-
tages. First, it reduces average wire latency, because the dies are typically very
close. Secondly, because the dies can be produced separately, each die can be
produced in different production technologies, thus enabling mixing high-density
DRAM processes with high performance logic processes [12].
2.2.2 DRAM Organization
In order to store more than a single bit, DRAM cells are organized in a matrix as
shown in figure 2.3. The row address is first decoded into activating a single row in
the matrix (Row Select). This in turn activates all DRAM cells in that row. Each
DRAM cell outputs its content into the corresponding bit lines, which in turn is
amplified by the sense amplifiers. Finally, the column decoder selects the relevant
bits and the data is transferred to the processor.
The matrix organization at the core of DRAM has changed very little over the past
couple of decades. However, there has been a number of significant improvements
in the interface to the matrix. The most significant improvements are fast page
mode, synchronous transfer and Double Data Rate (DDR) transfer [47]. However,
as shown in figure 2.4 these improvements have for the most part improved memory
bandwidth, rather than reduced memory latency [111].
2.2. Main Memory 13
Figure 2.3: Organization of DRAM.
2.2.2.1 Fast Page Mode
Most programs exhibit spatial locality. Spatial locality is the tendency for programs
to access data that are close in address space. To improve performance multiple
columns are read by the sense amplifiers and stored in a row buffer [22]. Accessing
data in this row buffer has a much lower latency as it bypasses the need for the
original data from the DRAM cells. An access to data that is located in this buffer
is often referred to as a page hit. In contemporary DRAM this row buffer is typically
1-8KB large.
The contents of this buffer is controlled by the memory controller. Leaving data
in the buffer blocks the precharging of the bit lines, because the buffer is closely
tied to the sense amplifiers. Thus, the memory controller has to make a trade-off
between leaving the data in the buffer (open page policy ) and precharging the bit
lines (closed page policy) [2]. The open page policy lowers latency if there is a page
hit. Conversely, the closed page policy lowers the latency if there is a page miss.
Thus, the best policy depends on the amount of spatial locality in the execution of
the program.
2.2.2.2 Synchronous DRAM
Up until early 1997, all DRAM was asynchronous [98]. In an asynchronous design
there is no central clocking common to both the DRAM and the Central Process-
ing Unit (CPU). Instead, the bus was designed to use timing constraints and/or
timing strobes. In particular, the CPU had to wait for one memory transfer to com-
plete before issuing another memory request. Using a synchronous design (where
the processor and DRAM module use a single master clock) made it possible to
pipeline requests to different DRAM banks. A bank is essentially another DRAM
matrix, which can be independently accessed (though multiple banks may share
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Figure 2.4: DRAM latency as a function of bandwidth for common consumer-grade
main memory technologies [111, 146].
the same memory bus). Additionally, a synchronous design removed the need for
timing strobes, which reduces latency [22]. Overall, this technique reduced latency
dramatically, while increasing throughput at the same time.
2.2.2.3 Double Data Rate
The third major innovation in DRAM technology was the introduction of DDR
DRAM. In DDR DRAM data is transferred on both edges of the clock, thus
effectively doubling the bandwidth to main memory [25, 98].
2.2.3 DRAM Scheduling
DRAM controllers have typically served memory requests in a First-Come First-
Served (FCFS) manner. Because of the increased complexity and parallelism in
modern DRAM it is possible to increase performance or enforce memory fairness
by reordering requests [104, 119]. Memory scheduling is currently a very active
research field. The research focuses mostly on five distinct areas: Exploiting open
pages, prioritizing critical loads, minimizing bank conflicts, increasing fairness and
prefetch scheduling.
2.2.3.1 Increasing Page Hit Rates
Accessing an open page results in a page hit, which has a much lower latency than
a regular operation. Rixner et al. [119] introduced First-Ready First-Come First-
Served (FR-FCFS). In FR-FCFS requests that use an open page are prioritized
over other requests with the following priority rules:
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1. Row-hit requests before row-miss requests.
2. Column commands over row commands.
3. Older requests before newer requests.
In burst scheduling multiple read and write requests to the same DRAM page are
issued together to achieve high bus utilization [123]. In addition, burst scheduling
prioritize reads over writes to reduce access latency. Pending writebacks to an open
page are serviced after all reads to this page have been serviced.
However, prioritizing reads over writes is not always beneficial. If writebacks are
not serviced the write queue will become full and block the memory controller,
which cascades through the memory system. To avoid this, it is possible to es-
timate the ratio of reads to writes, such that writes and reads can be prioritized
accordingly [55].
Because of the complexity of DRAM scheduling, some researchers have examined
the possibility of using Reinforcement Learning (RL) [58]. In this approach, the
RL-agent senses the current state of its environment and executes an action. If the
action is beneficial, it receives an reward, which reinforces the possibility of using
the same action given the same state. Overall, the RL-agent tries to maximize
it’s reward over the long term. In DRAM scheduling, a high data bus utilization
represents a reward, while the possible commands and their attributes are the state.
2.2.3.2 Memory Criticality
Another important aspect when scheduling DRAM accesses is that not all memory
requests are equally important to the performance of a program. By predicting
which loads are more important than others it is possible to prioritize these loads
over other requests and thus increase performance. One possibility for predicting
load criticality is to examine the Reorder Buffer (ROB) and Instruction Queue
(IQ) [47] occupancy status [153].
One of the biggest bottlenecks in modern processors is off-chip memory. Because
modern memory interfaces can handle multiple simultaneous memory requests,
it is critical for performance to exploit this property. Memory Level Parallelism
(MLP) refers to the system’s ability to issue multiple overlapping memory requests
simultaneously.
Batch scheduling increases both page hit-rates and MLP by using batches [100].
A batch is formed when the previous batch of requests is completed. All memory
requests in a batch are serviced before any other request. This strategy makes
starvation impossible and increases fairness. In addition, higher priority processes
(either set by the operating system, or by a heuristic) is serviced first. This ensures
that MLP is increased by ensuring that all requests from a given process are serviced
as simultaneously as possible. The priority rules for batch scheduling are:
1. Requests within the current batch before any other requests.
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2. Row-hit requests before row-miss requests.
3. Requests from higher-priority threads before requests from lower priority
threads.
4. Oldest request before newer requests.
2.2.3.3 Minimizing Bank Conflicts
Bank conflicts are one of the main reasons for reduced memory bus utilization in
modern, high-bandwidth memory interfaces. Therefore, a number of researchers
have looked into how these conflicts can be reduced by changing the way memory
addresses map on to banks. For instance, bit-reversal mapping results in a high
probability of placing two adjacent rows in different DRAM banks [124]. Conse-
quently, high row buffer hit rates are achieved at the same time as the probability
of bank conflict is reduced.
2.2.3.4 Fairness
In CMPs, the memory bus is shared between all processing cores. This can cause
unfairness as one high locality thread can effectively starve other threads, or get an
unfair portion of off-chip bandwidth. A number of researchers have looked into how
the off-chip interconnect can be shared in a fair way [60, 101, 108, 117]. In general,
these techniques divide bandwidth among threads according to their priorities at
the same time as requests are scheduled in a way that improves DRAM throughput.
2.2.3.5 Prefetch Prioritization
Prefetching (section 2.4) consumes bandwidth. Prioritizing prefetches and demand
requests equally can thus delay a useful demand request and cause memory bus
congestion [85, 107]. However, prioritizing demand requests over prefetches dimin-
ishes the usefulness of prefetching, because the prefetches are issued too late or not
at all.
One approach to this problem is to use a dedicated prefetch queue which holds
prefetches that are ready to be issued [85]. Then, the memory controller can
adaptively chose to issue these prefetches depending on the estimated accuracy
of the prefetches. Thus, in a scarce bandwidth situation with an estimated low
accuracy, the memory controller can simply ignore the prefetch requests. In a high
accuracy situation, it can chose to prioritize reads and prefetches equally which in
turn can result in higher page-hit ratios.
2.3. Cache 17
2.3 Cache
Caches are the most important technique in bridging the processor - memory gap.
Conceptually, caches duplicate data from main memory into smaller and faster
storage [128]. Because of spatial and temporal locality, the data needed by the
processor is often found in caches [47]. Typically, caches form a part of a larger
memory hierarchy as shown in figure 2.5. In this figure there are two levels of cache
between main memory and the CPU.
CPU L1//oo L2//oo Main memory//oo
Figure 2.5: Example of a memory hierarchy with 2 levels of cache.
The fastest type of storage is the registers within the CPU itself. Next, the L1
cache is typically 32 – 64Kb large and has a latency of 2-3 clock cycles. The L2
cache is typically 512 KB – 16 MB large and has a latency of about 20 clock cycles.
Equation 2.3 shows the overall system latency for this organization3.
Lsystem = LL1 + pL1 miss · (LL2 + pL2 miss · LMain Memory) (2.10)
Because of spatial and temporal locality, the probability of not finding the required
data in the first level of cache is quite low (pL1 miss), even though it is quite small
compared to main memory. This decreases the second term in the equation leading
the average overall memory latency (LSystem) to be low. Increasing the size of the
cache also increases the probability of a cache hit. However, increasing the size also
increases it’s latency as shown in figure 2.6. Furthermore, increasing the size also
increases the energy requirements significantly.
2.3.1 Set-associative caches
There are several ways to build a cache in hardware. Because caches can only hold
a small portion of main memory at any point, some way to map main memory to
cache is needed. To exploit spatial locality a cache usually stores data in chunks
called cache blocks (lines), which are typically larger than the wordsize of the
machine.
3This model, like the model in equation 1.1 assumes no virtual memory and infinite cache
bandwidth. In addition, in most implementations the latency of a cache miss is different from a
cache hit.
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Figure 2.6: Cache access time and energy as a function of size. CACTI [127] was
used to model this 4-way associative cache with 64B cache lines.
A cache can be organized in several ways:
• Direct mapped - A cache block can only be placed in one position based on
its address.
• Fully associative - A cache block can be placed anywhere in the cache.
• Set associative - A cache line can be placed in exactly one set. Each set can
hold n cache blocks. If there are n cache blocks per set, the cache is called
n-way set associative.
In essence, a direct mapped cache can be viewed as a 1-way set-associative cache.
Similarly, a fully associative cache can be viewed as a set associative cache with
only one set.
Figure 2.7 shows how cache lookup is performed in a set-associative cache. The
address is split into three parts: the tag, the index and the offset. The index is
used to index two SRAM arrays, the tag array and the data array. Since this is a
two-way set associative cache, each index holds two tags. The tags from this array
is compared to the tag portion of the address. If either tag matches, the data is in
the cache (cache hit). The corresponding data line is then brought out of the data
array by using a multiplexer. Since the cache lines are typically longer than the
size of a word, the offset is used to further select what data from the cacheline to
forward.
2.3.2 Cache Misses
There are three main reasons why data is not found in the cache. These are:
Definition 1 (Compulsory [47]):
The very first access to a block cannot be in the cache, so the block must be brought
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Figure 2.7: Organization of a 4K two-way set associative cache with 64B cache
lines.
into the cache. These are also called cold-start misses or first-reference misses.
Definition 2 (Capacity [47]):
If the cache cannot contain all the blocks needed during the execution of a program,
capacity misses (in addition to compulsory misses) will occur because of blocks being
discarded and later retrieved.
Definition 3 (Conflict [47]):
If the block placement strategy is set associative or direct mapped, conflict misses
(in addition to compulsory and capacity misses) will occur because a block may be
discarded and later retrieved if too many blocks map to its set. These misses are
also called collision misses or interference misses.
In a multiprocessor where data is shared between processors or cores, there is a
fourth type of cache miss called coherence miss. A coherence miss occurs due to
cache flushes to keep multiple caches coherent in a multiprocessor [31, 47, 140]. As
an example, consider a two core CMP with separate private caches: Both cores
reads the value of variable X from main memory. The value of X is then stored in
both private caches. Core 1 then proceeds to modify X and stores the value. Now
the value of X in main memory and core 2’s cache differs from the value in core 1’s
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Block Address Target Information Valid Bit
Figure 2.8: Conceptual MSHR entry
cache. These values are said to be invalid. An access by core 2 to X would then
cause a coherence miss.
2.3.3 Replacement Policies
After a cache miss new data is inserted into the cache. However, because of the
cache’s limited capacity other data must be removed from the cache. There are
several possible replacement policies such as: Least Recently Used (LRU), First In,
First Out (FIFO) and random [128]. The most common replacement policy for
general purpose processors is LRU, where the least recently accessed cache block
is removed.
With the increased interest in CMPs and Non-Uniform Cache Architecture (NUCA)
there has been revived interest in cache replacement policies. Most cache misses are
not performance-critical. In many cases, execution can continue regardless whether
the load is a cache hit or miss. By reducing the number of isolated performance-
critical cache misses, it is possible to increase the amount of MLP and perfor-
mance [116]. When a cache block is evicted in NUCA, it can be moved to another
cache. In that case, a policy for selecting a new cache is needed [32, 34].
2.3.4 Miss Status Holding Registers
Processors which can execute instructions Out-of-Order (OoO) has the potential
to issue multiple independent loads. To support this capability, caches need to be
able to service more than a single access at a time. In particular, it must be able to
handle multiple misses. To achieve this, it must keep an account of which misses
are being serviced further down the memory hierarchy [80].
Miss Status Holding Registers (MSHRs) can be used for this purpose. A conceptual
MSHR is shown in figure 2.8. A cache can sustain as many misses as there are
MSHRs without blocking. Each MSHR holds the address that is being serviced
and the target information for that miss. The target information is mainly what
instruction caused the miss, and thus which instruction is waiting for the data and
the destination register.
2.4 Prefetching
Prefetching is a technique to reduce the number of misses in a cache through
predicting future memory references and fetching the corresponding data before it
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is referenced by the CPU. It is especially effective for reducing compulsory misses,
as caches only retain previously referenced data. This can potentially speed up
execution significantly as pmiss decreases and Lsystem decreases. However, because
prefetching is a speculative technique some prefetched data will not be used, which
causes cache pollution and increased bandwidth usage. A good prefetch is defined
as:
Definition 4 (Good prefetch [136]):
A prefetch is classified as good if the prefetched block is referenced by the application
before it is replaced or bad otherwise.
A useful metric for dealing with prefetching is accuracy. Accuracy is a metric for
how often the prefetcher’s prediction is correct:
Definition 5 (Accuracy [136]):
The accuracy of a given prefetch algorithm that yields G good prefetches and B bad
prefetches is calculated as:
Accuracy =
G
G+B
(2.11)
It is not enough for a prefetcher to be accurate if the prefetches are issued too late.
A prefetch must be issued sufficiently in advance so that it can be inserted into the
cache before it is referenced. This property is known as timeliness.
However, high accuracy and timeliness is not enough to ensure high performance.
A significant portion of the program’s original cache misses must be eliminated to
increase performance. This is covered in the coverage metric:
Definition 6 (Coverage [136]):
If a conventional cache has M misses without using any prefetch algorithm, the
coverage of a given prefetch algorithm that yields G good prefetches and B bad
prefetches is calculated as:
Coverage =
G
M
(2.12)
2.4.1 Sequential Prefetching
The simplest prefetching scheme is sequential prefetching [128]. Sequential pre-
fetching simply fetches the next cache block when a cache block is accessed. Al-
though this policy is simple, it is very effective because of sequential locality. Be-
cause processors are much faster than main memory it is in practice necessary to
fetch blocks further away than the next block such that the data is ready when the
processor needs it. This is known as the prefetch distance:
Definition 7 (Prefetch distance [143]):
If a loop contains small computational bodies, it may be necessary to initiate pre-
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fetches δ iterations before the data is referenced where δ is known as the prefetch
distance and is expressed in units of loop iterations:
δ =
⌈
l
s
⌉
(2.13)
l is the average cache miss latency, measured in processor cycles and s is the esti-
mated cycle time of the shortest possible execution path through one loop iteration.
Additionally, it might be beneficial to fetch multiple blocks at the same time. This
parameter is the prefetch degree:
Definition 8 (Prefetch degree [143]):
It is possible to increase the number of blocks prefetched by any arbitrary number
K. This number is known as the prefetching degree. As an example; a prefetching
degree of 1 fetches 1 block from memory, while a prefetching degree of 3 fetches 3
blocks from memory.
These two parameters are often collectively referred to as the prefetcher’s aggres-
siveness. Increasing coverage usually comes at the expense of accuracy. A good
prefetching scheme must thus balance the aggressiveness of the prefetcher to ensure
a good trade-off between accuracy and coverage within the system’s limited off-chip
bandwidth and cache capacity.
Tagged prefetching is a simple improvement over sequential prefetching [142]. In
this scheme prefetched data is marked with a single bit in the cache. When this
block is accessed the prefetcher knows that the previous prefetch for this data was
successful and can initiate a request for the next line. This information can also
be used to estimate prefetcher accuracy [135].
In most implementations, the prefetched data is inserted directly into the cache,
which can cause useful data to be evicted. Another option is to use dedicated
structures to hold the prefetched data such as stream buffers [71, 110]. A stream
buffer is a structure that holds prefetched data which can be tailored to the type
of prefetcher used. It is typically accessed in parallel with the main cache.
Another possibility is to predict which blocks in the cache is not needed any-
more [82]. This information can be used to initiate prefetching for a new block
to replace the old block, or it can be used to decide which block to replace when
inserting new prefetches.
Additionally, in a CMP or multiprocessor system prefetching might cause invalida-
tion of cache blocks in other cores [66]. For example, core 1 might hold an exclusive
copy of a variable X, when core 2 decides to prefetch that block into it’s own cache.
This forces core 1 to downgrade it’s copy of X to a shared state. However, if core 1
modifies X later, core 2’s copy must be invalidated which can decrease performance.
A possible solution is to use instruction based sharing prediction to guide when to
prefetch shared data, or simply avoid prefetching shared data [75].
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2.4.2 Instruction-Based Prefetchers
When the processor’s referencing pattern strides through nonconsecutive mem-
ory blocks, sequential prefetching will cause needless prefetches and will thus be-
come ineffective [142]. An initial approach to this was Stride Directed Prefetching
(SDP) [40]. SDP has a table indexed by the load address as shown in figure 2.9.
When a load instruction is first encountered, its Program Counter (PC) and the
data address is stored in the table and the valid bit is set. The second time the in-
struction is encountered the stride (delta) between the current data address and the
stored value is computed. Finally, the current address plus the stride is prefetched.
PC Address Last Address Valid Bit
Figure 2.9: Format of a Stride Directed Prefetching entry.
An improvement over SDP is Reference Prediction Tables (RPT) [18, 23]. RPT
extends SDP by adding state information as shown in figure 2.10. Several variants
to the basic state machine has been proposed [23]. The basic principle is to use an
initial state when a load is first encountered. On the next miss, the stride between
the first miss address and the current is computed and stored in the table, and the
entry enters the training state. On the third miss, a new delta is computed. If that
delta matches the one found in the table, the entry enters the prefetching state and
prefetches are issued by using the computed delta.
PC Address Last Address Stride State
Figure 2.10: Format of a Reference Prediction Table entry.
A further enhancement is the use of a Global History Buffer (GHB) [106]. A GHB
is essentially a FIFO containing the last misses observed by the memory system
as shown in figure 2.11. Each entry in the GHB is linked to the previous entry
which originated from the same load instruction by a pointer. By traversing the
linked list a miss history can be obtained for that load. In Program Counter/Delta
Correlation Prefetching (PC/DC) [106], the deltas between consecutive misses are
computed and stored in a delta table as shown in figure 2.11.
After the history of deltas are computed, delta correlation begins. Delta correlation
means searching for the most recent pair of deltas (9 and 1 in figure 2.11) in the
delta history. In this example, the pair can also be found at the end of the delta
history (top of the delta table). The deltas after the pair are then added to the
current miss address, and prefetches are issued for the calculated addresses.
Further refinements have been proposed, such as Global History Buffer - Local Delta
Buffer (GHB-LDB), which improves upon the GHB prefetcher by also including
global correlation (as opposed to the local correlation directed by the PC of the
load) [30]. By doing global analysis, inter-load patterns can be seen, such as con-
stant global stride. In addition, GHB-LDB includes pattern matching for the most
common stride.
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Figure 2.11: Construction of the delta table in PC/DC.
A third variant is Prefetching based on a Differential Finite Context Machine
(PDFCM), which uses a hash-based approach with two tables [118]. The His-
tory Table is indexed by the PC which contains a hashed representation of the
recent history of that entry. This hash points to an entry in the Delta Table which
contains the predicted delta. By computing new hashes based on the predicted
deltas, an arbitrary prefetch degree and distance can be calculated.
2.4.3 Address-Based Prefetchers
Instruction-based prefetchers have been shown to be very effective [114]. The prob-
lem with instruction-based prefetchers is that they require the load address, which
either requires that the load-address is transmitted along with the memory request
or coupling the prefetcher with the processor core. A third option is to not use this
information at all and only use the miss address.
Markov Prefetchers uses a 1-history Markov model in order to predict future ref-
erences [70]. Such a model uses a graph where each node represents a cache block.
Each transition from node X to node Y is assigned a weight representing the frac-
tion of references to X that are followed by a reference to Y. When X is accessed,
then the outgoing edges from X is examined. The weighting on the edges can be
used to reject or accept prefetching to the node which the edge points to. However,
keeping an entire Markov model in memory would require O(n2) amount of storage
as each cache block can theoretically be preceded by every other. Thus, a practical
implementation must limit the number of nodes and edges per node 4 [70].
Hu et al. observed that the misses that occurred within a cache set had highly
repetitive patterns when looking at the tag portion of the miss addresses [49]. The
4The original paper used 4 edges per node.
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per-set tag sequence for one set would often repeat on other cache sets. This
observation is used in Tag Correlating Prefetching (TCP) to reduce the size of
tables, because a single tag sequence covers multiple address sequences (one for
each set in the cache).
A very common pattern in media applications (video and audio) is sequential data
being used for computation and not used again. This type of access pattern is
often called streaming. The basic stream prefetcher [71] starts prefetching when it
detects such streams by detecting sequential miss addresses. The stream prefetcher
will then prefetch the next sequential addresses into a stream buffer. This basic
operation can be extended by using any of the techniques discussed above, such as
stride detection and Markov prediction [125].
2.4.4 Spatial Locality Prediction
Another approach is to detect when there is a high level of spatial locality in the
program [69]. When the program has high spatial locality it is potentially beneficial
to fetch more than a single cache line into the cache. One approach for detecting
high spatial locality is to have a separate tag-array that mimics a cache with larger
cache blocks. If there are more than a set threshold of hits to the same larger
virtual cache block, then there is a high probability of high spatial locality and a
larger block of data can be prefetched into the actual cache [69]. Rather than using
a separate tag-array, it is possible to use a smaller table of bitvector or offsets to
represent the same information [17, 78]. By indexing these patterns with the PC
of the load, it is possible to use this bitvector when that load misses and prefetch
according to the bitvector.
Taking these ideas further, Spatial Memory Streaming (SMS) uses code correlation
across loads [131]. In this approach, an initial trigger access to a spatial region
starts recording subsequent accesses to the same spatial region. The blocks that
are touched are stored in a bitvector representing the spatial region. The recording
stops when the first cache block from the spatial region is evicted from the primary
cache. This pattern can then be used to prefetch large spatial blocks. The memory
requirements of SMS can be quite large, but it is possible to compress the size of
the tables by using rotated patterns [39].
Streams of memory also exhibit temporal locality (i.e. the exact same sequence
of addresses are observed in succession) [132]. This observation is exploited in
Temporal Memory Streaming (TMS) by storing the observed miss address stream
in a circular buffer and using it to detect repeating patterns [132]. This approach
is especially useful for programs using shared memory.
Access Map Pattern Matching (AMPM) uses another approach where the patterns
are stored in bitvectors [59]. The key observation is that modern compilers can
obfuscate memory access orderings, especially when loop unrolling is performed.
Consequently, more patterns can be discovered by ignoring temporal information.
Each spatial region is tracked by using a 2-bit vector for each cache line in that
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region. This vector is analyzed to see if there are any constant stride patterns in
that vector. If there are any patterns, the predicted pattern is prefetched.
2.4.5 Linked Data Prefetchers
Linked data structures pose special problems for prefetchers as the address of the
next cache block to be referenced is often embedded in the data currently being
fetched. One approach, called Content-Directed Prefetching (CDP), is to monitor
the incoming data for possible pointers [21]. CDP uses a virtual address matching
predictor, which examines each word in the cache block separately. Most virtual
addresses share the same common high-order bits. If a value in the incoming cache
block has the same high-order bits as the address of the block, then the value is
predicted to be a pointer. However, this approach can lead to many false positives
(values which are identified as pointers, but are not), and it has a potential for
creating an exponential amount of prefetches as each prefetched block can contain
multiple new pointers (for example in trees) [35]. A possible solution to this problem
is to use compiler-generated hints which indicate which positions in the incoming
cache blocks are possible pointers [35].
However, because the prefetcher must follow the same linked list as the main pro-
gram it is difficult to achieve good timeliness. One possibility is to embed jump-
pointers into the data structure [73, 121]. These pointers point to an entry further
down the linked list, such that this entry might be prefetched. However, maintain-
ing these jump-pointers can be difficult when data is inserted and removed.
A less invasive possibility is to use pointer caches [20, 83]. A pointer cache holds
mappings between heap pointers and the address of the heap object they point to.
If there is a hit in the pointer cache and a miss in the regular data cache, the entire
object can be fetched at the same time. Furthermore, this technique can be used
for value prediction, which in combination with runahead execution [102] can be
very effective at increasing MLP [20, 103].
2.4.6 Adaptive Prefetchers
Most prefetchers have a static configuration with regard to prefetch distance and
degree as well as other prefetcher-specific parameters. To provide the best average
performance across a multitude of benchmarks a moderately aggressive prefetch-
ing configuration would be used. This leads to performance degradation on some
programs, as the prefetching is too aggressive, leading to memory bus congestion
and cache pollution. On other programs, the full potential of prefetching can not
be achieved because the aggressiveness is too low. Consequently, adapting the
prefetching parameters to the running program by analyzing its behaviour can be
beneficial.
By using the prefetch tags the accuracy of the prefetcher can be estimated. This
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is done by measuring how many times a cache block with the prefetch bit set is
accessed relatively to the total number of prefetches issued. [24, 135]. If the pre-
fetcher’s accuracy is estimated to be high, then the aggressiveness of the prefetcher
can be increased. Similarly, the timeliness of the prefetcher can be estimated by
tracking which prefetches have been issued, but have not been completed before a
demand miss occurs. If the timeliness of the prefetcher is determined to be low,
then the prefetch distance can be increased [135].
An alternative approach is to track program phases [107]. If a program phase
change occurs, a search for a better prefetcher configuration is initiated. This
search continues until a good configuration is found [7, 126]. Multiple techniques
for detecting phase changes exists, such as examining instruction working sets,
basic block vectors5 and conditional branch counts [28, 29].
One problem with stream prefetchers is that the length of the stream is unknown.
Overestimating the stream length leads to useless prefetches, while underestimating
it lowers performance. The length of a stream can be predicted by using a histogram
of previous stream lengths [53, 54].
2.4.7 Runahead Execution
OoO execution can only hide a certain amount of latency before the instruction
window of the processor becomes full and the processor must stall. Runahead Exe-
cution allows the processor to continue execution speculatively while the processor
waits for a long latency load [102, 103]. To enable a processor to run speculatively
it must have capabilities for checkpointing its state such that when the processor
unblocks from the memory stall it can restore its non-speculative state. While the
processor runs in this speculative mode it encounters loads further down in the
program, which can then be issued speculatively as prefetches. This increases the
probability of the loads that were encountered during runahead mode will be in
the cache when the processor resumes normal execution.
2.4.8 Software Prefetching
Prefetching can be accomplished in software by extending the instruction set with
appropriate opcodes [16]. These instructions fetch data into the cache, but do not
block execution of the program on a cache miss. Most modern high-performance
processors incorporate such instructions [74]. These instructions can either be
inserted manually by the programmer [122] or by the compiler [19]. This type of
prefetching can be especially useful in programs where the programmer has essential
information regarding the underlying data structure. Using this knowledge she can
provide hints to the compiler or insert prefetch instructions directly [90].
5Basic block vectors is a method for characterizing the currently executing program using
performance counters etc.
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Research Process and
Methodology
Science is a way of trying not to fool yourself. The first principle is
that you must not fool yourself, and you are the easiest person to fool.
– Richard Feynman
3.1 Research Process
3.1.1 Master Thesis
This thesis is a continuation of my master thesis entitled “Bandwidth-Aware Pre-
fetching in Chip Multiprocessors” [44]. Because prefetching can potentially consume
large amounts of bandwidth, this work examined how prefetching impacts systems
with limited bandwidth. Furthermore, I proposed a strategy for estimating future
bandwidth usage and used this information to guide how prefetches were scheduled.
I implemented a general framework for prefetching in SimpleScalar [5] and several
prefetching heuristics (sequential [128], RPT [18] and CZone/Delta Correlation
(C/DC) [106]). SimpleScalar has a very simple DRAM model, which does not
model bandwidth contention at all. Instead, it only provides a fixed latency re-
gardless of the number of concurrent DRAM accesses. I extended this simple model
with a more accurate and realistic DRAM model. Most importantly, this model
supported contention and open pages. Because of sequential locality, the probabil-
ity of hitting an open page when prefetching is high, which reduces the latency of
prefetching.
Furthermore, I extended SimpleScalar such that it was capable of simulating a
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CMP. This was accomplished by using several SimpleScalar instances which com-
municated through shared memory.
3.1.2 Destructive Read DRAM - Paper I & II
Our two first papers were inspired by a paper by Hwang et al. [56]. This paper
described a destructive read DRAM macro, which had lower latency than a regular
DRAM macro. However, when data was read out of the cell, the contents were
destroyed.
In order to preserve data, some other mechanism is needed. Hwang et al. used
a large (25% of the size of main memory) writeback buffer. Because there were 4
main memory banks in their design, this size ensured that the system would never
need to issue both a writeback and a read to the same main memory bank at the
same time.
Haakon Dybdahl was a senior PhD student at the time. He became interested in
this technique and we started to discuss ways to improve upon it. Our idea was
to use the cache as the writeback buffer. By using an existing structure, we would
eliminate much of the area overhead. However, this would also introduce some
contention in the main memory interconnect.
Haakon integrated parts of the memory model I developed for my master thesis
into his model of destructive read DRAM and we started discussing methodology.
Haakon conducted several experiments and wrote the first draft of the paper, which
I commented on and improved.
After writing Paper I it became obvious that a power estimate would be valuable.
Haakon integrated Wattch [13] and HotLeakage [152] into our simulator. However,
we did not know how to estimate the power requirements of our technique and
asked Per Gunnar Kjeldsberg for assistance. He helped us develop a power model
for accessing the destructive read DRAM and interpret the results. This work
resulted in Paper II.
3.1.3 Shadow Tags - Paper III
After completing the destructive read DRAM project, Haakon started to examine
cache replacement policies in CMPs. He developed a cache replacement policy
which worked better than LRU in some cases, while degrading performance in
others [33]. In order to detect at runtime when to use his replacement policy and
when to use LRU Haakon used a shadow tag directory1.
A shadow tag directory is similar to a regular cache tag directory. However, there
is no corresponding data for that tag directory. The purpose of this tag directory
1Interestingly, Qureshi et al. developed the same approach to increase MLP at the same
time [116].
3.1. Research Process 31
is to simulate a cache with a different replacement policy. The L2 access stream
would be inserted both into the shadow tag directory and the regular cache. The
number of cache hits and misses are recorded for both the regular tag directory
and the shadow tag directory. The regular cache would use one replacement policy
and the shadow tag directory would use the other. After a set interval of cache
misses, the number of cache misses in the two tag directories are examined. If there
are less misses in the shadow tag directory, the policies are swapped, such that the
replacement policy that was used on the shadow tags is now used on the regular
cache and vice versa.
Shadow tags was interesting, because it offered a more robust method for evaluating
prefetcher configurations with regard to accuracy and bandwidth utilization than
the methods used in my master thesis. The idea was to use a shadow tag directory
to evaluate a particular prefetch configuration and use that configuration if it proved
to be better than the current one. In particular, this allowed the prefetcher to be
turned off if that was the most effective solution.
There were two main obstacles: The first is that there is a very large configuration
space for the prefetchers. In order to find a good prefetch configuration, a good
candidate prefetch configuration had to be chosen. The initial approach used hill-
climbing, but that approach was slow to converge. The final paper used a random
configuration.
The second problem was evaluating which configuration was the better of the two
configurations being explored. Naively selecting the configuration with the fewest
misses leads to selecting the most aggressive prefetch configuration as there is no
penalty for issuing DRAM requests. To solve this problem I was inspired by Genetic
Algorithms (GA) to use fitness functions to evaluate configurations. This fitness
function balanced the reduction in misses to the increase in bandwidth usage. This
approach was published in Paper III.
Finally, Sigmund Vinsnesbakk took this idea further by implementing shadow tag
prefetching in CMPs by using M5 [10] for his master thesis [145].
3.1.4 Changing Simulators
After working with SimpleScalar for several years, the limitations of that simulator
became apparent. In particular, the support for CMPs and the comparatively
simple model of the memory hierarchy (no limitations on bandwidth, no MSHRs)
became an issue. The biggest issue was that rather than being event-driven the
memory hierarchy model was just one function call to compute the latency of a
memory request. This meant that it was very difficult to model reordering of
memory requests efficiently, which is critical to performance of modern DRAM
controllers.
In parallel with my work on Paper III, Arnt Jørgen Lande did an evaluation of sev-
eral simulators for his master thesis [84]. His initial evaluation included Rsim [51],
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Asim [36], SimOS [120], Simics [93], TFSim [97], SimFlex [46], GEMS [95] and
M5 [10]. Based on his initial evaluation he made a more thorough evaluation on
M5 to examine its suitability for our research group’s needs. After this evaluation,
the group decided to switch to the M5 simulator as it offered CMP support and an
event-driven memory hierarchy model.
3.1.5 Prewriting
Although M5 provided many of the features we required for our research, the
DRAM model was quite poor. Although bandwidth congestion was modeled,
DRAM behaviour such as page-hits, banks and minimum precharge-to-activate
latency was not modelled. Additionally, each memory access was scheduled in ar-
rival order, which is a very simple scheduling policy and does not exploit open
pages.
Magnus Jahre and I started to implement a DRAM model by examining the DDR2
specification [65]. This implementation used explicit activation, reads, writes and
precharge commands. It supported limitations on the number of banks that could
be activated, open pages, minimum activate-to-precharge latencies, pipelining of
memory request and many other improvements. Secondly, we implemented a
flexible memory controller, which could use FR-FCFS [119] and Network Fair
Queuing (NFQ) [108] scheduling in addition to FCFS scheduling.
While implementing the memory controllers for M5 we noticed that scheduling
writebacks was an interesting problem. As noted in section 2.2.3.1 prioritizing
demand reads over writebacks pays off as the processor is stalled for a shorter
period of time. However, this strategy breaks down if the writeback queue becomes
full and the memory controller has to block [123].
We started examining this problem and came up with an idea to speculatively write
back dirty cache lines before they were evicted (“prewriting”) if there was sufficient
bandwidth to do so. However, in practice, this was not a significant problem for
the SPEC2000 benchmark suite as the writeback buffer was big enough to keep
the controller from blocking. Finally, Lee et al. had published a study on eager
writeback, which used a similar approach [86]. They showed that eager writeback
could speed up applications with large numbers of writebacks such as software 3D
rendering. This previous study and the lack of good results led to the project’s
abandonment.
3.1.6 Low-Cost Open-Page Prefetch Scheduling - Paper IV
While working with memory scheduling it became apparent that exploiting page
hits was critical for reducing latency and bandwidth congestion. Since prefetchers
often prefetch data which are spatially close, this would often lead to page hits.
Thus prefetching while a page was open could both decrease latency and increase
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effective bandwidth. Because a prefetch that is issued to an open page is cheaper
(in terms of latency and bandwidth utilization), prefetching accuracy can be low,
while still providing a net gain as shown in equation 3.1.
Prefetching Accuracy · Cost of Prefetching < Cost of Single Read (3.1)
To investigate this further I modified M5 further to include prefetching of several
well known prefetching heuristics (sequential [128], RPT [18] and C/DC [107]). I
examined several strategies for issuing prefetches, but the key insight came when I
plotted prefetch accuracy vs speedup for all the prefetchers in a single graph (See
figure IV.3 in paper IV). This graph shows that when the prefetching accuracy was
around 40%, equation 3.1 would be balanced. Thus by using different scheduling
strategies depending on the prefetcher’s accuracy performance could be improved.
This work was published at International Conference on Computer Design (ICCD)
in 2008 (Paper IV).
A couple of months after the presentation of this work at ICCD, Lee et al. pub-
lished a related study at MICRO [85]. Their work explored using both a dedicated
prefetch queue and inserting prefetches directly into the read queue.
3.1.7 Data Prefetching Championship - Paper V & VII
Garzia Perez et al. published a comparative survey of many proposed prefetching
heuristics in 2004 [114]. That paper showed that the evaluation of prefetchers
could give significantly different results depending on the benchmark and simulator.
They also found that evaluating different prefetching schemes was difficult, because
the papers describing these techniques often lacked significant details which were
important to the implementation.
In order to address these issues the Journal of Instruction-Level Parallelism (JILP)
organized a Data Prefetching Championship (DPC) similar to the earlier branch
prediction championships. The idea was that all contestants would use the same
simulator to implement their prefetching heuristics. This simulator was provided
in binary form, with a simple, well-defined interface that could only be used for
prefetching. Each contestant would submit their prefetching code (2 files) to the
competition organizers. The organizers would then run the simulator with their
own benchmarks. This would ensure a fair comparison of the prefetching heuristics.
During my work with prefetching I had examined several prefetchers and knew their
strengths and weaknesses. In particular, Delta correlation proposed by Nesbit et
al. [106] is very effective and has a very high accuracy. However, the Global History
Buffer (GHB) which is often used in combination is not as effective. Because the
GHB acts as a FIFO some load-instructions would have much history associated
with them, while others would have less. Much of the information contained would
also be useless, because there is a limit to the amount of history that is useful in
generating new prefetches. Although delay was not modelled in the competition
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a GHB would require recomputation of the deltas, which would increase cost and
delay the prefetches.
Our submission (Paper V), called Delta Correlating Prediction Tables (DCPT),
used a table indexed by the PC of the load. This table contained the last n deltas
observed by that load which could then be used to issue prefetches by using delta
correlation. Because each entry has a fixed size this ensures that the amount of
history per entry can not decrease. This property is useful, because this in turn
ensures that delta correlation does not produce overlapping prefetches. In addition,
because we used a table based approach more state could be associated with each
entry. We used this to track the last issued prefetch. This is very useful for
eliminating redundant prefetches.
Our submission was awarded 4th place (out of 20 submissions). There were many
original and interesting submissions to the competition. Second place was awarded
to Dimitrov et al. which used an approach which was very similar to ours [30].
Their approach also used delta correlation, but rather than using a GHB or a table
they used a hybrid approach and prefetched into the L1 rather than the L2.
The contestants code was later published on the DPC website [67]. By looking at
the contestants code it was clear that our biggest design mistake was the lack of
L1 prefetching. In the design of the DCPT we abandoned L1 prefetching too early
as our initial experiments showed that the L1 was very sensitive to pollution. We
developed a technique called L1 hoisting to address this issue. L1 hoisting predicts
which data that has been prefetched into the L2 will be used by the processor in
the near future and moves it to the L1. Another problem with the design was the
lack of handling for pointer chasing or partially irregular patterns. This part was
addressed by using partial matching. If a pattern is not found using regular delta
correlation, then partial matching reduces the spatial resolution by removing the
least significant bits from the delta stream. This exposes more patterns, which can
then be prefetched. The improved prefetching heuristic is called DCPT-P and is
presented in Paper VII.
After the competition I was invited to Ghent by Veerle Desmet to implement DCPT
in Unisim [4]. Their ongoing Archexplorer online competition is similar to DPC.
Archexplorer tries to find good memory systems by randomly combining known
techniques in a memory system hierarchy using random parameters [27]. Each
generated memory hierarchy is evaluated in terms of performance, area and power.
The port to Unisim was successful, but the processor model (embedded PowerPC
core) and area requirements (The baseline configuration has only a very small
L1 cache) is not very well suited for prefetching. The team is now moving the
competition to a more aggressive processor model.
3.1.8 3D Stacking
I became interested in 3D stacking after reading Gabriel H. Loh’s paper on 3D
stacked memory architectures [88]. 3D stacking is a technique for stacking dies
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vertically (see section 2.2.1). The bandwidth between layers can be quite high,
because inter-die vias can be densely packed [26]. Furthermore, the dies can be
in different technologies. This enables mixing of dies optimized for logic and for
DRAM, thus eliminating many of the drawbacks of eDRAM. Loh’s paper examined
how the very large inter-die bandwidth can be exploited in a 3D architecture.
Latency is very low compared to a off-chip solution, because main memory and
processor can be integrated on the same chip.
I wanted to explore the possibilities for destructive-read DRAM and prefetching.
Using destructive-read DRAM would further reduce the latency of a memory oper-
ation. Prefetching, on the other hand, could exploit the large amount of bandwidth
available to further decrease latency.
My initial research used a modified version of SimFlex [46] which included a power
model. Modelling power and thermal effects is important in 3D architectures,
because using multiple layers increase power density, while heat dissipation becomes
more difficult [89]. To model thermal effects I started using HS3D [87]. HS3D is
based on Hotspot [50] and models thermal effects in 3D stacked architectures.
I made some progress simulating a 3D stacked architecture. Modelling power dis-
sipation requires a good model of the processors, in terms of floorplan, thermal
properties of materials, power dissipation of individual components, static power
dissipation, etc. Developing a realistic model of power dissipation for Paper II re-
quired considerable research, even though this type of single-die chips have been in
production for some time. Developing realistic models for a 3D architecture would
be even more difficult and the project was abandoned.
3.1.9 Memory System Interference - Paper VI & VIII
During our work with CMPs it became apparent that contention for shared re-
sources would cause problems both in terms of performance and latency. Because
access to shared resources is traditionally managed on a FCFS basis, programs
which access shared resources more often would get a larger share of the resources.
As an example, program A can displace data in the cache that is needed by program
B, thus reducing program B’s performance. In other words, program A interferes
with program B.
Magnus Jahre began to investigate this property of CMPs and I became interested
in this work because prefetching could potentially increase interference, and thus
unfairness. Prefetching is typically triggered by a miss in the cache. A program
with many misses in the cache, would thus trigger more prefetches than a program
with few misses. If the prefetches are not accurate, then the program will consume
an even larger part of the shared resources.
Our initial investigation (Paper VI) into fairness was focused on establishing which
components of the memory system contributed the most to unfairness. We did this
because there is much previous research that focuses on solving the problem at the
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component level, rather than understanding the nature of interference at a system
level [11, 60, 105]. In this work we found that the memory controllers are the main
source of interference.
Paper VI used a static off-line method for determining interference. Our next pa-
per (Paper VIII) focused on determining interference at run-time. Determining
interference at run-time would enable us to enforce fairness by dividing resources
accordingly. Our approach tries to determine the latency of every memory oper-
ation that each core would observe if there was no interference (i.e. no sharing
of memory resources). Thus, the difference between the actual latency observed
in the shared memory system and the estimated latency becomes our estimate of
the interference each core observes. Shadow tags are used to estimate the effect of
cache sharing and a novel system for estimating the effect of sharing off-chip band-
width. This system essentially simulates at runtime a private memory controller
by storing a virtual private scheduling of memory requests.
Magnus Jahre continues to research this area and is currently working on using
this run-time estimation technique in combination with a mechanism to regulate
memory accesses to increase fairness in CMPs.
3.1.10 Opportunistic Prefetch Scheduling - Paper IX
The final paper in this thesis started out as an idea for a prefetcher. In my previous
work I had seen how important exploiting open pages is for high performance. Tra-
ditional prefetchers take as input the miss address streams and produces prefetch
addresses as an output regardless of the state of the DRAM system. The original
idea behind opportunistic prefetch scheduling was to turn this around. The idea
was to take the state of the memory system (i.e. which pages are open at the time)
and produces prefetch addresses. The key component of this system was a Page
Vector Table (PVT). A DRAM page is typically much larger than a single cache
line. The PVT is a table indexed by the page address. Each table entry has a
bit vector where each bit corresponds to one cache line in that DRAM page. The
idea was to track both the access pattern and issued prefetches using the same
structure.
However, while researching this idea, we discovered that the method we developed
for issuing prefetches could be used in the general case. By decoupling how pre-
fetches are generated and how prefetches are issued we could explore how different
prefetching scheduling policies affected known prefetchers. Inspired by the positive
feedback we got from Paper IV we started an exploration of the design space com-
bining many well-known prefetchers with different prefetch scheduling policies and
bandwidth constraints.
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3.2 Research Methodology
3.2.1 Simulators
The research conducted at the Computer Architecture Research Group at NTNU
is primarily done by using simulations of systems. Using simulations, rather than
developing hardware, allows us to rapidly test our ideas without large investments.
However, because a simulation is not real hardware, special care must be taken to
ensure the accuracy and applicability of our simulations. The research presented
in this thesis has been conducted by using several simulators, each with strengths
and weaknesses. Our group has chosen to use publicly available simulators rather
than develop our own to conserve effort and reduce verification work.
3.2.1.1 SimpleScalar
SimpleScalar [5, 15] is a cycle-accurate simulator capable of simulating out-of-
order superscalar processors. It was developed by Todd Austin during his PhD
at the University of Wisconsin in Madison. Today, the simulator is developed and
supported by SimpleScalar LLC. It can accurately model a wide range of processors,
and give accurate information about cache performance as well as other aspects
within the processor.
SimpleScalar has been used extensively in the computer architecture research com-
munity. In June 2009, Google Scholar reports that the main papers regarding
SimpleScalar has been cited over two and a half thousand times. SimpleScalar has
seen extensive testing and verification. As our group focuses primarily on memory
systems, it is interesting to examine how the memory system works in SimpleScalar.
The biggest problem with the memory system in SimpleScalar is how it is designed.
When the processor core wants to access the memory hierarchy it calls a function
(cache access) with the address of the load. This function returns an int repre-
senting the latency of the cache operation. If the data is not found in that cache,
the cache access function calls the next level cache’s cache access function. The
problem with this approach is that the function must return a latency, it cannot
defer computing the latency until a later time. This in turn makes memory access
reordering impractical to simulate. For instance, in FR-FCFS memory scheduling
one access might skip ahead in the memory controllers queue if it hits an open
page. This would delay memory accesses that have preceded it. This is difficult to
simulate in SimpleScalar, because the latency of previous operations have already
been computed and used in the simulation.
The DRAM model is also very simple. It uses a fixed latency model with no
bandwidth constraints. In addition, the model lacks support for MSHRs, cache
bandwidth and interconnect.
Because of SimpleScalar’s popularity there has been numerous extensions to the
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simulator [94]. We have used Wattch [13] for dynamic energy and power estimation
and HotLeakage [152] for static energy and power estimation. Our own extensions
include a CMP model and a DRAM model, which models contention and open
pages, and shadow tag directories.
3.2.1.2 M5Sim
M5 [10] (version 1.1) is now the primary simulator used by our research group. This
simulator (version 1.1.) reuses some of the code from SimpleScalar, but extends
it with an eventdriven [151] memory model. This is particularly useful for our
research group as it allows for the reordering of memory accesses. In addition, it
models cache to cache buses and MSHRs. However, DRAM is modelled by using
a constant latency and no memory access reordering is performed.
We have extended M5 to include a detailed model of DDR2 memory, multiple
types of memory controllers, prefetching2, crossbar interconnects and interference
measurement.
M5 uses an event queue to hold all the events that needs to be serviced by the
system. An event is essentially an object with a process() method. The event queue
is sorted primarily on the time the event occurs and secondary on the priority of
the event. The simulator removes the head event from the queue and calls the
process() method on that event. That event might create new events, which are
then scheduled by inserting them into the event queue.
Each memory request is modelled as a single object holding the relevant information
regarding that specific memory request such as virtual and physical address. The
memory hierarchy uses events and a request/response system to move these objects.
When a component in the memory hierarchy receives a memory request, it can
either compute the latency for that operation directly and schedule a response event
or it can put the request into a queue and defer the scheduling of the response event.
We use this property extensively in our implementation of memory controllers.
3.2.1.3 CMP$im
CMP$im [64] was the simulator used in the Data Prefetching Championship (DPC).
This simulator uses memory traces obtained from execution of regular binaries using
the Pin tool [91]. CMP$im was modified by the contest organizers and distributed
as a binary with a small Application Programming Interface (API) for prefetching.
This API consisted of only 6 functions. The most important function was the
IssuePrefetches function which was called every cycle by the simulator with the
current memory hierarchy activity such as hits and misses in the caches. This
function was to be written by the contestants. There were two functions for issuing
2M5 1.1 supports some prefetching in the default installation, but this implementation was
inadequate for our needs.
3.2. Research Methodology 39
prefetches into the L1 and L2 respectively and three functions for getting and
setting prefetch bits in the cache.
Because of it’s simplicity the simulator had a number of shortcomings. DRAM
latency was modeled as a constant regardless of page hits or misses. DRAM band-
width was modelled as a queue which would service one DRAM request every 10
cycles. This queue could hold 1000 entries and it’s content could not be inspected
by the prefetchers. Many of the contestant thus made their own mechanism for
tracking outstanding loads and prefetches, as this is very useful for reducing re-
dundant prefetches. Furthermore, the API did not allow access to the data that
was returned by the DRAM. This effectively made pointer-prefetching impossible
as the pointers are embedded in this data.
Despite it’s weaknesses, the most import property of this simulator is that every
contestant used it. This enabled a fair comparison of the prefetching heuristics.
3.2.1.4 CACTI
CACTI [127] is an advanced cache model capable of modeling the timing, power
requirements and area of any given cache. It is very useful for understanding the
trade-offs between power, area and timing. The model used is very complex and
considers most of the available design-techniques. We have used this tool mainly
for estimating the latency of caches, but also for power estimation in Paper II.
3.2.2 Benchmarks
3.2.2.1 SPEC2000 and SPEC2006
In the majority of the work presented in this thesis we have used the SPEC2000
benchmark suite [133]. The SPEC2000 benchmark suite consists of 26 programs
which are intended to measure the performance of a computer system in a standard-
ized way. The original intent of SPEC2000 is to enable hardware manufacturers,
compiler vendors, and operating system vendors to fairly compare products. Thus,
the benchmark suite is intended to be run on actual hardware, rather than simu-
lations of hardware. Because it is a standardized set of programs, it has been used
extensively in the computer architecture research community.
SPEC2000 has now been superseded by SPEC2006. SPEC2006 was used in Paper
V and VI. This is mainly because the organizers of DPC hinted that they would
use a subset of SPEC2006 in their evaluation. Because CMP$im uses Pin, it is
relatively easy to obtain traces using regular hardware.
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3.2.2.2 Multi-Programmed Workloads
Each SPEC2000 benchmark runs as a single thread, and is thus not useful for
evaluating the performance of a CMP. To evaluate the performance of CMPs I have
randomly generated several multi-programmed workloads. A multi-programmed
workload is simply running multiple benchmarks at the same time, one per core.
However, if there are multiple instances of the same SPEC benchmark in a work-
load, special care must be taken. A naive approach would start each benchmark
concurrently, but this leads to problems as the benchmarks would execute nearly in
lockstep. Thus the program phases would change at the same instance which would
be a very uncommon event in a real system. The easiest solution to avoiding this
problem is to either avoid having workloads with multiple instances of benchmarks
or start each instance at a separate point in time.
3.2.2.3 Running Experiments
Running the entire benchmark suite to completion would take a considerable amount
of time. To avoid this I have used two different strategies.
The first strategy is to use a reduced dataset called lgred [76]. This reduced dataset
is crafted so that the execution time of the benchmark is reduced by a significant
fraction, but so that the original mix of instructions is roughly the same. However,
a reduced dataset usually has a smaller working set. Because the working set
becomes smaller, the need for large caches and off-chip bandwidth becomes less
and the memory system is stressed less. This is unfortunate because it is the
performance of the memory system we are focused on improving. Using a reduced
dataset reduces the relative importance of the memory subsystem.
The second strategy is fast-forwarding and limited simulation. This strategy sim-
ulates only a portion of the original benchmark. This avoids the problem with a
small working set, but because the benchmark is not run to completion it is difficult
to determine if the smaller sample is representative for the entire benchmark. In
particular, the initialization code at the beginning of the benchmarks execution is
not representative. Thus, each benchmark is fast-forwarded past the initialization
portion of the benchmark. This has the additional benefit of warming up the caches
with useful data, such that a more representative memory access behaviour is seen.
However, the problem remains that one cannot be certain that a single datapoint
chosen randomly is representative for the entire workload. There exists methods for
statistically making such measurements, such as Simpoints [113] or SMARTS [150].
We have not used these methods, because they are not integrated with M5 (ver-
sion 1.1.), or any of the simulators we have used in our research. Additionally,
using these methods for evaluating multiprogrammed workloads have been shown
to require considerable amounts of simulation time to be accurate [144].
Fortunately, these methods focus on making the measurements on a benchmark as
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accurate as possible such that it is possible to give accurate performance numbers
for any given technique. In my work I am usually more interested in comparing
two techniques to each other and the relative performance difference between them.
Thus, the actual performance for a technique for the entire benchmark is not as
important as it’s relative performance compared to another technique in a smaller
segment of the benchmark.
3.2.2.4 Exploring the Solution Space
In computer architecture research there are so many degrees of freedom that it
is impractical to simulate the entire solution space. Parallelizing the exploration
of the solution space is fortunately trivial. Each combination of parameters and
benchmark/workload can be run independently. This makes it possible to explore
a larger portion of the solution space using large clusters of machines.
Our research group have been fortunate to be given a generous amount of comput-
ing resources from Notur, which is the Norwegian metacenter for computational
science. This has enabled us to explore very large solution spaces in a very short
amount of time.
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Research Contributions
Doubt grows with knowledge.
– Johann Wolfgang von Goethe
This thesis is a collection of papers that I have authored or coauthored during my
time as a PhD student. Each paper is presented in the appendix. Many of these
papers had very small figures to conserve space. Rather than including the double-
column PDF files, I have opted to reformat each paper to increase readability of
the graphs and text. However, I have not altered the text or figures, only the layout
and size.
The order of papers presented here are in rough chronological order. In practice,
some of the research in these papers have been conducted concurrently.
4.1 Paper I: Cache Write-Back Schemes for
Embedded Destructive-Read DRAM
4.1.1 Abstract
Much of the chip area and power consumption in a modern processor are caused by
mechanisms that compensate for slow main memory such as caches, out-of-order
execution and prefetching. In this work we attack this problem by utilizing a new
DRAM macro that is faster than conventional DRAM macros. The macro made
by Hwang et. al enables faster random access to data, but does not conserve data
in the DRAM cells after reading. Hwang et. al. included a large write-back buffer
in their prototype for conserving data and hiding all write-backs. We eliminate
this buffer by utilizing the already existing cache in processor designs at the cost of
potential memory bank congestions. The modified cache conserves data by writing
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data back to DRAM. We have studied the impact of different write-back schemes
from cache to DRAM and looked at different performance issues in this context such
as number of independent DRAM banks, write-back buffers and latency of DRAM.
A theoretical scheme with free write-backs for data conversation is studied, and we
show that our implementable schemes do not create significant congestion due to
write-backs. Our baseline architecture for evaluation is a low-power processor with
small caches and embedded DRAM. Our first conclusion is that the size of the cache
can be highly reduced without degrading performance when utilizing our write-back
schemes with destructive-read DRAM compared to conventional DRAM. Secondly,
the large write-back buffer can be omitted when destructive-read DRAM is used
with a processor with cache.
4.1.2 Retrospective View
This work looked at an architecture where there is much bandwidth available and
the DRAM matrix itself is the biggest contributor to latency. One problem with
eDRAM is that it is less dense than pure DRAM technologies. Recently, there
has been an increased focus on 3D stacking techniques. This technique allows
for the integration of DRAM processes with logic processes. This allows for the
combination of high density DRAM and fast logic. Utilizing destructive read in
such a context could be interesting.
On the presentation side of this paper, we have used IPC as our metric. The
problem with using IPC directly is that many of the more interesting cases be-
comes quite small in the graphs. Using speedup rather than IPC would have been
preferable.
4.1.3 Roles of the Authors
Dybdahl came up with the idea for this paper. On the implementation side, he
implemented destructive read DRAM in SimpleScalar, while I made the DRAM
bandwidth model. Dybdahl and I had long discussions regarding methodology
and how to present our results. He conducted all of the experiments, and wrote
the paper, while I reviewed it and made improvements to the manuscript. Natvig
worked as an advisor and gave us many valuable comments which improved the
overall quality of the paper.
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4.2 Paper II: Destructive-Read in Embedded DRAM,
Impact on Power Consumption
4.2.1 Abstract
This paper explores power consumption for destructive-read embedded DRAM.
Destructive-read DRAM is based on conventional DRAM design, but with sense
amplifiers optimized for lower latency. This speed increase is achieved by not con-
serving the content of the DRAM cell after a read operation. Random access time
to DRAM was reduced from 6 ns to 3 ns in a prototype made by Hwang et. al. A
write-back buffer was used to conserve data. We have proposed a new scheme for
write-back using the usually smaller cache instead of a large additional write-back
buffer. Write-back is performed whenever a cache line is replaced. This increases
bus and DRAM bank activity compared to a conventional architecture which again
increases power consumption. On the other hand computational performance is
improved through faster DRAM accesses. Simulation of a CPU, DRAM and a 2
kbytes cache show that the power consumption increased by 3% while the perfor-
mance increased by 14% for the applications in the SPEC2000 benchmark. With
a 16 kbytes cache the power consumption increased by 0.5% while performance
increased by 4.5%.
4.2.2 Retrospective View
As Paper II and Paper I were in many ways researched in parallel, most of the
comments for Paper I are applicable for this paper as well. On the presentation
side, the lack of normalization makes many of the graphs hard to read. This makes
comparison of the breakdown of energy components harder.
I did not pursue power simulations in the rest of my work, because power simula-
tions were at that time outside the focus of our research group.
4.2.3 Roles of the Authors
The distribution of work was similar to Paper I. To simulate power and energy,
Dybdahl integrated Wattch and Hotleakage. Kjeldsberg helped us develop the
model for destructive DRAM energy consumption and power and helped with his
expertise on power modelling in general. Natvig worked as an advisor and made
many valuable comments which improved the overall quality of the paper.
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4.3 Paper III: Hardware Prefetching Using Shadow
Tagging
4.3.1 Abstract
This paper presents a novel technique for dynamic selection of parameters for pre-
fetching heuristics based on the use of shadow tag directories. Previous methods
have been either static, made for a specific prefetching heuristic, or based on phase
detection and tuning. The most flexible of these methods is phase detection and
tuning. However, it has a serious drawback as it degrades performance while ex-
ploring the parameter space, as each configuration is tested on the running pro-
gram. Our approach explores the parameter space using an extra structure called
a shadow tag directory. This allows us to explore the parameter space without
interfering with the running program, such that a larger parameter space can be
explored without impacting performance. This paper examines the performance of
this technique on tagged sequential prefetching, czone/delta correlation prefetching
and reference prediction tables. In addition, we compare our results with a feed-
back directed approach. We show an overall 24% improvement over the best static
sequential prefetcher and an 18% improvement versus feedback directed sequential
prefetching on memory intensive SPEC benchmarks.
4.3.2 Retrospective View
Shadow tags are very versatile structures which can be used for many purposes. In
this paper we used it to explore possible prefetcher configurations. The presentation
in this paper could have been better. In particular, we use IPC directly, instead
of using speedup. This makes figure III.2 harder to read and makes the significant
improvements on Ammp hard to see. In addition, we use the harmonic mean
throughout the paper which makes the relative difference between the techniques
less pronounced to the reader. After finishing this paper, Sigmund Visnesbakk
implemented prefetching using shadow tags in CMP by using M5 [10] for his master
thesis [145].
4.3.3 Roles of the Authors
I did most of the work on this paper, although I must credit Haakon Dybdahl for
giving me the idea of examining the use of shadow tags for prefetcher configuration.
Lasse worked as an advisor and provided helpful comments and improvements to
the many revisions of this paper.
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4.4 Paper IV: Low-Cost Open-Page Prefetch
Scheduling in Chip Multiprocessors
4.4.1 Abstract
The pressure on off-chip memory increases significantly as more cores compete for
the same resources. A CMP deals with the memory wall by exploiting thread
level parallelism (TLP), shifting the focus from reducing overall memory latency to
memory throughput. This extends to the memory controller where the 3D structure
of modern DRAM is exploited to increase throughput.
Traditionally, prefetching reduces latency by fetching data before it is needed. In
this paper we explore how prefetching can be used to increase memory throughput.
We present our own low-cost open-page prefetch scheduler that exploits the 3D
structure of DRAM when issuing prefetches. We show that because of the complex
structure of modern DRAM, prefetches can be made cheaper than ordinary reads,
thus making prefetching beneficial even when prefetcher accuracy is low. As a
result, prefetching with good coverage is more important than high accuracy. By
exploiting this observation our low-cost open page scheme increases performance
and QoS. Furthermore, we explore how prefetches should be scheduled in a state of
the art memory controller by examining sequential, scheduled region, CZone/Delta
Correlation and reference prediction table prefetchers.
4.4.2 Retrospective View
This paper explores how prefetches should be scheduled in a modern DRAM con-
troller. At the time, this was a largely unexplored area [38]. After I presented
this paper at ICCD, Lee et al. presented another approach to the same problem
at the International Symposium on Microarchitecture. They noticed that some
benchmarks would perform better when prefetches were inserted directly into the
read queue. On other benchmarks, performance would increase if the prefetches
were inserted into a dedicated prefetch queue. Their approach uses the estimated
prefetch accuracy to choose where to insert new prefetches.
This work was continued and resulted in another paper (Paper IX) which further
investigates prefetch scheduling.
4.4.3 Roles of the Authors
The initial idea and preliminary investigations were carried out by me.
I proposed the initial design. This design was then refined through extensive dis-
cussions with Jahre. I implemented the refined idea in our common simulator
framework which leverages code produced by both Jahre and me. Furthermore,
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I devised the initial experimental methodology and planned which experiments
should be carried out. The experiment plan and methodology was then discussed
thoroughly with Jahre.
I wrote the first draft of the paper and had the final word in all matters regarding
the paper. Jahre read the draft thoroughly and provided significant improvements
to the presentation, organization and language. Natvig helped with proof-reading
and guidance.
4.5 Paper V: Storage Efficient Hardware
Prefetching using Delta Correlating
Prediction Tables
4.5.1 Abstract
This paper presents a novel prefetching heuristic called Delta Correlating Predic-
tion Tables (DCPT). DCPT builds upon two previously proposed techniques, RPT
prefetching by Chen and Baer and PC/DC prefetching by Nesbit et al. It combines
the storage-efficient table based design of Reference Prediction Tables (RPT) with
the high performance delta correlating design of PC/DC. DCPT substantially re-
duces the complexity of PC/DC prefetching by avoiding expensive pointer chasing
in the GHB and recomputation of the delta buffer.
We show that DCPT prefetching can increase performance by up to 3.7X for single
benchmarks, while the geometric mean of speedups across all SPEC2006 bench-
marks is 42% compared to no prefetching.
4.5.2 Retrospective View
This paper was written for the DPC contest. We received 4th place out of 20 sub-
missions. Because of the competition rules, we had to use the CMP$im simulator
which has a number of shortcomings (described in section 3.2.1.3). Competition
rules limited the number of pages to four and dictated the use of the geometric
mean for aggregating performance numbers.
After the competition I had the opportunity to examine the other contestant’s code.
During my examination of this code I discovered that the three top contestant
used some form of L1 prefetching. Additionally, some of the submissions also
had techniques for predicting pointer-chasing code. This lead to paper VII which
addresses these shortcomings of the original technique.
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4.5.3 Roles of the Authors
The division of labour is similar to Paper IV (See section 4.4.3).
4.6 Paper VI: A Quantitative Study of Memory
System Interference in Chip Multiprocessor
Architectures
4.6.1 Abstract
The potential for destructive interference between running processes is increased
as Chip Multiprocessors (CMPs) share more on-chip resources. We believe that
understanding the nature of memory system interference is vital to achieve good
fairness/complexity/performance trade-offs in CMPs. Our goal in this work is to
quantify the latency penalties due to interference in all hardware-controlled, shared
units (i.e. the on-chip interconnect, shared cache and memory bus). To achieve this,
we simulate a wide variety of realistic CMP architectures. In particular, we vary
the number of cores, interconnect topology, shared cache size and off-chip memory
bandwidth. We observe that interference in the off-chip memory bus accounts for
between 63% and 87% of the total interference impact while the impact of cache
capacity interference can be lower than indicated by previous studies (between 5%
and 32% of the total impact). In addition, as much as 11% of the total impact can
be due to uncontrolled allocation of shared cache Miss Status Holding Registers
(MSHRs).
4.6.2 Retrospective View
This paper is very latency oriented. However, it is important to remember that
increased memory system latency does not necessarily decrease overall system per-
formance. It would be interesting to study more closely the correlation between
memory system interference and system performance.
4.6.3 Roles of the Authors
The initial idea and preliminary investigations were carried out by Jahre.
Jahre proposed the initial design. This design was then refined through extensive
discussions with me. Jahre implemented the refined idea in the common simulator
framework which leverages code produced by both me and Jahre. Furthermore,
Jahre devised the initial experimental methodology and planned which experiments
should be carried out. The experiment plan and methodology was then discussed
thoroughly with me.
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Jahre wrote the first draft of the paper and had the final word in all matters regard-
ing the paper. I read the draft thoroughly and provided significant improvements
to the presentation, organization and language. Natvig helped with proof-reading
and guidance.
4.7 Paper VII: Multi-Level Hardware Prefetching
using Low Complexity Delta Correlating
Prediction Tables with Partial Matching
4.7.1 Abstract
This paper presents a low complexity table-based approach to delta correlation
prefetching. Our approach uses a table indexed by the load address which stores
the latest deltas observed. By storing deltas rather than full miss addresses, con-
siderable space is saved while making pattern matching easier. The delta-history
can predict repeating patterns with long periods by using delta correlation. In
addition, we propose L1 hoisting which is a technique for moving data from the L2
to the L1 using the same underlying table structure and partial matching which
reduces the spatial resolution in the delta stream to expose more patterns.
We evaluate our prefetching technique using the simulator framework used in the
Data Prefetching Championship. This allows us to use the original code sub-
mitted to the contest to fairly evaluate several alternate prefetching techniques.
Our prefetcher technique increases performance by 87% on average (6.6X max) on
SPEC2006.
4.7.2 Roles of the Authors
The division of labour is similar to Paper IV (See section 4.4.3).
4.8 Paper VIII: DIEF: An Accurate Interference
Feedback Mechanism for Chip Multiprocessor
Memory Systems
4.8.1 Abstract
Chip Multi-Processors (CMPs) commonly share hardware-controlled on-chip units
that are unaware that memory requests are issued by independent processors. Con-
sequently, the resources a process receives will vary depending on the behavior of
the processes it is co-scheduled with. Resource allocation techniques can avoid
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this problem if they are provided with an accurate interference estimate. Our
Dynamic Interference Estimation Framework (DIEF) provides this service by dy-
namically estimating the latency a process would experience with exclusive access
to all hardware-controlled, shared resources. Since the total interference latency is
the sum of the interference latency in each shared unit, the system designer can
choose estimation techniques to achieve the desired accuracy/complexity trade-off.
In this work, we provide high-accuracy estimation techniques for the on-chip inter-
connect, shared cache and memory bus. This DIEF implementation has an average
relative estimate error between -0.4% and 4.7% and a standard deviation between
2.4% and 5.8%.
4.8.2 Roles of the Authors
The division of labour is similar to Paper VI (See section 4.6.3).
4.9 Paper IX: Exploring the Prefetcher/Memory
Controller Design Space: An Opportunistic
Prefetch Scheduling Strategy
4.9.1 Abstract
Prefetching is a well-known technique for bridging the memory gap. By predicting
future memory references the prefetcher can fetch data from main memory and
insert it into the cache such that overall performance is increased. Modern memory
controllers reorder memory requests to exploit the 3D structure of modern DRAM
interfaces. In particular, prioritizing memory requests that use open pages increases
throughput significantly.
In this work, we investigate the prefetcher/memory controller design space along
three dimensions: prefetching heuristic, prefetch scheduling strategy and available
memory bandwidth. In particular, we evaluate 5 different prefetchers and 6 prefetch
scheduling strategies. Through this extensive investigation, we observed that prior
prefetch scheduling strategies often cause memory bus contention in bandwidth
constrained CMPs which in turn causes performance regressions. To avoid this
problem, we propose a novel prefetch scheduling heuristic called Opportunistic Pre-
fetch Scheduling that selectively prioritizes prefetches to open DRAM pages such
that performance regressions are minimized. Opportunistic prefetch scheduling re-
duces performance regressions by 6.7X and 5.2X, while improving performance by
17 % and 20 % for sequential and scheduled region prefetching, compared to the
direct scheduling strategy.
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4.9.2 Roles of the Authors
The division of labour is similar to Paper IV (See section 4.4.3).
Chapter 5
Concluding Remarks
All models are wrong, but some are useful.
– George E. P. Box
5.1 Conclusion
This dissertation has examined several techniques for reducing system memory
latency. This has been achieved through multiple approaches, but mainly by using
excess bandwidth and scheduling policies.
Destructive read DRAM changes the underlying assumptions about the content in
DRAM cells being unchanged after a read. By doing this, the latency of a read
is much smaller, but it requires changes to the rest of the memory system so that
data is not lost. Because data must not be lost, writeback of cache content must
be performed. This increases the amount of bandwidth used. If the system has
enough bandwidth to support this change in DRAM semantics, then overall latency
is reduced.
The second approach discussed in this thesis is prefetching. Prefetching is a tech-
nique for predicting what data is needed in the future and fetching that data into
the cache before it is referenced. Prefetching is speculative, thus some of the data
that is prefetched will not be used and some bandwidth will be wasted. This thesis
presents a technique for generating highly accurate prefetches with good timeliness
called DCPT. DCPT uses a table indexed by the load to store the delta history
of individual loads. This delta history is then used in Delta Correlation to predict
future misses. The next version, DCPT-P, introduces L1 hoisting which moves
data from the L2 to the L1 to further increase performance, and partial matching
which reduces the spatial resolution of deltas to expose more patterns.
The interaction with the memory controller is especially important in prefetching.
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Utilizing open pages can increase the performance of the system significantly. By
exploiting this, prefetching can increase bandwidth utilization and reduce latency
at the same time. This affects prefetch scheduling decisions. Scheduling prefetches
will often delay a demand read or a writeback. However, if the prefetch is issued
to an open page and the prefetch is accurate, then doing so pays off in terms of
reduced average latency. Because of this, it can pay off to issue many low accuracy
prefetches, rather than issue few highly accurate prefetches.
Finally, this dissertation has examined the impact of having a shared memory
system in CMPs. When resources are shared, one core might interfere with an-
other core’s execution by delaying memory requests or displacing useful data in the
cache. This thesis quantifies this effect and identifies which components are most
prone for generating interference between cores. Finally, a system for determining
interference at runtime is presented.
5.2 Contributions
In section 1.4 I formulated the main research question for this thesis as:
How, and at what cost, can memory system latency be reduced by im-
proving resource utilization?
This question was further subdivided into four questions. In this section I will
review these questions in light of the papers presented in this thesis.
1. How can excess memory bandwidth be utilized to achieve a lower
maximum memory latency ?
Paper I and II approaches this question through the use of destructive read DRAM.
By changing the semantics of a read to DRAM, the latency of main memory DRAM
operations can be drastically reduced, especially in eDRAM. This approach re-
quires additional bandwidth between main memory and cache as every line in the
cache is initially dirty and must be written to main memory to conserve data.
2. How can excess memory bandwidth be utilized to achieve a lower
average memory latency ?
Paper III introduces a technique for reconfiguring prefetching heuristics depending
on the amount of available bandwidth and estimated accuracy. Paper VI and IX
examines how prefetches can be scheduled in order to maximize the amount of page
hits, thus increasing DRAM throughput and lowering latency. This effect relies on
the relative lower cost of a page hit versus a page miss in DRAM. Paper V and VII
lowers average memory latency by introducing a new prefetching heuristic called
DCPT.
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3. How does scheduling decisions in modern highly parallel and complex
DRAM interfaces affect the bandwidth/latency trade-off ?
Paper IV and IX examines prefetch scheduling in detail and finds that because of
the relative cost difference between page hits and page misses, scheduling prefetches
to open pages is beneficial, even with relatively low prefetch accuracy. Depending
on the details of the DRAM interfaces, this might make it more beneficial to issue
many low accuracy prefetches, rather than few high accuracy prefetches.
4. How does interference in the shared memory system affect Chip
Multiprocessor performance ?
Because of the shared memory subsystem in modern CMPs, there is significant
probability that the cores will interfere with each other’s execution. This effect is
documented in Paper VI. This paper found that the most significant contributor to
interference is the shared DRAM controllers. Paper VIII expands on this work and
introduces a framework for determining interference at runtime. This is done by
estimating the latency of a memory request if the memory system was not shared.
The difference between this estimate and the actual time it took for the completion
of the request is the estimated interference.
5.3 Future Work
Simulating such complex systems leads to many interesting details being left out.
With the exception of Paper II, power is not modelled in this thesis. This is due
to the difficulty of modelling the power requirements of an unknown component
without implementing it in hardware (or hardware description languages). This
also applies to area requirements. Where it has been possible we have tried to
estimate area based on the memory requirements of the techniques presented as
this often becomes the dominant contributor to area.
Furthermore, the simulator leaves out interesting aspects of the system such as
virtual memory. In particular it would be interesting to examine how prefetching
should handle page faults and Translation Lookaside Buffer (TLB) misses. Can
page faults be predicted? And if so, is it beneficial to bring in pages from disk to
main memory and warm up the TLB with sufficient timeliness?
This thesis presents many contributions to the state of the art. However, many
questions remains unanswered. In particular, the impact of prefetching on fairness
is unclear. Can prefetching increase fairness, or is it inherently unfair? Further-
more, how do these techniques apply to new 3D stacking techniques?
The interaction between the program, the prefetcher and the memory controller is
interesting. Pointer-chasing codes still present a significant problem for prefetch-
ing. While scientific code often uses sequential access across arrays to increase
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computation speeds, commercial applications are often pointer-intensive. Finding
good solutions to these problems will give a large performance benefit to this large
class of applications.
5.4 Outlook
The techniques presented in this thesis makes some underlying assumptions about
the memory hierarchy, which may or may not hold in the future. There are two
main assumptions. The first assumption is that lower memory latency increases
performance. The second assumption is that there is enough off-chip bandwidth to
support the techniques presented in this thesis.
Both of these assumptions are directly linked to what kind of computing environ-
ment will be dominant in the future. The recent shift to CMPs has prompted a
more throughput oriented view on performance. In a pure throughput oriented
system it is acceptable to delay one thread waiting for memory if there is available
work in another thread. Prefetching might be useful to increase page hit-rates and
thus increase DRAM throughput.
Many applications cannot be made completely parallel and will have a serial por-
tion. Amdahl’s law states that increasing the number of cores will only increase
the execution speed of the parallel portion of the program, while the execution
speed of the serial portion is not affected [3]. As the number of cores increases, the
serial portion becomes more dominant. For such programs it is beneficial to use
heterogeneous CMPs with one high performance core optimized for single-thread
performance and several small cores optimized for throughput for the parallel por-
tion of the program [6, 81, 138]. In such a system, prefetching can reduce the
memory latency in the serial portion of the program and increase page hit rates in
the parallel portion of the benchmark.
One of the reasons for turning to CMPs is the increased power consumption of
modern processor cores. This increase in power consumption reduces battery time
for mobile devices and causes thermal problems. Using prefetching increases energy
usage as more data is moved between main memory and cache [45]. However,
as static power consumption becomes a larger component of the overall power
consumption, it is possible to reduce power by reducing overall execution time.
Agarwal et al. demonstrated that it is possible to transfer the performance gains
of prefetching to an overall reduction in energy consumption [1].
Furthermore, as the number of cores increases, the severeness and probability of in-
terference increases. This can lead to load unbalances and violations of the quality
of service requirements. Developing and implementing techniques for fairly sharing
memory system resources with acceptable performance is a difficult task. Provid-
ing fairness becomes difficult because each core can interact both positively and
negatively with every other core in many parts of the system. Novel techniques to
address these issues are needed in the future.
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Abstract
Much of the chip area and power consumption in a modern processor are caused by
mechanisms that compensate for slow main memory such as caches, out-of-order
execution and prefetching. In this work we attack this problem by utilizing a new
DRAM macro that is faster than conventional DRAM macros. The macro made
by Hwang et. al enables faster random access to data, but does not conserve data
in the DRAM cells after reading. Hwang et. al. included a large write-back buffer
in their prototype for conserving data and hiding all write-backs. We eliminate
this buffer by utilizing the already existing cache in processor designs at the cost of
potential memory bank congestions. The modified cache conserves data by writing
data back to DRAM. We have studied the impact of different write-back schemes
from cache to DRAM and looked at different performance issues in this context such
as number of independent DRAM banks, write-back buffers and latency of DRAM.
A theoretical scheme with free write-backs for data conversation is studied, and we
show that our implementable schemes do not create significant congestion due to
write-backs. Our baseline architecture for evaluation is a low-power processor with
small caches and embedded DRAM. Our first conclusion is that the size of the cache
can be highly reduced without degrading performance when utilizing our write-back
schemes with destructive-read DRAM compared to conventional DRAM. Secondly,
the large write-back buffer can be omitted when destructive-read DRAM is used
with a processor with cache.
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I.1 Introduction
The pipeline of a processor is now running at a higher frequency than main mem-
ory. Caches are used to reduce the number of memory accesses that request data
from main memory and hence reduce the effect of the slow main memory. How-
ever, caches have several disadvantages, they require substantial chip area, increase
power consumption and do not work equally well for all applications. Other mech-
anisms are out-of-order execution, prefetching and thread switching. These tech-
niques increase the complexity of the processor, power consumption and chip area
as well. Increasing the chip area increases the cost of manufacturing the chip as the
yield and number of chips per wafer are reduced. Increasing the power consump-
tion increases the cost of packaging the chip due to increased cooling requirements
and reduces the operation time when powered by batteries.
By reducing the latency of the main memory itself the processor core and cache
system can be simplified without degrading performance. The latency of main
memory can be decomposed into different parts: Cache miss latency, latency of
bus to main memory and DRAM latency. The latency of the off-chip bus to main
memory can be eliminated by integrating the DRAM and processor on the same
chip. Several projects have researched into merging processors and memory over
a long period of time ([2, 4, 6, 10, 11, 14–16, 18, 19]). There have been many
obstacles in producing chips which have both dense main memory and fast logic.
However, embedded DRAM has become more common during the last years, and
more chips of this type are in mass production in graphics or network processors
such as Sony’s Playstation 2, EZchip’s NP-1c network processor[7] and Nintendo’s
GameCube.
Embedding DRAM does not reduce the latency of the DRAM bank itself, and
even with the off-chip bus latency eliminated the DRAM is much slower than the
pipeline of the processor.
Reading a memory cell with DRAM technology clears the content of the cell. The
data is stored as a charge in a capacitor and this charge is used by the sense
amplifier in the DRAM bank to enter a logic state depending on the content. Data
has to be written back, and this causes part of the long DRAM latency. The
sense amplifier writes back the data to the cell before the data is sent out of the
chip. A new type of embedded DRAM has been prototyped by Hwang et al. [8]
which omits this write-back of the data to the memory cell. All computer programs
assume that a read to the memory is not destructive so there should be a way of
conserving the content of the memory. In the pioneer work by Hwang et al. [8] they
used a write-back buffer which was made of SRAM technology. This guaranteed
that write-backs are done without disturbing fast read accesses to the memory.
The prototype required a write-back buffer with a storage capacity of 25% of the
DRAM banks. This size was needed to ensure adequate buffering and total removal
of congestion. In a computer with caches, congestions only causes the processor
to stall and causes a degradation of performance. There is no need to remove all
congestion, but there should be as few as possible.
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We have earlier studied the effect on power consumption by using destructive-read
DRAM [3]. The findings were only a slightly increase in system power consumption
(0.5% and 3% for 16kbyte and 2kbyte caches respectively). This paper studies
writing back data without using large write-backs buffers. The baseline architecture
is a small processor with small caches and embedded DRAM. This represents an
embedded system. We compare performance by utilizing the modification proposed
by Hwang et. al and compare the performance in terms of instructions per clock
cycle (IPC). We propose two new schemes for write-backs based on the existing
cache in a processor. The cache architecture is modified in different ways so data
are conserved.
Our findings are that the cache can be much smaller without degrading instructions
per clock cycle (IPC) compared to conventional main memory. The large write-back
buffer in the prototype can be omitted by using the cache for this purpose.
The next section describes the concept of destructive-read DRAM. Section I.3
presents two new schemes for conserving data based on cache write-backs. Ex-
perimental methodology and results are covered in Section I.4 and I.5. Related
work are found in Section I.7, discussion in Section I.6 and we conclude in Section
I.8.
I.2 Embedded Destructive-Read DRAM
I.2.1 Embedded Memory
The two dominating technologies for storing data inside a chip are static memory
(SRAM) technology and dynamic memory (DRAM) technology. Chips based on
DRAM memory are cheaper, denser and consume less power than memory chips
based on other technologies with the same storage capacity; therefore it is the
main choice for main memory. However, DRAM is not as fast as SRAM due to
the construction of the cell and the way data are accessed. In SRAM the data
is already represented in logic gates, whereas in DRAM the capacitors have to be
read and decoded into logic signal voltages and data has to be written back to the
cell. SRAM is made of logic gates and integrates well with processor cores. SRAM
is therefore more suited as technology for on-chip caches.
DRAM chips are highly optimized for storing data and a large amount of the design
is analog. DRAM uses capacitors to store data (see Figure I.1) which fills a large
area of the chip. Logic circuits on the other hand are optimized for speed and
power distribution.
Merging these technologies results in compromises. In a processor in memory so-
lution the processor is slow while in a memory in processor the memory is less
dense. However, much effort has been put into reducing compromises when merg-
ing memory and logic, and this is claimed to be easier to do with future technology
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Figure I.1: A logical sketch of a DRAM macro.
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Figure I.2: Conceptual waveform diagrams of conventional DRAM architecture vs.
destructive-read [8].
[5]. Embedded DRAM is still not as dense (bits per area) as pure DRAM chips
(typically 50% less bits per area).
The latency of a DRAM bank is a function of the size of the bank. Reducing the size
of the memory array reduces the length and capacity of the lines and thus latency.
Each memory bank has extra circuitry such as sense amplifiers, and reducing the
size of the memory array increases this overhead and hence lowers density. Reducing
the size of the memory bank reduces dynamic power consumption since a smaller
bank is activated, but the static leakage from the added transistors will limit the
optimal minimum size.
I.2.2 Destructive-Read DRAM
Destructive-read DRAM [8] is a modified version of conventional DRAM. A memory
bank with conventional DRAM is shown in Figure I.1. The row decoder is the first
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component activated in a read access. It enables one word line and causes all
transistors in that row to be activated. These transistors connect the capacitors in
the memory array to the sense amplifiers through bit lines. The sense amplifiers
work in three phases as shown in Figure I.2a. In the first phase the charge from
the capacitor drives the sense amplifier into a logic state. In the second phase that
logic state is locked. In Figure I.3a the locking works as a buffer. From this buffer
the data is sent to the processor and written back to memory. In the final phase
the bit lines are pre-charged so they are ready for the next access. Destructive-read
DRAM memory works differently. The read operation of conventional DRAM (see
Figure I.2a) is split into two cycles (see Figure I.2b and c) Destructive-read DRAM
does not lock the data after reading (as shown in Figure I.3b). Instead the data
are sent directly out of the cell, in this case to cache memory. Since data is not
sent back to memory, data is destroyed after reading. Data is conserved by writing
it back to DRAM after use as shown in I.2c. However, write-back can be done
later in contrast to conventional DRAM where read and write-back are one single
operation.
Hwang et al. made a prototype where random access time to DRAM was reduced
from 6 ns (conventional read) to 3 ns (destructive-read). The prototype had four
independent memory banks and large write back buffer (WBB) that was the same
size as one memory bank. The WBB was made of SRAM. The purpose of the WWB
was to hide write-backs, not to reduce latency. The WBB could write to several
banks simultaneously and required significant chip area. Later a new scheme was
made where the WBB was replaced with destructive-read DRAM[9]. Both designs
guaranteed that write-backs never conflicted with read operations.
I.3 New Write-back Schemes
The design by Hwang et. al included a large write-back buffer and in this work
we utilize the cache of the system to do this task so the write-back buffer can be
removed. However, it is not obvious when data should be written back from the
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cache and how this will impact performance since the cache is much smaller than
the original write-back buffer. As shown in the evaluation section, simulations show
that these schemes work well.
We call the first scheme the delayed write-back scheme. It can be compared to a
cache that always has dirty cache lines. This implies that all data that are read
into the cache have to be written back when replaced. A different approach is to
write back data immediately after reading and we call this the immediate write-
back scheme. The differences between conventional DRAM and destructive-read
DRAM with the immediate write-back scheme can be clarified by examining the
steps in a read operation. For conventional DRAM a read operation is completed
with the bit line not being changed. There is only one access on the memory bus.
For destructive-read with immediate write-back scheme, the data is first transferred
to the cache and then written back to main memory. Two accesses are executed
on the bus to perform one read operation. One intuitive idea might be to insert a
buffer inside the conventional DRAM macro so data becomes available earlier. An
important factor is that the DRAM is embedded. Insertion of extra latches for each
DRAM bank will require substantial chip area. Each independent memory bank
seen from the processor can have several sub banks. In this case the sense amplifiers
have to drive both the extra latch and data to the cache and will therefore have
to be more powerful. By centralizing these latches fewer are needed at the cost
of extra (on-chip) bus traffic. This enables buffering of write-backs for subsequent
accesses which will improve performance. In a system with non-embedded DRAM,
the situation is different as bus traffic is slow, limited and energy expensive.
In the delayed write-back scheme data in the cache has to be written back to make
space before a read operation can start. If the data to be written and the data
to be read belong to different DRAM banks, the two operations can be executed
in parallel. The advantage with this scheme is that data is only written back to
DRAM once. With the immediate write-back scheme, data might be written back
to DRAM twice. First, the data is written back right after reading. Then, if the
data is modified, it is written a second time when it is thrown out of the cache.
As an example to illustrate the difference between the two write-back schemes, a
simple program is executed with the two different write-back schemes (see Figure
I.4). The program is executed on hardware with the following properties: There
is only one DRAM bank, and a read or write operation to DRAM takes 3 clock
cycles. The read operations are destructive, the content of the loaded addresses
are erased in DRAM. The data cache has two cache lines and each line can store
one word. The cache has a 1 cycle latency and is not write-through. The cache is
initialized with unmodified cache lines for addresses x and y. The example shows
the difference in access patterns (number refers to lines in Figure I.4):
1. Address 0 is loaded into the cache and address x is thrown out. This line is
clean and there is no need for a write-back.
2. Address 1 is about to be loaded into cache, but the bus is busy with the
write-back from the previous instruction and this has to finish before loading
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Figure I.4: Example of execution with the two different write-back schemes. DRAM
bus activity is shown with LA for reading and SA for writing address A. The ad-
dresses that are kept in the cache(i.e. the state of the cache) before the instruction
is executed are shown to the right. The cache is initialized with addresses X and
Y which are not address 0, 1 or 2. Addresses 0, 2 map into the first cache line,
while address 1 maps into the second cache line. * indicates a modified cache line.
In all cases the delayed write-back scheme has to write data back to DRAM on
replacement, so cache lines can always be considered to be dirty.
can start.
3. The result of an addition is written in address 0. Since this address is in the
cache, it is a cache hit, and no activity on the bus is needed. The write-back
from the previous instruction starts as well.
4. Data from address 2 is loaded into the cache. However, before any DRAM
accesses can start, the write-back from instruction in line 2 has to finish (2
clock cycles). Then, the data in the cache has to be written back since it has
become dirty (address 0 and address 2 map to the same cache line). Finally
the load operation can start.
5. In the delayed write-back scheme data in cache is always treated as dirty.
Therefore before loading data for address 0, data in the cache has to be
written back.
6. Same as line 5.
7. Cache hit, no activity on the system bus.
8. Data in the cache has to be written back before loading can start.
In the delayed write-back scheme data for address 0 is only written once, while in the
immediate write-back scheme it is written twice for address 0. A load instruction
with the delayed write-back scheme takes 3 or 6 cycles; if the data in the cache line
that is replaced is on the same memory bank as the data that is loaded, it takes 6
cycles. Otherwise, when the data in the cache line and the data to be read are on
different banks, it takes 3 cycles. Load instructions with the immediate write-back
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Figure I.5: The simulated computer.
scheme takes 3 to 9 cycles. The first 3 clock cycles might be needed to wait for the
bus to become available due to earlier background writing operations. 3 additional
cycles are needed when the data in the cache line is dirty and have to be written
back to the same memory bank. Finally, 3 cycles are always needed for reading
data.
One important question is which of the two schemes has the highest performance.
With the immediate write-back scheme the result from a load operation is available
after only 3 cycles when the cache line is clean. The strength of the delayed write-
back scheme is the reduced traffic on the memory bus. In cases where data in the
cache is modified, the number of transactions on the bus is reduced to only one.
The advantage of the immediate write-back scheme depends on unmodified cache
lines while the advantage of the delayed write-back scheme depends on a modified
cache lines. Smaller caches will have a lower ratio of modified cache lines that are
replaced because data are swapped out before they are written to, while larger
caches will have a higher ratio of modified cache lines. The ratio of modified cache
lines that are replaced depends on the program as well.
I.4 Methodology
The purpose of our simulation is to study the performance of different write-back
schemes with destructive-read DRAM and compare this to conventional embedded
DRAM and to a theoretical write-back scheme with free write-backs for data con-
versation. The simulator is based on SimpleScalar version 3 [1]. It is extended to
simulate a configurable number of DRAM banks and a configurable stand alone
write-back buffer in addition to the two write-back schemes and Hwang’s original
scheme.
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A logical sketch of the simulated computer is shown in Figure I.5. The target is a
computer with embedded memory and one level of cache. The processor is simple
to save area and power. The configuration for the baseline of the simulations are:
• Cycle-true simulation.
• Alpha processor with a five stage pipeline running at 1 GHz.
• Single issue, no branch prediction buffer, no translation look-aside buffer,
in-order execution, single decode, single commit width, single ALU.
• Two independent caches, one instruction cache and one data cache. Both are
one kbyte, two way set associative caches with 64 bytes cache lines. Latency
is 1 ns.
• Four independent memory banks with simulation of congestion. Memory bus
width is the same as cache line width (64 bytes).
• Latency of DRAM is 6 ns for a read operation. For destructive-read, this is
3 ns for reading and 3 ns for writing. DRAM Refresh is not simulated as it
is presumed to have little effect on the result. Total access time for a cache
miss includes 1 ns for cache plus access time for DRAM.
• In simulations of Hwang’s original scheme, the latency of the memory system
is always 3 ns (write-backs are perfectly hidden in the large write-back buffer).
• A write-back buffer is implemented for each memory bank capable of storing
one cache line.
SPEC2000 applications were used as benchmark with lgred (large reduced input
dataset)[12] as the data set. One of the 26 applications found in the SPEC2000
did not work with the simulator (vortex application). In order to reduce compu-
tation time experiments that return average values are based on a subset of the
applications (gzip, gcc, crafty, mcf, swim, mgrid and equake). Sample tests show
that the subset represents the total average values within +/- 2%.
Four different configurations were simulated:
• Conventional represents the conventional DRAM scheme. Access latency is
double the latency of destructive-read DRAM (i.e. 6 ns), but no write-back
is required.
• Immediate is the immediate write-back scheme. Data is written back imme-
diately or put in the write-back buffer if enabled. Access time is 3 ns.
• Delay is the delayed write-back scheme. The cache behaves like a normal
cache, but the lines are always written back on replacement. Access time is
3 ns.
• No cost represents an ideal DRAM, combining the speed of destructive-read
and the data integrity of conventional DRAM. The intention is to study the
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/∗ Code f o r read experiment ∗/
for ( x=0;x<30000;x++) {
y=y+data [ x ] ;
z=z+data [ x ] ;
}
/∗ Code f o r read / w r i t e experiment ∗/
for ( x=0;x<30000;x++) {
data [ x]= data [ x]+y ;
data [ x]= data [ x]+z ;
}
Figure I.6: Source code for the initial experiment.
performance degradation imposed by the extra write-backs for conserving
data. Access time is 3 ns.
• Hwang represents the original scheme from Hwang. Access time is 3 ns. The
accesses are guaranteed to be congestion free. No fast cache is included.
I.5 Evaluation
I.5.1 Initial experiment
An initial experiment was run to verify the predictions regarding performance (see
Figure I.4) of the two write-back schemes. The experiment has two test programs,
one that reads data and one that reads and writes data into a data structure as
shown in Figure I.6. To reduce the effect of instruction cache misses, the experiment
was run with a very large instruction cache. The data cache was limited (128
bytes) in the same way as in the example. There was only one memory bank
with 10 ns latency. The latency was set high so the effect of memory latency
becomes dominant. This configuration does not reflect a real system, but is used
to illustrate the differences between the two write-back schemes. The immediate
write-back scheme should suit the read experiment as the second line in the loop
can execute while write-back from the first line is executed in the background. The
delayed write-back scheme should suit the read/write experiment as the number of
write-backs to DRAM is reduced compared to the immediate write-back scheme.
The results from the experiment are summarized in Figure I.7 and are according
to predictions.
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I.5.2 IPC for Different Write-back Schemes
Simulation of the different write-back schemes for the baseline architecture is shown
in Figure I.8. Average values are shown to the right. First of all we see that all
applications benefit from destructive-read DRAM except for art where the Hwang
scheme degrades performance. Secondly we see that the schemes with free write-
backs for data conversation, no cost, does not perform much better than the delayed
and immediate schemes. This indicates that the write-backs are well hidden in both
the delayed and immediate schemes. Even though Hwang scheme perform well for
some applications such as mgrid and crafty due to less congestion, the overall
performance is lower than the other scheme. This is because there is no fast cache
in this scheme.
Compared to conventional DRAM, the delayed write-back scheme is 13.2% faster,
immediate write-back scheme is 13.5% faster, no cost write-back scheme is 14.4%
faster and Hwang’s original write-back scheme is 12.1% faster. The differences in
performance of the applications are related to memory access patterns and locality
of the applications. Applications with poor locality that are memory bound such as
ammp, mcf and crafty benefit the most from destructive-read DRAM. Applications
with good locality that are CPU bound such as lucas and sixtrack have less but
significant advantage of destructive-read DRAM. The buffer size of Hwang’s original
scheme was 25% of the DRAM size. For the simulated applications the size of the
buffer is in the range of 170k-5714kbyte, depending on necessary memory size. The
other schemes are simulated with 1kbyte cache. By comparing the no cost scheme
with the other two destructive schemes, it is found that 1% of the performance is
lost due to extra write-backs for both immediate and delayed write-back schemes.
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I.5.3 Cache size
The IPC for different cache sizes are shown in Figure I.9. Two different configu-
rations are simulated, with a small write-back buffer in addition to the cache, and
without this write-back buffer. We see that this small write-back buffer (one entry)
has a big impact on the performance for the delayed write-back scheme. The buffer
changes the access pattern for a memory access; in cases with congestion the de-
layed write-back is performed after the read access. For the immediate write-back
schemes the buffer has less impact, but is still significant.
Smaller caches increase the miss rate and the number of accesses to the memory
system. Larger caches increase the hit rate until a point where compulsory misses
start to dominate. The immediate write-back scheme is slightly better than the
delayed write-back scheme for small caches. For larger caches they perform more
or less equal. In order to understand this advantage, the ratio of the number of
accesses to the DRAM subsystems for the two schemes is shown in Figure I.10.
In the delayed write-back scheme, data are not written back immediately. For
modified data (by the CPU), the total number of accesses is reduced compared to
immediate write-back scheme where data are written twice in this case. Larger
caches improve the probability of data being modified before being replaced for
data caches. The advantage of the immediate write-back scheme is that data is
available earlier in cases where there is a conflict between writing and reading data.
Even though the two models are different, performance is similar except for small
caches where the immediate write-back scheme is better.
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Figure I.10: Comparison of the total number of accesses to DRAM from caches
for the two different write-back schemes. For larger caches more data are modified
before they are written back to DRAM, and this gives the delayed write-back
scheme an advantage.
I.5.4 Latency and number of DRAM banks
Simulation of different DRAM-latencies is shown in Figure I.11. As latency in-
creases, performance degrades as the CPU is stalled. Even though the IPC is de-
graded by increasing the latency of the memory, the speedup of using destructive-
read memory increases with increasing cache size. The delayed and immediate
schemes degrade faster than the no cost scheme due to conflicts between reading
and writing. Increasing the number of memory banks reduces the probability of
congestion. The effect of increasing (or decreasing) the number of DRAM banks
is shown in Figure I.12a. In this configuration each bank is independent and can
handle one memory access each simultaneously. In addition to increasing the max-
imum number of parallel accesses, increasing bank count decreases the probability
that two accesses are to the same memory bank as data are spread out to more
banks.
I.5.5 Write-back Buffer size
The write-back buffer is complementary to the cache and each memory bank has its
own small fully associative write-back buffer. They are important for performance
of the delayed write-back scheme as shown in Figure I.12b. In this scheme data has
to be written back when the cache line is replaced. Without a buffer the processor
has to wait for both operations to finish before data becomes available. In the
immediate write-back scheme this buffer is less important. A write-back buffer
with only one entry for each memory channel (total 256 bytes) is adequate for the
simulated configuration.
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I.6 Discussion
The simulated results support our predictions regarding cache size and write-back
schemes. In systems with a relatively large cache, delayed write-back is the pre-
ferred scheme due to less traffic on the DRAM bus, while for smaller caches, im-
mediate write-back results in slightly increased performance due to data being
available earlier.
The buffer size of Hwang’s original scheme was 25% of the DRAM size. For the
simulated applications this buffer will be in the range of 170k-5714kbyte, and this
is outperformed with the new schemes with a smaller 1kbyte cache.
The simulations show that the process of writing back data is hidden quite well
(about 1% of IPC is lost due to write-backs in the baseline scheme), this is true
for both write-back schemes. This is shown to be connected to the number of
independent memory banks and the write-back buffers for each memory bank. More
banks reduces the probability of congestion. Write-back buffers change the delayed
write-back scheme to first read data before the existing cache line is written, and
therefore data becomes available earlier and performance is increased. For longer
memory latencies, congestion is more likely as a write operation has to finish before
a read operation can start.
By comparing the performance of different configurations it can be seen that by
replacing conventional DRAM with destructive-read DRAM, cache sizes can be
reduced without degrading performance. The savings in cache size is shown in
Figure I.13. Even though the baseline for the simulation has small caches, we have
found that the cache size can be reduced with median 75% for cache size in the range
4kbytes to 512 kbytes when applying destructive-read DRAM without degrading
performance. Reducing cache size has a positive impact on power consumption and
less chip area is needed.
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The bus between DRAM and cache has to run at double the speed with destructive-
read DRAM compared to conventional DRAM. Since the bus is on-chip this should
result in only slightly higher power consumption. DRAM contributes to just a small
portion to the total power consumption in most computers (not including off-chip
buses).
We have used a constant latency for the caches in our simulation. In real caches
the latency of the cache is a function of the size of the cache. Smaller caches are
faster than larger caches. A more accurate model would be to reduce the latency of
the cache for smaller caches. This would be an advantage for the destructive-read
DRAM schemes, and by using a constant cache access time we introduce an error
that is a disadvantage for our schemes.
We have simulated a factor two difference in latency for destructive-read compared
to conventional read from DRAM. This was based on the number from a prototype.
However, we have shown that the write-backs are hidden very well. Less than 1%
of the performance is lost due to congstion for the baseline scheme. Therefore, even
a small decrease in latency for destructive-read DRAM will increase IPC.
I.7 Related Work
Most of projects that have researched into merging processors and memory have
not looked into DRAM design, but presume a conventional design. The C*RAM
project[4] is an exception that integrated small processing elements into the sense
amplifiers and utilized the parallelism available at that level. A scaled down pro-
totype was made. It was a SIMD computer with single bit processors. This archi-
tecture was mainly suitable for problems with high data locality because of limited
communication between the single bit processing elements.
Many other projects use SIMD architectures to utilize the extra bandwidth: the
IRAM project [17], Yukon [11], Terasys [6] and Execube [13]. The Mitsubishi
M32R/D [15] chip uses the bandwidth to increase the number of bits in the data bus
between main memory and cache. The use of FPGA technology and independent
processors have also been proposed to utilize the bandwidth ([2, 14]).
I.8 Conclusion
In order to reduce cache sizes we have looked into increasing the speed of the
DRAM bank in combination with enhancing the tasks of the cache. In our schemes
the caches are responsible for conserving data read from DRAM memories. We
have shown that this does not infer any bottlenecks and that the cache size can
be dramatically reduced by 75% compared to a conventional architecture without
degrading performance in terms of IPC. The large write-back buffer used in the
prototype by Hwang et. al can be eliminated without significant performance
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degradation. The possible reduction in cache size reduces both dynamic and static
power consumption as well as system size. The chip area made available by reducing
cache size can be used to increase the number of processors or memory size.
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Abstract
This paper explores power consumption for destructive-read embedded DRAM.
Destructive-read DRAM is based on conventional DRAM design, but with sense
amplifiers optimized for lower latency. This speed increase is achieved by not con-
serving the content of the DRAM cell after a read operation. Random access time
to DRAM was reduced from 6 ns to 3 ns in a prototype made by Hwang et. al. A
write-back buffer was used to conserve data. We have proposed a new scheme for
write-back using the usually smaller cache instead of a large additional write-back
buffer. Write-back is performed whenever a cache line is replaced. This increases
bus and DRAM bank activity compared to a conventional architecture which again
increases power consumption. On the other hand computational performance is
improved through faster DRAM accesses. Simulation of a CPU, DRAM and a 2
kbytes cache show that the power consumption increased by 3% while the perfor-
mance increased by 14% for the applications in the SPEC2000 benchmark. With
a 16 kbytes cache the power consumption increased by 0.5% while performance
increased by 4.5%.
Keywords: Embedded DRAM, power estimation, Simplescalar, destructive-read
memory, processing in memory
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II.1 Introduction
Main memory and central processing units (CPUs) have both become increasingly
powerful during the last 30 years, but their progress have taken different directions.
CPUs have got faster clock cycles and more computations per clock cycle while main
memory can store more data. Today there is a magnitude of difference in cycle time
between main memory and CPUs, often referred to as the processor memory perfor-
mance gap. Reducing the effect of this gap has been a main research objective for
decades. This has resulted in various mechanisms such as caches, out-of-order sch-
eduling, prefetchers and simultaneous multithreading. These mechanisms consume
a substantial amount of power and are thus a challenge when designing battery
driven equipment, but also for design of high performance CPUs. For systems
with multiple cores on a single chip the overall power usage limits the performance
and/or the number of cores that can be integrated.
The target architecture is shown in Figure II.1. Each processor is relatively simple
and has its own cache, DRAM banks and a communication channel to the other
processors. Hwang et al. [10] made a prototype which enables lower latencies in
DRAM by modifying the sense amplifiers to omit write-backs. Reading a memory
cell thus destroys its content and the only copy now exists in a write-back buffer.
To ensure that later write-backs of data to DRAM do not inflict a performance
penalty, this buffer must at least be as large as the DRAM bank size. We have
proposed a new scheme for write-back utilizing the usually smaller cache instead
of this large additional write-back buffer [5]. In our scheme the size of the cache is
not dependent on DRAM bank size. Simulations of a system with 2 kbytes cache
show that speed is improved by 14% with our approach compared to conventional
DRAM. Due to the increased speed of the DRAM, the cache size can be reduced by
a factor four in a system with destructive-read DRAM compared to conventional
DRAM without degrading performance. Our previous work has not considered
energy consumption, and this is the topic for this work.
The concept of destructive-read DRAM is explained in Section II.2. The models
used for power estimation is described in Section II.3. Section II.4 describes the
simulations that are run and Section II.5 describes the results. Section II.6 is
discussion and Section II.7 conclusions followed by references.
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II.2 Embedded Destructive-Read DRAM
II.2.1 Embedded Memory
DRAM is cheap, dense and consumes little power compared to other technologies;
therefore it is the main choice for main memory. DRAM is traditionally found on
separate chips and connected to the CPU through off-chip buses. These off-chip
buses introduce capacitance which again increases power consumption and latency.
The number of pins available on the CPU packages introduces a practical limit for
the bus width. By merging main memory and CPUs, this external bus is eliminated.
Main memory has a much higher internal bandwidth than what is available through
the off-chip buses. By utilizing embedded DRAM the internal bandwidth of main
memory is available to the CPU. However, the process of merging main memory
and central processing unit is not trivial as DRAM uses capacitors to store data (see
Figure II.2). DRAM chips are optimized for these analog circuits. Logic circuits on
the other hand are optimized for speed and power distribution. As a consequence,
embedded DRAM is not as dense (bits per area) as conventional DRAM chips.
The actual density depends on the technology used[13]. The most sophisticated
technology combines processes from DRAM manufacturing and CMOS logic chip
manufacturing while the simplest generates the cells in pure CMOS. An additional
advantage of embedded DRAM, compared to the normally faster embedded SRAM,
is that the standby leakage power is much smaller. This factor becomes increasingly
important as the technology continues to shrink below 180nm[12].
II.2.2 Related Work
Several projects have done research into merging processors and memory ([4, 6, 7,
15, 17, 20, 22, 23, 28, 30]). Most of these projects assume a conventional DRAM
design. The C*RAM project[6] is an exception where small processing elements
are integrated into the sense amplifiers, utilizing the parallelism available at that
level. A scaled down prototype was made. It was a SIMD computer with single bit
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Type Access Time
PC133 SDRAM 71.4nS
DDR266 DRAM 58.8nS
RL DRAM 25.0nS
130nm embedded DRAM 12.0nS
90 nm embedded DRAM Dense 8.0nS
90 nm embedded DRAM Fast 4.5nS
DDR SRAM 3.3nS
Embedded SRAM 2.0nS
Table II.1: Random cycle time for various memories [11].
processors. This architecture is only suitable for problems with high data locality
because of limited communication between the single bit processing elements.
Many other projects use SIMD architectures to utilize the extra bandwidth: e.g.
the IRAM project [26], Yukon [17], Terasys [7] and Execube [19]. The Mitsubishi
M32R/D chip [22] and Saulsbury et. al [28] use the bandwidth to increase the
number of bits in the data bus between main memory and cache. FPGA and in-
dependent processors have also been proposed to utilize the bandwidth ([4, 20]).
During the last few years, embedded DRAM has become more common, and chips
are in mass production with this type of memory integrated with graphics or net-
work processors such as Sony’s Playstation 2, Xbox 360, EZchip’s NP-1c[8] network
processor and Nintendo’s GameCube. Embedded DRAM is becoming commercially
available at different speeds. Table II.1 contains random access latency time for
various memory technologies. By reducing the size of each memory bank, a smaller
unit is activated during an access. As will be explained in Section III, the bank
size has a large influence on the power consumption.
A comprehensive study of different aspects of memory and data intensive design
can be found in [3] and [24].
II.2.3 Destructive-Read DRAM
Destructive-read DRAM [10] is a modified version of conventional DRAM. A mem-
ory bank with conventional DRAM is shown in Figure II.2. A charged capacitor
(normally) represents the logic high value, while an uncharged capacitor represents
the logic low value. The row decoder is the first component activated in a read
access. It enables one word line and causes all transistors in that row to be acti-
vated. These transistors connect the capacitors in the memory array to the sense
amplifiers through bit lines. The bus out of a DRAM macro often has fewer lines
than the number of bit lines inside the macro. The column decoder controls which
subset of bit lines that are read or written. The sense amplifiers work in three
phases as shown in Figure II.3a. In the first phase the charge (or lack of charge)
from the capacitor drives the sense amplifier into a logic high (or low), in both cases
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Figure II.4: Conceptual view of DRAM.
leaving the capacitor discharged. In the second phase the logic state is locked. In
Figure II.4a the locking works as a buffer. From this buffer the data is both sent
to the processor and written back to memory. In the final phase the bit lines are
precharged so they are ready for the next access. Destructive-read DRAM memory
works differently. The read operation of conventional DRAM (see Figure II.3a) is
split into two cycles (see Figure II.3b and c). The destructive-read DRAM does
not lock the data after reading (as shown in Figure II.4b). Instead the data are
sent directly out of the chip, in this case to cache memory. Since data is not sent
back to memory, the capacitor is left discharged and data is destroyed. Data is
conserved by writing it back to DRAM later as shown in II.3c. However, write-
back is not performed immediately after the read, this in contrast to conventional
DRAM where read and write-back are a single operation.
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II.2.4 Write-backs
Hwang et al. made a prototype where random access time to DRAM was reduced
from 6 ns (conventional read) to 3 ns (destructive-read). The prototype had four
independent memory banks and a large write back buffer (WBB) that was the same
size as one memory bank. The WBB was made out of SRAM. The purpose of the
WBB was to hide write-backs, not to reduce latency. The WBB could write-back
to several banks simultaneously and required significant chip area. Later a new
scheme was made where the WBB was replaced with destructive-read DRAM[14].
The designs guaranteed that write-backs never conflicted with read operations. We
have proposed new schemes that remove the large write-back buffer and increase
performance by utilizing the cache [5]. The data is first read from DRAM and into
the cache. At this time data are not stored in DRAM, only in the cache. Data are
written back to DRAM when the cache line is replaced. In a conventional scheme
data is only written back if data is modified, while in this scheme data is always
written back. Therefore this scheme can be compared to a cache that always has
dirty cache lines. Write-backs are partially hidden by using several memory banks
so data can be read from one bank while writing to a different bank. However, in
some cases the read operation and the write back access the same memory bank,
causing a delay. Figure II.5 shows the number of instructions per clock cycle (IPC)
for a system with conventional DRAM and our destructive-read DRAM scheme,
both with a 2 and 16 kbytes cache for the applications in SPEC2000 benchmark
suite.
II.3 Model for Power Consumption
Power consumption in computers can be divided into static and dynamic power
consumption. Dynamic power consumption for a CMOS chip is shown in Equation
II.1.
Pdynamic = Cswitched ∗ V 2dd ∗ fclk (II.1)
Vdd is supply voltage, fclk is frequency and Cswitched is the total effective switched
capacitance, i.e. is the average capacitance of the transistors and communication
lines that are switch in each clock cycle. In synchronous designs such as a micro-
processor the clock distribution adds a significant value to Cswitched.
As chips get denser, leakage power increases, and transistors consume more power
without switching[12]. This is called static power consumption. Caches have higher
leakage currents per stored bit compared to DRAM because of higher transistor
count, and will therefore consume more power in denser technologies compared to
DRAM.
Paper II 103
0.35
0.4
0.45
0.5
0.55
0.6
0.65
0.7
0.75
gz
ip

gc
c
cr
a
fty

m
cf

sw
im

m
gr
id

e
qu
ak
e
a
pp
lu

vp
r
a
m
m
p
m
e
sa

ga
lg
el

lu
ca
s
fm
a
pa
rs
er

si
xt
ra
ck

e
o
n

pe
rlb
m
k
ga
p
bz
i2
p
a
ps
i
w
u
pw
ise

tw
ol
f
fa
ce
re
c ar
t
IP
C
Conv_2
Dest_2
Conv_16
Dest_16
Figure II.5: IPC for the applications in the SPEC2000 benchmark suite for con-
ventional (conv) and destructive-read (dest) DRAM with 2 and 16 kbytes cache
configuration. The average IPC is 13.7% higher for dest 2 compared to conv 2,
and 4.5% higher for dest 16 compared to conv 16.
II.3.0.1 Voltage and Frequency
The following relationship between frequency and power has been described by
Khellah and Elmasry[16]:
Td ≈ CL ∗ Vdd
κ ∗ (Vdd − Vth)α¯ (II.2)
Td is the delay of a CMOS gate, where CL is the load capacitance, κ is a factor that
depends on the process and gate size, α¯ takes a value between one and two, Vth is
the threshold voltage and Vdd is the supply voltage. Even though the formula is not
complicated, a lot of complexity is hidden in the α¯, Vth, CL and κ factors. However,
what can be read from this formula is that for a given technology and circuit, the
maximum operating frequency is a function of supply voltage. This fact is used
for power saving in commercial computer systems in a technique called dynamic
voltage-frequency scaling. The technique reduces both frequency and voltage for
the system when maximum computational performance is not needed.
II.3.1 Power model of DRAM with bus
The data flow of accessing DRAM from cache is shown in Figure II.6. The address
and control signals are sent to the DRAM bank. Data are read out of the bank
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Figure II.6: Data communication when accessing a memory bank.
and written back along the route shown as a thick gray line. Equation II.3 shows a
model for the energy consumption (EMEM ) for these components for the execution
of a complete application, e.g. one of the benchmarks from Figure II.5.
EMEM = NACC ∗ (EDRAM + ESWITCH + EBUS) (II.3)
NACC is the number of DRAM memory accesses, and for a single access: EDRAM
is energy consumed in the DRAM banks, EBUS is energy consumed by the bus and
ESWITCH is energy consumed by the switch and the write-back buffer.
Yong-Ha Park et. al. [25] have made a model for the dynamic power consumption
of embedded DRAM at an abstraction level that matches the simulation model
that we are using for the processor. We have based Equation II.4 on this model.
EDRAM = NROW ∗ EROW +NCOL ∗ ECOL (II.4)
NROW is the number of row activations, NCOL is the number of column activations,
EROW is energy consumed by activation of a row in the embedded DRAM and
ECOL is energy consumed by activation of a column in the embedded DRAM. All
these variables are for a single memory access. Burst transfer is not used in this
work because communication is on-chip and the bus width is increased instead. In
this way the column decoder is not needed as one word line of the memory array
is read or written simultaneously. Refresh of DRAM is not different for the two
DRAM models and is therefore omitted for simplicity. The result is that NCOL
is one and NROW is the number of data bits which is 512 in our model. The
consequence is that EDRAM is equal for all memory accesses because each access
activates one row and 512 columns. In order to quantify EDRAM we use a DRAM
macro made by Morishita et.al [21]. The power consumption is 0.260 W at 250
MHz (in 130 nm technology) for accessing a 16 Mb bank. This is approx. 1 nJ
for one access with 128 bits, and we conservatively multiply this with 4 for 512
bits width resulting in EDRAM = 4nJ for our DRAM bank. Power consumption
depends on DRAM macro size as this impacts wire lengths, the number of cells
activated in parallel, etc. Smaller macros consume less power while larger macros
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consume more power per access. Research on interconnection is a large topic and
several techniques exists (see for example [27]). Ron Ho et.al.[9] have made efforts
to quantify energy consumption for buses, and found that a wire of length 10 mm
in 180 nm with 1.8 volt require < 1 pJ per bit for techniques with voltage swing
reduction and < 10 pJ for a simple bus wire. We conservatively use the simple wire
and 10 mm bus (10 pJ). This result in EBUS = 5.4pJ for 544 bus lines (512 data
+ 32 address).
The power consumption for the write-back buffer and switch was modeled as a 2 kB
cache with four banks and 64 bytes block size in CACTI[29] (in 180 nm technology).
It consumes 0.31 nJ per bank per access. We conservatively use ESWITCH = 1nJ .
This results in EMEM = 10.5nJ ∗NACC . The same energy model is applied to both
destructive-read DRAM and conventional DRAM, and used for both read and write
operation. This is acceptable as our main goal is to compare the two techniques, not
necessarily to have exact estimates. There are fewer operations performed in the
destructive-read DRAM since no write-back is performed during each read. Static
power consumption is not included in this power model as it is not different for
conventional and destructive-read DRAM. Using destructive-read DRAM results
in shorter execution time and the static power consumption will be slightly lower.
If in error, the power consumption penalty of using the destructive-read DRAM
will therefore be overestimated.
II.4 Simulations
The purpose of our simulations is to study the energy consumption and perfor-
mance of the destructive-read DRAM and compare this to conventional DRAM.
For simplicity, only one node of the parallel architecture is simulated. The simu-
lator is based on SimpleScalar version 3 [1]. It is extended with Wattch [2] and
HotLeakage [31]. We have further extended it to simulate a configurable number
of DRAM banks with congestion and a configurable stand alone write-back buffer.
A logical sketch of the simulated computer is shown in Figure II.7.
Wattch with HotLeakage contain parameters for power consumption for different
technologies and the simulation model is fully configurable. However, they do not
contain values for DRAM and memory buses to DRAM. For this, the estimate
of 10.5 nJ per access from the previous section is used. The configurations for
the baseline of the simulations are cycle-true simulation with a five stage Alpha
processor at 180 nm technology. Processor properties are single issue, static branch
prediction, no translation look-aside buffer, in-order execution, single decode, single
commit and single ALU. There are two independent caches, one instruction cache
and one data cache each with 64 bytes cache lines, two ways set associative, and
cache size of one kbytes each. Latency is one clock cycle. Eight independent
memory banks are used for simulation of congestion. Memory bus width is the
same as cache line width (64 bytes). Latency of conventional DRAM is six clock
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Figure II.7: The simulated single chip computer.
cycles for a read operation. For destructive-read, this is three clock cycles for
reading and three clock cycles for writing. DRAM refresh is not simulated as it
is presumed to have little and similar effects on the result for both configurations.
Total access time for a cache miss includes one clock cycle for cache plus access
time for DRAM. A write-back buffer is implemented for each memory bank capable
of storing one cache line.
SPEC2000 applications were used as benchmark with lgred (large reduced input
dataset)[18] as the data set. One of the 26 applications found in the SPEC2000
did not work with the simulator (vortex application).
II.5 Results
The energy consumption for the various SPEC2000 benchmarks is shown in Figure
II.8. The total energy consumption level shows little difference between the two
models. However, for the destructive-read DRAM model, a larger part of the energy
is consumed in the DRAM. On average the energy consumption is increased with
0.46% for destructive-read DRAM compared to conventional DRAM. As will be
shown later, this is compensated by a much larger increase in performance.
Details of the energy consumption components for gcc is shown in Figure II.9. Since
the destructive-read DRAM model results in less computational time, less energy
is spent on clock distribution and other active waiting components. On the other
hand more energy is spent on DRAM components.
The average number of DRAM accesses per clock cycle is shown in Figure II.10.
The number of accesses is more than doubled for some applications. This is because
more instructions are executed per clock cycle due to lower memory latency. Other
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applications show little increase, as more data is modified by the processor and has
to be written back in both schemes.
Three of the applications from the SPEC2000 benchmark were selected for further
study: art, ammp and twolf. art was chosen because of the small energy consump-
tion in DRAM, ammp was chosen due to high amount of DRAM energy usage and
twolf was chosen as an average application.
Performance and energy consumption for twolf as function of cache size is shown
in Figure II.11c). Optimizing for low execution time gives larger cache sizes and
optimizing for low energy consumption results in cache size of 4 kbytes. The
destructive-read architecture consumes more energy than the conventional model
for this application. The difference is largest for small caches. This is due to
reduced DRAM traffic for larger caches caused by lower miss-ratio in the cache.
Performance is better for destructive-read DRAM, especially for small caches. The
product of execution time and energy consumption is shown in Figure II.12c). A
cache of size 16 kbytes is the optimal for minimizing (linearly) both energy con-
sumption and execution time.
For the art application the energy consumption and execution time are shown
in Figure II.11b). For small caches there is a difference while for caches larger
than 4 kbytes there is little difference. The product of execution time and energy
consumption is shown in Figure II.12b). Caches of 4 kbytes is the optimal size for
minimizing (linearly) both energy consumption and execution time.
110 II.6. Discussion
24
26
28
30
32
34
36
38
40
512 1024 2048 4096 8192 16384 32768 65536 131072 262144
Total cache size [bytes]
Product Conventional
Product Destructive
0.0006
0.0007
0.0008
0.0009
0.001
45
55
65
75
85
A)
B)
C)
Figure II.12: Product of execution time and energy consumption for a) Ammp., b)
Art and c) Twolf
A study of performance and energy consumption for ammp application as a function
of cache size is shown in Figure II.11a). For larger caches the destructive-read model
requires less energy than the conventional model. This is due to shorter execution
time. The product of execution time and energy consumption is shown in Figure
II.12a). Caches of 2 kbytes is the optimal size for minimizing (linearly) both energy
consumption and execution time.
II.6 Discussion
It is assumed that EMEM = 10.5nJ is consumed for each access to the DRAM
subsystem. This assumption influences the power consumption and not the com-
putational speed (IPC). The impact of this value depends on factors such as cache
miss ratio and the power consumption of the processor. We have assumed that
energy consumption is proportional with the number of DRAM accesses plus the
energy consumption in processor and cache. For the twolf application with 16
kbytes cache the power consumption is shown in Equations II.5 and II.6. The val-
ues are taken from simulations. By looking at the components in Equation II.5
and comparing this to Equation II.6 it can be seen that a system with conventional
DRAM uses more energy in the processor and less in DRAM memory compared
to destructive-read DRAM, and vice versa. The number of DRAM accesses is
increased from 58 million to 97 million with the destructive-read DRAM configu-
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ration, an increase of 70%. The processor itself consumes 2% less energy since it
executes the task in less time. With higher leakage currents in denser technologies
this difference will be even more significant.
Econv = 13.2J + 58 ∗ 106 ∗ EMEM (II.5)
Edest = 12.9J + 97 ∗ 106 ∗ EMEM (II.6)
For the simulated architecture, technology, and applications, destructive-read DRAM
has slightly higher power consumption. Smaller DRAM memories will result in a
smaller EMEM , and can result in less energy consumption for DRAM due to shorter
computation time. The result is also dependent on processor architecture: More
complex processor will require more static power. Also, denser technology will
have more leakage current and computation time will be more important. These
estimates should be conservative since static power is still not significant at 180 nm
technology.
There are several benefits by using destructive-read DRAM. (1) Cache size can
be reduced by a factor four, decreasing chip area correspondingly [5]. This has a
positive impact on power because each access to the smaller cache consumes less
energy. In dense technologies with high leakage currents this will be even more
the case, since caches have many transistors. (2) Power consumption in CPU is
also reduced since computation time is reduced. However, since the number of
accesses to the DRAM is increased the total power consumption is also increased.
In our simulation models power is increased by 0.5% and 3% for 16 and 2 kbytes
cache respectively. For the same execution time, the frequency and voltage can
be scaled down when utilizing destructive-read DRAM since the instructions per
clock cycle (IPC) is higher. This reduces power consumption, but is not analyzed
in this paper. (3) The performance is increased, in our simulation this is 5% with
16 kbytes caches and 14% with 2 kbytes caches.
In systems with multiple processors and shared memory with cache coherence pro-
tocol, the cache line has to be marked dirty when read so that data is conserved.
For multiple processors with message passing the data has to be read through the
corresponding cache, i.e. the local processor should process the messages in order
to conserve the data.
II.7 Conclusions
Destructive-read DRAM looks promising both from an energy and a speed perspec-
tive. More energy is spent on the DRAM memory and bus, but the execution time
is reduced and energy is saved in the processor. Denser technologies with higher
leakage currents will benefit even more as more energy is wasted when the processor
is stalled waiting for memory access to finish. For the simulated architecture the av-
erage power consumption were increased with 0.5% and 3% while the performance
were increased with 4.9% and 14% for the applications in SPEC2000 benchmark
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for 16 kbytes and 2 kbytes caches respectively. Benefits from using destructive-read
DRAM are increased performance and a reduction of chip area (by reducing cache
size). Lower energy consumption might be possible through voltage-frequency scal-
ing, but this also depends on the configuration and technology used. With higher
leakage currents in denser technologies the destructive-read DRAM will be even
more beneficial as the leakage currents (static power consumption) is higher.
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Abstract
This paper presents a novel technique for dynamic selection of parameters for pre-
fetching heuristics based on the use of shadow tag directories. Previous methods
have been either static, made for a specific prefetching heuristic, or based on phase
detection and tuning. The most flexible of these methods is phase detection and
tuning. However, it has a serious drawback as it degrades performance while ex-
ploring the parameter space, as each configuration is tested on the running pro-
gram. Our approach explores the parameter space using an extra structure called
a shadow tag directory. This allows us to explore the parameter space without
interfering with the running program, such that a larger parameter space can be
explored without impacting performance. This paper examines the performance of
this technique on tagged sequential prefetching, czone/delta correlation prefetching
and reference prediction tables. In addition, we compare our results with a feed-
back directed approach. We show an overall 24% improvement over the best static
sequential prefetcher and an 18% improvement versus feedback directed sequential
prefetching on memory intensive SPEC benchmarks.
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III.1 Introduction
The performance of general purpose microprocessors continue to increase at a rapid
pace, but main memory has not been able to keep up. In essence, the processor
is able to process several orders of magnitude more data than main memory is
able to deliver on time. Numerous techniques have been developed to tolerate or
compensate for this gap, including out-of-order execution, caches, prefetching and
bypassing [9].
By utilizing prefetching, data that has not been referenced before can be inserted
into the cache by analyzing the behaviour of the program and anticipating what
data is needed in the future. Previous prefetching engines, such as sequential [17],
reference prediction tables [4] (RPT) and czone/delta correlation [11] (C/DC), have
static configurations. To provide the best average performance across a multitude
of benchmarks a moderately aggressive prefetching configuration would be used.
This leads to performance degradation on some programs, as the prefetching is
too aggressive, leading to memory bus congestion and cache pollution, while on
other programs the full potential of prefetching can not be achieved because the
aggressiveness is too low.
Consequently, there has been much interest in dynamic parametrization of pre-
fetching heuristics. The idea is to adapt the prefetching heuristic to the running
program by analyzing its behaviour. After analyzing the behaviour of the program,
the parameters of the prefetcher(prefetching degree, prefetch distance, czone size
etc) is adjusted accordingly.
III.1.1 Contributions
This paper investigates a general method for dynamically selecting prefetching pa-
rameters based on a shadow tag directory. Conceptually, a shadow tag directory
is similar to a regular cache tag directory, which allows us to simulate the effects
of altering the prefetcher configuration without interfering with the running pro-
gram [7, 8, 14]. This method can be adapted to new prefetching heuristics with
little effort. In addition, we show the benefit of dynamic parameterization with
a sample heuristic that optimizes for performance by estimating prefetcher useful-
ness and bandwidth usage. The method is then evaluated on the memory intensive
benchmarks in the SPEC2000 suite. We evaluate the technique combined with
three different prefetchers, sequential, C/DC and RPT prefetching. We compare
our scheme to no prefetching, their static counterpart, feedback directed prefetching
and a perfect L2 (a cache that always hits). We show an overall 24% improvement
over the best static sequential prefetcher and an 18% improvement versus feedback
directed sequential prefetching on memory intensive SPEC benchmarks.
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III.2 Previous Work
III.2.1 Feedback Directed Prefetching
A few researchers have investigated dynamic parameterization of prefetching heuris-
tics in the past. A direct method is the feedback-based approach, which measures
accuracy, timeliness and cache pollution caused by the prefetcher at runtime [19].
The values obtained are then fed into a state machine which in turn increases or
decreases aggressiveness accordingly. Feedback directed prefetching estimates pre-
fetcher accuracy by tagging each cache line with a single bit to signify that the
line has been prefetched, but not yet accessed. Two counters are used; one that is
incremented every time a prefetch is issued and another that is increased when a
cache line that has the bit set is accessed. The ratio can then be used to estimate
prefetcher accuracy. If the accuracy is high then the prefetcher aggressiveness is
increased. Prefetcher timeliness and cache pollution is estimated in a similar way.
III.2.2 Tuning
A more general approach to dynamic reconfiguration is tuning. It has been suc-
cessfully used in other areas as well, such as adapting the size of the issue queue to
make it more power-efficient [3]. AC/DC prefetching is an extension of the static
C/DC prefetcher that uses tuning to adapt to program phases [12].
Tuning works by detecting program phase changes by using instruction working
sets, basic block vectors (BBV) and conditional branch counts [6]. When the
program changes phase, it is likely that it will benefit from a reconfiguration of its
resources [5]. The prefetching hardware will then search through the parameter
space and select the best configuration for that phase. Each configuration is tried
for a set amount of time (measured in clock cycles, number of L2 misses etc). When
all the configurations have been explored, the best configuration is then used until
the next phase change. However, as the parameter space grows, the time consumed
by the search can become large. Thus, performance is degraded while the algorithm
searches [15].
Tuning is usually implemented as a state machine with three states: stable, unstable
and tuning [1, 5]. The stable state indicates that the best configuration is selected
for that particular portion of the program. When a program undergoes a phase
change it enters the unstable state. In this state the tuning algorithm simply waits
while the program stabilizes. Once the program has stabilized, the tuning algorithm
enters the tuning state, where it will search for the best selection of parameters.
Efficient tuning relies on good phase detection mechanisms to reliably detect phase
changes and identify similar phases. Phase change detection must be accurate, but
allow for minor changes in program behaviour, so that it doesn’t trigger tuning
unnecessarily.
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III.2.3 Shadow Tag Directories
A shadow tag directory is functionally similar to a regular cache directory. However,
the shadow tag directory does not have a corresponding data array. Its purpose is to
simulate, at runtime, the result of having a different prefetching configuration. Both
directories receive the same memory access stream, and is manipulated accordingly.
Dybdahl et al. used this technique to augment a cache replacement policy for chip
multiprocessors [7]. They used shadow tags for dynamically switching between their
cache replacement policy and the traditional LRU policy, based on their relative
performance. A similar work by Dybdahl et al. used shadow tags to improve cache
partitioning in chip multiprocessors [8]. Simultaneously, Qureshi et al. used shadow
tags1 to switch between a cache replacement policy that optimizes the amount of
memory level parallelism and the traditional LRU policy [14].
Both papers illustrate that the shadow tag directory only needs to contain about
20 sets to be effective. Qureshi establishes this by use of an interesting statistical
proof. Although the two papers differ in the selection of the 20 sets, the results are
similar.
III.3 Methodology
III.3.1 Shadow Tag Controlled Prefetching
We propose a new approach to dynamic tuning of prefetching heuristics by using a
shadow tag directory. Our architecture has two levels of cache and main memory
as shown in Figure III.1. The main prefetching engine is connected to the second
level cache. All second level cache accesses are also propagated to the shadow tag
directory. The shadow tag directory is similar in configuration to the L2 cache, but
does not hold any actual data. It is connected to another prefetch engine running
with an alternative configuration.
The controller is a small unit responsible for reconfiguring the prefetch engines
based on data gathered from the two tag directories. After 20002 cache misses
have occurred in the real L2 cache, the performance of the two configurations are
compared. If the results from the shadow tags are better than the results from
the real L2 cache, then the configuration of the shadow-prefetcher is applied to the
main prefetcher.
In either case, the shadow-prefetcher is then reconfigured, so that another config-
uration is explored.
1Qureshi et al. uses the term auxiliary tag directory.
2Earlier research has by Dybdahl[8] has shown that comparing every 1000 misses is preferable.
We found that an interval of 2000 L2 misses provided more robustness.
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Figure III.1: The proposed architecture. The L1 cache is connected to both the L2
cache and the shadow tag directory. The controller evaluates the performance of
the two configurations and reconfigures the prefetchers accordingly.
The shadow tag directory is similar to the L2 tag directory, every access by the
processor is inserted into the tag directory. In addition, the miss address stream
fed into the shadow-prefetcher which uses this information to generate (simulated)
shadow-prefetches. These shadow prefetches are then inserted into the shadow tag
directory, so that the shadow tag directory reflects the state it would have been in
if the prefetches would have been issued.
To estimate the hardware overhead of using a shadow tag directory we have used
the cache modelling tool Cacti [16]. In 65nm technology the tag directory of the
L2 cache used in this paper uses 0.12 mm2, while the L2 itself uses 7.48 mm2. A
shadow tag array would thus increase the size of the L2 by 1.6%.
However, both Dybdahl and Qureshi [7, 8, 14] have shown that it is only necessary
to replicate 20 of the 512 sets for accurate predictions. In other words, the area
requirements for the shadow tags can potentially be reduced to around 0.005 mm2,
or about an increase in L2 size of 0.06%.
Additionally, it is possible to use the shadow tag directory for other performance
enhancing techniques such as increasing the amount of memory level parallelism [14]
and temporal locality of the cache [7, 8]. Thus this hardware cost can be amortized
across several techniques.
In this paper we have used a full-sized shadow tag directory for our simulations,
replicating all the sets in the original L2 cache.
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III.3.2 Prefetch Configuration Selection Heuristic
The overall goal is to increase performance in terms of IPC (Instructions Per Clock
Cycle). It is not possible to directly measure the effect on IPC by using shadow
tags as they contain no data. By using the methods described by Srinath [19] it is
possible to estimate prefetcher accuracy, timeliness and cache pollution in addition
to the number of cache misses and cache hits.
When a prefetch is issued, a counter is increased (indicating the number of pre-
fetches issued) and a prefetched-bit is set in the corresponding cache line. This bit
is already present when using sequential prefetching, and thus causes no additional
overhead. The first time a cache line with this bit set is referenced by the pro-
gram, the bit is cleared and another counter (indicating the number of successful
prefetches) is increased. By dividing the two numbers, we get an estimate of the
prefetchers accuracy.
A simple method for estimating memory traffic is used. We record the number of
L2 misses that would have occurred if the shadow tag directory configuration was
used. By dividing the number of clock cycles elapsed by the amount of L2 misses,
we get an estimate of the amount of memory traffic that would occur if the shadow
configuration is used.
Initially, the real prefetcher is set to a prefetching degree of zero (or off). The
shadow prefetcher is set to a random prefetching degree (0-16) and a random pre-
fetch distance (0-16) (and a random czone size (4KB-4MB) if applicable). After
2000 L2 misses has occurred, the two configurations are evaluated.
We use a fitness function to evaluate both configurations:
F = Hits− Late
4
− b2BW−T c (III.1)
Our heuristic has three components. First, we use the number of cache hits. Since
we evaluate the two configurations after 2000 L2 misses, this gives us indirectly
a measurement of the hit-ratio. The second component is the number of late
prefetches. Late prefetches are prefetches that have been issued, but have been
issued too late to fully cover the complete memory latency. This component is
estimated by using a prefetch bit in the MSHRs in a similar manner as the method
used by Srinath [19]. To decrease the number of late prefetches a prefetcher needs
to issue prefetches with a larger prefetch distance. The last component is a simple
function depending on the bandwidth usage. We estimate bandwidth usage by
using the number of cache misses that have occurred and the time elapsed, this
number is denoted BW (Bandwidth Usage). To ensure that this component does
not become dominant when there is ample bandwidth available, we subtract a fixed
threshold value from this number (T ).
If the fitness of the shadow tag directory exceeds that of the real cache, the config-
uration of the shadow tag prefetcher is adopted to the real prefetcher. Then a new
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Clock Frequency 4 GHz
Processor Width 4 instructions/cycle
Register Update Unit 64 instructions
Load/Store Queue 32 instructions
Fetch Queue 16 instructions
4 ALUs, 1 Integer Multiply/Divide
Functional Units 4 FPUs, 1 Floating Point Multiply/Divide
Combined, Bimodal 4K entry table, 2-level 1K
table, 10 bit history table, 4K Chooser, 4-way
Branch Predictor 512 entry BTB, 15 cycles miss predict penalty
TLB (D & I) 128 entry full associative, 30 cycle miss penalty
Level 1 D-Cache 8K 4-way, 64B blocks, LRU 2 cycle latency
Level 1 I-Cache 8K 4-way, 64B blocks, LRU 2 cycle latency
Level 2 Cache 512K 8-way, 128B blocks, LRU, 7 cycle latency
Main Memory 160 cycle latency, max bandwidth 9GB/s
Table III.1: The simulation parameters used with SimpleScalar.
random configuration for the shadow tags is chosen and the process is repeated.
III.3.3 Experimental Setup
For the evaluation of this proposed architecture we have extended the Simplesca-
lar [2] simulator with shadow tag directories, prefetching and a new model for
main memory that simulates contention. Our main memory model models DDR2
memory and accounts for split transactions, open/closed pages, burst mode, mul-
tiple channels and pipelining. The setup can be found in table III.1. We used the
reduced data set [10] SPEC2000 benchmarks [18]. This datasets allows us to run
each benchmark to completion. To compensate for the small datasets, the L2 cache
is relatively small compared to the aggressive core. This was done to force more
misses in the L2 cache and further stress the memory subsystem.
Out of the 26 benchmarks in the suite, we have selected the 10 most memory
intensive applications measured in terms of the number of memory accesses per
instruction. On the remaining 16 benchmarks in the SPEC2000 benchmark suite
we observe no significant performance improvement or degradation. This is due
to the entire data set of the benchmark fitting inside the L2 cache, thus giving
little opportunity for prefetching. Thus these 16 benchmarks are omitted in the
remainder of this paper.
124 III.4. Results
 0
 0.5
 1
 1.5
 2
 2.5
M
cf
Sw
im
M
gr
id
Ap
pl
u
Am
m
p
Pa
rs
er
Bz
ip
2
W
up
wi
se
Fa
ce
re
c
Ar
t
H
-m
ea
n
IP
C
Benchmark
No Prefetching
Static
Shadow tags
Feedback directed
Perfect L2
Figure III.2: Performance of dynamic parameter selection on static prefetching.
III.4 Results
We have examined our technique on three different prefetching heuristics, tagged
sequential, czone/delta correlation (C/DC) and reference prediction tables (RPT).
We compare our dynamic scheme to no prefetching, the best static parameter
selection, feedback directed prefetching and a perfect L2 (a L2 that never misses).
The original implementation of feedback directed prefetching included a method
for controlling the insertion policy of prefetched cachelines. This part of feedback
directed prefetching has been omitted to make it easier to compare the two methods.
III.4.0.1 Sequential Prefetching
In figure III.2 we show the performance of the 10 most memory-constrained bench-
marks in the SPEC2000 benchmark using sequential prefetching. First, we observe
that the static configuration leads to degraded performance on both Mcf and Bzip2
compared to the case of no prefetching, while our shadow tag scheme only has a
minor regression on Bzip2. Furthermore, we see significant improvements on the
Ammp benchmark. Shadow tag prefetching gets an IPC of 0.55 while feedback
directed prefetching gets an IPC of 0.46. This is due to the very low accuracy (4%)
of sequential prefetching, which leads feedback directed prefetching to not increase
aggressiveness to the required level. In total we observe a 18% increase in harmonic
mean compared to feedback directed prefetching, 24% improvement over the static
configuration and 48% over no prefetching. In addition, we observe that the largest
regression compared to feedback directed prefetching is 5% (Bzip2).
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Figure III.3: Performance of dynamic parameter selection on C/DC prefetching.
III.4.0.2 C/DC prefetching
In figure III.3 we show the performance of the techniques on czone/delta corre-
lation prefetching. Feedback directed prefetching has no method for controlling
czone size directly, so we have used the best static value for the czone size. We
observe that the static configured C/DC prefetcher shows regressions on Applu
and Facerec. However, shadow tags performs better than both feedback directed
and static prefetching. In addition, the performance on Ammp is increased even
further. Overall, we observe an increase in harmonic mean by 58% compared to no
prefetching, 5.6% improvement versus static prefetching and a 5% improvement ver-
sus feedback directed prefetching. It is worth noting that we observe a significantly
higher prefetching accuracy on C/DC prefetching than sequential prefetching.
III.4.0.3 RPT prefetching
Reference Prediction Tables is a very robust technique. Our results for this pre-
fetching technique is shown in figure III.4. It has a very high prefetch accuracy
(more than 90%), but lower coverage than the other prefetchers. Even with a static
configuration we observe no regressions versus the case of no prefetching. The dy-
namic schemes perform as well or better than the static configuration in all but
two cases: Ammp and Facerec. We observe an increase of 58.2% in harmonic mean
by using shadow tags versus no prefetching. However, the gains versus static pre-
fetching is smaller, only 4.8%. The difference versus feedback directed is minimal,
0.48%. It should be noted that RPT prefetching requires that the address of the
load-instruction is included with every memory request, thus making it expensive
to implement in hardware.
126 III.4. Results
 0
 0.5
 1
 1.5
 2
 2.5
M
cf
Sw
im
M
gr
id
Ap
pl
u
Am
m
p
Pa
rs
er
Bz
ip
2
W
up
wi
se
Fa
ce
re
c
Ar
t
H
-m
ea
n
IP
C
Benchmark
No Prefetching
Static
Shadow Tags
Feedback Directed
Perfect L2
Figure III.4: Performance of dynamic parameter selection on RPT prefetching.
III.4.1 Bandwidth Usage
Prefetching will necessarily increase bandwidth requirements (unless the prefetcher
is 100% accurate). Figure III.5 shows the bandwidth usage for each benchmark.
The numbers have been normalized to the case of no prefetching. Overall, se-
quential prefetching requires a substantially more bandwidth than C/DC or RPT
prefetching. Furthermore, the bandwidth requirements of Ammp and Bzip2 stands
out as excessive. This can be justified, especially on Ammp where performance is
increased by a considerable amount. On average shadow tag prefetching requires
11% more bandwidth for sequential prefetching compared to a static configuration,
while it requires 0.7% more on C/DC prefetching and 3.4% more on RPT prefetch-
ing. However, it should be added that our heuristic is designed to use whatever
bandwidth is available.
III.4.2 Sensitivity Analysis
In this section, we look at some of the parameters that we have used in our heuris-
tic. In figure III.6 we look at how often the reconfiguration occurs (Misses between
reconfiguration) and the number of consecutive checks where the shadow tags must
outperform the real cache for the configuration of the shadow tags to be adopted
(Count). These two parameters do not have a significant impact on the harmonic
mean of IPC. The difference in IPC is only 2.5%. It should be noted that configu-
rations such as 500 L2 misses and a count of 1 is more unstable. Some benchmarks
will benefit greatly, while others gets reduced performance, however, the speedups
and slowdowns evens up over multiple benchmarks.
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Figure III.7: Performance of shadow tag prefetching as a function of the bandwidth
threshold parameter.
Figure III.7 shows the harmonic mean of IPC for the benchmarks as a function
of the bandwidth threshold. The number on the X-axis represents the average
number of clock cycles between memory accesses. A low number denotes that
a configuration with a high bandwidth usage will be penalized less. This graph
shows that if the heuristic is not penalized for using too much bandwidth then
performance drops. It is worth noting the sharp increase in IPC in the interval 20
to 40. This interval represents a bus utilization around 80%.
III.5 Discussion
III.5.1 Parameter Space Exploration
In this paper the configuration to be tested on the shadow tags were chosen ran-
domly across the whole parameter space. We have also experimented with using
hill climbing to explore the parameter space. Hill climbing only looks at small
changes in the configuration and selects the best configuration out of those tested.
A known problem with hill climbing is that it can get stuck in local optima and
thus not find the global optimum. We believe that such local optima are not likely
to be stable as the program runs. However, because hill climbing “moves” slower
across the parameter space, we observed a 18% decrease in performance on some
benchmarks that were too short for the hill climbing technique to converge on a
good solution.
There are other approaches that could be used, such as genetic algorithms and
simulated annealing [13].
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III.5.2 Clearing the Shadow Tags
Initially, we were concerned that not clearing the shadow tag directory between two
configurations would pollute subsequent measurements. We examined the effect of
copying the contents of the real tag directory to the shadow tag directory after
each reconfiguration. We found that copying had little impact on performance (we
observed only a 0.1% improvement by using a copying function). In addition, the
cost of such a mechanism would be prohibitive both in terms of area and power.
III.6 Conclusion
In this paper we present a novel technique for dynamic parameterization of pre-
fetching heuristics. By using this technique we observe an overall improvement in
IPC by 24% over the static configuration and a 18% improvement over feedback-
directed prefetching. However, the relatively large improvements seen on single
benchmarks are equally important. In addition, we observed no regressions against
the case of no prefetching, which makes the method robust and only one regression
against the case of a static prefetcher.
In terms of cost, the L2 is increased in size by 1.6% for an overall gain of 24%. It
might be possible to reduced this to about 0.06% if the methods by Dybdahl et al.
and Qureshi et al. can be used with prefetching. The shadow tag directory can
be used for other purposes as well, such as optimizing memory level parallelism
and enhancing the cache replacement policy, thus amortizing this cost over several
performance enhancing techniques.
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Abstract
The pressure on off-chip memory increases significantly as more cores compete for
the same resources. A CMP deals with the memory wall by exploiting thread
level parallelism (TLP), shifting the focus from reducing overall memory latency to
memory throughput. This extends to the memory controller where the 3D structure
of modern DRAM is exploited to increase throughput.
Traditionally, prefetching reduces latency by fetching data before it is needed. In
this paper we explore how prefetching can be used to increase memory throughput.
We present our own low-cost open-page prefetch scheduler that exploits the 3D
structure of DRAM when issuing prefetches. We show that because of the complex
structure of modern DRAM, prefetches can be made cheaper than ordinary reads,
thus making prefetching beneficial even when prefetcher accuracy is low. As a
result, prefetching with good coverage is more important than high accuracy. By
exploiting this observation our low-cost open page scheme increases performance
and QoS. Furthermore, we explore how prefetches should be scheduled in a state of
the art memory controller by examining sequential, scheduled region, CZone/Delta
Correlation and reference prediction table prefetchers.
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IV.1 Introduction
Chip Multiprocessors have been introduced by virtually all makers of high perfor-
mance processors. CMPs shifts the focus away from the traditional uniprocessor
paradigm, where low latency and instruction-level parallelism (ILP) is important
to a paradigm where throughput and thread-level parallelism (TLP) dominates.
This shift is reflected in the memory subsystem as well, where the memory con-
trollers have traditionally been used to reduce system latency. However, as more
cores are added to a chip, off-chip bandwidth are shared across cores, thus in-
creasing the pressure on this resource and lowering locality in the memory access
stream. Thus, memory controllers have been designed to optimize for maximum
throughput, at the expense of increasing worst-case latency.
This increase in throughput has been made possible by exploiting the 3D structure
of modern DRAM [4]. DRAM is organized in several banks. Each bank is organized
as a matrix of rows and columns of DRAM cells as shown in figure IV.1. In a normal
read operation, a bank and a row is first selected for activation. The charges from
this row of capacitors are then amplified by sense-amplifiers in the DRAM module
and stored in a large latch. Each such row is commonly referred to as a page. A
page is normally about 1KB to 4KB large, whereas a cacheline is typically 64-256B
large. Thus, a page will typically hold several consecutive cachelines. The portion
of the page that was requested is then transferred over the data-bus. When the
page is no longer needed, the memory controller instructs the DRAM module to
write the latch contents back into the DRAM cells, preserving the contents of the
page. This is referred to as closing the page.
Figure IV.1: The 3D structure of modern DRAM.
In terms of latency, opening and closing a page is expensive, while getting data out
of the latches and over the data-bus is comparatively cheap. In addition, there is a
minimum allowed time between opening and closing a page (the minimum activate-
to-precharge latency). Thus a single read is slow, but reading the next cache block
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is relatively cheap as the page is already open and the data is in the latch. This
property is exploited by the First Ready, First Come, First Served (FR-FCFS)
memory controller proposed by Rixner et al. [16]. This type of memory controller
allows accesses that uses an already open page to be scheduled even if the request
is not the oldest.
Traditionally, prefetching has been used to decrease latency for a single operation
by speculatively bringing data into the cache before it is needed. In this paper
we exploit the 3D structure of modern DRAM to demonstrate how prefetching
can be used to increase off-chip bandwidth utilization. Because there is a lower
cost associated with fetching data that resides in an open page, we prefetch this
data, provided that our confidence that the data will be useful is high enough. In
addition, we show that prefetching can be effective at relatively low accuracy, due
to the low cost of piggybacking prefetches compared to single reads. Finally, we
present our low cost open page prefetching scheduling heuristic which exploits this
observation.
IV.2 Previous Work
IV.2.1 Prefetching
Previously, Wei-Fen et al. [8] have examined how prefetches can be scheduled in a
uniprocessor context with Rambus DRAM. They used a dedicated prefetch queue
with a LIFO insertion policy with a scheduled region prefetcher. In addition,
Cantin et al. [2] exploited open pages to increase the performance of their stealth
prefetcher.
There exists a multitude of different prefetching schemes. The simplest is the
sequential prefetcher [18], which simply fetches the next block whenever a block is
referenced. However, more complex types exists as well, such as the CZone/Delta
Correlation (C/DC) prefetcher proposed by Nesbit et al. [12, 13]. C/DC divides
memory into CZones and analyses patterns contained in the reference stream by
using a Global History Buffer (GHB) to store recent misses to the cache. Lin et al.
[9] introduced scheduled region prefetching (SRP) which issues prefetches to blocks
spatially near the addresses of recent demand missed when the memory channel
is idle. Other types, such as the Reference Prediction Table Prefetcher (RPT)
proposed by Chen and Baer [3] examines the pattern generated by a load instruction
with a state machine. Somogyi et al. proposed Spatial Memory Streaming (SMS)
[19]. SMS uses code-correlation to predict spatial access patterns.
IV.2.2 Memory Controllers
Memory access scheduling is the process of reordering memory requests to improve
memory bus utilization. Rixner et al. [16] showed that significant speed-ups are
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possible when memory request reordering is applied to stream processors. In ad-
dition, Shao et al. [17] proposed burst scheduling in which multiple read and write
requests to the same DRAM page are issued together to achieve high bus utilization.
Finally, Zhu et al. [24] showed that it is beneficial to divide the memory requests
into smaller parts, and give priority to the words responsible for a processor stall
in a multi-channel DRAM system.
CMPs, processors with SMT support and conventional shared-memory multipro-
cessors also benefit from memory access scheduling. Zhu et al. [23] showed that
DRAM throughput could be increased in an SMT processor by using ROB and IQ
occupancy status to prioritize requests. Furthermore, Hur et al. [5] use a history-
based arbiter to adapt the DRAM port and rank schedule to the application’s mix
of reads and writes for the dual-core Power5 processor. In addition, Natarajan et al.
[11] showed that a significant performance improvement is available by exploiting
memory controller features in a conventional, shared-memory multiprocessor.
In CMPs, the memory bus is shared between all processing cores and a number of
researchers have looked into how this can be accomplished in a fair way [6, 10, 14,
15]. In general, bandwidth is divided among threads according to their priorities at
the same time as requests are scheduled in a way that improves DRAM throughput.
IV.3 Prefetch Scheduling
A prefetching heuristic can be characterized by using two distinct metrics: Accuracy
is a measure of how many of the issued prefetches have actually been useful to the
processor [22], while coverage measures how many of the potential prefetches have
been issued.
Because prefetching is a speculative technique, there are two potential sources for
performance degradation. Firstly, prefetching consumes additional bandwidth as
some data transferred over the memory bus is not used. Secondly, it can pollute
the cache, by displacing data that is still needed.
The FR-FCFS memory scheduler [16] is a high throughput memory scheduler. It
exploits the 3D structure of modern DRAM by allowing requests that would access
an already open page to bypass the normal FCFS queue. FR-FCFS prioritizes
memory requests in the following manner: 1) Ready operations (operations that
access open pages), 2) CAS (column selection) over RAS (row selection) commands,
and 3) Oldest request first. In addition, reads have a higher priority than writes.
There are two basic ways to introduce prefetching into the FR-FCFS memory
controller. The simplest approach is to insert prefetch requests into the read queue,
as shown in figure IV.2(a). A more sophisticated approach introduced by Lin
Wei-Fen et al. [8] is to use a dedicated queue for prefetches as shown in figure
IV.2(b). In this approach, prefetches are prioritized after writebacks, so the priority
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rule becomes: Prioritize read operations over writeback operations over prefetch
operations.
(a) Conventional prefetch scheduling (b) Dedicated prefetch queue
Figure IV.2: Prefetch scheduling policies
IV.4 Low cost open page prefetching
After a demand read to DRAM is serviced, the page that the demand read resided
in is still open, and in most cases cannot be closed due to the minimum activate to
precharge latency. Other DRAM banks can still be utilized. If a prefetch or read
is issued to this open page, there is little latency as the data requested is already
in the latch. In this paper we refer to this as piggybacking.
By allowing prefetches to piggyback on regular read requests, the cost of prefetching
is effectively reduced. In the dedicated prefetch queue approach, prefetches are only
issued if they can piggyback on another request, or if the bus is idle. Suppose a
processor requires data at locations X1 and X2 that are located on the same page
at times T1 and T2. There are two separate outcomes: If T1 and T2 are sufficiently
close, both requests will be in the memory controller at the same time, and request
2 can piggyback on request 1. Thus the page only needs to be opened once. If
the two requests are sufficiently separated in time, the two requests cannot be
piggybacked on each other, thus forcing the page to be opened twice. This reduces
overall throughput. In the second case, prefetching X2 can increase performance
by both reducing latency and increase memory throughput. However, because
prefetching is a speculative technique, its prediction for what data is needed in
the future might be wrong. Thus, there is a break-even point where the benefit of
prefetching is balanced against the cost of prefetching.
To test this assumption we have conducted experiments on 4 different prefetching
heuristics (Sequential, SRP, C/DC and RPT) with 10 different prefetching con-
figurations (each) on 40 different workloads. We measured the accuracy of the
prefetcher and the IPC improvement (versus a configuration with no prefetching).
Our results are shown in figure IV.3.
In this graph it is clear that most of the points fall into 2 quadrants. One where
accuracy is below 38% and performance is decreased, while another where accuracy
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Figure IV.3: IPC improvement as a function of accuracy
is above 38% and performance is increased.
Our prefetch scheduler exploits this observation by measuring prefetch accuracy
at runtime. If the accuracy falls below a treshold (in our experiments 38%) then
prefetches are no longer piggybacked on open pages and only issued if the bus is
idle.
We use an accuracy estimator similar to the one used by Sriniath et al. [21]. When a
prefetch is issued, a counter is increased (indicating the number of prefetches issued)
and a prefetched-bit is set in the corresponding cache line. This bit is already
present when using sequential prefetching, and thus causes no additional overhead.
The first time a cache line with this bit set is referenced by the program, the bit
is cleared and another counter (indicating the number of successful prefetches) is
increased. By sampling the successful prefetch counter every time the 10 bit issued
counter wraps, we get an estimate of the prefetchers accuracy.
IV.5 Methodology
We used the system call emulation mode of the cycle-accurate M5 simulator [1]
to evaluate our scheme. The processor architecture parameters for the simulated
4-core CMP are shown in table IV.1, and table IV.2 contains the baseline memory
system parameters. We have extended M5 with a crossbar interconnect, a de-
tailed DDR2 memory bus and DRAM model, a FR-FCFS memory controller and
prefetching.
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Table IV.1: Processor Core Parameters
Parameter Value
Processor Cores 4
Clock frequency 3.2 GHz
Reorder Buffer 128 entries
Store Buffer 32 entries
Instruction Queue 64 instructions
Instruction Fetch
Queue
32 entries
Load/Store Queue 32 instructions
Issue Width 8 instructions/cycle
Functional units
4 Integer ALUs, 2
Integer
Multipy/Divide, 4
FP ALUs, 2 FP
Multiply/Divide
Branch predictor
Hybrid, 2048 local
history registers,
4-way 2048 entry
BTB
Table IV.2: Memory System Parame-
ters
Parameter Value
Level 1 Data Cache
64 KB, 8-way set
associative, 64B
blocks, 3 cycles
latency
Level 1 Instruction
Cache
64 KB, 8-way set
associative, 64B
blocks, 1 cycle
latency
Level 2 Unified
Shared Cache
4 MB, 16-way set
associative, 64B
blocks, 14 cycles
latency, 8 MSHRs
per bank, 4 banks
L1 to L2
Interconnection
Network
Crossbar topology, 9
cycles latency, 64B
wide transmission
channel
DDR2 memory
400 Mhz Clock, 8
banks, 1KB
pagesize, 4-4-4-12
timing, dual channel
in lock-step
Our DDR2-implementation [7] models separate RAS, CAS and precharge com-
mands. In addition, we model pipelining of requests, independent banks, burst
mode transfers and bus contention. The FR-FCFS memory controller has a 128
entry read-queue, 64 entry writeback queue and a 128 entry prefetch queue. As the
conventional method of issuing prefetches has no separate prefetch queue, the read
queue has been increased to 256 entries to make comparison more fair in terms of
area. Unless otherwise noted, we use 4KB regions in scheduled region prefetch-
ing, 256KB CZones, a 1024-entry global history buffer and a 16-entry reference
prediction table.
The SPEC CPU2000 benchmark suite [20] is used to create 40 multiprogrammed
workloads consisting of 4 SPEC benchmarks each as shown in table IV.3. We picked
benchmarks at random from the full SPEC CPU2000 benchmark suite, and each
processor core is dedicated to one benchmark. The only requirement given to the
random selection process was that each SPEC benchmark had to be represented in
at least one workload. To avoid unrealistic interference when more than a single
instance of a benchmark is part of a workload, the benchmarks are fast-forwarded a
random number of clock cycles between 1 and 1.1 billion. Then, detailed simulation
is carried out for 100 million clock cycles measured from the clock cycle the last core
finished fast forwarding. As our metric of throughput we have used the average
IPC of all 4 cores. In most cases, performance is measured as the relative increase
in speed compared to the no prefetching case.
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IV.6 Results
IV.6.1 Scheduled Region Prefetching
In figure IV.4 we show the relative performance of each of the prefetch scheduling
policies. In this experiment we use a scheduled region prefetcher (SRP) with 4KB
regions. The conventional and dedicated prefetch queue options give an average
of 14.4% increase in performance versus the no prefetching case, while the average
increase for our scheme is 17.1%. In addition, prefetching causes performance
degradation in 9 out of the 40 cases. Our prefech scheduling policy reduces the
performance penalty on 6 of these workloads. However, a lot of information is lost
in averages. For instance, the performance increased on workload 1 is only 1% in
other schemes, while our method increases performance by 15%. Similar results
can be seen in workload 6, 7, 23, 25, 27, 28, 32 and 38.
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Figure IV.4: Speedup in IPC relative to no prefetching using a FR-FCFS memory
controller.
IV.6.2 Importance of Coverage
In figure IV.5 we show the average relative performance increase by using other
types of prefetchers, including Scheduled Region Prefetching, CZone/Delta Corre-
lation and Reference Prediction Tables. Both C/DC and RPT prefetching have
high accuracy. Because yhe prefetching accuracy is higher than the treshold in
almost all workloads, our method degrades into the dedicated prefetch queue. In
turn, the performance of our prefetch scheduling scheme is almost equal to the
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Figure IV.5: Average speedup in IPC relative to no prefetching.
dedicated prefetch queue scheme. However, this graph shows another interesting
property. Scheduled Region Prefetching, which has a comparatively low accuracy,
outperforms both of the more complex prefetcher heuristics. This is due to it hav-
ing a much higher prefetch coverage. It provides more prefetches with acceptable
accuracy, thus increasing performance.
IV.6.3 Insertion policy
In our scheme and the dedicated prefetch queue scheme there is a separate queue
for handling prefetches. There are multiple possibilities on how to insert new pre-
fetches into the queue. If the prefetch queue is full, then there are two possibilities,
either discard the prefetch or insert the prefetch and evict the oldest prefetch. In
figure IV.6 we show the performance of FIFO and LIFO policies with and without
evictions. From this graph it is clear that evicting old data is beneficial, as well as
using a LIFO policy. Evicting old prefetches is useful, because newer prefetches are
based on newer demand reads, thus increasing both the accuracy and the probabil-
ity that it can be piggybacked. The LIFO policy ensures that the newest prefetches
are given priority over old ones. As shown in the graph, for both techniques, evic-
ing old data is preferable, while a LIFO policy gives marginally better results over
FIFO.
IV.6.4 Treshold parameter
In figure IV.7 we show the average speedup as a function of the required accuracy
(treshold). In effect, setting the treshold to 0% makes the low cost open page
prefetcher a dedicated queue prefetcher. Both RPT and C/DC prefetching have
a very high accuracy, so the treshold doesn’t affect performance until it becomes
too high, effectively disabling prefetching, and in turn degrades performance. In
addition, the peak for both sequential and scheduled region prefetching is relatively
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low (around 20-30 %). This further supports the observation that coverage is more
important as long as accuracy is acceptable.
IV.6.5 Quality of Service
We have measured the maximum slowdown for any thread compared to the case
where no prefetching is performed on each workload to get an indicator of the
quality of service. Figure IV.8 shows the maximum performance degradation as a
function of the number of workloads included. This graph shows three important
properties. Firstly, 25% of the workloads experience no performance degradation
on any thread when doing prefetching. Secondly, our scheme gives consistently
higher quality of service. Using the other scheme 33% of the workloads show a
thread getting a performance degradation of above 10%. In our scheme only 20%
of the workloads show a thread getting more than 10% performance degradation.
Finally, the maximum degradation for any thread for our scheme is only 36%, while
the maximum for the dedicated prefetch queue approach is 49%.
Paper IV 145
-50
-40
-30
-20
-10
 0
 10
0 25 50 75 100
M
ax
im
um
 p
er
fo
rm
an
ce
 d
eg
ra
da
tio
n 
fo
r a
ny
 th
re
ad
Portion of workloads (%)
Dedicated Prefetch Queue
Low Cost Open Page Prefetching
Figure IV.8: Maximum IPC degradation for any thread as a function of workloads.
IV.7 Discussion
Our results show that it is more important to have good prefetching coverage, while
having acceptable accuracy. This is due to the relatively lower cost of piggybacked
prefetches compared to isolated demand reads. Normally prefetch heuristics have
been optimized for maximizing accuracy, so that the impact on bandwidth is as
low as possible. This is due to the assumption that the cost of a single prefetch
is about the same as a demand read. By carefully scheduling prefetches so that
they are piggybacked on normal demand reads, this assumption no longer holds.
We have demonstrated that a simpler, high coverage prefetcher outperforms more
sophisticated high accuracy prefetchers in a bandwidth-constrained, 4-core chip
multiprocessor system.
In our prefetch scheduling heuristic, we have used an accuracy estimator to control
when prefetches should be issued. Other researchers have used such an estimator
to control the aggressiveness of the prefetcher [21]. Such a technique can be used in
conjunction with our scheduler. By using a feedback directed prefetcher, coverage
can be increased while keeping accuracy at an acceptable level, thus providing
higher performance.
Our simulator does not include a power model. However, our scheme piggybacks
prefetches on demand reads. If a prefetch is successful then a later read is not
needed, thus reducing the number of pages opened and closed, which in turn reduces
power consumption in the DRAM module. Prefetching invariably increases bus
traffic as some data transferred is not needed. Our scheme reduces the amount
of useless traffic compared to other schemes by filtering out prefetches with low
accuracy, thereby saving power.
146 IV.8. Conclusion
Table IV.3: Multiprogrammed Workloads
ID Benchmarks ID Benchmarks ID Benchmarks ID Benchmarks
1
ammp, mgrid,
perlbmk, parser
11
vpr, twolf,
applu, eon
21
perlbmk, apsi,
lucas, equake
31
mgrid, equake,
vpr, eon
2
lucas, gcc, mcf,
twolf
12
galgel, crafty,
mgrid, swim
22
vpr, crafty,
vpr, mcf
32
wupwise, gap,
twolf, facerec
3
eon, eon, mesa,
facerec
13
twolf, fma3d,
galgel, vpr
23
gzip, equake,
mgrid, mesa
33
galgel, equake,
lucas, gzip
4
vortex1, ammp,
equake, galgel
14
bzip, vpr, bzip,
equake
24
facerec, applu,
fma3d, lucas
34
facerec, gcc,
facerec, apsi
5
gcc, galgel,
apsi, crafty
15
galgel, crafty,
vpr, swim
25
gap, applu,
parser, facerec
35
mesa, mcf,
swim, sixtrack
6
applu, equake,
art, facerec
16
mcf, wupwise,
mesa, mesa
26
mcf, apsi,
twolf, ammp
36
mesa, sixtrack,
equake, bzip
7
applu, gap, gcc,
parser
17
applu, parser,
apsi, perlbmk
27
swim, sixtrack,
ammp, applu
37
mcf, gap, gcc,
vortex1
8
gap, swim,
twolf, mesa
18
mgrid,
perlbmk, gzip,
mgrid
28
art, fma3d,
swim, parser
38
facerec, lucas,
mcf, parser
9
sixtrack,
fma3d, apsi,
vortex1
19
mcf, sixtrack,
gcc, apsi
29
apsi, gcc,
vortex1, twolf
39
twolf, eon,
mesa, eon
10
ammp, bzip,
equake, parser
20
ammp, gcc, art,
mesa
30
mgrid, gzip,
apsi, equake
40
apsi, apsi, mcf,
equake
IV.8 Conclusion
In this paper we have shown that by carefully scheduling prefetches so that they
piggyback on ordinary demand reads, performance can be increased. This is done
by exploiting the 3D structure of modern DRAM, where opening and closing pages
is an expensive operation. As it becomes more important to issue prefetches that
can be piggybacked on ordinary demand reads, emphasis shifts from high accuracy
to high coverage with acceptable accuracy.
We have demonstrated our own prefetch scheme on a state of the art memory
controller that exploits these findings. Our prefetch policy outperforms traditional
scheduling policies in terms of performance, quality of service and power consump-
tion.
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Abstract
This paper presents a novel prefetching heuristic called Delta Correlating Predic-
tion Tables (DCPT). DCPT builds upon two previously proposed techniques, RPT
prefetching by Chen and Baer and PC/DC prefetching by Nesbit et al. It combines
the storage-efficient table based design of Reference Prediction Tables (RPT) with
the high performance delta correlating design of PC/DC. DCPT substantially re-
duces the complexity of PC/DC prefetching by avoiding expensive pointer chasing
in the GHB and recomputation of the delta buffer.
We show that DCPT prefetching can increase performance by up to 3.7X for single
benchmarks, while the geometric mean of speedups across all SPEC2006 bench-
marks is 42% compared to no prefetching.
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V.1 Introduction
The performance of general purpose microprocessors continue to increase at a rapid
pace, but main memory has not been able to keep up [6]. In essence, the processor
is able to process several orders of magnitude more data than main memory is
able to deliver on time. Numerous techniques have been developed to tolerate or
compensate for this gap, including out-of-order execution, caches and prefetching.
Prefetching predicts what data the processor will need in the future, and fetch that
data from main memory before it is referenced. Most prefetching heuristics work
by finding patterns in the memory access stream and use this knowledge to predict
future accesses.
In this paper we present a new prefetching heuristic called Delta Correlating Pre-
diction Tables (DCPT). DCPT builds upon two previously proposed prefetcher
techniques, combining them and refining the ideas to achieve better performance.
This heuristic provides a significant speedup (42% on average), while only needing
4KB of storage.
V.2 Previous Work
Many prefetching heuristics have been proposed in the past. The simplest is the
sequential prefetcher [8], which simply fetches the next block when there is a miss
in the cache. An improvement over this simple heuristic is the tagged sequential
prefetcher which adds an extra bit per cache line (the tag). This bit is set when a
block is prefetched into the cache. If there is a cache hit on a block where this bit
is set, then the next cacheline is fetched.
Perez et al. [7] did a comparative survey in 2004 of many proposed prefetching
heuristics and found that tagged sequential prefetching, reference prediction tables
(RPT) and Program Counter/Delta Correlation Prefetching (PC/DC) were the top
performers.
V.2.1 Reference Prediction Tables
Reference Prediction Tables is a strided prefetching heuristic originally proposed
by Chen and Baer in 1995 [1]. Although improvements to the original design have
been proposed [2], the basic design is the same.
As the name implies, RPT prefetching is a large table indexed by the address of
the load which caused the miss. Each table entry has the format shown in figure
V.1.
The first time a load instruction causes a miss, a table entry is reserved, possibly
evicting the table entry for an older load instruction. The miss address is then
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PC Last
Address
StateDelta
Figure V.1: Format of a Reference Prediction Table entry.
recorded in the last address field and the state is set to initial. The next time this
instruction causes a miss, last address is subtracted from the current miss address
and the result is stored in the delta (stride) field. Last address is then updated
with the new miss address. The entry is now in the training state. The third time
the load instruction misses a new delta is computed. If this delta matches the one
stored in the entry, then there is a strided access pattern. The prefetcher then uses
the delta to calculate which cache block(s) to prefetch.
V.2.2 PC/DC Prefetching
In 2004, Nesbit et al. [5] proposed a different approach using a Global History
Buffer (GHB). The structure of the GHB is shown in figure V.2.
Index Table
Global History
      Table
10
11
20
21
30
FIFO
100
PC Ptr
PtrAddress
Delta
Delta Table
9
1
9
1
Figure V.2: Example of a Global History Buffer.
Each cache miss or cache hit to a tagged (prefetched) cache block is inserted into
the GHB in FIFO order. The index table stores the address of the load instruction
and a pointer into the GHB to the last miss issued by that instruction. Each entry
in the GHB has a similar pointer, which points to the next miss issued by the same
instruction. By traversing the pointers, the history of the latest misses issued by a
certain instruction can be obtained.
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PC/DC prefetching calculates the deltas between successive cache misses and stores
them in a delta-buffer. The history in figure V.2 yields the following address stream
and corresponding deltas:
Address: 10 11 20 21 30
Deltas: 1 9 1 9
Table V.1: Example delta stream.
The last pair of deltas is (1,9). By searching the delta-stream (correlating), we find
this same pair in the beginning. A pattern is found, and prefetching can begin.
The deltas after the pair are then added to the current miss address, and prefetches
are issued for the calculated addresses.
V.3 Delta Correlating Prediction Tables
Our prefetch heuristic combines the approaches of both RPT and PC/DC prefetch-
ing by using a table based approach to delta correlation. In DCPT we use a large
table indexed by the address (PC) of the load. Each entry has the format shown
in figure V.3.
PC Last
Address
Last
Prefetch
Delta
1
Delta
n
Delta
Pointer
Figure V.3: Format of a Delta Correlating Prediction Table Entry.
The last address field works in a similar manner as in RPT prefetching. Each delta
is initially set to 0 and the delta pointer points to the first delta. The n delta fields
acts as a circular buffer, holding the last n deltas observed by this load instruction
and the delta pointer points to the head of this circular buffer. The buffer is only
updated if the delta is non-zero. Each delta is stored as a n bit value. If the
value cannot be represented with only n bits, a 0 is stored in the delta buffer as an
indicator of an overflow error.
After updating the circular buffer, the deltas are traversed in reverse order, looking
for a match to the two most recently inserted deltas. If a match is found the next
stage begins. The first prefetch candidate is generated by adding the delta after the
match to the value found in last address. The next prefetch candidate is generated
by adding the next delta to the previous prefetch candidate. These candidates
are stored in a temporary buffer. This process is repeated for each of the deltas
after the matched pair including the newly inserted deltas. If a prefetch candidate
matches the value stored in last prefetch, the content of the prefetch candidate
buffer up to this point is discarded.
In the example in table V.1 the last pair of deltas is (1,9). Searching from the
left, we find this pattern at the beginning. The first delta after the pattern is 1.
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This delta is then added to the last address (30), producing a prefetch request for
address 31. The next delta is 9, adding 9 to 31 yields 40, producing a prefetch
request for address 40.
After computing the prefetch candidate buffer, every prefetch candidate is looked
up in the cache to see if it is already present. If it is not present, then it is checked
against the miss status holding registers to see if a demand request for the same
line has already been issued. Third, the candidate is checked against a buffer that
holds other prefetch request that have not been completed. This buffer can only
hold 32 prefetches, if it is full, then the prefetch is discarded. Finally, the last
prefetch field is updated with the address of the issued prefetch.
V.4 Methodology
To evaluate the performance of our prefetcher, we have used the SPEC2006 [9]
benchmarks with the CMP$im simulator [4]. Each benchmark was fast forwarded
40 billion instructions and then a memory trace of the next 100 million instructions
was recorded.
The simulated processor is a 15 stage, 4-wide OoO processor with a 128 entry
instruction window with perfect branch prediction in accordance with competion
rules [3]. A maximum of two loads and one store can be issued per clock cycle. The
L1 is a 32KB 8-way set associative cache with a latency of 1 cycle. In this paper
we use either a 512KB or a 2MB L2 cache, both 16 way set associative with a 20
cycle latency. Main memory has a 200 cycle latency.
The tagged sequential prefetcher was configured with a prefetching degree of 5, and
a distance of 4. The RPT prefetcher has a 256 entry table, a prefetching degree of 16
and a distance of 4. To keep within the 32 Kbit limit set by the competition [3], the
PC/DC prefetcher has a 702 entry GHB and a 32 entry delta buffer. Our prefetcher
was set up with a 98 entry table with 19 12-bit deltas. These parameters were found
experimentally to maximize performance on each prefetcher.
V.5 Results
In figure V.4, we compare the performance of the 4 prefetchers relative to no pre-
fetching in a system with unlimited bandwidth. Prefetching has very little impact
on performance (< 2%) for the benchmarks perlbench, gcc, gobmk, sjeng, gamess,
namd, dealII, povray and tonto and are not shown to conserve space. Furthermore,
the results have been split into two graphs so that the benchmarks showing large
speedups does not dwarf the others and the geometric mean of speedups.
Although DCPT and PC/DC prefetching share the same underlying pattern recog-
nition engine, DCPT is able to capture more of the potential due to a more space-
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Figure V.4: Speedup compared to no prefetching. 2 MB L2 cache with unlimited
bandwidth.
 1
 1.5
 2
 2.5
 3
 3.5
 4
 4.5
 5
lib
qu
an
tu
m
m
ilc
le
sl
ie
3d
G
em
sF
D
TD lb
m
sp
hi
nx
3
S
pe
ed
up
Benchmark
Sequential
RPT
PC/DC
DCPT
 0.7
 0.8
 0.9
 1
 1.1
 1.2
 1.3
 1.4
 1.5
 1.6
bz
ip
2
m
cf
hm
m
er
h2
64
re
f
om
ne
tp
p
as
ta
r
xa
la
nc
bm
k
bw
av
es
ze
us
m
p
gr
om
ac
s
ca
ct
us
A
D
M
so
pl
ex
ca
lc
ul
ix w
rf
G
-m
ea
n
S
pe
ed
up
Benchmark
Sequential
RPT
PC/DC
DCPT
Figure V.5: Speedup compared to no prefetching. 2 MB L2 cache with limited
bandwidth.
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Figure V.6: Speedup compared to no prefetching. 512KB L2 cache with limited
bandwidth.
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efficient implementation. Because there is no penalty for issuing several prefetches,
sequential prefetching performs quite well on several benchmarks but is unable to
capture the patterns observed in milc and leslie3d. Overall, DCPT prefetching
acheives a geometric mean of speedups of 1.31, while PC/DC achieves 1.29.
Our second experiment, shown in figure V.5, limits the bandwidth to one request
per 10 clock cycles. In this configuration there is a more significant performance
difference between DCPT (1.38 geometric mean speedup) and PC/DC (1.32 geo-
metric mean speedup), even though there are several benchmarks where prefetching
has no effect. Again there is a marked difference between DCPT and PC/DC in
both milc and leslie3d.
In figure V.6 we reduce the size of the L2 cache to 512KB. In this case, sequential
prefetching causes a severe slowdown on mcf and astar. However, it is also the top
performer on GemsFDTD. Again, DCPT outperforms the other prefetchers.
Surprisingly, RPT prefetching does not perform very well. This is mainly due to it
being to conservative with respect to bandwidth and at the same time not being
able to detect the same access patterns as PC/DC and DCPT. In this configuration,
DCPT achieves a geometric mean speedup of 1.42 vs 1.33 for PC/DC.
V.5.1 DCPT Parameters
One of the main differences between DCPT and PC/DC is that DCPT stores deltas,
while PC/DC stores entire addresses in its GHB. Because the deltas are usually
quite small, fewer bits are needed to represent a delta than a full address. In figure
V.7 we show the average portion of deltas that can be represented with a given
amount of bits across all SPEC2006 benchmarks. Additionally, the geometric mean
of speedups is plotted as a function of the number of bits used per delta. In this
experiment we have used a 256 entry DCPT prefetcher with 16 deltas per entry.
Although the coverage steadily increases with the amount of bits used, speedup has
a distinct knee at around 7 bits. Thus, high deltas are not useful for prefetching.
In figure V.8 we show the geometric mean of speedups as a function of the number
of deltas per table entry. In this experiment we used 16 bits deltas and 256 table
entries. In effect, increasing the number of deltas increases the prefetch distance
of DCPT, thus the optimal choice will be both processor and program dependant.
However, there is a clear trend that performance flattens after about 14 deltas per
table entry.
Finally, in figure V.9 we show the geometric mean of speedups as a function of the
number of table entries. There is a steady performance improvement up to about
100 table entries. After this point, there is virtually no gain in adding extra entries.
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Figure V.7: Coverage and speedup as a function of the number of bits used to
represent a delta.
V.6 Discussion
Our proposed prefetching technique is quite memory efficient. However, the com-
plexity of calculating each prefetch is high. Each calculation involves searching
the entire length of the deltas for possible matches and then adding the remaining
deltas. Thus, each calculation has a fixed latency as each delta is either used in a
comparison or an addition which lends itself well to pipelining.
Because of the relative infrequency of L2 misses several design points are available
depending on the needed performance and available power and area. At one end
of the spectrum, a single comparator and a single adder is sufficient to implement
DCPT in addition to the memory storage. At the other end, the pattern matching
step can be performed in a single cycle, provided enough comparators, while the
additions can be performed by several pipelined adders.
In all our experiments, we unrealistically assumed that the calculation would not
take any time to perform. We experimented with increasing the delay of the cal-
culation from 1 to 100 clock cycles, and found there was only a minor (< 1%)
performance impact in the same configuration. However, this penalty can be offset
by increasing the number of deltas per entry - indirectly increasing the prefetch
distance and thus timeliness.
In most cases, the patterns observed are quite simple, as they often repeat them-
selves after only a few deltas. We did some initial experimentation with storing
fewer deltas per entry and extrapolate the pattern from those deltas. However,
there was little to gain from this technique, and we chose to eliminate it from the
final design to keep it simpler.
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Figure V.8: Speedup vs. the number of deltas per entry.
Furthermore, because most memory access patterns are relatively stable, the last
prefetch candidate is often the only one that is not filtered out by the last pre-
fetch entry. This observation can be exploited by only calculating the last possible
prefetch candidate.
In our experiments we used n bits to represents the delta range, representing the
values between 2n−1 and −2n−1. We observed more positive deltas than negative
deltas, leading us to believe that adding a bias to the delta might be beneficial. We
did not explore this further as the maximum potential of this technique would be
equal to adding a single extra bit to each delta.
V.7 Conclusion
In this paper we have presented a new prefetching heuristic called Delta Correlating
Prediction Tables (DCPT). DCPT builds upon two previously proposed techniques,
Reference Prediction Tables by Chen and Baer [1] and PC/DC prefetching by
Nesbit et al. [5]. It combines the table based design of RPT and the delta correlating
design of PC/DC, as well as improving upon the ideas.
We show that DCPT prefetching can increase performance by up to 3.7X, while
the average speedup across all benchmarks is 42%. This is an improvement over
PC/DC prefetching by 27.2%.
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Abstract
The potential for destructive interference between running processes is increased
as Chip Multiprocessors (CMPs) share more on-chip resources. We believe that
understanding the nature of memory system interference is vital to achieve good
fairness/complexity/performance trade-offs in CMPs. Our goal in this work is to
quantify the latency penalties due to interference in all hardware-controlled, shared
units (i.e. the on-chip interconnect, shared cache and memory bus). To achieve this,
we simulate a wide variety of realistic CMP architectures. In particular, we vary
the number of cores, interconnect topology, shared cache size and off-chip memory
bandwidth. We observe that interference in the off-chip memory bus accounts for
between 63% and 87% of the total interference impact while the impact of cache
capacity interference can be lower than indicated by previous studies (between 5%
and 32% of the total impact). In addition, as much as 11% of the total impact can
be due to uncontrolled allocation of shared cache Miss Status Holding Registers
(MSHRs).
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VI.1 Introduction
Chip Multiprocessors (CMPs) or multi-core architectures are the prevalent archi-
tecture for modern general-purpose, high-performance processors. In these ar-
chitectures, it is common to share some part of the hardware-controlled memory
system between cores. When multiple processes are run concurrently, the presence
of shared resources makes destructive interference possible. In addition, the on-
chip shared resources are managed by simple hardware policies that are unaware
that the requests belong to different processes. The performance effects caused
by destructive interference are hard to predict since they are a consequence of
the runtime interaction between the memory request streams from co-scheduled
processes. Consequently, destructive interference is an undesirable property and a
considerable research effort has been aimed at developing techniques that reduce
its performance impact [3, 16].
Figure VI.1 illustrates that the current CMP memory systems are unable to pro-
vide predictable performance. To evaluate interference, we use a baseline configu-
ration called the private mode where the benchmark is run in one of the processing
cores while the remaining cores are idle. Consequently, it has exclusive access to
all shared resources. Conversely, all benchmarks in a workload are run concur-
rently and compete for access to the shared resources in the shared mode. Figure
VI.1 shows the private- and shared mode IPCs of all benchmarks in two of our
40 randomly generated workloads. These measurements are taken from the 4-core,
crossbar-based architecture with 4 memory channels which is the architectural con-
figuration with the lowest amount of interference of the configurations used in this
work. In workload 17, facerec and mgrid are heavily impacted by interference
with a performance reduction of 46% and 21%, respectively. However, the perfor-
mance of mcf is only reduced by 1%. This illustrates that the performance impact
of interference can be substantial and that it does not affect all running processes
equally. Furthermore, the performance impact of interference is unpredictable since
facerec is only slowed down by 7% in workload 13. Since these effects are clearly
undesirable, there is a need for architectural techniques that provide predictable
performance and improve fairness.
Previously, cache capacity interference has received a great deal of attention [3, 6,
9, 12, 15, 21] while only a few researchers have proposed techniques that reduce
memory bus interference [16, 17, 19]. Furthermore, there has been little interest in
the details of designing a complete, thread-aware memory system [2, 10, 18]. A first
step towards a unified approach to reducing interference in the hardware-managed
memory system is to develop an understanding of the problem. For instance,
we found that memory bus interference accounts for 64% of the total amount of
interference while cache capacity interference only accounts for 25% with a powerful
4-channel memory bus in our 4-core crossbar-based CMP. When the complexity of
current fair cache sharing techniques is taken into account, the fairness requirements
on the system must be strict for thread-aware cache techniques to be worth the
cost.
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Figure VI.1: Performance Impact of Interference in the 4-core, Crossbar-Based
CMP with 4 Memory Channels
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Figure VI.2: Crossbar-based CMP
In this work, we aim to increase the understanding of the interference problem and
thus help architects achieve good complexity/fairness trade-offs. This understand-
ing is developed through detailed analysis of interference at the memory request
level. Consequently, we are able to analyze both the relative interference impact
of the different shared units as well as the distribution of interference penalties.
Handling memory bus interference yields the largest gain, and we believe that em-
ploying a fairness-aware technique here will be sufficient for many architectures
and usage scenarios. However, we have also observed interference due to shared
cache Miss Status Holding Register (MSHR) allocation which must be handled if
the fairness requirements are sufficiently strict. Finally, we show that the main
driver of memory system interference is insufficient memory bus bandwidth. Since
this parameter is limited by the number of physical pins on a chip and the elec-
tronic characteristics of the circuit board, it is likely that thread-aware memory
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bus schedulers will become a necessity in the near future.
VI.2 Related Work
It is common to aim an interference reduction technique at providing fairness
and/or Quality of Service (QoS). A memory system is fair if the performance re-
duction due to interference between threads is distributed across all processes in
proportion to their priorities [12]. QoS is provided if it is possible to put a limit on
the maximum slowdown a process can experience when it is co-scheduled with any
other process [3]. Furthermore, the allowed slow-down can depend on the priority
of the process. In other words, the objective of fairness techniques is not to remove
interference completely but to equalize its impact on all running processes.
There has been a considerable amount of research on how the performance impact
from interference can be reduced in the hardware-controlled, shared memory sys-
tem. However, most of these studies have focused on a single component of the
entire system. For example, techniques have been proposed to reduce cache capac-
ity interference [3, 6, 9, 12, 15, 21], cache bandwidth interference [20] and memory
bus transfer interference [16, 17, 19]. Unfortunately, a technique that reduces in-
terference in one component is not adequate to provide interference control for
the complete memory system. Consequently, a few researchers have investigated
how a chip-wide resource management technique can be designed. Iyer et al. [10]
proposed a high-level framework for implementing a QoS-aware memory system,
while Nesbit et al. [18] proposed the Virtual Private Machines framework where
a private virtual machine is created by dividing the available physical resources
among applications. In addition, Bitirgen et al. [2] showed how machine learning
can be applied to the resource allocation problem. The focus of these works has
been to partition all shared resources amongst processes according to some allo-
cation policy. In this work, we investigate the impact of interference and provide
guidance on how trade-offs can be handled in resource allocation implementations.
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VI.3 Methodology
VI.3.1 Chip Multiprocessor Architectures
There is still considerable debate regarding the high-level organization of CMPs
[7, 13, 23]. Therefore, we use two different CMP architectures that are similar
to current general-purpose, high-performance CMP implementations for our inter-
ference investigations. Furthermore, we scale these architectures according to the
expected improvements in process technology [8]. The first CMP type uses a cross-
bar interconnect to connect the private L1 caches to a large, shared L2 cache as
shown in Figure VI.2. Unfortunately, the crossbar does not scale in terms of area
[14]. Consequently, we also use a different CMP model where a bi-directional ring
is used as the interconnect. Since the ring has lower bandwidth than the crossbar,
we add a private L2 cache to each processor to reduce the number of accesses to the
interconnect. This is reasonable since the ring uses considerably less area than the
crossbar. Furthermore, the number of processing cores and memory bus channels
can be configured in both processor models which makes it possible to investigate
the impact of memory system interference across a wide range of realistic CMP
architectures. For convenience, we will refer to these architectures by the tuple
c-i-m where c is the number of cores, i is the interconnect and m is the number of
memory bus channels.
VI.3.2 Measuring and Reporting Interference
To gather accurate interference measurements, it is convenient to compare to a
baseline where interference does not occur [4]. In this work, we create such a base-
line by letting the process run in one processing core and leaving the remaining
cores idle. Consequently, the process has exclusive access to all shared resources
and we will refer to this configuration as the private mode. Conversely, all pro-
cessing cores are active and the processes compete for the shared resources in the
shared mode. Mutlu and Moscibroda observed that memory system interference is
related to the memory latencies in the shared and private modes with the formula:
interference penalty = shared mode latency− private mode latency [17].
In our CMP models, there are three shared units: the interconnect, the memory
bus and the shared cache. To assess the interference impact of each of these units,
we partition the memory request latency through the shared memory system as
shown in Table VI.1. For the interconnect, we divide the latency into three types:
entry, transfer and delivery. The interconnect has a finite entry queue. If this queue
becomes full, the interconnect can not accept any more requests and the request is
delayed in the private cache MSHR. We refer to this as Interconnect Entry Inter-
ference if it causes a different delay in the shared mode than in the private mode.
Furthermore, the shared cache can block. In this case, all requests waiting behind
a request for a blocked bank are delayed since reordering requests can cause star-
vation. We refer to interference arising from this situation as Interconnect Delivery
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Table VI.1: Shared Memory System Latency Breakdown
Type Description
Interconnect Entry
The number of cycles a request was kept in the private cache
MSHR before it is accepted into a interconnect queue
Interconnect Transfer
The number of cycles spent in the interconnect queue plus the
interconnect transfer latency
Interconnect Delivery
The number of cycles a request was delayed because a shared cache
bank could not accept requests due to insufficient buffer space
Memory Bus Entry
The number of cycles a request was delayed in a shared cache
MSHR before it was accepted into a memory controller queue
Memory Bus Transfer
The number of cycles a request spent in the memory controller
queue plus the number of cycles used to retrieve the requested data
from DRAM
Cache Capacity
The number of cycles used to service misses that would not occur if
the process had exclusive access to the shared cache
Interference. Finally, Interconnect Transfer Interference is the difference between
the shared mode and private mode latencies when there is no cache blocking.
In the memory bus, we divide the latency into two types: entry and transfer. Again,
the entry delay is the number of cycles the request is kept in an MSHR before it
is accepted into the memory bus queue. If this latency is different for the shared
and private modes, we refer to it as Memory Bus Entry Interference. In addition,
Memory Bus Transfer Interference is the difference between the memory bus queue
latency plus service latency in the two modes. Since there is no buffer allocation in
the shared cache on a response, the memory bus does not have a delivery latency.
Finally, competition for space in the shared cache can lead to Cache Capacity Inter-
ference. Unlike the interference types discussed above, cache capacity interference
does not have a latency value directly associated with it. The key observation is
that if a request experiences a bus transfer latency in the shared mode and no
bus transfer latency in the private mode, we have a miss in the shared cache that
would have been a hit if the process had the entire cache to itself. The extra latency
caused by this event in our CMP models is the number of cycles used to service the
request in the memory bus. Consequently, the latency penalty of cache capacity
interference is the sum of the bus entry latency and the bus transfer latency of the
request.
Figure VI.4 illustrates the two stage process of gathering interference measure-
ments and aggregating them for a single architecture. In the first stage, we
create a compact representation of the measured interference for each benchmark
in all workloads and architectures. First, we record the latency of all shared mode
memory requests and all private mode memory requests. For all shared mode
requests, we find the corresponding private mode request and compute the inter-
ference penalties for all interference types. If there are more than one request for
the same address, we assume that the requests occur in the same order in both the
private and shared modes. Then, we create a histogram representation of the data
by counting the number of requests that experience a certain interference penalty
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Figure VI.4: Interference Measurement Workflow
for each interference type. For example, if a request for memory address 15 expe-
riences 12 cycles of interconnect transfer interference, we add 1 to the interconnect
transfer interference entry at position 12. We refer to this data as the Interference
Penalty Frequency (IPF), and stage 1 of the analysis is complete when we have
created IPF files for all workloads and architectures.
Stage 2 is the process of aggregating the per benchmark IPF files into one file for
each architecture. First, we sum the request counts for each interference penalty
from all files belonging to the architecture of interest. For some of the interfer-
ence types, it is very common to not experience interference. These entries are of
little interest and will dominate the results if we use plot the number of requests
per interference penalty directly. Consequently, we devise a new metric called the
Interference Impact Factor (IIF) that balances the latency penalty of interference
against the probability of it arising (i.e. IIF(i) = i · P (i)). For example, an experi-
ment that results in 15 requests with 3 cycles interconnect transfer interference and
100 requests in total gives IIF(3) = 3 · 15100 . When we have computed the IIFs for
all interference penalties, stage 2 is finished. In most cases, there is a large range of
possible interference values and there is a need to summarize the IIFs for a range
of interference penalties into a single number. To do this, we use the Aggregate
Interference Impact Factor (AIIF) which is simply the sum of the IIFs for all or a
subset of the observed interference penalties (i.e. AIIF(a, b) =
∑b
i=a IIF(i)).
VI.3.3 Processor Model Scaling
To investigate the impact of interference in multi-core architectures, it is important
that reasonable parameters are used to scale the latency, bandwidth and capacity
of the various units in the memory system. To this end, we have used the Interna-
tional Technology Roadmap for Semiconductors [8] to estimate scaling trends and
CACTI 5.3 [25] to find reasonable caches for the multi-core architectures used in
this work. Table VI.2 summarizes the main multi-core model parameters. With
each improvement in feature size, we double the number of processing cores but use
the same core implementation. Furthermore, we follow the ITRS expectation that
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Table VI.2: Architecture Parameter Scaling
Crossbar Based Architecture Ring Based Architecture
4-core 8-core
16-
core
4-core 8-core
16-
core
ITRS Year of Production 2007 2010 2013 2007 2010 2013
Feature Size (nm) 65 45 32 65 45 32
Shared Cache Size (MB) 8 16 32 8 16 32
Memory Bus Channels
1, 2 or
4
1, 2 or
4
1, 2 or
4
1, 2 or
4
1, 2 or
4
1, 2 or
4
Interconnect Latency
(End-to-End/Per Hop) 8/- 16/- 30/- -/4 -/4 -/8
Table VI.3: Cache Parameters (4-core/8-core/16-core)
L1 Private Cache L2 Private Cache L2/L3 Shared Cache
Size 64KB 1 MB 8/16/32 MB
Associativity 2 4 16
Access Latency (cycles) 3/2/2 9/6/5 16/12/12
Cycle Time (cycles) 2 4/3/2 4
MSHRs / WB (per bank) 16MSHRs/4WB 16 16/32/64
Banks 1 1 4
Area (mm2) 2.3/1.1/0.5 14.6/7.0/3.6 94.0/91.9/84.7
the interconnect transfer latency will roughly double with each technology genera-
tion. The only exception is the per hop latency of the 4-core ring architecture which
we assume is limited by the cache cycle time. To account for this latency increase,
we double the ring bandwidth across generations. Since the ITRS projections for
off-chip bandwidth results in a large range of possible pin counts, we simulate all
architectures with 1, 2 and 4 independent memory channels.
Table VI.3 contains the parameters of our scaled on-chip caches. Here, we choose
to keep the percentage of the total chip area occupied by L2 and L3 caches in the
ring-based CMP constant. We use the same shared cache for the crossbar based
CMP, but here we only use two levels of caches. Consequently, we assume that the
area made available by using a two level cache hierarchy is sufficient to implement
a crossbar interconnect. To reduce the shared cache access time and increase the
opportunity for cache access parallelism, we divide the shared cache into 4 banks.
VI.3.4 Simulation Methodology
We use the system call emulation mode of the cycle-accurate M5 simulator [1] for
our experiments. The processor architecture parameters for the simulated CMPs
are shown in Table VI.4. Table VI.5 contains the interconnect and memory bus
parameters, and the cache parameters are outlined in Table VI.3. We have ex-
tended M5 with crossbar and ring interconnects and a detailed DDR2-800 memory
bus and DRAM model [11]. For the shared mode, we generated 40 different 4-core
workloads (Table VI.6), 20 8-core workloads (Table VI.7) and 10 16-core work-
loads (Table VI.8) by picking benchmarks at random from the full SPEC CPU2000
benchmark suite [24]. The only requirement given to the random selection process
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Table VI.4: Processor Core Parameters
Parameter Value
Clock frequency 4 GHz
Reorder Buffer 128 entries
Store Buffer 32 entries
Instruction Queue 64 instructions
Instruction Fetch
Queue
32 entries
Load/Store Queue 32 instructions
Issue Width 4 instructions/cycle
Functional units
4 Integer ALUs, 2
Integer
Multipy/Divide, 4
FP ALUs, 2 FP
Multiply/Divide
Branch predictor
Hybrid, 2048 local
history registers,
4-way 2048 entry
BTB
Table VI.5: Interconnect and DRAM
Interface
Parameter Value
Crossbar
Interconnect
8/16/30 cycles
end-to-end transfer
latency, 32 entry
request queue,
Pipelined (2/4/6
pipe stages)
Ring Interconnect
4/4/8 cycles per hop
transfer latency,
1/1/2 pipe stages
per hop, 32 entry
request queue, 1/2/2
request rings, 1
response ring
Point to Point Link
4/3/2 transfer
latency, 32 entry
request queue
Main memory
DDR2-800, 4-4-4-12
timing, 64 entry read
queue, 64 entry write
queue, 1 KB pages, 8
banks, FR-FCFS
scheduling [22],
Closed page policy
is that a benchmark can only appear once in each workload. These workloads are
fast-forwarded for 1 billion clock cycles before we gather traces for 100 million clock
cycles. For our interference measurement methodology to be accurate, it is critical
to minimize the difference between the memory requests in the shared and private
modes. To ensure this, we use static cache partitioning and an infinite bandwidth
interconnect and memory bus during fast forwarding such that the simulation sam-
ple starts on a similar instruction in both modes. Furthermore, we run the shared
mode experiments first and then retrieve the number of instructions the benchmark
committed. Then, we run the private mode simulation for the exact same number
of instructions.
Since our processor cores are out-of-order, we can get cache misses from wrong
path instructions that only occur in either the private or shared mode. Secondly,
the start and termination of the simulation sample is not perfectly synchronized
between the two modes. Thirdly, our memory controller reorders requests to achieve
high page hit rates which can affect the private cache access patterns and miss
rates. For these reasons, there can be small differences between the private and
shared mode memory request traces. We remove these differences by applying two
preprocessing steps before analyzing the traces. Firstly, we remove the requests
for addresses that only occur in the private or shared modes. Secondly, we remove
the superfluous requests of the mode that has the most requests in the cases where
there are a different number of requests for the same address in the shared and
private modes. These steps result in the removal of 0.1% of the observed requests.
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Table VI.6: Randomly Generated 4-core Multiprogrammed Workloads
ID BenchmarksID BenchmarksID BenchmarksID BenchmarksID Benchmarks
1
mesa,
twolf, art,
vpr
9
crafty,
twolf,
bzip,
perlbmk
17
mgrid,
facerec,
mcf, swim
25
twolf,
crafty,
bzip, art
33
swim, gap,
vortex1,
perlbmk
2
art,
vortex1,
applu,
crafty
10
eon, twolf,
galgel,
crafty
18
equake,
applu,
eon, gzip
26
applu,
gap,
perlbmk,
crafty
34
equake,
twolf,
bzip,
galgel
3
gap, eon,
art,
wupwise
11
vortex1,
eon, art,
equake
19
galgel,
mesa,
gzip, gcc
27
galgel,
facerec,
eon, mesa
35
applu,
eon,
fma3d,
vortex1
4
fma3d,
applu,
parser,
swim
12
gzip,
lucas,
twolf, apsi
20
art, galgel,
parser,
eon
28
vpr,
crafty,
applu,
vortex1
36
lucas,
ammp,
twolf,
fma3d
5
mcf, swim,
gzip,
vortex1
13
facerec,
ammp,
gzip,
equake
21
bzip, gzip,
perlbmk,
eon
29
twolf, vpr,
swim,
wupwise
37
eon,
parser,
bzip, mcf
6
swim,
galgel,
apsi,
applu
14
swim,
sixtrack,
mgrid,
vortex1
22
vpr, swim,
apsi, gcc
30
parser,
mesa,
vortex1,
gcc
38
vpr,
vortex1,
wupwise,
applu
7
gzip,
wupwise,
eon,
equake
15
sixtrack,
fma3d,
parser,
mcf
23
art, applu,
perlbmk,
mesa
31
lucas,
mgrid,
sixtrack,
gap
39
lucas,
mgrid,
swim, gzip
8
sixtrack,
gcc,
facerec,
perlbmk
16
twolf,
galgel,
crafty,
applu
24
facerec,
eon, bzip,
mesa
32
facerec,
galgel,
vpr,
sixtrack
40
gzip,
swim, eon,
fma3d
VI.4 Results
Modern out-of-order processors and memory systems contain a substantial amount
of logic dedicated to hiding memory latency. Since our interference measurement
methodology is latency focused, it is necessary to verify that the observed inter-
ference result in an asymmetric performance reduction. To this end, we use the
fairness metric of Gabor et al. [5]. This metric expresses the difference between the
largest and smallest shared mode slowdowns for one workload and provides values
in the range from 0 to 1 where 1 indicates that the slowdown is the same for all
benchmarks. A value of 0 indicates that at least one benchmark is not making
forward progress.
Figure VI.5 shows the distribution of fairness metric values for all 4-core CMPs used
in this work. Here, we plot the lowest fairness value observed when a certain number
of workloads are taken into account for the different CMP architectures. The
main observation from Figure VI.5 is that many workloads have reasonably good
fairness values. However, there are also workloads where interference leads to large
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Table VI.7: Randomly Generated 8-core Multiprogrammed Workloads
ID Benchmarks ID Benchmarks ID Benchmarks ID Benchmarks
1
ammp, mcf,
vpr, fma3d,
equake,
sixtrack, galgel,
bzip
6
applu, mcf,
perlbmk,
parser, crafty,
eon, galgel,
fma3d
11
ammp, lucas,
wupwise, eon,
twolf, fma3d,
gcc, equake
16
apsi, ammp,
vortex1, vpr,
gap, perlbmk,
art, bzip
2
crafty, vortex1,
facerec, ammp,
bzip, parser,
mcf, perlbmk
7
fma3d, gzip,
lucas, perlbmk,
bzip, apsi,
crafty, gap
12
mcf, galgel,
gap, gzip,
swim, sixtrack,
vpr, fma3d
17
gzip, art,
equake, facerec,
eon, apsi, gcc,
wupwise
3
lucas, vpr,
mesa, apsi,
swim, art, gzip,
twolf
8
swim, gzip,
ammp, facerec,
perlbmk,
equake, gcc,
apsi
13
mesa, fma3d,
gap, lucas,
wupwise,
galgel, sixtrack,
parser
18
perlbmk, gap,
parser, swim,
sixtrack,
fma3d, lucas,
vortex1
4
art, mcf,
perlbmk,
wupwise,
ammp, applu,
mesa, swim
9
gap, mcf, vpr,
apsi, vortex1,
lucas, parser,
applu
14
bzip, mgrid,
facerec, art,
eon, swim,
equake, apsi
19
lucas, mesa,
apsi, fma3d,
mcf, parser,
crafty, gcc
5
eon, apsi,
equake, vpr,
fma3d, facerec,
gcc, vortex1
10
mcf, sixtrack,
vpr, swim,
gzip, mgrid,
ammp, lucas
15
swim, vpr, gap,
facerec, twolf,
sixtrack, mcf,
crafty
20
gcc, perlbmk,
sixtrack,
parser, vortex1,
eon, facerec,
galgel
performance differences between the benchmarks (i.e. low fairness). This supports
the claim that interference-aware techniques are necessary to reduce performance
variability.
Figure VI.6 shows the interference results for all architectures examined in this
work. The main observation is that memory bus transfer interference is the major
interference contributor across all architectures. This trend is also visible in Figure
VI.5. Cache capacity interference is the second most important source of interfer-
ence, but its impact is considerably smaller than the impact of bus interference. In
addition, there are architectures (e.g. 16-CB-4) where the impact of cache capacity
interference is small. Finally, there is more interconnect transfer interference in the
crossbar interconnect than in the ring for the 16-core CMP. This seemingly counter
intuitive result is due to two factors. Firstly, the ring-based architecture has a
private L2 cache that reduces the pressure on the interconnect. Secondly, we do
not increase the number of banks in the shared cache which reduces the parallelism
available in the crossbar.
Figure VI.7 shows the interference distribution for the 4-core CMP for both inter-
connects and all memory bus configurations used in this work. Here, the interfer-
ence impact factors are aggregated into bins of size 300, and we remove all bins
that have a AIIF value of less than 0.35 to improve readability. While Figure VI.6
showed that interference is reduced when more memory bus bandwidth is made
available, Figure VI.7 illustrates that the interference distribution also changes sig-
nificantly. For the bandwidth constrained architectures (e.g. Figure VI.7(a) and
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Table VI.8: Randomly Generated 16-core Multiprogrammed Workloads
ID Benchmarks ID Benchmarks
1
lucas, art, ammp, bzip, sixtrack, vpr,
gzip, fma3d, equake, gcc, vortex1,
facerec, galgel, crafty, apsi, twolf
6
parser, mesa, bzip, vortex1, vpr, fma3d,
gap, gcc, perlbmk, gzip, mcf, crafty, eon,
equake, facerec, galgel
2
lucas, ammp, mgrid, bzip, swim, crafty,
galgel, equake, vortex1, parser, vpr, eon,
wupwise, gzip, twolf, mcf
7
gzip, sixtrack, gap, fma3d, eon, galgel,
perlbmk, art, bzip, ammp, equake, lucas,
parser, facerec, apsi, crafty
3
lucas, ammp, art, bzip, twolf, applu,
facerec, apsi, mesa, eon, swim, galgel,
gzip, crafty, gap, perlbmk
8
perlbmk, gzip, apsi, twolf, wupwise, gap,
vpr, mgrid, galgel, facerec, gcc, eon, mcf,
lucas, fma3d, ammp
4
crafty, twolf, mgrid, applu, wupwise,
swim, parser, fma3d, mesa, perlbmk,
facerec, gcc, lucas, vortex1, galgel, bzip
9
mgrid, art, facerec, gcc, vpr, gzip, parser,
ammp, fma3d, galgel, crafty, applu,
twolf, bzip, mcf, apsi
5
bzip, facerec, vortex1, ammp, gzip, swim,
fma3d, equake, lucas, apsi, applu, vpr,
perlbmk, sixtrack, mcf, mesa
10
apsi, swim, crafty, art, sixtrack, ammp,
galgel, lucas, vortex1, gzip, perlbmk, vpr,
gcc, mesa, gap, equake
VI.7(d)), the interference impact increases to a maximum before it decreases. In
the 4-channel architectures (Figure VI.7(c) and VI.7(f)), the largest interference
impact is in the 0 to 300 bin and the impact decreases rapidly. The interference
impact of the low penalty bins is significantly higher for the 4-channel architectures
but the total impact is lower because of the distribution’s short tail.
Figure VI.7 illustrates that the cache capacity interference impact is heavily de-
pendent on the amount of memory bus interference. The reason is that the cost
of cache capacity interference is the memory bus service time of the additional
requests. Furthermore, the impact from interconnect transfer interference is small
across all architectures. Although this interference type occurs very frequently, the
interference penalty is small which results in a low interference impact. In addition,
there is some interconnect delivery interference in all architectures which is due to
shared cache blocking. The impact from this type of interference is large enough
that it most likely must be dealt with in architectures with strict QoS requirements.
There is also a considerable amount of constructive interference. With the 4-Ring-
1 architecture (Figure VI.7(a)), constructive memory bus interference leads to a
noticeable impact in the -1500 to -1200 cycles bin. This can be explained by taking
into account that our memory controller allows some requests to skip past the queue
to achieve higher page hit rates and better memory bus utilization [22]. For the
interconnect transfer interference, the impact from constructive interference is much
lower. In this case, the constructive interference is due to some benchmarks having
significant interconnect delays when they have the memory bus to themselves. In
the shared mode, memory bus interference reduces execution speed enough that
the interconnect congestion disappears which results in lower transfer delays in the
shared mode.
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Figure VI.8: 16-core Ring Interference Impact
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To illustrate the impact on interference by increasing the number of processing
cores, we show the results of two 16-core ring-based architectures in Figure VI.8.
Here, we use a bin size of 500 and only show bins that have an AIIF value of
1.0 or more. As expected, Figure VI.8(a) shows that there is a large amount
of interference if the memory bus bandwidth is not scaled with the number of
cores. Furthermore, memory bus entry interference has a considerable impact for
this architecture. Consequently, a significant part of the interference is due to
shared cache misses not being accepted into the memory bus queue because it is
full. This further illustrates the need for fair buffer management observed in all
4-core architectures. Figure VI.8(b) shows the effect of increasing the number of
memory bus channels to 4. Here, the distribution has a considerably shorter tail.
However, the impact of the 0 to 500 cycle bin is large which indicates that low-
penalty interference is frequent. In other words, providing more resources reduces
the impact of interference but does not remove it. This indicates that fairness
techniques are useful even when there are no severe performance bottlenecks.
VI.5 Conclusion and Further Work
In this work, we have shown that the impact of interference will increase as more
cores are added to the chip by investigating a variety of realistic CMP architec-
tures with 4, 8 and 16 cores. Consequently, techniques that reduce this interference
are needed in future CMPs. We found that memory bus interference is the major
source of interference and it is responsible for between 63% and 87% of the total
interference impact depending on the architectures. Furthermore, it is unlikely
that this situation will improve in the future as memory bus bandwidth is limited
by the number of physical pins on a chip and the electronic characteristics of the
circuit board. We also observed that cache capacity interference can be a relatively
small part of the total interference impact (between 5% and 32%). Consequently,
adding a fair memory controller might be sufficient to achieve acceptable fairness
and QoS for many near-term architectures. However, we have also observed ar-
chitectures where 11% of the total interference impact is due to the shared cache
MSHR allocation policy for which no solutions are currently known.
In this work, we have developed an understanding of memory system interference
that can be useful for future research. However, we have only investigated CMPs
where no fairness techniques have been implemented. A possible avenue of further
work is to investigate how implementing fairness techniques in one shared unit will
influence the interference impact of the other shared units. For instance, a cache
capacity sharing technique might reduce the overall number of cache misses enough
to reduce the impact of memory bus interference. On the other hand, it can poten-
tially increase the number misses by limiting the cache space available to a process
which might result in more memory bus interference. In addition, we observed that
shared cache blocking and memory controller blocking can be important contribu-
tors to interference in certain architectures. One possible solution to this problem
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is to allocate MSHR entries and memory bus queue space per thread. However, this
must be done carefully to ensure that the provided resources are utilized efficiently.
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Abstract
This paper presents a low complexity table-based approach to delta correlation
prefetching. Our approach uses a table indexed by the load address which stores
the latest deltas observed. By storing deltas rather than full miss addresses, con-
siderable space is saved while making pattern matching easier. The delta-history
can predict repeating patterns with long periods by using delta correlation. In
addition, we propose L1 hoisting which is a technique for moving data from the L2
to the L1 using the same underlying table structure and partial matching which
reduces the spatial resolution in the delta stream to expose more patterns.
We evaluate our prefetching technique using the simulator framework used in the
Data Prefetching Championship. This allows us to use the original code sub-
mitted to the contest to fairly evaluate several alternate prefetching techniques.
Our prefetcher technique increases performance by 87% on average (6.6X max) on
SPEC2006.
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VII.1 Introduction
In 2004, Gracia Perez et al. [13] published a paper that evaluated several prefetching
techniques in a common framework. They found that several techniques were not
as good as the original authors claimed. This discrepancy was due to researchers
using different simulator infrastructure and benchmarks as well as the difficulty in
implementing other techniques due to a lack of documentation. In this work, we
avoid these problems by using the simulation infrastructure and original code from
the first Data Prefetching Championship (DPC-1). This competition was similar
to the earlier JILP Championship Branch Prediction Competition (CBP). In order
to ensure a fair comparison of prefetcher performance, the organizers published a
common simulator framework. Each prefetcher could use a maximum of 4KB of
storage, but there was no limit on prefetcher complexity. Each contestant submit-
ted their code to the competition for evaluation. This code was later published.
This allows us to do a fair comparison with the top three DPC entries using their
submitted code.
Our submission, Delta Correlating Prediction Tables (DCPT), used a table indexed
by the PC of the load [7]. Each table entry stores a large amount of history per
load instruction in the form of deltas. By storing deltas rather than full miss
addresses, we save a significant amount of memory and make pattern matching
easier. Pattern matching is done by using Delta Correlation, originally proposed
by Nesbit et al. [11]. This technique is very effective at detecting patterns with
periods shorter than the amount of history stored.
In this paper, we improve DCPT by proposing DCPT-P which incorporates many
of the lessons learned during DPC-1. We introduce the concept of L1 hoisting,
which is a highly accurate and timely method for moving data into the L1 cache.
L1 hoisting does not require complex additions to the L1 cache which could interfere
with the critical path of the processor. The key idea in L1 hoisting is to first issue
prefetches to the L2 cache with a high prefetch distance, thus ensuring timeliness
in the L2 cache. To further increase performance, we predict when the prefetched
data will soon be used and hoist it to the L1 cache.
Second, we introduce partial matching which is a technique to enhance delta cor-
relation in hard to predict cases such as pointer chasing. Partial matching reduces
the spatial resolution in the delta stream to reveal more possibilities for prefetch-
ing. Thus, this technique increases coverage at the price of reduced accuracy, for
an overall increase in performance.
VII.2 Previous Work
Because of the large gap between the latency of the processor and main memory,
prefetching has a large potential for increasing processor performance. Therefore,
it has been an active research topic for several decades. The simplest prefetcher
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is sequential (next line) prefetching, which simply fetches the next line whenever a
cache line is accessed, thus exploiting spatial locality [15]. Its improvement, tagged
sequential prefetching, uses an extra bit per cache line to indicate that this cache
line was prefetched. When the processor subsequently hits in the cache on a cache
block with this bit set, it fetches the next block.
Reference prediction tables use a table to store the recent history of a single load [1].
Each table entry is indexed by the address of the load and contains the last miss
address as well as the delta (the difference between the address of the latest con-
secutive misses) as well as a state [2]. Then, on the next miss, the delta between
the first miss address and the current is computed and stored in the table and the
entry enters the training state. Finally, on the third miss, a new delta is computed.
If that delta matches the one found in the table, the entry enters the prefetching
state and prefetches are issued by using the computed delta.
The use of a Global History Buffer (GHB) was proposed by Nesbit et al. [11].
A GHB is essentially a FIFO containing the last misses observed by the memory
system. Each entry in the GHB is linked to the previous entry of its class by a
pointer. Because of the versatility of the GHB, a class can be defined in multiple
ways such as belonging to the same memory region (C/DC) or originating from the
same load (PC/DC) [12]. In PC/DC the entries in the GHB belong to the same
class if they originate from the same load instruction.
By traversing the linked list, a miss history can be obtained for that load. This
operation can be expensive in terms of energy and latency as the GHB structure
is read multiple times to generate the miss history. In PC/DC, the deltas between
consecutive misses are computed and stored in a delta table. This operation is
repeated every time a L2 miss occurs. After the history of deltas are computed,
delta correlation begins. Delta correlation means searching for the most recent pair
of deltas in the delta history. If a corresponding pair is found in the delta history,
the deltas after the match is used to predict future deltas.
During the first Data Prefetching Championship (DPC-1) several novel prefetcher
designs were presented. Second place was awarded to GHB-LDB (Global History
Buffer - Local Delta Buffer) which was proposed by Dimitrov et al. [3]. GHB-
LDB improves upon the PC/DC prefetcher by also including global correlation (as
opposed to the local correlation directed by the PC of the load) and most common
stride prefetching. Furthermore, their prefetcher issues prefetches directly into the
L1 cache.
Third place was awarded to Ramos et al. [14] for their multi-level prefetcher based
on the PC/DC concept. Their PDFCM (Prefetching based on a Differential Finite
Context Machine) prefetcher uses a hash-based approach with two tables. The
History Table is indexed by the PC which contains a hashed representation of the
recent history of that entry. This hash points to an entry in the Delta Table which
contains the predicted delta. By computing new hashes based on the predicted
deltas, an arbitrary prefetch degree and distance can be used.
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Figure VII.1: Format of a single DCPT-P entry.
Finally, the winner was the AMPM (Access Map Pattern Matching) prefetcher
proposed by Ishii et al. [9]. Their prefetcher divides memory into hot zones similar
to Czones [12]. Each hot zone is tracked by using a 2-bit vector for each cache line
in that zone. This vector is then analyzed to see if there are any constant stride
patterns in that zone. If there are any patterns, the predicted pattern is prefetched.
VII.3 Delta Correlating Prediction Tables
VII.3.1 Overview
The core of our prefetching heuristic is a table indexed by the PC of the load.
Each entry has the format shown in Figure VII.1. In addition to the PC tag, each
entry holds the last miss address, the address of the last prefetch that was issued
in addition to a circular buffer containing the last n deltas. The circular buffer is
managed by the delta pointer. This field points to the most recently added delta.
This organization has a number of advantages. Each entry holds a comparatively
large history which can be used to predict any repeating pattern as long as the
period is shorter than n − 2. In addition, entries do not compete for space, thus
ensuring that the amount of history per entry is monotonically increasing, which
reduces the risk that prefetches are issued for the same line. Finally, by storing
deltas, rather than full miss addresses it is possible to save considerably memory
space.
In Figure VII.2, we show the portion of deltas we observed that can be represented
as a function of the number of bits used to represent each delta in the table. By
far, the most common delta is one which is to be expected as this represents the
common sequential pattern. As the number of bits per delta increases, the portion
of the deltas we can represent increases monotonically.
Figure VII.2 also plots the performance impact of increasing the number of bits
used to represent a single delta. Interestingly, the speedup has a much steeper
slope than the coverage. Performance rises sharply as one increases the number of
bits up to 12, and then trails off. Although more bits increases the information
content, performance degrades because of false matches (high delta values are often
generated by pointer chasing codes). Thus, performance can be improved and the
memory footprint reduced by limiting the number of bits used.
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Figure VII.2: Impact of increasing the numbers of bits used to represent a delta.
VII.3.2 DCPT-P Implementation
A basic implementation of the DCPT-P pipeline is shown in Figure VII.4. When
there is an access to the L2 cache the same request enters the pipeline. The first
step is to look up the PC of the load in the table. If a corresponding entry is not
found, an old entry is replaced using a LRU replacement policy. This new entry is
initialized with the miss address and the rest of the entry is initialized to zero.
If a corresponding entry is found, we first compute the delta between the current
access and the value stored in last address. If the delta is not zero, then the delta
is stored in the circular buffer and the delta pointer and last address is updated.
In our experiments, the L2 cache uses 128 byte cache blocks. To conserve space we
mask out the lower six bits (64). Thus, a delta of two represents an increment of a
single cache block. As shown by Hur et al. [8], many streams are short (2-4 cache
lines). By using deltas that are smaller than a cache block we enable DCPT-P
to start prefetching without waiting for too many misses to the L2. If we cannot
represent a delta with the available bits, we store a zero instead (not valid). Finally,
the entry is passed on to the pattern matching step.
The pattern matching logic is similar to the logic used in PC/DC [11]. In essence,
we search for the first occurrence of the last pair of deltas in the circular stream.
In Figure VII.3, we show the distribution of match locations in a 20 entry circular
delta buffer. There are two peaks. The first peak is at the first possible position
(the last two deltas in the circular buffer matches the first two deltas). This po-
sition represents constant strides or repeating patterns (for example 1-2-1-2-1-2).
However, a match in the first possible position does not necessarily mean that the
other stored deltas are redundant. Consider a blocking implementation of a ma-
trix multiply. In this situation, the access pattern would be a series of sequential
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Figure VII.3: Position in the circular buffer where a match is found.
accesses followed by a large stride when the blocking algorithm moves to the next
row, which in turn would be followed by a series of sequential accesses. By stor-
ing multiple deltas in this manner, this behaviour can be effectively captured by
DCPT-P. The last peak (at 19) represent situations where the pattern is not found.
This data point is included to illustrate the amount of times no pattern is found.
Our implementation of the pattern matching step uses several comparators working
in parallel in combination with a priority encoder as shown in Figure VII.5.
The next step is to generate prefetch candidates. The first prefetch candidate is
generated by adding the first delta after the match to the current miss address.
The second prefetch candidate is generated by adding the second delta after the
match to the previous miss address. This is done for all deltas after the match.
Thus, by increasing the number of deltas per table entry the prefetch distance is
also increased.
Table VII.1: Example delta stream.
Address: 10 11 20 21 30
Deltas: 1 9 1 9
As an example, consider the stream shown in Table VII.1. In this example, time
increases to the right (i.e. the most recent address observed is 30). The last pair of
deltas is thus (1,9) (Marked with boldface). We search for this pair of deltas and
find the same pair of deltas in the beginning of the stream (Marked with italics).
The next delta after this match is 1. We then add 1 to the last last address (30)
and obtain 31. This is our first prefetch candidate. The next delta is 9. In a similar
manner we add 9 to the previous prefetch candidate and obtain 40. We repeat this
procedure for all the deltas in the circular buffer.
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Figure VII.5: Pattern matching implementation.
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This approach generates several redundant prefetches so prefetch filtering is needed.
The most important mechanism is the last prefetch field in each entry. This entry
keeps the address of the last prefetch issued by that entry. If a candidate is made
that matches the last prefetch field during prefetch candidate generation, all pre-
vious prefetch candidates are dropped. In the steady state, this ensures that only
a single prefetch is issued.
We use a 32 entry pending prefetch buffer to store the prefetches that have been
issued. This table serves a dual purpose; first it is checked prior to issuing a
prefetch request, thus eliminating redundant prefetches. Second, by only allowing
32 outstanding prefetch requests we limit the amount of bandwidth used by the
prefetcher and the probability of severe bandwidth contention.
VII.3.3 L1 Hoisting
Although the greatest latency is from the last level cache to the main memory, there
is a significant performance potential to prefetching into the L1 cache. However,
due to its limited capacity, cache pollution becomes a significant problem. To avoid
this, highly accurate and timely prefetches are needed. In addition, because the
L1 cache is on the critical path it becomes much more difficult to construct large
and complex prefetch heuristics that interact with the L1 access stream without
degrading overall performance.
To overcome this problem we propose L1 hoisting. L1 hoisting is a natural addition
to DCPT-P. DCPT-P is highly accurate, but issuing prefetches directly into the L1
cache brings the data in too early and displaces data that is currently needed, which
in turn reduces overall performance. Our solution is prefetch hoisting. The first
prefetch candidate that is generated is treated as a candidate for prefetch hoisting
as well. This candidate is predicted to be the next required by the processor. In the
steady state, this candidate has already been prefetched into the L2 by an earlier
miss by the same load. Thus, we check if this block is present in the L2. If it
is present, then the block is moved (hoisted) into the L1. Even though prefetch
distance is low (only one block) it is enough to be timely, because the latency from
the L1 cache to L2 cache is much lower than the latency from L1 to main memory,
VII.3.4 Partial Matching
DCPT captures most regular repeating patterns. However, many programs exhibit
more complex and irregular patterns. Consider the code from soplex shown in
Listing VII.1. Although the load in line 7 might seem hard to predict there is some
structure to the addresses issued. One pattern of deltas we observed was -2, -1, 4,
-2, -3, -3, -1, 3. In this case, there are no repeating pair of deltas, but most deltas
are small. Because the observed deltas are so small, using previous deltas to issue
new prefetches might be beneficial. Another pattern we observed was 9, 9, 9, 9, 9,
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1 for (i = x.size (); i-- > 0; ++xi) {
2 svec = const_cast <SVector *>(& A[*xi]);
3 elem = &(svec ->element (0));
4 last = elem + svec ->size ();
5 y = vl[*xi];
6 for (; elem < last; ++elem)
7 v[elem ->idx] += y * elem ->val;
8 }
Listing VII.1: Loop from 450.Soplex
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Figure VII.6: Speedup of Sphinx as a function of LSB masked in partial matching.
-54, 73, 9, 9, 9. In this case, a regular pattern is interrupted by an abrupt jump.
Simply prefetching using the most common delta (9) would be preferable.
In this work, we propose a general approach to exposing such patterns called partial
matching. If a pattern is not found using the exact match, we try partial matching.
In essence, we reduce the spatial resolution by masking out the least significant bits
and try to find a match using only the MSB’s of the delta. This allows us to issue
prefetches in both of the cases above.
In Figure VII.6, we show the speedup of the benchmark sphinx as a function of
the number of LSB masked. Increasing the number of masked bits increases the
number of prefetches issued. In the case of Sphinx, many of these prefetches are
hits, but in other benchmarks increasing the number of masked bits increases the
probability of cache pollution and wasted bandwidth.
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VII.4 Methodology
Gracia Perez et al. [13] showed that the choice of simulator and benchmarks as well
as the implementation of other data cache mechanisms can severely bias the results
when evaluating prefetcher performance. Therefore, to evaluate our prefetcher
proposal we have used the Data Prefetching Championship (DPC-1) simulator
framework [4] as well as the code submitted by the contestants to the competition.
The simulator framework is based on the CMP$im simulator [10]. This framework
models a simple 15 stage, 4 wide out-of-order core with a 128-entry instruction
window. The core can issue a maximum of two loads and a single store each cycle.
The framework models a two level cache hierarchy, consisting of a 32KB, 8-way L1
cache with 64B cache lines. The L2 is a 2MB 16-way set-associative cache with 128
Byte cache lines and a LRU replacement policy. The second level cache has a 20
cycle latency, while main memory has a 200-cycle latency. Each cache is coupled
with a queue for storing outstanding requests to the next level in the hierarchy.
These queues issues requests in FIFO order and does not prioritize demand requests
over prefetch requests [4]. The queue to main memory issues one request per 10
clock cycles, while the queue to the L2 issues 1 per clock cycle. This simulator
setup was referred to as configuration 2 in DPC-1.
For our experiments we have generated traces for the SPEC2006 [16] benchmark
suite. Each benchmark was fast forwarded by 40 billion instructions and then
executed for 100 million instructions. The benchmarks were compiled with the
Intel C Compiler version 10.0.
To evaluate the performance of our prefetching heuristic we have selected 5 state-
of-the-art prefetchers. In the study by Gracia Perez et al. [13] mentioned earlier,
Reference Prediction Tables [1] and PC/DC using a GHB [11] were found to give
the highest performance. Therefore, we have implemented these two approaches
with the same 4KB limitation. In addition, we have selected the top three per-
formers from DPC-1. The contestants’ prefetching code was made public after the
competition so we have used their code without modification. The top performers
were AMPM [9], PDFCM (Maxperf) [14] and GHB-LDB [3].
To keep within the same 4KB limit imposed on the other prefetcher implementa-
tions we have used a 95 entry table with 20 12-bit deltas. On the pattern matching
pass with partial matching we mask the low 8 bits of the delta. The pending
prefetch buffer can hold a maximum of 32 requests.
VII.5 Results
We begin our evaluation by comparing the performance of our prefetcher to the
top three DPC-1 prefetchers, Reference Prediction Tables and PC/DC with the
SPEC2006 benchmark suite. The results are shown in Figure VII.7 and VII.8. In
all of the results presented in this paper, speedup refers to a speedup compared
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Figure VII.7: 2 MB L2 cache. Benchmarks with large speedups.
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Figure VII.8: 2 MB L2 cache. Benchmarks with small speedups.
to a baseline where no prefetching is performed. Because there is a wide range of
speedups (up to 6.6X) we have opted to use two graphs to increase readability. In
addition, we do not show the benchmarks dealII, gobmk, tonto, perlbench, sjeng,
gamess, namd, povray. In all of these benchmarks, the performance impact of
prefetching was less than 5% for all the prefetchers. In cases where the simulation
did not terminate within 48 hours we show an speedup of 0, rather than tampering
with the original code.
Overall, DCPT-P shows good performance across all benchmarks. DCPT-P is
the best performing prefetcher on 11 of the 21 benchmarks shown. The good
performance of both soplex and sphinx3 is due to partial matching. Leslie3d and
milc benefits greatly from the L1 hoisting technique. Also, it is worth noting that
GHB-LDB performs very well on xalncbmk, mcf and omentpp. This is due to the
global (intra-PC) analysis done by this type of prefetcher. However, GHB-LDB
performs worse than it’s predecessor, PC/DC, on GemsFDTD and libquantum.
Although both GHB-LDB and PDFCM both extends PC/DC, their performance
is on average almost equal. Although AMPM prefetching is not the best prefetcher
for any single benchmark, it nevertheless achieves signifcant speedups across the
entire benchmark suite. On average, DCPT-P provides an arithmetic mean speedup
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Figure VII.9: 512KB L2 cache. Benchmarks with large speedups.
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Figure VII.10: 512KB L2 cache. Benchmarks with small speedups.
of 87%. AMPM, GHB-LDB and PDFCM has speedups of 50%, 32% and 44%
respectively.
In Figure VII.9 and VII.10 we reduce the L2 capacity to 512KB. This is the same
configuration as config 3 in DPC-1. Overall, we observe the same general trends.
The most significant changes from reducing the size of the L2 can be observed
on leslie3d, calculix, bzip2 and h264ref. In this configuration PDFCM causes per-
formance degradation on astar and omnetpp. Surprisingly, RPT prefetching is the
best prefetcher on astar. On this benchmark, most of the other prefetchers has very
high miss rates, especially when prefetching into the L1 cache. Thus, the more con-
servative prefetcher performs well. Additionally, the benefits of GHB-LDB on mcf,
omnetpp and xalncbmk increases.
Figure VII.11 and VII.12 provides insight into the relative performance benefits of
the three techniques proposed in this work. Undoubtedly, the basic DCPT design
is responsible for most of the performance gain. This is because it is responsible
for bridging the last level cache to main memory gap and thus has the most poten-
tial. Both Partial matching and L1 hoisting contribute to the overall performance.
Interestingly, the effects of the two does not seem to be cumulative, but rather
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synergistic. For instance, on libquantum, switching off partial matching reduces
performance somewhat. Switching off L1 hoisting reduces performance even more,
but there is no difference between this configuration and switching both L1 hoisting
and partial matching off. On both omnetpp and astar we see that partial matching
actually causes a performance degradation. This effect is due to the much lower
accuracy of partial matching, which in turn causes bandwidth saturation.
VII.5.1 Area and performance trade-offs
So far, we have focused our attention on performance. However, it is possible to
optimize for area as well. The largest structure in DCPT-P is the table holding the
entries. In this section, we explore the area and performance trade-off of changing
some of the key table parameters. In Figure VII.13, we show the performance
impact of increasing the number of deltas in each entry. The speedups are reported
relative to the same case with no prefetching. Although the unlimited bandwidth
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case has higher absolute performance, the relative speedup of prefetching is lower.
Increasing the number of deltas has three distinct effects. Firstly, it increases
the probability of a match, thus the number of prefetches increases. Secondly, it
increases the effective prefetch distance. Finally, it increases power and area as the
number of comparators has to be increased. Although DCPT-P is highly accurate,
a large prefetch distance can cause problems, because blocks are fetched too soon.
This poses a problem because the blocks may be either evicted before they are
used and/or displace other data that is currently needed. This effect can be seen
by examining the difference between the 2MB and 512K cases in Figure VII.13.
In the 512K case, performance starts to drop after about 18 deltas, and declines
faster than in the 2MB case. Additionally, the knee in the graph in the bandwidth
unlimited case is shifted to the left compared to the bandwidth limited cases. This
suggests that a higher prefetching distance can mask some transient bandwidth
contention as well.
In Figure VII.14, we show the average speedup as a function of the number of
entries in the DCPT-P table. Performance increases as the number of entries is
increased. After roughly 100 entries there is no performance gain in increasing the
size of the table.
VII.6 Discussion
In the design of DCPT-P we have omitted several interesting design ideas, either
because they provide little performance benefit or that they will increase the overall
complexity of the design and obscure the more central mechanisms in DCPT-P. In
this section, we will discuss some of these design options.
In Figure VII.15, we show the distribution of the number of deltas that has been
registered in a entry when it is replaced. DCPT-P requires at least three deltas
before it can begin prefetching. As such, the wast majority of table entries are
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never used for actual prefetching. Thus, much of the table space is wasted on
inactive table entries. A possible solution is to use two tables. The first table is
a smaller version of the DCPT table, that can hold up to two deltas. If the entry
produces more deltas, then that table entry is promoted into the larger table. A
second approach is to modify the simple LRU replacement policy in the table to
give increased weight to entries with more deltas.
We observed that several of the patterns are simple repeating patterns with a
short period. It is possible to capture much of the benefit of DCPT-P by using
fewer deltas and analyze the delta pattern to see if it repeats. If it does, then the
pattern can be extrapolated. In addition to decreasing the storage requirements
by requiring fewer deltas, this approach also gives the possibility of varying the
prefetch distance dynamically [5, 17].
The pattern matching step is at the core of the DCPT-P heuristic. It is possible
to implement this step in a variety of ways depending on the performance and
area requirements. Our implementation uses several comparators to examine every
possible match location in parallel. To reduce the number of comparators, it is
possible to split this step into multiple stages. Consequently, pattern matching can
be performed in an iterative fashion by reusing the comparators. As previously
shown in Figure VII.3, the probability of finding a match in the beginning of
the delta stream is high. This is because of the prevalence of repeating patterns
with short periods. Thus, the probability of finding a match during the first few
iterations is high, reducing the average latency.
Another possibility is to limit the search to a subset of the deltas, thus reducing the
number of comparators or iterations needed. We investigated limiting the number
of deltas searched for a match. As expected, reducing the probability of finding
a match decreases overall performance because patterns with long periods are not
detected.
Partial matching increases coverage at the cost of decreased prefetcher accuracy.
In our implementation we treat prefetches generated by full and partial matching
equally. In a more bandwidth-constrained environment it might be beneficial to
not treat them equally and only issue prefetches generated by partial matching if
there is ample off-chip bandwidth available [6].
Finally, we looked at allowing partial matching to issue multiple prefetches per
delta. Because partial matching reduces spatial resolution, the deltas after the
match also have reduced resolution. It is possible to compensate for this reduced
resolution by issuing multiple prefetches covering the range of possible LSBs. How-
ever, because partial matching reduces overall accuracy, we found that issuing
multiple prefetches quickly saturated off-chip bandwidth which resulted in reduced
performance.
The simulation framework we have opted to use has some limitations. For instance,
the look-up time of the predictor is not accounted for. Furthermore, a very simple
DRAM model is used, the 4KB storage limit is somewhat arbitrary and techniques
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which can deal with large off-chip meta-data has been developed [18]. Overall, we
chose to use this framework so that a fair comparison with previously proposed
prefetchers could be conducted.
VII.7 Conclusion
In this paper, we have presented a novel low-complexity prefetching heuristic called
DCPT-P. DCPT-P uses a table indexed by the PC of the load. Each table entry
stores a large amount of history per load instruction in the form of deltas. By
storing deltas rather than full miss addresses, we save a significant amount of
memory and make pattern matching easier. Pattern matching is done by using
Delta Correlation, originally proposed by Nesbit et al. [11]. This technique is very
effective at detecting patterns with periods shorter than the amount of history
stored.
We also introduce the concept of L1 hoisting. L1 hoisting is a technique that
combines with DCPT-P to issue highly accurate and timely prefetches into the
L1 cache. To deal with several real-world problems with prefetching, we have
introduced a mechanism called partial matching which reveals previously hidden
patterns by reducing spatial resolution.
Our technique builds upon and expands several ideas presented during the first
data prefetching championship (DPC-1). We have examined the top performers
extensively and extracted key properties of these prefetchers and improved upon
their ideas and synthesised them into a low complexity, storage efficent and high
performance prefetcher. By using the code submitted to the DPC-1 contest we can
be confident that the comparison with other prefetching techniques is accurate. On
average, DCPT-P provides an arithmetic mean speedup of 87% on the SPEC2006
benchmark suite.
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Abstract
Chip Multi-Processors (CMPs) commonly share hardware-controlled on-chip units
that are unaware that memory requests are issued by independent processors. Con-
sequently, the resources a process receives will vary depending on the behavior of
the processes it is co-scheduled with. Resource allocation techniques can avoid
this problem if they are provided with an accurate interference estimate. Our
Dynamic Interference Estimation Framework (DIEF) provides this service by dy-
namically estimating the latency a process would experience with exclusive access
to all hardware-controlled, shared resources. Since the total interference latency is
the sum of the interference latency in each shared unit, the system designer can
choose estimation techniques to achieve the desired accuracy/complexity trade-off.
In this work, we provide high-accuracy estimation techniques for the on-chip inter-
connect, shared cache and memory bus. This DIEF implementation has an average
relative estimate error between -0.4% and 4.7% and a standard deviation between
2.4% and 5.8%.
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VIII.1 Introduction
Chip Multi-Processors (CMPs) commonly share parts of the memory system. While
some CMPs have private caches and only share off-chip bandwidth, other CMPs
share an on-chip interconnect and cache space between cores. This resource sharing
is often beneficial since it can improve resource utilization compared to a private
design and facilitates efficient inter-core communication. However, sharing may
also adversely affect performance when the system resources are insufficient for
co-scheduled processes. This is due to the use of rudimentary hardware policies
like First Come First Served (FCFS) and Least Recently Used (LRU) which were
primarily designed for use in single-core processors. These policies do not provide
predictable resource allocations because processes with higher access frequencies
receive a larger part of the shared resource [11, 15]. Since CMPs often run multipro-
grammed workloads, the performance of a single process can be heavily influenced
by the processes it is co-scheduled with.
Resource allocation techniques that attempt to alleviate interference problems,
commonly aim their effort at improving fairness and/or Quality of Service (QoS).
A memory system is fair if the performance reduction due to interference between
threads is distributed across all processes in proportion to their priorities [9]. QoS
is provided if it is possible to put a limit on the maximum slowdown a process can
experience when co-scheduled with any other process [3]. Nesbit et al. [12] propose
a high-level architecture for resource allocation systems which divide the system
into three independent, cooperating modules. Here, the feedback mechanisms pro-
vide measurements of the current resource utilization and/or the performance of
the running programs. Then, the allocation policy decides on a new and improved
resource allocation and implements this with the allocation mechanisms. Since
resource allocations do not change very often, allocation policies should be im-
plemented in software to achieve flexibility. On the other hand, allocation and
feedback mechanisms that interact closely with the hardware resources, must be
implemented in hardware for efficiency.
In this work, we provide the first detailed implementation of a unified feedback
mechanism for the hardware-managed, shared memory system called the Dynamic
Interference Estimation Framework (DIEF). DIEF dynamically estimates the av-
erage memory latency a process would experience if it had exclusive access to all
shared resources. In addition, DIEF measures the actual shared memory latency to
establish the relative latency impact from sharing effects. Choosing average mem-
ory latency as the interference metric has the advantage that the total interference
latency is the sum of the interference latency of each shared unit. Consequently, the
system designer can choose interference estimation techniques that achieve the ap-
propriate accuracy/complexity trade-off. Since processing cores can hide latency,
an allocation policy needs a performance-oriented feedback mechanism to com-
plement DIEF which can be provided by well-known techniques like performance
counters [19].
In this work, we aim our efforts at providing an accurate DIEF implementation.
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To accomplish this, we develop interference measurement mechanisms for ring and
crossbar interconnects, shared caches and a multi-channel DDR2 memory bus.
These mechanisms are tested on a variety of CMP architectures with 4, 8 or 16
cores, 2 or 3 cache levels and 1, 2 or 4 memory bus channels. DIEF is very accurate
for these architectures and has an average relative estimate error between -0.4%
and 4.7% and a standard deviation between 2.4% and 5.8%.
VIII.2 Background
VIII.2.1 Interference Definition and Metrics
When evaluating CMP memory system fairness, it is convenient to compare to a
baseline where interference does not occur. One way of creating such a baseline is
to let the process run in one processing core of the CMP and leave the remaining
cores idle [5, 10]. Consequently, the process has exclusive access to all shared
resources, and we will refer to this configuration as the private mode. Conversely,
all processing cores are active and the processes compete for shared resources in
the shared mode. We refer to a baseline created in this way as a Single Program
Baseline (SPB).
It is also possible to create a fairness baseline by statically partitioning all shared
resources equally among the processors [3]. We refer to this baseline type as a
Multiprogrammed Baseline (MPB). The main advantage of MPB is that it exists
in the shared mode. Consequently, it is easy to ensure that a fairness technique
does not perform worse than the baseline. However, MPB also has three major
disadvantages. Firstly, it only accounts for interference in the resources that have
been statically and equally partitioned. This can lead to erroneous results if impor-
tant interference sources are missed. Secondly, static and equal division of DRAM
bandwidth does not lead to a static and equal division of latency [11]. The reason
is that the latency of a request depends heavily on which requests was issued before
it. Consequently, it may be difficult to implement a good static and equal sharing
baseline for the memory interface. Finally, the relationship between performance
and resource allocation is rarely linear [15]. Consequently, a process may experi-
ence severe performance degradation in the statically shared baseline. If a fairness
technique then removes this degradation, one might be lead to believe that the
technique also improves throughput when the degradation in fact was due to the
baseline’s suboptimal resource allocation.
These problems can be avoided by using the Single Program Baseline (SPB). Un-
fortunately, SPB does not exist in the shared mode. By definition, it requires that
the performance in the shared mode is compared to the interference-free private
mode. In this work, we provide a feedback mechanism that estimates SPB la-
tency at runtime. We define the interference Ii experienced by a request i as the
difference between the shared mode latency Li and private mode latency Li (i.e.
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Ii = Li−Li). This definition is an extension of the interference definition by Mutlu
and Moscibroda [11].
The shared mode estimate of the private mode latency Lˆi may be different from
the actual private mode latency Li. Consequently, it is important that a feedback
mechanism minimizes the difference between these values. We define the measure-
ment error for request i to be Ei = Lˆi − Li. Since the interference estimate Iˆ is
related to the private mode latency estimate Lˆ by the formula Lˆi = Li − Iˆi, the
feedback mechanism can choose to estimate either Lˆi or Iˆi and compute the other.
A dynamic resource allocation technique will use Lˆ to establish the relative impact
of interference on the different running processes. Consequently, the impact of the
error depends on the shared mode latency L. To account for this we define the
relative error Ei = Ei/Li. We aggregate multiple errors by using the arithmetic
mean, standard deviation and root mean squared error of E and E .
VIII.2.2 Modern Memory Bus Interfaces
Memory bus scheduling is a challenging problem due to the 3D structure of DRAM
consisting of rows, columns and banks. Commonly, a DRAM read transaction con-
sists of first sending the row address, then the column address and finally receiving
the data. When a row is accessed, its contents are stored in a register known as the
row buffer, and a row is often referred to as a page. If the row has to be activated
before it can be read, the access is referred to as a row miss or page miss. It is
possible to carry out repeated column accesses to an open page, called row hits or
page hits. This is a great advantage as the latency of a row hit is much lower than
the latency of a row miss. The situation where two consecutive requests access
the same bank but different rows is known as a row conflict and is very expensive
in terms of latency. DRAM accesses are pipelined, so there are no idle cycles on
the memory bus if the next column command is sent while the data transfer is
in progress. Furthermore, command accesses to one bank can be overlapped with
data transfers from a different bank.
Rixner et al. [17] proposed the First Ready - First Come First Served (FR-FCFS)
algorithm for scheduling DRAM requests. Here, memory requests are reordered
to achieve high page hit rates which result in increased memory bus utilization.
This algorithm prioritizes requests according to three rules: prioritize ready com-
mands over commands that are not ready, prioritize column commands over other
commands and prioritize the oldest request over younger requests.
VIII.3 Shared Memory System Latency Taxon-
omy
The main advantage of measuring interference in terms of average round trip la-
tency through the shared memory system is that the total interference of a single
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Table VIII.1: Memory System Latency Taxonomy
Module Type Description SM PM Int.
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t Entry (ie)
The number of cycles a request is kept in
the private cache MSHR before it is ac-
cepted into an interconnect queue
Liei Liei Iiei
Queue (iq)
The number of cycles spent in the inter-
connect queue
Liqi Liqi Iiqi
Transfer (it)
The number of cycles spent on transfer-
ring the request from source to destina-
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Liti Liti Iiti
Delivery (id)
The number of cycles a request was de-
layed because a shared cache bank could
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buffer space
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The number of cycles used to service a
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had exclusive access to the shared cache
- - Icci
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e
r Entry (me)
The number of cycles a request was de-
layed in a shared cache MSHR before it
was accepted into a memory controller
queue
Lmei Lmei Imei
Queue (mq)
The number of cycles a request spent in
the memory controller queue
Lmqi Lmqi Imqi
Transfer (mt)
The number of cycles the request occupied
the memory data bus
Lmti Lmti Imti
S
h
a
r
e
d
M
e
m
o
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y
S
y
st
e
m
Total
The total number of cycles a request uses
through the entire hardware-controlled,
shared memory system
Li Li Ii
request is the sum of the interference it experiences in each of the shared units.
Consequently, it is possible to independently implement and validate the feedback
mechanism for each source of interference. In this work, we develop a comprehen-
sive view of memory system interference which is shown in Table VIII.1.
The hardware-controlled, shared memory system commonly consists of three types
of units. Firstly, an interconnect is needed to connect the private caches to one
or more shared caches. Secondly, there can be one or more levels of shared caches
with varying sharing degrees. Finally, off-chip bandwidth can be shared between
cores. Although the organization of these shared units will vary from CMP to
CMP, we believe that this model captures the essential types of interference in the
hardware-controlled, shared memory system.
Within these units, the shared resources are either bandwidth or capacity. In the
memory bus and interconnects, bandwidth is the main shared resource. However,
memory requests are kept in finite buffers while waiting for access to the shared
transmission channels. Consequently, there are also different forms of capacity in-
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Figure VIII.1: Dynamic Interference Estimation Framework (DIEF) Architecture
terference in these units. We divide the latency through the units where bandwidth
is the main shared resource into four parts. The entry latency is the latency the
request experiences while waiting to be accepted into the input queue. Then, the
queue latency is the number of cycles it spends in the queue before it is granted
access to the resource. The next latency type is the transfer latency which is the
number of cycles it takes to transfer the request from source to destination. Fi-
nally, it might not be possible to deliver the request if the destination lacks sufficient
buffer space. In this case, the request experiences an additional delivery latency.
There is no delivery latency in the memory bus since the last level cache must be
able to receive responses to avoid deadlocks.
To provide system-wide, latency-based interference measurements, the latency cost
of shared cache interference misses must be established. This problem can be solved
by observing that interference misses are associated with the latency penalty of
retrieving the data from the next cache level or memory. If we assume one level of
shared caches, the cache capacity interference experienced by request i is the sum of
request i’s memory bus entry, queue and transfer latency (Icci = L
me
i +L
mq
i +L
mt
i ).
For convenience, we use the first letter of the shared unit (i.e. i, c or m) and the
first letter of the latency type (i.e. e, q, t, d or c) to produce a two-letter identifier
(e.g. interconnect entry is ie).
VIII.4 The Dynamic Interference Estimation Frame-
work
The purpose of a dynamic interference estimation technique is to provide a reli-
able measure of how memory system interference affects the running processes. In
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Figure VIII.2: Private Memory Bus Emulation
this work, we propose the Dynamic Interference Estimation Framework (DIEF)
that continuously monitors all shared units to provide accurate interference es-
timates. Figure VIII.1 shows DIEF’s high-level architecture where each shared
unit is augmented with extra functionality (not on the unit’s critical path) that
measures interference and/or latencies at runtime. These measurements are con-
tinuously communicated to the Interference Manager which uses it to measure the
shared mode average round trip latency L and create an estimate Lˆ of the private
mode latency L. Since memory bus interference is the interference type with the
largest impact, most of our efforts are directed at estimating this latency type [7].
The operating system must inform DIEF of context switches to ensure that the
measurements are not polluted by the actions of other processes. In the case of
multi-threaded applications, the operating system also needs to instruct DIEF to
treat the application’s set of processing cores as one entity. Without loss of general-
ity, we consider the situation where each core runs one single-threaded application
in the remainder of this work.
VIII.4.1 Estimating Private Memory Bus Latency (Lˆmt, Lˆmq
and Lˆme)
VIII.4.1.1 Estimating Transfer and Queue Latencies (Lˆmt and Lˆmq)
Modern memory bus scheduling algorithms reorder requests to improve memory
bus throughput [17]. Therefore, the execution order of memory requests depend on
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Table VIII.2: Status Bits
S Transfer latency estimation Lˆmt is valid
L Lˆmq and Lˆmt has been computed
W The request is a write
P Entry is private mode only
V Entry is valid
Table VIII.3: Lˆmt Estimates
Next State
Prev. State
Read
Bank i
Write
Bank i
Hit (any bank) 40 40
Miss (any bank) 120 110
Conflict Read Bank i 200 190
Conflict Write Bank i 260 250
Conflict Read Bank j 170 160
Conflict Write Bank j 260 250
the memory bus queue contents and can be very different in the shared and private
modes. However, the arrival order of requests is very similar. Consequently, it is
possible to estimate the private mode execution order by emulating the private sch-
eduling algorithm on the shared mode requests. Then, the private execution order
and bank state determine the transfer latency estimate Lˆmt. The queue latency
Lˆmq can be estimated by following the private execution order and accumulating
transfer latencies.
Figure VIII.2 shows the hardware support needed to emulate a private memory
bus. This hardware is not on the critical path and consists of n Memory Latency
Estimation Buffers (MLEB) (one for each processor). Each time the memory con-
troller receives a request from a certain CPU, it is added to the corresponding
MLEB. When the request is serviced by the memory controller, the state stored
in this buffer is used to estimate its private mode queue latency Lˆmq and transfer
latency Lˆmt. This calculation can be allowed to take on the order of tens of pro-
cessor cycles since the memory bus is commonly clocked at a much lower frequency
than the processing core.
Each estimation entry has a head pointer, a next pointer and a previous pointer.
The previous/next pointers store the private execution order by pointing to the
element that was scheduled before/after the request in the private mode. The head
pointer points to the estimation entry that was the next to be serviced when the
request was added, and it is used to estimate queue latency. Furthermore, each
entry contains five status bits: S, L, W , P and V . These are explained in Table
VIII.2. Finally, the Oldest Valid Pointer points to the oldest valid MLEB entry,
the Oldest Request Pointer points to the oldest non-serviced entry and the Last
Scheduled Pointer points to the most recently scheduled entry.
To improve estimation accuracy, we add the Open Page Emulation Registers. These
where originally proposed by Mutlu and Moscibroda [11] and are used to estimate
whether a request is a page hit, miss or conflict. Here, each register holds the
address of the last accessed memory page. These registers are also used to schedule
requests according to the FR-FCFS scheduling algorithm [17].
Generally, there are more queued requests in the MLEB than in the private mode
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Algorithm 1 Private Memory Bus Queue and Transfer Latency Estimation
procedure estimatePrivateLatencies(Memory request r)
while r not serviced do
Emulate FR-FCFS scheduling of elements within horizon given by the
Page Locality Factor
Initialize request pointer c to point to head(r) and queue latency Lˆmqr to 0
while c is not equal to r and c is scheduled before r do
Increment queue latency Lˆmqr with the transfer latency Lˆmtc of request c
Update c by following the next pointer of c
Invalidate any entries that are no longer needed to compute queue and trans-
fer latencies
return transfer latency Lˆmtr and queue latency Lˆmqr of request r
Arrival Order 
(Buffer Order)
Head Pointer
Execution Order 
(Next/Previous Pointers)
B
120
D
-
E
40
C
40
A
120
Oldest Request Last Scheduled
O
ldest V
alid
Figure VIII.3: Memory Bus Queue and Transfer Latency Estimation Example
memory bus queue since competition for the bus is more severe in the shared
mode. This can result in overestimating the number of page hits if the process
has sufficient page locality. To account for this, we add a parameter called the
Page Locality Factor. This factor determines the number of estimation entries that
should be examined while looking for a page hit. Setting the page locality factor
to 1 assumes no reordering in the private memory system.
If we ignore the effects of shared cache interference, the requests that reach the
memory bus are the ones that are not filtered out by the on-chip caches. Since
we use the same cache hierarchy in the shared configuration and the baseline, the
order of the memory request are nearly identical but their timing will be different.
However, there may be differences resulting from the interleaving of writebacks
and reads since the memory controller may reorder requests differently in the two
configurations. When cache interference is taken into account, the request stream
can be very different. Consequently, the shared cache interference technique should
identify both private- and shared-only requests and communicate this information
to the memory bus interference technique.
Finally, we need to produce estimates of the shared mode queue latency. This can
be accomplished by adding a register for all queue entries and incrementing it with
the memory bus transfer latency every time a request is finished. Alternatively, a
request can be assigned a timestamp on arrival and this timestamp can then be
compared to the value of a counter when the request is issued.
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The Latency Estimation Algorithm Algorithm 1 summarizes the estimation
algorithm for the private memory bus transfer latency Lˆmt and queue latency Lˆmq.
We illustrate the estimation procedure with the example in Figure VIII.3. There
are five queued requests, and request E has just been serviced by the shared mode
memory controller. To determine the transfer latency LˆmtE of E, the estimation
algorithm emulates scheduling requests within the limit given by the Page Locality
Factor. In this example, request A is serviced first and its transfer latency is
estimated. Then, request C is serviced before B since it is a private mode page
hit. Finally, request E is serviced before D since it accesses the same page as B
which gives LˆmtE = 40. Then, we can estimate LˆmqE by following E’s head pointer
to A and accumulating the transfer latencies of all elements between A and E in
the private execution order. Consequently, the queue latency estimate for E is
LˆmqE = LˆmtA + LˆmtC + LˆmtB = 120 + 40 + 120.
There are a number of possible transfer latencies due to different active pages, over-
lapping of commands with data transfers from other banks and timing constraints
regarding when a bank can be precharged. However, we observed that only a small
number of these possible latencies occur frequently in the private mode. Conse-
quently, it is possible to store the most common transfer latencies in a lookup table.
Then, the latency is determined by whether the previous and next requests are to
the same bank and whether they are reads or writes. This lookup table is created at
design time by analyzing the private mode access behavior for the chosen memory
bus type. Table VIII.3 shows the lookup table of the DDR2 memory bus used in
this work.
A private-only entry (P bit set) can be invalidated when its latency is not needed
to compute the queue latency of any other element. For shared mode entries, the
latency of the entry must also be computed before it can be deleted. In addition, we
require that the most recently scheduled element is not invalidated. The deletion
algorithm is based on the observation that the head pointer of the oldest undeletable
element e in the arrival order will point to the oldest head element h in the arrival
order. Consequently, we know that all elements after h in the execution order are
needed to compute the queue latency for e. If an entry has been removed due to
insufficient buffer space, we use the last computed transfer and queue latency.
VIII.4.1.2 Estimating Memory Bus Entry Interference Iˆme
When the memory bus queue becomes full, the memory controller blocks and the
requests remain in the shared cache MSHRs. We account for this interference
by observing that the maximum number of requests a processor core can issue
simultaneously is the sum of MSHRs and writeback buffers in the last-level private
cache. Furthermore, the shared buffers will be dimensioned to handle roughly c
times this number of requests (c = number of cores) since too few buffers will lead
to frequent performance bottlenecks. The effect of this observation is that a single
core will not be able to fill the buffers in the shared part of the memory system.
Consequently, any shared mode latency due to memory bus blocking is interference.
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VIII.4.2 Estimating Cache Capacity Interference Iˆcc
To identify shared cache interference misses, we use an Auxiliary Tag Directory
(ATD) [4, 16] per core. Each time a request is received in the shared cache, the
request is inserted into the ATD belonging to the processor that sent the request.
Consequently, the ATD contains the tags the processor would have had in the
shared cache if it was running alone. On each access, we compare the output from
the ATD with the output from the actual cache. If the request is a hit in the ATD
and a miss in the real cache, we store a timestamp and tag the request as a shared
mode only cache miss. This bit is used to keep the request out of the memory
bus private mode latency estimation. When the request has been serviced in the
memory bus and returned to the cache, we retrieve its latency and communicate
it to the Interference Manager as cache capacity interference. We also record if
an ATD entry would have been written to in the private mode. In this case, a
replacement would have triggered a writeback in the private mode. When this
happens, we insert a private mode only writeback request into the memory bus
private mode latency estimation.
In this work, our aim is to accurately measure interference. Consequently, we are
willing to invest a fair bit of area into making the estimates accurate. We use
CACTI version 5.3 [20] to establish that the size of each ATD is roughly 4% of the
shared cache area. Qureshi et al. [16] showed that sampling as few as 16 to 32 sets
can be sufficient to represent cache behavior. With 32 sets, the area of each ATD is
reduced to around 0.01 % of the shared cache area. In DIEF, using set sampling is
not straight forward since the memory bus interference estimation mechanism needs
to know which misses are shared-only interference misses. This problem can likely
be avoided at the cost of reduced accuracy by using an estimated interference miss
probability to select requests for the memory bus interference estimation. The area
overhead can be further reduced at the cost of accuracy and measurement latency
by time multiplexing the ATDs. Work in this direction is underway.
VIII.4.3 Estimating Interconnect Interference (Iˆ ie, Iˆ iq, Iˆ it
and Iˆ id)
The main component of interconnect interference is due to requests having to wait
for access to the shared transmission medium (Iˆ iq). It is easy to measure inter-
ference in the ring and crossbar interconnects used in this work since latency is
independent of access order. If a processor i is not able to issue a request because a
request r from processor j is being transferred, we add the number of cycles request
r occupied the transmission medium for each delayed request from processor i to
the interference estimate. Since the interconnects may be pipelined, the number of
cycles a processor delays another processor may be less than the transfer latency.
In the ring interconnect, the transfer latency depends on which core the process is
scheduled on and this needs to be taken into account when estimating interference.
Again, we assume that all blocking due to full buffers is interference.
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Table VIII.4: CMP Models
Interconnect #CPUs Process Private Cache Shared Cache Memory Bus
Crossbar, 8/16/30
cycles end-to-end
transfer latency, 32
entry queue
4 65 nm 2-way 64KB L1
Data, 2-way 64KB
L1 Inst.
16-way 8MB L2 DDR2-800,
4-4-4-12 timing, 8
banks, 1KB pages,
64 entry read
queue, 64 entry
write queue,
FR-FCFS, Open
Page Policy
8 45 nm 16-way 16MB L2
16 32 nm 16-way 32MB L2
Ring, 4/4/8 cycles
per hop transfer
latency, 32 entry
queue
4 65 nm 2-way 64KB L1
Data, 2-way 64KB
L1 Inst., 4-way
1MB Unified L2
16-way 8MB L3
8 45 nm 16-way 16MB L3
16 32 nm 16-way 32MB L3
VIII.5 Methodology
We use the system call emulation mode of the cycle-accurate M5 simulator [1] for
our experiments and have extended M5 with crossbar and ring interconnects as
well as a detailed DDR2-800 memory bus and DRAM model [8]. We model two
CMP architectures that are similar to current general-purpose, high-performance
CMP implementations and identify these models by the name of the on-chip in-
terconnect (i.e. crossbar or ring). Table VIII.4 summarizes the CMP models used
in this work, and a further discussion of the models is provided by Jahre et al. [7].
The only difference between Jahre et al.’s configuration and ours is that we use an
open page policy in the memory controller. We also use Jahre et al.’s 40 4-core
workloads, 20 8-core workloads and 10 16-core workloads that were generated by
picking benchmarks at random from the full SPEC CPU2000 benchmark suite [18].
The only requirement given to the random selection process is that a benchmark
can only appear once in each workload. These workloads are fast-forwarded for 1
billion clock cycles before we run detailed simulation for 100 million clock cycles.
To achieve synchronized measurements of L and L, it is critical to minimize the
difference between the memory requests in the shared and private modes. To en-
sure this, we use static cache partitioning and an infinite bandwidth interconnect
and memory bus during fast forwarding such that the simulation sample starts
on a similar instruction in both modes. Furthermore, we run the shared mode
experiments first and then retrieve the number of instructions the benchmark com-
mitted. Then, we run the private mode simulation for the exact same number of
instructions.
VIII.6 Results
In this section, we present the results from our experiments with DIEF. When not
otherwise stated, we use our best performing configuration with 8192 requests per
sample, a page locality factor of 3 and a 64 entry bus estimation buffer. These
values were found empirically by extensive simulation.
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Figure VIII.5: Interference Estimation Error Breakdown
VIII.6.1 Estimation Accuracy
Figure VIII.4 shows the average relative error and one standard deviation of all
estimates produced by DIEF. In addition, Figure VIII.4 contains the number of
estimates used to compute these statistics. We use the abbreviations 1C, 2C and
4C to represent 1 memory bus channel, 2 memory bus channels and 4 memory bus
channels, respectively. The main observation is that the average error is close to
zero in all cases. Furthermore, the standard deviation is at most 5.8%.
Figure VIII.5 breaks down the average root mean squared (RMS) error for all ar-
chitectures used in this work. We have removed all interference types where the
average RMS error is less than 2 clock cycles to improve readability. Furthermore,
cache capacity interference is not included since it has no corresponding private
mode latency. Figure VIII.5 shows that most of the measurement error is due to
the memory bus queue estimate Lˆmq. This is not surprising as our queue latency es-
timation model does not cover the case where a request is delayed by page hits that
arrive after it. Furthermore, our model does not accurately predict the difference
between the number of simultaneously queued requests in the two models. How-
ever, given the good average accuracy shown in Figure VIII.4, the measurements
are likely accurate enough to be used by a dynamic fairness technique. Another
observation is that the absolute measurement error is larger in the ring architec-
tures. This is due to poor utilization of the L3 cache because the private L2 caches
reduce the access frequency. Consequently, a cache thrashing process is able to
evict a larger amount of the data needed by a less cache intensive thread which in
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turn puts a larger strain on the memory bus.
To quantify the accuracy of the ATD interference miss estimates, we count the
number of actual misses and the number of interference misses. Here, the shared
mode miss count estimate is computed by subtracting the number of additional
shared cache misses identified by the ATD from the shared mode miss count. Then,
we adapt the relative error metric to cache misses by using the estimated number
of misses Mˆ, the actual private mode number of misses M and the shared mode
number of misses M (E = (Mˆ−M)/M). Figure VIII.6 shows that our ATD-based
interference miss estimation has an average relative estimation error of at most
0.8% and maximum standard deviation of 3.4%.
Figure VIII.7 shows the distribution of the memory bus queue RMS errors for the
4-core CMP models. Here, we represent the measurement error for each instance
of a benchmark by the average RMS error of the estimates for this benchmark.
Then, we sort the average RMS errors such that each point in the figure represents
the maximum average RMS error observed for a certain percentage of benchmarks.
Figure VIII.7 shows that the memory bus queue estimates are very accurate. When
60% of the benchmarks are taken into account, the worst average RMS error ob-
served for any architecture is 20 clock cycles. However, there is a short tail where
the measurement error is significant. Since the average round trip memory latency
is high in these cases, the values are most likely good enough to be used by dy-
namic resource allocation techniques. Finally, the lines stop at 82% for the ring
architecture and 97% for the crossbar architecture because some benchmarks have
too few memory requests to produce any estimates.
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VIII.6.2 DIEF Parameters
In this section, we provide an empirical analysis of DIEF’s main parameters: sam-
ple size, page locality factor and memory bus estimation buffer size. The choice
of sample size is a trade-off between achieving low variability and receiving new
estimates often enough to make high quality resource allocation decisions. Fig-
ure VIII.8 and VIII.9 shows the average relative RMS error and average latency
between estimates for the 8-core architectures. Our choice of 8192 requests per
sample is on the flat part of the error plot and has an acceptable average latency.
Figure VIII.10 shows the average RMS error for different page locality factors. The
general trend is that the page locality factor should be low because there is usually
more locality in the shared mode estimation buffer than in the private memory bus
queues. This is because a larger number of requests are available to the scheduler
in the shared mode due to more competition. A page locality factor of 3 is the best
overall. Finally, Figure VIII.11 shows the error resulting from varying the memory
bus estimation buffer size. Here, 64 entries are necessary to achieve low error for
the ring architecture.
VIII.7 Related Work
A few researchers have addressed the issue of dynamic interference measurement
in CMPs. Cache Scouts [21] is a shared cache interference measurement technique
that estimates interference by counting the number of cache blocks that are evicted
by different processors. Consequently, they assume that all blocks evicted by a
different processor would have been reused which may lead to measurement errors.
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Mutlu and Moscibroda [11] propose a run-time interference measurement technique
that they use to guide a memory bus scheduling algorithm in a system with private
caches.
Most previous studies that aim to improve resource sharing in CMP memory sys-
tems, have focused on a single component of the entire system. For example,
techniques have been proposed to reduce cache capacity interference (e.g. [3, 9]),
cache bandwidth interference [14] and memory bus interference [10, 11, 13]. In
addition, a few researchers have investigated how a chip-wide resource manage-
ment technique can be designed. Iyer et al. [6] proposed a high-level framework for
implementing a QoS-aware memory system, while Nesbit et al. [12] proposed the
Virtual Private Machines framework where a private virtual machine is created by
dividing the available physical resources among applications. In addition, Bitirgen
et al. [2] showed how machine learning can be applied to the resource allocation
problem.
VIII.8 Conclusion
Accurate feedback mechanisms are needed to implement robust resource allocation
systems in future CMPs. In this work, we propose the Dynamic Interference Esti-
mation Framework (DIEF) which is the first detailed implementation of a unified
feedback mechanism for CMP memory systems. DIEF is a collection of techniques
that cooperate to estimate the average memory latency a process would experience
if it had exclusive access to all shared resources. Choosing the average memory
latency as the unit of interference has the advantage that the total memory la-
tency is the sum of the latency in each shared unit. Consequently, CMP designers
can choose estimation techniques that achieve the desired accuracy/complexity
trade-off for each shared unit. In this work, we describe a high accuracy DIEF
implementation which has an average relative estimate error between -0.4% and
4.7% and a standard deviation between 2.4% and 5.8%.
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Abstract
Prefetching is a well-known technique for bridging the memory gap. By predicting
future memory references the prefetcher can fetch data from main memory and
insert it into the cache such that overall performance is increased. Modern memory
controllers reorder memory requests to exploit the 3D structure of modern DRAM
interfaces. In particular, prioritizing memory requests that use open pages increases
throughput significantly.
In this work, we investigate the prefetcher/memory controller design space along
three dimensions: prefetching heuristic, prefetch scheduling strategy and available
memory bandwidth. In particular, we evaluate 5 different prefetchers and 6 prefetch
scheduling strategies. Through this extensive investigation, we observed that prior
prefetch scheduling strategies often cause memory bus contention in bandwidth
constrained CMPs which in turn causes performance regressions. To avoid this
problem, we propose a novel prefetch scheduling heuristic called Opportunistic Pre-
fetch Scheduling that selectively prioritizes prefetches to open DRAM pages such
that performance regressions are minimized. Opportunistic prefetch scheduling re-
duces performance regressions by 6.7X and 5.2X, while improving performance by
17 % and 20 % for sequential and scheduled region prefetching, compared to the
direct scheduling strategy.
Keywords: Memory Systems, Prefetch Scheduling, Prefetching, Oppor-
tunistic Prefetch Scheduling, DRAM, Page Vector Table
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IX.1 Introduction
The pressure on off-chip memory increases significantly as more cores compete for
the same resources. A CMP deals with the memory wall by exploiting thread
level parallelism (TLP), shifting the focus from reducing overall memory latency to
memory throughput. This extends to the memory controller where the 3D structure
of modern DRAM (Figure IX.1) is exploited to increase throughput. Because of
this 3D structure, the latency of a memory operation varies depending on bank
conflicts and open pages. In particular, fetching data from open pages is beneficial
as it has low latency and increases DRAM throughput [14].
Banks
Columns
DRAM
Rows
Figure IX.1: 3D structure of DRAM.
Prefetching reduces latency by fetching data before it is needed. Research has
shown that prefetching can also increase bandwidth utilization by tight integra-
tion of the prefetcher with the memory controller [4, 8]. This is achieved through
prioritizing prefetches based on prefetcher accuracy, available memory bandwidth
and interaction with open pages. Fetching data from an open page has a much
lower cost than a complete cycle of opening a page, fetching the data and closing
the page. Because of this difference in cost, speculatively prefetching data from an
open page is beneficial even at relatively low prefetcher accuracy [4].
Because of the complex interaction between the prefetcher and the memory con-
troller, prefetch scheduling can be as important as determining which addresses
to prefetch. In this work, we investigate the prefetcher/memory controller design
space along three dimensions: prefetching heuristic, prefetch scheduling strategy
and available memory bandwidth. In particular, we evaluate 5 different prefetchers
and 6 prefetch scheduling strategies. Through this extensive investigation, we ob-
served that prior prefetch scheduling strategies often cause memory bus contention
in bandwidth constrained CMPs, which in turn causes performance regressions. To
avoid this problem, we propose a novel prefetch scheduling heuristic called Oppor-
tunistic Prefetch Scheduling that selectively prioritizes prefetches to open DRAM
pages such that performance regressions is minimized. This scheduling strategy
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is able to bridge the gap between the simpler prefetchers (e.g. sequential) and
the more complex prefetchers in future multicore architectures where there will be
more contention for off-chip bandwidth. Using simple prefetchers is an advantage
because they are easier to implement and verify.
IX.2 Related Work
IX.2.1 Prefetching
There exists a multitude of different prefetching schemes. The simplest is the
sequential prefetcher [16], which simply fetches the next block whenever a block is
referenced. However, more complex types exists as well, such as the CZone/Delta
Correlation (C/DC) prefetcher proposed by Nesbit et al. [12, 13]. C/DC divides
memory into CZones and analyses patterns contained in the reference stream by
using a Global History Buffer (GHB) to store recent misses to the cache. Lin et
al. [10] introduced scheduled region prefetching (SRP) which issues prefetches to
blocks spatially near the addresses of recent demand missed when the memory
channel is idle. Other types, such as the Reference Prediction Table Prefetcher
(RPT) proposed by Chen and Baer [3], examines the pattern generated by a load
instruction with a state machine. Delta Correlating Prediction Table (DCPT) is
a table based approach which stores the history of each load instruction in the
form of address deltas [5]. DCPT prefetches new data by using delta correlation
to find patterns in the history of deltas. Somogyi et al. proposed Spatial Memory
Streaming (SMS) [17]. SMS uses code-correlation to predict spatial access patterns.
IX.2.2 Memory Controllers
Memory access scheduling is the process of reordering memory requests to improve
memory bus utilization. Rixner et al. [14] showed that significant speed-ups are
possible when memory request reordering is applied to stream processors. In ad-
dition, Shao et al. [15] proposed burst scheduling in which multiple read and write
requests to the same DRAM page are issued together to achieve high bus utilization.
Finally, Zhu et al. [20] showed that it is beneficial to divide the memory requests
into smaller parts, and give priority to the words responsible for a processor stall
in a multi-channel DRAM system.
CMPs, processors with SMT (Simultanous Multi-Threading) support and conven-
tional shared-memory multiprocessors also benefit from memory access scheduling.
Zhu et al. [19] showed that DRAM throughput could be increased in an SMT
processor by using ROB (ReOrder Buffer) and IQ (Instruction Queue) occupancy
status to prioritize requests. Furthermore, Hur et al. [6] use a history-based arbiter
to adapt the DRAM port and rank schedule to the application’s mix of reads and
writes for the dual-core Power5 processor. In addition, Natarajan et al. [11] showed
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that a significant performance improvement is available by exploiting memory con-
troller features in a conventional, shared-memory multiprocessor.
IX.3 Prefetch Scheduling Strategies
Earlier work have focused on the interaction between a specific prefetcher and
the memory controller. Wei-Fen et al. [9] have examined how prefetches can be
scheduled in a uniprocessor context with Rambus DRAM. They used a dedicated
prefetch queue with a LIFO insertion policy with a scheduled region prefetcher.
Cantin et al. [2] exploited open pages to increase the performance of their stealth
prefetcher. In this work, we decouple the prefetching scheduling strategy from the
prefetcher and examine new combinations of prefetcher and prefetch scheduling
strategy. This allows us to do a design space exploration where we examine many
combinations of prefetchers and prefetch scheduling strategies.
The simplest way to schedule prefetches in a memory controller is to treat them
as demand reads. This method requires no additional infrastructure and most
controllers can easily accommodate this technique. Because the prefetches are
treated as reads, they cannot be discarded by the memory controller which in turn
can lead to memory congestion and memory controller blocking due to full queues.
In this paper, we refer to this strategy as the Direct prefetch scheduling strategy.
This situation can be improved by adding an additional queue called the prefetch
queue [2, 8, 9]. A dedicated prefetch queue can hold prefetches separate from the
reads which enables the memory controller to selectively issue or discard prefetches.
Because prefetches can be discarded, the memory controller can choose to discard
prefetches in the prefetch queue rather than block. However, because there are now
two (in addition to the write queue) queues, a method for choosing which queue to
issue reads or prefetches from is needed.
The most restrictive method is to only issue prefetches from the dedicated prefetch
queue when there are no other operations pending. We refer to this as the Idle
prefetch scheduling strategy. A more aggressive approach is to schedule prefetches
when any of the prefetches currently in the queue would read data from a currently
open page. This is often beneficial because a prefetch into an open page costs less
than a demand read. In this paper, we refer to this strategy as the Ready prefetch
scheduling strategy.
The accuracy of the prefetcher can be measured at runtime by tagging each prefetched
cache block with a prefetch bit. This bit is set when a cache block is inserted by a
prefetch. The first time the cache block is accessed, the bit is cleared and a counter
is updated. Similarly, when a prefetch is issued another counter is updated. The
ratio between these two counters is the estimated accuracy.
Grannaes et al. used this estimated accuracy to switch between the Idle and the
Ready prefetch scheduling strategy [4]. If the estimated accuracy was below 40%,
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Page Address Bit Vector
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
100 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Table IX.1: Example Page Vector Table showing a strided prefetch pattern for page
address 100.
the Idle strategy was used. If it was over 40% the Ready strategy was used. In
this work, we refer to this strategy as the Low Cost strategy.
Lee et al. used the estimated accuracy to switch between the Ready and the Direct
scheduling strategies [8]. When the accuracy was estimated to be high, the Direct
strategy was used. Conversely, the Ready strategy was used when the accuracy was
estimated to be low. In this paper, we refer to this strategy as the Hybrid strategy.
IX.3.1 Opportunistic Prefetch Scheduling
In this paper, we propose a prefetch scheduling strategy called Opportunistic Pre-
fetch Scheduling which is strongly tied to the observation that prefetching from
open pages is beneficial. Instead of using a queue of prefetches, we use a Page Vec-
tor Table (PVT) indexed by the page-address. An example of a PVT is shown in
Table IX.1. The page-address is the portion of the memory address which maps to
physical DRAM pages. In our setup, each DRAM page is 1KB large and each cache
block is 64B large. Each PVT entry consists of a 16-bit vector where each bit rep-
resents one cache block in the page. When the prefetcher generates a prefetch for
a cache block, it looks up the DRAM page in the table and sets the corresponding
bit in the vector for that page.
The table is then consulted before the memory controller closes any page. If there
are bits set in the corresponding bit-vector and no demand reads have been issued
for those cache blocks, prefetches are issued for those addresses. This approach
ensures that prefetches are only issued if they access an open page. The bitvector
representation is very compact as only one bit is stored per prefetch (excluding the
page tag) compared to the traditional approach using queues which holds the full
address.
To reduce the potential for performance regressions, Opportunistic estimates the
accuracy of the issued prefetches to choose one of two substrategies. If accuracy is
high, prefetches are issued when a page is closed. If accuracy is low, prefetches are
only issued when a page is closed and there are no demand reads in the queue.
IX.4 Methodology
To examine the impact of different prefetch scheduling strategies we have used the
M5 simulator [1]. The processor architecture parameters for the simulated 4-core
234 IX.4. Methodology
Table IX.2: Processor Core Parameters
Parameter Value
Processor Cores 4
Clock frequency 3.2 GHz
Reorder Buffer 128 entries
Store Buffer 32 entries
Instruction Queue 64 instructions
Instruction Fetch
Queue
32 entries
Load/Store Queue 32 instructions
Issue Width 8 instructions/cycle
Functional units
4 Integer ALUs, 2
Integer
Multipy/Divide, 4
FP ALUs, 2 FP
Multiply/Divide
Branch predictor
Hybrid, 2048 local
history registers,
4-way 2048 entry
BTB
Table IX.3: Memory System Parame-
ters
Parameter Value
Level 1 Data Cache
64 KB, 8-way set
associative, 64B
blocks, 3 cycles
latency
Level 1 Instruction
Cache
64 KB, 8-way set
associative, 64B
blocks, 1 cycle
latency
Level 2 Unified
Shared Cache
4 MB, 16-way set
associative, 64B
blocks, 14 cycles
latency, 8 MSHRs
per bank, 4 banks
L1 to L2
Interconnection
Network
Crossbar topology, 9
cycles latency, 64B
wide transmission
channel
DDR2 memory
400 Mhz Clock, 8
banks, 1KB
pagesize, 4-4-4-12
timing, dual channel
in lock-step
Memory Controller
128 entry queue,
Ready First - First
Come, First Served
policy for reads
CMP are shown in Table IX.2, and Table IX.3 contains the baseline memory system
parameters. We have extended M5 with a crossbar interconnect, a detailed DDR2
memory bus and DRAM model and a detailed FR-FCFS (First Ready, First Come,
First Served) [14] memory controller with integrated prefetching capabilities.
Our DDR2-implementation [7] models separate RAS, CAS and precharge com-
mands. In addition, we model pipelining of requests, independent banks, burst
mode transfers and bus contention. All prefetchers use a prefetching degree of 10.
We use 1KB regions in scheduled region prefetching, 256KB CZones, a 1024-entry
global history buffer and a 16-entry reference prediction table. DCPT uses a 128
entry table with each entry holding 20 18-bit entries. These values were found by
extensive simulation aimed at identifying values that are suitable across a wide
range of scheduling strategies and memory systems.
The SPEC CPU2000 benchmark suite [18] is used to create 40 multiprogrammed
workloads consisting of 4 SPEC benchmarks each as shown in Table IX.4. We
picked benchmarks at random from the full SPEC CPU2000 benchmark suite, and
each processor core is dedicated to one benchmark. The only requirement given to
the random selection process was that each SPEC benchmark had to be represented
in at least one workload. Each workload is first fast forwarded 1 billion clock cycles
and then detailed simulation is carried out for 100 million clock cycles.
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Table IX.4: Multiprogrammed Workloads
ID Benchmarks ID Benchmarks ID Benchmarks ID Benchmarks
1
ammp, mgrid,
perlbmk, parser
11
vpr, twolf,
applu, eon
21
perlbmk, apsi,
lucas, equake
31
mgrid, equake,
vpr, eon
2
lucas, gcc, mcf,
twolf
12
galgel, crafty,
mgrid, swim
22
vpr, crafty,
vpr, mcf
32
wupwise, gap,
twolf, facerec
3
eon, eon, mesa,
facerec
13
twolf, fma3d,
galgel, vpr
23
gzip, equake,
mgrid, mesa
33
galgel, equake,
lucas, gzip
4
vortex1, ammp,
equake, galgel
14
bzip, vpr, bzip,
equake
24
facerec, applu,
fma3d, lucas
34
facerec, gcc,
galgel, apsi
5
gcc, galgel,
apsi, crafty
15
galgel, crafty,
vpr, swim
25
gap, applu,
parser, facerec
35
mesa, mcf,
swim, sixtrack
6
applu, equake,
art, facerec
16
mcf, wupwise,
applu, mesa
26
mcf, apsi,
twolf, ammp
36
mesa, sixtrack,
equake, bzip
7
applu, gap, gcc,
parser
17
applu, parser,
apsi, perlbmk
27
swim, sixtrack,
ammp, applu
37
mcf, gap, gcc,
vortex1
8
gap, swim,
twolf, mesa
18
mgrid,
perlbmk, gzip,
mgrid
28
art, fma3d,
swim, parser
38
facerec, lucas,
mcf, parser
9
sixtrack,
fma3d, apsi,
vortex1
19
mcf, sixtrack,
gcc, apsi
29
apsi, gcc,
vortex1, twolf
39
twolf, eon,
mesa, lucas
10
ammp, bzip,
equake, parser
20
ammp, gcc, art,
mesa
30
mgrid, gzip,
apsi, equake
40
apsi, gzip, mcf,
equake
IX.5 Results
IX.5.1 Performance
Figure IX.2 shows the average speedup of each prefetch scheduling strategy with
five different prefetchers (Sequential, RPT, C/DC, SRP and DCPT) in a system
with one DRAM channel. Opportunistic performs well in combination with both
the sequential and the SRP prefetcher. For RPT, C/DC and DCPT, the Ready
and Low cost strategies performs slightly better. However, Opportunistic prefetch
scheduling is able to bridge the performance gap between the simple sequential pre-
fetcher and the more complex RPT, CDC and DCPT prefetchers. This is because
the overall accuracy of these prefetchers is typically higher than for sequential and
SRP prefetching. This same effect can be observed for the Direct strategy where
performance is low for the sequential and SRP prefetcher while it is higher for
the other prefetchers. This is because the strategy does not make any distinction
between prefetches and demand reads. Thus, inaccurate prefetches can disrupt
demand reads. The performance for the Idle strategy is comparably low for most
prefetchers because it issues less prefetch requests due to it’s strict policy. The dif-
ference between the Low cost and Ready strategies is also apparent. In combination
with high accuracy prefetchers such as RPT, C/DC and DCPT, the Ready strategy
performs better than Low Cost. In combination with low accuracy prefetchers, the
situation is reversed. Finally, the performance of the Hybrid strategy is between
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Figure IX.2: Average speedup for all cores over all workloads for different scheduling
strategies and prefetchers.
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Figure IX.3: Lowest speedup for any core in any workload for different scheduling
strategies and prefetchers.
the Ready and Direct strategies.
IX.5.2 Maximum Performance Regression
Prefetching can drastically increase average system performance. Because prefetch-
ing is a speculative technique it might also lead to performance regressions on some
workloads. In Figure IX.3, we show the lowest speedup for any core on any workload
for all the prefetch scheduling strategies. Overall, we observe that the prefetchers
with low accuracy shows the largest performance regressions. The strategies utiliz-
ing prefetch accuracy measurements (Low cost, Opportunistic) perform quite well
as they are mostly able to adapt to this situation, thus avoiding large performance
regressions. The Direct strategy shows quite large performance regressions because
it does not differentiate between prefetches and demand reads. Thus, a prefetcher
which issues many useless prefetches can saturate off-chip bandwidth and delay
demand reads. The Idle strategy has comparatively low performance regressions,
because the strategy is inherently defensive and only issues prefetches when there
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Figure IX.4: Average accuracy for all workloads.
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Figure IX.5: Average coverage for all workloads.
are no demand reads in the queue. Hybrid uses accuracy estimates to select between
two strategies (Direct and Ready). By increasing the threshold, the behaviour of
this strategy can be made more similar to the Ready strategy.
IX.5.3 Accuracy and Coverage
Figure IX.4 shows the average accuracy of every workload in each combination of
prefetcher and prefetch scheduling strategy. Note that only prefetches that have
been issued by the memory controller are shown in this figure. This is not neces-
sarily the same as the accuracy of the prefetcher because the prefetch scheduling
strategy may drop prefetches. However, the Direct strategy does not drop pre-
fetches and issues all prefetches generated by the prefetcher. By examining the
results for sequential and SRP, we observe that Idle, Low Cost and Opportunistic
are able to achieve higher degrees of accuracy than the Direct approach. In the
high accuracy prefetchers, there is little difference in the scheduling strategies.
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Figure IX.6: Effect of increasing the amount of bandwidth available on sequential
prefetching.
Figure IX.5 shows the average coverage of every workload in each combination
of prefetcher and prefetch scheduling strategy. Because the Direct strategy issues
every prefetch generated by the prefetcher, it has a very high coverage. Conversely,
Idle has very low coverage because it issues few prefetches. Opportunistic has a
comparatively low coverage compared to the other prefetch scheduling strategies
because it issues fewer prefetches than the other strategies. The Hybrid strategy
is very near the performance of the Direct strategy in terms of coverage. This is
due to the value of the accuracy threshold used in our experiments. Low Cost has
a slightly lower coverage than Ready for the low accuracy prefetchers (sequential,
SRP), because it drops prefetches when the accuracy becomes too low.
IX.5.4 Increasing DRAM Bandwidth
Figure IX.6 and IX.7 shows the effect of increasing the amount of bandwidth in
the system for sequential and RPT prefetching respectively. Note that the speedup
is computed versus a system with the same amount of bandwidth but with no
prefetching. Thus, the speedup for 8 DRAM channels is lower than for 1 DRAM
channel, although the performance is higher. For sequential prefetching, we observe
that the relative performance of opportunistic versus the other prefetch scheduling
strategies is highest in low bandwidth situations. Furthermore, we observe that Idle
performs well compared to the other scheduling algorithms with one channel but
worse when more bandwidth is available. The reason is that Idle issues prefetches
cautiously which makes it less likely to create congestion.
For RPT prefetching we observe a similar pattern as the amount of bandwidth is
increased. RPT is a high accuracy prefetcher and the aggressive strategies such as
Paper IX 239
 1.1
 1.15
 1.2
 1.25
 1.3
 1.35
 1  2  3  4  5  6  7  8
A
ve
ra
ge
 S
pe
ed
up
 (%
)
DRAM Channels
Direct
Idle
Ready
Low Cost
Opportunistic
Hybrid
Figure IX.7: Effect of increasing the amount of bandwidth available on RPT pre-
fetching.
Direct, Low Cost, Hybrid and Ready performs better when bandwidth is increased
compared to Idle and Opportunistic.
IX.6 Discussion
Three of the strategies (Low Cost, Hybrid and Opportunistic) examined in this
paper utilizes prefetch accuracy measurements. All of these use a threshold value
to switch between two strategies. Typically, if accuracy is high, then an aggressive
strategy is used. Conversely, if accuracy is low, then a more restrictive strategy
is used. Thus, the behaviour of these strategies can be adapted by changing the
threshold value. In this paper, we have used the same threshold value for all three
strategies for easier comparison. The value we have chosen matches the value used
in previous work [4, 8].
In this work, we use the same method for estimating prefetch accuracy for all
strategies. This method uses special bits in the cache to mark prefetched cache
blocks (cache tagging). However, Opportunistic prefetch scheduling offers another
method. All prefetches generated by the prefetcher are stored in the PVT, while the
cache tagging method only stores prefetches that have been issued and completed.
Thus, the cache tagging method measures the combined accuracy of the prefetcher
and the scheduling strategy, while the PVT isolates the accuracy of the prefetcher.
We have examined this method and found that it offers slightly better performance.
However, the threshold value has to be changed, because this method measures
something different (issued prefetches accuracy vs. generated prefetches accuracy).
Therefore, we have opted to use the same estimation technique for all prefetchers
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to achieve a fair comparison.
IX.7 Conclusion
It is clear from our results that no single prefetch scheduling strategy is suitable for
every scenario. The best strategy depends on a variety of factors such as: the pre-
fetcher, the memory controller, the amount of memory bandwidth, the application,
design complexity and the amount of acceptable performance regressions. For in-
stance, Idle is a good option for minimizing performance regressions. On the other
end, Low Cost and Ready provides the highest average performance. Opportunistic
provides a trade-off between these two. Because it actively reduces performance re-
gressions, it also provides the highest average performance for sequential and SRP
prefetchers.
In this paper, we have presented a novel prefetch scheduling strategy called Oppor-
tunistic. This strategy emphasises the use of open pages to provide good average
performance without large performance regressions. It is particularly suited for sys-
tems with relatively low amounts of bandwidth combined with highly aggressive
prefetchers. As more cores compete for the same shared off-chip bandwidth, utiliz-
ing this limited resource becomes more important. Opportunistic prefetch schedul-
ing addresses this problem by utilizing open pages to increase effective bandwidth,
while using accuracy estimates to avoid bandwidth saturation. We show that Op-
portunistic prefetch scheduling reduces performance regressions by 6.7X and 5.2X,
while improving performance by 17 % and 20 % for sequential and scheduled region
prefetching, compared to the direct scheduling strategy.
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