We discuss Inverse Space lling Partitioning (ISP), a partitioning strategy for nonuniform scienti c computations running on distributed memory MIMD parallel computers. We consider the case of a dynamic workload distributed on a uniform mesh, and compare ISP against Orthogonal Recursive Bisection (ORB) and a Median of Medians variant of ORB, ORB-MM. We present two results. First, ISP and ORB-MM are superior to ORB in rendering balanced workloads|because they are more negrained|and incur communication overheads that are comparable to ORB. Second, ISP is more attractive than ORB-MM from a software engineering standpoint because it avoids elaborate bookkeeping. Whereas ISP partitionings can be described succinctly as logically contiguous segments of the line, ORB-MM's partitionings are inherently unstructured. We describe the general d-dimensional ISP algorithm and report empirical results with two-and three-dimensional, non-hierarchical particle methods.
Introduction
Dynamic, non-uniform computations arise in diverse scienti c applications including particle methods 1, 2] , adaptive mesh re nement 3, 4] , and the nite element method 5]. Compared with uniform methods, they o er substantially increased accuracy for the same cost. Because they concentrate computational e ort unpredictably and non-uniformly with position and time, a load balancing problem arises in parallel computer implementations.
In this paper we will consider the problem of load balancing certain types of irregular computations running on distributed memory MIMD architectures. We restrict our attention to the class of localized computations on a uniform d-dimensional mesh, in which the computational workload varies non-uniformly over the mesh as a function of position and time. Particle methods that employ a chaining mesh (or link-cells) to organize computation 1] are a typical member of this class, as are methods that employ a multi-level adaptive chaining mesh 6]. Our results may be extended to dynamic nite element meshes, so long as the range of length scales represented at each level is not too great.
To solve the load balancing problem e ciently, we generally trade o the quality of the load balance against the cost. At one end of the spectrum are techniques such as spectral bisection 7, 8] or physical optimization 9] that can obtain an optimal partitioning but at the cost of prohibitively long partitioning times. At the other end of the spectrum are a family of techniques based on orthogonal sectioning. A well known member of this family is Orthogonal Recursive Bisection (ORB) 10, 11] . Orthogonal sectioning techniques are fast and often e ective, but may fail under certain conditions due to geometric constraints on the partitioning process. In particular, they may fail when the workload is carried in a lower dimensional subspace of physical problem space.
A \Medians of Medians" variant of ORB, ORB-MM (also called ORB- Final 12] ), can improve load imbalance dramatically, but at a cost of introducing highly unstructured partitionings, especially in three or more dimensions. Such partitionings incur software overheads in the form of additional bookkeeping, as well as communication overheads to manage distributed mapping tables 13].
We describe an alternative partitioning strategy called Inverse Space lling Partitioning (ISP) that retains the bene cial ne-grained partitioning property of ORB-MM but without the undesirable software complications. ISP maps the higher dimensional space to a line, called a space lling curve, and partitions the line into logically contiguous segments that correspond to physically irregular partitions.
The underlying idea of ISP is to create a bijective mapping of a 1-dimensional array to grid points in the hyperspace (Fig. 5) . This mapping will be used in the subsequent partitioning calls, and assigns mesh points to the linear array as they are visited by the space lling curve. If the array is static, then the mapping phase can be considered a preprocessing step whose time can be amortized with the subsequent partitions. Each partition request entails subdividing the line (see Fig. 6 ), thereby implicitly partitioning the hyperspace.
ISP techniques have been applied by Singh and Hennessy 12] and Warren and Salmon 14] to hierarchical N-body methods, and by Ou et al. to the Finite Element Method 15] . We provide empirical data for uniform-mesh based particle methods, and describe the general d-dimensional ISP algorithm, simplifying Singh and Hennessy's costzones technique 16] .
The primary contributions of this paper are a comparative performance analysis of ISP, and an examination of the software implications of employing it in real applications. We compare ISP against ORB and ORB-MM, and show that of the three strategies, only ISP is able to render highly balanced workloads without incurring elaborate bookkeeping.
The problem description and background are presented in x2, the space lling curves in x3. The partitioning algorithm is described in x4, which includes a discussion on software issues.
Empirical measurements for two-and three-dimensional non-hierarchical particle methods are presented in x5. x6 summarizes the paper, draws comparisons with related work, and suggests future research directions. 
In other words, W p is the parallel computation time on p processors, ignoring all overhead costs, and all computation is assumed to be parallelizable.
Although we want to avoid load imbalance that is excessive, our goal is to minimize the overall running time of our computation. In fact, the most e ective load balancing strategy may not minimize load imbalance, but rather the net cost of load imbalance plus various overheads. These overheads include intrinsic costs (i.e. partitioning the workloads) as well as communication required to couple the rendered subproblems. Thus, W p < T p , where T p includes all overhead costs. Communication overhead generally varies according to the architecture. Here we will consider the case of distributed memory architectures, including shared memory and message passing variants.
Several heuristics are available for partitioning meshes non-uniformly. Physical optimization 9], minimizes an energy function derived from the communication and computation characteristics of the workload. Typical approaches are based on simulated annealing, neural networks, and genetic algorithms. Another optimization technique is spectral bisection (also quad-and octasection) 7, 8] . Approaches based on optimization are attractive because they balance workloads particularly well|they are ne-grained, mapping each point individually to a processor|and they also minimize communication. However, the bene ts must be weighed against the cost: long and sometimes unpredictable running times. For this reason, optimization techniques are restricted to static problems. Since we are interested in dynamic problems, we will not consider optimization methods any further.
We can reduce the cost of load balancing by constraining the partitioning process, through a family of techniques we call orthogonal sectioning (see Fig. 1 ). Orthogonal Recursive Bisection (ORB) 10] and rectilinear partitioning 18] are typical techniques. Orthogonal sectioning algorithms reduce the higher dimensional partitioning problem to a set of simpler 1-dimensional partitioning problems, successively partitioning along orthogonal coordinate directions. For example, ORB (Fig. 1a) splits the problem into two parts that carry approximately the same amount of work, and then recurses on each part. The cutting direction may be varied at each level of the recursion to avoid elongated partitions that could lead to poorly-balanced workloads. Another variant, called ORB-H or hierarchical ORB 19], (Fig. 1b) splits the problem into p > 2 strips (for pq processors) and recurses on each strip.
Dynamic problems often exhibit temporal locality, whereby the solution changes gradually, for example, due to a timestep constraint. An incremental approach to orthogonal sectioning may e ectively exploit temporal locality by computing work gradients across the partition boundaries and shifting the boundaries accordingly 20]. However, complications arise when a boundary moves, since all other boundaries introduced later on in the recursion will be a ected. In e ect, we trade o temporal locality against spatial locality, and the trade-o may not be favorable. An approach which exploits temporal locality without the drawback of disrupting spatial locality is Nicol's rectilinear partitioning strategy 21] (Fig. 1c) . This strategy avoids the di culty of awkward workload adjustments by imposing partitionings with xed connectivity: partitionings are formed by the tensor product of strips taken across orthogonal coordinate directions. Load balance is improved by iteratively adjusting cuts independently along each problem dimension as necessary.
The principal disadvantage of the orthogonal sectioning algorithms is the geometric constraint that all cuts must be straight-edged. Hence, a cut in d-dimensions introduces a workload imbalance that is carried by a d ? 1 dimensional hyperplane. A way around the di culty is to section the dividing hyperplane, too (Fig. 1d) ; this strategy is called ORB-MM, or ORB-\Median of Medians" (also called ORB- Final 12] ). However, ORB-MM generates highly irregular partitionings in three or more space dimensions (see Fig. 2 ), which for all practical purposes are unstructured. Since unstructured partitionings do not have a compact representation, they require additional software bookkeeping to manage non-rectangular iteration spaces appearing in application software. In addition, distributed mapping tables must be maintained on message passing architectures, at the cost of additional communication overheads and a further increase in the application's complexity 13].
Inverse space lling partitioning (ISP) is an alternative technique that shares the desirable ne-grained load balancing characteristic of ORB-MM but with simpli ed bookkeeping. ISP is fast| it does not incur the heavy time penalties of optimization techniques|and is therefore appropriate for dynamic problems. ISP works by drawing a Hamiltonian path through the mesh and subdividing the resultant 1-d path. This path is also referred to as an Inverse Space lling curve, from which the method \Inverse Space lling Partitioning" takes its name. Because ISP partitionings are logically 1-dimensional, they are easier to manipulate than unstructured partitionings rendered by strategies such as ORB-MM.
Space lling Curves
Space lling curves are actually families of curves, de ned recursively in self-similar levels. Each higher level adds segments to the previous curve in order to ll more of the space.
For any particular point in the space, the curve can come arbitrarily close with a nite level, hence the name \space lling." Space lling curves also preserve spatial locality in the higher dimensional space and have been employed previously to approximate a solution to the Traveling Salesman Problem 22] .
ISP is parameterized by the type of space lling curve employed. The ISP partitioning strategy then, consists of a curve-dependent part|generating the mapping| and a curve-independent part|generating the partitioning. We next describe how to generate the mapping. We describe partitioning in x4.
Two-Dimensional Hilbert Curve
Di erent space lling curves may be freely substituted in ISP as appropriate to exploit particular problem structures, e.g. to reduce communication. We use a Hilbert curve because of its desirable locality properties: two points adjacent on the curve are adjacent in the hyperspace; and regions in the hyperspace de ned by continuous segments of the space lling curve must be simply connected. These properties help reduce interprocessor communication and follow directly from the construction of the space lling mapping. In general, only some space lling curves have this property (e.g. see 12, 14] ).
While there is a grey-coded interpretation of space-lling curves, we will use a geometric one instead. The 2-dimensional Hilbert curve 23] generalized here can be thought of as a U-shaped curve which visits each of the plane's four quadrants in the rst level. Each subsequent level divides the previous level's quadrants into four ner quadrants which are visited by U shape curves themselves (Fig. 4) . Since each quadrant is visited completely by the curve before the next quadrant on that level, spatial locality is preserved.
The drawing of the U-shaped curve can be simpli ed by an arrow (Fig. 4) , where the tail of the arrow is the beginning of the U-shaped curve and the head is the end. The rest of the region is visited by the U-shaped curve, and the net movement is that indicated by the arrow. The next level subdivides each of these quadrants into four smaller quadrants by replicating the same curve in various orientations within the previous four quadrants. The curve in the upper left quadrant has the orientation of the original curve re ected across the main diagonal, while the upper right quadrant has the orientation of the original curve re ected across the opposite diagonal. The lower quadrants have the same orientation as the original curve. If each of the quadrants is thought of as being re ected back into the original orientation, then the same method can be used to further re ne each region into four new quadrants.
Three-and Higher-Dimensional Hilbert Curves
The two-dimensional Hilbert curve can be extended to three dimensions by de ning a new characteristic curve as two U-shaped curves connected head to tail. Now, each cube is subdivided into eight octants which, on the next level, will be subdivided again into eight more octants each, and so on. Each self-similar re nement repeats the characteristic curve in each of the subregions.
The space lling curve can be generalized to d dimensions using double recursion representing the levels and dimensions ( Table 1) . The hyperplanes to which the major axis is orthogonal are covered recursively by (d?1)-dimensional curves and are connected by a line along the major axis. The base case is the 0-dimensional curve which is just a point. Now that the space has been divided into 2 d regions, each region is traversed recursively by a d-dimensional level l ? 1 curve.
Inverse Space lling Partitioning

Partitioning Algorithms
Once the hyperspace has been mapped to the line, we apply ORB to subdivide the workloads. We may use a version customized to the one-dimensional case, which is simpler than the higher dimensional case; there is only one cutting direction. The mapping of the hyperspace to the line is done once only, and is therefore a pre-processing step. Of course, if we are using a dynamic mesh, then we must include this cost, too.
After the rst partition, subsequent partitions may be adjusted incrementally by moving the boundaries between processors. Assuming that the particles do not move quickly, the boundaries should only have to move a little. This is realistic owing to the customary time step constraints on the motion of the particles 11], and may accelerate the partitioning process. As the particles move, each processor can maintain the change in its workload. Then, only the cells near the boundary need to be considered for exchanging with the neighboring processor to balance the load. By comparison, incremental multidimensional partitioning requires complicated adjustments, since moving a single cut made at an early level of the recursion a ects all cuts made at successive levels.
ISP may be parallelized by performing a parallel pre x on the workload mapping to get the incremental workload sums. Processors exchange a few boundary sums and then locally search for their new boundaries. So long as the workloads are changing gradually, only a few boundary sums will be exchanged; communication is therefore inexpensive since it has a 1-dimensional logical structure.
If the processor indices to which the regions are mapped are Gray coded, then the regions on either side of a particular region's segment on the line will be in adjacent processors in a hypercube interconnect topology. This would reduce message contention during load balancing since a processor typically communicates with only its two neighbors on the line. This partitioning strategy is less than optimal in e ciency. There exists an optimal O(pn 3d ) algorithm which reduces the problem of partitioning a 1-dimensional grid to a shortest-path-like problem 24]. Although this is optimal for the mapped line, it may not be optimal for the hyperspace since there could be other mapped lines which have better partitions. However, these other lines might not preserve locality.
Software Issues
Because ISP partitionings have a simple closed form representation|intervals in Z 1 | their associated bookkeeping operations are far simpler than irregular partitioning strategies such as ORB-MM that partition the higher-dimensional problem space directly. This in turn simpli es the application software. Two activities bene t primarily: generating iteration spaces for numerical computation, and enumerating o -processor boundary points that must be communicated to ensure correctness. The complexity of the partitioner is also a ected.
Under ISP, inner loops iterate over intervals on the mapped line, rather than over complicated subsets of a higher dimensional space, as with unstructured partitionings. The points along the space lling curve are then mapped back to physical coordinates using the inverse mapping function. The cost of this mapping is small: roughly the cost of adding up a few tens of oating point numbers, for example, on the Intel i860 CPU. This is reasonable in light of the fact that the computations presented here perform thousands of oating point operations per mesh point. For applications that are not so compute bound we can save the mapping information for later re-use, reducing the cost of mapping generation. The inverse mapping function is a simple modi cation of the mapping function shown in Table 1 .
Because ISP partitionings may be succinctly described as intervals on Z 1 , a table describing the complete partitioning of a problem may be replicated on all processors. 1 This simpli es the identi cation of o -processor values: simply employ binary search, which requires log(P) comparisons for P processors. In contrast, membership tests for unstructured partitionings require a level of indirection since a mapping table is needed to record the owning processor for each point in the problem domain. This table must be distributed across the processors since generally it will be too large to t in the memory of a single processor. Thus, the added level of indirection incurs additional communication overhead 13]. This situation arises in ORB-MM in three or more space dimensions, because the partitions become highly unstructured (Fig. 2) .
Software issues aside, it is interesting to compare the e ectiveness of ORB-MM against ISP. We expect both algorithms to fare equally well in balancing the workloads, and we verify this hypothesis empirically in the next section.
Evaluation
In this section we compare the performance of ISP against two competitors: ORB and ORB-MM. We report empirical measurements for two particle applications: vortex dynamics 25] in two dimensions and smoothed particle hydrodynamics in three dimensions 26].
We make two major observations. First, ISP and ORB-MM do an excellent and comparable job of balancing workloads and are superior to ORB. Second, the communication overhead of all three algorithms is comparable, especially on systems that support ne-grain communication. The signi cance of these observations is that ISP alone meets the requirement of delivering well-balanced workloads with a minimal impact on the complexity of application software. We next describe our measurement techniques along with our rst application: vortex dynamics in two dimensions.
Vortex Dynamics in Two Dimensions
The Application
The application solves the incompressible Euler's equations in two dimensions subject to free space boundary conditions. The equations are solved in vorticity-stream function form using Chorin's vortex blob method 25] . An N-body problem arises in the computation, and we solve this using a rapid N-body solver known as Anderson's Method of Local Corrections 27]. Anderson's method spends most of its time computing interactions among nearby particles, and the cost of updating a particle's position is proportional to the number of interacting neighbors. We ignore a separate phase which computes global interactions, as it is amenable to static, uniform partitioning.
The initial data consist of a regular array of approximately 13,000 particles con ned to two disks centered about the origin. The choice of numerical simulation parameters for this computation is described elsewhere 28]. A second-order accurate time integration scheme is used, that performs 2 force evaluations per timestep. As previously reported, load balancing can be performed every few timesteps 11], and a frequency of 2 timesteps is assumed throughout our measurements presented here. This is consequence of the fact that particles move gradually through the mesh due to timestep constraints. In particular, they make small jumps from one time step to the next, which are much smaller in extent than the distance over which they locally interact. Thus, the cost of migrating particles that change ownership due to their own motion is generally smaller than the cost of transmitting dependence information. The communication required to shu e particle between processors in order to balance the workloads will also be relatively inexpensive so long as rebalancing is not too frequent. There are some exceptions, however, as noted below.
Measurement Techniques
We collected two sets of empirical measurements: one from production runs and one from trace-driven simulations. The simulator enabled us to extend the range of techniques and parameters explored in this study, for example, we were able to then consider larger numbers of processors than were available to us.
Production computations were performed on an iPSC/860. The application was written in C++ under the LPAR system 29], and employed ORB partitioning only. Runs employed 12,848 particles and lasted 50 timesteps. Additional details about the computation have been reported elsewhere 30].
Simulations were conducted on a SPARC-10 workstation. The simulator used trace data from a production calculation run on a Cray X-MP. This calculation employed 12,788 particles and ran for 1500 timesteps. Trace data were sampled every other timestep for a total of 750 snapshots.
The simulator collected communication statistics in a machine-independent form described below, enabling us to extrapolate performance to a wide range of architectures including those with shared memory. The simulator also computed an estimate of load balancing e ciency which has been veri ed experimentally 11]. Each mesh point, i;j contains some number of particles i;j , and interacts with other mesh points within c mesh points along the Manhattan coordinate directions. The work, ? i;j , involved in the computation of where n is the linear dimension of the mesh. The work assigned to a processor is the sum of all ? i;j for the mesh points assigned to it. We may adjust the size of the mesh to reduce load imbalance, and the interaction distance c scales with n. Here we chose c = n=64 28] . For various n and p, the simulator partitioned each snapshot with ISP, ORB, and ORB-MM. It measured partitioning time, load balance e ciency, and communication, averaging each statistic over all 750 snapshots. We found that each mesh point was responsible for computing about 200 local interactions; at a cost of approximately 20 FLOPs per interaction the average work density per point is about 4000 FLOPs.
Load Balance E ciency
Before disussing load balance e ciency we describe low-level implementation details of our balancing strategies, which is often omitted from many studies. A look at these details helps identify the limitations of our implementation of the algorithms.
We observed that all partitioners were su ciently fast that there was no incentive to parallelize them when running on tens of processors. For example, in our iPSC/860 production measurements, only 5.7% of the total time was spent partitioning with ORB on 64 processors. On larger numbers of processors we would want to parallelize the partitioners. A divide and conquer approach would be appropriate for ORB and ORB-MM. ISP may also be readily parallelized as outlined in x4.1. A full treatment of this topic is out of the scope of this paper, and we do not go into it any further.
We did not go to extreme measures to optimize the partitioners, so a direct comparison of running times would be inappropriate. However, we can say that partitioning times appear to vary by a small constant factor among the three strategies. We also measured the mapping time for ISP; it is roughly of the same order as the partitioning time, in some cases approximately 50% higher. Thus, the cost of this preprocessing step can be ignored. With dynamic meshes (a case we do not consider) the cost will still be reasonable; dynamic mesh methods typically regenerate meshes periodically not every timestep or iteration 4, 6].
Our ORB algorithm alternates the cutting direction from one level of recursion to the next so that the longest side over all partitions will be approximately halved every other iteration. Degenerate cuts involving extents that are only one cell thick are avoided, and cuts are made along the orthogonal direction if possible. (For d > 2 dimensions ORB cycles through all possible cutting directions so that the longest side will be approximately halved every d iterations.) For workloads with a spatial orientation, a customized cutting strategy would likely be appropriate owing to the coarse-grain nature of the partitioning process. By comparison, ISP and ORB-MM do not require speci c information about the workload since they are ne-grained. ORB-MM and ISP used a 1-d recursive bisection algorithm to cut the median hyperplane and space lling curve, respectively.
The load balance e ciency was measured as described in Section 2, and is shown in Figure 7 . Generally speaking, ORB and ORB-MM perform equally well in balancing workloads and are superior to ORB, especially for smaller mesh sizes (n 256). Put di erently, ORB requires a larger mesh than the other two strategies do to deliver a given load balance e ciency. This is signi cant because memory requirements grow as O(n 2 ).
Communication
Communication arises in three activities: migration of particles due to mutually-induced motion; dependence information from locally interacting particles owned by another processor; and balancing, when particles change ownership when workloads are rebalanced. While this characterization would appear to apply to message passing architectures only, in fact it also applies to distributed shared memory architectures, e.g. Stanford DASH 31] . Dependence information is transmitted between caches, and in the interests of enhancing locality, particles are transmitted between the private memories during load balancing and migration, just as they are in a message passing architecture implementation.
The numbers presented herein can be used to get a rough estimate of communication.
This is reasonable because the application is computation bound. However, our analysis does not treat contention on the interconnect. We assume that communication employs a producer-consumer protocol in lieu of a costly request-reply protocol on both shared memory and message passing architectures, which also avoids a costly write-invalidate cycle on shared memory architectures 32]. A consequence of this is communication tra c on message passing and shared memory architectures looks the same. In all our communication measurements we assume 8-byte double precision numbers. (2) communication degree, or the maximum degree of the processor dependence graph, in which the nodes correspond to processors and an edge is drawn between each pair of communicating processors. We separately measured these two quantities for the migration, dependence, and balancing activities, and averaged each measure over all timesteps.
Our simple performance model permits us to make rough comparisons of communication overhead. The total amount of communication|measured either in communication volume or degree|never varied by more than about 20% to 25% among all three strategies for all values of n and p. We note that communication overhead in the production iPSC/860 runs is low: only 5.6% of the time was spent communicating on 64 processors. (The fraction would increase to about 20% if extrapolated to 512 processors.) It is unlikely that a 20% variation in this overhead would be noticed, and we hypothesize that this behavior would be observed over a variety of hardware platforms.
Total communication costs of ISP, ORB, and ORB-MM are plotted in Figure 7 ; these data are obtained from Table 2 . Generally speaking, dependence communication accounts for the bulk of the overall communication, as described above. Communication volume is highest for ISP when p is at its smallest value of 64, but diminishes in relation to the other strategies as p and n increase. When p attained its maximal value of 512, ORB incurred the highest communication volume. In this regime communication imbalance is an important factor in determining communication overhead; it is a function of load imbalance, which is quite high for ORB. For example, with n = 128, balance e ciency was only 51% for ORB, while it was 79% for ISP and ORB-MM.
Interestingly, the maximum communication degree incurred by ISP during load balancing was 2 con rming our earlier hypothesis. This is expected since ISP partitions are logically one-dimensional: particles move gradually enough that they simply migrate to the neighbor of one end point of the partition. By comparison, the load balancing communication degree is somewhat higher for the other two strategies. Surprisingly, ORB tends to incur the least communication volume during load balancing, though this e ect is not so signi cant since relatively few particles are communicated during load balancing.
Smoothed Particle Hydrodynamics
We consider a second application, smoothed particle hydrodynamics (SPH) in three dimensions 26]. SPH is similar to the vortex dynamics application, except that it computes shortrange interactions only. The implementation of SPH is described elsewhere 33]. Again, we employed measurements from production runs and from trace-driven simulations. In this case the production runs were performed on the Intel Paragon.
The initial data consisted of 48,760 particles distributed uniformly within one thin disk. In e ect, the workload is restricted to a two-dimensional subset of three-dimensional space. The local interaction distance was 2 for the X and Y axes, and 1 on the Z axis. The production calculations employed a mesh with dimensions 56 56 28, ran for 20 timesteps, and were partitioned every 10 timesteps. The trace driven simulations employed a 64 3 mesh, ran for 140 timesteps, and were also partitioned every 10 timesteps. These meshes are coarser than the ones used in the 2-d application, but have roughly the same number of points. Each mesh point was responsible for computing hundreds of interactions; at a cost of approximately 200 FLOPs per interaction the average work density per point is high: tens of thousands of FLOPs.
An SPH particle contains various elds, comprising a total of 240 bytes of storage. However, not all 240 bytes are transmitted at once. For example, during load balancing and migration 188 bytes per particle are transmitted. Dependence communication is somewhat more involved, requiring 4 separate phases, which transmit a total of 136 bytes per particle. The same sets of particles are transmitted during each phase, but di erent elds of the particle are involved. Thus, the total degree of dependence communication is quite high, as it is accumulated over all 4 phases. Figure 8 shows the results. There is a dramatic di erence in the e ciencies realized by ORB as compared with ISP and ORB-MM, especially as the processors increase in number. For instance, on 128 processors, ISP and ORB-MM obtain about 98% e ciency, whereas ORB only about 68%. For a coarsened mesh of 28 28 14 , the e ect is even more pronounced: ISP and ORB-MM achieve 80% e ciency, ORB only 43%. ORB, which is coarsegrain, has di culty partitioning a workload that is restricted to a two-dimensional subspace. By comparison, ISP and ORB-MM are ne-grained, and hence insensitive preferential orientations of the spatial workload distribution. Communication volume is comparable for all three strategies, though ISP incurs a slightly higher (20% to 25%) volume for smaller numbers of processors. Communication degree is comparable for ORB and ORB-MM, but much higher for ISP, especially as the number of processors increases. This phenomenon is due to the high irregularity of the partitions, which incur a large number of communicating neighbors. This e ect is signi cant on architectures that support coarse-grain communication, i.e. the Intel Paragon or Workstation Clusters (WORCs), but less important on architectures supporting ne-grain communication, in particular distributed shared memory architectures. Communication volume is a more relevant measure of performance in such cases, and we have just shown that such communication is comparable for all three strategies.
We note that total communication degree exceeds the number of processors. This is true in part because dependency communication occurs during 4 separate phases and, as descried above, the degrees of all phases are summed. In addition the communication degree of migration is high owing to the irregularity of the partitions in three dimensions. Communication is moderately expensive in SPH. In production runs on the Intel Paragon, dependence communication accounted for 10.3%, and 11.6% on 32 and 64 processors, respectively. However, balance and migration communication taken together accounted for only 1.8% and 3.0% on 32 and 64 processors, respectively.
Discussion
While ISP and ORB-MM are seen to be superior to ORB in balancing workloads, other factors are important in evaluating the three strategies: partitioning time and communication.
Based on our measurements of un-parallelized partitioners, partitioning time in not likely to be a signi cant factor since all the strategies are amenable to parallelization. Thus, we focus our attention on communication.
In the two-dimensional vortex dynamics application, the three strategies incurred comparable communication overheads, with ORB tending to incur somewhat lower communication costs, except under conditions of serve load imbalance. The improvement of load balance e ciency due to ISP and ORB-MM more than o sets the increase in communication overhead. This advantage is magni ed by the relatively low cost of communication relative to computation as observed in production computations.
Our ndings are slightly di erent in the three-dimensional SPH application, where communication degree is much higher for ISP than for the other two strategies. However, as previously noted, communication degree is not as signi cant as communication volume on architectures that support ne-grained communication, e.g. shared memory architectures. This is important in light of our observation that communication volume is comparable among the three strategies except when the loads are fairly well balanced. In that regime ORB is the appropriate strategy to use because it is the simplest to apply. However, on larger numbers of processors ORB fails to deliver adequately balanced workloads, and ISP and ORB-MM are more desirable.
Conclusions and Related Work
We have shown that Inverse Space lling Partitioning (ISP) is an attractive technique for load balancing localized non-uniform computations running on distributed memory, MIMD parallel computers. We considered the case of non-uniform workloads carried on a uniform mesh, and reported empirical results for two-and three-dimensional particle methods. We compared ISP against two other load balancing techniques: Orthogonal Recursive Bisection (ORB) and a Median of Medians variant of ORB, ORB-MM. We presented two results. First, ISP and ORB-MM are superior to ORB in rendering balanced workloads|because they are more ne-grain|and incur communication overheads that are comparable to ORB. Finegrain partitionings have the desirable property that their ability to render balanced workloads is relatively insensitive to the particulars of the spatial workload distribution, unlike coarsegrain strategies. Second, ISP is more attractive than ORB-MM from a software engineering standpoint because it avoids elaborate bookkeeping. This is true because ISP partitionings are logically contiguous in one space dimension|and can be succinctly described|whereas ORB-MM's partitionings are inherently unstructured.
Partitionings based on inverse space lling curves have been previously employed in hierarchical N-body tree algorithms by Warren and Salmon 14] and by Singh and Hennessy using a technique called costzones 12]. Costzones identi es 32 di erent orientations that must be enumerated in three dimensions, and are described in lengthly tables 16]. By comparison, we describe an ISP algorithm for an arbitrary number of space dimensions, using a simple recursive algorithm. We have generalized the algorithm to non-hypercubic spaces, and to adaptive rectangular meshes with variable mesh spacings 34].
Ou and Ranka 35] have applied the Hilbert curve to a \free particle" method in which a chaining mesh is not used to organize the particles. An advantage of employing a chaining mesh over free particles is that communication is coarse-grained, occurring in units mesh boxes rather than individual particles. However, performance tradeo s depend on the application 36]. In calculations where the particle distributions exhibit a wide range of length scales, we should not use single level mesh, but rather, adaptively re ned meshes 6]. ISP applies in this case; we partition each level separately. In practice, adaptive regridding is done every few time steps, so the cost of the ISP remapping phases should be reasonable. Ou et al. applied the Hilbert curve to nite element problems 15]. Load imbalance was found to be problematic when the range of length scales in the meshes was large.
One possible drawback of ISP is that the partitions are highly irregular in physical problem space. On shared memory architectures this may not be a concern, but it does introduce additional programming overhead on message passing architectures 12, 16] .
Load balance is a prime concern in many non-uniform problems. Previous load balancing algorithms either impose software overheads or deliver inadequately balanced workloads. ISP creates highly e cient partitionings that are conceptually simpler, and is a viable technique for partitioning an important class of non-uniform problems. 
