The following regularity conditions are made. (A.4) n −1 I(β) → J (β) and n −1 I(γ) → J (γ), as n → ∞.
Since ∂ 2 (β)/∂β∂β = −X Γ −1 X is non-random, sufficient conditions for (A.3) are,
where · 2 is the Euclidean matrix norm. Some sufficient conditions of (A.3) and (A.4) can be found in Mardia and Marshall (1984) .
Appendix B: Proof of Theorem 1
Proof. We first show that,
For any w ∈ R p+q+1 , let, η * ≡ η 0 + I(η 0 ) −1/2 w. Then, η * → η 0 , as n → ∞. Write,
where η * * = αη 0 + (1 − α)η * for some random variable α ∈ [0, 1]. It follows after rearranging and taking exponential on both sides that,
where p 0 (y) and p * (y) are the probability density functions of y under η 0 and η * , respectively, and,
which by (A.3) tends to I p+q+1 as n → ∞. Integrating (2) with respect to y gives,
as n → ∞, for any w ∈ R p+q+1 , where E 0 and E * denote expectation under η 0 and η * , respectively. It follows from (3) that I( The remainder arguments bear similarity to the proofs of Theorems 1-2 of Fan and Li (2001) , but the details differ, as Fan and Li (2001) did not consider adaptive Lasso nor dependent errors in the regression.
Let
, and w = (u , v ) . Then {η 0 + c n w : w ≤ δ} denote the ball centered around η 0 with radius c n δ. Write,
By Taylor's expansion and (1),
where the first term of is of order O p (n 1/2 c n δ) and the second term O p (nc 2 n δ 2 ). Also note that, since β 0 j = 0 for j = s + 1, . . . , p, and θ
which is of order O(nc 2 n δ). Thus, for a given > 0, there exists δ such that,
Thus with probability at least 1 − , there exists a local maximizer in the ball {η 0 + c n w :
w ≤ δ}. This completes the proof of (i).
where by (1) and Theorem 1(i), the three terms are of order O p (n 1/2 ), O p (n 1/2 ), and
, respectively. Since n 1/2 b n → ∞, the last term dominates. Thus the sign of β j determines the sign of ∂Q(η)/∂β j and P (β j = 0) → 1 as n → ∞ for j = s + 1, . . . , p.
By similar arguments, P (θ k = 0) → 1 as n → ∞ for k = t + 1, . . . , q. This completes the proof of (ii).
Since
we have,
. By similar arguments, we have,
. This completes the proof of (iii) and thus the theorem.
Appendix C: Proof of Theorem 2
Proof.
We shall prove the oracle properties ofη (m) by induction on m ∈ N. For each m, we use arguments similar to those in the proof of Theorems 4-5 of Zou and Li (2008) for a one-step update under nonconcave penalized likelihood. For η ∈ R p+q+1 ,
as a function of η * , we obtain,
From (1), (A.3), n 1/2 b n → ∞, and a n = o(n −1/2 ), we have,
. It follows by Slutsky's theorem that,
. Since R(·) is convex, by epiconvergence (Geyer, 1994) , we obtainη
Note thatη
We now show that P η
which implies,
By Theorem 1, (1), (4), (5), and (A.3), the left-hand side of the equality of (6) is of order O p (n 1/2 ), whereas the right-hand side is of order n 1/2 O(n 1/2 b n ). Since n 1/2 b n → ∞, it follows that P (η (m) j = 0) → 1 as n → ∞ for j = s+1, . . . , p. By similar arguments, P (η (m) p+k = 0) → 1 as n → ∞ for k = t + 1, . . . , q. Thus P η (m) 2 = 0 → 1 as n → ∞. This completes the proof.
Appendix D: Additional Simulation Results
See Tables 1-2.
Table 1
Mean and standard deviation (SD) of approximate penalized maximum likelihood estimates of model parameters using the proposed LARS m with either one or two regularization parameters. The sample sizes are n = 25, 100, 225 and the models are either conditional autoregressive (CAR) or simultaneous autoregressive (SAR) model. 
Appendix E: Additional Data Analysis Results
See Table 3 . 
