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Distributed Computation of Wasserstein Barycenters over Networks
Ce´sar A. Uribe, Darina Dvinskikh, Pavel Dvurechensky, Alexander Gasnikov and Angelia Nedic´
Abstract— We propose a new class-optimal algorithm for
the distributed computation of Wasserstein Barycenters over
networks. Assuming that each node in a graph has a prob-
ability distribution, we prove that every node can reach the
barycenter of all distributions held in the network by using
local interactions compliant with the topology of the graph. We
provide an estimate for the minimum number of communication
rounds required for the proposed method to achieve arbitrary
relative precision both in the optimality of the solution and the
consensus among all agents for undirected fixed networks.
I. INTRODUCTION
Optimal Transport (OT) distances (also known as earth
mover’s distances or Wasserstein distances) design an opti-
mal plan to move “mass” from one probability distribution to
another. This problem can be traced back to the early work
of Monge [1] and Kantorovich [2] and has been of constant
interest for allowing natural formulations to the problems
of comparing, interpolating, and measuring distances of
functions [3]. On the other hand, computational OT has
gained popularity for its applications in learning theory [4],
computer vision [5], computer graphics [6], statistical infer-
ence [7], information fusion [8]; and its relative complexity
advantages with respect to classical methods [9]. Particularly,
large-scale OT has been of recent interest for applications
where large quantities of data are available and efficient
algorithms are required [10], [11], [12]. Comprehensive
accounts of the OT problem and its computational aspects
can be found in [13], [14], [15], [3].
One of the common uses of the Wasserstein distance is
the aggregation of distributions by considering their barycen-
ter [16], which itself is another distribution [17]. Wasserstein
Barycenters (WB) have been shown superior to traditional
Euclidean means in a range of application such as image
processing [16], economics and finance [18], and condensed
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Fig. 1: Samples of the digit 7 from the MNIST dataset and
comparison of their Euclidean and Wasserstein Barycenters.
matter physics [19]. Figure 1 shows a sample of 30 images
of the digit 7 from the MNIST dataset [20], and their
respective Euclidean mean and Wasserstein mean. The WB
better captures the structural features of the input images.
For discrete and finite distributions, the WB can be effi-
ciently computed by solving a large linear program [21] or
using regularization to approximate a solution efficiently and
exploit its convenient algebraic properties [16], [17], [22].
Here, we consider the problem of computation of WB over
a network. The flexibilities induced by the distributed setup
make it suitable for problems involving large quantities of
data with no centralized storage [23], [24], [25], [26]. Mainly,
we assume a group of agents is connected over a network,
and each agent locally holds a probability distribution with
finite support. The group seeks to compute the WB of all
distributions in the network cooperatively. Figure 2 shows
an Erdo˝s-Re´nyi random graph with 160 agents where each
agent holds a sample of the digit 7 from the MNIST dataset.
Fig. 2: Erdo˝s-Re´nyi random graph where each agent privately
holds a sample of the digit 7 from the MNIST dataset.
Distributed consensus with the Wasserstein metric was in-
troduced in [8], [27]. In [27], the authors showed asymptotic
converge to the WB of the initial distributions given some
weak connectivity assumptions on the graph over which
agents exchange information. Nevertheless, the proposed
algorithm requires that each agent computes an exact WB
of local distributions at each iteration. Although one can
have closed-form solutions for some families of continuous
distributions, in general, the problem can be intractable.
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On the other hand, a recent approach [28] explores the
computational advantages of a dual formulation of the WB
and exploits the parallelizable structure of the problem to
propose a scalable, and communication-efficient algorithm
for its computation on arbitrary continuous distributions.
Nevertheless, it requires a central fusion center that coor-
dinates the actions of the parallel machines.
In contrast with existing literature [27], [28], we propose a
first-order algorithm that can be executed distributedly over
a network with unknown topology. We derive an explicit
convergence rate of the order O(1/k2) with an additional
cost that depends on the condition number of the graph
over which the agents interact. Additionally, we present two
numerical examples to illustrate and validate our results.
First, we show some basic properties of the algorithm for
the problem of computing WB of univariate, discrete and
truncated Gaussian distributions. Then, we show the result
of applying our algorithm to a subset of the MNIST digit
database on a large-scale network of 1000 agents.
This paper is organized as follows. Section II presents
basic definitions for the problem of computation of WB over
networks. Section III states auxiliary results, introduces the
proposed algorithm and states our main results on its conver-
gence rate and dependency on the problem parameters. Sec-
tion IV shows two numerical examples that experimentally
verify the theoretical properties of the algorithm. Conclusions
and future work are presented in Section V.
Notation: We assume that the agents are indexed from 1
through m. The enumeration is not needed in the execution
of the proposed algorithm. It is only used in the analysis.
Superscripts i or j denote agent indices and subscript k
defines iteration indices. [A]ij denotes the i-th row and j-th
column entry of a matrix A. In is the identity matrix of size
n. For a linear operator A : E → H , where E and H are two
finite-dimensional real vector spaces with duals E∗ and H∗,
and norms ‖·‖E and ‖·‖H respectively, we define its norm as
‖A‖E→H = maxx∈E,u∈H∗{〈u,Ax〉 | ‖x‖E = 1, ‖u‖H∗ =
1}. For matrices A and B, A ◦ B and A/B stands for the
element-wise product and division, respectively. We use 1 to
denote a column vector with all entries equal to 1.
II. PROBLEM STATEMENT
In this section, we recall some basic definitions of the
optimal transport problem. We describe the Wasserstein dis-
tance and the WB of a set of discrete probability distributions
with finite support. Finally, we introduce the problem of
distributed computation of WB over networks.
A. Entropy Regularized Optimal Transport
Consider two probability distributions p, q ∈ S1(n) with
support on a finite set of points {xi ∈ Rd}ni=1 such that
p(xi) = pi and q(xi) = qi, where S1(n) = {p ∈ Rn+ |
pT1 = 1}. Moreover, consider a non-negative symmetric
matrix M , where [M ]ij ∈ R+ accounts for the cost of
moving mass from pi to bin qj . Without loss of generality, in
the numerical example we will consider the Euclidean costs
where [M ]ij = ‖xi − xj‖22. Additionally, define the set of
couplings or transportation polytope U(p, q) as
U(p, q) ,
{
X ∈ Rn×n+ | X1 = p,XT1 = q
}
.
The entropy-regularized OT problem [29] seeks to mini-
mize the transportation costs while maximizing the entropy
(maximum-entropy principle) and is defined as
Wγ(p, q) , min
X∈U(p,q)
{〈M,X〉 − γE(X)} , (1)
where γ > 0, and
〈M,X〉 ,
n∑
i=1
n∑
j=1
MijXij and E(X) , −
n∑
i=1
n∑
j=1
h(Xij),
and ∀x > 0, h(x) , x log x and h(0) , 0. A solution
W0(p, q) is called the Wasserstein distance between p and q
and if γ > 0,Wγ(p, q) is known as regularized (or smoothed)
Wasserstein distance. For γ > 0, problem (1) is strongly
convex and admits a unique solution X∗.
For simplicity, let us introduce the notation Wγ,q(p) for
fixed probability distribution q ∈ S1(n)
Wγ,q(p) ,Wγ(p, q).
One particular advantage of entropy-regularizing the
Wasserstein distance is that there exists closed-form repre-
sentations for the dual problem and its gradients [16], [22]
where the Fenchel-Legendre transform of (1) is defined as
W∗γ,q(y) , max
p∈S1(n)
{〈y, p〉 −Wγ,q(p)} . (2)
In [10], other regularization functions were explored. The
squared 2-norm was shown to produce sparse transportation
plans. In this paper, we will use the entropy regularization.
Nevertheless, our results extend naturally to other regular-
ization functions, especially those that admit closed-form
solution of dual gradients. The next theorem states the
closed-form solutions of the dual problem, and the gradient
of the entropy regularized WB problem.
Theorem 1 (Theorem 2.4 in [22]) For γ > 0, the Fenchel-
Legendre dual function W∗γ,q(y) is differentiable and its
gradient ∇W∗γ,q(y) is 1/γ-Lipschitz in the 2-norm with
W∗γ,q(y) = γ (E(q) + 〈q, logKα〉) and
∇W∗γ,q(y) = α ◦ (K · q/(Kα)) ∈ S1(n),
where y ∈ Rn, α = exp(y/γ) and K = exp(−M/γ).
We will use the results of Theorem 1 to design an
algorithm for the computation of the WB on graphs based
on recent ideas of dual approaches for convex optimization
problems with affine constrains [30], [31] and optimal algo-
rithms for distributed optimization [32], [33].
B. Computation of a Wasserstein Barycenter over a Network
The uniform WB [16], [17] of a family of discrete dis-
tributions qi ∈ S1(n), for i = 1, . . . ,m; is defined as the
solution to the following optimization problem
min
p∈S1(n)
m∑
i=1
Wγ,qi(p). (3)
The WB is an extension of the Euclidean barycenter
to nonlinear metric spaces corresponding to the empirical
Fre´chet mean [34]. The existence and uniqueness of WB
has been studied in the literature [35]. Problem (3) is strictly
convex and admits a unique solution, denoted by p∗ [22].
For the distributed computation of WBs, let us intro-
duce the stacked column vectors p = [pT1 , · · · , pTm]T and
q = [qT1 , · · · , qTm]T , where pi, qi ∈ S1(n), and rewrite the
problem (3) in an equivalent form
min
p1=···=pm
p1,...,pm∈S1(n)
m∑
i=1
Wγ,qi(pi). (4)
We denote the unique solution of (4) by
p∗ = [(p∗)T , · · · , (p∗)T ]T .
We seek to solve problem (4) in a distributed manner over
a network, where each distribution qi is held by an agent i
on a network. We model such a network as a fixed connected
undirected graph G = (V,E), where V is the set of m nodes,
and E is a set of edges. We assume that the graph G does not
have self-loops. The network structure imposes information
constraints; specifically, each node i has access to qi only
and a node can exchange information only with its immediate
neighbors, i.e., a node i can communicate with node j if and
only if (i, j) ∈ E.
We can represent the communication constraints imposed
by the network by introducing a set equivalent to the con-
straints in (4). To do so, we define the Laplacian matrix
W¯∈ Rm×m of the graph G by
[W¯ ]ij =

−1, if (i, j) ∈ E,
deg(i), if i = j,
0, otherwise,
where deg(i) is the degree of the node i, i.e., the number
of neighbors of the node. Moreover, we denote as dmax
and dmin the maximum and the minimum degree among
all nodes in the network. Finally, define the communica-
tion matrix (also referred to as an interaction matrix) by
W , W¯ ⊗ In, where ⊗ indicates the Kronecker product.
Throughout the paper, we assume that graph G = (V,E)
is undirected and connected. Under this assumption, the
Laplacian matrix W¯ is symmetric and positive semidefinite.
Furthermore, the vector 1 is the unique (up to a scaling
factor) eigenvector associated with the eigenvalue λ = 0.
W inherits the properties of W¯ , including symmetry and
positive semidefiniteness. Moreover, Wx = 0 if and only if
x1 = · · · = xm, and
√
Wx = 0 if and only if x1 = · · · =
xm. Therefore, one can equivalently rewrite problem (4) as
min
p1,...,pm∈S1(n)√
W p=0
Wγ,q(p) =
m∑
i=1
Wγ,qi(pi). (5)
Note that the constraint set {p1, . . . , pm ∈ S1(n) |√
Wp = 0} is the same as the set {p1, . . . , pm ∈ S1(n) |
p1 = · · · = pm}, since ker(
√
W ) = span(1) due to the
connectivity of the graph G.
In the next section, we state the proposed algorithm for
solving (5) and analyze its convergence rate.
III. ALGORITHM AND RESULTS
In this section, we build on recent results on dual ap-
proaches for optimal distributed optimization [32], [36] to
construct an algorithm that solves (5) over a network. More-
over, we analyze its convergence rates and provide explicit
dependencies on the problem parameters and the network
topology.
A. Dual Approach for Strongly Convex Functions and Affine
Constraints
In [36], the authors proposed a novel analysis for the mini-
mization of strongly convex functions with affine constraints
of the form min
Ax=0
f(x), (6)
where f(x) is 1-strongly convex with respect to the p-norm
with the corresponding dual problem defined as
min
y
g(y) where g(y) = max
x
{〈AT y, x〉− f(x)}. (7)
We denote x∗(AT y) the solution to the problem defin-
ing g(y). The dual function g(y) is L-smooth with
L = ‖A‖L1→L2 = maxi=1,··· ,m ‖Ai‖22, where Ai is the i-
th column of A. Thus, one can use accelerated first order
methods such as Nesterov’s Fast Gradient [37] or one of its
recent reformulations [38] to obtain an approximate solution.
The novelty in [36] lies in the statement of the convergence
rate of the accelerated methods in terms of the duality gap
and the constraint violation. Additionally, it was shown that
for the linear coupling accelerated algorithm [30] one can
guarantee that the solutions will remain in a closed ball
around the optimal solution, with a radius proportional to
the distance between the initial point of the algorithm and
the optimal solution. Next, we state a technical result, based
on [36], that will help us in the design and analysis of our
proposed algorithm for the distributed computation of the
WB.
Theorem 2 The fast gradient method based on linear cou-
pling proposed in [38] with the change yk to wk and xk to
yk and applied to problem (7), with w0 = y0 = z0 = 0, has
the following properties: ∀ k ≥ N and ε > 0, it holds that
g(wk) + f(x˘k) ≤ ε and ‖Ax˘k‖2 ≤ ε/R,
where x˘k =
∑k−1
t=0
(t+2)
k(k+3)x
∗(AT yt+1), N ,
√
16LR2/ε,
R = ‖y∗‖2 < ∞ and y∗ is the optimal point of g(·) with
minimal norm.
Proof: The proof consists in combining Theorem 2 in
[39] and proof of Theorem 1 in [40].
B. Dual Approach for Wasserstein Barycenter Problem
Problem (5) can be equivalently reformulated as the maxi-
mization problem
max
p1,...,pm∈S1(n)√
W p=0
−Wγ,q(p) =
m∑
i=1
Wγ,qi(pi)
with its corresponding Lagrangian dual problem
min
y
max
p1,...,pm∈S1(n)
{
〈y,
√
Wp〉 −Wγ,q(p)
}
,
where y = [yT1 · · · yTm]T .
Moreover, the Fenchel-Legendre transform of Wγ,qi(pi) is
W∗γ,qi([
√
Wy]i) = max
pi∈S1(n)
{〈
[
√
Wy]i, pi
〉
−Wγ,qi(pi)
}
,
where [
√
Wy]i =
∑m
j
√
W ijyj , and
√
W ij = [
√
W¯ ]ij⊗In.
Therefore, we can rewrite the problem (5) as follows
min
y
W∗γ,q(
√
Wy) =
m∑
i=1
W∗γ,qi([
√
Wy]i). (8)
Additionally, from Theorem 1 the gradient can be ex-
pressed in closed form as
∇W∗γ,qi
(
[
√
Wy]i
)
=
m∑
j=1
√
W ijp
∗
j
(
[
√
Wy]j
)
,
where p∗j (y˜j) = α(y˜j) ◦ (K · qi/(Kα(y˜j))). Moreover, it
holds that one can recover the solution p∗ to the primal
problem (5) from a solution y∗ to the dual problem (8) as
p∗ = p∗(
√
Wy∗).
The optimality relation between the dual and the primal
problem follows from Theorem 3.1 in [22]. In general, the
dual problem (8) can have multiple solutions of the form
y∗ + ker(
√
W ) when the matrix
√
W does not have a full
row rank. When the solution is not unique, we will use y∗ to
denote the smallest norm solution, and we let R be its norm,
i.e. R = ‖y∗‖2.
The entropy regularization term is γ-strongly convex with
respect to the 1-norm over the probability simplex S1(n). As
a consequence, the computation of the WB of a set of discrete
probability distributions {qi}mi=1 is equivalent to solving the
dual decomposable L-smooth (with respect to the 2-norm)
optimization problem (8) with L = ‖√W‖2L1→L2/γ [41].
Specifically, in this setup it holds that
‖
√
W‖2L1→L2 = max
i=1,··· ,m
‖
√
W i‖22 = max
i=1,··· ,m
√
W
T
i
√
W i
= max
i=1,··· ,m
[W ]ii = dmax.
C. Algorithm and Main Results
We can explicitly write the Nesterov’s Accelerated Gradi-
ent Method (FGM) [42] for smooth functions. Particularly,
we use follow the linear coupling approach recently proposed
in [38]. Setting wˆk = zˆk = yˆk = 0, the FGM generates
iterates according to:
yˆk+1 = τkzˆk + (1− τk)wˆk (9a)
wˆk+1 = yˆk+1 − 1
L
√
Wp∗
(√
W yˆk+1
)
(9b)
zˆk+1 = zˆk − αk+1
√
Wp∗
(√
W yˆk+1
)
(9c)
where αk+1 = (k + 2)/(2L) and τk = 2/(k + 2).
Unfortunately, algorithm (9) cannot be executed in a
distributed manner. Although the entries of local gradient
vectors can be computed independently by each node, the
sparsity pattern of the matrix
√
W need not be the same as
the communication constraints induced by the graph G. Thus,
the variables wˆk and zˆk cannot be computed on the network.
This problem is solved by a change of variables such that
y˜ =
√
W yˆ, w˜ =
√
W wˆ and z˜ =
√
W zˆ.
Algorithm 1 presents the resulting distributed accelerated
gradient method for the dual problem of the WB problem.
Based on [36], we can guarantee that Algorithm (1)
generates sequences of vectors {y˜ik, w˜ik, z˜ik} which remain
in a ball BR(0) with R = ‖y˜i0− y˜∗i ‖2 = ‖y˜∗i ‖2. Now, we are
Algorithm 1 Distributed Computation of WB
Require: Each agent i ∈ V is assigned its distribution qi.
1: All agents set w˜i0 = y˜
i
0 = z˜
i
0 = 0 ∈ Rn and N
2: For each agent i ∈ V :
3: for k = 0, 1, 2, · · · , N−1 do
4: τk =
2
k+2 and αk+1 =
k+2
2
1
L
5: y˜ik+1 = τkz˜
i
k + (1− τk)w˜ik
6: p∗i (y˜
i
k+1)=exp(y˜
i
k+1/γ)◦
(
K· qi
K exp(y˜i
k+1
/γ)
)
7: Share p∗i (y˜
i
k+1) with {j | (i, j) ∈ E}
8: w˜ik+1 = y˜
i
k+1 − 1L
∑m
j=1Wijp
∗
j (y˜
j
k+1)
9: z˜ik+1 = z˜
i
k − αk+1
∑m
j=1Wijp
∗
j (y˜
j
k+1)
10: end for
11: Set (y∗N )i = w˜
i
N , ∀i ∈ V
12: Set (p∗N )i =
∑N−1
k=0
(k+2)
N(N+3)p
∗
i (y˜
i
k+1), ∀i ∈ V
ready to state our main result that provides a convergence rate
for Algorithm 1 with explicit dependencies on the problem
parameters and the topology of the network.
Theorem 3 Let ε > 0 and assume that ‖∇W∗γ,q(y˜)‖2 ≤ G
on a ball BR(0). Then, it holds that that after
N ≥
√
16G2
γ · ε
dmax
dmin
iterations, the outputs of Algorithm 1, i.e. p∗N =
[(p∗N )
T
1 , · · · , (p∗N )Tm]T and y∗N = [(y∗N )T1 , · · · , (y∗N )Tm]T
have the following properties:
Wγ,q(p∗N ) +W∗γ,q(y∗N ) ≤ ε and ‖
√
Wp∗N‖2 ≤ ε/R.
Proof: The dual functionW∗γ,q(y) is (dmax/γ)-smooth.
Thus, from Theorem 2 it follows that
Wγ,q(p∗N ) +W∗γ,q(y∗N ) ≤ ε and ‖
√
Wp∗N‖2 ≤ ε/R.
holds for k ≥√16dmaxR2/(γε).
Moreover, considering the boundedness of the gradients of
the dual function and by Theorem 3 in [43], we can estimate
the radius as
R2 ≤ ‖∇W
∗
γ,q(y
∗)‖22
min
x∈E⊥ker(√W ),u∈H∗
‖x‖E=1,‖u‖H∗=1
{〈u,√Wx〉} =
G2
dmin
.
Thus, we require k ≥ √ 16G2
γ·ε
dmax
dmin
and the desired result
follows.
Theorem 3 provides an estimate of the minimum number
of iterations required for the proposed algorithm to reach
some arbitrary relative accuracy in the solution of the dis-
tributed WB problem. The convergence rate is shown to
be of the order O(1/k2) which has been established to be
optimal for smooth convex optimization problems [42] with
an additional cost proportional to the square root of the
number of agents in the network in the worst case.
In general, one might be interested in finding a WB for
the original Wasserstein distance with no regularization term.
That is, to solve problem (3) with γ = 0. The next theorem
explains a choice of γ that provides a convergence rate results
with respect to the non-regularized optimal transport based
on the iterates of Algorithm (1).
Theorem 4 Let ε > 0, and assume that ‖∇W∗γ,q(y˜)‖2 ≤ G
on a ball BR(0). Moreover, set γ = ε/(4m log n). Then, it
holds that after
N ≥
√
128G2m logn
ε2
dmax
dmin
iterations, the outputs of Algorithm 1, i.e. p∗N =
[(p∗N )
T
1 , · · · , (p∗N )Tm]T and y∗N = [(y∗N )T1 , · · · , (y∗N )Tm]T
have the following properties
W0,q(p∗N )−W0,q(p∗) ≤ ε and ‖
√
Wp∗N‖2 ≤ ε/(2R).
Proof: Considering weak duality W∗γ,q(y∗N ) ≥
−Wγ,q(p∗) and Theorem 3 with ε/2, to obtain
Wγ,q(p∗N )−Wγ,q(p∗) ≤ ε/2. (10)
By the choice of γ, for ∀ i = 1, ...,m, it holds that
Wγ,qi(p∗i )−W0,qi(p∗i ) ≤ ε/(2m),
Wγ,qi((p∗N )i) ≥ W0,qi((p∗N )i).
Thus, the desired result follows from (10), and the two
inequalities above.
IV. NUMERICAL EXPERIMENTS
In this section, we show two numerical experiments to
validate the results of Theorem 3. We explore the problem of
computing WB of univariate, discrete and truncated Gaussian
densities and the computation of the WB of a subsample of
1000 digit images from the MNIST dataset.
A. Barycenter of Gaussian Distributions
Initially, we explore the computation of WB for sets of
univariate, discretized and truncated Gaussian densities [16].
We consider a network of agents where each agent i holds
a univariate, discretized and truncated Gaussian distribution,
with mean µi ∈ [−5, 5], standard deviation σ ∈ [0.1, 2] and
equally spaced support of 100 points in [−5, 5]. The entropy
regularization parameter is set to γ = 0.1. Figure 3 shows
the distance to optimality and the distance to consensus of
Algorithm 1 for the star, cycle, complete, and Erdo˝s-Re´nyi
random graph graphs with a fixed size of 50 nodes. Also,
Figure 3 shows the scalability of the algorithm, i.e., the
number of iterations required to reach an ε accuracy in
the distance to optimality and consensus for networks of
increasing size.
B. MNIST Dataset
We randomly sample 1000 images for each digit of the
MNIST dataset [20], [44]. Each image has 28 × 28 pixels
and is scaled uniformly at random between 0.5 and 2 of
its size and randomly located on a larger 56 × 56 blank
image. The pixel values of the image are normalized to add
up to 1. We assign one sample from each digit to each
agent on a group of 1000 agents, and the objective is to
jointly compute the WB for each digit of the 1000 samples
present in the network. Each agent owns only one image,
and these images are different. In total the number of images
– Erdo˝s-Re´nyi
– Complete
– Cycle
– Star
e∗(y∗k)
102 104
10−7
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0
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4
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102 104
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k≥0
{k | ‖√Wp∗k‖2 ≤ ε2}
20 40
0
1
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Number of Agents
Fig. 3: Optimality and Scalability for various graphs.
e∗(y∗k) = (W∗γ,q(y∗k) −W∗γ,q(y∗))/(W∗γ,q(y∗0) −W∗γ,q(y∗)),
ε1 = 1 · 10−8 and ε2 = 1 · 10−6.
assigned to each agent is equal to the number of digits. The
agents are connected over an Erdo˝s-Re´nyi random graph with
1000 nodes and connectivity parameter 4/1000. The entropy
regularization parameter is set to γ = 0.01. Figure 4 shows
the local barycenter of the 9 digits for a subset of 3 agents in
the network for 0, 60, and 300 iterations. As the number of
iteration increases, all agents converge to a common image,
namely, the WB of the images held by the agents in the
network.
N
=
0
N
=
60
N
=
30
0
Fig. 4: Local WB of the digits of the MNIST dataset for a
subset of 3 agents out of 1000 on an Erdo˝s-Re´nyi random
graph. A video of the evolution of the local barycenters for
10 agents is available at http://bit.ly/2t9fn0Y.
V. DISCUSSION AND CONCLUSIONS
We developed a novel algorithm for the distributed com-
putation of WB over networks where a group of agents
connected over a network and each agent holds some local
probability distribution with finite support. Our results prov-
ably guarantee that all agents in the network will converge to
the WB of all distribution held by the agents in the network.
We provide an explicit and non-asymptotic convergence rate
of the order O(1/k2) with an additional cost proportional to
the ratio between the maximum and minimum degree among
the nodes in the graph over which the agents exchange
information.
The case where spectral information of the network is
not available or when the graphs are directed or change
with time require further study. The use of second-order
information can also be exploited to get better performance.
Also, recently proposed stochastic approaches can provide
more efficient algorithms [45], [28], [46], [47].
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