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The passive estimation of impulse responses from ambient noise correlations arouses increasing
interest in seismology, acoustics, optics and electromagnetism. Assuming the equipartition of the
noise field, the cross-correlation function measured with non-invasive receiving probes converges
towards the difference of the causal and anti-causal Green’s functions. Here, we consider the case
when the receiving field probes are antennas which are well coupled to a complex medium – a scenario
of practical relevance in electromagnetism. We propose a general approach based on the scattering
matrix formalism to explore the convergence of the cross-correlation function. The analytically
derived theoretical results for chaotic systems are confirmed in microwave measurements within a
mode-stirred reverberation chamber. This study provides new fundamental insights into the Green’s
function retrieval technique and paves the way for a new technique to characterize electromagnetic
antennas.
I. INTRODUCTION
Even though the field in an ideal disordered medium is
diffuse and statistically random, amplitude and phase in-
formation about the propagation between two points can
be retrieved from the cross-correlation of the field probed
at two positions [1–4]. The Green’s function retrieval
(GFR) technique aims at reconstructing the impulse re-
sponse between two passive receivers from the cross-
correlation of broadband signals. Assuming that the
field is at thermal equilibrium, the cross-correlation in-
deed converges towards the imaginary part of the Green’s
function between the two field probes [5–7]. This prop-
erty has been generalized to uniformly distributed noise
sources [8–10] with an elegant analogy to time reversal
[11, 12]. GFR is nowadays routinely applied to ambient
noise measurements in seismology for surface wave to-
mography and landslide monitoring [13–16]. The GFR
approach also opens the door to passive imaging with
sound [17, 18], microwaves [19, 20] and light [21]. In dis-
ordered media, including chaotic cavities, multiple scat-
tering of waves enhances the convergence of the cross-
correlation since the field illuminating the two probes
is ideally a superposition of random plane waves with
statistically homogeneous coefficients [7, 11, 22, 23]. Be-
cause GFR is a self-averaging technique, a single or a
few sources are therefore sufficient to recover the ballistic
components of the broadband impulse response between
two receivers [3, 4, 12, 20, 24].
Reverberation chambers (RC) have become an alter-
native solution to anechoic rooms to characterize elec-
tromagnetic devices [25, 26]. Instead of mimicking free-
space propagation, the field in mode-stirred RCs is con-
fined within a metallic enclosure which results in mul-
tiple reflections off the enclosure’s boundaries. Differ-
ent system realizations are obtained by altering the en-
closure’s boundary conditions via mechanical [27, 28] or
electronic [29–32] stirring, or via source stirring [33, 34].
The field generated by a single antenna (or an antenna
array) is typically assumed to be statistically isotropic,
uniform and depolarized [35, 36] with universal statistics
that can be inferred from random matrix theory (RMT)
applied to open chaotic systems [37–39]. In practice,
unstirred-field components may persist but can also be
accounted for in the RMT framework [40–46]. Statisti-
cal approaches based on the energy conservation princi-
ple enable the extraction of the radiation efficiency or
the directivity pattern of transmitting or receiving an-
tennas [47]. In this context, GFR is a technique of po-
tentially great interest to extract the coupling coefficient
between two purely receiving antennas [3, 20]. This ap-
proach could also accelerate measurements of the cou-
pling coefficients between antennas of a large array since
the technique avoids the requirement of turning each
antenna successively into its transmitting and receiving
modes. Estimating the mutual coupling matrix is key to
predicting the channel capacity for communication sys-
tems [48, 49] and estimating directions of arrival for imag-
ing systems [50].
In contrast to GFR in acoustics, seismology or op-
tics, the field probes in electomagnetism are typically
invasive devices (antennas) that can be well matched to
their environment. A detailed analysis of the convergence
and the statistics of the cross-correlation function under
these conditions (specific to applications in electromag-
netism) is to date missing but constitutes an important
issue for mode-stirred RCs. In this article, we provide
a theoretical analysis of the cross-correlation function
in chaotic cavities using the scattering matrix formal-
ism. We show that the cross-correlation function con-
verges, with respect to the stirring process, towards the
































FIG. 1. Schematic view of the 2 probes under test and the M
emitting sources inside a chaotic cavity.
receivers weighted by their reflection coefficients. Our
model includes both the coupling of the antennas and
losses within the chaotic cavity. The analytically derived
average and variance of the cross-correlation are in excel-
lent agreement with measurements taken inside an elec-
tromagnetic reverberation chamber using either an array
of transmitting sources or a single source and mechanical
stirring.
II. THEORY
A. Ideal cross-correlation function
A schematic view of our system is shown in Fig. 1.
Two receiving probes (indexed 1 and 2) and M emit-
ting sources (indexed 3 to M + 2) are embedded within
a chaotic cavity (the RC). The field cross-correlation be-
tween probes 1 and 2 estimated from the successive emis-
sions of the M sources is given by
C12(ω) ≡ ΣM+2m=3 s∗m1(ω)sm2(ω), (1)
where smi(ω) is the complex scattering matrix element
(transmission coefficient) between the m-th source and
the i-th probe.
In absence of absorption, the cross-correlation is simply
derived from the flux conservation. Indeed, in such a
case, the scattering matrix is unitary, i.e., S†(ω)S(ω) =






m1sm2 = 0, so that
C12(ω) is equal to C0(ω) defined by
C12(ω) = −[s∗11(ω)s12(ω) + s22(ω)s∗21(ω)] ≡ C0(ω). (2)
For pointlike non-invasive probes, such as a sismometer
in seismology or a wire much shorter than the wave-
length in the microwave domain, Eq. (2) is equivalent to
the well-known relation between the correlation function
and the imaginary part of the Green’s function [3]. In-
deed, the magnitude of the reflection coefficient of such
probes is strong, |s11| ∼ |s22| ∼ 1, such that Eq. (2)
simplifies to C12 ∼ −[s12 + s∗21] which for systems with
time-reversal symmetry indeed corresponds to the real
part of the transmission coefficient between the anten-
nas. In the time domain, the inverse Fourier transform
C̃12(t) of C12(ω) is then the superposition of the causal
and anti-causal impulse responses, s̃12(t) and s̃21(−t),
respectively, giving a signal which is time symmetric.
Equation (2) shows, however, that this symmetry is
broken for antennas with different reflection coefficients,
|s11| 6= |s22|, which occurs when the antennas are not
equally coupled to the chaotic cavity. For instance, in
the case of a weakly coupled probe (|s22| ∼ 1) and a
critically coupled probe (|s11| ∼ 0), the cross-correlation
vanishes at positives times and only the anti-causal re-
sponse between probes 1 and 2 contributes to the cor-
relation [3]. In the following, we show that in complex
media with absorption the function C0(ω) still provides
a measure of the average cross-correlation function, but
with a proportionality factor smaller than unity.
B. Convergence of the average correlation in lossy
cavities
Absorption within an RC is inevitable and breaks the
unitary of S(ω). Hence, in practice, Eq. (2) cannot be
used to describe the cross-correlation function directly.
Helpful insights are provided by a simple heuristic ap-
proach assuming that the losses behave as ML additional
equivalent fictitious channels coupled to the chaotic cav-
ity. Including these ML channels within a “virtual” scat-
tering matrix Ŝ(ω) of dimension (M+2+ML)×(M+2+
ML) would re-establish its unitarity Ŝ
†(ω)Ŝ(ω) = 1. In
chaotic cavities, the contributions of the M source anten-
nas and the ML fictitious channels to C12(ω) are assumed
to be statistically uncorrelated for different realizations
of the diffuse field. In practice, access to different real-
izations can be implemented via (i) source stirring (al-
tering the position [33] or radiation pattern [34] of the
source antenna(s)), and/or (ii) mode stirring (modifying
the boundary conditions of the RC mechanically [27, 28]
or electronically [29–32]). Averaging over these realiza-
tions is denoted by 〈. . .〉 in the following.
As a consequence of the unitarity of Ŝ and assum-
ing furthermore that the coupling of the ML fictitious
channels to the system is the same as that of the M an-
tennas, 〈s∗m1(ω)sm2(ω)〉 becomes a function of 〈C0(ω)〉,




〈C0(ω)〉 = η〈C0(ω)〉. (3)
By construction, the real and positive coefficient η ≤ 1
accounts for the unitarity deficit of the scattering matrix
caused by the presence of absorption.
In many scenarios in electromagnetic compatibility,
antenna characterization and radar imaging, one seeks
to characterize the established transmission channel be-
tween the receiving antennas, such as line-of-sight or
single scattering propagation channels. In these cases,
〈C0(ω)〉 is non-vanishing as the channel can be described
as the superposition of the established transmission and
a chaotic process within the medium [44].
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We now seek an expression of η in terms of parameters
that can be easily determined experimentally. We lever-
age the flux conservation to relate transmissions between
the antennas Tij(ω) = |Sij(ω)|2 with losses through fic-
titious channels:
1− 〈T11(ω)〉 − 〈T21(ω)〉 = (M +ML)〈Tm1(ω)〉. (4)
This equation is a direct consequence of the unitary of
Ŝ. The parameter 〈Tc(ω)〉 = 1 − 〈T11(ω)〉 − 〈T21(ω)〉
characterizes the coupling between antenna 1 and the
chaotic cavity. In particular, Tc(ω) = 0 corresponds to
the case of two receiving antennas that are completely
isolated. Equation (4) finally leads to
η =
M〈Tm1〉
1− 〈T11〉 − 〈T21〉
. (5)
Together with 〈C12(ω)〉 = η〈C0(ω)〉 (Eq. (3)), Eq. (5)
provides a full expression of the convergence of the cross-
correlation in lossy chaotic cavities.
C. Effective Hamiltonian approach
In this section, we rigorously confirm the intuitive
predictions from the previous section by making use of
an effective Hamiltonian formalism to statistically de-
scribe the propagation of waves within a chaotic cavity.
This formalism proved to be an adequate tool for study-
ing both dynamical and statistical aspects of scatter-
ing processes involving resonances [51–53]. The method
describes the open quantum or wave system in terms
of a non-Hermitian Hamiltonian H = H − (i/2)V V †,
where the Hermitian part H of size N stands for the
Hamiltonian of the closed counterpart. The (rectangu-
lar) N × (M + 2) matrix V accounts for its coupling to
the open channels, which converts the N levels (given
by the eigenvalues of H) into complex resonances. The
scattering matrix is then expressed in a unitary form as
S(E) = 1− iV † 1
E −H
V, (6)
where E denotes the scattering energy (or frequency).
The resonances correspond to the poles of the S-matrix,
which are therefore given by the eigenvalues of H. With
this model, the uniform absorption can be easily in-
cluded, amounting to an imaginary shift of the scattering
energy, E → Eγ = E + iΓabs/2, where Γabs is the ab-
sorption width. As a result, the scattering matrix S(Eγ)
becomes subunitary and so its unitarity deficit can be
quantified by the following exact relation [54]
S†(Eγ)S(Eγ) = 1− ΓabsQ(Eγ), (7)







As shown in Ref. [54], Eq. (8) provides a suitable gener-
alisation of the Wigner-Smith time-delay matrix [55] in
the case of finite absorption. It is worth noting that a
factorised structure of Eq. (8) admits a natural interpre-
tation for a matrix element Qij = ψ
†
iψj as the overlap be-
tween the internal parts ψi and ψj of the wave fields ini-
tiated through the channels i and j, respectively [55, 56].
When combined with RMT [57, 58], the effective
Hamiltonian approach provides a powerful tool to de-
scribe universal fluctuations in chaotic scattering (see
Refs. [59, 60] for recent reviews). In particular, exact ana-
lytic expressions for a general two-point correlation func-
tion of scattering matrix elements were obtained for an
arbitrary degree of absorption [39, 61] (see also Refs. [62–
64] for related studies). However, this result cannot be
applied to our present problem because it was derived
assuming the absence of direct processes (which is a com-
mon assumption in RMT). Hence, the term correspond-
ing to Eq. (1) would simply yield a vanishing contribu-
tion. A modification of the conventional RMT formalism
is therefore required to incorporate direct processes. Var-
ious efforts to capture system-specific features have been
reported in the RMT literature. One strategy suggests to
incorporate system-specific features via semiclassical cal-
culations of the average impedance matrix in terms of ray
trajectories between ports [40–42]. Another approach as-
sumes the presence of an established direct transmission
mediated by a resonant mode coupled to the (isolated)
complex environment [44, 45]. Recently, a hybrid RMT
scheme has been proposed to show that one can learn
a system-specific pair of coupling matrix and unstirred
contribution to the Hamiltonian [46].
Here, we proceed in the spirit of Refs. [44, 45] and be-
gin by distinguishing between coupling to the two receiv-
ing antennas, A ≡ [V1V2], and to the M “bulk” sources,
B ≡ [V3...VM+2]. Moreover, we restrict our study to
systems with preserved time-reversal invariance, in line
with our experimental setup (see subsequent section for
details). Thus, without loss of generality, the N×(2+M)
coupling matrix V = [AB] is real andH is a real symmet-
ric matrix of size N  1. The cross-correlation function










where now H = H − (i/2)AAT − (i/2)BBT . Note that
such a representation can also be used to incorporate
non-homogeneous losses in the model [65].
Next, we assume that the statistical averaging is per-
formed on the sources B, so that the system Hamiltonian
and the antenna couplings A1,2 remain unchanged. This
averaging may also include additional stirring which can
be effectively used (as discussed in more detail in the ex-
perimental section below) to emulate additional sources.
Thus, the source number is typically large, M  1, but
still M  N . In such a limit, it is natural to con-
sider the N -vectors Bm (m = 1, . . . ,M) as uncorrelated
Gaussian random variables with zero mean and second
4
moment 〈BmµBm′µ′〉 = Γmδmm′δµµ′ . Exploiting their
properties [52, 56], we can express the averaged function
〈C12(Eγ)〉 in the following form (omitting the higher or-













m=1 Γm is the total decay width asso-
ciated with the channels coupled to the system. This
is equivalent to first writing the cross-correlation func-
tion as C12(Eγ) = ψ
†
1BB
Tψ2 and then assuming that
the internal wave fields ψ1,2 initiated by the antennas 1
and 2 become (in the large M limit) statistically uncor-
related with the coupling vectors of the source channels,
〈ψ†1BBTψ2〉 = 〈Tr[BBT ]〉〈ψ
†
1ψ2〉.
The averaged term on the right hand side of Eq. (10)
can be readily identified as the off-diagonal element of
the averaged time-delay matrix (Eq. 8), resulting in the
following elegant relation:
〈C12(Eγ)〉 = Γsrc〈Q12(Eγ)〉. (11)
In order to further establish a connection with the func-
tion C0(Eγ) that can be cast as C0(Eγ) = −ψ†1AATψ2,
we take the off-diagonal element of relation (7) and find
C12(Eγ) = C0(Eγ)− ΓabsQ12(Eγ). (12)
Finally, averaging this equation over different realizations
and making use of Eq. (11), we obtain the representation





〈C0(Eγ)〉 = η〈C0(Eγ)〉. (13)
This equation fully confirms the result of Eq. (3). For
the sake of comparison with the heuristic argument of
the previous section, one can identify M〈Tm1〉 = Γsrc
and ML〈Tm1〉 = Γabs (both widths being expressed here
in units of the mean density of states).
Our approach also allows us to further relate the above
result to Eqs. (4) and (5). The first diagonal element of
S†(Eγ)S(Eγ) given in Eq. (7) yields
T11(Eγ) + T12(Eγ) +
M+2∑
m=3
Tm1(Eγ) = 1− ΓabsQ11(Eγ).
(14)
The same arguments used to derive Eq. (10) then pro-
vide Γsrc〈Q11(Eγ)〉 =
∑M+2




〈Tm1(Eγ)〉 = η[1− 〈T11(Eγ)〉 − 〈T12(Eγ)〉], (15)
which is equivalent to Eq. (5).
The approach based on Eq. (9) provides a route to
study cross-correlations in a systematic and controllable
way, which may include, for instance, higher order cor-
rections or possible fluctuations of absorption rates.
D. Fluctuations of the cross-correlation
Having established the convergence of the average
cross-correlation, we now evaluate its fluctuations and
the corresponding signal-to-noise ratio (SNR). Simple
relations can be found using the heuristic model of M
source antennas and ML fictitious channels that describe
absorption and the assumption that the transmission co-
efficients sm1 and sm2 are random variables with Gaus-
sian distribution. The relative variance of the fluctua-







[1− 〈T11〉 − 〈T21〉]2
|〈C0(ω)〉|2
. (16)
In absence of absorption, the unitary scattering matrix
gives η = 1 and 〈|δC12(ω)|2〉 = 0, as the reconstruction
is expected to be perfect (see Eq. (2)). In the strong
absorption limit (η → 0), Eq. (16) shows that the rel-
ative fluctuations barely depend on absorption as long
as the chaotic nature of the RC is preserved. Moreover,
this equation highlights the impact of the coupling be-
tween the system of the two antennas and the cavity.
For isolated antennas forming an enclosure within the
larger chaotic cavity, i.e. an almost isolated 2 × 2 sub-
system of receiving antennas, Tc → 0 and the fluctuations
are small. This is, for instance, the case when a line-of-
sight propagation between directive antennas gives rise
to strong direct coupling between the antennas.
Equations (3), (5) and (16) provide a framework to
analyze the convergence of the correlation function in
chaotic systems.
III. EXPERIMENTAL RESULTS
Having established the theoretical predictions for the
convergence and the variance of the cross-correlation
function in chaotic cavities, we confirm these results in
this section with two experimental setups for which the
degree of control η varies from η → 1 to η → 0.
A. Two-dimensional cavity
The first setup is an electromagnetic cavity of length
L = 0.5 m, width L = 0.25 m and height h =
0.008 m (see Fig. 2(a) and Ref. [66]). The cavity
supports a single mode in its vertical polarization so
that the setup emulates a two-dimensional cavity. The
openings of the cavity are fully controlled with M =
16 single-channel waveguides (coax-to-waveguide transi-
tions) that are nearly perfectly matched to the cavity in
the frequency range of interest 11-14 GHz. The single-
channel waveguides act as sources to measure the cross-
correlation function between two wire antennas separated
5










































FIG. 2. (a) Schematic drawing of the 2D experimental setup
used to reconstruct the impulse response between two wire
antennas located near the middle of the cavity. The spacing
between the wire antennas is d = 0.06 m. (b) Variations of
η(ω) with frequency. (c) Real part of the cross-correlation
as a function of frequency, C12(ω) (blue), and corresponding
results from Eqs. (3) and (5) (red). (d) Time domain repre-
sentation of the results displayed in (c).
by 0.06 m and located near the middle of the cavity as
shown in Fig. 2(a). These receivers are coupled to the
cavity through holes drilled into the top plate of the cav-
ity. Unlike open waveguides, the space between neigh-
bouring single-channel waveguides is metallic such that
the amount of reverberation within the system is signifi-
cantly enhanced. The wave field within the cavity is addi-
tionally randomized using 30 randomly distributed teflon
cylinders. Measurements of the transmission coefficients
sm1(ω) and sm2(ω) between the sources and the wire an-
tennas are carried out with two 8-port electro-mechanical
switches connected to a vector network analyzer (VNA).
As the system’s decay rate is dominated by leakage
through the attached scattering channels, the scatter-
ing matrix is almost unitary and the degree of con-
trol η(ω) approaches unity. Figure 2(b) shows that
η(ω), computed using Eq. (5), fluctuates over the fre-
quency range. Note that the parameter η is theo-
retically bounded by unity and values of η(ω) larger
than unity found experimentally are due to small cal-
ibration and estimation errors. Its average over the
frequency range is 〈η〉ω ∼ 0.86. In this case, the
cross-correlation function directly provides η(ω)C0(ω)
without the need to average over different realizations
as its fluctuations around η(ω)C0(ω) are small. The





in Fig. 2(c) is in excellent agreement with the theoret-
ical prediction η(ω)C0(ω). The temporal representation
of the cross-correlation C̃12(t), obtained via an inverse
Fourier transform of C12(ω), is presented in Fig. 2(d)
and also confirms that the impulse response between the
wire antennas is accurately reconstructed over more than
50 ns.
B. Three-dimensional reverberation chamber
We now consider (in contrast to the previous sub-
section) the case of a large cavity for which absorp-
tion within the system clearly dominates over losses in-
duced by the antennas. This second setup is a three-
dimensional RC of volume 5.25 m3, depicted in Fig. 3(a).
The two receiving antennas are two horn antennas fac-
ing each other and the source is a third horn antenna
located near a corner of the RC. Measurements of the
transmission coefficients sij(ω) are carried out over the
8− 9.5 GHz range with a VNA. Two mechanical stirrers
of large dimensions are rotated to realize (and average
over) independent realizations. The quality factor of the
cavity Q = 2πf0τ is found by fitting in the time do-
main the exponential decay of the transmitted intensity
between two antennas, 〈|s̃ij(t)|2〉 ∼ e−t/τ . We estimate
that τ ∼ 259 ns and Q ∼ 14250 around f0 = 8.75 GHz.
Given the large size of the RC, losses through the an-
tennas are small in comparison to absorption within the
RC. The parameter η(ω) shown in Fig. 3(b) fluctuates be-
tween 10−4 and 10−3 over the considered frequency range
and for random configurations of the RC. The degree of
control provided by a single antenna is therefore small
as the scattering matrix is far from being unitary. The
benchmark function C0(ω) is poorly reconstructed from
a single correlation C12(ω) = s
∗
31(ω)s32(ω) as large fluc-
tuations are observed (see Fig. 3(b)). However, averaging
of C12(ω) over Nr = 200 realizations of the stirrer pro-
vides an excellent reconstruction of 〈C0(ω)〉. The inverse
Fourier transform 〈C12(t)〉 is also in very good agreement
with 〈C0(t)〉 for |t| < 15 ns.
We now explore the convergence of the cross-
correlation as a function of the distance d between the
two receiving horn antennas, and hence on the strength of
the established transmission (line-of-sight propagation).
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FIG. 3. (a) Photographic image of the RC. (b) Variations
of η(ω) with frequency obtained experimentally for a spacing
between the two receiving horn antennas of d = 0.55 m. (c)
Corresponding real part of the cross-correlation Re[C12(ω)]
for a single realization (black dashed line), an averaging over
200 realizations of the mode-stirrer (blue line) and the result
from Eqs. (3) and (5) (red line). (d) Time domain represen-
tation of the results displayed in (c).
We consider 0.55 m < d < 0.95 m. The average cross-
correlation 〈C12(t)〉 faithfully reproduces 〈C0(t)〉, even
though the reconstruction slightly deteriorates as d in-
creases (see Fig. 4(a,b)). Only the pulses with maximal
energy corresponding to ballistic propagation between
the antennas are accurately reconstructed for d = 0.95 m








































FIG. 4. The variations of the envelope of the correlation
function C̃12(t) (a) and ηC̃0(t) (b) in the time domain are
shown with respect to the distance d between the antennas.
(c) The coefficient 〈η〉ω found using Eq. (5) is compared to
the coefficient giving the best fit of 〈C12(ω)〉 with η〈C0(ω)〉.
and the cross-correlation is dominated by the noise level.
The coefficient 〈η(ω)〉ω was defined in Eq. (5) as the over-
all amplitude factor relating 〈C12(ω)〉 and 〈C0(ω)〉. This
coefficient is found to be in good agreement with the
value found from the best fit of 〈C12(ω)〉 to 〈C0(ω)〉 (see
Fig. 4(c)). Our experiments therefore fully confirm our
theoretical predictions on the convergence of the cross-
correlation function from the previous section.
To explore the deterioration of the reconstruction as
the distance between antennas increases, we compute
the similarity (Pearson’s correlation coefficient) between













where 〈...〉Nr denotes an averaging over Nr realizations
of the RC. Figure 5 shows that for the smallest consid-
ered antenna separation, S(Nr) almost converges towards
its maximum S = 0.96 for Nr > 30. The reconstruc-
tion of the impulse response between two nearby anten-
nas is hence excellent even if only a small number of
uncorrelated realizations is used. However, the similar-
ity converges more slowly with respect to Nr as d in-
creases. Equation (16) indeed shows that the fluctuations
of C12(ω)/〈C12(ω)〉 scale as 1/|〈C0(ω)〉|2. When the an-
tennas separation is increased, the direct coupling and
|〈C0(ω)〉|2 decrease so that averaging over more indepen-
7
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FIG. 5. (a) Colormap of the similarity coefficient S(Nr, d)
shown as a function of the number of configurations Nr over
which the averaging is performed and the distance d between
the receiving antennas.
dent realizations is required to achieve the same value of
similarity.
Finally, we compute the variance V (ω, d,Nr) which is
estimated for each Nr using 50 random permutations of
Nr configurations of the stirrer over a maximum of 200
configurations. The variations of V (ω, d,Nr) with d and
Nr are presented in Fig. 6. As expected, this variance is
minimal for small antenna separations. To compare ex-
perimental results with theoretical predictions, the num-
ber of source antennas M is replaced in Eq. (16) by
the number of independent realizations of the cavity Nr
(see Fig. 6(b)). These two degrees of freedom provide
equivalent independent states of the cavity leading to the
convergence of the cross-correlation towards η〈C0〉. We
therefore expect that they have the same impact on the
convergence of the cross-correlation function. The spec-
tra of V (ω, d,Nr) for different values of Nr are indeed
seen to be in very good agreement with the theory.
The decrease of 〈V (ω, d,Nr)〉ω with Nr shown in
Fig. 6(c) also closely coincides with the theoretical pre-
diction for Nr < 20. However, for larger Nr, we ob-
serve a departure between theoretical and experimental
curves, the experimental decay rate being smaller than
the theoretical one. This comes as no surprise since the
similarity coefficient between the theoretical and experi-
mental results does not reach unity even for the smallest
distance, as seen in Fig. 5(b). Residual effects that are
not included within our model therefore impact the cross-
correlation function. We identify several processes that
may degrade the estimation of the benchmark function.






20 40 60 80 100


















































FIG. 6. (a) Colormap of the variance V (ω, d,Nr) shown as
a function of the number of configurations Nr over which the
averaging is performed and the distance d between the receiv-
ing antennas. (b) Spectra of the variance, shown between 8
and 9 GHz, for Nr = 1 (black line), Nr = 5 (green line) and
Nr = 100 (blue line) are compared to theoretical predictions
(red dashed lines). (c) V (ω, d,Nr) is shown as a function of
Nr for three distances between the antennas: d = 0.55 m
(blue line), d = 0.65 m (green line) and d = 0.93 m (black
line). The red curves are theoretical predictions.
to experimental calibration errors. Secondly, the resid-
ual presence of correlated field components for the differ-
ent realizations of the stirring process reduces the degree
of independence between subsequent measurements and
can be quantified as follows: |〈S13(f)〉|2/〈|S13(f)|2〉 =
0.07. The effective number of independent realiza-
tions is therefore smaller than Nr. The two aforemen-
tioned effects lead to a small additive non-averaging
contribution Cerr(ω) to the measured cross-correlation,
C12(ω) = η(ω)C0(ω) + δC12(ω) + Cerr(ω). The variance
estimated experimentally therefore converges towards
〈V (ω, d,Nr)〉ω = |Cerr(ω)|2/|η(ω)C0(ω)|2 for Nr → ∞
instead of vanishing. The impact of Cerr(ω) is small for
small values of Nr but dominates the noise level for large
Nr, explaining the saturation of the variance in Fig. 6(c).
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IV. CONCLUSION
In conclusion, our study provides a framework to an-
alyze the cross-correlation function measured in electro-
magnetic RCs with well coupled antennas. Using a for-
malism based on the scattering matrix, we have shown
that the average cross-correlation function that can be
measured between two receiving antennas inside a chaotic
cavity illuminated with a single source or an array of
sources depends on two parameters. First, the function
C0(ω) is related to the coupling between the two receiving
antennas; second, the parameter η is a proportionality
factor related to absorption within the cavity which leads
to the non-unitarity of the scattering matrix. As the sys-
tem’s decay rate is dominated by absorption instead of
leakage through the attached scattering channels, fluctu-
ations of the cross-correlation function however degrade
the estimation of the transmission coefficient between the
antennas; the variance mainly depends on the coupling
between the receiving antennas and the cavity. In this
case, averaging over independent realizations of the cav-
ity is needed, and the variance decreases inversely to the
number of realizations. Our derived theoretical results
are nicely confirmed by our experimental measurements
carried out in 2D and 3D electromagnetic cavities. Due
to the universality of the scattering matrix approach, our
results apply not only to chaotic cavities but also to other
complex media such as random multiple-scattering sam-
ples.
We expect our study to result in new perspectives
and applications in electromagnetic compatibility, the
characterization of antennas and electromagnetic objects.
Firstly, the cross-correlation technique provides a way
to accurately measure the coupling between two receiv-
ing antennas that cannot be turned into their emitting
modes. This may be crucial especially in the context
of the internet of things for which small embedded sen-
sors are employed. Secondly, the technique in reverber-
ation chambers may accelerate measurement of the mu-
tual coupling matrix for large antenna arrays. A com-
plete measurement indeed requires the field transmission
coefficients between each pair of antennas and is highly
challenging as each antenna must be successively turned
into its transmitting and receiving modes. However, re-
trieving these transmission coefficients with all antennas
in their receiving modes may provide a great simplifica-
tion of the setup and a speed-up of the characterization
process.
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V. APPENDIX
Here, we derive an expression for the fluctuations of
the cross-correlation function δC12 = C12− ηC0. For the
sake of simplicity, the angular frequency ω is omitted in
the following equations. We begin by expressing δC12 as





where the index m indicates the contribution of a source
antenna and the index m′ the contribution of a fictitious
lossy channel. This leads to











Here c.c. means complex-conjugate of the previous
term. We first estimate the term 〈|ΣM+2m=3 s∗m1sm2|2〉 =
M〈s∗m1sm1sm2s∗m2〉 + M(M − 1)〈s∗m1sm2sm′1s∗m′2〉. We
assume that the coefficients sm1 and sm2 are Gaussian
variables with zero mean and the same variances, which
is the case in chaotic cavities with strong absorption [63].
This gives 〈s∗m1sm1sm2s∗m2〉 = 〈Tm1〉〈Tm2〉+ |〈s∗m1sm2〉|2.
We have previously shown that the transmission from the
receivers is given by 〈Tm1〉 = 〈Tm2〉 = ηTc/M . The sec-
ond term is related to the cross-correlation function as
M2|〈s∗m1sm2〉|2 = η2|〈C0〉|2 so that





A similar relation can be established for the sum over the









Finally, to evaluate the last term in Eq. (19),
we assume that the average correlation between










m′2〉 = η(1− η)|〈C0〉|2. (22)
Using Eqs. (3) and (5), we finally obtain the result pre-
sented in Eq. (16).
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