This paper studies biased riffle shuffles, first defined by Diaconis, Fill, and Pitman. These shuffles generalize the well-studied Gilbert-Shannon-Reeds shuffle and are closed under convolution. An upper bound is given for the time for these shuffles to converge to the uniform distribution; this matches lower bounds of Lalley up to a constant. A careful version of a bijection of Gessel leads to a generating function for cycle structure after a biased riffle shuffle and gives new results about descents in random permutations. Results are also obtained about the inversion and descent structure of a permutation after a biased riffle shuffle.
Introduction and background
The most widely used method of shuffling cards is riffle shuffling. One cuts the deck of cards into two piles of approximately equal size and then riffles the piles together. A precise mathematical model of riffle shuffles is the Gilbert-ShannonReeds (or GSR) shuffle, discovered independently by Gilbert [11] and Reeds [16] . This model says to first cut the n card deck into two packs of size m and n − m with probability ( n m ) 2 n . Then drop cards from these packs one at a time, such that if pack 1 has A 1 cards and pack 2 has A 2 cards, the next card is dropped from pack 1 with probability
and from pack 2 with probability
Before defining biased shuffles, let us recall the notion of the descent set of a permutation. An element π ∈ S n is said to have a descent at position i if π(i) > π(i + 1). By convention we say that all π ∈ S n have a descent at position n. The descent set of π is the set of positions at which π has a descent.
This paper analyzes a notion of biased riffle shuffles which generalizes the GSR shuffle (the GSR shuffle will correspond to the case a = 2,p 1 = p 2 = 1 2 ). These biased shuffles seem to have first been considered on pages 153-154 of Diaconis, Fill, and Pitman [4] . We now give four descriptions of these biased riffle shuffles. These descriptions generalize the descriptions of the GSR shuffle in Bayer and Diaconis [1] . It is elementary to prove that these descriptions are equivalent. law. Now drop cards from the a packets one at a time, according to the rule that if the ith packet has A i cards, then the next card is dropped from the ith packet with probability
Drop n points independently in [0, 1] according to the following procedure.
Break the unit interval into a sub-intervals of length 1 a . Pick the ith interval with probability p i . Then drop uniformly in this interval. Label the points x 1 , ··· ,x n in order of smallest to largest. The map x → ax (mod 1) reorders these points. The induced measure on S n is the same as in Descriptions 1 and 2. 4 The inverse of a biased a-shuffle has the following description. Start with an ordered deck of n cards face down. Successively and independently, cards are turned face up and dealt into a random pile i with probability p i . After all the cards have been distributed, the piles are assembled from left to right and the deck is turned face down.
Let P n,a; p denote the measure on S n defined by Descriptions 1-4. For example, one can check that the measure P 3,2;p 1 ,p 2 =1−p 1 assigns to permutations in cycle form the following masses (1)(2)(3) p
