In the current and future System-On-Chips, a non-negligible part of operation time is spent on multiple-clock period wires. Retiming-that is moving flip-flops in a circuit without changing its functionality-can be explored to pipeline long interconnect wires in SOC designs. The problem of retiming over a netlist of macro-blocks, where the internal structures may not be changed and flip-flops may not be inserted on some wire segments is called the wire retiming problem. In this paper, we formulate the constraints of the wire retiming problem as a fixpoint computation and use an iterative algorithm to solve it. Experimental results show that this approach is multiple orders more efficient than the previous one.
For any given relative error > 0, the running time of the algorithm was proportional to 1/ . However, its computational complexity was high, making it inhibitive for large circuits. To overcome this, we present another approach in this paper to solve the wire retiming problem. The main contribution of this paper is an algorithm that uses iterative method to solve the wire retiming with great efficiency. Theoretical validity of the algorithm is based on the equivalence between the conditions of a retiming solution and a fixpoint computation.
Problem formulation
In fact, we are solving the same problem as [9] , which is the retiming on a SOC design with a given block placement(also known as floorplan) and a global routing of the global wires. Since we only care about the set-up conditions of flip-flops, if minimum and maximum delay pairs are given for a combinational block, only the maximum delays are taken. We will also use the same timing models to specify the timing behavior of the circuit. To avoid repetition, the detailed description of the timing models is omitted here and we only give a circuit example and its corresponding timing model in Figure 1 . Interested readers may refer to [9] . With the macro-models, a SOC design becomes a directed graph, where a vertex represents a source or sink of a net, the input or output of the virtual flip-flop introduced by a sequential block, a point where a wire gets into or out of a buffer forbidden area, or a Steiner point outside buffer forbidden areas. A directed edge is used to represent a fan-out relation within a block or a wire connection outside buffer forbidden areas. On an edge representing a fan-out relation, the delay is either a positive constant or −T , and no flip-flop can be inserted on it. On the other hand, flip-flops can be inserted on an edge representing a wire outside buffer forbidden areas. Since we assume that buffers can be inserted, the delay of such a wire is positive and proportional to its length. Therefore, the problem we want to solve can be formulated as follows. If we can solve this problem, Problem 1 can be solved by using a binary search. 3 Wire retiming as fixpoint computation 3.1 Notations and constraints Before discussing the solutions to the two problems, we will first select some notations to clearly state the requirements for a solution.
Problem 1 (Minimum Period Wire Retiming) Given a directed graph G = (V, E) with two types of edges E = E1 ∪ E2, where each edge e ∈ E has a delay d(e) and a weight (number of flip-flops) w(e), find a retiming-i.e. a relocation of flip-flops in the graph
From the formulations of the problems, we already have a delay d(u, v) and a weight w(u, v), for each edge (u, v) ∈ E. We will follow the convention of Leiserson and Saxe [8] to use an integer variable r(u) to represent the number of flip-flops moved from the outgoing edges of a vertex u to its incoming edges. Because of the existence of wire delays, the positions of flip-flops must also be included in a retiming solution. Hence, for each u ∈ V , we associate it with another variable t(u) to represent its arrival time with respect to the farthest preceding flip-flop on its incoming paths,.
Using these notations, the necessary and sufficient conditions of a retiming solution under a given fixed clock period T can be stated as follows.
In fact, we can define fd(u) and bd(u) as
where the path delay d(p) is defined as the sum of edge delays on the path p. If there are no forbidden edges with positive delay coming into u, fd(u) = 0. Similarly, bd(u) = 0 if there are no forbidden edges with positive delay going from u. Then the above requirements can be equivalently stated as the following set of conditions.
Formula (3) actually implies the legality of a retiming, since for each edge (u, v) ∈ E2,
Furthermore, we can establish the following theorem.
Theorem 1 (1)-(3) have a solution if and only if the following equation has a solution for any
where
Proof: If (4) has a solution, (1) is directly implied by (4) and (6) . And (2) can be implied by (5) otherwise there must exist
Either of them leads to a contradiction. For any v ∈ V , (u, v) ∈ E1, due to (5), we have r1(v) ≥ r(u). Then due to (1),
Thus, t1(v) ≤ T . Based on this, (3) can be implied by (4) otherwise there must exist an edge (u, v) ∈ E such that
Due to (4) , it implies that
which contradicts (6) . Therefore, the solution to (4) is also a solution to (1)-(3).
To establish the converse, we assume that (1)-(3) are solvable. Since (1) and (3) are inequalities, there could exist many different solutions. The ones we are interested in are the ones that satisfy the timing validity, that is, for every primary input u, t(u) = r(u) = 0 and for every vertex v ∈ V other than the primary inputs, it satisfies
In addition, for vertex v that has no forbidden edges to or from it, it may have two equivalent satisfying assignments: (T, r(v)) or (0, r(v) + 1). To avoid the ambiguity, we select such a solution that always chooses the former one. Thus for such vertex, 0 < t(v) ≤ T . We will show in the following that the solution we quantified above is also a solution to (4) .
For simplicity, we use r2(v) and r3(v) to denote the first and the second term in (5) respectively, that is,
If there is at least one forbidden edge to or from v, due to (2), r2(v) = r(v). Due to (4) and (5),
Due to the timing validity, t(v) ≤ 0, which contradicts that
and timing validity, we know that
Therefore, the solution also satisfies (4).
Lower and upper bounds of clock period
According to [9] , we have the following lemmas, where w(p) is the total number of flip-flops on the path p, d(c) is the cycle delay if a path actually forms a cycle c and w(c) is defined similarly.
Lemma 1 A feasible clock period T must satisfy
If a virtual vertex M is introduced as well as directed forbidden edges from each PO to it with d=0, w=0 and from it to each PI with d=0, w=1, then the meaning of cycle is extended to include every PI ; PO path. Thus, we extend T2 to both cycles and PI ; PO paths. It has been shown that T1 + T2 is an upper bound of the optimal clock period for a circuit in the gate level. In fact, we can generalize the result to the following lemma [9] .
Lemma 2 If each connected component in the subgraph G1 = (V, E1) is a complete bipartite graph, the optimal clock period can be upper bounded by T1 + T2.
If the condition in the above lemma is not satisfied, the approach to find a tighter bound is as follows. First, we find an optimal retiming solution without considering forbidden edges. This can be done based on the computation of T2. Then a local adjustment to move flip-flops out of forbidden edges is done to get a feasible solution. The objective in this step is to keep the increase of the clock period as small as possible. From any set of forbidden edges that forms a complete bipartite graph, any flip-flop can be moved out with at most an increase of T1 to the period. To move a flip-flop out of a forbidden edge in a non-complete bipartite graph, other flip-flops may be moved over the block, thus the increase of the period could be larger. However, the local adjustment will keep the number of flip-flops moved out of a non-forbidden edge as small as possible.
Fixpoint formulation
According to Theorem 1, (1)-(3) are transformed into (4) . For the brevity of presentation, we use a variable xv to denote the assignment on vertex v ∈ V , that is, xv = (r(v), t(v)). Then (4) can be viewed as the following equation for each vertex v:
where v1, v2, . . . , v k are vertices in V that have edges to or from v. We use X to represent the vector (x1, x2, . . . , xn), where n = |V |, that is, the retiming information for the whole circuit. Put all fv, v ∈ V together, we get a transformation for the whole system which can be written as
A partial order (≤) can be defined between two retiming values xu and x u as follows.
In fact, a lexicographic order is defined.
The partial order on each vertex can be extended vertexwisely to get a partial order on the vectors: two vectors X = (x1, x2, . . . , xn) and Y = (y1, y2, . . . , yn) satisfy X ≤ Y if and only if xi ≤ yi for all 1 ≤ i ≤ n. There is a natural initialization to set t(u) = r(u) = 0 for each primary input u and t(v) = r(v) = −∞ for each vertex v ∈ V other than the primary inputs. If we regard it as the bottom element(⊥), and another extreme assignment with t(v) = r(v) = ∞, ∀v ∈ V as the top element( ), according to the lattice theory [4] , the solution space P becomes a complete partially ordered set(CPO). For any X ∈ P , we have ⊥ ≤ X ≤ .
To find a solution to (8) , iterative method can be used. It starts with X0 = ⊥ as the initial vector, then iteratively computes new vectors from previous ones X1 = F (X0), X2 = F (X1), . . . until we find a Xm such that Xm = Xm−1. Then Xm is a solution to (8) , also called a fixpoint of F .
In order to use iterative method, we need to know if F is finitely convergent, that is, if there exists a finite m such that
. We first show that F is a monotonic (or order-preserving) transformation, that is, it satisfies the following lemma.
Lemma 3 For any vector X and X
, if X ≤ X then F (X) ≤ F (X ).
Proof:
We first prove that the member transformations f1, f2, . . . , fn are monotonic.
Since (4) . Thus, fv is monotonic for any v ∈ V , based on which, the monotonicity of F is established.
Based on the above lemma, we have the following theorem [4] . Theorem 2 Let P be a CP O and F : P → P an orderpreserving map. Then F has a least fixpoint.
Based on this, we have the following theorem.
Theorem 3 The fixpoint found by iterative method is the least fixpoint.
Proof: Let X lf and Xm be the least fixpoint and the fixpoint found by iterative method, respectively. Since X lf is the least, we know X lf ≤ Xm. Since X0 ≤ X lf , according to Lemma 
Therefore, Xm = X lf . However, if the fixpoint that we could reach is the top element( ), it means that there is no finite solution to (8) . Actually, such F is not finitely convergent because it requires infinite number of iterations to reach the top element. In order to qualify a finitely convergent F , we establish the following lemma. (2), (4) and (5)
Lemma 4 If F is not finitely convergent but T is feasible, then for any finitely reachable X and its |V | th iteration result
X = F |V | (X), there must exist a vertex v ∈ V such that r (v) > r(v).
Proof:
Therefore, F is reduced to only updating t(v) by (6), which is exactly what Bellman-Ford's algorithm [2] does to solve a set of inequalities. Since F is not finitely convergent, after |V | iterations, there must exist a positive cycle c in G through which we have d(c) − w(c)T > 0. Otherwise, F converges and becomes finitely convergent since X is finitely reachable.
Thus, T < d(c)/w(c).
According to Lemma 1, T is infeasible, which is a contradiction. Therefore, there must exist a vertex v ∈ V such that r (v) = r(v). In fact, r (v) > r(v) due to X0 ≤ X1 and the monotonicity of F .
Based on the above lemma, we have the following theorem.
Theorem 4 F is finitely convergent if and only if T is feasible.

Proof:
If F is finitely convergent, we must have found a vector X such that X = F (X ). Since X satisfies (4), according to Theorem 1, it also satisfies (1)-(3), thus T is feasible.
For the other direction, assume T is feasible, but F is not finitely convergent. Since T is feasible, there exists a solution
Starting from X0, at most |E| iterations are needed for each vertex v ∈ V to have a finite r(v) and t(v). Since F is not finitely convergent, according to Lemma 4, we can always find such a finite m and a vertex
, which is a contradiction. Therefore, F is finitely convergent.
Based on Theorem 4, the iterative method is guaranteed to find a solution to (8) in a finite number of iterations if the given clock period is feasible. For the infeasible cases of T , we can simply apply some criteria to stop the iterations when the number of iterations exceeds a certain value, which will be elaborated in the next section.
In the following we will establish that no matter what evaluation order is used, the update process will always converge to the same fixpoint, that is, the least fixpoint. This is called the scheme of chaotic iteration [3] . Here, a transformation F is composed of a set of partial transformations f1, f2, . . . , fn. In each step, one or more partial transformations are applied to update retiming information on one or more vertices. All retiming information on other vertices is kept the same. We will use FS to represent such a partial transformation done in one step, where S represents the set of vertices whose retiming information is updated. 
Lemma 5 Given S a subset of vertices, if X ≤ F (X), then X ≤ FS(X) ≤ F (X).
Lemma 6 Let
X 0 = X0, X 1 , . . . , X m , X m +1 = XX i ≤ FS i (X i ) ≤ F (X i ), for any 0 ≤ i ≤ m .
Proof:
We prove it by applying induction on i.
According to Lemma 3 and the inductive hypothesis,
The above lemma states that no matter what evaluation order is used, the generated sequence is monotonic in the same direction. Furthermore, if the evaluation order is fair, that is, a partial transformation will always be applied if its inputs and outputs are not consistent, then the chaotic iteration will always reach the same fixpoint as F , which is stated in the following theorem.
Theorem 5 Any fair evaluation order will reach the same fixpoint as F , the least fixpoint.
Proof: 
Since Xm and X m are fixpoints, they satisfy Xm = F (Xm) and X m = F (X m ). According to Theorem 3, Xm is the least
Because X m is not a fixpoint, X m becomes the least fixpoint, which is a contradiction. Therefore, m ≤ m . We can extend the sequence generated by F to the length of m by assigning Xi = Xm, for all m (4) gives us a clear scheme to do the updates. But since the evaluation order will not affect the result, we can propagate the update on a vertex to its adjacent vertices instead of determining the update from them as (4) suggests. Therefore, based on (4), we have the following operations for all four different cases to propagate the update of xu out.
Algorithm 4.1 Detailed description
1. (u, v) ∈ E1, d(u, v) = −T fv : If r(v) < r(u), then r(v) = r(u), t(v) = fd(v) = 0. 2. (u, v) ∈ E1, d(u, v) > 0 fv : If r(v) < r(u), then r(v) = r(u). If (3) is violated, then t(v) = max(t(u) + d(u, v), fd(v)). 3. (u, v) ∈ E2 fv : If t(v), r(v) violate (3), then select r(v) for t(v) = t(u) + d(u, v) − (w(u, v) + r(v) − r
(u))T to be within (0, T ]. If t(v) < fd(v), then set t(v) = fd(v). If t(v) > T − bd(v), then increase r(v) by 1 and set t(v) = fd(v).
(v, u) ∈ E1 fv : If r(v) < r(u), then r(v) = r(u), t(v) = fd(v).
With these explicit operations, any fair evaluation order will finally lead to the least fixpoint if F is finitely convergent. However, if T is infeasible, the update procedure will never stop. Therefore, we need to come up with some criteria to efficiently check the infeasibility and use them to terminate the procedure. The following theorem provides such a criterion.
Theorem 6 A given T is infeasible if and only if the iteration gives r(v) > maxF F for some vertex v ∈ V , where maxF F is the total number of flip-flops in the circuit.
Proof:
Since we introduced a virtual vertex M and additional forbidden edges, all PI;PO paths become cycles. If T is infeasible, there must either exist a cycle c through which the retiming values of the constituent vertices never become stable, i.e., a fixpoint is never reached. Thus, for any i ∈ c, r(i) will monotonically increase and eventually exceed the maxF F bound.
To prove the other direction, we assume that T is feasible. Since r(v) increases monotonically, when a fixpoint is reached, it must also be true that r(v) > maxF F . Let V be the set of vertices that can reach or be reached from v in the circuit, including v. Let u be such a vertex whose r(u) is the minimum among all the vertices in V , i.e., r(u) = min i∈V r(i). If r(u) > 0, we can construct another fixpoint by decreasing all r(i), i ∈ V by r(u), which contradicts Theorem 5 that the fixpoint we finally reach is the least fixpoint. Therefore, Because there is no direct path between u and v, all paths between v and x must be from v to x. Therefore, the flip-flops that were moved into p1 are different from those that were originally in p1. Thus, w(p1) + r(x) ≤ maxF F , which leads to w (p1) < 0, which is impossible for a valid fixpoint. For case (d), w (p1) = w(p1) + r(v) − r(x). By the same argument, the flip-flops that were moved into p1 through x must be different from those w(p1) number of flip-flops. Thus, w(p1) + r(v) ≤ maxF F , which leads to r(v) ≤ maxF F − w(p1) ≤ maxF F , which contradicts r(v) > maxF F . Therefore, our assumption is incorrect, i.e., the given T is infeasible.
In Figure 3 , we present our algorithm for feasibility checking under a given fixed clock period. It uses an auxiliary queue Q to facilitate the update procedure. Initially, we have in Q all primary inputs. During the procedure, a vertex is inserted into Q whenever its retiming information is updated. The algorithm terminates when Q becomes empty or it discovers the infeasibility.
Speed-up techniques 4.2.1 Infeasibility checking criteria
Although Theorem 6 provides a criterion for infeasibility checking, it may be inefficient. Consider a special case when G involves a critical cycle, that is, a cycle that determines the optimal clock period. When maxF F is large and the given T is slightly smaller than the optimal clock period, the algorithm will spend a long time on updating the critical cycle before the infeasibility is discovered.
To develop a more efficient criterion, we need more information, that is, the history of the updates. The idea is similar to Shenoy and Rudell [10] to maintain a predecessor vertex Algorithm Fixed period wire retiming Input: A graph representation G = (V, E) Output: A fixpoint or infeasibility report.
Initialization, add P I into Q and flag ← 1;
Report the fixpoint; Else Report infeasibility; (2) and (3) are satisfied after the update operations for any of the four possible cases. In fact, π() can serve as an indicator if we do the following: whenever xu is updated, for any v ∈ V whose π(v) equals u, we set π(v) = null. Thus, (2) and (3) are always satisfied on edge (π(v), v), for any v ∈ V . And we have the following theorem.
Theorem 7 If there exists a vertex u whose consecutive updates xu and x u satisfy t (u) = t(u), and before resetting π(v) = null for those v with π(v) equal to u, we find a cycle by following π() from u, then T is infeasible.
Proof: According to the Lemma 6, xu ≤ x u . Given t (u) = t(u), we know that r (u) > r(u), otherwise x u = xu is not an update.
If the cycle only involves u, the only edge e in the cycle should not be forbidden otherwise any finite T is infeasible. Thus the update is on edge (u, u) ∈ E2 as in case 3. If t (u) = fd(u), according to the operations done for case 3, either 0 
For the cycle that involves multiple vertices, there must exist a vertex v other than u such that π(v) = u. Since (2) and (3) 
, by the same reasoning, r (v) − r(v) = r (u) − r(u) and t (v) = t(v) = fd(v). The argument above can be applied similarly to every (π(x), x), where x is a vertex in the cycle, and have r (x) > r(x), t (x) = t(x). Since the evaluation order can be chosen arbitrarily, we can keep doing the updates along the Proof: Since every vertex x ∈ V other than the primary inputs is initialized with r(x) = t(x) = −∞, its update is essentially induced by the primary inputs. If r(v) = c > 0 for some primary output v, due to the virtual vertex M and the additional forbidden edges we introduced, each primary input u will be updated with r(u) = c, t(u) = 0. Since there is no restriction on the evaluation order, we can repeat the update history and have r(v) = 2c after the second round. If we keep repeating, r(v) will finally exceed the maxF F bound. Therefore, T is infeasible. The above theorem shows that the introduction of the virtual vertex M is unnecessary for infeasibility checking. Thus, the algorithm can run directly on E.
Evaluation order setting
Although the evaluation order will not affect the final result, it is the key factor in determining the computational complexity because different order will lead to different update history.
Since every xu has a dependency set of vertices, a natural way to do the update is to update xu when possibly most of its dependent variables are stable. Therefore, a good strategy to do the update is to first come up with a dependency graph
The reason why we include {(v, u)}, ∀(u, v) ∈ E1 is because an update can follow the inverse direction of a forbidden edge. Then in G d , we identify each of the strongly connected components, also called a cluster, and do the updates on each cluster until it converges, in a topological order of the clusters. By doing so, the evaluation order of each cluster is determined. But the vertices inside a cluster have no order and the convergent process can be any chaotic iteration.
Experimental results
We implemented the algorithm with the proposed speed-up techniques in a PC with a 2.4GHz/512K Xeon CPU and 1GB RAM. In order to give a comparison with the results in [9] , we use the same test files, which are modified from ISCAS-89 suite with random delay assignment. To reflect the impact of global interconnects in a SOC design, the delay range is intentionally chosen in order for the wire delay to be commensurate or even many times larger than the block delay. To further test the cases with non-complete bipartite("non-CB" in Table 1 ) blocks, we apply hMETIS [6] to partition a circuit into groups. All edges inside a group are then treated as forbidden edges. The number of partitions of a circuit, which is denoted as "No.Part" in Table 1 , plays a key role in determining the percentage of non-complete bipartite blocks.
In Table 1 , we report the computed optimal clock period for each circuit. The lower bound T2 is also reported as a comparison. In Table 2 , we highlight the difference of running time between the algorithm in [9] and the current one for the circuits with non-complete bipartite blocks, denoted as t old and tnew respectively. Those for the circuits without non-complete bipartite blocks are similar and omitted due to the space limit. The results clearly show that the fixpoint computation approach is much more efficient. 
