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Significant resources around the world have been invested in neuroimaging studies of
brain function and disease. Easier access to this large body of work should have profound
impact on research in cognitive neuroscience and psychiatry, leading to advances in
the diagnosis and treatment of psychiatric and neurological disease. A trend toward
increased sharing of neuroimaging data has emerged in recent years. Nevertheless, a
number of barriers continue to impede momentum. Many researchers and institutions
remain uncertain about how to share data or lack the tools and expertise to participate
in data sharing. The use of electronic data capture (EDC) methods for neuroimaging
greatly simplifies the task of data collection and has the potential to help standardize
many aspects of data sharing. We review here the motivations for sharing neuroimaging
data, the current data sharing landscape, and the sociological or technical barriers that still
need to be addressed. The INCF Task Force on Neuroimaging Datasharing, in conjunction
with several collaborative groups around the world, has started work on several tools to
ease and eventually automate the practice of data sharing. It is hoped that such tools
will allow researchers to easily share raw, processed, and derived neuroimaging data,
with appropriate metadata and provenance records, and will improve the reproducibility of
neuroimaging studies. By providing seamless integration of data sharing and analysis tools
within a commodity research environment, the Task Force seeks to identify and minimize
barriers to data sharing in the field of neuroimaging.
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INTRODUCTION
The practice of data sharing is growing in society, particularly in
the scientific community, as vast amounts of data continue to be
acquired (Gantz and Reinsel, 2011; National Science Foundation,
2011). It mirrors an increasing demand for transparency, open-
ness, and efficiency, and complements trends like open-source
software development and open access publications. However,
most of the data is not generally accessible. This review article
summarizes the current state of data sharing in the field of neu-
roimaging, and provides recommendations for future directions.
The premise that data sharing is of value to the scientific com-
munity requires that the shared data have adequate description
to be of utility to those interested in its reuse. Figure 1 presents
a stylized vision of neuroimaging data sharing that spans the
original acquisition of images from an individual subject to the
aggregation and comparison of data from groups of subjects
to derive inferences into the underlying biophysical properties
that correspond to observed subject characteristics. Apart from
the subjects themselves, this imaging process is intrinsically a
digital electronic enterprise: image acquisition, storage, process-
ing, databasing, and sharing are all accomplished in the digital
domain. Each step of this process, therefore, affords the opportu-
nity to capture all the pertinent information that characterizes the
step. Despite the seeming ease of electronic data capture (EDC)
for processes that occur in the electronic domain, the neuroimag-
ing data sharing effort has, nonetheless, often been hampered
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FIGURE 1 | Electronic Data Capture (EDC) workflow for data sharing in neuroimaging research.
by missing and inaccurately aggregated descriptive information
(metadata), which in turn has led to reduced compliance, trust,
and value to the community, despite the arguably compelling
philosophical or sociological rationale for data sharing. What
is lacking is not the technology, but the standards, agreement,
and specifications for what, how, and when to capture specific
types of information in the natural course of the neuroimaging
data lifecycle. In concert with other challenges to data sharing,
the International Neuroinformatics Coordinating Facility (INCF)
Neuroimaging Datasharing initiative is a timely and coordinated
effort to propose the necessary community standards in this area.
The Section entitled “Why Should Data Be Shared?” of this
review outlines a number of the benefits and rationales for
greater data sharing in neuroimaging. The Section “Some Data
ARE Shared” reviews ongoing neuroimaging data sharing efforts,
with an emphasis on MRI data, and discusses how they can
be augmented. The Section “Why Most Data AREN’T Shared”
describes the barriers to data sharing and presents possible solu-
tions to these challenges, and Section “How to Reduce Barriers
to Data Sharing?” includes recommendations for future efforts to
advance data sharing. Finally, the Section “The Potential Benefits
of Neuroimaging Data Sharing” concludes with examples of neu-
roimaging initiatives that would benefit from a broader data
sharing policy.
WHY SHOULD DATA BE SHARED?
TO ACCELERATE PROGRESS IN OUR FUNDAMENTAL UNDERSTANDING
OF THE BRAIN
Several researchers have argued that more rapid scientific discov-
eries are possible within a culture of shared data (Poldrack, 2011;
Milham, 2012), and that some questions can only be answered
with large datasets ormeta-analysis. Databases such as Brainmap1,
1http://www.brainmap.org
SumsDB2, andNeurosynth3 aggregate coordinate-based structural
and functional MRI results derived from the scientific literature,
and several publications have validated the use of such resources
to perform meta-analytic studies. For example, Smith and col-
leagues (Toro et al., 2008; Smith et al., 2009) used BrainMap
to perform an independent component analysis of thousands
of activation maps and compared the resulting components to
those extracted from resting-state MRI data. They reported sub-
stantial consistency between networks obtained using these very
different datasets. More recently, Yarkoni and colleagues (Yarkoni
et al., 2011) combined a similar strategy with text mining to,
among other applications, accurately “decode” many cognitive
states from brain activity stored in the Neurosynth database.
However, such studies also point to the need for intelligent and
planned data sharing, as Brainmap and Neurosynth store only (x,
y, z) activation peak coordinates. Salimi-Khorshidi and colleagues
showed that the reliability between a study using the original
functional contrast maps and those derived from the coordinates
alone was poor (Salimi-Khorshidi et al., 2009), providing an argu-
ment for the need to share original and derived images, not only
the Talairach coordinates as are often published in journal articles.
The Function Biomedical Informatics Research Network
(FBIRN) has accelerated progress in understanding schizophrenia
using shared neuroimaging data (Glover et al., 2012). In FBIRN,
each site maintains their own database and storage resources for
datasets collected locally. The consortium benefits from shared
access to the data which is ultimately made public after data
collection is complete. Kim et al. (Kim et al., 2009) used multi-
site FBIRN data to identify lateralized DLPFC dysfunction in
schizophrenia using a working memory task and resting state
data collected across six institutions. Potkin et al. (Potkin and
2http://sumsdb.wustl.edu:8081/sums/index.jsp
3http://neurosynth.org
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Ford, 2009; Potkin et al., 2009) identified cortical disfunction in
memory retrieval and decreased accuracy and reaction times by
memory loads in schizophrenia using data from collected and
shared across 10 institutions.
TO IMPROVE PUBLICATION AND DATA QUALITY
Above all, open data sharing allows more meaningful review of
studies to be published, and fosters careful scientific enquiry
(Birney et al., 2009). Greater appreciation of the fact that datasets
will always have problems (missing data, noise, errors, etc.)
should also be an incentive: sharing data helps uncover these
errors and improves the quality of the data. For example, the
1000 Functional Connectomes team, representing a massive data
release from about 30 sites and over 1000 subjects, publicly recti-
fied occasional errors with data entry or scoring, without damage
to the effort’s credibility (Milham, 2012). The burden of detect-
ing and fixing errors can encourage the use of better methods
for data collection and storage, and promote EDC methods, e.g.,
web-based forms to capture responses directly, fMRI-compatible
touchscreen tablets to record subject responses during a scan
(Tam et al., 2011). Specifically, EDC holds key advantages over
paper-based source documents to ensure data quality: it per-
mits real-time validation schemes and integrity checks, as well as
mechanisms to reconcile data acquired with blinded-data entry
or double-data entry. It also enables additional features such as
bulk import of data with automatic validation, and export func-
tions to common analysis packages. REDCap4 (Harris et al., 2009)
is a freely available software solution to deploy EDC tools for the
environment.
TO REDUCE THE COST OF RESEARCH AND INCREASE THE RETURN ON
CURRENT RESEARCH INVESTMENTS
Neuroimaging research is costly both in terms of the data acquisi-
tion costs and the significant time spent in data curation and doc-
umentation. As many funding institutions are trying to improve
the cost-benefit ratio of biomedical research, the research com-
munity must find ways to do the most with what is already there.
A significant amount of money could be saved from redundant
data acquisition if data were shared with appropriate metadata
descriptions. This savings could be redirected toward analysis and
interpretation of extant data. In particular, many clinical stud-
ies acquire new data from healthy control subjects that almost
certainly exist already. As data sharing becomes more prevalent,
researchers who delay or choose not to release data, or who share
it in a limited form (e.g., without metadata or provenance infor-
mation) may find their grant applications or paper submissions
criticized by their peers for neglecting data sharing.
TO FOSTER NEUROIMAGING RESEARCH AND ADVANCES IN
CLINICAL PRACTICE
One of themajor challenges for the field of neuroimaging research
is to generate insights that will have direct clinical relevance to
the treatment of psychiatric illness (Malhi and Lagopoulos, 2008;
Insel, 2009). Clinical benefits in the diagnosis and treatment of
psychiatric disorders from neuroimaging research (e.g., fMRI,
4http://project-redcap.org/
diffusion-weighted imaging, EEG, or MEG) may emerge from
the ability to detect biomarkers in individual subjects that inform
treatment decisions and predict outcome. However, in the high-
dimensional space of neuroimaging studies, establishing validated
image-based biomarkers of psychiatric disorders will require large
numbers of subjects, specific data components, and sophisticated
data processing methods. Retrospective aggregation of data from
many small studies could be a useful precursor to larger, well-
controlled prospective studies. For example, anatomical models
fitted to large databases of subjects could be of practical use in
establishing estimates of normal human brain variability with
respect to age, gender, or other characteristics. In this context,
paradigm independent neuroimaging data such as anatomical,
diffusion-weighted, and resting-state functional data are easier to
share and are gaining momentum in terms of public availability.
“Grand challenges” and competitions are a beneficial way to
leverage existing data (where clinical ground-truth is known) for
the development of better assessment tools and resources. An
example is the recent ADHD-200 Global Competition5 challenge
promoted the availability of shared ADHD resting-state data with
a competition to develop the best performing classifier for identi-
fication of subject diagnosis from resting-state data. While several
teams achieved significant above-chance performance, no team
achieved high sensitivity and high specificity (e.g., both greater
than 0.8). This includes the model that was based purely on non-
imaging data. The ADHD200 competition is one demonstration
of the need for large amounts of data to generate a clinically useful
prediction model; another is the Biomag6 competition for MEG
data.
A REQUIREMENT FOR REPRODUCIBLE SCIENCE
An even more fundamental issue at stake in the discussion of
data sharing is scientific replication. Reproducible research, or the
ability to repeat another scientist’s experiment and obtain consis-
tent results, has long been considered a fundamental requirement
of good scientific practice (Perneger, 2011). While computa-
tional results are essential to published experiments, only a small
number will be reproduced. Despite the fundamental questions
regarding themeaning of reproducibility (reproducible by whom?
to what extent? etc.), the issue is attracting increased attention
from funding agencies, journals, and research institutions, and
has sparked a growing interest in the use of electronic lab note-
books. Scientists have long been educated in the importance of a
laboratory notebook as the primary tool to record all experimen-
tal data and procedures, but its role has been complicated in the
digital age, as the amount of acquired data and the number and
type of analyses exceeds that which an individual researcher can
readily record in detail. In order to reproduce a colleague’s result,
one needs to understand both how the data was acquired and
what was done to the data in the processing and analysis phases
of the experiment.
5http://fcon_1000.projects.nitrc.org/indi/adhd200
6http://www.biomag2012.org/content/data-analysis-competition: The chal-
lenge is to decode word and category specific representations in one dataset,
and long-term memory representations in another.
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A growing number of workshops (e.g., “Reproducible
Research: Tools and Strategies for Scientific Computing” 7) are
now organized around the development of electronic laboratory
notebook systems, and many labs have developed open-source
electronic laboratory notebooks for neuroscience researchers. In
addition, projects such as Sweave8 are developing frameworks
for the integration of statistical analysis and manuscript prepara-
tion. We believe that in the future, reviewers and the community
should be able to access both the data and the scripts used for
analyses (see the recent launch of the new journal Open Research
Computation9).
OTHER SCIENTIFIC FIELDS HAVE DEMONSTRATED THE
BENEFITS OF DATA SHARING
It is likely that the neuroimaging community would learn a
great deal about the merits of data sharing from other scientific
fields, like astronomy (see the Sloan Digital Sky Survey10), nat-
ural history (Guralnick et al., 2007; Constable et al., 2010), and
genetics. The GenBank and Hapmap archives have been essen-
tial for major scientific discovery (Manolio et al., 2008), and have
led to new research disciplines aimed at integrating and modeling
data repositories. The field of genomics is a very clear example of
how successful data sharing or data publication policies can foster
scientific progress (Kaye et al., 2009).
While shared data might certainly be re-used by neuroscien-
tists or clinical researchers, the size and complexity of neuroimag-
ing datasets and their associated challenges have increasingly
attracted communities of applied mathematicians, statisticians,
image processors, data miners, and bioinformaticians who wish
to apply their techniques on neuroimaging data. While their work
may seem tangential to many neuroscientists, the history of sci-
ence has shown that cross-disciplinary work may lead to major
advances or even domain shifts of paradigm. Neuroimaging will
benefit tremendously from more interactions with computer sci-
entists, mathematicians, statisticians, etc., and a crucial first step
in these collaborations will be for data to be available to those who
work outside traditional neuroscience fields.
REQUIRED BY FUNDING AGENCIES
Nearly 15 years ago, the US National Research Council published
Bits of Power, a report on the state of data sharing and stated that
“the value of data lies in their use. Full and open access to sci-
entific data should be adopted as the international norm for the
exchange of scientific data derived from publicly funded research”
(National Research Council, 1997). Despite this recommenda-
tion, sharing has not become normative practice inmany research
disciplines, prompting several funding agencies to formalize a
data sharing policy for grant recipients. In the UK, for example,
“The Wellcome Trust expects all of its funded researchers to max-
imize the availability of research data with as few restrictions as
possible,”11 and “the Medical Research Council expects valuable
7http://www.stodden.net/AMP2011
8http://www.stat.uni-muenchen.de/∼leisch/Sweave/
9http://www.openresearchcomputation.com/
10http://www.sdss.org
11http://www.wellcome.ac.uk/About-us/Policy/Spotlight-issues/Data-sharing
data arising from MRC-funded research to be made available to
the scientific community with as few restrictions as possible. Such
data must be shared in a timely and responsible manner”12. In
the United States, the National Institutes of Health (NIH) has
noted “Sharing data reinforces open scientific inquiry, encour-
ages diversity of analysis and opinion, promotes new research,
makes possible the testing of new or alternative hypotheses and
methods of analysis, supports studies on data collection methods
and measurement, facilitates the education of new researchers,
enables the exploration of topics not envisioned by the initial
investigators, and permits the creation of new datasets when data
from multiple sources are combined.” Further, NIH recommends
“Data should be made as widely and freely available as possi-
ble while safeguarding the privacy of participants, and protecting
confidential and proprietary data13. In 2007, the Organisation for
Economic Co-operation and Development (OECD) released a
report on the importance of sharing data obtained from publicly-
funded mechanisms: “One of the central goals of promoting data
access and sharing is to improve the overall efficiency of publicly
funded scientific research to avoid the expensive and unnecessary
duplication of data collection efforts,” and the “rapidly expand-
ing body of research data represents both a massive investment
of public funds and a potential source of the knowledge needed
to address the myriad challenges facing humanity.” (Organisation
for Economic Co-operation and Development, 2007).
SOME DATA ARE SHARED
Much more interest in data sharing is evident in the neu-
roimaging community compared to just a few years ago, as a
new generation of researchers recognizes its importance and
utility. In many respects, the neuroimaging community has
been one of the most progressive in data sharing compared to
other fields of neuroscience (see, for instance, Van Horn et al.,
2004; Van Horn and Ishai, 2007; Van Horn and Toga, 2009).
Several major initiatives currently provide publicly available
datasets, including OpenfMRI, XNAT Central, 1000 Functional
Connectomes/International Neuroimaging Datasharing Initiative
(Biswal et al., 2010; Milham, 2012), OASIS (Marcus et al., 2007a,
2010), and, eventually, the Human Connectome Project (Marcus
et al., 2011). Still more data are available to researchers will-
ing to do some administrative legwork to obtain access [ADNI14
(Mueller et al., 2005), NIH MRI Study of Normal Brain
Development 15 (Evans, 2006), NDAR16), the FBIRN consor-
tium (Keator et al., 2008; Glover et al., 2012)]. There are also a
number of organizations that are helping to foster and promote
neuroimaging data sharing [e.g., the Neuroimaging Data Access
Group17 (NIDAG), INCF and its Neuroimaging Data Sharing
initiative, and the Biomedical Informatics Research Network
12http://www.mrc.ac.uk/Ourresearch/Ethicsresearchguidance/Datasharingini
tiative/Reports/index.htm
13http://grants.nih.gov/grants/policy/data_sharing/data_sharing_guidance.
htm
14http://www.adni-info.org
15https://nihpd.crbs.ucsd.edu/nihpd/info/data_access.html
16http://ndar.nih.gov
17https://sites.google.com/site/nidaghome/
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(Helmer et al., 2011, BIRN18)]. The most prominent initiative
with respect to EEG data sharing appears to be the Australian
EEG Database, “a web-based de-identified searchable database
of 18,500 EEG records recorded [. . .] over an 11-year period”
(Hunter et al., 2005). At the time of writing, there were no
neuroimaging data among Amazon’s public datasets19.
While few might argue with the benefits of data sharing with
respect to scientific progress and the public good, the techni-
cal hurdles associated with data sharing are very real and many
researchers struggle with the challenges of capturing, prepar-
ing, and releasing their data. Fortunately, a growing number of
sophisticated tools that support neuroimaging data sharing have
emerged during the last decade. The development of many was
necessary for projects that included multiple data sites. Groups
such as BIRN (Keator et al., 2008; Helmer et al., 2011) and the
Alzheimer’s Disease Neuroimaging Initiative (ADNI) have pro-
duced infrastructure or websites to help groups share data. For
example, BIRN supplies open-source data-transfer infrastruc-
ture as well as tools to allow queries across multiple extant data
sources. In addition, data management tools such as the eXtensi-
ble Neuroimaging Archive Toolkit (XNAT) (Marcus et al., 2007b)
and the Human Imaging Database [HID20; (Ozyurt et al., 2010)]
are freely available and work with current data movement infras-
tructure. Some projects better known for other purposes also have
data repository components. For instance, LONI, well-known for
its pipeline environment also hosts an Image Data Archive [IDA;
(Dinov et al., 2010)] to help with neuroimaging data handling
(such as de-identification, anonymization, upload and download,
curation, search, open and user-level sharing). The Neuroimaging
Informatics Tools and Resources Clearinghouse21 (NITRC), while
not a data management tool per se, also hosts data, including
the widely accessed 1000 Functional Connectomes/International
Neuroimaging Datasharing Initiative 22 (INDI). The amount of
work and money put into these projects is considerable, and the
technical advances of cross-platform software are opening the
doors to some exciting new possibilities in various directions such
as web-distributed file systems for sharing, cloud computing for
pipelining, semantic web technologies for ontologies, etc.
Although some resources have emerged to help find shared
neuroimaging data through federation or mediation (e.g., NIF,
NITRC), most cognitive researchers cannot rely on existing
shared data to pursue their projects or analyses. Federation sys-
tems typically involve multiple sources under a common schema;
whereas mediation systems support variable schema, as long
as the schema can be retrospectively unified or aligned. Both
approaches ultimately require the concept of the overarching uni-
fying schema or framework that, frankly, has yet to fully emerge
from within the community. NIF allows researchers to query and
identify sources of neuroscience data that go beyond neuroimag-
ing data and in fact link multiple disciplines such as genetics,
18http://www.birncommunity.org
19http://aws.amazon.com/publicdatasets
20http://www.nitrc.org/projects/hid
21http://www.nitrc.org
22http://fcon_1000.projects.nitrc.org
animal studies, pharmacology, etc., which previously were diffi-
cult to search simultaneously. That said, the broad and powerful
scope of NIF’s query engine perhaps make it unreasonable to
expect this initiative to solve the myriad of challenges related
to aggregating and deploying neuroimaging data from the many
resources that have registered with it.
To date, most re-used data generally derive from large projects,
such as ADNI, that have been specifically financed to make data
available, and have done so by streamlining the workflow for
their specific acquisition and description needs. Such projects
are generally very costly; the first ADNI grant was about $60
million USD, and ADNI II is likely to be at least as expensive.
Small laboratories or even individuals should be able to share their
acquired data withinmore reasonable budgets. Despite the success
of some neuroimaging data sharing initiatives, the community
should turn to amore generalized and sustainablemodel in which
small research groups could easily make their data available for re-
analysis, in a distributed and lightweight manner. In the following
section, we review why such data sharing is often difficult.
WHY MOST DATA AREN’T SHARED
THE CURRENT STATE
A recent PubMed search found over 22,000 fMRI-related publica-
tions between the early 1990s and October 2011. A conservative
estimate of the data this represents amounts to 12,000 datasets
with 12 subjects each and hour-long scans per subject, at a cost
of about $300USD/hour. This corresponds to 144,000 scan hours
(around 144 TB of raw data and up to 1.5 petabytes of processed
data) at a cost of about $43million USD.However, the proportion
of such data currently available in public repositories (e.g., the
fMRI Data Center, 1000 Functional Connectomes, Open fMRI,
OASIS, ADNI, FBIRN) is less than a few percent. Evenwhen avail-
able publicly, the authorization required to access the data may
hinder their re-distribution and use.
WHY ISN’T MORE HAPPENING?
There are many reasons why more data aren’t being shared and
they can be divided roughly into three categories: motivation
(why should I share my data? why would I use someone else’s data?),
ethical and legal issues (do I have the right to share? do I have the
right to download shared data?), and technical issues (what should
I share? how do I do it?). These questions may get answered dif-
ferently depending on which data are being shared, when, with
whom and for how long. While the lack of lightweight tools and
simple procedures is an obvious barrier, it is likely not the largest.
The greatest challenge may be the reconciliation of the individual
researcher’s desire for recognition of their work to obtain further
funding and academic advancement with the larger community’s
expectation of greater data sharing to accelerate scientific and
medical discoveries, when these scientific discoveries may indeed
be made by someone other than the data collector.
INDIVIDUAL MOTIVATION TO SHARE DATA
An individual’s motivation (or lack thereof) to share data is a
fundamental barrier. Once this is resolved, the scientific com-
munity is likely to find solutions to even the most challenging
technical problems. The acquisition of imaging data is costly in
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both money and time, and requires training and expertise. It
must be noted that the process of sharing data and then main-
taining the infrastructure are costly, and in most cases, budgeted
for only the duration of the grant. In a competitive environ-
ment where funding is scarce, there must be motivation to release
hard-earned data. When sharing occurs soon after acquisition,
many researchers fear being “scooped” by a peer, or if data are
released with a publication, there is a greater risk that some-
one will challenge the findings or interpretations by carrying out
their own data analyses. Finally, some researchers may be con-
cerned that their research methods are not of the highest quality
and that they might be viewed as incompetent if their data were
exposed. Releasing data early, by definition, results in less time for
a researcher to review the technical quality of their data collection
and/or analytic methods and thus is a further impediment.
ETHICAL AND LEGAL ISSUES
Even when there is the individual will and means to share data,
legal, or ethical constraints may prevent researchers from doing
so. As described by Kaye (Kaye et al., 2009), data are usually
acquired in the context of a specific study created to address a
specific research question. Research studies involve a degree of
trust between subjects and researchers, the former giving their
consent because they feel that the research question is worthy of
their involvement and they trust that the latter will protect their
privacy. Kaye noted that the obligation to share data because of
funding stipulations “may be perceived as an imposition on the
relationships that have been built up between researchers and par-
ticipants.” While sharing of human genetic data may be more
controversial than that of standard magnetic resonance images,
it may not be long before sulcal and gyral “fingerprints” or
functional activation patterns are sensitive enough to permit indi-
vidual identification. However, technical solutions to these types
of privacy concerns exist (e.g., data enclaves in which only aggre-
gated, rather than individual, subject data are shared), and these
techniques will certainly evolve and improve.
Different countries have various regulations and ethical proce-
dures regarding the protection of human subject data. Generally,
subjects have the right to withdraw their data from a study at any
time, with the provision that it may not be possible to remove
data that has already been shared. Informed consent documents
must usually describe how data obtained from subjects will be
used, and it is easier to get approval from Institutional/Ethical
Review Boards (IRB/ERB) with specific research questions. Many
informed consent documents do not mention the possibility
of broad data sharing, thereby posing a major barrier, as it is
uncommon for IRBs to grant the researcher the right to pub-
licly distribute the data if written consent for such release wasn’t
requested in the original submission. In such cases, researchers
wishing to share retrospective data might be permitted to do
so if they were able to obtain new written informed consent
for data sharing, a daunting task which for many research labs
would be time-consuming and often fruitless. Further, some
IRB/ERBs simply have not been willing to approve protocols that
request open data sharing (Al Grudzsinksas, personal communi-
cation). As many researchers cite the amount of time that they
already spend in completing IRB/ERB paperwork and related
administrative tasks as a major burden (Kehagia et al., 2011),
efforts to compel IRBs to be more receptive to broad data sharing
should ideally take place at an institutional level.
TECHNICAL ISSUES
One might think that after many years of work, large and well-
funded projects would have emerged with something close to
a definitive answer to the technical issues associated with data
sharing (BIRN, for instance, was established in 2001). Indeed,
data aggregation tools to meet the requirements for large, col-
laborative studies, like the Human Connectome Project23, are
generally available, but these are tailored to the specific project
and not always easy to adapt (for instance, there is no easy way of
including genome data in anXNAT database).Moreover, straight-
forward solutions for small- or medium-sized studies (i.e., up to
a few hundred scans) like those routinely performed in cognitive
neuroscience and imaging centers are still lacking widespread uti-
lization. If one wants to share a study of 20 subjects and link the
imaging data with behavioral and demographic data, the simplest
solution would likely be to copy and ship the data, or make the
files available on an ftp site. But this strategy will not scale with
time, with the size or number of the studies, or with more than a
few collaborators, nor does it readily allow for “dynamic” sharing
of data.
The sharing of data raises questions about which data should
(or need) be shared, and whether ethical or legal regulations per-
mit it. With either raw or processed data, choosing the descriptive
level of detail to accompany the data varies, and questions of data
organization and format arise. Somewhat intertwined with the
format issue is the anonymization or de-identification required
before sharing can be done, and possibly the choice of a license.
Then, one needs to pick a technology to make the data accessi-
ble (e.g., ftp/sftp, http/https, choice of infrastructure). This step
requires technical expertise that is not always available to all lab-
oratories. In particular, if a server is set up to expose data, the
security of this server has to be appropriately handled, putting
demands on IT infrastructure and/or requiring strong individual
expertise. Technical solutions will also depend on the duration
for which data will be hosted, and what kind of service can
be provided (such as search the data with metadata, etc.). If a
public resource, either commercial or non-commercial, is cho-
sen, one needs to know how data can be pushed toward this
repository.
Further, while EDC shows promise for easing metadata collec-
tion and storage, EDC solves issues of manual metadata curation
at the cost of additional technical issues. For clinical and behav-
ioral data, metadata must be captured by a system that is as easy
to use as a notebook and pencil, and then stored together with
the data in an appropriate format. For imaging data, few systems
use the NIfTI-1 extension field (which would obviate the meta-
data format issue), so metadata is often stored separately from
the image data and is easily lost; DICOM data, on the other hand,
provides a well-defined format and space for electronic metadata
management, but extensibility is a challenge. XCEDE and CDISC
can handle metadata and embed base-64 encoded binary data to
23http://www.humanconnectomeproject.org/
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combine metadata with images, as well as the MINC format, but
none of these solutions has yet been widely adopted.
Most current neuroimaging database systems depend on their
technical storage and sharing infrastructure for metadata man-
agement and, to some extent, capture. However, capture of
metadata is not yet generalized outside of these large systems.
LACK OF LOCAL ORGANIZATION AND STANDARD DESCRIPTIONS,
WITHIN AND OUTSIDE THE LABORATORY
In many laboratories, data are not always well-organized locally,
which makes it more difficult to describe and share data. In addi-
tion, there are no widely-adopted standards for describing data
in terms of both the lexicon used and the definition of and rela-
tionship between the terms, or ontology (but see the work on
the XML-Based Clinical Experiment Data Exchange Schema, or
XCEDE 2.0) (Gadde et al., 2011). Each researcher who wishes
to share data may propose his or her own organization and
description; however, even to simply organize and document
the data sufficiently so that they would be easily usable requires
time and funding. An even more ambitious goal is to link and
retrieve data from several sources. This would require a mapping
of the terms used in each source, ideally along with a standard
and widely-used lexicon and ontology (e.g., for anatomy, tasks,
stimuli) or to use databases that share a common schema and
natively provide for multi-site query/download such as the HID
database.
Pioneering work in this area is available through the
Neuroscience Information Framework (NIF) web portal24 and via
Neurolex 25, as well as in recent work augmenting RadLex 26 to
annotate neuroimaging data with ontological principles derived
from the Foundational Model of Anatomy (Mejino et al., 2010;
Turner et al., 2010), and which should be incorporated into neu-
roimaging research. Significant progress has also been made to
formalize some aspects such as cognitive paradigms, e.g., CogPo
(Turner and Laird, 2011). At the moment, mediation among
different neuroimaging databases, such as an effort involving
XNAT Central and FBIRN’s HID federation (Keator et al., 2008;
Ozyurt et al., 2010), requires significant programming and ad
hoc mapping between the instances (Ashish et al., 2010). Both
the NeuroLex and RadLex sites depend on continuous editing
and updating by experts, as the task of curating this informa-
tion is simply too great for any one lab or group. Realization
of a standard description (data models, ontologies) would be a
great step forward and could improve tools for searching rele-
vant data across the entire web, but would require annotation
of existing electronic data and metadata with the associated
terms.
HOW TO REDUCE BARRIERS TO DATA SHARING?
THE PUSH FOR A MORE OPEN DATA MODEL
A number of recent examples point to a general trend to make
information, particularly governmental or administrative data
open to the public, within the limits of privacy protections. Last
24http://www.neuinfo.org
25http://www.neurolex.org
26http://radlex.org
year, The Economist reported that “Barack Obama issued a pres-
idential memorandum ordering the heads of federal agencies
to make available as much information as possible [. . .]”, and
that “Providing access to data creates a culture of accountabil-
ity” (“The Open Society,” 2010). The US government27 and New
York City28 websites release a great amount of information and
data to the public. Public transportation systems make their data
available and private developers use this data to produce transit-
tracking applications; the European Union also funds research on
this theme (see “The Open Data Open Society Report”29). Closer
to the concerns of the neuroimaging community, the British par-
liament released a report on the importance “of reviewing the
underlying data behind research and how those data should be
managed”30. Individual researchers’ choices as well as institution-
wide policies will be influenced by this societal trend for more
open data. The current very fast expansion in social network-
ing sites is a good reflection of how quickly people can adopt
new habits, and how the society evolves with these profound
technological mutations.
FUNDING AGENCIES AND JOURNALS
It has become clear that cost reduction and maximizing the
impact of funding in the community will also shape tool devel-
opment for sharing data, as exemplified by recent requirements
from major funding agencies (NIH, Wellcome Trust, UK Medical
Research Council), and more generally their shift in commitment
to initiatives that help the community rather than lab-specific
projects. As early as 2003, the “Final NIH Statement on Sharing
Research Data”31 stated that the “NIH expects and supports
the timely release and sharing of final research data from NIH-
supported studies for use by other researchers,” and NIH grants
above a certain funding level are also required to “to include a
plan for data sharing” in their proposals.
Journals will play a key role in the process requiring that data
are made available for reviewers or to the article readers. The
Journal of Cognitive Neuroscience was a pioneer in this context.
This initiative established a neuroimaging data repository (fMRI
Data Center, or fMRIDC) that was an unprecedented success
in the field, with many works published based on re-analyzed
data obtained from the repository. Its success was, however, lim-
ited by the lack of standardized formats, paradigm descriptions,
and analyses, as well as the limited availability of tools to query
and download well-formatted data. The idea that data should be
accessible remains in several high-ranked journals, with more and
more supplementary material made available for reviewers and
for the community [however, see The Journal of Neuroscience’s
recent decision to not accept supplementary material (Maunsell,
2010)]. In the future, it may be that both data and computa-
tional tools will be made available in some new form of data
warehouse to help track data provenance (e.g., see the Provenance
27http://www.data.gov
28http://www.nyc.gov
29http://stop.zona-m.net/2011/01/the-open-data-open-society-report-2/
30http://www.publications.parliament.uk/pa/cm201012/cmselect/cmsctech/
856/85607.htm
31http://grants.nih.gov/grants/guide/notice-files/NOT-OD-03-032.html
Frontiers in Neuroinformatics www.frontiersin.org April 2012 | Volume 6 | Article 9 | 7
Poline et al. Data sharing in neuroimaging research
Interchange Working Group Charter32) and enable reproducibil-
ity, not withstanding the associated technical difficulties and
costs. Proceedings of the National Academy of Sciences, for instance,
now require that data are made available to manuscript reviewers.
This again points to the need for software tools able to cap-
ture and release data at different stages of their acquisition and
analysis.
INCREASED CITATIONS AND VISIBILITY BY RELEASING DATA
Researchers can receive more citations if their data are re-used.
Rather than counting the number of publications, h-indices are
increasingly used as a metric of output (Ball, 2007). There are
now several successful examples of this re-use, such as ADNI.
ADNI has yielded many publications since its launch. One spe-
cific requirement of ADNI’s use agreement is that the ADNI
consortium be listed on every related publication’s author list.
This is a very powerful means for gaining visibility and ADNI
has benefited from this—its funding was renewed with ADNI2—
but this policy may not meet the standards of authorship of
scientific publication (Rohlfing and Poline, 2011), and gener-
ally the ADNI requirements are seen as too demanding by the
community33.
It has become apparent that papers on data would be a great
way to credit researchers who share data. By being cited in
the same way that a piece of software or a method is cited,
data acquirers could get recognition within the current academic
evaluation methods for individuals (e.g., number of citations
with h factor). Additionally, the peer review process will help
to ensure the quality of the data and accompanying metadata.
This, however, requires that journals will accept “data papers”
and develop principles for how such papers should be structured
and reviewed. It is also necessary that authors and journal editors
consider data acquisition and sharing as an important aspect of
research, on par with software ormethods development. Recently,
both Neuroinformatics (Kennedy et al., 2011) and BioMedCentral
(Hrynaszkiewicz, 2010) have announced their intention to pub-
lish such articles. Datacite 34 gathers institutions from around
the world and provides them with resources to address the
“why” and “how” of data citation. By working with these orga-
nizations and participating in data publishing, the neuroimag-
ing community can help ensure appropriate credit is given for
shared data.
PROVIDE GUIDELINES TO HELP RESEARCHERS WITH THE
ETHICAL AND LEGAL ASPECTS OF DATA SHARING
There is a need for localized (specific to country or found-
ing body) guidelines on how to prepare ethics applications and
anonymize data in order to share them freely, or as freely as pos-
sible. It is recommended that research protocols and informed
consent documents submitted to ERB/IRBs consider possible
32http://www.w3.org/2011/01/prov-wg-charter
33The ADNI policy is to be in the author line even if ADNI data were used
along many other datasets. ADNI asks for a large section of the methods to
be dedicated to their data, in which you also have to state who is the PI of
the ADNI consortium. ADNI also asks text in the acknowledgment section, in
addition to any appropriate citations.
34http://datacite.org
further re-use of the data: include provision in consent forms
that while subject’s data will certainly be used to study the spe-
cific research question outlined in the form, limited data may
also be shared (anonymously) with other researchers, for differ-
ent purposes; and that subjects shouldn’t participate if they are
uncomfortable with such sharing. A recent survey of the UK gen-
eral public found that while by far the majority of respondents
would be willing to take part in neuroimaging studies for the pur-
pose of scientific or medical research, only a small number would
be willing to undergo scans for other purposes, like advertising
research or insurance coverage (Wardlaw et al., 2011).
Illes and colleagues (Illes et al., 2010) have noted that many
researchers feel distrust and confusion when dealing with IRBs
despite their “original mission . . . to ensure the ethical con-
duct of neuro-research, may be acting as a barrier to science
due to time delays, lack of expertise in protocol evaluation by
these boards and inconsistent guidelines on the preparation of
participant-intended documentation” (Kehagia et al., 2011). In
such cases, a few individual researchers cannot single-handedly
reform the approach used by their local ERB/IRB; funding agen-
cies, institutions, and the broader scientific community need to
work together on providing better information and even outreach
materials. Kehalia and colleagues noted that researchers would
welcome “the development and dissemination of best practices
and standardized ethics review forminimally invasive neuroimag-
ing protocols.” INCF plans to gather and make available such
material.
The condition under which data may be licensed varies across
countries and often depends how the data were acquired (Uhlir
and Schröder, 2007). Creative Commons has done outstand-
ing work in promoting licenses that are compatible with the
broader open data movement, and which affect in no way a sub-
ject’s privacy rights; some examples include all Public Library of
Science (PLoS) content is published under a Creative Commons
Attribution license, and the MNI’s widely-used brain template
ICBM-152 is compatible with this license. Note that Creative
Commons itself has only one data-oriented license, CCZero,
which is a dedication to the public domain, while the other
licenses are intended for artistic work. For further reading on
open data licensing, see Open Definition 35 and Open Data
Commons36, as well as Stodden (Stodden, 2009) for a review of
copyright and licensing issues in a scientific context.
There is also an important interaction between the techni-
cal and ethical aspects of data sharing—what constitutes a data
set that is safe to share? The degree of anonymization neces-
sary (removing all metadata? just the name and date of birth of
the subject? defacing volumetric scans?) might vary within coun-
try, region, and institution. The same concern applies to the way
subjects will be informed about how their data might be used
in the future. Providing clear guidelines and ready to use docu-
ment templates will encourage and maximize data sharing. These
guidelines and documents could be tagged with respect to their
data sharing characteristics (“very open” to “very restricted”).
35http://opendefinition.org/guide/data/
36http://opendatacommons.org/
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THE NEED TO SHARE THE TOOLS: THE NEURODEBIAN APPROACH
Even after the legal and technical problems of data capture
and sharing are resolved, there are further obstacles to address
to make collaborative data analysis efficient. Typically, analysis
pipelines for neuroimaging studies vary significantly across labs.
They use different data formats, prefer different pre-processing
schemes, require different analysis toolkits and favor different
visualization techniques. Efficient collaboration in, for example,
a multi-center study requires a software platform that can cope
with this heterogeneity, allows for uniform deployment of all
necessary research tools, and nevertheless remains easy to main-
tain. However, compatibility differences across software vendors
and tedious installation and upgrade procedures often hinder
efficiency.
Turning data sharing into efficient collaboration requires shar-
ing of tools (Ince et al., 2012). Ideally, neuroimaging research
would be based on a computing platform that can easily be
shared as a whole. On one hand this would significantly lower
the barrier to explore new tools and to re-use existing analy-
sis workflows developed by other groups. On the other hand it
would make sharing of software easier for the respective devel-
opers, as consolidation on a standard platform reduces demand
for maintenance and support. Today, the NeuroDebian project37
is the most comprehensive effort aimed at creating a common
computing platform for neuroimaging research and providing all
necessary software from data capture to analysis. NeuroDebian’s
strategy is to integrate all relevant software into the Debian
GNU/Linux operating system which offers some unique advan-
tages in the context of neuroimaging research: it runs virtually
on any hardware platform (including mobile devices), it offers
the most comprehensive archive of readily usable and integrated
software, it is developed as a collaborative effort by experts of
their respective fields, and is free to be used, modified, and
re-distributed for any purpose. Integration into Debian allows
for deploying any software through a uniform and convenient
interface, promotes software interoperability by a proven pol-
icy, and facilitates software maintenance via (automated) quality
assurance efforts covering all integrated software. By means of
hardware virtualization the advantages of this platform also ben-
efit many users of commercial systems, such asWindows andMac
OS X (Hanke andHalchenko, 2011). For example, a NeuroDebian
virtual appliance with a pre-configured XNAT neuroimaging data
management platform38 allows users on any system to start using
XNAT within minutes.
THE ROLE OF INTERNATIONAL COORDINATION
The INCF39was established through the Global Science Forum of
the OECD to develop an international neuroinformatics infras-
tructure, which promotes the sharing of data and computing
resources to the international research community. A larger
objective of the INCF is to help develop scalable, portable, and
extensible applications that can be used by neuroscience lab-
oratories worldwide. The INCF Task Force on Neuroimaging
37http://neuro.debian.net
38http://neuro.debian.net/derivatives.html#xnat
39http://www.incf.org
Datasharing (part of a broader scientific program on data shar-
ing in neuroscience research 40) has recently formed to address
challenges in databasing and metadata that hinder effective
data sharing in the neuroimaging community, and to develop
standards for archiving, storing, sharing, and re-using neu-
roimaging data. The initial focus of this group is MRI data.
Representatives from several major efforts around the world are
involved.
While the neuroimaging community acknowledges the need
for standards in data exchange, the definition of those stan-
dards and their acceptance and use is a difficult task involving
social engineering and the coordinated efforts of many. What
details are necessary to share these data and results, to repro-
duce the results, and to use the data for other investigations?
Through feedback from the neuroimaging community via work-
shops and informal discussion groups, the Task Force found
that while there is enthusiasm for data sharing, the average neu-
roimaging researcher, particularly in a small lab setting, often
experiences several technical barriers that impede effective data
sharing. This finding has been noted in other surveys of bar-
riers to biomedical data sharing (Anderson et al., 2007). While
certain large research groups have made great strides in estab-
lishing federated databases andmetadata schemas, these solutions
often still involve in-house scripts and specialized software tools,
tailored to the particular workflow of a specific lab. As noted pre-
viously, a lack of standards, recommendations, and interoperable
and easy-to-use tools hinder the degree to which data shar-
ing could be adopted more generally. In an attempt to improve
the tools broadly available to the community, the Task Force
identified four specific projects to be carried out during 2011
and 2012:
1. Creation of a “One-Click Share Tool” to allow researchers to
upload MRI data (in DICOM or NIFTI format) to an XNAT
database hosted at INCF. Once the data is on the central server,
a quality control (QC) check is launched and the report is sent
to the researcher. The raw data, metadata, and QC data are
stored in the database. The QC will be initially derived from
FBIRN recommendations (Glover et al., 2012) and generalized
to other methods. “One-click” may only be the idealized oper-
ation of the system, but the term does express the principle
that the system should be trivial to use: metadata is captured
from the uploaded data itself to the extent possible, and the
researcher is prompted for missing information. The system
encourages best practices of EDC from data acquisition, but
fills in the gaps with its own EDC and management.
2. Establishment of a neuroimaging data description schema and
common API to facilitate communication among databases. A
number of efforts have alreadymade progress toward that goal,
of which XCEDE is probably the most well-known (Gadde
et al., 2011). This standard description would be used to medi-
ate between databases with different data models, or as a
recommendation to expose a minimal set of metadata ele-
ments and a common vocabulary. Eventually, this will be
40http://datasharing.incf.org
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linked to a set of ontologies to allow for semantic searches and
reasoning.
3. Introduction of a mechanism to capture related data under
a single container. For example, diffusion data requires addi-
tional information in the form of diffusion gradient vectors
and b-values. Most DICOM conversion utilities will write
these out as two separate files. We will attempt to use the
Connectome File Format (CFF) Container to store this data
(Gerhard et al., 2011). This solution could be applied to
other cases such as multi-echo data acquired from a sin-
gle acquisition that are not handled natively by any major
data format (e.g., FreeSurfer’s .mgz format captures such
information).
4. Automatic storage of the metadata and results of process-
ing streams to a database. Using the QC workflows as a
starting point, ensure that output of these workflows can
be pushed to, initially, an XNAT database. We will augment
the processing to use the common application programming
interface (API), extended XCEDE schema, and CFF container
technology to capture processed data and metadata, in par-
ticular provenance. The first trials could be performed with
Nipype (Gorgolewski et al., 2011) and PyXNAT (Schwartz
et al., submitted). Recently, some first steps have been done
to implement the provenance “PROV” data model developed
through the World Wide Web Consortium (W3C) into neu-
roimaging software, to include the provenance information
within the XCEDE schema and to create a vocabulary for neu-
roimaging that can be used to annotate data. This will allow
direct and automatic capture of the standardized provenance
information that could then be used to maintain appropri-
ate metadata for processed images and in data queries. The
generation of machine readable annotations of the metadata
(e.g., data, and increase the effectiveness of search engines
such as NIF in their ability to aggregate data from disparate
sources.
THE POTENTIAL BENEFITS OF NEUROIMAGING DATA
SHARING
If data sharing in neuroimaging were to become widespread,
novel and large-scale neuroimaging projects would become pos-
sible, for example:
• Meta-analysis at a large-scale using actual data. Meta-analyses
can provide greater support for scientific results by aggregat-
ing findings from a number of publications that addressed the
same scientific question, and a large number of such stud-
ies have been conducted in the neuroimaging literature (see,
among many, Wager et al., 2003; Laird et al., 2005; Owen et al.,
2005). However, none rely on the actual data to establish the
results: they use (x, y, z) coordinates, various choices of filtering
and preprocessing, and thresholding procedures. A muchmore
reliable and accurate methodology would be to co-analyze the
data without thresholding, and homogenize other parameters.
This is especially important if the meta-analyses are to define
which brain regions are involved in a set of experimental con-
ditions, or for EEG/MEG, which set of evoked potentials are
related to these conditions.
• Generalized construction of anatomical and functional atlases.
Current MRI analysis procedures use digital brain atlases that
are not always appropriate for the particular study. The most
commonly used brain templates are distributed with analy-
sis packages such as SPM and FSL, and may not be suitable
for a specific clinical population or age group or even certain
scanner characteristics. Therefore, researchers often create a
new template from the images acquired in their study, normal-
ize the subjects’ brain images to this new template, and find
the spatial transformation from the constructed template to a
more common template, e.g., the MNI-305 T1. This method
is far from optimal as the transformation may be poor, and
generates one template per study, or even several templates
per study. If a large proportion of acquired neuroimaging data
were retrievable via the internet, it would be easy to construct
a series of brain templates specifically adapted for age, scan-
ner, pathology, gender, etc. Tools to construct specific templates
that have spatial warping to the most widely adopted templates
suitable for a specific study cohort could also be derived and
tested.
• Defining standard brain variations in various populations.
In the first instance, characterizing healthy population brain
variability is crucial for both basic and clinical research. If
a large enough amount of data were available, a number of
projects aimed at measuring various brain traits (e.g., amount
of cortical matter in a region, thickness of white matter tracts,
timing of ERP) for demographic or behavioral characteris-
tics could soon emerge. Comprehensive databases with a large
amount of brain feature measurements could be constructed
from cohorts acquired on different scanners and populations,
thereby avoiding bias associated with acquisition parameters.
These resources will soon be incremented with new inter-
esting features and new populations, to become a large dis-
tributed neuroscience resource linked to initiatives such as the
Neuroscience Information Framework.
CONCLUSIONS
It is currently difficult to imagine the full benefit of widespread
data sharing. What if, in the future, a researcher interested in
development of connectivity in the adolescent brain could launch
a search that resembled something like: “get: brain_images =
MRI_diffusion_weighted, where: subject_group_type = normal,
age >12, age <15, behavioral_assessment = WISC” to find
repositories over the world with diffusion weighted images for
adolescents having Wisconsin Test data?
The use cases that we describe require that demographic,
behavioral, or clinical data are released with neuroimaging data
in a standard format and with sufficient documentation. This
condition is likely to be only partly fulfilled in most cases, but
we hope that the standard practice for data sharing will evolve
toward a more automatic and more complete release of all asso-
ciated data. We believe that the future of neuroimaging research
will depend on the integration of many types of data (e.g., multi-
modal imaging, imaging genetics, etc.) and the aggregation of
previously acquired datasets and results from many sites.
What if in the future, all data analysis tools were able to send
annotated and organized results directly to a distributed database,
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such as that provided by iRODS41 or Chelonia42, or use peer-to-
peer distribution (e.g., see Digicode ITS43 for a distributed PACS
system), so that contrasts or t-statistic maps could be accessi-
ble and easily retrieved with almost no effort by any researcher?
This could be linked to a new kind of publication system based
on electronic repositories that would connect raw data and their
computational analyses to the interpretation of results.
Neuroimaging may then enter an age where research could
lean toward knowledge management rather than data manage-
ment, and the construction of electronic systems that will accu-
mulate results and information over which some reasoning can
be done, eventually helping the construction of predictive mod-
els useful in neurology, psychiatry, or cognitive neuroscience. As
the overarching goal of scientific endeavor is to determine predic-
tive models for the system under study, improvements to existing
models are expected as new data are collected. Data availability is
necessary for the construction of models based on large numbers
of observations, as well as for the improvements or refutations of
these models.
For the reasons described above, the neuroimaging commu-
nity should work to generalize data sharing as well as the capture
of associated metadata. This requires software tools to automat-
ically capture, tag, and relate data with metadata. These tools, in
turn, will rely on a consistent and standard metadata vocabulary,
data model, and ontology. The lack of consistent metadata stan-
dards makes it difficult to curate data across research labs and for
neuroimaging software to capture metadata and provenance in
a systematic manner. Even when the vocabulary exists, there is a
lack of digital tools to seamlessly capture and tag these metadata.
At the acquisition level, the DICOM standard allows some
formalization of elements stored in the header, but several
parameters relevant to brain imaging data are actually stored in
41http://www.irods.org
42http://www.nordugrid.org
43http://www.digicode.com
private compartments of the DICOM header where no consis-
tent nomenclature exists. At the processing level, workflow-based
analysis systems (e.g., LONI pipeline44, Nipype45, CBRAIN46,
FisWidgets47, Brainvisa48, Rumba49, PSOM50 etc.) and databases
associated with such frameworks (e.g., XNAT, HID, IDA, COINS,
LORIS, etc.51) provide us with the ability to capture the prove-
nance of data generated by a workflow. Although we use sophis-
ticated instruments to acquire brain imaging data along with
advanced statistical and image processing methods to analyze the
data, there is a distinct lack of formal ontologies and vocabular-
ies to capture metadata together with this data, because agreeing
to these vocabularies requires a coordinated effort across many
countries and laboratories.
The key to achieving these goals is the ability of the commu-
nity to coordinate its efforts regarding standards in data sharing.
This is a sociological challenge, but can build on an already large
body of work. We believe organizations like INCF, in conjunction
with scientific societies and publishers, share many of these goals
and together will open new avenues in brain imaging research.
The integration of brain imaging with informatics tools will pro-
foundly modify our current research methods and their impact
on advances in the field.
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