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Pembimbing: Arief Andy Soebroto, S.T., M.Kom. 
Kesehatan mental merupakan faktor penting yang dapat mempengaruhi 
pikiran, perasaan, dan tindakan dari seseorang. Gangguan kesehatan mental 
terjadi ketika seseorang mengalami gangguan yang signifikan terhadap kegiatan 
yang biasanya dilakukan. Salah satu contoh gangguan kesehatan mental adalah 
depresi. Depresi merupakan salah satu gangguan kesehatan mental yang paling 
serius yang dialami manusia. Depresi biasanya dialami pada usia 20 tahun sampai 
50 tahun. Mahasiswa atau pelajar sangatlah mudah terkena depresi karena 
banyak faktor yang harus dihadapi seperti akademik. Penderita depresi perlu 
segera ditangani agar tidak terjadi hal yang tidak diinginkan, namun adapun 
kendala untuk berkonsultasi seperti malu, waktu untuk berkonsultasi, atau 
masalah biaya. Permasalahan tersebut dapat diselesaikan menggunakan sistem 
pakar. Sistem pakar yang digunakan pada penelitian ini menggunakan metode 
Fuzzy K-Nearest Neighbor (FK-NN). Tahapan dari FK-NN meliputi perhitungan 
jarak, inisialisasi fuzzy, dan perhitungan derajat keanggotaan. Data yang 
digunakan berjumlah 257 data, dengan pembagian 200 data latih dan 50 data uji. 
Pengujian dilakukan dengan menggunakan metode K-Fold Cross Validation untuk 
menguji nilai k dan nilai m pada metode FK-NN. Berdasarkan pengujian yang 
dilakukan pada tiap parameter yang diujikan, didapatkan hasil nilai terbaik yaitu 
nilai k = 10 dan nilai m = 2 atau m = 3 dengan akurasi sebesar 0,8596. 





Fadil Ghulam Pratama, Expert System for Early Detection of Student Depression 
Levels Using Fuzzy K-Nearest Neighbor (Case Study: Faculty of Computer Science 
Brawijaya University) 
Supervisor: Arief Andy Soebroto, S.T., M.Kom. 
Mental health is an important factor that can affect a person's thoughts, 
feelings, and actions. A mental health disorder occurs when a person experiences 
significant interference with their usual activities. One example of a mental health 
disorder is depression. Depression is one of the most serious mental health 
disorders experienced by humans. Depression usually occurs between the ages of 
20 and 50. Students are easily affected by depression because of many factors that 
must be faced, such as academics. Patients need to be treated immediately so that 
unwanted things do not happen, but there are obstacles such as embarrassment, 
time to realize, or cost problems. These problems can be solved using an expert 
system. The expert system used in this study uses the Fuzzy K-Nearest Neighbor 
(FK-NN) method. The stages of FK-NN include distance calculation, fuzzy 
initialization, and membership degree calculation. The data used are 257 data, 
with the division of 200 training data and 50 test data. The test was carried out 
using the K-Fold Cross Validation method to test the k value and m value in the FK-
NN method. Based on the tests carried out on each tested parameter, the best 
results were obtained, namely the value of k = 10 and the value of m = 2 or m = 3 
with an accuracy of 0.8596.  
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BAB 1 PENDAHULUAN 
1.1 Latar Belakang 
Kesehatan mental merupakan faktor penting yang dapat mempengaruhi 
pikiran, perasaan, dan tindakan dari seseorang (Eisenberg et al., 2009). Gangguan 
kesehatan mental terjadi ketika seseorang merasakan gangguan yang signifikan 
terhadap kegiatan yang biasanya dilakukan (Akeman et al., 2020).  Gangguan 
kesehatan mental merupakan hal serius yang harus segera ditangani, karena 
terkadang seseorang tidak menyadarinya sehingga dapat menimbulkan gangguan 
fisik (Fazel Zarandi et al., 2019). Mahasiswa merupakan orang yang paling rentan 
terkena depresi karena harus menghadapi banyak penyebab stress seperti 
evaluasi belajar, tugas, dan ujian (Inam et al., 2003). Depresi merupakan salah satu 
gangguan kesehatan mental yang sering ditemui di berbagai lingkungan 
masyarakat tanpa memperhatikan faktor apapun (Khawaja dan Bryden, 2006). 
Depresi merupakan salah satu gangguan kesehatan paling serius yang dialami 
oleh manusia. Depresi biasanya dialami pada usia 20 sampai 50 tahun, ditandai 
dengan munculnya penurunan produktifitas kerja, hilangnya inisiatif, dan lain-lain 
(Dawood et al., 2017). Apabila seseorang mengalami kesedihan dalam waktu yang 
panjang sampai mempengaruhi aktifitas sehari-hari maka diagnosis untuk depresi 
perlu dipertimbangkan (Joseph, 2011). Depresi dapat menumbuhkan pikiran 
untuk bunuh diri, penurunan kesehatan, bahkan sampai melukai orang lain 
(Ibrahim et al., 2013). 
Mahasiswa ketika mengalami tekanan yang berkelanjutan akan mulai 
menunjukkan tanda-tanda depresi dengan menangis terus menerus, tidak hadir 
dalam kelas, memisahkan diri, tanpa menyadari bahwa mereka terkena depresi 
(Fazel Zarandi et al., 2019). Berdasarkan permasalahan-permasalahan depresi 
tersebut seseorang yang mengalami gejala depresi perlu segera mungkin 
berkonsultasi terhadap psikiater. Adapun kendala yang dialami mahasiswa untuk 
melakukan konsultasi seperti malu untuk berkonsultasi, waktu konsultasi atau 
masalah biaya untuk melakukan konsultasi. Dari kendala tersebut perlu adanya 
proses deteksi depresi untuk membantu mahasiswa mengenali gangguan 
kesehatan mental yang dialami menggunakan sistem pakar. 
Sistem pakar merupakan bagian dari kecerdasan buatan yang bertujuan untuk 
menyelesaikan masalah yang tidak terstruktur pada domain masalah yang spesifik 
(Tan, 2017). Sistem pakar dapat diimplementasikan pada berbagai macam domain 
masalah seperti medis, teknik mesin, edukasi dan pelatihan (Tan et al., 2016). 
Menurut (Sri Kusumadewi, 2003) sistem pakar memiliki dua struktur lingkungan 
dalam pengembangannya yaitu lingkungan pengembang dan lingkungan 
konsultasi. Sistem pakar terdiri dari beberapa bagian yaitu knowledge base, 
inference, expert, interaction interface (Tan, 2017). 
Berdasarkan penelitian yang dilakukan oleh (Chen et al., 2013) menunjukkan 
bahwa algoritme Fuzzy K-Nearest Neighbor (FK-NN) menghasilkan akurasi 96,07% 
untuk klasifikasi penyakit parkinson dengan teknik pengujian K-Fold Cross 
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Validation. Algoritme klasifikasi K-Nearest Neighbor (KNN) melakukan 
penyelesaian masalah dengan melakukan pencocokan kemiripan dengan 
mengambil masalah sebelumnya yang telah terselesaikan sebanyak (k) kemudian 
memilih kelas yang paling banyak muncul (Bazmara et al., 2013). Penelitian yang 
dilakukan oleh (Islam et al., 2018) berisikan tentang perbandingan hasil Precision, 
Recall, dan F-Measure terhadap penggunaan algoritme tipe KNN yang berbeda, 
penelitian tersebut mendapatkan hasil perbandingan untuk setiap algoritme 
antara 60% hingga 70%. 
Berdasarkan permasalahan yang dikemukakan dan penelitian sebelumnya, 
penelitian ini fokus untuk membuat sistem pakar dengan algoritme yang mampu 
mengklasifikasikan tingkat depresi pada mahasiswa. Algoritme klasifikasi 
dilakukan menggunakan metode Fuzzy K-Nearest Neighbor (FK-NN) untuk 
pencocokan kemiripan gejala dengan data yang diambil dari survey terhadap 
mahasiswa FILKOM UB dan dilakukan pengujian dengan menggunakan metode K-
Fold Cross Validation. 
1.2 Rumusan Masalah 
Berdasarkan latar belakang yang telah dipaparkan, maka didapatkan rumusan 
masalah sebagai berikut: 
1. Bagaimana hasil pengujian yang diperoleh dari metode Fuzzy K-Nearest 
Neighbor (FK-NN) pada sistem pakar deteksi dini tingkat depresi pada 
mahasiswa FILKOM UB? 
2. Bagaimana pengaruh nilai k dan nilai m pada metode Fuzzy K-Nearest 
Neighbor (FK-NN) terhadap nilai f-measure, specificity, dan akurasi pada 
sistem pakar deteksi dini tingkat depresi pada mahasiswa FILKOM UB? 
1.3 Tujuan 
Tujuan dari diadakannya penelitian ini yaitu: 
1. Mengetahui hasil pengujian dari metode Fuzzy K-Nearest Neighbor (FKNN) 
pada sistem pakar deteksi dini tingkat depresi pada mahasiswa FILKOM 
UB. 
2. Menjelaskan pengaruh nilai k dan nilai m pada metode FKNN terhadap 
nilai f-measure, specificity, dan akurasi pada sistem pakar deteksi dini 
tingkat depresi pada mahasiswa FILKOM UB. 
1.4 Manfaat 
Adapun manfaat yang didapatkan dari penelitian ini dijabarkan sebagai 
berikut: 
1. Memberikan kontribusi terkait penggunaan metode Fuzzy K-Nearest 
Neighbor (FKNN) untuk sistem pakar deteksi dini tingkat depresi pada 
mahasiswa FILKOM UB. 
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2. Memberikan referensi kepada peneliti selanjutnya terkait penggunaan 
metode Fuzzy K-Nearest Neighbor (FKNN) pada sistem pakar. 
1.5 Batasan Masalah 
Dalam penelitian ini terdapat beberapa batasan masalah yaitu: 
1. Sumber data didapatkan dari survey dengan memberikan kuesioner skala 
tingkat depresi pada mahasiswa Fakultas Ilmu Komputer Universitas 
Brawijaya dan dibantu sebarkan oleh Bimbingan Konseling Fakultas Ilmu 
Komputer Universitas Brawijaya. 
2. Gejala yang digunakan berdasarkan instrumen depresi University Student 
Depression Inventory (USDI). 
3. Data yang digunakan sejumlah 257 data permasalahan mahasiswa 
4. Tingkatan depresi yang digunakan diklasifikasikan ke dalam empat 
kategori yaitu depresi rendah, sedang, tinggi, dan sangat tinggi. 
5. Sistem dibangun dengan berbasis android dengan menggunakan bahasa 
pemrograman Python. 
1.6 Sistematika Pembahasan 
Sistematika pembahasan dalam penelitian ini menggunakan kerangka 
penyusunan yang terbagi menjadi tujuh bagian dengan beberapa subbab. Berikut 
merupakan susunan dari proposal penelitian ini yaitu: 
BAB 1 PENDAHULUAN 
Bab pendahuluan menjelaskan perihal dasar penelitian tentang gangguan 
kesehatan depresi yang muncul pada mahasiswa dengan menggunakan Fuzzy K-
Nearest Neighbor. Bagian ini terdiri atas latar belakang, rumusan masalah, tujuan 
penelitian, manfaat penelitian, batasan masalah, dan sistematika pembahasan 
dari penelitian. 
BAB 2 LANDASAN KEPUSTAKAAN 
Bab landasan kepustakaan menjabarkan tentang kajian pustaka dan dasar 
teori berdasarkan penelitian-penelitian sebelumnya yang berkaitan dengan 
penelitian ini. Dasar teori meliputi gangguan kesehatan mental depresi, sistem 
pakar, metode Fuzzy K-Nearest Neighbor, metode K-Cross Validation, evaluasi 
confusion matrix. 
BAB 3 METODOLOGI PENELITIAN 
Bab metodologi penelitian berisikan tentang uraian bagaimana metodologi 
yang akan diterapkan dalam perancangan, impementasi, pengujian, dan analisis 





BAB 4 PERANCANGAN 
Bab perancangan membahas tentang proses perancangan yang dilakukan 
untuk pendeteksian dini tingkat depresi pada mahasiswa beserta proses 
perhitungan manual dari metode Fuzzy K-Nearest Neighbor. 
BAB 5 IMPLEMENTASI 
Bab implementasi berisikan pembahasan algoritme yang digunakan pada 
pembuatan sistem deteksi dini tingkat depresi pada mahasiswa dan penerapan 
perancangan yang telah disusun pada bab sebelumnya. 
BAB 6 PENGUJIAN DAN ANALISIS 
Bab pengujian dan analisis menjabarkan tentang proses pengujian sistem 
beserta analisis hasil pengujiannya.   
BAB 7 PENUTUP 
Bab penutup berisikan kesimpulan dari penelitian yang telah dilakukan dari 
pembuatan sistem pakar deteksi dini tingkat depresi mahasiswa dengan metode 






BAB 2 LANDASAN KEPUSTAKAAN 
2.1 Kajian Pustaka 
Penelitian yang dilakukan oleh (Fazel Zarandi et al., 2019) bertujuan untuk 
mengembangkan sistem pakar menggunakan fuzzy general type-2 untuk 
melakukan proses diagnosis depresi. Penelitian ini berfokus pada pembuatan 
sistem pakar yang dapat membantu pengguna sadar tentang kesehatan mental 
yang dialami. Data yang digunakan untuk penelitian ini berasal dari survey yang 
mengandung fitur-fitur depresi berdasarkan pendaspat dari pakar dan tingkatan 
depresi berdasarkan Beck Depression Inventory-II. Hasil dari pengujian dilakukan 
dengan menghitung recall, precision, Fscore, dan akurasi dari algoritme yang 
diimplementasikan dengan hasil recall 0,83, precision 0,81, Fscore 0,82, dan 
akurasi 0,84. 
Penelitian selanjutnya dilakukan oleh (Sengur, 2008) bertujuan untuk 
mengembangkan metode artificial intelligence untuk analisis medis. Data yang 
digunakan diambil dari Firat Medical Center departemen penyakit jantung. Pada 
penelitian ini metodologi yang digunakan terdiri dari tiga tahap yaitu pre-
processing, feature extraction, classification. Metode klasifikasi yang digunakan 
pada penelitian ini adalah artificial immune system (AIS) dengan Fuzzy K-Nearest 
Neighbor (FK-NN). Hasil pengujian didapatkan bahwa metode yang digunakan 
dapat menghasilkan sensitivity sebesar 95,9% dan specificity sebesar 96% 
sehingga dapat disimpulkan bahwa metode yang digunakan dapat secara efisien 
mengenali penyakit. 
Penelitian selanjutnya mengenai metode Fuzzy K-Nearest Neighbor (FK-NN) 
dilakukan oleh (Chen et al., 2013). Penelitian ini membahas tentang perbandingan 
antara FK-NN dengan Support Vector Machine (SVM). Data yang digunakan 
diambil dari UCI Machine Learning Repository. Pengujian pada penelitian ini 
dilakukan dengan menggunakan metode K-Fold Cross Validation. Hasil dari 
pengujian algoritme FK-NN yang digunakan menghasilkan akurasi sebesar 96,07% 
sedangkan SVM menghasilkan akurasi 86,60%. Hal tersebut menunjukkan bahwa 
metode FK-NN memiliki kinerja yang lebih baik dari SVM. 
Penelitian berikutnya yang membahas tentang Fuzzy K-Nearest Neighbor (FK-
NN) dilakukan oleh (Nikoo et al., 2018) membahas tentang penggunaan metode 
FK-NN untuk memprediksi ketinggian ombak pada danau berdasarkan arah angin. 
Hasil dari pengujian algoritme FK-NN dibandingkan dengan metode lainnya 
seperti: Bayesian Network, Regression Tree Induction, Support Vector Regression. 
Penelitian selanjutnya oleh (Islam et al., 2018) dengan topik penelitian deteksi 
depresi menggunakan metode K-Nearest neighbor (K-NN). Data yang digunakan 
pada penelitian ini diambil dari berbagai pengguna Facebook menggunakan 
NCapture. Hasil dari penelitian ini merupakan perbandingan precision, recall, f-




Kesehatan mental atau kesehatan jiwa merupakan hal penting dalam 
kehidupan, yang mana tidak kalah penting dari kesehatan fisik. Banyak orang 
cenderung mengabaikan kesehatan mental sehingga dapat mengalami gangguan 
serta tidak menyadari apabila terkena gangguan kesehatan mental (Fazel Zarandi 
et al., 2019). Depresi merupakan penyakit kesehatan mental yang sangat sering 
ditemui yang dapat menyebabkan stress, kesedihan, gangguan pada kegiatan 
sehari-hari (Khawaja dan Bryden, 2006). Pencegahan depresi merupakan salah 
satu perhatian besar sektor medis dunia, karena depresi yang sudah parah dapat 
menyebabkan seseorang untuk melakukan tindakan kekerasan hingga 
mempunyai pemikiran untuk bunuh diri (Fazel Zarandi et al., 2019). 
2.2.1 Gejala Depresi 
Menurut buku Diagnostic and Statistical Manual of Mental Disorders (DSM-5) 
terdapat beberapa gejala timbulnya depresi, yaitu: 
• Perasaan sedih yang dirasakan hampir setiap hari 
• Berkurangnya ketertarikan terhadap kegiatan yang biasanya dilakukan 
• Berkurangnya berat badan tubuh yang signifikan tanpa melakukan diet 
• Kesulitan untuk tidur atau terlalu banyak tidur hampir setiap hari 
• Ketrampilan pekerjaan yang berkurang 
• Merasa lelah atau tidak mempunyai tenaga hampir setiap hari 
• Merasa tidak berharga 
• Merasa susah untuk berfikir dan berkonsentrasi 
• Mempunyai pemikiran untuk bunuh diri 
2.2.2 Macam-Macam Tingkat Depresi 
Terdapat beberapa tingkatan depresi, menurut (Romaniuk dan Khawaja, 
2013) depresi dapat dibagi menjadi 4 berdasarkan hasil perhitungan dengan 









2.3 University Students Depression Inventory (USDI) 
University Students Depression Inventory atau USDI merupakan skala 
pengukuran acuan untuk mengukur tingkat depresi khususnya untuk mahasiswa. 
Menurut penelitian oleh (Khawaja dan Bryden, 2006) USDI berisikan 30 
pertanyaan gejala dengan 5 pilihan jawaban untuk masing masing pertanyaan 
gejala. Masing-masing pilihan gejala mewakili tingkat keparahan gejala yang 
dialami dengan 1 merupakan paling rendah atau tidak sama sekali sampai dengan 
5 merupakan paling tinggi atau selalu dialami selama dua minggu terakhir. Faktor-
faktor gejala yang terdapat pada USDI adalah Kognitif, Akademik, dan Lethargy. 
2.3.1 Faktor Motivasi-Kognitif 
Faktor Motivasi-Kognitif berisikan 14 pertanyaan gejala yang termasuk pada 
pertanyaan tentang emosi dan psikis aspek depresi, khususnya pemikiran untuk 
bunuh diri, merasa tidak berharga, dan kesedihan (Khawaja dan Bryden, 2006). 
Gejala faktor motivasi-kognitif tersebut dapat dilihat pada Tabel 2.1 berikut. 
Tabel 2.1 Gejala faktor motivasi-kognitif 
Faktor Motivasi-Kognitif 
Gejala 
Saya bertanya-tanya apakah hidup itu layak dijalani 
Saya merasa tidak berharga 
Saya sudah berpikir untuk bunuh diri 
Saya merasa tidak ada yang peduli tentang saya 
Saya merasa hampa 
Saya merasa sedih 
Saya khawatir saya tidak bisa berbuat apapun 
Kegiatan yang dulu saya nikmati tidak lagi menarik minat 
Saya merasa seperti saya tidak bisa mengendalikan emosi 
Saya menghabiskan lebih banyak waktu sendirian 
daripada biasanya 
Saya merasa kecewa pada diri saya sendiri 
Saya merasa minder ketika saya berada di sekitar orang 
lain 
Saya tidak mengatasi masalah dengan baik 
Saya berpikir orang lain lebih baik dari saya 
Sumber: (Khawaja dan Bryden, 2006) 
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2.3.2 Faktor Akademik 
Faktor akademik berisikan 7 pertanyaan gejala termasuk pertanyaan yang 
berhubungan dengan hilangnya motivasi mengerjakan tugas dan kemauan belajar, 
khususnya presensi kehadiran perkuliahan dan motivasi belajar mahasiswa 
(Khawaja dan Bryden, 2006). Gejala faktor akademik tersebut dapat dilihat pada 
Tabel 2.2 berikut. 
Tabel 2.2 Gejala faktor akademik 
Faktor Akademik 
Gejala 
Saya tidak punya keinginan untuk kuliah 
Saya jarang menghadiri kuliah seperti dulu 
Saya tidak merasa termotivasi untuk belajar 
Saya merasa pergi kuliah tidak ada gunanya  
Saya mengalami masalah saat memulai tugas 
Saya tidak merasa belajar semenarik dulu 
Saya mengalami masalah dalam menyelesaikan tugas 
belajar 
Sumber: (Khawaja dan Bryden, 2006) 
2.3.3 Faktor Lethargy (Fisik) 
Faktor lethargy atau fisik berisikan 9 pertanyaan gejala termasuk pertanyaan 
yang berhubungan dengan fisik, kemampuan untuk berkonsentrasi, dan performa 
ketika mengerjakan tugas atau menyelesaikan masalah (Khawaja dan Bryden, 
2006). Gejala faktor lethargy tersebut dapat dilihat pada Tabel 2.3 berikut. 
Tabel 2.3 Gejala faktor lethargy 
Faktor Lethargy 
Gejala 
Saya lebih lelah dari biasanya 
Saya tidak memiliki energi untuk belajar pada level saya 
yang biasa 
Energi saya rendah 
Saya merasa sulit untuk berkonsentrasi 
Saya tidak merasa sudah istirahat bahkan setelah tidur 
Tantangan yang saya hadapi dalam kuliah saya membuat 
saya kewalahan 
Suasana hati saya memengaruhi kemampuan saya untuk 




Tabel 2.3 Gejala faktor lethargy (Lanjutan) 
 Tugas sehari-hari membutuhkan waktu lebih lama dari 
biasanya 
Belajar saya terganggu oleh pikiran-pikiran yang 
mengganggu 
Sumber: (Khawaja dan Bryden, 2006) 
2.4 Sistem Pakar 
Sistem pakar merupakan teknologi yang memberikan mekanisme untuk 
penyelesaian masalah berdasarkan pengetahuan dan pengalaman dari satu atau 
lebih pakar (Tan et al., 2016). Sistem pakar dapat dikategorikan sebagai aplikasi 
yang berbasis dari domain permasalahan tertentu seperti diagnosis, teknik mesin, 
prediksi, pabrik, dan lain-lain (Mookherjee dan Bhattacharyya, 2001). Setiap 
aplikasi sistem pakar pasti menggunakan aturan yang berbeda, kode program yang 
berbeda, algoritme yang berbeda, antarmuka pengguna yang berbeda, dan lain-
lain (Tan et al., 2016). Sistem pakar dapat menyelesaikan permasalahan yang 
kompleks dan data yang tidak terstruktur dengan penggunaan pengetahuan 
manusia (Tan, 2017). 
2.4.1 Konsep Dasar Sistem Pakar 
Menurut (Tan, 2017) sistem pakar terdiri dari beberapa bagian yaitu: 
knowledge base (basis pengetahuan), inference machine (mesin inferensi), expert 
(ahli), human-computer interaction interface (antarmuka pengguna). 
Knowledge base (basis pengetahuan) merupakan kumpulan dari pengetahuan 
pakar termasuk fakta dan aturan-aturan yang dipakai untuk sistem pakar (Tan, 
2017). Basis pengetahuan dibuat berdasarkan pengetahuan dari pakar agar sistem 
dapat melakukan proses pembelajaran terhadap pengetahuan tersebut sehingga 
sistem tersebut dapat menyelesaikan masalah yang dihadapi (Tan et al., 2016). 
Inference Machine (mesin inferensi) merupakan mesin perhitungan yang 
melakukan pencocokan data dengan basis pengetahuan agar mendapatkan hasil 
keputusan (Tan, 2017). 
Expert (ahli) merupakan individu yang kompeten dan memiliki pengetahuan 
yang luas berdasarkan pengalaman, pendidikan, penelitian, pekerjaan di suatu 
bidang yang didalami (Dreyfus, 2005).  
Antarmuka pengguna merupakan tampilan visual sistem yang menjembatani 
antara sistem dengan pengguna dengan tujuan memudahkan pengguna untuk 
menggunakan sistem (Tan, 2017). 
Menurut (Sri Kusumadewi, 2003) sistem pakar memiliki dua struktur 
lingkungan dalam pengembangannya yaitu: 
1. Lingkungan pengembangan (development environment) digunakan 
sebagai tempat untuk membuat komponen sistem pakar dan untuk 
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memperkenalkan basis pengetahuan yang telah dibuat oleh pembuat 
system. 
2. Lingkungan Konsultasi (consultation environment) digunakan oleh user 
untuk dapat berdiskusi dengan system baik berupa pengetahuan atau 
saran. 
 
Gambar 2.1 Arsitektur sistem pakar 
Sumber: (Mookherjee dan Bhattacharyya, 2001) 
2.4.2 Manfaat Sistem Pakar 
Berdasarkan penelitian (Tan et al., 2016) manfaat sistem pakar adalah sebagai 
berikut: 
1. Membantu pengguna untuk menyelesaikan permasalahan kompleks yang 
sebelumnya memerlukan bantuan pakar. 
2. Sistem pakar dapat menyimpan dan melestarikan pengetahuan pakar. 
3. Sistem dapat bekerja walau data atau informasi yang diperlukan tidak 
terstruktur (Tan, 2017). 













2.4.3 Kelemahan Sistem Pakar 
Menurut (Sri Kusumadewi, 2003) kelemahan dari sistem pakar adalah sebagai 
berikut: 
1. Biaya pembuatan dan pemeliharaan sistem pakar membutuhkan biaya 
yang banyak. 
2. Pengembangan sistem pakar perlu bantuan dari pakar. 
3. Sistem pakar tidak selalu benar karena sistem pakar hanya berperan untuk 
menggantikan pakar, basis pengetahuan dalam permasalahan tersebut 
juga berasal dari pakar yang memerlukan pengembangan secara terus 
menerus. 
2.5 Metode Fuzzy K-Nearest Neighbor 
Metode Fuzzy K-Nearest Neighbor (FK-NN) merupakan gabungan dari 
penggunaan metode Fuzzy dan K-Nearest Neighbor (K-NN). Menurut penelitian 
yang dilakukan oleh (Sengur, 2008) metode FK-NN terbagi menjadi tiga tahap yaitu 
perhitungan jarak, inisialisasi fuzzy, dan menghitung derajat keanggotaan kelas.  
2.5.1 Perhitungan Jarak 
Langkah pertama dalam metode FK-NN adalah melakukan perhitungan jarak 
antara data uji dengan data latih. Perhitungan jarak dapat menggunakan berbagai 
macam metode seperti Euclidean Distance, Manhattan Distance, Minkowski 
Distance pada penelitian ini digunakan metode perhitungan jarak Euclidean 
Distance. Setelah itu dilakukan pemeringkatan data dari yang terkecil ke terbesar 
pada hasil perhitungan jarak sebanyak nilai K. Berdasarkan penelitian oleh (Uma 
Maheswari dan Ramakrishnan, 2015), rumus perhitungan Euclidean Distance 
dapat dilihat pada Persamaan 2.1. 
          D =  √∑ (𝑥𝑖 − 𝑦𝑖)
2𝑛
𝑖=1  (2.1) 
Keterangan: 
D  = jarak Euclidean Distance 
xi  = nilai data dari data uji ke 𝑖 
Yi = nilai data dari data latih ke 𝑖 
2.5.2 Perhitungan Inisialisasi Fuzzy 
Setelah mendapatkan jarak data sebanyak K langkah selanjutnya adalah 
menghitung inisialisasi fuzzy. Perhitungan inisialisasi fuzzy digunakan untuk 
mendapatkan nilai keanggotaan kelas data pada data latih. Tahapan ini dimulai 
dengan menghitung jumlah masing-masing kelas yang muncul pada data latih. 
Selanjutnya dilakukan perhitungan untuk mendapatkan nilai keanggotaan kelas 












) × 0,49, 𝑗𝑖𝑘𝑎 𝑗 ≠ 𝑖
  (2.2) 
Keterangan: 
𝑈𝑖𝑗 = nilai keanggotaan pada data ke 𝑖 kelas 𝑗 
𝑛𝑗  = jumlah anggota kelas 𝑗 pada data latih 𝑛 
𝑛 = jumlah keseluruhan kelas data latih 
𝑗 = kelas data 
 
2.5.3 Perhitungan Nilai Derajat Keanggotaan 
Setelah jarak data dan nilai keanggotaan kelas didapatkan, selanjutnya 
menghitung nilai derajat keanggotaan untuk setiap kelas klasifikasi. Perhitungan 
nilai derajat keanggotaan digunakan untuk mendapatkan hasil klasifikasi data uji 
berdasarkan nilai terbesar yang muncul. Rumus perhitungan nilai derajat 
keanggotaan dapat dilihat pada Persamaan 2.3 (Sengur, 2008). 









𝑢𝑖(𝑥) = nilai keanggotaan data 𝑥 kelas 𝑖 
𝑘 = jumlah data tetangga terdekat 
𝑥 − 𝑥𝑗  = selisih jarak data 𝑥 ke data 𝑥𝑗 dalam 𝑘 tetangga terdekat 
𝑚 = bobot pangkat, 𝑚 > 1 
2.6 Evaluasi 
Hasil klasifikasi perlu diuji untuk mengetahui performa dari sistem yang 
dibuat. Terdapat beberapa metode untuk menguji hasil klasifikasi dari sistem. 
Berikut adalah metode yang digunakan dalam penelitian ini yaitu pengujian 
menggunakan K-fold cross validation dan pengujian menggunakan confusion 
matrix untuk menghitung precision, sensitivity/recall, specificity, dan accuracy  
(Ruuska et al., 2018). 
2.6.1 K-Fold Cross Validation 
K-fold cross validation merupakan salah satu metode yang dapat digunakan 
untuk memperkirakan error dari algoritme prediksi (Jiang dan Wang, 2017). Cara 
kerja metode ini adalah dengan membagi dataset menjadi beberapa bagian data 
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latih, lalu salah satu bagian dari data latih tersebut akan dijadikan menjadi data uji 
dan sisanya tetap menjadi data latih, setiap pengujian fold, data uji yang 
digunakan tidak boleh sama (Ling et al., 2019). Ilustrasi dari K-fold cross validation 
dapat dilihat pada Gambar 2.2. 
 
Gambar 2.2 Ilustrasi K-fold cross validation 
2.6.2 Confusion Matrix 
Confusion matrix berisikan informasi hasil klasifikasi dari kelas yang 
sebenarnya dan kelas lainnya yang dilakukan oleh algoritme klasifikasi yang 
digunakan (Ruuska et al., 2018). Informasi perhitungan pada confusion matrix 
yaitu: True Positive (TP), True Negative (TN), False Positive (FP), dan False Negative 
(FN) dari informasi tersebut dapat diketahui performa algoritme klasifikasi dengan 
menggunakan perhitungan yang biasa digunakan seperti: precision, 
sensitivity/recall, specificity, dan accuracy  (Ruuska et al., 2018).  
Confusion matrix multiple class Ilustrasi dari confusion matrix dapat dilihat 
pada Tabel 2.4. 
Tabel 2.4 Multiple class confusion matrix 
Confusion Matrix 
Nilai Klasifikasi 
A B C 
Nilai 
Sebenarnya 
A TPA EAB EAC 
B EBA TPB EBC 
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TP  = True Positive, jumlah data dengan kelas sebenarnya yang 
diklasifikasikan sebagai data dengan kelas yang sama. Contoh data 
memiliki kelas A dan diklasifikasikan A oleh algoritme. 
FP  = False Positive, jumlah data dengan kelas negatif yang diklasifikasikan 
sebagai data positif. Perhitungan FP dari suatu kelas merupakan 
penjumlahan dari satu kolom kelas tersebut tanpa TP.  
FN  = False Negative, jumlah data dengan kelas kelas positif yang 
diklasifikasikan sebagai data negatif. Perhitungan FN dari suatu kelas 
merupakan penjumlahan dari satu baris kelas tersebut tanpa TP. 
TN  = True Negative, jumlah data dengan kelas negatif yang diklasifikasikan 
sebagai data negatif. Perhitungan TN dari suatu kelas merupakan 
jumlah keseluruhan baris dan kolom tanpa baris dan kolom kelas itu 
sendiri. 
Berdasarkan penelitian (Ruuska et al., 2018) penjelasan tentang precision, 
sensitivity, specificity, dan accuracy adalah sebagai berikut: 
Precision adalah proporsi data dari kelas positif yang diprediksi benar. Rumus 
menghitung nilai precision dapat dilihat pada Persamaan 2.4. 
          𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃
𝑇𝑃+𝐹𝑃
  (2.4) 
Sensitivity/Recall adalah proporsi data dari kelas negatif yang diprediksi 
benar. Rumus menghitung nilai recall dapat dilihat pada Persamaan 2.5. 
          𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦/𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃
𝑇𝑃+𝐹𝑁
  (2.5) 
F-Measure adalah nilai rata-rata harmonik yang didapatkan dari nilai precision 
dan recall. Rumus menghitung nilai f-measure dapat dilihat pada Persamaan 2.6. 




Specificity adalah nilai pengukuran seberapa tepat pengklasifikasian kelas 
positif. Rumus menghitung nilai specificity dapat dilihat pada Persamaan 2.7. 
          𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑁
𝑇𝑁+𝐹𝑃
  (2.7) 
Accuracy adalah proporsi dari jumlah data yang diklasifikasikan benar. Rumus 
menghitung nilai accuracy dapat dilihat pada Persamaan 2.8. 
          𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
Jumlah seluruh TP
Jumlah Keseluruhan Klasifikasi
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Gambar 3.1 Diagram alir penelitian 
3.1 Studi Literatur 
Studi literatur memuat tentang literatur atau pustaka yang dipelajari dari 
beberapa bidang ilmu yang berhubungan dengan penelitian yang dilakukan. 
Literatur yang dipelajari meliputi: 
1. Sistem Pakar 
2. Algoritme Fuzzy K-Nearest Neighbor (FK-NN) 
3. Depresi pada mahasiswa 













3.2 Data Penelitian 
Pada penelitian Sistem Pakar Deteksi Dini Tingkat Depresi Mahasiswa 
Menggunakan Metode Fuzzy K-Nearest Neighbor (Studi Kasus: Fakultas Ilmu 
Komputer), digunakan data sebanyak 257 data dengan 30 fitur. Data penelitian 
tersebut diperoleh dari Bimbingan Konseling FILKOM UB. 
3.3 Perancangan 
Perancangan merupakan tahapan yang digunakan untuk merancang langkah-
langkah operasi dalam proses pengolahan data dan prosedur yang perlu dilakukan 
sistem. Tahap perancangan dilakukan agar sistem yang dibuat tidak menyimpang 
dari tujuan penilitian dan permasalahan yang ingin diselesaikan. 
3.4 Implementasi 
Implementasi merupakan tahap pembangunan sistem berdasarkan 
perancangan yang telah dilakukan. Implementasi yang dilakukan adalah 
implementasi metode FK-NN, sementara untuk pengujian dilakukan dengan 
menggunakan metode K-Fold Cross Validation dan Confussion Matrix. 
3.5 Pengujian dan Analisis 
Pada tahap ini dijelaskan apakah sistem mampu bekerja sesuai dengan tujuan 
penelitian dan analisis hasil pengujian. Pengujian dilakukan pada setiap kelas pada 
data latih menggunakan K-Fold Cross Validation dengan menghitung precision, 
recall, f-measure, specificity, dan accuracy. Analisis dilakukan setelah didapatkan 
hasil rata-rata setiap pengujian pada fold yang berbeda dengan 
mempertimbangkan hasil rata-rata f-measure, specificity, dan accuracy. 
3.6 Kesimpulan 
Pengambilan kesimpulan dilakukan setelah semua tahapan perancangan, 
implementasi, dan pengujian telah selesai dilakukan. Pengambilan kesimpulan 
bertujuan untuk menjawab rumusan masalah yang telah dipaparkan sebelumnya. 
Tahap ini juga memberikan saran yang dapat diambil oleh penelitian selanjutnya 
dengan tema yang sama.  
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BAB 4 PERANCANGAN 
4.1 Deskripsi Umum Sistem 
Deskripsi umum sistem berisikan penjabaran tahapan dari sistem yang akan 
dibangun. Sistem yang akan dibangun yaitu sistem untuk melakukan klasifikasi 
terhadap tingkatan depresi mahasiswa menggunakan metode Fuzzy K-Nearest 
Neighbor (FK-NN). Proses klasifikasi dimulai dengan sistem merekam masukan 
gejala dari user. Selanjutnya dilakukan perhitungan jarak menggunakan Euclidean 
Distance lalu melakukan pemeringkatan data dari yang terkecil ke terbesar 
sebanyak K. Setelah itu dilanjutkan dengan melakukan perhitungan nilai 
keanggotaan kelas data. Kemudian dilanjutkan dengan perhitungan nilai derajat 
keanggotaan data untuk mendapatkan hasil klasifikasi data uji. Diagram alir dari 
perancangan sistem dapat dilihat pada Gambar 4.1. 
 
Gambar 4.1 Diagram alir sistem 
4.2 Perancangan Perhitungan Jarak 
Perhitungan jarak pada sistem digunakan untuk mendapatkan data latih yang 
jaraknya paling mendekati dengan data uji. Perhitungan jarak data dilakukan 
dengan menggunakan metode Euclidean Distance. Setelah didapatkan jarak 
antara data latih dengan data uji, dilakukan pemeringkatan data dari terkecil ke 








 Inisialisasi Fuzzy 
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data-data yang diambil tersebut. Diagram alir dari perhitungan jarak dapat dilihat 
pada Gambar 4.2. 
 
 
Gambar 4.2 Diagram alir perhitungan jarak Euclidean Distance 
Mulai 
Deklarasi variabel nilaiEuclidean 




Data Latih, Data Uji, K 
Penjumlahan hasil pengurangan antara 
data uji kolom j dengan data latih pada 
kolom j dan baris i  
Simpan hasil perhitungan ke dalam 
variabel nilaiEuclidean 
Perulangan tiap kolom (j) di 
data latih 
Selesai 
Pemeringkatan nilaiEuclidean dan 
pengambilan data sebanyak K 
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4.3 Perancangan Inisialisasi Fuzzy 
Perhitungan inisialisasi fuzzy pada sistem digunakan untuk mendapatkan nilai 
keanggotaan kelas data pada data latih. Inisialisasi fuzzy dimulai dengan 
menghitung jumlah masing-masing kelas yang muncul pada data latih. Setelah 
didapatkan jumlah masing-masing kelas, dilakukan perhitungan untuk 
mendapatkan nilai keanggotaan kelas data. Diagram alir dari perhitungan 
inisialisasi fuzzy dapat dilihat pada Gambar 4.4. 
 
Gambar 4.3 Diagram alir inisialisasi fuzzy 
 
4.3.1 Perhitungan Jumlah Kelas Data 
Proses perhitungan jumlah kelas data merupakan langkah awal dari 
perhitungan inisialisasi fuzzy. Pada proses ini akan dilakukan perhitungan jumlah 
masing-masing kelas data yang muncul pada data latih. Diagram alir dari 














Gambar 4.4 Diagram alir perhitungan jumlah kelas data 
A 
Perhitungan 
jumlah kelas data 
Mulai 
Data latih 
Deklarasi variabel nLow, 
nModerate, nHigh, nVeryHigh 
Perulangan tiap kelas 
di data latih 
B 
Jika kelas adalah 
“Rendah” 
False 
Jika kelas adalah 
“Sedang” 






dengan nilai 1 
Penambahan nilai 
variabel nModerate 
dengan nilai 1 
Penambahan nilai 
variabel nHigh 







Gambar 4.5 Diagram alir perhitungan jumlah kelas data (Lanjutan) 
4.3.2 Perhitungan Nilai Keanggotaan Kelas Data 
Proses perhitungan nilai keanggotaan kelas data merupakan langkah 
selanjutnya dari perhitungan inisialisasi fuzzy. Pada proses ini akan dilakukan 
perhitungan nilai keanggotaan masing-masing kelas data yang muncul. Diagram 
alir dari perhitungan nilai keanggotaan kelas data dapat dilihat pada Gambar 4.6. 
 
Gambar 4.5 Diagram alir perhitungan nilai keanggotaan kelas data 
Penambahan nilai 
variabel nVeryHigh 
dengan nilai 1 
A B 
Selesai 




keanggotaan kelas data 
  
Mulai 
Deklarasi variabel fuzzyfikasi 






Gambar 4.6 Diagram alir nilai keanggotaan kelas data (Lanjutan) 
4.4 Perancangan Perhitungan Nilai Derajat Keanggotaan 
Perhitungan nilai derajat keanggotaan pada sistem digunakan untuk 
mendapatkan hasil klasifikasi dari data uji. Perhitungan nilai derajat keanggotaan 
dilakukan dengan menggunakan data hasil perhitungan jarak kemiripan data serta 
hasil perhitungan nilai keanggotaan kelas data. Diagram alir dari perhitungan nilai 
derajat keanggotaan dapat dilihat pada Gambar 4.6. 
Perulangan tiap baris (i) di 
jumlah KelasUnik 
Pembagian antara jumlah kelas data j 
dengan jumlah seluruh data lalu dikali 
dengan 0,49 
Perulangan tiap kolom (j) di 
jumlah KelasUnik 
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jumlah seluruh data lalu dikali dengan 0,49 lalu 
ditambah dengan 0,51 
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Penjumlahan variabel pembilang dengan nilai 
variabel fuzzyfikasi baris i kolom j dikali dengan 
nilai variabel nilaiEuclidean kolom j 
dipangkatkan dengan (-2/(m-1)) 
Perulangan tiap kolom (j) di 
jumlah KelasDataK 
Penjumlahan variabel penyebut dengan nilai 
variabel nilaiEuclidean kolom j dipangkat 
dengan (-2/(m-1)) 
Inisialisasi variabel hasil dengan nilai hasil 





Gambar 4.6 Diagram alir perhitungan nilai derajat keanggotaan (Lanjutan) 
4.5 Akuisisi Pengetahuan 
Akuisisi pengetahuan adalah proses pengumpulan data pengetahuan yang 
dapat digunakan sebagai sumber informasi dalam menyelesaikan suatu masalah 
dan memasukkannya dalam basis pengetahuan dengan format tertentu. Metode 
yang digunakan dalam akuisisi pengetahuan pada penelitian ini adalah dengan 
studi literatur. Hasil akuisisi pengetahuan dapat dilihat pada Tabel 4.1. 
Tabel 4.1 Akuisisi pengetahuan gejala depresi 





Saya lebih lelah dari biasanya L1 
2 
Saya tidak memiliki energi untuk belajar pada 
level saya yang biasa L2 
3 Energi saya rendah L3 
4 Saya merasa sulit untuk berkonsentrasi L4 
5 
Saya tidak merasa sudah istirahat bahkan 
setelah tidur L5 
6 
Tantangan yang saya hadapi dalam kuliah 
saya membuat saya kewalahan L6 
7 
Suasana hati saya memengaruhi kemampuan 
saya untuk melaksanakan tugas yang 
diberikan L7 
8 
Tugas sehari-hari membutuhkan waktu lebih 
lama dari biasanya L8 
Selesai 
Simpan nilai variabel hasil  
ke dalam list temp 
Pemeringkatan nilai temp dan 




Tabel 4.1 Akuisisi pengetahuan gejala depresi (Lanjutan) 
9 
 Belajar saya terganggu oleh pikiran-pikiran 




Saya bertanya-tanya apakah hidup itu layak 
dijalani C1 
11 Saya merasa tidak berharga C2 
12 Saya sudah berpikir untuk bunuh diri C3 
13 Saya merasa tidak ada yang peduli tentang 
saya C4 
14 Saya merasa hampa C5 
15 Saya merasa sedih C6 
16 Saya khawatir saya tidak bisa berbuat apapun C7 
17 Kegiatan yang dulu saya nikmati tidak lagi 
menarik minat saya C8 
18 Saya merasa seperti saya tidak bisa 
mengendalikan emosi saya C9 
19 Saya menghabiskan lebih banyak waktu 
sendirian daripada biasanya C10 
20 Saya merasa kecewa pada diri saya sendiri C11 
21 Saya merasa minder ketika saya berada di 
sekitar orang lain C12 
22 Saya tidak mengatasi masalah dengan baik C13 
23 Saya berpikir orang lain lebih baik dari saya C14 
24 
Akademik 
Saya tidak punya keinginan untuk kuliah A1 
25 Saya jarang menghadiri kuliah seperti dulu A2 
26 Saya tidak merasa termotivasi untuk belajar A3 
27 Saya merasa pergi kuliah tidak ada gunanya A4 
28 Saya mengalami masalah saat memulai tugas A5 
29 Saya tidak merasa belajar semenarik dulu A6 
30 Saya mengalami masalah dalam 




4.6 Basis Pengetahuan 
Basis pengetahuan merupakan sebuah kumpulan informasi yang memuat 
tentang segala pengetahuan yang diperlukan untuk memformulasikan, 
memahami, dan memecahkan suatu permasalahan yang ada. Basis pengetahuan 
berisi fakta dan aturan untuk memecahkan persoalan dalam domain tertentu. 
4.6.1 Basis Pengetahuan Aturan 
Aturan-aturan yang ada berisikan cara untuk menentukan pengguna 
tergolong pada tingkatan depresi apa. Aturan-aturan pada penelitian ini terdiri 
dari aturan untuk menentukan tingkat faktor dan tingkat depresi.  
4.6.2 Basis Pengetahuan Fakta 
Berdasarkan data latih yang telah disusun, diperoleh data – data terkait gejala 
tingkatan depresi yang akan digunakan untuk menentukan pengguna tersebut 
tergolong pada tingkatan depresi apa. Data tersebut kemudian digunakan untuk 
proses pengambilan keputusan sistem menggunakan metode Fuzzy K-Nearest 
Neighbor.  
4.7 Mesin Inferensi 
Mesin inferensi pada sistem pakar deteksi tingkatan depresi mahasiswa ini 
menggunakan penelusuran forward chaining, penelusuran jawaban menggunakan 
forward chaining dimulai dengan mengumpulkan nilai karakteristik dari gejala 
depresi yang diberikan oleh pengguna sebagai masukan pada sistem, kemudian 
dilakukan perhitungan dengan menggunakan Fuzzy K-Nearest Neighbor sampai 
dengan kesimpulan akhir berupa keputusan nilai karakteristik pengguna tersebut 
termasuk dalam tingkatan depresi apa. 
4.8 Perhitungan Manual 
Pada bagian ini menjelaskan perhitungan manual yang dilakukan pada 
penerapan metode Fuzzy K-Nearest Neighbor (FK-NN) yang digunakan pada 
penelitian ini. Perhitungan manual meliputi pemilihan gejala oleh pengguna, 
menghitung jarak data dengan Euclidean Distance, perhitungan nilai keanggotaan 
setiap kelas data, perhitungan nilai derajat keanggotaan untuk mendapatkan hasil 
klasifikasi.  
4.8.1 Perhitungan Manual Jarak Euclidean Distance 
Perhitungan Fuzzy K-Nearest Neighbor (FK-NN) diawali dengan perhitungan 
jarak kemiripan data uji terhadap data latih menggunakan metode Euclidean 
Distance. Setelah didapatkan hasil perhitungan jarak dilanjutkan dengan 
pemeringkatan hasil perhitungan jarak, selanjutnya pengambilan nilai jarak 




4.8.1.1 Perhitungan Jarak Euclidean Distance 
Tahapan ini berfungsi untuk mendapatkan nilai kemiripan data uji. 
Perhitungan jarak ini dilakukan dengan menggunakan rumus 2.1.  
4.8.1.2 Pemeringkatan hasil perhitungan jarak 
Tahapan ini berfungsi untuk mendapatkan data latih yang paling mendekati 
kemiripannya dengan data uji dengan cara mengambil nilai jarak terkecil sebanyak 
k. 
4.8.2 Perhitungan Manual Inisialisasi Fuzzy 
Perhitungan inisialisasi fuzzy digunakan untuk mendapatkan nilai 
keanggotaan kelas data pada data latih. Tahapan ini dimulai dengan menghitung 
jumlah masing-masing kelas yang muncul pada data latih. Selanjutnya dilakukan 
perhitungan untuk mendapatkan nilai keanggotaan kelas data. Penjelasan untuk 
setiap tahapan akan dijelaskan pada sub bab selanjutnya. 
4.8.2.1 Perhitungan Jumlah Kelas Data 
Tahapan ini berfungsi untuk mendapatkan jumlah masing-masing kelas data 
yang muncul pada data latih.  
4.8.2.2 Perhitungan Nilai Keanggotaan Kelas Data 
Tahapan ini berfungsi untuk mendapatkan nilai keanggotaan masing-masing 
kelas data. Perhitungan ini dilakukan dengan menggunakan rumus 2.2.  
4.8.3 Perhitungan Manual Nilai Derajat Keanggotaan 
Perhitungan nilai derajat keanggotaan digunakan untuk mendapatkan hasil 
klasifikasi data uji berdasarkan nilai terbesar yang muncul. Perhitungan ini 
menggunakan rumus 2.3. 
4.8.4 Perhitungan Manual Nilai Precision, Recall, F-Measure, 
Specificity, dan Accuracy 
Proses perhitungan ini digunakan untuk mengetahui performa algoritme 
klasifikasi. Setelah hasil klasifikasi tersebut diperoleh, selanjutnya dilakukan 
perhitungan precision, recall, specificity, dan accuracy.  
4.9 Perancangan Pengujian Nilai K 
Pengujian nilai k dilakukan untuk mengetahui berapa banyak tetangga data 
yang diperlukan untuk mendapatkan hasil klasifikasi terbaik. Pengujian ini 
dilakukan dengan menggunakan nilai k yang berbeda-beda pada metode FK-NN. 
Variasi nilai k yang digunakan yaitu 3, 5, 10, 20, 25, 50 menggunakan K-Fold Cross 
Validation dengan permisalan 1-fold adalah 50 data. Perancangan pengujian nilai 




Tabel 4.2 Perancangan pengujian nilai precision pada nilai k 
 Kelas 
Nilai K Rendah Sedang Tinggi Sangat Tinggi 
3     
5     
10     
20     
25     
50     
 
Tabel 4.3 Perancangan pengujian nilai recall pada nilai k 
 Kelas 
Nilai K Rendah Sedang Tinggi Sangat Tinggi 
3     
5     
10     
20     
25     
50     
 
Tabel 4.4 Perancangan pengujian nilai f-measure pada nilai k 
 Kelas 
Nilai K Rendah Sedang Tinggi Sangat Tinggi 
3     
5     
10     
20     
25     







Tabel 4.5 Perancangan pengujian nilai specificity pada nilai k 
 Kelas 
Nilai K Rendah Sedang Tinggi Sangat Tinggi 
3     
5     
10     
20     
25     
50     
 
Tabel 4.6 Perancangan pengujian nilai accuracy pada nilai k 
 Kelas 
Nilai K Rendah Sedang Tinggi Sangat Tinggi 
3     
5     
10     
20     
25     
50     
 
4.10 Perancangan Pengujian Nilai M 
Pengujian nilai m dilakukan untuk mengetahui nilai m yang dapat memberikan 
hasil terbaik pada proses klasifikasi.. Pengujian dilakukan dengan K-Fold Cross 
Validation dengan permisalan 1-fold adalah 50 data. Perancangan pengujian nilai 
m dapat dilihat pada Tabel 4.7, Tabel 4.8, Tabel 4.9, Tabel 4.10, Tabel 4.11, dan 
Tabel 4.12. 
Tabel 4.7 Perancangan pengujian nilai precision pada nilai m 
 Kelas 
Nilai m Rendah Sedang Tinggi Sangat Tinggi 
2     
3     
4     




Tabel 4.8 Perancangan pengujian nilai precision pada nilai m (lanjutan) 
6     
7     
 
Tabel 4.9 Perancangan pengujian nilai recall pada nilai m 
 Kelas 
Nilai m Rendah Sedang Tinggi Sangat Tinggi 
2     
3     
4     
5     
6     
7     
 
Tabel 4.10 Perancangan pengujian nilai f-measure pada nilai m 
 Kelas 
Nilai m Rendah Sedang Tinggi Sangat Tinggi 
2     
3     
4     
5     
6     
7     
 
Tabel 4.11 Perancangan pengujian nilai specificity pada nilai m 
 Kelas 
Nilai m Rendah Sedang Tinggi Sangat Tinggi 
2     
3     
4     
5     
6     




Tabel 4.12 Perancangan pengujian nilai accuracy pada nilai m 
 Kelas 
Nilai m Rendah Sedang Tinggi Sangat Tinggi 
2     
3     
4     
5     
6     




BAB 5 IMPLEMENTASI 
5.1 Implementasi Fuzzy K-Nearest Neighbor 
Implementasi dari Fuzzy K-Nearest Neighbor (FK-NN) meliputi tiga tahapan 
yaitu: perhitungan euclidean distance, inisialisasi fuzzy, perhitungan nilai derajat 
keanggotaan. 
5.1.1 Implementasi Perhitungan Euclidean Distance 
Tahapan ini bertujuan untuk mendapatkan kemiripan data uji dengan data 
latih, setelah didapatkan nilai kemiripan dilakukan pemeringkatan lalu mengambil 
data yang memiliki kemiripan terkecil sebanyak K. Implementasi dari perhitungan 
Euclidean Distance dapat dilihat pada Kode Sumber 5.1. 














def euclideanDistance(dataUji, dataLatih, k): 
    listHasilEuclidean = [] 
    arrCol = dataLatih.columns.tolist() 
    hasil = 0 
 
    for i in range(len(dataLatih)): 
        for j in range(len(dataLatih.columns)): 
            hasil += ((dataUji[j]-dataLatih[arrCol[j]][i])**2) 
        listHasilEuclidean.append((hasil**.5)) 
        hasil = 0 
 
    top_k = sorted(listHasilEuclidean)[:k] 
    return top_k, listHasilEuclidean 
Kode Sumber 5.1 Perhitungan Euclidean Distance 
Penjelasan dari Kode Sumber 5.1 dijabarkan sebagai berikut. 
Baris 1 Deklarasi fungsi dengan nama euclideanDistance yang memiliki 
parameter dataUji, dataLatih, k. 
Baris 2 Inisialisasi variabel listHasilEuclidean. 
Baris 3 Inisialisasi variabel arrCol dengan nilai perubahan datalatih 
menjadi list. 
Baris 4 Inisialisasi variabel hasil dengan nilai 0. 
Baris 6-10 Proses perhitungan Euclidean distance dengan melakukan 
pengurangan data uji dengan data latih lalu menyimpan hasil 
perhitungan pada variabel listHasilEuclidean. 
Baris 12 Proses pemeringkatan data variabel listHasilEuclidean lalu 
mengambil data terkecil sebanyak K. 
Baris 13 Mengembalikan nilai variabel top_k dan listHasilEuclidean. 
5.1.2 Implementasi Inisialisasi Fuzzy 
Implementasi Inisialisasi Fuzzy meliputi proses perhitungan jumlah kelas data 
dan perhitungan nilai keanggotaan kelas data. 
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5.1.2.1 Implementasi Perhitungan Jumlah Kelas Data 
Tahapan ini bertujuan untuk mendapatkan jumlah kelas data yang muncul 
pada data latih. Implementasi dari perhitungan jumlah kelas data dapat dilihat 
pada Kode Sumber 5.2. 



















    nLow = 0 
    nMedium = 0  
    nHigh = 0  
    nVeryHigh = 0 
     
    for i in range(len(arrKelas)): 
        if arrKelas[i] == "Rendah": 
            nLow += 1 
        elif arrKelas[i] == "Sedang": 
            nMedium += 1 
        elif arrKelas[i] == "Tinggi": 
            nHigh += 1 
        else: 
            nVeryHigh += 1 
     
    return nLow, nMedium, nHigh, nVeryHigh 
Kode Sumber 5.2 Perhitungan jumlah kelas data 
Penjelasan dari Kode Sumber 5.2 dijabarkan sebagai berikut. 
Baris 1 Deklarasi fungsi dengan nama jumlahKelasData yang memiliki 
parameter arrKelas. 
Baris 2-5 Inisialisasi variabel nLow, nMedium, nHigh, nVeryHigh dengan 
nilai 0. 
Baris 7-15 Proses perhitungan kemunculan kelas data dengan melakukan 
pencocokan kelas pada data latih, apabila kelas data muncul 
maka dilakukan penambahan nilai pada salah satu variabel nLow 
atau nMedium atau nHigh atau nVeryHigh. 
Baris 17 Mengembalikan nilai variabel nLow, nMedium, nHigh, 
nVeryHigh. 
5.1.2.2 Implementasi Perhitungan Nilai Keanggotaan Kelas Data 
Tahapan ini bertujuan untuk mendapatkan nilai keanggotaan kelas data yang 
nantinya akan digunakan untuk menghitung derajat nilai keanggotaan data pada 
kelas-kelas yang muncul. Implementasi dari perhitungan nilai keanggotaan kelas 
data dapat dilihat pada Kode Sumber 5.3. 
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def fuzzyfikasi(arrUniqueClass, nLow, nMedium, nHigh, nVeryHigh, 
dataLatih): 
    fuzzyfikasi = [] 
 
    for i in range(len(arrUniqueClass)): 
        for j in range(len(arrUniqueClass)): 
            if i == j: 
                if arrUniqueClass[i] == 'Rendah': 
               
fuzzyfikasi.append(0.51+((nLow/len(dataLatih))*0.49)) 
                elif arrUniqueClass[i] == 'Sedang': 
                 
fuzzyfikasi.append(0.51+((nMedium/len(dataLatih))*0.49)) 
                elif arrUniqueClass[i] == 'Tinggi': 
                    
fuzzyfikasi.append(0.51+((nHigh/len(dataLatih))*0.49)) 
                elif arrUniqueClass[i] == 'Sangat Tinggi': 
                    
fuzzyfikasi.append(0.51+((nVeryHigh/len(dataLatih))*0.49)) 
            else: 
                if arrUniqueClass[j] == 'Rendah': 
                    if nLow != 0: 
                        
fuzzyfikasi.append((nLow/len(dataLatih))*0.49) 
                    else: 
                        fuzzyfikasi.append(0) 
                elif arrUniqueClass[j] == 'Sedang': 
                    if nMedium != 0: 
                        
fuzzyfikasi.append((nMedium/len(dataLatih))*0.49) 
                    else: 
                        fuzzyfikasi.append(0) 
                elif arrUniqueClass[j] == 'Tinggi': 
                    if nHigh != 0: 
                        
fuzzyfikasi.append((nHigh/len(dataLatih))*0.49) 
                    else: 
                        fuzzyfikasi.append(0) 
                elif arrUniqueClass[j] == 'Sangat Tinggi': 
                    if nVeryHigh != 0: 
                        
fuzzyfikasi.append((nVeryHigh/len(dataLatih))*0.49) 
                    else: 
                        fuzzyfikasi.append(0) 
 
    fuzzyfikasi = np.array(fuzzyfikasi).reshape(4,4) 
    return fuzzyfikasi  
Kode Sumber 5.3 Perhitungan nilai keanggotaan kelas data 
Penjelasan dari Kode Sumber 5.2 dijabarkan sebagai berikut. 
Baris 1 Deklarasi fungsi dengan nama fuzzyfikasi yang memiliki 
parameter arrUniqueClass, nLow, nMedium, nHigh, nVeryHigh, 
dataLatih. 
Baris 2 Inisialisasi variabel fuzzyfikasi. 




Baris 5-36 Proses perulangan (j) sebanyak jumlah data pada variabel 
arrUniqueClass. 
Baris 6-15 Seleksi kondisi apabila nilai dari (i) dan (j) adalah sama. 
Baris 8-9 Seleksi kondisi apabila nilai dari variabel arrUniqueClass dengan 
index (i) adalah rendah. 
Baris 9 Menyimpan hasil perhitungan rumus fuzzyfikasi apabila kelas 
sama, dengan menggunakan jumlah kelas data rendah lalu 
disimpan pada variabel fuzzyfikasi. 
Baris 10-11 Seleksi kondisi apabila nilai dari variabel arrUniqueClass dengan 
index (i) adalah sedang. 
Baris 11 Menyimpan hasil perhitungan rumus fuzzyfikasi apabila kelas 
sama, dengan menggunakan jumlah kelas data sedang lalu 
disimpan pada variabel fuzzyfikasi. 
Baris 12-13 Seleksi kondisi apabila nilai dari variabel arrUniqueClass dengan 
index (i) adalah tinggi. 
Baris 13 Menyimpan hasil perhitungan rumus fuzzyfikasi apabila kelas 
sama, dengan menggunakan jumlah kelas data tinggi lalu 
disimpan pada variabel fuzzyfikasi. 
Baris 14-15 Seleksi kondisi apabila nilai dari variabel arrUniqueClass dengan 
index (i) adalah sangat tinggi. 
Baris 15 Menyimpan hasil perhitungan rumus fuzzyfikasi apabila kelas 
sama, dengan menggunakan jumlah kelas data sangat tinggi lalu 
disimpan pada variabel fuzzyfikasi. 
Baris 16 Seleksi kondisi apabila nilai dari (i) dan (j) tidak sama. 
Baris 17-21 Seleksi kondisi apabila nilai dari variabel arrUniqueClass dengan 
index (j) adalah rendah. 
Baris 18-19 Seleksi kondisi apabila nilai dari variabel nLow tidak 0. 
Baris 19 Menyimpan hasil perhitungan rumus fuzzyfikasi apabila kelas 
tidak sama, dengan menggunakan jumlah kelas data rendah lalu 
disimpan pada variabel fuzzyfikasi. 
Baris 20-21 Seleksi kondisi apabila nilai dari variabel nLow adalah 0. 
Baris 21 Menyimpan nilai 0 pada variabel fuzzyfikasi. 
Baris 22-26 Seleksi kondisi apabila nilai dari variabel arrUniqueClass dengan 
index (j) adalah sedang. 
Baris 23-24 Seleksi kondisi apabila nilai dari variabel nMedium tidak 0. 
Baris 24 Menyimpan hasil perhitungan rumus fuzzyfikasi apabila kelas 
tidak sama, dengan menggunakan jumlah kelas data sedang lalu 
disimpan pada variabel fuzzyfikasi. 
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Baris 25-26 Seleksi kondisi apabila nilai dari variabel nMedium adalah 0. 
Baris 26 Menyimpan nilai 0 pada variabel fuzzyfikasi. 
Baris 27-31 Seleksi kondisi apabila nilai dari variabel arrUniqueClass dengan 
index (j) adalah tinggi. 
Baris 28-29 Seleksi kondisi apabila nilai dari variabel nHigh tidak 0. 
Baris 29 Menyimpan hasil perhitungan rumus fuzzyfikasi apabila kelas 
tidak sama, dengan menggunakan jumlah kelas data tinggi lalu 
disimpan pada variabel fuzzyfikasi. 
Baris 30-31 Seleksi kondisi apabila nilai dari variabel nHigh adalah 0. 
Baris 31 Menyimpan nilai 0 pada variabel fuzzyfikasi. 
Baris 32-36 Seleksi kondisi apabila nilai dari variabel arrUniqueClass dengan 
index (j) adalah sangat tinggi. 
Baris 33-34 Seleksi kondisi apabila nilai dari variabel nVeryHigh tidak 0. 
Baris 34 Menyimpan hasil perhitungan rumus fuzzyfikasi apabila kelas 
tidak sama, dengan menggunakan jumlah kelas data sangat 
tinggi lalu disimpan pada variabel fuzzyfikasi. 
Baris 35-36 Seleksi kondisi apabila nilai dari variabel nVeryHigh adalah 0. 
Baris 36 Menyimpan nilai 0 pada variabel fuzzyfikasi. 
Baris 38 Mengubah nilai yang disimpan pada variabel fuzzyfikasi menjadi 
array 4x4. 
Baris 39 Mengembalikan nilai dari variabel fuzzyfikasi. 
5.1.3 Implementasi Perhitungan Nilai Derajat Keanggotaan 
Implementasi perhitungan nilai derajat keanggotaan data meliputi proses 
perhitungan jumlah kelas data yang muncul pada hasil perhiutngan jarak data dan 
pembagian antara hasil nilai keanggotaan kelas data dengan hasil perhitungan 
jarak data. Implementasi dari perhitungan nilai derajat keanggotaan data dapat 
dilihat pada Kode Sumber 5.4. 

















def perhitunganKeanggotaan(arrUniqueClass, dataK, 
kelasDataHasilEuclidean, fuzzyfikasi): 
    x = 0 
    hasil = 0 
    pembilang = 0 
    penyebut = 0 
    temp = [] 
 
    for i in range(len(arrUniqueClass)): 
        for j in range(len(kelasDataHasilEuclidean)): 
            if kelasDataHasilEuclidean[j] == 'Sangat Tinggi': 
                x = 3 
            elif kelasDataHasilEuclidean[j] == 'Tinggi': 
                x = 2 
            elif kelasDataHasilEuclidean[j] == 'Sedang': 
















            else: 
                x = 0 
                pembilang += (fuzzyfikasi[i][x]*(dataK[j]**(-2/2-
1))) 
                penyebut += (dataK[j]**(-2/2-1)) 
                hasil = pembilang / penyebut 
 
        temp.append(hasil) 
        hasil = 0 
        pembilang = 0 
        penyebut = 0 
 
    return temp   
Kode Sumber 5.4 Perhitungan nilai derajat keanggotaan 
Penjelasan dari Kode Sumber 5.4 dijabarkan sebagai berikut. 
Baris 1 Deklarasi fungsi dengan nama perhitunganKeanggotaan yang 
memiliki parameter arrUniqueClass, dataK, 
kelasDataHasilEuclidean, fuzzyfikasi. 
Baris 2-5 Inisialisasi variabel x, hasil, pembilang, penyebut dengan nilai 0. 
Baris 6 Inisialisasi variabel temp. 
Baris 8-25 Proses perulangan (i) sebanyak jumlah data pada variabel 
arrUniqueClass. 
Baris 9-21 Proses perulangan (j) sebanyak jumlah data pada variabel 
kelasDataHasilEuclidean. 
Baris 10-11 Seleksi kondisi apabila nilai dari variabel kelasDataHasilEuclidean 
dengan index (j) adalah sangat tinggi. 
Baris 11 Inisialisasi variabel x dengan nilai 3. 
Baris 12-13 Seleksi kondisi apabila nilai dari variabel kelasDataHasilEuclidean 
dengan index (j) adalah tinggi. 
Baris 13 Inisialisasi variabel x dengan nilai 2. 
Baris 14-15 Seleksi kondisi apabila nilai dari variabel kelasDataHasilEuclidean 
dengan index (j) adalah sedang. 
Baris 15 Inisialisasi variabel x dengan nilai 1. 
Baris 16-17 Seleksi kondisi apabila nilai dari variabel kelasDataHasilEuclidean 
dengan index (j) bukan sedang, tinggi, atau sangat tinggi. 
Baris 17 Inisialisasi variabel x dengan nilai 0. 
Baris 18 Proses perhitungan pembilang dari rumus perhitungan nilai 
keanggotaan lalu disimpan pada variabel pembilang. 
Baris 19 Proses perhitungan penyebut dari rumus perhitungan nilai 
keanggotaan lalu disimpan pada variabel penyebut. 




Baris 22 Menyimpan nilai variabel hasil pada array temp. 
Baris 23-25 Menginisialisasi variabel hasil, pembilang, dan penyebut dengan 
nilai 0. 




BAB 6 PENGUJIAN 
6.1 Pengujian Nilai K dengan K-Fold Cross Validation 
Pengujian ini dilakukan dengan membagi data latih menjadi 5 bagian fold, 
dimana 1-fold sebagai data uji dan 4-fold sebagai data latih. Pengujian nilai k 
dilakukan untuk hasil klasifikasi setiap kelas pada data latih. Tujuannya untuk 
mengetahui nilai k terbaik ketika menggunakan metode FK-NN. Nilai k terbaik 
didapatkan dengan menghitung rata – rata f-measure, specificity dan accuracy. 
6.1.1 Pengujian Fold ke-1 
Pengujian pada fold ke-1 yang digunakan adalah data latih dari urutan 1-200, 
dan data uji dari urutan 201-257. Hasil pengujian nilai k pada fold-1 yang 
menghasilkan nilai precision, recall, f-measure, specificity, dan accuracy dapat 
dilihat pada Tabel 6.1, Tabel 6.2, Tabel 6.3, Tabel 6.4, Tabel 6.5. 
Tabel 6.1 Pengujian nilai precision fold-1 
 Kelas 
Nilai K Rendah Sedang Tinggi Sangat Tinggi 
3 0,9268 0,6364 0,5000 1,0000 
5 0,9268 0,6364 0,5000 1,0000 
10 0,9268 0,5455 0,5000 1,0000 
20 0,9268 0,5455 0,5000 0,6667 
25 0,9024 0,6364 0,5000 0,6667 
50 0,9512 0,6364 0,0000 0,6667 
 
Tabel 6.2 Pengujian nilai recall fold-1 
 Kelas 
Nilai K Rendah Sedang Tinggi Sangat Tinggi 
3 0,9500 0,6364 0,3333 1,0000 
5 0,9500 0,6364 0,3333 1,0000 
10 0,9268 0,6000 0,3333 1,0000 
20 0,9268 0,6000 0,2500 1,0000 
25 0,9250 0,5833 0,3333 1,0000 






Tabel 6.3 Pengujian nilai f-measure fold-1 
 Kelas 
Nilai K Rendah Sedang Tinggi Sangat Tinggi 
3 0,9383 0,6364 0,4000 1,0000 
5 0,9383 0,6364 0,4000 1,0000 
10 0,9268 0,5714 0,4000 1,0000 
20 0,9268 0,5714 0,3333 0,8000 
25 0,9136 0,6087 0,4000 0,8000 
50 0,9286 0,6087 0,0000 0,8000 
 
Tabel 6.4 Pengujian nilai specificity fold-1 
 Kelas 
Nilai K Rendah Sedang Tinggi Sangat Tinggi 
3 0,8235 0,9130 0,9815 1,0000 
5 0,8235 0,9130 0,9815 1,0000 
10 0,8125 0,8936 0,9815 1,0000 
20 0,8125 0,8936 0,9811 0,9818 
25 0,7647 0,9111 0,9815 0,9818 
50 0,8571 0,9111 0,9649 0,9818 
 
Tabel 6.5 Pengujian nilai accuracy fold-1 








6.1.2 Pengujian Fold ke-2 
Pengujian pada fold ke-2 yang digunakan adalah data latih dari urutan 51-257, 
dan data uji dari urutan 1-50. Hasil pengujian nilai k pada fold-2 yang menghasilkan 
nilai precision, recall, f-measure, specificity, dan accuracy dapat dilihat pada Tabel 
6.6, Tabel 6.7, Tabel 6.8, Tabel 6.9, Tabel 6.10. 
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Tabel 6.6 Pengujian nilai precision fold-2 
 Kelas 
Nilai K Rendah Sedang Tinggi Sangat Tinggi 
3 0,8889 0,7273 0,3333 0,0000 
5 0,9167 0,7273 0,3333 0,0000 
10 0,9167 0,8182 0,3333 0,0000 
20 0,9167 0,7273 0,3333 0,0000 
25 0,9167 0,6364 0,3333 0,0000 
50 0,9444 0,6364 0,3333 0,0000 
 
Tabel 6.7 Pengujian nilai recall fold-2 
 Kelas 
Nilai K Rendah Sedang Tinggi Sangat Tinggi 
3 1,0000 0,6667 0,2500 0,0000 
5 0,9706 0,7273 0,3333 0,0000 
10 1,0000 0,7500 0,3333 0,0000 
20 0,9429 0,7273 0,5000 0,0000 
25 0,9167 0,7000 0,5000 0,0000 
50 0,8947 0,6364 1,0000 0,0000 
 
Tabel 6.8 Pengujian nilai f-measure fold-2 
 Kelas 
Nilai K Rendah Sedang Tinggi Sangat Tinggi 
3 0,9412 0,6957 0,2857 0,0000 
5 0,9429 0,7273 0,3333 0,0000 
10 0,9565 0,7826 0,3333 0,0000 
20 0,9296 0,7273 0,4000 0,0000 
25 0,9167 0,6667 0,4000 0,0000 







Tabel 6.9 Pengujian nilai specificity fold-2 
 Kelas 
Nilai K Rendah Sedang Tinggi Sangat Tinggi 
3 0,7778 0,9211 0,9565 1,0000 
5 0,8125 0,9231 0,9574 1,0000 
10 0,8235 0,9474 0,9574 1,0000 
20 0,8000 0,9231 0,9583 1,0000 
25 0,7857 0,9000 0,9583 1,0000 
50 0,8333 0,8974 0,9592 1,0000 
 
Tabel 6.10 Pengujian nilai accuracy fold-2 








6.1.3 Pengujian Fold ke-3 
Pengujian pada fold ke-3 yang digunakan adalah data latih dari urutan 1-50 
dan 101-257, dan data uji dari urutan 51-100. Hasil pengujian nilai k pada fold-3 
yang menghasilkan nilai precision, recall, f-measure, specificity, dan accuracy 
dapat dilihat pada Tabel 6.11, Tabel 6.12, Tabel 6.13, Tabel 6.14, Tabel 6.15. 
Tabel 6.11 Pengujian nilai precision fold-3 
 Kelas 
Nilai K Rendah Sedang Tinggi Sangat Tinggi 
3 0,9167 0,5000 0,6667 1,0000 
5 0,9167 0,5000 0,6667 1,0000 
10 0,9722 0,5000 0,6667 1,0000 
20 0,9444 0,7500 0,6667 0,3333 
25 0,9444 0,7500 0,6667 0,3333 





Tabel 6.12 Pengujian nilai recall fold-3 
 Kelas 
Nilai K Rendah Sedang Tinggi Sangat Tinggi 
3 1,0000 0,5000 0,4000 0,7500 
5 0,9706 0,5000 0,5000 0,7500 
10 0,9722 0,6667 0,5000 0,7500 
20 1,0000 0,6667 0,3333 1,0000 
25 1,0000 0,6667 0,3333 1,0000 
50 0,9459 0,6000 0,5000 1,0000 
 
Tabel 6.13 Pengujian nilai f-measure fold-3 
 Kelas 
Nilai K Rendah Sedang Tinggi Sangat Tinggi 
3 0,9565 0,5000 0,5000 0,8571 
5 0,9429 0,5000 0,5714 0,8571 
10 0,9722 0,5714 0,5714 0,8571 
20 0,9714 0,7059 0,4444 0,5000 
25 0,9714 0,7059 0,4444 0,5000 
50 0,9589 0,6667 0,4000 0,5000 
 
Tabel 6.14 Pengujian nilai specificity fold-3 
 Kelas 
Nilai K Rendah Sedang Tinggi Sangat Tinggi 
3 0,8235 0,9048 0,9778 1,0000 
5 0,8125 0,9048 0,9783 1,0000 
10 0,9286 0,9091 0,9783 1,0000 
20 0,8750 0,9512 0,9773 0,9592 
25 0,8750 0,9512 0,9773 0,9592 






Tabel 6.15 Pengujian nilai accuracy fold-3 








6.1.4 Pengujian Fold ke-4 
Pengujian pada fold ke-4 yang digunakan adalah data latih dari urutan 1-100 
dan 151-257, dan data uji dari urutan 101-150. Hasil pengujian nilai k pada fold-4 
yang menghasilkan nilai precision, recall, f-measure, specificity, dan accuracy 
dapat dilihat pada Tabel 6.16, Tabel 6.17, Tabel 6.18, Tabel 6.19, Tabel 6.20. 
Tabel 6.16 Pengujian nilai precision fold-4 
 Kelas 
Nilai K Rendah Sedang Tinggi Sangat Tinggi 
3 0,9259 0,4118 0,8000 1,0000 
5 0,9259 0,5882 0,4000 1,0000 
10 1,0000 0,7647 0,8000 1,0000 
20 0,9630 0,8235 1,0000 1,0000 
25 0,9630 0,8235 1,0000 1,0000 
50 1,0000 0,8235 0,4000 1,0000 
 
Tabel 6.17 Pengujian nilai recall fold-4 
 Kelas 
Nilai K Rendah Sedang Tinggi Sangat Tinggi 
3 0,8065 0,7778 0,5000 0,5000 
5 0,8621 0,8333 0,4000 0,2500 
10 0,9643 1,0000 0,5714 0,5000 
20 0,9630 0,9333 0,7143 1,0000 
25 0,9630 0,9333 0,7143 1,0000 




Tabel 6.18 Pengujian nilai f-measure fold-4 
 Kelas 
Nilai K Rendah Sedang Tinggi Sangat Tinggi 
3 0,8621 0,5385 0,6154 0,6667 
5 0,8929 0,6897 0,4000 0,4000 
10 0,9818 0,8667 0,6667 0,6667 
20 0,9630 0,8750 0,8333 1,0000 
25 0,9630 0,8750 0,8333 1,0000 
50 0,9474 0,8235 0,5714 1,0000 
 
Tabel 6.19 Pengujian nilai specificity fold-4 
 Kelas 
Nilai K Rendah Sedang Tinggi Sangat Tinggi 
3 0,8947 0,7561 0,9762 1,0000 
5 0,9048 0,8158 0,9333 1,0000 
10 1,0000 0,8919 0,9767 1,0000 
20 0,9565 0,9143 1,0000 1,0000 
25 0,9565 0,9143 1,0000 1,0000 
50 1,0000 0,9091 0,9375 1,0000 
 
Tabel 6.20 Pengujian nilai accuracy fold-4 








6.1.5 Pengujian Fold ke-5 
Pengujian pada fold ke-5 yang digunakan adalah data latih dari urutan 1-150 
dan 201-257, dan data uji dari urutan 151-200. Hasil pengujian nilai k pada fold-5 
yang menghasilkan nilai precision, recall, f-measure, specificity, dan accuracy 
dapat dilihat pada Tabel 6.21, Tabel 6.22, Tabel 6.23, Tabel 6.24, Tabel 6.25. 
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Tabel 6.21 Pengujian nilai precision fold-5 
 Kelas 
Nilai K Rendah Sedang Tinggi Sangat Tinggi 
3 0,9583 0,3750 0,6250 1,0000 
5 0,9583 0,3750 0,6250 1,0000 
10 0,9583 0,3750 0,7500 1,0000 
20 0,9583 0,3750 0,6250 1,0000 
25 0,9583 0,4375 0,6250 1,0000 
50 0,9583 0,5000 0,0000 0,5000 
 
Tabel 6.22 Pengujian nilai recall fold-5 
 Kelas 
Nilai K Rendah Sedang Tinggi Sangat Tinggi 
3 0,7931 0,6667 0,6250 0,5000 
5 0,7931 0,6000 0,6250 0,6667 
10 0,7667 0,6667 0,7500 0,6667 
20 0,7419 0,6000 0,8333 0,6667 
25 0,7419 0,6364 1,0000 0,6667 
50 0,7419 0,4444 0,0000 1,0000 
 
Tabel 6.23 Pengujian nilai f-measure fold-5 
 Kelas 
Nilai K Rendah Sedang Tinggi Sangat Tinggi 
3 0,8679 0,4800 0,6250 0,6667 
5 0,8679 0,4615 0,6250 0,8000 
10 0,8519 0,4800 0,7500 0,8000 
20 0,8364 0,4615 0,7143 0,8000 
25 0,8364 0,5185 0,7692 0,8000 







Tabel 6.24 Pengujian nilai specificity fold-5 
 Kelas 
Nilai K Rendah Sedang Tinggi Sangat Tinggi 
3 0,9524 0,7561 0,9286 1,0000 
5 0,9524 0,7500 0,9286 1,0000 
10 0,9500 0,7561 0,9524 1,0000 
20 0,9474 0,7500 0,9318 1,0000 
25 0,9474 0,7692 0,9333 1,0000 
50 0,9474 0,7500 0,8400 0,9796 
 
Tabel 6.25 Pengujian nilai accuracy fold-5 








6.1.6 Rata-rata Hasil Pengujian Nilai K 
Setelah menghitung nilai precision, recall, f-measure, specificity, dan accuracy 
pada tiap nilai k menggunakan 5-fold cross validation, maka selanjutnya akan 
dicari nilai rata – rata. Nilai rata – rata dari setiap pengujian nilai k digunakan untuk 
mendapatkan nilai k terbaik. Nilai rata – rata pengujian nilai k dapat dilihat pada 
Tabel 6.26, Tabel 6.27, Tabel 6.28, Tabel 6.29, Tabel 6.30. 
Tabel 6.26 Rata-rata pengujian nilai precision pada nilai k 
 Kelas 
Nilai K Rendah Sedang Tinggi Sangat Tinggi 
3 0,9233 0,5301 0,5850 0,8000 
5 0,9289 0,5654 0,5050 0,8000 
10 0,9548 0,6007 0,6100 0,8000 
20 0,9418 0,6443 0,6250 0,6000 
25 0,9370 0,6568 0,6250 0,6000 




Tabel 6.27 Rata-rata pengujian nilai recall pada nilai k 
 Kelas 
Nilai K Rendah Sedang Tinggi Sangat Tinggi 
3 0,9099 0,6495 0,4217 0,5500 
5 0,9093 0,6594 0,4383 0,5333 
10 0,9260 0,7367 0,4976 0,5833 
20 0,9149 0,7055 0,5262 0,7333 
25 0,9093 0,7039 0,5762 0,7333 
50 0,8779 0,6175 0,5000 0,8000 
 
Tabel 6.28 Rata-rata pengujian nilai f-measure pada nilai k 
 Kelas 
Nilai K Rendah Sedang Tinggi Sangat Tinggi 
3 0,9132 0,5701 0,4852 0,6381 
5 0,9170 0,6030 0,4660 0,6114 
10 0,9378 0,6544 0,5443 0,6648 
20 0,9254 0,6682 0,5451 0,6200 
25 0,9202 0,6750 0,5694 0,6200 
50 0,9180 0,6412 0,2943 0,5933 
 
Tabel 6.29 Rata-rata pengujian nilai specificity pada nilai k 
 Kelas 
Nilai K Rendah Sedang Tinggi Sangat Tinggi 
3 0,8544 0,8502 0,9641 1,0000 
5 0,8611 0,8613 0,9558 1,0000 
10 0,9029 0,8796 0,9693 1,0000 
20 0,8783 0,8864 0,9697 0,9882 
25 0,8659 0,8892 0,9701 0,9882 






Tabel 6.30 Rata-rata pengujian nilai accuracy pada nilai k 








Berdasarkan Tabel 6.28, Tabel 6.29, Tabel 6.30 didapatkan bahwa nilai k 
terbaik terdapat pada pengujian nilai k = 10, yang dibuktikan dengan nilai rata-rata 
f-measure, specificity, dan accuracy tertinggi pada pengujian nilai k tersebut. Nilai 
k = 10 akan digunakan untuk pengujian selanjutnya yaitu pengujian nilai m. 
6.2 Pengujian Nilai M dengan K-Fold Cross Validation 
Pengujian nilai m dilakukan sama seperti pengujian nilai k. Data latih dibagi 
menjadi 5 bagian fold, dimana 1-fold sebagai data uji dan 4-fold sebagai data latih. 
Pengujian nilai m dilakukan untuk hasil klasifikasi setiap kelas pada data latih. 
Tujuannya untuk mengetahui nilai m terbaik ketika menggunakan metode FK-NN. 
Setiap nilai m yang diujikan akan dicari nilai precision, recall, f-measure, specificity 
dan accuracy. Nilai m terbaik didapatkan dengan menghitung rata – rata f-
measure, specificity dan accuracy pada tiap nilai m yang diujikan. 
6.2.1 Pengujian Fold ke-1 
Pengujian pada fold ke-1 yang digunakan adalah data latih dari urutan 1-200, 
dan data uji dari urutan 201-257. Hasil pengujian nilai m pada fold-1 yang 
menghasilkan nilai precision, recall, f-measure, specificity, dan accuracy dapat 
dilihat pada Tabel 6.31, Tabel 6.32, Tabel 6.33, Tabel 6.34, Tabel 6.35. 
Tabel 6.31 Pengujian nilai precision fold-1 
 Kelas 
Nilai m Rendah Sedang Tinggi Sangat Tinggi 
2 0,9268 0,5455 0,5000 1,0000 
3 0,9268 0,5455 0,5000 1,0000 
4 0,9268 0,5455 0,5000 1,0000 
5 0,9268 0,5455 0,5000 1,0000 
6 0,9268 0,5455 0,5000 1,0000 




Tabel 6.32 Pengujian nilai recall fold-1 
 Kelas 
Nilai m Rendah Sedang Tinggi Sangat Tinggi 
2 0,9268 0,6000 0,3333 1,0000 
3 0,9268 0,6000 0,3333 1,0000 
4 0,9268 0,6000 0,3333 1,0000 
5 0,9268 0,6000 0,3333 1,0000 
6 0,9268 0,6000 0,3333 1,0000 
7 0,9268 0,5556 0,2500 1,0000 
 
Tabel 6.33 Pengujian nilai f-measure fold-1 
 Kelas 
Nilai m Rendah Sedang Tinggi Sangat Tinggi 
2 0,9268 0,5714 0,4000 1,0000 
3 0,9268 0,5714 0,4000 1,0000 
4 0,9268 0,5714 0,4000 1,0000 
5 0,9268 0,5714 0,4000 1,0000 
6 0,9268 0,5714 0,4000 1,0000 
7 0,9268 0,5000 0,3333 1,0000 
 
Tabel 6.34 Pengujian nilai specificity fold-1 
 Kelas 
Nilai m Rendah Sedang Tinggi Sangat Tinggi 
2 0,8125 0,8936 0,9815 1,0000 
3 0,8125 0,8936 0,9815 1,0000 
4 0,8125 0,8936 0,9815 1,0000 
5 0,8125 0,8936 0,9815 1,0000 
6 0,8125 0,8936 0,9815 1,0000 
7 0,8125 0,8750 0,9811 1,0000 
 
Tabel 6.35 Pengujian nilai accuracy fold-1 











6.2.2 Pengujian Fold ke-2 
Pengujian pada fold ke-2 yang digunakan adalah data latih dari urutan 51-257, 
dan data uji dari urutan 1-50. Hasil pengujian nilai m pada fold-2 yang 
menghasilkan nilai precision, recall, f-measure, specificity, dan accuracy dapat 
dilihat pada Tabel 6.36, Tabel 6.37, Tabel 6.38, Tabel 6.39, Tabel 6.40. 
Tabel 6.36 Pengujian nilai precision fold-2 
 Kelas 
Nilai m Rendah Sedang Tinggi Sangat Tinggi 
2 0,9167 0,8182 0,3333 0,0000 
3 0,9167 0,8182 0,3333 0,0000 
4 0,9167 0,8182 0,3333 0,0000 
5 0,9167 0,8182 0,3333 0,0000 
6 0,9167 0,8182 0,3333 0,0000 
7 0,9167 0,8182 0,3333 0,0000 
 
Tabel 6.37 Pengujian nilai recall fold-2 
 Kelas 
Nilai m Rendah Sedang Tinggi Sangat Tinggi 
2 1,0000 0,7500 0,3333 0,0000 
3 1,0000 0,7500 0,3333 0,0000 
4 1,0000 0,7500 0,3333 0,0000 
5 1,0000 0,7500 0,3333 0,0000 
6 1,0000 0,7500 0,3333 0,0000 






Tabel 6.38 Pengujian nilai f-measure fold-2 
 Kelas 
Nilai m Rendah Sedang Tinggi Sangat Tinggi 
2 0,9565 0,7826 0,3333 0,0000 
3 0,9565 0,7826 0,3333 0,0000 
4 0,9565 0,7826 0,3333 0,0000 
5 0,9565 0,7826 0,3333 0,0000 
6 0,9565 0,7826 0,3333 0,0000 
7 0,9565 0,7826 0,3333 0,0000 
 
Tabel 6.39 Pengujian nilai specificity fold-2 
 Kelas 
Nilai m Rendah Sedang Tinggi Sangat Tinggi 
2 0,8235 0,9474 0,9574 1,0000 
3 0,8235 0,9474 0,9574 1,0000 
4 0,8235 0,9474 0,9574 1,0000 
5 0,8235 0,9474 0,9574 1,0000 
6 0,8235 0,9474 0,9574 1,0000 
7 0,8235 0,9474 0,9574 1,0000 
 
Tabel 6.40 Pengujian nilai accuracy fold-2 








6.2.3 Pengujian Fold ke-3 
Pengujian pada fold ke-3 yang digunakan adalah data latih dari urutan 1-50 
dan 101-257, dan data uji dari urutan 51-100. Hasil pengujian nilai m pada fold-3 
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yang menghasilkan nilai precision, recall, f-measure, specificity, dan accuracy 
dapat dilihat pada Tabel 6.41, Tabel 6.42, Tabel 6.43, Tabel 6.44, Tabel 6.45. 
Tabel 6.41 Pengujian nilai precision fold-3 
 Kelas 
Nilai m Rendah Sedang Tinggi Sangat Tinggi 
2 0,9722 0,5000 0,6667 1,0000 
3 0,9722 0,5000 0,6667 1,0000 
4 0,9722 0,5000 0,6667 1,0000 
5 0,9444 0,5000 0,6667 1,0000 
6 0,9444 0,5000 0,6667 1,0000 
7 0,9722 0,5000 0,6667 1,0000 
 
Tabel 6.42 Pengujian nilai recall fold-3 
 Kelas 
Nilai m Rendah Sedang Tinggi Sangat Tinggi 
2 0,9722 0,6667 0,5000 0,7500 
3 0,9722 0,6667 0,5000 0,7500 
4 0,9722 0,6667 0,5000 0,7500 
5 0,9714 0,5714 0,5000 0,7500 
6 0,9714 0,5714 0,5000 0,7500 
7 0,9722 0,6667 0,5000 0,7500 
 
 
Tabel 6.43 Pengujian nilai f-measure fold-3 
 Kelas 
Nilai m Rendah Sedang Tinggi Sangat Tinggi 
2 0,9722 0,5714 0,5714 0,8571 
3 0,9722 0,5714 0,5714 0,8571 
4 0,9722 0,5714 0,5714 0,8571 
5 0,9577 0,5333 0,5714 0,8571 
6 0,9577 0,5333 0,5714 0,8571 




Tabel 6.44 Pengujian nilai specificity fold-3 
 Kelas 
Nilai m Rendah Sedang Tinggi Sangat Tinggi 
2 0,9286 0,9091 0,9783 1,0000 
3 0,9286 0,9091 0,9783 1,0000 
4 0,9286 0,9091 0,9783 1,0000 
5 0,8667 0,9070 0,9783 1,0000 
6 0,8667 0,9070 0,9783 1,0000 
7 0,9286 0,9091 0,9783 1,0000 
 
Tabel 6.45 Pengujian nilai accuracy fold-3 








6.2.4 Pengujian Fold ke-4 
Pengujian pada fold ke-4 yang digunakan adalah data latih dari urutan 1-100 
dan 151-257, dan data uji dari urutan 101-150. Hasil pengujian nilai m pada fold-4 
yang menghasilkan nilai precision, recall, f-measure, specificity, dan accuracy 
dapat dilihat pada Tabel 6.46, Tabel 6.47, Tabel 6.48, Tabel 6.49, Tabel 6.50. 
Tabel 6.46 Pengujian nilai precision fold-4 
 Kelas 
Nilai m Rendah Sedang Tinggi Sangat Tinggi 
2 1,0000 0,7647 0,8000 1,0000 
3 1,0000 0,7647 0,8000 1,0000 
4 1,0000 0,7647 0,8000 1,0000 
5 1,0000 0,7647 0,8000 1,0000 
6 1,0000 0,7647 0,8000 1,0000 




Tabel 6.47 Pengujian nilai recall fold-4 
 Kelas 
Nilai m Rendah Sedang Tinggi Sangat Tinggi 
2 0,9643 1,0000 0,5714 0,5000 
3 0,9643 1,0000 0,5714 0,5000 
4 0,9643 1,0000 0,5714 0,5000 
5 0,9643 1,0000 0,5714 0,5000 
6 0,9643 1,0000 0,5714 0,5000 
7 0,9643 1,0000 0,5714 0,5000 
 
Tabel 6.48 Pengujian nilai f-measure fold-4 
 Kelas 
Nilai m Rendah Sedang Tinggi Sangat Tinggi 
2 0,9818 0,8667 0,6667 0,6667 
3 0,9818 0,8667 0,6667 0,6667 
4 0,9818 0,8667 0,6667 0,6667 
5 0,9818 0,8667 0,6667 0,6667 
6 0,9818 0,8667 0,6667 0,6667 
7 0,9818 0,8667 0,6667 0,6667 
 
Tabel 6.49 Pengujian nilai specificity fold-4 
 Kelas 
Nilai m Rendah Sedang Tinggi Sangat Tinggi 
2 1,0000 0,8919 0,9767 1,0000 
3 1,0000 0,8919 0,9767 1,0000 
4 1,0000 0,8919 0,9767 1,0000 
5 1,0000 0,8919 0,9767 1,0000 
6 1,0000 0,8919 0,9767 1,0000 
7 1,0000 0,8919 0,9767 1,0000 
 
Tabel 6.50 Pengujian nilai accuracy fold-4 











6.2.5 Pengujian Fold ke-5 
Pengujian pada fold ke-5 yang digunakan adalah data latih dari urutan 1-150 
dan 201-257, dan data uji dari urutan 151-200. Hasil pengujian nilai m pada fold-5 
yang menghasilkan nilai precision, recall, f-measure, specificity, dan accuracy 
dapat dilihat pada Tabel 6.51, Tabel 6.52, Tabel 6.53, Tabel 6.54, Tabel 6.55. 
Tabel 6.51 Pengujian nilai precision fold-5 
 Kelas 
Nilai m Rendah Sedang Tinggi Sangat Tinggi 
2 0,9583 0,3750 0,7500 1,0000 
3 0,9583 0,3750 0,7500 1,0000 
4 0,9583 0,3750 0,6250 1,0000 
5 0,9583 0,3750 0,6250 1,0000 
6 0,9583 0,3750 0,6250 1,0000 
7 0,9583 0,3750 0,6250 1,0000 
 
Tabel 6.52 Pengujian nilai recall fold-5 
 Kelas 
Nilai m Rendah Sedang Tinggi Sangat Tinggi 
2 0,7667 0,6667 0,7500 0,6667 
3 0,7667 0,6667 0,7500 0,6667 
4 0,7667 0,6667 0,7143 0,5000 
5 0,7667 0,6667 0,7143 0,5000 
6 0,7667 0,6667 0,7143 0,5000 






Tabel 6.53 Pengujian nilai f-measure fold-5 
 Kelas 
Nilai m Rendah Sedang Tinggi Sangat Tinggi 
2 0,8519 0,4800 0,7500 0,8000 
3 0,8519 0,4800 0,7500 0,8000 
4 0,8519 0,4800 0,6667 0,6667 
5 0,8519 0,4800 0,6667 0,6667 
6 0,8519 0,4800 0,6667 0,6667 
7 0,8519 0,4800 0,6667 0,6667 
 
Tabel 6.54 Pengujian nilai specificity fold-5 
 Kelas 
Nilai m Rendah Sedang Tinggi Sangat Tinggi 
2 0,9500 0,7561 0,9524 1,0000 
3 0,9500 0,7561 0,9524 1,0000 
4 0,9500 0,7561 0,9302 1,0000 
5 0,9500 0,7561 0,9302 1,0000 
6 0,9500 0,7561 0,9302 1,0000 
7 0,9500 0,7561 0,9302 1,0000 
 
Tabel 6.55 Pengujian nilai accuracy fold-5 








6.2.6 Rata-rata Hasil Pengujian Nilai M 
Setelah menghitung nilai precision, recall, f-measure, specificity, dan accuracy 
pada tiap nilai m menggunakan 5-fold cross validation, maka selanjutnya akan 
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dicari nilai rata – rata. Nilai rata – rata dari setiap pengujian nilai m digunakan 
untuk mendapatkan nilai m terbaik. Nilai rata – rata pengujian nilai m dapat dilihat 
pada Tabel 6.56, Tabel 6.57, Tabel 6.58, Tabel 6.59, Tabel 6.60. 
Tabel 6.56 Rata-rata pengujian nilai precision pada nilai m 
 Kelas 
Nilai m Rendah Sedang Tinggi Sangat Tinggi 
2 0,9548 0,6007 0,6100 0,8000 
3 0,9548 0,6007 0,6100 0,8000 
4 0,9548 0,6007 0,5850 0,8000 
5 0,9493 0,6007 0,5850 0,8000 
6 0,9493 0,6007 0,5850 0,8000 
7 0,9548 0,5825 0,5850 0,8000 
 
Tabel 6.57 Rata-rata pengujian nilai recall pada nilai m 
 Kelas 
Nilai m Rendah Sedang Tinggi Sangat Tinggi 
2 0,9260 0,7367 0,4976 0,5833 
3 0,9260 0,7367 0,4976 0,5833 
4 0,9260 0,7367 0,4905 0,5500 
5 0,9258 0,7176 0,4905 0,5500 
6 0,9258 0,7176 0,4905 0,5500 
7 0,9260 0,7278 0,4738 0,5500 
 
Tabel 6.58 Rata-rata pengujian nilai f-measure pada nilai m 
 Kelas 
Nilai m Rendah Sedang Tinggi Sangat Tinggi 
2 0,9378 0,6544 0,5443 0,6648 
3 0,9378 0,6544 0,5443 0,6648 
4 0,9378 0,6544 0,5276 0,6381 
5 0,9350 0,6468 0,5276 0,6381 
6 0,9350 0,6468 0,5276 0,6381 





Tabel 6.59 Rata-rata pengujian nilai specificity pada nilai m 
 Kelas 
Nilai m Rendah Sedang Tinggi Sangat Tinggi 
2 0,9029 0,8796 0,9693 1,0000 
3 0,9029 0,8796 0,9693 1,0000 
4 0,9029 0,8796 0,9648 1,0000 
5 0,8905 0,8792 0,9648 1,0000 
6 0,8905 0,8792 0,9648 1,0000 
7 0,9029 0,8759 0,9648 1,0000 
 
Tabel 6.60 Rata-rata pengujian nilai accuracy pada nilai m 








Berdasarkan Tabel 6.58, Tabel 6.59, Tabel 6.60 didapatkan bahwa nilai m 
terbaik terdapat pada pengujian nilai m = 2 atau m = 3, yang dibuktikan dengan 
nilai rata-rata f-measure, specificity, dan accuracy tertinggi pada pengujian nilai m 
tersebut.  
6.3 Analisis Pengujian 
Berdasarkan seluruh hasil pengujian yang telah dilakukan pada parameter 
nilai k dan nilai m untuk metode FK-NN, didapatkan hasil terbaik yaitu nilai k = 10, 
dan nilai m = 2 atau m = 3. Hasil pengujian yang didapatkan dengan menggunakan 
kombinasi nilai k dan nilai m tersebut dapat dilihat pada Tabel 6.28, Tabel 6.29, 
Tabel 6.30, Tabel 6.58, Tabel 6.59, Tabel 6.60. 
6.3.1 Analisis Pengujian Nilai K 
Grafik rata-rata hasil evaluasi sistem untuk pengujian nilai k pada keseluruhan 




Gambar 6.1 Hasil rata-rata akurasi pengujian nilai k 
Berdasarkan grafik hasil pengujian pada Gambar 6.1 dapat dilihat bahwa nilai 
k terbaik pada k = 10 karena memiliki nilai rata-rata f-measure, specificity, dan 
akurasi tertinggi. Hasil pengujian yang dihasilkan terjadi naik turun, hal itu 
disebabkan karena data yang digunakan tidak seimbang pada setiap fold dimana 
data dengan kelas rendah lebih dominan dibandingkan kelas data lainnya. 
Kemunculan data dengan kelas dominan akan menyebabkan nilai akhir kelas 
tersebut semakin tinggi sehingga hasil klasifikasi kurang merata. Sebagai contoh 
specificity rata-rata hasil pengujian kelas sangat tinggi mendekati 1 pada setiap 
nilai k yang diujikan karena kelas data sangat tinggi pada data latih berjumlah 9 
dari 257.  
6.3.2 Analisis Pengujian Nilai M 
Grafik rata-rata hasil evaluasi sistem untuk pengujian nilai m pada 

















Gambar 6.2 Hasil rata-rata akurasi pengujian nilai m 
Berdasarkan grafik hasil pengujian pada Gambar 6.2 dapat dilihat bahwa nilai 
m terbaik didapatkan pada nilai m = 2 dan m = 3. nilai m terbaik ditentukan 
berdasarkan rata-rata f-measure, specificity, dan akurasi. Akurasi yang didapatkan 
terjadi penurunan setelah nilai m yang digunakan adalah 4 karena semakin besar 
nilai m yang digunakan maka hasil perkalian antara hasil perhitungan jarak dengan 
nilai keanggotaan fuzzy kelas data pada rumus perhitungan derajat keanggotaan 
akan semakin kecil sehingga kemampuan penentuan kelas data semakin menurun. 
Selain itu sangat sedikit perubahan yang terjadi pada hasil pengujian kelas sangat 
tinggi, hal ini disebabkan karena sedikitnya kelas sangat tinggi yang muncul pada 
data latih sehingga hasil yang didapatkan tidak ada perubahan yang signifikan 















BAB 7 KESIMPULAN DAN SARAN 
7.1 Kesimpulan 
Hasil pengujian yang didapatkan dari penggunaan metode Fuzzy K-Nearest 
Neighbor (FK-NN) pada sistem pakar deteksi dini tingkat depresi pada mahasiswa 
FILKOM UB didapatkan hasil terbaik dengan parameter nilai K = 10 dan nilai M = 2 
atau M = 3. Precision terbaik yang dihasilkan oleh dua kombinasi nilai parameter 
terbaik adalah 0,9548 untuk kelas rendah, 0,6007 untuk kelas sedang, 0,6100 
untuk kelas tinggi dan 0,800 untuk kelas sangat tinggi. Recall terbaik yang 
dihasilkan berdasarkan dua kombinasi parameter terbaik yaitu 0,9260 untuk kelas 
rendah, 0,7367 untuk kelas sedang, 0,4976 untuk kelas tinggi, dan 0,5833 untuk 
kelas sangat tinggi. F-Measure terbaik yang dihasilkan berdasarkan dua kombinasi 
parameter terbaik yaitu 0,9378 untuk kelas rendah, 0,6544 untuk kelas sedang, 
0,5443 untuk kelas tinggi, dan 0,6648 untuk kelas sangat tinggi. Specificity terbaik 
yang dihasilkan berdasarkan dua kombinasi parameter terbaik yaitu 0,9029 untuk 
kelas rendah, 0,8796 untuk kelas sedang, 0,9693 untuk kelas tinggi, dan 1 untuk 
kelas sangat tinggi. Akurasi terbaik yang didapatkan menggunakan kombinasi nilai 
parameter K = 10 dan M = 2 atau M = 3 yaitu 0,8596. 
Nilai K pada metode FK-NN sangatlah mempengaruhi hasil pengujian, karena 
FK-NN sendiri merupakan metode gabungan antara metode fuzzy dengan K-
Nearest Neighbor. Nilai K akan menentukan seberapa banyak tetangga data yang 
diambil saat dilakukan pemeringkatan setelah dilakukan perhitungan jarak dengan 
euclidean distance sehingga dapat mempengaruhi seberapa banyak data uji 
diklasifikasikan benar atau salah. Sementara untuk nilai M akan berpengaruh 
terhadap perhitungan derajat keanggotaan data, karena semakin besar nilai M 
maka akan semakin kecil hasil perkalian perhitungan jarak dengan pangkat. 
7.2 Saran 
Saran yang dapat diberikan dari penelitian ini untuk dikembangkan pada 
penelitian berikutnya adalah sebagai berikut. 
1. Melakukan perbandingan metode klasifikasi yang digunakan seperti 
dengan K-Nearest Neighbor dan Weighted K-Nearest Neighbor untuk 
mengetahui performa metode yang dapat bekerja lebih baik. 
2. Menggunakan instrument depresi lain seperti Beck Depression 
Inventory (BDI) untuk mendeteksi dini tingkat depresi mahasiswa. 
3. Memperbanyak pengujian yang dilakukan seperti perbandingan 
antara 5-fold dengan 10-fold, pengujian menggunakan data dengan 
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