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Abstract 
Tolerance analysis is increasingly becoming an important tool for mechanical design, process planning, manufacturing and inspection. It 
provides a quantitative analysis tool for evaluating the effects of manufacturing variations on performance and overall cost of the final 
assembly. This paper develops a method for statistical tolerance analysis. Firstly, n samples are generated based on the good point set according 
to the distribution of each dimension. Then, for every sample, one sample of functional requirement can be computed according to the assembly 
constraint equations. In this paper, the homogeneous transform matrix is introduced to describe the assembly function and Newton-Raphson 
iterative procedure is adopted to solve the assembly constraint equations after the iterative formula is deduced. Finally, the first 
four order moments of function requirements can be computed after n samples of function requirements are gotten. A case study is carried out 
to validate the proposed method at the end of this paper.  
© 2016 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the organizing committee of the 14th CIRP Conference on Computer Aided Tolerancing. 
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1. Introduction 
Tolerance analysis aims at not only improving the 
performance of product, but also reducing the cost of product. 
Many well-known models or methods are introduced in 
several review literatures for tolerance analysis [1, 2]. Jiang et 
al.[3]describe the use of tolerance maps (T-Maps) (patent no. 
6963824) and manufacturing maps(M-maps) to establish 
analytical relationship among all relevant design and 
machining tolerances for transfer of cylindrical datum. 
Giordano et al. [4] apply Deviation Domains to axi-symmetric 
cases and thus reduce the space to three dimensions at the 
maximum instead of six in the general case. Ghie et al. [5] 
describe how one can use the same set of interval-based 
deterministic equations in a statistical context. Clément et al. 
[6]introduce a SDT (Small Displacement Torsor) model using 
six small displacements to represent the position and 
orientation of an ideal surface in relation to another ideal 
surface in a kinematic way. Desrochers et al. [7] put forward a 
unified Jacobian ̢ Torsor model which combines the 
advantages of the torsor model and the Jacobian matrix. 
Anwer et al. [8] investigate the fundamentals of the skin 
model at a conceptual, geometric and computational level and 
present representation and simulation issues for product 
design. Gao et al. [9] introduce a DLM based on the first 
order Taylor ÿ s series expansion of vector-loop-based 
assembly models which use vectors to represent either 
component dimensions or assembly dimensions. 
Statistical tolerance analysis takes statistical behaviors of 
manufacturing variations into account. Statistical tolerancing 
is a more practical and economical way of looking at 
tolerances and works on setting the tolerances in order to 
ensure a desired yield. For Statistical tolerancing, the methods 
or approaches include RSS method[10], system moments [11], 
reliability index [12], and Monte Carlo simulations[13]. 
Monte Carlo simulation is the simplest and the most popular 
method for nonlinear statistical tolerance analysis. Monte 
Carlo simulation offers a powerful analytical method for 
predicting the effects of manufacturing variations on design 
performance and production cost. However, the main 
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drawbacks of this method are that it is necessary to generate 
very large samples to assure calculation accuracy, and that the 
results of analysis contain errors of probability. To solve this 
problem, the so-called good point set is used to generate the 
samples of dimensions. Besides, the homogeneous transform 
matrix is introduced to describe the assembly function and 
Newton’s method is adopted to solve the assembly constraint 
equations after the iterative formula is deduced. 
The paper is organized as five parts. In the following part, 
Dimension sample generation method is illustrated. The 
representation and solution techniques of assembly function 
are discussed in Section 3. In the Section 4, a case of one-way 
clutch assembly verifies the validity and accuracy of the 
method. The conclusions are summarized in the Section 5. 
2. Dimension sample generation method 
Usually, statistical tolerance analysis uses a relationship of 
the form ܻ ൌ ݂ሺࢄሻ ,where ܻ , the output variable, is the 
function requirement (characteristics such as gap or functional 
characteristics) of the assembly and ࢄ ൌ ሺ ଵܺǡ ܺଶǡ ǥ ǡ ܺୱሻ is the 
random vector representing the values of some characteristics 
(such as situation deviations or/and intrinsic deviations) of the 
individual parts or subassemblies making up the assembly. 
The random variables  ௜ܺ should have known probability 
density functions or known lower order moments. 
The relationship can exist in any form for which it is 
possible to compute a value for ܻ, given set of values of ௜ܺ. It 
could be an analytic expression, explicit or implicit, or could 
involve complex engineering calculations, or conducting 
experiments, or running simulations. The input 
variables  ௜ܺ are continuous random variables which have 
cumulative distribution functions ܨ௜ሺݔ௜ሻ . In general, they 
could be mutually dependent. 
Let ܨሺ࢞ሻ be the cumulative distribution function (cdf) of 
the random vectorࢄ. In generally, the form ofܨሺ࢞ሻis very 
complicated so that it is difficult or impossible to calculate the 
cumulative distribution function of ܻ . Hence, we try to 
generate rep-points forܨሺ࢞ሻ. 
2.1. Good point set 
Letࢽ ൌ ሺߛଵǡ ǥ ǡ ߛ௦ሻ א ܥୱ. If ௡ܲ forms the first n points of  
1{({ },...,{ }), 1,2,...}sk k kJ J                              (1) 
where ሼߛሽ denotes the fractional part of ߛ, with discrepancy 
ܦሺ݊ǡ ௡ܲሻ ൌ ݋ሺ݊ିଵାఌሻas ݊ ՜ λ,then the set ௡ܲ is called a good 
point set (gp set) and ࢽ  a good point. For simplicity, the 
method using this set is called gp method[14]. The following 
are some useful good points: 
(a) Let݌ଵǡ ǥ ǡ ݌௦be the firstݏ primes. Take 
1( ,..., )sp p J                              (2) 
(b) Let ݌ be a prime andݍ ൌ ݌ଵȀሺ௦ାଵሻ. Take 
 2( , ,..., )sq q q J  (3) 
(c) Let ݌ be a prime and݌ ൒ ʹݏ ൅ ͵. Take 
2 4 2
({2cos },{2cos },...,{2cos })
s
p p p
S S S J  (4) 
2.2. Inverse transformation method 
After the good point set is gotten, various techniques, such 
as the inverse transformation method, the compositional 
method, the acceptance-rejection method and the conditional 
distribution method can been used for generating an 
observation from a given distribution. 
Inverse transformation method, also known as inversion 
sampling, is a basic method for pseudo-random number 
sampling, i.e. for generating sample numbers at random from 
any probability distribution given its cumulative distribution 
function (cdf). The basic idea is to uniformly sample a 
number  ߤbetween 0 and 1, interpreted as a probability, and 
then return the largest number ݔ from the domain of the 
distribution ݌ሺܺሻsuch that ሺെλ ൏ ܺ ൏ ݔሻ ൑ ߤ . That is to 
say, if the cumulative distribution function of random variable 
ܺ isܨሺݔሻ, then the largest numberݔ ൌ ܨିଵሺߤሻ. 
The natural idea for generating rep-points ܲ ൌ
ሼ࢞௞ǡ ݇ ൌ ͳǡǥ݊ሽ
forܨሺ࢞ሻis as follows: 
(a) Generate a NT-net ሼࢉ௞ ൌ ሺࢉ௞ଵǡ ǥ ǡ ࢉ௞௦ሻǡ ݇ ൌ ͳǡǥ ǡ ݊ሽ on 
ܥୱemploying gp method. 
(b) Let࢞௞ ൌ ሺܨଵି ଵሺࢉ௞ଵሻǡ ǥ ǡ ܨୱି ଵሺࢉ௞௦ሻሻǡ ݇ ൌ ͳǡǥ ǡ ݊, 
whereܨ௜ି ଵሺݔ௜ሻ is the inverse function ofܨ௜ሺݔ௜ሻ. 
Then we can use the rep-points ܲ ൌ ሼ࢞௞ǡ ݇ ൌ ͳǡǥ݊ሽ to 
generate a sample of ܻ according to the relationship ܻ ൌ
݂ሺࢄሻand thus compute mean value and the tolerance range.  
3. The representation and solution techniques of assembly 
function 
For 2-D assemblies, each closed loop can resulted in three 
independent scalar equations, respectively representing the 
sum of the x and y projections of the dimensions in global 
coordinates and the sum of the relative rotations. The system 
of equations may be nonlinear and it is necessary to use 
nonlinear equations solving algorithm, including Newton’s 
Method. The key problem of this method is to get the 
iterative formula. The Jacobian matrix can easily help get the 
iterative formula, but it needs many calculations of partial 
derivatives. In order to avoid these calculations, the iterative 
formula is deduced through the first order Talor expansion of 
the assembly function expressed in matrix form below. 
For a closed loop, the transformation from joint i-1 to i 
consists of a combination of one rotation and one translation 
matrix. It is assumed and reasonable that the translation is 
always along the local x axis. For 2-D transformations, we 
have 
 
cos sin 0
sin cos 0
0 0 1
R
T T
T T T
ª º« » « »« »¬ ¼
 (5) 
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1 0
0 1 0
0 0 1
l
T l
ª º« » « »« »¬ ¼
 (6) 
It is mathematically convenient to describe the operation of 
taking the derivative as a matrix product. Define the 
derivative of one rotation or one translation matrix as follows: 
    1dR R Qd
T TT   (7) 
    2dT l T l Qdl   (8) 
where 1Q  and 2Q  are two derivative operators. In order to 
obtain the derivative operator, we form the derivative of the 
matrix by replacing each element in the matrix by its 
derivative with respect to the one variable of interest. This 
results in: 
  sin cos 0
cos sin 0
0 0 0
dR
d
T TT T TT
 ª º« » « »« »¬ ¼
 (9) 
  0 0 1
0 0 0
0 0 0
dT l
dl
ª º« » « »« »¬ ¼
 (10) 
Substituting Eqs. (5) and (9) into Eq. (7), we get 
1
0 1 0
1 0 0
0 0 0
Q
ª º« » « »« »¬ ¼
 (11) 
Substituting Eqs. (6) and (10) into Eq. (8), we get 
2
0 0 1
0 0 0
0 0 0
Q
ª º« » « »« »¬ ¼
 (12) 
Now that taking derivatives of both rotation transformation 
matrix and translation matrix has been defined as matrix 
product, we are ready to take the derivative of the loop-
closure equation. It is important to note that ߠ  is always 
relative to the prior vector. It is a positive angle when the 
rotational direction is anticlockwise. It is a negative angle, 
otherwise. With this convention, the assembly constraints can 
be expressed as a concatenation of homogeneous 
transformation matrices and the product of all the 
transformation matrices is equal to the identity matrix for a 
closed loop: 
1 1 2 2 ... ...i i n n fR T R T R T R T R I            (13) 
Where ܴ௜is the rotational transformation matrix at node i, 
௜ܶ  is the translational matrix at node i, ௙ܴis the final rotational 
transformation matrix for bringing the loop to closure, ܫis the 
identity matrix. 
Eq. (13) describes a series of rotations and translations to 
transform the local coordinates from vector-to-vector, until it 
has traversed the entire vector loop and returned to the 
starting point. 
For convenience, we define: 
 2 2 (2 1)i i iR S    (14) 
 2 1 (2 )i i iT S   (15) 
(2 )0f nR S  (16) 
According to the definitions above, Eq. (13) can be 
rewritten as: 
01 12 23 34 (2 2)(2 1)
(2 1)(2 ) (2 2)(2 1) (2 1)(2 ) (2 )0
...
... =
i i
i i n n n n n
S S S S S
S S S S I
 
   
     
     (17) 
Through observation, Eq. (17) can be further simplified as: 
01 12 ( 1) ( 1) ( 1) 0... .. =j j j j k k kS S S S S S I          (18) 
It is important to note that the right of the Eq. (18) contains 
only three unknown or assembly variables and that every 
unknown or assembly variable is contained in only one of the 
matrices making up the product. Define the right of the Eq. 
(18) as a function of the three unknown or assembly variables: 
01 12 ( 1) ( 1) ( 1) 0( ) ... ...j j j j k k kS S S S S S S         q  (19) 
Where ࢗ ൌ ሺݍ૚ǡ ݍ૛ǡ ݍ૜ሻ , ݍ࢏  represents the unknown or 
assembly variable. 
Because one variable is wholly contained in only one 
matrix, in the example shown, the variable denoted by ݍ࢏ is 
contained in matrix ሺܵ௜ିଵሻ௜only. The partial derivative of Eq. 
(19) with respect to ݍ࢏can be derived:  
( 1)
01 12 ( 1) ( 1) 0
( )( )
... ...i
i i
j j
j j k k k
qdSS S S
q
S S
d
S
q

 
w        w
q
 (20) 
According to Eqs. (14), (15) and (16), the matrix 
ሺܵ௜ିଵሻ௜ሺݍ࢏ሻ  has the form of either rotation transformation 
matrix or translation matrix. Replacing the derivative in the 
Eq. (20) by its equivalent matrix product: 
01 12 ( 1) ( 1) ( 1) 0
( )
... ( ) ...i
i
j j j j k k kq
S S S S
q
Q S S S  
w         w
q
 (21) 
Where Q is the proper type of derivative operator matrix 
for the matrix ሺܵ௜ିଵሻ௜ሺݍ࢏ሻ 
Define the identity matrix as follows: 
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1
01 12 ( 1) 01 12 ( 1)( ... ( )) ( ... ( ))j ji j ij q qI S S S S S S

          (22) 
Inserting the specially constructed identity matrix 
following the derivative operator matrix in Eq. (21) results in: 
1
01 12 ( 1) 01 12 ( 1)
01 12 ( 1) ( 1) ( 1) 0
( )
... ( ) ( ... ( ))
( ... ( )) ...
j j j j
j j j ki j
i i
k
i
k
q qS S S S Q
q
S S S
S S S S Sq S

 
  
w          w
      
q
 (23) 
Observe that the matrix product at the end of Eq. (23) is 
ܵሺࢗሻ itself. Consequently, 
( )
( )i
i
S S
q
Dw  w
q q  (24) 
Where 
1
01 12 ( 1) 01 12 ( 1)... ( ) ( ... ( ))i j j j ji iD S S S S qSq Q S            (25) 
ܦ௜is defined as the derivative operator matrix with respect 
to the ith variable in the loop. The matrix product at the front 
of Eq. (25) is defined as ܵ଴௝: 
11 12
0 01 12 ( 1) 12 11... ( )
0 0 1
j j j i
r r x
S S S S r yq r
'ª º« »      '« »« »¬ ¼
 (26) 
ܵ଴௝ has a special form in that the 2 2u rotational part is the 
result of rotations. Consequently, 
11 12 11 12
1 1
0 01 12 ( 1) 12 11 12 11( ... ( ))
0 0 1
ij j j
r r x r y r
S S S S r r x rq y r 
 '   ' ª º« »     '  ' « »« »¬ ¼
 (27) 
With this matrix defined, the derivative operator matrices 
ܦ௜ to Q
 
can be expressed in analytical form by 
expressing the product shown in Eq. (25) for one kind of Q. 
When this is done, the two following results are achieved: 
If ܳ ൌ ଵܳ, 
0 1
1 0
0 0 0
i
y
D x
 'ª º« » '« »« »¬ ¼
 (28) 
If ܳ ൌ ܳଶ,  
11
12
0 0
0 0
0 0 0
i
r
D r
ª º« » « »« »¬ ¼
 (29) 
In summary, we have obtained a procedure for taking the 
derivative of the ܵሺࢗሻwith respect to any variable contained 
within it. Furthermore, this is done by premultiplying the 
ܵሺࢗሻ by a derivative operator matrix as shown in Eq. (24). In 
order to form this matrix product, the derivative operator 
matrix must be formulated as stated in Eq. (28) or (29). 
Consequently, the location of the variable and its type must be 
known. We see next how this technique is used in deducing 
the iterative formula for Newton-Raphson iterative procedure. 
According to Eq. (18) and (19), the matrix equation can be 
rewritten as: 
( ) =S I 0q  (30) 
It is correct only when the unknown or assembly variables 
have their correct values. Consequently, we must find the 
“roots” or “zeros” of this matrix equation. A Newton-Raphson 
iterative procedure is well suited for this type of problem. 
Beginning with an initial estimate of the unknown or 
assembly variables ( ࢗ૙ ), a small correction οࢗ ൌ
ሺοݍଵǡ οݍଶǡ οݍଷሻ் can be found such that when it is added to 
the estimate, a value closer to the correct value is obtained. 
This iterative peocedure is derived below. It begins by 
performing a first-order linear expansion of Eq (30) about ࢗ૙. 
This yields 
3
0
0
1
( )
( ) I+ =i
i i
SS q
q 
w 'w¦ 0qq  (31) 
Using the derivative operator matrix ܦ௜ for differentiating 
the matrix equation, Eq. (30) becomes 
3
0 0
1
( )+ ( ( ) ) =i i
i
S D S q I
 
' ¦ 0q q  (32) 
Postmultiplying by  ܵିଵሺࢗ૙ሻyields 
3
1
0
1
( )= ( )i i
i
D q S I
 
' ¦ q  (33) 
This is a matrix equation. From it, 9 scalar equations can 
be formed by equating the two sides, element by element. 
However, all 9 equations are not meaningful and independent. 
According to Eq. (28) and (29), a general form of the 
derivative operator matrix for the ith variable can be gotten: 
21 13
21 23
0
0
0 0 0
i i
i i i
d d
D d d
ª º« » « »« »¬ ¼
 (34) 
The bottom row and diagonal elements are all zeros and 
therefore cannot be used. Furthermore, the second element in 
the first row of the derivative operator matrix equals the 
negative of the second element in the first column of the 
derivative operator matrix. As a result, there are a total of 
three elements from ܦ௜  that can be used to formulate 
independent equations. They are ݀௜ଶଵ,݀௜ଵଷ and ݀௜ଶଷ. 
Next consider the term on the right side of Eq. (33). 
ܵሺࢗ଴ሻcan be defined as:  
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11 12 13
0 12 11 23( )
0 0 1
c c c
S c c c
ª º« » « »« »¬ ¼
q  (35) 
So, 
11 12 13 11 23 12
1
0 12 11 13 12 23 11( )
0 0 1
c c c c c c
S c c c c c c
  ª º« »  « »« »¬ ¼
q  (36) 
11 12 13 11 23 12
1
0 12 11 13 12 23 11
1
( ) 1
0 0 0
c c c c c c
S I c c c c c c
   ª º« »    « »« »¬ ¼
q  (37) 
Summarizing, the scalar equations for the iteration 
procedure can be written in matrix form as 
21 21 21
13 13 13
23 23 23
1 2 3 1 12 11
1 2 3 2 13 11 23 12
3 13 12 23 111 2 3
1d d d q c c
d d d q c c c c
q c c c cd d d
ª º '  ª º ª º« » « » « »'   « » « » « »« » « » « »'  ¬ ¼ ¬ ¼« »¬ ¼
 (38) 
Define 
21 21 21
13 13 13
23 23 23
1 2 3
1 2 3
1 2 3
d d d
G d d d
d d d
ª º« » « »« »« »¬ ¼
 (39) 
12 11
13 11 23 12
13 12 23 11
1c c
H c c c c
c c c c
 ª º« »  « »« » ¬ ¼
 (40) 
Consequently, Eq. (38) can be simplified as: 
0G H'  q  (41) 
So, 
1
0 G H
'  q  (42) 
The procedure as outlined thus far is for one dimension 
chain. For more dimension chains, a set of three scalar 
equations per dimension chain can be formulated as above. 
Consequently, the technique discussed here is applicable to 
multiple dimension chains. 
4. Validation 
The simple assembly shown in Fig. 1 will be used as an 
example to demonstrate the analysis procedures outlined in 
the Section 2 and 3. It is a drawing of a one way mechanical 
clutch that is a common device used to transmit rotary motion 
in only one direction. When the outer ring of the clutch is 
rotated clockwise, the hub rotates in the same direction with 
the help of the roller. However, if the outer ring is rotated in 
the reverse direction, the rollers just slip, so the hub does not 
turn. The pressure angle ߮ଵshown in the Fig. 1 is critical to 
the above-mentioned functions of the clutch. No matter 
whether the angle is too large or too small, one of its functions 
will be out of operation. All the size are assumed to follow 
Gaussian distribution and the standard deviation is equal to 
Ȁ͸. 
D
E
F
H
¶
¶+XE
5LQJ
5ROOHU
 
Fig. 1. One-way clutch assembly and its dimensions. 
The main purpose of performing a tolerance analysis on 
the clutch is to determine the variable range of the angle 
߮ଵdue to manufacturing variations in the clutch component 
dimensions. The independent manufacturing variables are the 
hub dimension a, the roller radius c and the ring radius e. The 
distance b and angle ߮ଶ  are not dimensioned because they are 
assembly variables determined by the sizes of a, c and e when 
the parts are assembled. Table 1 shows the detailed 
dimensions for the assembly. 
Table 1. The detailed dimensions for the one-way clutch. 
Dimensions Nornminal value Tolerance(±) 
a 27.645 0.0125 
c 11.43 0.01 
e 50.8 0.05 
b 4.81 ˛ 
φ1 -7.01838° ˛ 
φ2 97.01838° ˛ 
D
F
F
H
¶
¶
E
¶
¶
D
E
F
F
H
 
(a) Dimension chain       (b) Vector loop model 
Fig. 2. Dimension chain and vector loop model of the one-way clutch 
Firstly, the vector loop model of the one-way clutch is 
established through replacing the dimensions with relevant 
vectors whose magnitude is the dimension size, shown in the 
Fig. 2. The samples of a, c and e can be generated by the 
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dimension sample generation method described in the Section 
2. Hereݏ ൌ ͵, so set݌ ൌ ͳͳ. According to the Eq. (4), the 
good point ࢽcan be gotten: 
(0.6825,0.8308,0.7154) J  (43) 
The assembly function expressed by homogeneous 
transformation matrices is 
               1 2( )2 2 2R T a R T b R T c R T c R T e R I
S S S S§ · § ·       )     )  ¨ ¸ ¨ ¸© ¹ © ¹
 (44) 
For every sample of a, c and e, a sample of b, ߮ଵ and ߮ଶ 
can be obtained through the Newton-Raphson iterative 
procedure. Generally, the initial estimates of b, ߮ଵ and ߮ଶ are 
relevant nominal value. Firstly, compute ܵ଴௝of every variable 
and ሺࢗ଴ሻ . For the variable b, ߮ଵ  and߮ଶ , corresponding 
ܵ଴ସǡ ܵ଴଻ܵ଴ଵଵ  are respectively obtained by taking the 
product of first four, seven and eleven matrices of Eq. (44) 
after substituting the sample values of a, c and e , and the 
initial estimates of b, ߮ଵ and ߮ଶ into Eq. (44). Here, ሺࢗ଴ሻ is 
equal to ܵ଴ଵଵ. Secondly, obtain the corresponding ܦ௜Ǥ For the 
variable b, ܦଵ is gotten according to Eqs. (26) and (29), 
because b is contained in the translation matrix. For the 
variables ߮ଵ  and ߮ଶ , corresponding ܦଶ and ܦଷ are gotten 
according to Eqs. (26) and (28), because ߮ଵ  and ߮ଶ  are 
contained in the rotation matrix. Thirdly, G is computed 
according to Eqs. (34) and (39) and H is obtained according to 
Eqs. (35) and (40). A small correction οࢗ  can be gotten 
through Eq. (42). When it is added to the estimate, a value 
closer to the correct value is obtained. Finally, repeat steps 1-
3 until the length of small correction οࢗ  is smaller than 
specified accuracy (0.001 mm). The components of the final  
ࢗ଴  are set to sample values of b, ߮ଵ  and ߮ଶ  for the given 
sample values of a, c and e. 
After all the samples of b, ߮ଵ  and ߮ଶ  are generated, the 
samples of ߮ଵ can be used to calculate the mean and standard 
deviation through statistical formulas. With the help of Matlab, 
a program for tolerance analysis is developed. The sample 
size is set to 2000. With a desired quality level of 3.0r
standard deviations, the variable range of the angle ߮ଵ  is 
7.0138 0.657r e. It is almost the same as the result obtained 
using the explicit assembly function to generate the sample of 
the angle ߮ଵ. 
5. Conclusion 
In this paper, a method for statistical tolerance analysis is 
developed. The proposed method is useful when it is difficult 
or impossible to get the explicit assembly function. It is a 
statistical approach and can give results that are reasonable 
relatively. The good point set is used to generate the samples 
of dimensions. Besides, the homogeneous transform matrix is 
introduced to describe the assembly function and Newton’s 
method is adopted to solve the assembly equations after the 
the iterative formula is deduced. By introducing the 
homogeneous transform matrix and relevant derivation, a vast 
number of computations of partial derivatives can be avoided, 
especially when the sample number is large. 
The proposed method is applied to 2D chain, but it can be 
expanded to 3D chain. The mainly difference between 2D and 
3D chain is about the representation and solution techniques 
of assembly function. In the future, we will study the 
representation and solution techniques of assembly function in 
the 3D case. 
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