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Abstract. We study spectral properties of the Laplacians on Schreier graphs arising from
Grigorchuk’s group acting on the boundary of the infinite binary tree. We establish a con-
nection between the action of G on its space of Schreier graphs and a subshift associated
to a non-primitive substitution and relate the Laplacians on the Schreier graphs to discrete
Schroedinger operators with aperiodic order. We use this relation to prove that the spectrum
of the anisotropic Laplacians is a Cantor set of Lebesgue measure zero. We also use it to
show absence of eigenvalues both almost-surely and for certain specific graphs. The methods
developed here apply to a large class of examples.
Introduction
In this article we relate two previously unconnected areas. These are Schreier graphs of
self-similar groups and Schroedinger operators associated to aperiodic order. This allows us
to solve a problem, which was open for some fifteen years, viz the spectral type problem for
the Laplacians on Schreier graphs of the first group of intermediate growth, for all possible
weights attached to the generators.
The first group of intermediate growth, introduced by the first author in [21, 22], is generally
known as Grigorchuk’s group G and this is how we will refer to it.1 The group G can be viewed
as a group of automorphisms of the full infinite binary tree T . The action by automorphisms
on the tree T extends by continuity to an action by homeomorphisms on the boundary ∂T
of the tree. These actions give rise to Schreier graphs (see Section 1.2 for detailed definition):
for every n ∈ N, a finite graph Γn arises from the (transitive) action on the n-th level of the
tree; and for every infinite ray ξ ∈ ∂T an infinite graph Γξ arises from the orbit of ξ under
the action of the group on the boundary ∂T . As Schreier graphs, these graphs have edges
labeled by the generators of the group in such a way that each vertex has exactly one edge of
each label incident with it. The group G naturally comes with a set of 4 generators {a, b, c, d}
all of which are involutions, so in this case we can disregard the orientation.
Thinking of the labels a, b, c, d as encoding some weights t, u, v, w ∈ R on the edges of the
graphs, we obtain the Laplacians Mn(t, u, v, w) and Mξ(t, u, v, w) acting on the l
2-space on
the vertex set of the corresponding graph. It is the spectral theory of these Laplacians that
is meant by spectral theory of the Schreier graphs of G. In the case when t, u, v, w > 0 with
t + u + v + w = 1 these operators are the Markov operators of the random walk on these
graphs with transition probabilities t, u, v, w.
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1in spite of the first author’s reluctance
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Spectral theory of these Laplacians was first studied in the article [4], and methods developed
there were successfully applied to various examples of self-similar groups [27, 28, 25, 30].
However, only the “isotropic” case with the values u = v = w that imply periodicity of the
operators Mξ(t, u, v, w), could be treated so far. The spectral problem in the case of arbitrary
weights remained open.
Here, we solve this case by a new and completely different approach. Our approach relies
on the construction of a subshift associated to a certain substitution intimately related to the
algebraic structure of the group. This substitution
κ : a 7→ aca, b 7→ d, c 7→ b, d 7→ c
first appeared in connection with Grigorchuk’s group in the work of Lysenok [36], where it
was used to get a recursive presentation of G by generators and relations:
G = 〈a, b, c, d | 1 = a2 = b2 = c2 = d2 = bcd = κk((ad)4) = κk((adacac)4), k = 0, 1, 2, ....〉.
It is remarkable that the substitution κ serves not only to define G algebraically, but also,
as will be shown here, to describe its spectral properties and to determine G in terms of
topological dynamics as a subgroup of the topological full group of a minimal Cantor system.
For us it will be convenient to recode the substitution κ on a new alphabet arising by
replacing the letters b,c,d by y,x,z. We will call the corresponding substitution τ . Our
approach then relies on constructing and studying the subshift (Ωτ , T ) associated to τ . This
is done in Section 2. There, we also discuss the occurrences of third powers in the subshift,
which will be used later in our discussion of absence of eigenvalues. Moreover, we also give
a fairly complete study of some additional basic properties of the subshift, which are not
necessary for the treatment of spectral theory. In particular, we determine its index (which
is four), and show how the fixed point of the substitution can be generated by an automaton.
The crucial main step of the paper, carried out in Section 3, is to relate the subshift (Ωτ , T )
to the dynamical system (X,G) (defined in Section 1.2) arising from the action of the group
on the space of its Schreier graphs. More specifically, our main result, Theorem 3.5 shows
that Ωτ admits an action of G and there exists a continuous surjective map
ψ : Ωτ −→ X
intertwining the respective actions of G. Hence, (X,G) is a factor of (Ωτ , G)). Theorem 3.5 is
of interest in itself: for example, it implies that G is a subgroup of the topological full group
of the subshift defined by the substitution, see Remark 3.6. In our context, it allows us to
show that there exists a family of Schroedinger operators (Hω)ω∈Ωτ associated to the subshift
such that the operator Mψ(ω)(t, u, v, w) is unitarily equivalent to Hω (Proposition 4.1). In this
way the spectral problem for the Mx(t, u, v, w), x ∈ X, is translated into a spectral problem
for the Hω, ω ∈ Ωτ .
The operators (Hω) belong to a class known as Schroedinger operators with aperiodic order.
Such operators have been studied intensely over the last thirty years, see e.g. the surveys
[7, 8], both for its remarkable properties and for its connection to the so-called quasicrystals
(see e.g. [2, 3, 31, 38] for further information on this topic). Combining the combinatorial
information on (Ωτ , T ) obtained in Section 2 with the general theory of Schroedinger operators
with aperiodic order we are able to determine the spectral theory of the family (Hω), and thus
also the spectral theory of the Mx(t, u, v, w), x ∈ X, by the established unitary equivalence.
Our main results show that their spectrum is a Cantor set of Lebesgue measure zero (Theorem
4.2) and that the absence of eigenvalues holds almost surely as well as for some specific points
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(Theorem 4.6). This implies in particular purely singular continuous spectrum almost surely
and for some specific points.
We choose, in this paper, to concentrate on one example, Grigorchuk’s group G, which is
the most prominent example in the theory of groups acting on rooted trees. (In fact, the
theory grew out of this example!) Our results extend readily to various families of groups
acting by automorphisms of regular rooted trees, provided that the Schreier graphs of the
induced action on the boundary of the tree are linear. The most famous such case is given by
the uncountable family {Gω}ω∈{0,1,2}N constructed in [21], in which the group G corresponds
to the sequence ω = (012)∞; but there are also other families generalizing Grigorchuk’s group
G, see [42, 6, 40]. To such a family of groups indexed by sequences over a certain finite
alphabet, a family of subshifts can be associated, similarly to what is done here in the case
of the group G, though the subshift may not be defined by a substitution if the group in
question is not self-similar. Part of our results extend to all such groups, others require
some additional conditions depending on the particular infinite sequence. An interesting
new aspect that appears in this more general study is how the corresponding dynamical and
spectral properties vary over the family. The details are to follow in a forthcoming paper.
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by ERC AG COMPASP. The authors acknowledge support of the Swiss National Science
Foundation. Part of this research was carried out while D. L. and R. G. were visiting the
Department of mathematics of the University of Geneva. The hospitality of the department
is gratefully acknowledged. The authors also thank Yaroslav Vorobets for allowing them to
use his figures 3 and 4. Finally, the authors would like to thank the anonymous referee for a
careful reading of the manuscript resulting in various helpful suggestions.
1. Grigorchuk’s group G, its Schreier graphs and the associated Laplacians
In this section we introduce the main object of our interest: Grigorchuk’s group G and the
Laplacians on the associated Schreier graphs.
1.1. Grigorchuk’s group G. Let us denote by T the rooted binary tree. The vertex set of
T is given by {0, 1}∗, i.e. the set of all words over the alphabet {0, 1}. The root of T is the
empty word. There is an edge between v and w whenever w = vk or v = wk holds for some
k ∈ {0, 1}. The words w ∈ {0, 1}n constitute the n-the level of the tree. (In the tree, they
are at combinatorial distance exactly n from the root.) The set {0, 1}N of one-sided infinite
words can be identified with the boundary ∂T of T consisting of infinite geodesic rays in T
emanating from the root (i.e. infinite paths starting at the root all of whose edges are pairwise
different). When equipped with the product topology {0, 1}N is a compact space.
The central object of our study is Grigorchuk’s group G. It is generated by four automor-
phisms a, b, c, d of the rooted binary tree defined on the vertices via
a(0w) = 1w, a(1w) = 0w;
b(0w) = 0a(w), b(1w) = 1c(w);
c(0w) = 0a(w), c(1w) = 1d(w);
d(0w) = 0w, d(1w) = 1b(w),
where the vertex w is an arbitrary word over {0, 1}. Grigorchuk’s group is a self-similar group
and the automorphisms can also be expressed in the self-similar form as
a = (id, id), b = e(a, c), c = e(a, d), d = e(id, b),
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where e and  are, respectively, the trivial and the non-trivial permutations in the group
Sym(2) and id is the identity acting on the tree. We refer the interested reader to [39, 26]
for more details and information about self-similar groups.
Observe that all the generators are involutions and that {1, b, c, d} commute and constitute
a group isomorphic to the Klein group Z2 × Z2. Let as also mention that there are many
more relations and the group is not finitely presented. For our subsequent discussion it will
be important that G acts transitively on each level, i.e. for arbitrary words w, u over {0, 1}
with the same length there exists a g ∈ G with gu = w.
1.2. The Schreier graphs of G and the dynamical system (X,G). The action of the
group G on the vertices of the rooted binary tree and on its boundary induces on these sets
the structure of Schreier graphs, with respect to the generating set {a, b, c, d} ⊂ G (see Figure
1). These are labeled graphs and we will freely use standard notation on such graphs as
discussed e.g. in [44]. Specifically, for z ∈ V (T )∪∂T the Schreier graph Γz has as its vertices
the orbit Gz of z under the action of G and there is an edge with label s ∈ {a, b, c, d} and
between the vertices x and y if and only if sx = y holds. Note that the edges can indeed be
seen as undirected as all generators {a, b, c, d} are involutions. The graphs Γw and Γv coincide
(as non-rooted graphs) whenever v and w are in the same orbit of the action of G. For the
first three levels of the tree the resulting graphs are shown in Figure 1. As G acts transitively
on each level of the tree, for each n ∈ N the graph
Γn := Γ1n
coincides with Γw for all w ∈ V (T ) with |w| = n.
From [4] we infer the following description of the Schreier graphs: The Schreier graph Γn has
2n vertices and a linear shape; it has 2n−1 simple edges, all labeled by a, and 2n−1 − 1 cycles
of length 2 whose edges are labeled by b, c, d. It is regular of degree 4. The Schreier graphs
corresponding to the orbits of the action on the boundary are infinite and will be referred
to as orbital Schreier graphs. The orbital Schreier graphs have either two ends or one end.
The graph Γ1∞ corresponding to the orbit of the rightmost infinite ray in T is one-ended, see
Figure 2, (and so are then clearly all graphs in the same orbit). All the other orbital Schreier
graphs Γξ, ξ /∈ G · 1∞, are two-ended. They are all isomorphic as unlabeled graphs.
We will view the Schreier graphs as rooted and be interested in them up to isomorphism
classes only. Thus, we introduce the map
F : V (T ) ∪ ∂T −→ G∗({a, b, c, d}), F(v) := [(Γv, v)],
where G∗({a, b, c, d}) is the space of isomorphism classes of rooted graphs with labels in
{a, b, c, d} and (Γv, v) stands for the graph Γv with root v and [·] denotes the isomorphism
class. As is well-known (see e.g. Section 3.1 in [4] or Section 2.2 of [15] and compare [29] as
well) finite Schreier graphs converge to infinite orbital Schreier graphs, as follows. Here and
in the sequel we use the usual topology of local convergence on the space G∗({a, b, c, c}) of
isomorphism classes of rooted connected graphs with labels in {a, b, c, d}, as discussed e.g. in
[44].
Lemma 1.1. For every ξ = ξ1ξ2 . . . ξn . . . ∈ {0, 1}N, the sequence (F(ξ1 . . . ξn)) converges to
F(ξ).
In [44], Vorobets studied the closure F(∂T ) in the space G∗({a, b, c, c}). He showed that the
one-ended graphs are exactly the isolated points of this closure F(∂T ), and that the other
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Figure 1. The finite Schreier graphs of the first, second and third level.
points in F(∂T ) are two ended graphs. This suggests to consider the compact subset of the
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Figure 2. The one-ended graph Γ1∞ .
space G∗({a, b, c, c})
X := F(∂T ) \ {isolated points}
which is called the space of Schreier graphs of G. Then, the group G acts on X by changing
the root of the graph and this action is minimal (i.e. each orbit is dense) and uniquely ergodic,
i.e., admits a unique invariant probability measure which will be denoted as ν. The dynamical
system (X,G) will be the focus of attention in later sections.
In [44], the following precise description of X is given. The space X is the disjoint union
X = X1 unionsqX2
of two sets X1 and X2. Here, X2 consists of all isomorphism classes of two-ended rooted
Schreier graphs {(Γξ, ξ) : ξ ∈ ∂T \G · 1∞}. The set X1 consists of three countable families of
isomorphism classes of two-ended graphs. These families are obtained by gluing two copies
of the one-ended graph Γξ, ξ ∈ G · 1∞, at the root in three possible ways corresponding to
choosing a pair (b, c), (b, d) or (c, d), and then choosing an arbitrary vertex of the arising
graph as the root. One of these three possibilities is shown in Figure 3. There, the chosen
pair is (c, d) and to avoid confusion with other edges with the same labels, the labels at the
gluing point are denoted with a prime (and the root is chosen arbitrarily). These new graphs
are again Schreier graphs of G.
b′
a a
d d
b
c
c
b′
a a
d d
b
c
c
d′c′
Figure 3. Connecting two copies of Γ1∞
Then, (∂T , G) is a factor of (X,G), viz there exists a surjective continuous map
φ : X −→ ∂T
intertwining the respective actions of G. Indeed, the decomposition of X into isomorphism
classes of the (Γξ, ξ) and the three families mentioned above gives rise to this map and
φ : X2 −→ T \G · 1∞ is one-to-one and onto with inverse given by F and φ : X1 −→ G · 1∞
is three-to-one and onto.
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1.3. Laplacians associated to the Schreier graphs of G. In this section we introduce
the operators whose spectral theory is our main concern in this paper.
Let Γ be a graph with vertex set V and edges labeled by a, b, c, d. Replacing the labels
by t, u, v, w ∈ R we obtain a weighted graph and this graph gives rise to the Laplacian
MΓ (t, u, v, w). Specifically, the Laplacian MΓ (t, u, v, w) is the selfadjoint operator
MΓ (t, u, v, w) : `
2(V ) −→ `2(V )
acting via
(MΓ (t, u, v, w)ϕ)(p) =
∑
q
e∼p
w(e)f(q).
Here, the sum is over all edges e emanating from p ∈ V and the weight w(e) of the edge
e is given by t, u, v, w depending on whether its label is a, b, c, d respectively. In the case
Γ = Γξ with ξ ∈ ∂T we write Mξ(t, u, v, w) instead of MΓξ(t, u, v, w). For x ∈ X (which is
an isomorphism class of graphs) we choose a representative x̂ and then write - with a slight
abuse of language - Mx(t, u, v, w) to denote the operator Mx̂(t, u, v, w).
2. The substitution τ , its subshift (Ωτ , T ) and the associated finite words Subτ
In this section we study the two-sided subshift induced by a particular substitution. The
one-sided subshift induced by this substitution had already been studied by Vorobets [43],
and some of our results can be seen as two-sided counterparts to his. His investigation relies
on a connection to Toeplitz sequences. Here, we develop a new approach based on what we
call the n-decomposition and the n-partition of the elements of the subshift. This is close in
spirit to the partition-based approach to Sturmian dynamical systems which was developed
in [9] and then applied in the spectral theory (see the survey [7]) and in some combinatorial
questions [10, 11]. For general background on subshifts we refer to e.g. the textbook [35].
Whenever A is a finite set, referred to as alphabet, we will consider the set A∗ of finite words
(including the empty word) as well as the set AZ of two-sided infinite words over the alphabet
A and the set AN of one-sided infinite words over A. If v, w are finite words and ω ∈ AZ
satisfies ω1 . . . ω|v| = v and ω−|w|+1 . . . ω0 = w we write
ω = ...w|v...
and say that | denotes the position of the origin. We equip A with the discrete topology and
AZ with the product topology. A pair (Ω, T ) is called a subshift over A if Ω is a closed subset
of AZ which is invariant under the shift transformation
T : AZ −→ AZ, (Tω)(n) := ω(n+ 1).
Whenever ω is a word over A (finite or infinite, indexed by N or by Z) we define
Sub(ω) := Finite subwords of ω.
By convention, the set of finite subwords includes the empty word. Every subshift (Ω, T )
comes naturally with the set Sub(Ω) of associated finite words given by
Sub(Ω) :=
⋃
ω∈Ω
Sub(ω).
A word v ∈ Sub(Ω) is said to occur with bounded gaps if there exists an Lv > 0 such that
every w ∈ Sub(Ω) with |w| ≥ Lv contains a copy of v. As is well known (and not hard
to see) (Ω, T ) is minimal if and only if every v ∈ Sub(Ω) occurs with bounded gaps. We
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will be concerned with a strengthening of the bounded gaps condition: A subshift (Ω, T )
is called linearly repetitive (LR), if there exists a constant C > 0 such that every word
v ∈ Sub(Ω) occurs in every word w ∈ Sub(Ω) of length at least C|v|. This notion has been
discussed under various names (including linear recurrence) in various contexts [19, 32, 41]. A
linearly repetitive subshift is uniquely ergodic and minimal [17] and even allows for a uniform
subadditive ergodic theorem [34].
2.1. Basic features of the substitution τ . Consider the alphabet A = {a, x, y, z} and let
τ be the substitution mapping a 7→ axa, x 7→ y, y 7→ z, z 7→ x. Let Subτ be the associated
set of finite words given by
Subτ =
⋃
s∈A,n∈N∪{0}
Sub(τn(s)).
Then, the following three properties obviously hold:
• The letter a is a prefix of τn(a) for all n ∈ N ∪ {0}.
• The lengths |τn(a)| converge to ∞ for n→∞.
• Every letter of A occurs in τn(a) for some n.
Since a is a prefix of τ(a) we have that τn(a) is a prefix of τn+1(a) for all n ∈ N ∪ {0}. As
the length of τn(a) goes to infinity, there exists then a unique one-sided infinite word η such
that τn(a) is a prefix of η for all n ∈ N ∪ {0}. This η is a fixed point of τ i.e. τ(η) = η. We
will refer to it as the fixed point of the substitution τ . By the third property we have
Subτ = Sub(η).
We can now associate to τ the subshift
Ωτ := {ω ∈ AZ : Sub(ω) ⊂ Subτ}.
It can be easily seen that every other letter of η is the letter a. In particular, the letter a
occurs in η with bounded gaps. This implies that every word of Subτ occurs with bounded
gaps (as any such word is a subword of τn(a) and η is a fixed point of τ). For this reason
(Ωτ , T ) is minimal and Sub(ω) = Subτ for all ω ∈ Ωτ . From Theorem 1 of [12] (or a simple
direct argument based on the above three properties) we then obtain the following.
Theorem 2.1. The subshift (Ωτ , T ) is linearly repetitive.
Our further considerations will be based on a more careful study of the words τn(a). We
set
p(0) := a and p(n) := τn(a) for n ∈ N.
A direct calculation gives p(n+1) = τn+1(a) = τn(axa) = τn(a)τn(x)τn(a), i.e.
(RF ) p(n+1) = p(n)τn(x)p(n) with τn(x) =
 x : n = 3k, k ∈ N ∪ {0}y : n = 3k + 1, k ∈ N ∪ {0}
z : n = 3k + 2, k ∈ N ∪ {0}
,
We will refer to (RF ) as the recursion formula for the words p(n).
We will now define three special elements ω(x), ω(y), ω(z) ∈ Ωτ closely related to η, that will
be useful in our subsequent analysis of the subshift.
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Lemma 2.2 (The special words ω(x), ω(y), ω(z)). For every n ∈ N ∪ {0} and every letter
s ∈ {x, y, z} the word p(n)sp(n) occurs in η. In particular, for all s ∈ {x, y, z} there exists a
unique element ω(s) ∈ Ωτ such that
ω(s) = ...p(n)s|p(n)...
holds for all natural numbers n, where the | denotes the position of the origin.
Proof. Note that τ3(a) contains axa, aya and aza. As η is a fixed point of τ and τn is injective
on {x, y, z} the first statement follows. By the recursion formula (RF) each p(n+1) starts and
ends with p(n). Given this, the second statement follows from the first statement. 
The sequences ω(x), ω(y), ω(z) are different but all agree on N. Hence Ωτ is not periodic and
this persist even after renaming the letters (provided not all are given the same name).
Proposition 2.3. Let B be a finite set and C : A −→ B a map such that C(x) = C(y) = C(z)
does not hold. Then, the subshift Ω
(C)
τ := {C ◦ ω : ω ∈ Ωτ} is not periodic and linearly
repetitive.
Proof. Obviously, the map Ωτ −→ Ω(C)τ , ω 7→ C ◦ ω, is continuous and onto and preserves
linear repetitivity. In particular, (Ω
(C)
τ , T ) is a minimal subshift. Moreover, the two-sided
infinite words Cω(x), Cω(y), Cω(z) all agree on N but are not all equal (due to the assumption
on C). This can easily be seen to imply that the subshift ΩC is not periodic. 
Recall that a non-empty word w = w1 . . . wl ∈ A∗ with wj ∈ A is called a palindrome if
w = wl . . . w1. The recursion formula and a simple induction imply that, for any n ∈ N, the
word p(n) is a palindrome of length 2n+1−1 and starts and ends with p(k) for every k ∈ N∪{0}
with k ≤ n.
As every other letter of η is the letter a and η is a fixed point of τ we immediately infer
that there exists a sequence (rj)j∈N in {x, y, z} such that for all n ∈ N ∪ {0} the word η has
a (unique) decomposition as
η = p(n)τn(r1)p
(n)τn(r2)....
This way of writing η will be called the n-decomposition of η and the sequence (rj)j∈N the
derived sequence of η. Note that the combinatorial properties of the sequence (τn(rj))j∈N are
exactly the same as the combinatorial properties of the sequence (rj)j∈N as τn is injective on
{x, y, z}. Among these combinatorial properties we note the following.
Proposition 2.4. In the derived sequence (rj)j∈N the letters y and z always occur isolated
preceded and followed by an x. The letter x always occurs either isolated (i.e. preceded and
followed by elements of {y, z}) or in the form xxx. The analogue statements hold for every
natural number n for the sequence (τn(rj))j (with x, y, z replaced by τ
n(x), τn(y) and τn(z)).
Proof. As η is a fixed point, we have
η = ar1ar2a... = τ(a)τ(r1)τ(a)τ(r2)... = p1τ(r1)p1τ(r2)...
with p1 = τ(a) = axa and τ(rj) ∈ {x, y, z} for all j ∈ N. From this we find that every other
letter of r must be the letter x. This shows the claim on y and z and it also shows that x
appears in r either isolated or with at least three x in a row. Assume that there is a block
of the form xxxx occurring in r. Then, axaxaxaxal must occur in η with l 6= x. In the
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1-decomposition of η this yields p1xp1xp1l. This gives a contradiction when we consider the
2-decomposition as p2 6= p1xp1. The last statement follows as τn is injective on {x, y, z}. 
Our next aim is to provide an analogue of the n-decomposition of η for each ω ∈ Ωτ . We
are thus looking for each n ∈ N ∪ {0} and ω ∈ Ωτ for a decomposition of the form
ω = ...p(n)s0p
(n)s1p
(n)s2...
with sk ∈ {x, y, z} for all k ∈ Z and the origin ω0 belonging to s0p(n). Such a decomposition
will be referred to as the n-decomposition of ω. In such a decomposition the positions of the
sj ’s are given by q + 2
n+1Z with q ∈ {0, . . . , 2n+1 − 1}. Thus, the positions are given by an
element of Z/2n+1Z. This suggests the following definition.
Definition 2.5 (n-partition). For n ∈ N∪{0} we call an element P ∈ Z/2n+1Z an n-partition
of ω ∈ Ωτ if for every q ∈ P the following two properties hold:
• ωq ∈ {x, y, z};
• ωq+1 . . . ωq+2n+1−1 = p(n).
Clearly, for ω ∈ Ωτ , the existence (resp. uniqueness) of an n-partition is equivalent to the
existence (resp. uniqueness) of an n-decomposition. In this sense these two concepts are
equivalent. It is not apparent that such an n-partition (or an n-decomposition) exists at all.
Here is our corresponding result.
Theorem 2.6 (Existence and Uniqueness of n-partitions). Let n ∈ N ∪ {0} be given. Then
every ω ∈ Ωτ admits a unique n-partition P (n)(ω) and the map
P (n) : Ωτ −→ Z/2n+1Z, ω 7→ P (n)(ω),
is continuous and equivariant (i.e. P (n)(Tω) = P (n)(ω) + 1).
Proof. Existence of P (n)(ω). Recall that ω(x) ∈ Ωτ is the unique word with ω(x) = ...p(n)x|p(n)...,
where | denotes the position of the origin. Now, obviously, ω(x) admits an n-partition (by
its very definition and (RF )). Moreover, the subshift is minimal. Hence, every ω ∈ Ωτ can
be approximated by a sequence of translates of ω(x). These all carry natural n-partitions
coming from the n-partition of ω(x). As the values of these n-partitions all lie within the
finite set Z/2n+1Z we can assume (after restricting attention to a subsequence) without loss
of generality that these values are all equal. Now the existence of an n-partition for ω is clear.
Uniqueness. As discussed in the paragraph preceding the theorem the concepts of n-
decomposition and n-partition are equivalent in the sense that the existence (uniqueness)
of an n-partition implies the existence (uniqueness) of an n-decomposition and vice versa.
This will be used in order to obtain the uniqueness. Our proof proceeds by induction. The
case n = 0 is clear. (In this case p(0) = a.) Let us now show how to proceed from n to n+ 1.
Consider an (n + 1)-decomposition of ω. Such a decomposition exists by the already shown
part. Chose s ∈ {x, y, z} with p(n+1) = p(n)sp(n). Then, out of the n + 1 decomposition of
ω we obtain an n-decomposition by just replacing p(n+1) by p(n)sp(n) in the corresponding
decomposition of ω. This n-decomposition is unique by our induction assumption. Now, it
is not hard to see that non-uniqueness of the (n + 1)-decomposition can only occur if ω is
periodic. However, as discussed above in Proposition 2.3 there is no periodic sequence in Ω.
Continuity. This is a direct consequence of uniqueness. Let ω(k) be a sequence converging
to ω and let Pk and P be the respective n-partitions. We have to show Pk → P . As the
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space Z/2n+1Z is finite (hence compact), it suffices to show that any converging subsequence
of (Pk) converges to P . Now, it is clear that whenever a subsequence of (Pk) converges to
some P
′
then P
′
is an n-partition of ω. By uniqueness we infer P
′
= P and this gives the
desired statement.
Equivariance. This is a direct consequence of the existence and uniqueness statements. 
Corollary 2.7. Let n ∈ N ∪ {0} and ω ∈ Ωτ be arbitrary and consider the n-decomposition
ω = ...p(n)s0p
(n)s1p
(n)s2.... Then, the letters τ
n(y), τn(z) occur isolated in the sequence (sj)
and the letter τn(x) is either isolated or arises in the form τn(x)τn(x)τn(x).
Proof. By Proposition 2.4 the statement is true for the n-decomposition of η. By construction
it then easily follows for the n-decomposition of ω(x) as well. By minimality any ω ∈ Ωτ
can be approximated by elements of the form T kω(x) with suitable k ∈ Z. Now continuity
and equivariance of the n-partition shown in the previous theorem easily give the desired
statement. 
2.2. Palindromes and reflection symmetry in Subτ . In this section we study palin-
dromes in Subτ and the corresponding reflection symmetries.
For a finite word w = w1 . . . wn we define the reflected word w
R by wR = wn . . . w1. There
are two different ways to extend this operation to two sided infinite words. One way is to
associate to a two-sided infinite sequence ω the sequence ωR defined by ωR(n) := ω(−n).
Thus, the operation R on the two sided infinite words is just the reflection at the origin.
The other way is to associate to a two sided infinite sequence ω the sequence ω˜ given by
ω˜(n) := ω(1− n). Thus, for ω = ...ω−1ω0|ω1ω2... we have ω˜ = ...ω2ω1|ω0ω−1... In this sense,˜
is just the reflection at |. Of course, both reflections are related. In fact, we have ω˜ = T−1ωR.
We now turn to studying how Ωτ is compatible with the reflection operations R and .˜
Proposition 2.8. For every ω ∈ Ωτ the element ω˜ also belongs to Ωτ , and the map
Ωτ −→ Ωτ , ω 7→ ω˜,
is a homeomorphism without fixed point.
Proof. As all p(n)’s are palindromes, the set Subτ is invariant under R, i.e. R(Subτ ) = Subτ .
This easily gives the first statement. As exactly one of the letters ω0 and ω1 is a, the map˜
cannot have a fixed point. 
By the previous proposition, the map ˜ does not have fixed points on Ωτ . However, there are
words which are fixed points of R. We say that ω is symmetric around p ∈ Z if ωp+k = ωp−k
for all k ∈ N (i.e. if T pω is a fixed point of R). Then, clearly each ω(s), s ∈ {x, y, z}, is
symmetric around 0. In fact, the converse is valid as well as shown in the next theorem.
Theorem 2.9. Let ω ∈ Ωτ be symmetric around p ∈ Z. Then, there exists an s ∈ {x, y, z}
with ω = T pω(s).
Proof. Without loss of generality we can assume p = 0. We consider the n-decomposition of
ω. We say that the n-decomposition has a break point at the origin if the n-decomposition
around the origin looks like p(n)s|p(n) with | denoting the position of origin. It suffices to
show that the n-decomposition has a break point at the origin for every n ∈ N∪ {0}. This is
done by induction:
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n = 0: Consider the word ω−1ω0ω1 and note that ω−1 = ω1 must hold by symmetry.
Assume that ω0 = a holds. As the letter a occurs isolated, we infer that ω−1 = ω1 cannot
be a. Hence, it must be x, y or z. After deletion of all the letters a from ω, the letters y, z
occur isolated and x occurs either isolated or with power 3 by Corollary 2.7. Therefore we
get a contradiction to ω0 = a. Set s := ω0 ∈ {x, y, z}. Then, ω−1ω0ω1 = as|a and the
0-decomposition has a break point.
n =⇒ n+1: As the n-decomposition of ω has a break point at the origin and ω is symmetric,
the n-decomposition of ω around the origin looks like
ω = ...t p(n)s|p(n) t...
(with a suitable t ∈ {x, y, z}). We have to show that p(n)s|p(n) does not become p(n+1) in the
(n+ 1)-decomposition of ω. Assume the contrary. Then the (n+ 1)-decomposition of ω looks
like
ω = ...t p(n+1) t...
and the letter t is not isolated in the (n + 1)-decomposition. Hence, by Corollary 2.7, the
letter t occurs with a third power and the (n+ 1)-decomposition of ω looks like
ω = tp(n+1)t(p(n)s|p(n))tp(n+1)v
or
ω = vp(n+1)t(p(n)s|p(n))tp(n+1)t
with v ∈ {x, y, z} with v 6= t, where we have written (p(n)s|p(n)) instead of p(n+1) to denote
the position of the origin. This, however, is a contradiction to the symmetry of ω. 
Corollary 2.10. Let ω ∈ Ω be given. Then, the orbits {Tnω : n ∈ Z} and {Tnω˜ : n ∈ Z}
are disjoint unless ω = T pω(s) for some s ∈ {x, y, z} and p ∈ Z.
Proof. It is not hard to see that the two orbits in question can only intersect if ω is symmetric.
Thus, the statement of the corollary follows from the previous theorem. 
2.3. Powers in Subτ . In this section we study powers in Subτ and determine the index (i.e.
the supremum over all powers).
Our first result gives the existence of three-blocks followed by a (long) prefix of the same
block. Thus, it ’almost’ gives the existence of a four-block.
Lemma 2.11 (Almost four-blocks in ω(s)). Let s ∈ {x, y, z} be given and let ω(s) be the
unique word with ω(s) = ...p(n)s|p(n)... for all n (where | denotes the position of the origin).
Then,
ω(s) = ...p(3n+k)sp(3n+k)s|p(3n+k)sp(3n+k)...
for all n ∈ N ∪ {0}, where k = 0 for s = x, k = 1 for s = y and k = 2 for s = z.
Proof. From the definition of ω(s) we have ω(s) = ...p(3n+3)s|p(3n+3) for all n ∈ N. Now,
the lemma follows after we apply the recursion formula (RF ) from page 8 the corresponding
number of times. 
As shown in the next lemma, similar almost four-block structures occur in λ-almost every
element of Ωτ , where λ is the unique T -invariant probability measure on Ωτ .
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Lemma 2.12 (Almost four-blocks in almost every ω). For λ-almost every ω ∈ Ωτ there exist
sequences of words (wn), (vn) with vn prefix of wn for each n ∈ N and |wn| → ∞ and |vn||wn| → 1
and ω = ...wnwn|wnv...
Proof. From the previous lemma (with k = n = 0) we infer that the word axaxaxa belongs
to Subτ i.e. the word u = w
3v with w = ax and v = a occurs in η. Thus, all words of the
form τn(w3v) will occur in η as well. Clearly, |τn(w)| = |τn(a)| + |τn(x)| = |τn(v)| + 1 and
|τn(w)| → ∞ and |τn(v)||w| → 1 follows. Now, the desired statements follows from Lemma 4.2
in [12]. The Lemma 4.2 of [12] only deals with almost sure existence of wn with the desired
properties. However, close inspection of the proof shows existence of vn as well. 
The preceding results show that there is quite a supply of three-blocks at hand for elements
of Ωτ . This will be used in the proof of one of our main results on spectral theory. The
preceding results also naturally lead to the question whether four blocks are present. It turns
out that this is not the case. While this will not be used in the proofs of our main results we
next include a discussion.
Proposition 2.13. Consider a natural number n and s ∈ {x, y, z}. If p(n)sp(n) occurs in η at
the position l (i.e. ηlηl+1 . . . ηl+|p(n)sp(n)|−1 = p
(n)sp(n) holds), then l is of the form 1 + k2n+1
for some k ∈ N∪{0}. This means that if p(n)sp(n) occurs somewhere in η then both of its words
p(n) actually agree with blocks p(n) appearing in the n-decomposition η = p(n)r
(n)
1 p
(n)r
(n)
2 p
(n)....
Proof. This follows by induction on n. The case n = 0 is clear. Let us assume that the
statement holds for n. Consider an occurrence of
w = p(n+1)sp(n+1) = p(n)tp(n)sp(n)tp(n)
with suitable letters s and t in {x, y, z}. By assumption the p(n) are well aligned with the
n-decomposition.
Case 1: s 6= t. By s 6= t, both p(n)tp(n) in the above formula for w will become a p(n+1) in
the (n+ 1)-decomposition. This readily gives the statement.
Case 2: s = t. By Corollary 2.7, there can be no more than three occurrences of s = t
in a row. Thus, again the first and the last p(n)tp(n) will become a p(n+1) in the (n + 1)-
decomposition and the desired statement follows. 
If w is a finite word in Subτ and v is a prefix of w and N is a natural number we define the
index of the word w in wNv by N + |v||w| and denote it by Ind(w,w
Nv). We then define the
index of the word w by
Ind(w) := max{Ind(w,wNv) : v prefix of w,N ∈ N, wNv ∈ Subτ}.
As our subshift is minimal and aperiodic the index of every word can easily be seen to be
finite. We define the index of the subshift (also known as critical exponent) as
Ind(Ωτ ) = sup{Ind(w) : w ∈ Subτ}.
Theorem 2.14 (Index of Ωτ ). The sequence η does not contain a fourth power i.e. for every
w ∈ Subτ the inequality Ind(w) < 4 holds. In particular, we have 4 = Ind(Ωτ ).
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Proof. We show that η does not contain a fourth power. The statement on the index is then
a direct consequence from Lemma 2.12.
We consider the index of a word w ∈ Subτ . We first consider the case |w| ≤ 3. If |w| = 1
or |w| = 3 then w either starts and ends with an a or starts and ends with a letter which is
not a. In both cases ww can not occur as exactly every other letter of η is an a. If w = 2 we
have w ∈ {ax, ay, az, xa, ya, za} and from Corollary 2.7 we infer that wwww can not occur.
We now consider the case |p(n)| + 1 = 2n+1 ≤ |w| ≤ |p(n+1)| for some n ≥ 1. Assume that
www occurs in Subτ .
Claim. The length of w is given by |w| = |p(n)|+ 1 = 2n+1.
Proof of Claim. Consider the n-decomposition of η at an occurrence of www. By ’chopping
off’ a suffix of www of length less than |p(n)| < |w| we infer that there exists a word v of the
same length as w such that vv occurs in η and starts exactly at the beginning of a p(n) of the
n-decomposition of η i.e. such that vv is a prefix of a part of the n-decomposition given by
p(n)r
(n)
k p
(n)r
(n)
k+1p
(n)r
(n)
k+2p
(n).
Consider the n− 1 decomposition of this word. It is given by
p(n−1)sp(n−1)r(n)k p
(n−1)sp(n−1)r(n)k+1p
(n−1)sp(n−1)r(n)k+2p
(n−1)sp(n−1)
with s ∈ {x, y, z} suitable. From Proposition 2.13 (applied with p(n) instead of p(n+1)) we
then infer that the words v must be well-aligned with the occurrences of the p(n−1). This
gives |v| = |p(n)|+ 1 or |v| = |p(n)|+ 1 + |p(n−1)|. The second case can easily be seen to yield
s = rk = rk+1 = rk+2 and this contradicts Proposition 2.7. This proves the claim.
Assume now that w with |p(n)| + 1 = 2n+1 ≤ |w| ≤ |p(n+1)| is such that wwww occurs in
η. By the claim, we then have |w| = |p(n)| + 1. Considering the n-partition of η we infer
the existence of a fourth power of a single letter in the sequence r(n) contradicting Corollary
2.7. 
The remaining two parts of this section are not used in the proofs of our main results on
spectral theory. Instead they contain some discussion of further properties of the subshift
Ωτ . In this context we also note that it is possible to determine the word complexity of the
subshift based on the decompositions provided above. Details are given in [23, 24].
2.4. Generating the fixed point η by an automaton. In this section we show that the
fixed point of the substitution can be generated by an automaton. This fits to the general
theory on how to exhibit fixed points of substitutions by automata, see e.g. the monograph
[1] to which we also refer for background on automata.
Consider the automaton A from figure 4. It is an automaton over the alphabet {0, 1} with
four states q0, q1, q2, q3 labeled by a, x, y, z respectively. Then, the infinite sequence
Aq0 : N ∪ {0} −→ {a, x, y, z}
generated by the automaton with initial state q0 is defined as follows: Write n ∈ N ∪ {0} in
its binary expansion as
n = x02
i + x12
i−1 + · · ·+ xi−12 + xi
with i ∈ N ∪ {0} and xj ∈ {0, 1}, j = 0, . . . , i. Consider now the path pn in the automaton
starting in q0 and following the sequence x0x1 . . . xi. Then, Aq0(n) is defined to be the label
of the state where this path ends.
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 q0/a q1 /x  
q2 /y  
q3 /z 
0 
0 
1 
0 
1 
1 
1 
0 
Figure 4. The automaton generating η
Theorem 2.15. The fixed point η of τ agrees with Aq0 (where the fixed point is considered
as a map from N ∪ {0} to {a, x, y, z}).
This theorem is an immediate consequence of the next proposition. To state the proposition
we will need some further pieces of notation. For each n ∈ N ∪ {0} and each state q of the
automaton we define f (n)(q) to be the word over {a, x, y, z} of length 2n obtained in the
following way: Let v1, . . . , v2n be the list of all words of length n over {0, 1} in lexicographic
order (where 0 < 1). Consider now for each k = 1, . . . , 2n the path in the automaton starting
at q and following the word vk. Then, the k-th letter of f
(n)(q) is defined to be the label of
the state where this path ends.
Proposition 2.16. We have f (n+1)(qi) = p
(n)τn+i(x) for each n ∈ N and i ∈ {0, 1, 2, 3}.
Proof. This is proven by induction (see [23] for further details as well). The case n = 1
follows by inspection. Assume now that the statement is true for some n ≥ 1 and con-
sider n + 1. The lexicographic ordering of the words of length n + 2 over {0, 1} is given by
0v1, . . . 0v2n+1 , 1v1, . . . 1, v2n+1 , where v1, . . . , v2n+1 is the lexicographic ordering of the words
of length n + 1 over {0, 1}. From the rules of the automaton we then obtain f (n+2)(qi) =
f (n+1)(q0)f
(n+1)(qi+1) for each i = 0, 1, 2, 3, where we set q4 = q1. The assumption for n and
the recursion now imply the desired statement. 
2.5. Replacing τ by a primitive substitution. The substitution τ arises naturally in the
study of Grigorchuk groups G and its Schreier graphs (see below). From the point of view
of subshifts it has the disadvantage of not being primitive. It turns out that it is possible to
find a primitive substitution ξ with the same fixed point - and hence the same subshift - as
τ . The material presented here was pointed out to us by Fabien Durand [18].
Consider the substitution ζ on the alphabet {a, x, y, z} with
ζ(a) = ax, ζ(y) = ay, ζ(y) = az, ζ(z) = ax(= ζ(a)).
It is not hard to see that this is a primitive substitution.
Proposition 2.17. For any natural number n the equality ζn(a) = τn−1(a)τn−1(x) holds.
In particular, the fixed point η of τ agrees with the fixed point of ζ and the subshift (Ωζ , T )
generated by ζ agrees with (Ωτ , T ).
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Proof. This follows rather directly by induction. A discussion including further details can
also be found in [23]. 
Subshifts associated to primitive substitutions are linearly repetitive [17, 13]. Thus, one can
base an alternative proof of Theorem 2.1 on the preceding result. Also, as ζ has constant
length (i.e. the length of ζ(t) is the same for any t) and ζ(t) starts with a for any t, a
result of Dekking [16] implies purely discrete spectrum as well as that the so-called maximal
equicontinuous factor is the binary odometer, see [23] for a more detailed exposition.
3. Connecting the dynamical system (X,G) with the subshift (Ωτ , T )
In this section we will link the Schreier graphs of Grigorchuk’s group G and the subshift Ωτ
in a precise way. Throughout this section we will use the alphabet A = {a, x, y, z} and the
alphabet B = {a, b, c, d}. Moreover, we will denote the metric space of isomorphism classes
of rooted connected graphs with labels in B by G∗(B) (see Section 1 as well).
We will approximate infinite graphs by finite graphs and describe this approximation via
finite words approximating infinite words. To phrase this conveniently, it will be useful for
us to equip the set of all words (finite and infinite) over A with a topology. To do so we will
extend elements of A∗ and AN to functions on Z which take an additional value ? at those
places where they are not originally defined. Specifically, choose an element ? which does not
belong to A and consider the new alphabet A ∪ {?} and equip it with the discrete topology.
Then, (A∪ {?})Z is a compact set in the product topology. For a function ω : Z −→ A∪ {?}
we define its support, supp(ω), via
supp(ω) := ω−1(A).
We then call the elements of
W(A) := {ω ∈ (A ∪ {?})Z : supp(ω) is an interval}
the words associated to A. Here, a subset I of Z is called an interval if with a, b ∈ I also
all c ∈ Z with a ≤ c ≤ b belong to I. Clearly W(A) is a closed subset of (A ∪ {?})Z
which is invariant under the shift T . Hence, W(A) is compact and (W(A), T ) is a subshift
(over the alphabet A ∪ {?}). The elements of A∗ and AN can be canonically identified with
elements of W(A) by extension by ?. More specifically, we will identify w ∈ A∗ with the
function ωw : Z −→ (A∪{?}) defined by ω(w)(n) = wn for n ∈ {1, . . . , |w|} and ω(w)(n) = ?
otherwise. Similarly, we will identify ξ ∈ AN with the function ωξ : Z −→ (A ∪ {?}) defined
by ωξ(n) = ξ(n) for n ∈ N and ωξ(n) = ? otherwise. These identifications will be tacitly
assumed in the sequel.
3.1. The substitution Θ. In this section we present the graph version of τ .
In Section 1.2 we have seen that the action of G on the n-th level of the binary tree gives
rise to the n-th level Schreier graphs Γn, n ∈ N (see Figure 1 as well). As discussed in [4], the
substitutional rules given in Figure 5 describe how to construct recursively the graph Γn+1
from Γn, starting from the Schreier graph of the first level Γ1. Specifically, the construction
consists in replacing the labeled subgraphs of Γn on the top of Figure 5 by the new labeled
graphs given on the bottom of Figure 5:
The substitution rules and an easy induction directly give that for every natural number n
the graph Γn has ’linear structure’ with rightmost vertex given by 1
n and this vertex ’becomes’
the rightmost vertex 1n+1 under the substitution. The leftmost vertex is given by 1n−10.
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⇓ ⇓ ⇓ ⇓
u v u v u v u v
1u 0u 0v 1v 1u 1v 1u 1v 1u 1v
• • • • • • • •
• • • • • • • • • •
d d
a b c d
d b ca a
b
c
Figure 5. The substitution Θ .
These rules, allowing to proceed from Γn to Γn+1, suggest to study the substitution Θ
acting in the following way on the set G∗(B) (see Figure 5 disregarding the notation under
the vertices):
• it keeps the root;
• it replaces the edges labeled by b with edges labeled by d, edges labeled by c with
edges labeled by b and edges labeled by d with edges labeled by c;
• it inserts between two vertices v and w connected by an edge of label a two additional
vertices v1, v2 as well as the following edges: edges with label a from v to v1 and from
w to v2, edges with label b and c respectively between v1 and v2, edges with label d
from v1 to itself and from v2 to itself.
By the very definition of this substitution and the preceding discussion we have the following
result for the finite Schreier graphs.
Proposition 3.1. For every n ∈ N, we have Θ((Γ1n , 1n)) = (Γ1n+1 , 1n+1).
It is not hard to see that Θ is compatible with graph isomorphisms. Thus, Θ induces a map
on the set G∗(B). We will denote this map also by Θ.
3.2. The mapping Gr from words to graphs. Here we will be interested in a special
subset of W(A) introduced at the beginning of this section. This subset W ′(A) consists of
all ω ∈ W(A) satisfying the following two properties:
• 1 belongs to the support of ω (i.e. ω(1) ∈ A).
• Whenever ωnωn+1 is not equal to ? ? then, exactly one of the two letters ωn and ωn+1
is equal to a.
Note that the first condition is automatically satisfied for all elements ofW(A) coming from
A∗, AN and AZ. The second condition means that every other letter is an a. Moreover, it
ensures that the words in question start and finish with the letter a.
We will now construct a map from W ′(A) to the topological space G∗(B). To picture this
map, it will be useful to think of the letters x, y, z as encoding the pairs(
b
c
)
,
(
b
d
)
,
(
c
d
)
,
respectively. Roughly speaking the map will replace a letter (at position n) in the word by
graphs with two vertices (n and n + 1) connected by labeled edges according to the specific
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letter. In particular, in the case of finite words, the number of vertices of the graphs will
exceed the number of letters of the word by one. Here are the details.
To ω ∈ W ′(A) we associate a labeled rooted graph gr(ω) in the following way.
Vertices. The set of vertices is a subset of Z given by the support support(ω) of ω together
with m+ 1 ∈ Z if support(ω) possesses a maximal element m.
Root. By the definition of W ′(A) the number 1 is always a vertex and this vertex is chosen
as the root.
Edges. There are edges between vertices n, k if an only if |n−k| ≤ 1. Specifically, edges are
assigned between n and n + 1 and from n to itself and from n + 1 to itself in the following
way:
• If ω(n) = a, then there is an edge between n and n+ 1 labeled by a.
• If ω(n) = x, then there are two edges between n and n+1; one is labeled by b and the
other is labeled by c. Moreover, there is an additional edge from n to itself labeled by
d and an additional edge from n+ 1 to itself labeled by d.
• If ω(n) = y, then there are two edges between n and n+1; one is labeled by b and the
other is labeled by d. Moreover, there is an additional edge from n to itself labeled
with c and an additional edge from n+ 1 to itself labeled with c.
• If ω(n) = z, then there are two edges between n and n+1; one is labeled by c and the
other is labeled by d. Moreover, there is an additional edge from n to itself labeled
with b and an additional edge from n+ 1 to itself labeled with b.
• If n is the minimal element of the support of ω then there are additional three edges
labeled with b, c, d from n to itself. If n is the maximal element of the support of ω
then there are additional three edges labeled with b, c, d from n to itself.
The map gr gives rise to a map Gr from words to G∗(B) by taking isomorphism classes via
Gr :W ′(A) −→ G∗(B), ω 7→ [gr(ω)],
where [·] denotes the isomorphism class.
Proposition 3.2. The map Gr is continuous.
Proof. Obviously, only local information enters the definition of gr, i.e., two elements ofW ′(A)
which agree on a large interval J ⊂ Z around 1 will give rise to graphs which agree on a large
neighborhood around the root. Now, agreement on large balls around the root is exactly how
the topology on G∗(B) is defined and the continuity statement easily follows. 
3.3. The connection: (X,G) as a factor of (Ωτ , G). In this section we are going to
connect τ , Θ and Gr. More specifically, we will show that Ωτ admits a natural action of G
by homeomorphisms which is orbit equivalent to the shift, and that the dynamical system
(X,G) defined in Section 1.2 is a factor of (Ωτ , G), i.e. there exists a continuous surjective
map, the factor map, ψ : Ωτ −→ X which intertwines the respective actions of G. This factor
map is nothing but the restriction of Gr to Ωτ .
The following immediate consequence of the definitions shows that the map Gr intertwines
the actions of the substitutions τ and Θ.
Proposition 3.3. The substitution τ maps A∗ ∩W ′(A) into itself and the equality Gr ◦ τ =
Θ ◦Gr holds on A∗ ∩W ′(A).
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We can now state and prove the main lemma connecting the substitution τ and the (finite)
Schreier graphs of Grigorchuk’s group G. Recall that F maps a finite or infinite word w to
the isomorphism class of the rooted graph (Γw, w) (compare Section 1.2).
Lemma 3.4 (Connecting Γ and τ). For all n ∈ N we have
Gr(τn−1(a)) = [(Γ1n , 1n)] = F(1n) and Gr(η) = [(Γ1∞ , 1∞)] = F(1∞).
Proof. The first pair of relations follows by an easy induction (compare Figure 5):
n = 1: We have τn−1(a) = a. This translates into a graph gr(a) with two vertices 1 and 2
and one edge between them with label a as well as loops on both vertices with labels b, c, d.
This graph is clearly isomorphic to Γ1.
n =⇒ n+ 1: We can calculate
Gr(τn+1(a)) = Gr(τ(τn(a)))
(Prop. 3.3) = Θ ◦Gr(τn(a))
(statement for n) = Θ(F(1n+1))
(Prop. 3.1 ) = F(1n+2).
This shows the first pair of relations. The second pair of relations can then be deduced from
the continuity of Gr shown in Lemma 3.2 and the continuity of F shown in Lemma 1.1. 
Define the maps A,B,C,D from Ωτ into itself by
• A(ω) = ...ω0ω1|ω2... if ω1 = a and A(ω) = ....ω−1|ω0ω1... if ω0 = a.
• B(ω) = ...ω0ω1|ω2... if ω1 ∈ {x, y}, B(ω) = ....ω−1|ω0ω1... if ω0 ∈ {x, y} and B(ω) = ω
in all other cases.
• C(ω) = ...ω0ω1|ω2... if ω1 ∈ {x, z}, C(ω) = ....ω−1|ω0ω1... if ω0 ∈ {x, z} and C(ω) = ω
in all other cases.
• D(ω) = ...ω0ω1|ω2... if ω1 ∈ {y, z}, D(ω) = ....ω−1|ω0ω1... if ω0 ∈ {y, z} and D(ω) = ω
in all other cases.
Clearly, A,B,C,D are homeomorphisms and involutions. Denote by H the group generated
by A,B,C,D within the group of homeomorphisms of Ωτ .
Theorem 3.5 (Factor theorem). The following statements hold:
(a) The group G is isomorphic to the group H via % : G −→ H with %(a) = A, %(b) = B,
%(c) = C and %(d) = D. In particular, there is a well defined action α of G on Ωτ given by
αg(ω) := %(g)(ω) for g ∈ G and ω ∈ Ωτ and via this action we obtain a dynamical system
(Ωτ , G).
(b) The dynamical system (X,G) is a factor of the dynamical system (Ωτ , G) via the map
ψ : Ωτ −→ X,ω 7→ Gr(ω),
which is two-to-one.
(c) For every ω ∈ Ωτ the orbits {Tnω : n ∈ Z} and {αg(ω) : g ∈ G} coincide.
(d) The dynamical system (Ωτ , G) is uniquely ergodic and the unique T -invariant probability
measure on Ωτ coincides with the unique G-invariant probability measure on Ωτ .
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Remark 3.6. The proof of the theorem shows that G embeds into the topological full group
[[T ]] of (Ωτ , T ), as the action of the generators A,B,C,D on Ωτ can be represented locally
as the action by T±1 and T 0 = id. In this context we also mention a recent article of Matte
Bon [37] showing that the group G (and other groups of intermediate growth introduced by
the first author in [21]) embed into the topological full group [[φ]] of a minimal subshift φ
over a finite alphabet. While his approach is different from ours it leads to the same subshift
for the group G.
Proof. We will show (a) and (b) together. Let us define
Ω1 := {T kτn(a) : n ∈ N ∪ {0}, 0 ≤ k ≤ 2n − 1} and Ω2 := {Tnη : n ∈ N ∪ {0}}.
Recall also the reflection˜on the set Ωτ from Section 2.2, which maps ω = ...ω−1ω0|ω1ω2...
to ω˜ = ...ω2ω1|ω0ω−1... In the proof, we will use the reflected version of the fixed point η
of the substitution τ given by η˜ : {....,−2,−1, 0, 1} −→ A, η˜(n) = η(2 − n). Note that η˜ is
a reflected version of η which is additionally shifted so that 1 belongs to its support. This
latter property is needed as we can only associate rooted graphs to words having 1 in their
support.
Claim 1. The closures Ω1 and Ω2 are compact and the following equalities hold:
Ω1 = Ωτ unionsq {Tnη : n ≥ 0} unionsq {T−nη˜ : n ≥ 0} unionsqΩ1 and Ω2 = Ωτ unionsqΩ2.
Proof of the claim. The sets in question are compact as they are closed subsets of the
compact W(A). It is clear that the unions are disjoint. The equalities follow easily from the
minimality of (Ωτ , T ) (as it implies that every word of Subτ appears in p
(n) for n large enough
and in η).
Claim 2. The following equalities hold:
Gr(Ω1) = Gr(Ωτ ) unionsqGr(Ω1) unionsqGr(Ω2) and Gr(Ω2) = Gr(Ωτ ) unionsqGr(Ω2).
Proof of claim. We only show the statement for Ω1, the statement for Ω2 being even easier.
As Gr is continuous and Ω1 is compact, we have
Gr(Ω1) = Gr(Ω1).
Now, the desired equality follows from Claim 1 and the fact that the graphs associated to η
and to η˜ coincide. Disjointness of the sets in question is clear and Claim 2 is proven.
Let us now show that the range of the restriction of Gr to Ωτ is X and that the map
ψ : Ωτ −→ X,ω 7→ Gr(ω),
is two-to-one. Recall that X denotes the closure of F(T ) in G∗(B) without its isolated points
(see Section 1.2). By continuity of the map F given in Lemma 1.1 we clearly have
F(∂T ) ⊂ {F(x) : x ∈ {0, 1}∗}.
Moreover, Lemma 3.4 implies that for x ∈ {0, 1}∗ with |x| ≥ 1 there exists a k ∈ {0, . . . , 2|x|−1−
1} with
F(x) = Gr(T kτ |x|−1(a))
(as the graph underlying F(x) is exactly Γ1|x| and the only choice left is the root). Putting
this together we infer
F(∂T ) ⊂ Gr(Ω1).
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By Claim 2, this implies F(∂T ) ⊂ Gr(Ωτ ) unionsq Gr(Ω1) unionsq Gr(Ω2). Clearly, the elements of
Gr(Ω1) unionsq Gr(Ω2) are isolated points and thus X ⊂ Gr(Ωτ ). Conversely, by the previous
lemma we obviously have Gr(η) = F(1∞) ∈ F(∂T ). The G-invariance of ∂T then gives
Gr(Ω2) = Gr({Tnη : n ≥ 0}) ⊂ F(G · 1∞) ⊂ F(∂T ).
By Claim 2 this implies Gr(Ωτ ) ⊂ Gr(Ω2) ⊂ F(∂T ). The points in Gr(Ωτ ) are not isolated,
as (Ω, T ) is minimal This implies Gr(Ωτ ) ⊂ X. Put together, these considerations give
X = Gr(Ωτ ).
We next show that the map ψ is two-to-one. As we have just shown, for any x ∈ X there
exists an ω = ...ω−1ω0|ω1ω2... ∈ Ωτ with Gr(ω) = x. Then, ω˜ ∈ {a, x, y, z}Z with
ω˜ = ...ω2ω1|ω0ω−1...
belongs to Ωτ by Proposition 2.8, and clearly satisfies Gr(ω˜) = x as well, by the definition
of Gr. As there is exactly one a among ω0ω1, the two sequences ω and ω˜ are different. This
shows that any x ∈ X has at least two inverse images under Gr. Conversely, the Schreier
graph Gr(ω) clearly determines the sequence ω up to one overall reflection given by˜and the
statement follows.
We now show that the group H generated by A,B,C,D is isomorphic to G. Consider the
surjective map
δ : {a, b, c, d}∗ −→ H
defined by δa := A, δb := B, δc := C, δd := D and δv := δv1 ◦ ... ◦ δvn for v1 . . . vn ∈ {a, b, c, d}n
with n ∈ N. We will show that δ induces a group isomorphism from G to H.
By definition of A,B,C,D,for every s ∈ {a, b, c, d} the equality
(∗) Gr(δsω) = s Gr(ω).
holds. This implies
Gr(δvω) = v1 · ... · vn Gr(ω)
whenever v1 . . . vn ∈ {a, b, c, d}n for some n ∈ N ∪ {0}.
Claim 3. For any ω ∈ Ωτ with T pω 6= ω(s) for all s ∈ {x, y, z} and p ∈ Z we have
Gr−1(v Gr(ω)) ∩ {T kω : k ∈ Z} = {δvω}
for all v = v1 . . . vn ∈ {a, b, c, d}n.
Proof of the claim. We already know that the two inverse images of Gr of an element of X
differ by a reflection .˜ The claim then follows from Corollary 2.10.
Claim 4. For any v = v1 . . . vn ∈ {a, b, c, d}n, δv = id if and only if v1 · . . . · vn = e ∈ G.
Proof of the claim. =⇒: We have δv = id. By Gr(δvω) = v Gr(ω) we can write
Gr(ω) = Gr(δvω) = v Gr(ω)
for any ω ∈ Ωτ . This shows that v acts as the identity on X. Invoking the factor map
φ : X −→ ∂T we infer that the action of v on ∂T is the identity as well. As G acts faithfully
on ∂T , we conclude v = e ∈ G.
⇐=: Assume v = v1 · . . . · vn = e ∈ G. By Claim 3 we have
{δvω} = Gr−1(vGr(ω)) ∩ {Tnω : n ∈ Z} = {ω}
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for all ω ∈ Ωτ with T pω 6= ω(s) for all s ∈ {x, y, z} and p ∈ Z. This shows δv = id on a dense
set in Ωτ and δv = id follows.
From Claim 4 and the definition of δ we directly obtain that there is a group isomorphism
% : G −→ H with %(a) = A, %(b) = B, %(c) = C and %(d) = D.
This completes the proof of statements (a) and (b). The statement (c) is a direct consequence
of the definition of A,B,C,D. Finally, the statement (d) follows easily by considering cylinder
sets around the origin of the form
{ω ∈ Ω : ω(m) . . . ω(m+ |v| − 1) = v}
for v ∈ Wτ and m ∈ Z with m < 0 and m+ |v| − 1 > 0, and noting that the generators of G
act on such sets either as identity or as T or as T−1. 
4. Application to spectral theory of the Laplacians associated to the
Schreier graphs
In this section we will bring the results of all the previous sections together in order to treat
the spectral theory of the operators Mx(t, u, v, w), x ∈ X. We will use Theorem 3.5 to show
that each of these operators is unitarily equivalent to an operator from a family Hω, ω ∈ Ωτ ,
of Schroedinger operator with aperiodic order. Spectral properties of Schroedinger operators
with aperiodic order in turn were heavily studied in the past twenty five years or so (see the
introduction for further details and references). We will then use the combinatorial results of
Section 2 and the known theory of such Schroedinger operators to describe spectral properties
of the Hω, ω ∈ Ωτ and hence the Mx(t, u, v, w), x ∈ X.
Let four parameters t, u, v, w ∈ R be given. Set D := u + v + w and define f : Ωτ −→ R
and g : Ωτ −→ R by
f(ω) :=

t : ω0 = a
D − w : ω0 = x
D − v : ω0 = y
D − u : ω0 = z
and g(ω) :=
 w : ω−1ω0 ∈ {ax, xa}v : ω−1ω0 ∈ {ay, ya}
u : ω−1ω0 ∈ {az, za}
.
For us the actual definition of these functions is not that important. What matters is that
theses functions are locally constant (i.e. their values at ω depond only on ω(−N) . . . ω(N)
for some fixed natural number N). Moreover, we will use that these functions are not periodic
if u = v = w does not hold (as follows directly from Proposition 2.3). We will need the set
P := {(t, u, v, w) ∈ R4 : t 6= 0, u+ v 6= 0, u+ w 6= 0, v + w 6= 0}
as f does not vanish anywhere if and only if the parameters (t, u, v, w) belong to P.
Define for each ω ∈ Ωτ the selfadjoint bounded operator Hω : `2(Z) −→ `2(Z) via
(Hωϕ)(n) = f(T
n−1ω)ϕ(n− 1) + f(Tnω)ϕ(n+ 1) + g(Tnω)ϕ(n)
for all ϕ ∈ `2(Z).
Proposition 4.1. Let (t, u, v, w) ∈ R4 be given. Consider x ∈ X. Then, there exists an
ω ∈ Ωτ such that Hω is unitarily equivalent to Mx(t, u, v, w).
Proof. By the surjectivity of ψ in Theorem 3.5, there exists an ω ∈ Ωτ with ψ(ω) = x. By the
definition of ψ, the graph gr(ω) is then a representative of x (recall that x is an isomorphism
class of graphs). Denote its set of vertices by V . By the definition of gr there exists a map
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j : V −→ Z such that the edges emanating from p ∈ V are described by ωj(p)−1ωj(p). The
map j gives rise to the unitary map
U : `2(Z) −→ `2(V ), ϕ 7→ ϕ ◦ j.
Via this unitary map the operator Mx(t, u, v, w) is converted to the operator
H˜x := U
−1Mx(t, u, v, w)U
on `2(Z). For ϕ ∈ `2(V ), the value of Mx(t, u, v, w)ϕ(p) at a p ∈ V is determined by the
(weights of the) edges emanating from p (and by ϕ). As these edges are encoded by ωj(p)−1ωj(p)
the value of (H˜xU
−1ϕ)(j(p)) is then encoded by the values of ωj(p)−1ωj(p) as well. The exact
dependance on ωj(p)−1ωj(p) follows from an direct calculation and yields H˜x = Hω. 
Combining the previous proposition with known results on Cantor spectrum of Lebesgue
measure zero, we obtain the following result.
Theorem 4.2 (Cantor spectrum). Let (t, u, v, w) ∈ P such that u = v = w does not hold.
Then, there exists a Cantor set Σ of Lebesgue measure zero with Σ = σ(Mx) for all x ∈ X.
Proof. By Corollary 6.6 of [5] (see Corollary 2.3 in [33] for the case f ≡ 1 as well) a family
of Schroedinger operators associated to a linearly repetitive subshift has Cantor spectrum of
Lebesgue measure zero provided the underlying functions f and g are locally constant and
not periodic and f does not vanish. (Corollary 6.6 even allows for a weakening of linear
repetitivity.) Now, the subshift (Ωτ , T ) is linearly repetitive by Theorem 2.1 and clearly f
does not vanish if the parameters belong to the set P. Moreover, as discussed already at the
beginning of this section f and g are locally constant and they are not periodic if u = v = w
does not hold. So, from [5] we obtain that there exists a Cantor set Σ with σ(Hω) = Σ for
all ω ∈ Ωτ . From Proposition 4.1, we then obtain the desired result. 
Remark 4.3. The case u = v = w is treated in [4] and an explicit description of the spectrum
(in terms of the values of u and t) can be found there. From [4] it is also already known that
the spectrum is independent of x ∈ X (where arbitrary values of t, u, v, w are fixed).
We can also use the so-called Gordon Lemma (after [20]) from the theory of Schroedinger
operators with aperiodic order to exclude eigenvalues. The Gordon Lemma does not seem to
be in the literature in the generality needed here. So we briefly discuss some details next.
Lemma 4.4 (Gordon Lemma). Let (fn) and (gn) be two bounded sequences in R with fn 6= 0
for all n ∈ Z. Consider the self-adjoint operator H acting on `2(Z) via
(Hϕ)(n) = fnϕ(n+ 1) + fn−1ϕ(n− 1) + gnϕ(n).
If there exists a sequence of natural numbers Lk →∞ such that for every k
(fn, gn) = (fn−Lk , gn−Lk) = (fn+Lk , gn+Lk)
with n = 1, . . . , Lk, then the operator H does not have any eigenvalues.
Proof. In the case f ≡ 1 this is well-known, see e.g. the review [7]. The proof presented there
can be adapted to our more general case: Choose E ∈ R arbitrarily and consider functions
u : Z −→ C with fnu(n+ 1) + fn−1u(n− 1) + (gn−E)u(n) = 0 for all n ∈ Z. Define for such
a function and each n ∈ Z
u˜n :=
(
u(n+ 1)
fnu(n)
)
∈ C2.
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Let the transfer matrix M˜n be the linear map which sends u˜0 to u˜n (for any such u).
We have to show that such a function u does not belong to `2(Z) except if u vanishes
everywhere.
Note that all M˜n have determinant equal to one (see e.g. [5]). Given this, we can now
continue as in the proof of the usual Gordon lemma to conclude (for all k ∈ Z)
max{‖u˜2Lk‖, ‖u˜Lk‖, ‖u˜−Lk‖} ≥
1
4
‖u˜0‖,
where ‖·‖ denotes the Euclidean norm on C2. As (fn) is bounded and non-zero and Lk →∞,
the function u can not belong to `2 (except if it vanishes everywhere). 
Corollary 4.5. Let (Ω, T ) be a subshift over a finite alphabet, ω ∈ Ω. Let f, g : Ω −→ R
be locally constant such that f is nowhere zero. Assume that there exists a sequence of finite
words wn with |wn| → ∞ as well as non-empty prefixes vn of wn with |vn| → ∞ such that
ω = ...wnwn|wnvn...,
where | denotes the position of the origin. Then, Hω does not have any eigenvalues.
Proof. By assumption, f, g are locally constant. After applying a suitable shift we can then
assume without loss of generality that there exists an N ∈ N such that the values of f and g
only depend on the positions 0, . . . , N . For sufficiently large values of n we will have |vn| ≥ N .
Thus, the sequences k 7→ f(T kω) and k 7→ g(T kω) will satisfy the assumptions of the previous
lemma. The lemma then gives the desired statement. 
Theorem 4.6 (Absence of eigenvalues). Assume (t, u, v, w) ∈ P and u = v = w does not
hold.
(a) For almost every x ∈ X the operator Mx(t, u, v, w) does not have eigenvalues. In
particular, for µ-almost every ξ ∈ ∂T the operator Mξ does not have eigenvalues.
(b) For every x ∈ X1 the operator Mx does not have eigenvalues.
Proof. The first statement of (a) with Hω instead of Mx(t, u, v, w) can be shown by combining
Corollary 4.5 with Lemma 2.11. The actual statement for the Mx(t, u, v, w) then follows from
Proposition 4.1. The last statement of (a) then follows from the discussion in Section 1.2,
which provided an almost everywhere one-to-one map φ : X −→ ∂T .
Part (b) follows by combining Corollary 4.5 with Lemma 2.12 and Proposition 4.1. 
Remark 4.7. In this section we were concerned with (t, u, v, w) ∈ P. For every (t, u, v, w) /∈ P
the operator in question can be decomposed as a sum of finitely many finite dimensional
operators each appearing with infinite multiplicity. Thus, the spectrum is pure point with
finitely many eigenvalues each with infinite multiplicity.
5. Outlook
Besides generalization of our results and further study of groups with linear Schreier graphs,
as described in the introduction, we would like to discuss here various further alleys of research.
We plan to work on these issues in the future.
Absence of eigenvalues. Our results show absence of eigenvalues for ’most’ of the operators
Mx(t, u, v, w), x ∈ X, as well as for a few particularly interesting special cases. It is an open
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question whether this absence of eigenvalues actually holds for all values of the parameters
x ∈ X.
Other self-similar groups. The group G studied in this paper belongs to the class of self-
similar groups. In many cases, self-similarity of a group action on a regular rooted tree leads to
a finite collection of rules that allow one to construct inductively the Schreier graphs {Γn}n≥1
for the action on the levels of the tree. Linearity of Schreier graphs was important in our
approach, however, it is possible that similar considerations can be carried out also for other
self-similar groups with Schreier graphs of higher complexity . This is especially interesting in
relation with the spectral problem of Schreier graphs of other ’important’ self-similar groups
like the Basilica group or the Hanoi Tower group where only partial results exist so far.
Finer spectral properties. Various tools are available nowadays to study finer Hausdorff
properties of spectra of Schroedinger operators associated with aperiodic order (see e.g. [8]
for a recent survey). This machinery is (mostly) based on showing that the spectrum is
dynamically generated by some maps. These maps arise via traces of periodic approximants
and are called ’trace maps’. It is tempting to think that these ideas can be applied to our
example. In fact, this may tie in well with the way how the infinite Schreier graphs are
generated via approximation by Γn’s.
Exploration of spectra via the map F . Our approach to the spectral properties of the
Laplacian is very different from the one in [4]. Their approach works via a map F encoding
the self-similar structure of the spectrum, and the spectrum is then seen as a the intersection
of a line and a certain F -invariant set ∆ in Euclidean space that has to be identified among
all F -invariant subsets. A similar method was also applied in [14] for spectral computations
of an oriented Laplacian related to the dimers model on the Schreier graphs of self-similar
groups. It will be very interesting to see whether the knowledge of spectral properties gained
in the present paper can help to further explore the approach to the Laplacian spectrum via
the map F . Also, it seems not unreasonable that there is a connection between the map F
and the approach to spectral properties via trace maps mentioned in the previous point.
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