Lurie-Postnikov systems with impulses and structural perturbation. A number of absolutely stable on s theorems of the Lyapunov type for Lurie-Postnikov systems are proved, extending and generalizing previous work on the subject. These results are applied to some fourth-order Lurie-Postnikov type systems decomposed into two systems.
Introduction
A system of the Lurie-Postnikov type can be considered complex for the great number of its nonlinearities and/or for the nonstationarity and rich structure of its form.
A system can be considered large scale due to several intrinsic features, among which are included:
(a) high dimensionality, (b) manifold of the system structure (networks, trees, hierarchical strueture, etc.), 1This work was done when the author was visiting the Department of Mathematics, University of Ioannina, in the framework of the NATO Science Fellowships Programme through the Greek Ministry of National Economy.
(c) multiple connections of the system elements (sub-systems, interconnection in one level and between different levels of hierarchy), (d) manifold of the elements nature (machines, automata, robots, people-operators), (e) recurrence of change of the system composition and state (variability of the system's structure, connections and composition), (f) multiple criteria of the system (difference between local criteria for sub-systems and global criteria for a system in the whole, i.e., their inconsistency).
A direct analysis of a dynamic property (such as stability, controllability, observability, optimality and robustness) of large-scale Lurie-Postnikov systems can be cumbersome, or even impossible. In the framework of stability analysis, this means that the direct Lyapunov method, the most general and powerful for stability analysis, cannot be effectively applied to large-scale Lurie-Postnikov systems, due to the lack of an algorithm for the construction of a set Lyapunov function. This problem can be somewhat diminished by the application of matrix-valued Lyapunov functions which admit a broader class of auxiliary functions suitable for the investigation of stability problems.
The aim of this paper is to apply some general results from [6-9] to the stability analysis of large-scale Lurie-Postnikov impulsive systems under structural perturbation. Sufficient conditions for absolute stability on , are established.
Large-Scale Impulsive Lurie-Postnikov System
We consider the large-scale impulsive system (1) c x(xr(x)) i-l,2,...,s, t-rk(x), k-1,2,... 
where Am(Pii are the minimal and AM(Pii are the maximal eigenvalues of the 1/2 T matrices Pi{, and A M (PijPij) is the norm of the matrices P{j.
Using the matrix-valued function (4) and the constant vector r/-(1, 1,..., 1)E Rs+, we construct the function v(, ) u() (7) and consider its total derivative where DV(x, rl) ITDu(x)rl,
along the solutions of system (1). Lemma 1-If the estimates of (6) are satisfied, then for the function (7) 
Lemma 2-If for system (1) the matrix-valued function (4) is constructed with the elements (5), then for the derivatives of functions (5) along with solutions of (1) The proof is carried out the same way as in Lemma 2 in [7] . The proof is similar to that of Lemma 4 in [7] . For system (1), the following stability problem is formulated. It is necessary to formulate conditions related to the coefficients which appear in the system and also to introduce structural perturbation, such that the trivial solution of system (1) is asymptotically stable in the whole on s for an arbitrary function f of the class under consideration.
In view of the results from [2, 6-9] we shall introduce the following notions. Definition 1: The zero solution x 0 of (1) is absolutely stable under structural perturbation (i.e., absolutely stable on s) if it is absolutely stable for each S E s in the sense of Lurie-Postnikov [5].
The above lemmas and corollaries allow us to establish sufficient conditions for absolute stability of the zero solution of system (1) on s" Theorem 1: Let system (1) be such that the matrix-valued function (4) is constructed with the elements (5) and (i) the matrix A in (9) is positive definite, i.e., Am(A > O; (ii) the matrix 0 in (12) is negative semidefinite or equals to zero, i.e., i(O)_O; (iii) A Then the zero solution of system (1) is absolutely stable on Proof: Under all conditions of Theorem 1, (a) the function V(x, rl) (see (7) )is positive definite; (b) for the function V(x, ) and t rk(x), k 1,2,.. By Theorem 1 from [7] for (a)-(c) the zero solution of system (1)is asymptotically stable in the whole on s" Since here ix-Rni i-1 2 s and x-"N'lx x ,.'., "ffsx Rn" Theorem 2: Let system (1) be such that the matrix-valued function (4) is constructed with the elements (5) and (i) the matrix A in (9) is satisfied, then the zero solution of system (1) is absolutely stable on The proof follows from Lemmas 1-4 and Theorem 2 in [7] . Theorem 3: Let system (1) be such that the matrix-valued function (4) is constructed with the elements (5) and (i) the matrix A in (9) is positive definite, i.e., Am(A > 0; (ii) the matrix 0 in (12) is positive definite, i.e., AM(O > 0; (iii) the matrix A* in (15) is positive definite, i.e., AM(A* > 0;
(iv) the functions Vk(X), k 1,2,..., for some 01 > 0 satisfy the inequality max vk(x minr k_ l(X) < 01, ] 1,2, 
(1 0) A12 A21 0 1 1) 
It is easy to check that matrices 19 and h are negative definite. Therefore, all conditions of Theorem 1 are satisfied and the zero solution of system (1) specified by vectors and matrices (18) is absolutely stable on
