Abstract. It is clear that the negation map can be used to speed up the computation of elliptic curve discrete logarithms with the Pollard rho method. However, the random walks defined on elliptic curve points equivalence class {±P } used by Pollard rho will always get trapped in fruitless cycles. We propose an efficient alternative approach to resolve fruitless cycles. Besides the theoretical analysis, we also examine the performance of the new algorithm in experiments with elliptic curve groups. The experiment results show that we can achieve the speedup by a factor extremely close to √ 2, which is the best performance one can achieve in theory, using the new algorithm with the negation map.
Introduction
The discrete logarithm problem(DLP) is an important problem in modern cryptography. The security of various cryptographic systems and protocols relies on the presumed computational difficulty of solving the discrete logarithm problem, such as the ElGamal signature and encryption schemes [7] , the U.S. governments Digital Signature Algorithm(DSA) [8] , the Schnorr signature scheme [18] , etc. Originally, they worked with multiplicative groups of finite prime fields. Once elliptic curve cryptosystems were proposed by Koblitz [13] and Miller [15] , analogous practical systems based on the DLP in groups of points of elliptic curves over finite fields were designed [14] .
For elliptic curve discrete logarithm problem(ECDLP), Pollard rho method [17] and its parallelized variant [21] are at present known as the best generic algorithms. These methods work for any cyclic groups and do not make use of any additional structure present in elliptic curve groups. By exploiting the group structure of elliptic curves over finite fields, Gallant, Lambert and Vanstone [9] , and Wiener and Zuccherato [22] pointed out that Pollard rho method can be speedup by defining the random walk on the equivalence classes.
For point P of elliptic curves over finite fields GF (p) or binary extension fields GF (2 m ), it is trivial to determine its inverse −P . Therefore, we can consider the negation map as the equivalence relation ∼, and define the random walk on the equivalence classes to halve the search space. Theoretically, one can achieve a speedup by a factor of √ 2 when solving ECDLP. Furthermore, for the elliptic curves over GF (2 m ) with coefficients in GF (2), called anomalous binary curves or Koblitz curves, it is suggested to define the equivalence relation by combining the Frobenius endomorphism and the negation map to get a speedup of √ 2m [9] [22] . For the Jacobian group of hyperelliptic curves over finite fields, one can obtain a speedup of √ t if there is an automorphism of order t [6] . However, when computing ECDLP with the Pollard rho method, one define random walks on the equivalence classes to make use of the negation map, which always leads to fruitless cycles. Several works [3] [6] [9] [22] have analyzed the appearance of fruitless cycles, and various methods have been proposed to deal with them. Methods from previous works can be summarized into the following aspects: 1) look ahead technique to reduce the short fruitless cycles, 2) iteration functions with doubling to reduce the occurrence and recurrence of the cycles, 3) cycle detection approaches and 4) cycle escape techniques. In practice, one may combine these methods to achieve the best performance.
The purpose of using the negation map is to obtain a speedup, hopefully by a factor of √ 2. However, currently the general result reported in the literature is the speedup by a factor of 1.29 [3] , except for the case of combining the Frobenius endomorphism and the negation map for the Koblitz curves. We analyze the previously published methods to deal with the fruitless cycles, and show their inefficiency. This may explain why it is seldom to make use of the negation map to solve ECDLPs in practice, such as Certicom ECC challenges, except for the cases of Koblitz curves. We note that similar efforts to achieve the speedup by a factor close to √ 2 for SIMD (single instruction, multiple data) architectures with similar strategy but different approach has been independently done by Bernstein, Lange and Schwabe [2] .
We describe effective alternative approaches based on cycle detection and escape strategy to resolve fruitless cycles. More precisely, we analyze the precise probabilities for appearance of the fruitless 2t-cycles, and discuss the previous methods, then propose alternative iteration functions for the rho method based on an efficient cycle detection and escape method. Besides the theoretical analysis, we also compare their performances in experiments with elliptic curve groups. The experiment results show that we can achieve the speedup by a factor extremely close to √ 2, which is the best performance one can achieve in theory, using the new algorithm with the negation map.
The remainder of this paper is organized as follows. In Section 2, we recall the Pollard rho method for elliptical curve discrete logarithm computation and fruitless cycles, and also analyze the previous methods to handle these cycles. We propose alternative iteration functions for the rho method based on an efficient fruitless cycles detection method in section 3 and present our experiments in section 4. We conclude the paper in section 5.
In this section, we describe the Pollard rho method for elliptical curve discrete logarithm computation and fruitless cycles, and then discuss the previous methods to handle these cycles.
Let E be an elliptic curve defined over a finite field F q . Let P ∈ E be a point of prime order n, and let ⟨P ⟩ be the prime order subgroup of E generated by P . If Q ∈ ⟨P ⟩, then Q = kP for some integer k, 0 ≤ k < n, called the logarithm of Q to the base P , denoted log P Q. The problem of finding k, given P, Q, and the parameters of E, is known as the elliptic curve discrete logarithm problem(ECDLP). In elliptic curve cryptography, the major security consideration is the intractability of the ECDLP.
Pollard rho Method
Pollard [17] proposed an elegant generic algorithm for the discrete logarithms based on the Birthday Paradox and called it the rho method, which is an improvement over the well-known "baby-step giant-step" algorithm, attributed to Shanks [5] . Shanks' method allows one to compute discrete logarithms in a cyclic group G of order n in deterministic time O( √ n) and space for √ n group elements. Pollard rho method also has time complexity O( √ n) with only negligible space requirements; it is thus preferable.
Pollard rho method works by first defining a sequence of elements that will be periodically recurrent, then looking for a match in the sequence. The match will lead to a solution of the discrete logarithm problem with high probability. The two key ideas involved are the iteration function for generating the sequence and the cycle-finding algorithm for detecting a match.
If G is any finite set and F : G → G is a mapping and the sequence (X i ) in G is defined by the rule:
this sequence is ultimately periodic. Hence, there exist unique integers µ ≥ 0 and λ ≥ 1 such that X 0 , ..., X µ+λ−1 are all distinct, but X i = X i+λ for all i ≥ µ. A pair (X i , X j ) of two elements of the sequence is called a match if X i = X j where i ̸ = j. Under the assumption that an iteration function F : G → G behaves like a truly random mapping and the initial value X 0 is a randomly chosen group element, the expected number of evaluations before a match appears is E(µ + λ) = √ π|G|/2 [11] . Pollard rho method can be easily generalized to compute discrete logarithms in arbitrary finite abelian groups, such as in groups of points of elliptic curves over finite fields. Here, we describe Teske's r-adding walk [19] , a modified version of the rho method to compute ECDLPs.
Let P be a point of prime order n on an elliptic curve E over finite field, and let G be the subgroup of E generated by P . For any Q ∈ G, to compute k such that Q = kP , we divide the group G into r subsets: S 1 , S 2 , · · · , S r of roughly equal size, and the r-adding walk define the iteration function F : G → G as follows:
where m j and n j randomly chosen from [0, n − 1] and (m j P + n j Q) can be precomputed for j = 1, 2, · · · , r. Let the initial value Y 0 = a 0 P + b 0 Q where a 0 and b 0 are two random numbers in [0, n − 1]. Then each Y i has the form a i P + b i Q, and the sequences of (a i ) and (b i ) can be updated as follows,
Hence, as soon as we have a match (Y i , Y j ), we have the following equation:
Due to the method of Pohlig and Hellman [16] , in practice applications the group order n is prime, so that it is very unlikely that gcd(b i − b j , n) > 1 if n is large. Teske [19] found experimentally that r-adding walk with r ≥ 20 perform very close to a random walk.
Negation Map and Fruitless Cycles
Notice that given a point P = (x, y) on an elliptic curve over finite field, it is trivial to determine its negative. That is −P = (x, −y) for the elliptic curve E over GF (p) where p is an odd prime, and −P = (x, x + y) for the elliptic curve E over GF (2 m ). Thus, at every step of the iteration for the Pollard rho method, both Y i and −Y i could be easily computed.
Therefore, we can consider the negation map as the equivalence relation ∼, and define the random walk of the rho method on the equivalence classes to reduce the size of the space that is being searched by a factor of 2. We can do this by replacing Y i with ±Y i at each step in a canonical way. A simple way to do this is to choose the one that has smallest y coordinate when its binary representation is interpreted as an integer. Because the extra computational effort in determining which of Y i and −Y i to accept is negligible, theoretically, the expected running time of the algorithm will be reduced by a factor of √ 2. This improvement is valid for any elliptic curve.
Fruitless Cycles. However, define the iteration function on such equivalence classes always leads to trivial fruitless cycles. Suppose that Y i ∈ S j and Y i+1 = −(Y i +m j P +n j Q) (with probability
(with probability 1), thereby the random walk falls into a useless 2-cycle. It follows that a fruitless 2-cycle starts from a random point with probability 1 2r [6] . Let R j = m j P + n j Q, then we can denote this 2-cycle as follows,
Similarly, the random walk may also fall into fruitless 4-cycle, 6-cycle, 8-cycle and so on with different probabilities. Typically, a fruitless 4-cycle without proper sub-cycle may have the form,
The cycle may be entered at any of its four point. We will discuss in detail the probabilities for a random point falls into these fruitless cycles in next section.
Using Frobenius Endomorphism. Notice that for Koblitz curves, the map
is called the Frobenius endomorphism. There exists an integer λ such that ϕ(P ) = λP for all points P in G. Hence, one can define the equivalence relation by combining the Frobenius endomorphism and the negation map to get a speedup of √ 2m [9] [22]. Based on Harley's work on ECC2K-95/ECC-2K108 [10] and [9] , Bailey et al. [1] proposed an efficient and practical alternative iteration function for the rho method, which can successfully avoid the fruitless cycles. The new iteration function is given by
where l is a function defined on the equivalence classes, which ensure that points from the same equivalence class have the same value l. For example, [1] 
That is the variant iteration function is well defined on equivalence classes, and can combine with the distinguished points technique to achieve a speedup of √ 2m. However, this method can only work with Koblitz curves.
Dealing with Fruitless Cycles. To reduce the occurrence of 2-cycles, Wiener and Zuccherato [22] propose to use a look-ahead technique which proceeds as follows. For each step of the random walk, check the current point and the coming next point, if both of them belong to the the same partition, then replace the next point by a new point with certain deterministic rules, thus reduce the probability that two successive points belong to the same partition. More precisely, for Y i ∈ S j define the next point as follows,
The third case is a very low probability event, expected to happen once every r r steps. The expected cost per step of the walk is increased by a factor, which lies between 1 + Although the look-ahead technique reduces the frequency of 2-cycles, they may still occur [22] . Furthermore, Bos et al. [3] pointed out that this 2-cycles reduction technique introduces new 2-cycles and 4-cycles, which occurs with probability 
However, it is well known that just addressing 2-cycles does not solve the problem of fruitless cycles, because longer cycles will occur as well. Reducing their occurrence requires additional overhead on top of what is already incurred to reduce 2-cycles. Given that fruitless cycles are unavoidable, they must be effectively dealt with when they occur.
Gallant et al. [9] proposed a general approach to detect cycles and to escape from them: after α steps record a length β sequence of successive points and compare the next point to these β points. If a cycle is detected a cycle representative point Y [3] analyze these cycle escape methods, and suggested that it is better to set Y i+1 = 2Y ′ i . Because 2-cycles are more frequent, in practice one may combine the 2-cycle reduction method with the αβ-cycle detection and escape method to deal with fruitless cycles.
New Alternative Approaches
In this section we discuss fruitless cycles in greater detail and analyze the previous methods. Then we propose alternative iteration functions for the rho method based on an efficient cycle detection and escape method.
Motivation
To better understand the issue of fruitless cycles, we need to know the exact probabilities for a random point falls into fruitless 2t-cycles, where t equal to 1, 2, 3, . . . , and so on. More precisely, we have the following fact. Proof. It is clear that the probability for a random point falls into a fruitless 2t-cycle without considering excluding certain sub-cycles is
However, the above probability for a random point falls into a fruitless 2t-cycle include the cases that the point falls into certain sub-cycles with the cycle length less than 2t. The sub-cycles accounts for a certain proportion of the total cases, thus P r(2t-cycle) = c · P r(2t-cycle with sub-cycles), where c ∈ (0, 1].
For the trivial case t = 1, there is no sub-cycle, then c = 1. For the cases t = 2 and 3, the sub-cycles accounts for half of the total cases, that is c = 
It is easy to check that, for t ≥ 4
Combine all the above cases, we have
According to Theorem 1, we present the precise probabilities for a random point falls into fruitless 2t-cycles in Table 1 , where t can be 1, 2, 3 and so on, and r equals to 20, 128 and 1024, the typical values suggested by the literature. Notice that the probability to enter a fruitless cycle decrease with increasing r. However, it [3] shows that increasing r-values always leads to poor performance for the iteration functions. Generally, r cannot be chosen large enough to both avoid fruitless cycles and achieve adequate performance. Therefore, we need certain techniques to deal with fruitless cycles.
As we mentioned above, currently the general solution is combining the 2-cycle reduction method with the αβ-cycle detection and doubling-based escape to achieve a speedup by a factor of 1.29 using the negation map, which is less than the speedup factor of √ 2 in theory. Bos et al. [3] concluded that "We measured to what extent our failure to achieve a speedup by a factor of √ 2 can be blamed on cycle detection and escape and other overheads". Therefore, we are expected to provide a better cycle detection method.
The Main Algorithm
To solve the fruitless cycles, our basic idea is quite simple. The random walk proceeds as usual, whenever it falls into a fruitless cycle, it can escape the cycle from certain escape-point. If Y i ∈ S j , then our iteration function can be defined as follows,
To make the above iteration function efficient, one needs an effective method to detect the fruitless cycles of various length with different probabilities and an efficient way to determine proper escape point. That is, during the random walk we keep the minimum point of N successive points, if the random walk entered certain fruitless cycle, we will get collision between the minimum points very soon. By properly set the integer N , one can detect and escape these fruitless cycles whose length less than or equal to N .
Generally, one can determine the parameter N according to Table 1 , which means N varies with different r and the size of the group G. Typically, one may set N = 12, 16, 20. However, we will show later that when the random walk falls into fruitless cycles, on average it needs about 2.75N additional iterations before we detect it using the above algorithm. Hence it will be inefficient to detect the more frequent fruitless 2-cycles and 4-cycles, especially when r is small. Therefore, it is necessary to improve the above algorithm to detect the short cycles more efficiently, and we illustrate as follows: For efficiency, generally we assume N is multiple of 4 We show the above procedures in the following Fig. 1 . 
Remark 1.
In fact to find the minimum one from two points, it is not necessary to find the one with exact minimum x-coordinate (or y-coordinate). For the new algorithm, one can define the minimum point as the point whose least 32 bits is the minimum when interpreted as an integer. Hence the cost of operation to choose the minimum one from two points is much cheaper than compare two points or find the one with exact minimum x-coordinate (or y-coordinate).
Obviously, when we set certain point Y i as the minimum point or the escape point, we need track the corresponding indices a i and b i , such that Y i = a i P + b i Q. Note that the above algorithm leads to the new iteration function we have defined in this section. More important, Y i+1 still depends solely on Y i , which is a requirement for distinguished point method to work.
Here, we demonstrate the new iteration function with the parallelized Pollard rho, that is on input an initial point Y 0 , the algorithm proceed with the new iteration function, and finally return a distinguished point. Assuming the function
Let DP be the set of distinguished points and EP be a variable to keep escape point. Then we have the following Algorithm 1 for the typical case N = 16.
Algorithm 1 New Algorithm for Pollard rho with the Negation Map
for i = 1 to 4 do 10:
for j = 1 to 4 do 11:
if Yj ∈ DP then 13:
return Yj 14:
end if 15:
end for 16: In fact, when we detect a cycle according to the new algorithm, we need to check whether it is a valid cycle, which figures out the ECDLP, or an invalid cycle. However, the probability that such cycle with length less than or equal to N is valid can be neglected. Therefore, for efficiency we just omit such check.
Analysis
For the new algorithm, there is a probability that we can not detect the collision or cycle immediately when it happens. On average it needs to compute 3 additional points to detect a fruitless 2-cycle and about 7 additional points to detect a fruitless 4-cycle when the random walk reachs certain cycle.
For the rest fruitless 2t-cycles with much smaller probabilities, where 4 < 2t ≤ N , the new algorithm detect them by checking whether Y new = Y min . Generally with high probability, the new algorithm will detect such cycles within certain additional points. More precisely, we have the following theorem. Proof. Let I i be the set that consists of the ith N successive values generated by iteration function F . That is,
For finite group G, the sequence produced by F is eventually period. That is, for any fixed F and Y 0 , there exist certain integers m and n, such that and also I m+i
To prove the theorem, we divide it into two cases, that is k = 0 and k = 1, 2, · · · . For k = 0, let min m and min n be the minimum value of I m and I n , then
That is, the probability of successfully detecting the collision within the first two intersection sets is For each of k = 1, 2, · · · , we notice that, for two (intersected) sets I i and I j , let min i and min j be the minimum value of I i and I j , respectively, we have
Therefore, we have
Combining the above two cases, under the assumption that the iteration function F : G → G is a random mapping, one detect fruitless 2t-cycles with 4 ≤ 2t ≤ N using Algorithm 1, the number of additional iterations before finding and escaping the cycle from the minimum values is (k + (k−1) where k = 0, 1, 2, · · · . Hence, the expected number of additional iterations is
Therefore, the new algorithm is a probabilistic algorithm. There is a probability that we can not detect the collision or cycle immediately when it happens. However, with high probability, the random walk will escape the cycle within certain additional iterations.
Compare to the traditional iteration function without negation map, on average the new algorithm introduce one integer comparison for each iteration to track certain minimum point. For each 2-cycle and 4-cycle, on average it needs 3 additional iterations and 7 additional iterations to detect and escape the cycle. For the rest 2t-cycles, where 2t ≤ N , it is expected to compute 2.75N additional iterations to detect and escape the cycle. As a result, we resolved the fruitless cycles with negligible additional operations, that is we can achieve the speedup by a factor extremely close to √ 2 using the new algorithm with the negation map.
Experiments
To evaluate the efficiency of the new algorithm, we implemented and compared the parallelized Pollard rho method with the negation map and without the negation map for the Certicom ECCp-131 challenge [4] . We also examined the performances of the new algorithm with different r and N . In this section, we describe these experiments and analysis the results.
For our experiments, we briefly introduce the elliptic curve groups over prime fields and the notation we use in the following. Let q be a prime and let F q denote F q denote the field Z q of integers modulo q. Let a, b ∈ F q such that 4a 3 +27b 2 ̸ = 0. Then the elliptic curve F q is defined through the equation
The set of all solutions (x, y) ∈ F q × F q of this equation, together with the element O called the "point at infinity", forms a finite abelian group which we denote by E a,b (F q ). Usually, this group is written additively. Let P ∈ E a,b (F q ) be a point of prime order n, let G denote the subgroup of E generated by P . Given Q ∈ G, determine the integer 0 ≤ k < n such that Q = kP . The parameters can be found online on Certicom's website [4] . For the iteration function, we use the Teske's r-adding walk, and set r be 20, 128 and 1024, respectively.
Let W = (x, y) be any point of G, we define the partition of G into r subsets S 1 , S 2 , · · · , S r as follows. First we compute a rational approximation A of the golden ratio
, with a precision of 2 + ⌊log 10 (qr)⌋ decimal places. Let
where Ax − ⌊Ax⌋ is the non-negative fraction part of Ax. Then let
and
This method is originally from Knuth's multiplicative hash function [12] and suggested by Teske [20] . From the theory of multiplicative hash functions we know that among all numbers between 0 and 1, choosing A as a rational approximation of
with a sufficiently large precision leads to the most uniformly distributed hash values, even for non-random inputs.
The purpose of our experiments is to examine the impact of additional operations to resolve fruitless cycles on the performance of the rho method. In more detail, we evaluate the numbers of iterations until a distinguished point is found for the parallelized Pollard rho method with the negation map and without the negation map, respectively. Generally, we first define the distinguishing property, and compute certain number of distinguished points using the two different ways, and then count the mean value of the numbers of iterations until a distinguished point is found for each way.
More precisely, to break Certicom ECCp-131, one may define the distinguishing property as the Hamming weight of the x-coordinate of the point less than 32 or 33. However, to examine the performance of the new algorithm, we define the distinguishing property as the Hamming weight of the least 32 bits of the x-coordinate of the point less than 8. Each point has probability almost exactly (
)/2 32 ≈ 2 −9.8937 of being a distinguished point. That is, it is expected to take about 951.26 iterations to find a distinguished point. In our experiments, we collect 1 million distinguished points for each way and count the corresponding mean value of the numbers of iterations until a distinguished point is found.
For Pollard rho with the negation map, we set r = 20, 128 and 1024, and choose N = 14, 8 and 6, respectively. The experiment results are given in Table  2 . It confirms our theoretic analysis that the additional iterations introduced by dealing with the fruitless cycles can be neglected. In the experiment, we also examined the performances of the new algorithm to detect 2-cycles and 4-cycles within N iterations, it shows that when r is big, e.g. r = 1024, it is not necessary to detect the fruitless 4-cycles within the N iterations.
Conclusion
In this paper, we examined the exact probabilities for a random point falls into fruitless 2t-cycles when computing ECDLPs using Pollard rho method with the negation map. We proposed effective alternative approaches based on cycle detection and escape strategy to resolve fruitless cycles. In conclusion, we resolved the fruitless cycles with negligible additional operations, one integer comparison for each iteration to track certain minimum point, that is we can achieve the speedup by a factor extremely close to √ 2 using the new approach with the negation map.
