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Abstract
It is known that, for systems of initial-value problems, algorithms using adaptive informa-
tion perform much better in the worst case setting than the algorithms using nonadaptive
information. In the latter case, lower and upper complexity bounds significantly depend
on the number of equations. However, in contrast with adaptive information, existing
lower and upper complexity bounds for nonadaptive information are not asymptotically
tight. In this paper, we close the gap in the complexity exponents, showing asymptotically
matching bounds for nonadaptive standard information, as well as for a more general class
of nonadaptive linear information.
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1 Introduction
We aim at closing a gap between upper and lower worst case complexity bounds for initial-
value problems with nonadaptive information. A motivation comes from a discussion on
this subject that we had with Stefan Heinrich in 2016. We deal with the solution of
systems
z′(t) = f(z(t)), t ∈ [a, b], z(a) = η, (1)
where a < b, f : Rd → Rd is a Cr function, d ≥ 1, and η ∈ Rd. A class of func-
tions f , denoted by Fr,d, is given by (2). For ε > 0, we measure the difficulty of the
problem by the minimal cost of an algorithm, based on some information, that gives us
an ε-approximation to the solution (the ε-complexity of the problem). If adaptive in-
formation is allowed, then the ε-complexity is denoted by comp(ε, Fr,d). The notation
compnonad(ε, Fr,d), where the superscript is added, means that we restrict ourselves to the
class of nonadaptive information. For precise definitions of basic notions, the reader is
referred to the next section. Our aim is to establish the asymptotics of compnonad(ε, Fr,d)
as ε → 0 for nonadaptive information, as function of the regularity r and the dimension
d.
A question about potential advantages of adaptive over nonadaptive algorithms for solv-
ing various problems is an important issue in numerical analysis. Many different points
of view cause some discussions and sometimes misunderstandings among numerical ana-
lysts in that respect. From practical point of view, adaption is claimed to be definitely
better, which is supported by results of numerical experiments, see e.g. [2], [6], [7] and
many other papers. A closer look however shows that advantages of adaption depend
very much on the problem itself and the class of problem instances being solved. It is not
a purpose of this paper to discuss the adaption/nonadaption issue in details – to have a
flavor of it, one can consult the monograph [9], or recent papers [1], [5], [8].
In what follows, for a positive function γ = γ(ε), the asymptotic expressions O(γ(ε)),
Ω(γ(ε)) and Θ(γ(ε)) will always be meant as ε→ 0. It is known for many years that for
problem (1) adaptive information is much more efficient in the worst case setting than
nonadaptive one. It was shown for adaptive information that the ε-complexity of (1) is,
(see [3]):
comp(ε, Fr,d) = Θ
(
(1/ε)1/r
)
, for the class of standard adaptive information,
comp(ε, Fr,d) = Θ
(
(1/ε)1/(r+1)
)
, for the class of linear adaptive information.
In both cases of standard and linear information, the complexity bounds are asymptoti-
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cally tight, and the asymptotics is independent of d.
In the nonadaptive case, the existing complexity bounds are not tight. In [4], we consid-
ered the class Fr,d with M = (0, 1)
d and D = 1, see (2). It was shown (translating the
results from non-autonomuos problems in [4] to the autonomous ones (1)) that
(a) compnonad(ε, Fr,d) = Ω
(
(1/ε)d/(r+1)
)
, for the class of all linear nonadaptive information,
(b) compnonad(ε, Fr,d) = O
(
(1/ε)d/r
)
, for the class of standard nonadaptive information.
The influence of the dimension d in the nonadaptive case is very significant, which indicates
that the problem (1) is not well suited for nonadaptive solution. The complexity radically
increases (asymptotically) with d.
The bounds (a) and (b) do not match, so that the asymptotics of the ε-complexity of the
nonadaptive solution of (1) is not known. In this paper, we close the gap between lower
and upper bounds in some important cases. We show that for d ≥ 2
compnonad(ε, Fr,d) = Ω
(
(1/ε)(d−1)/r
)
, for the class of all linear nonadaptive information.
For d > r+1 this is an improvement over the lower bound (a). It shows in particular that
it is not possible in general, as one may expect, to achieve the complexity proportional to
(1/ε)d/(r+1) by allowing nonadaptive linear (nonstandard) information. Our main result,
contained in Theorem 1 and next extended in Theorem 2, states that
compnonad(ε, Fr,d) = Ω
(
(1/ε)d/r
)
, for a class of linear nonadaptive information
that includes any standard information.
This improves the lower bound (a), and matches the upper bound (b). The question about
the asymptotics of the ε-complexity for the class of all linear nonadaptive information is
still open. It is thought to be Θ
(
(1/ε)d/r
)
as ε→ 0, the same as for standard information.
Finally, in Remark 1 we point out how the proof of Theorem 1 can be modified to get the
complexity lower bound for non-autonomous systems. In the lower bound of Theorem 1,
one needs to replace d by d+ 1 in the exponent.
The paper is organized as follows. In Section 2 basic notation is established and known
results are recalled. Section 3 is devoted to the proof of the main result in Theorem 1,
and to its extension in Theorem 2. In the Appendix we give auxilliary constructions and
bounds.
3
2 Preliminaries
2.1 Basic definitions
Let r ∈ N (r ≥ 1), D > 0 and M be a nonempty open subset of Rd. We consider the
class of functions f with r continuous bounded derivatives
Fr,d = {f : Rd → Rd : f ∈ Cr(Rd), f(y) = 0 for y /∈M,
|Dif j(y)| ≤ D, y ∈ Rd, i = 0, 1, . . . , r, j = 1, 2, . . . , d}, (2)
whereDif j denotes any partial derivative of order i of jth component of f , f = [f 1, f 2, . . . , f d]T .
In particular, f is a Lipschitz function in Rd, with the Lipschitz constant denoted by L,
L = L(D). We assume that η ∈ M , which is the only case of interest (otherwise,
z(t) ≡ η, t ∈ [a, b], for any f ∈ Fr,d). We shall use in what follows the maximum norm
‖ · ‖ in Rd.
Let n ∈ N. The function f is accessible through information given by a vector
Nn(f) = [L1(f), L2(f), . . . , Ln(f)]
T , (3)
where Lj are linear functionals on C
r(Rd). We will be interested in the power of nonadap-
tive information, which is defined by functionals Lj selected simultaneously in advance,
before computation starts. Otherwise, if successive functionals are selected depending on
previously computed values, the information is called adaptive. Most often, the function-
als are defined by the values of f or its partial derivatives evaluated at certain points,
Lj(f) = D
kjf ij (yj), j = 1, 2, . . . , n, (4)
where Dkj is some partial derivative of order kj, 0 ≤ kj ≤ r, 1 ≤ ij ≤ d, and yj ∈ Rd.
Such information is called standard. It is nonadaptive if the points yj, as well as kj and
ij, j = 1, 2, . . . , n, are given in advance.
By an algorithm we mean any function Φn that computes an approximation l : [a, b]→ Rd
to the solution z, based on Nn(f), l(t) = Φn(Nn(f))(t). The worst case error of Φn with
information Nn in the class Fr,d is defined by
e(Φn, Nn, Fr,d) = sup
f∈Fr,d
sup
t∈[a,b]
‖z(t)− l(t)‖. (5)
For ε > 0, by the ε-(information) complexity of the problem (1) we mean the minimal
number of functionals sufficient for approximating z with error at most ε, that is,
comp(ε, Fr,d) = min {n ≥ 1 : there exist Nn and Φn such that e(Φn, Nn, Fr,d) ≤ ε} , (6)
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with min ∅ = +∞. The complexity obviously depends on the class of admitted information
operators. If we restrict ourselves to the class of nonadaptive information, then the ε-
complexity will be denoted by compnonad(ε, Fr,d). An interesting question, in particular,
is whether adaption has advantages over nonadaption.
2.2 Known results on adaption versus nonadaption for IVPs
We briefly recall what is known about the potential of nonadaption for (1). It has been
shown in [3] and [4] that the following holds. A straightforward modification is only
needed in the nonadaptive case with respect to [4], where nonautonomous problems with
nonadaptive infomation were considered.
Theorem A ([3], [4]) For the class of standard adaptive information
comp(ε, Fr,d) = Θ
(
(1/ε)1/r
)
. (7)
For the class of linear adaptive information
comp(ε, Fr,d) = Θ
(
(1/ε)1/(r+1)
)
. (8)
For the class of linear nonadaptive information, for the function class Fr,d with M =
(0, 1)d and D = 1, we have
Ω
(
(1/ε)d/(r+1)
)
= compnonad(ε, Fr,d) = O
(
(1/ε)d/r
)
. (9)
The upper bound in (9) is achieved by standard information.
The bounds show a substantial advantage of adaptive over nonadaptive information for
the problem (1): the number of equations d significantly increases the complexity, if we
restrict ourselves to nonadaptive information.
Because of the gap between lower and upper bounds in (9), the asymptotics of the com-
plexity in the nonadaptive case as ε → 0 is not known (for both standard and linear
information). We shall remove the gap in the next section for standard information, as
well as for a class of linear information.
3 Asymptotically tight complexity bounds
3.1 Standard information
In the following theorem we prove new lower complexity bound improving that in (9) for
standard information.
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Theorem 1 For the class of standard nonadaptive information
compnonad(ε, Fr,d) = Ω
(
(1/ε)d/r
)
. (10)
Proof In view of (7), it is enough to consider d ≥ 2. It suffices to show that there exists
a positive constant C3 such that for sufficiently large n, for any standard nonadaptive
information Nn and any algorithm Φn, we have
e(Φn, Nn, Fr,d) ≥ C3n−r/d. (11)
It is easy to see that for any f1, f2 ∈ Fr,d such that Nn(f1) = Nn(f2), for the respective
solutions z1 and z2 of (1) it holds
e(Φn, Nn, Fr,d) ≥ (1/2) sup
t∈[a,b]
‖z1(t)− z2(t)‖. (12)
We shall now construct funtions f1 and f2 to get the lower bound in (12) as large as
possible. Let M1 be an open set containing η, whose closure is contained in M . We define
f1 such that
f1(y) =

 ~α for y ∈ M1,0 for y /∈ M. (13)
Here ~α is a vector in Rd with ‖~α‖ = ∆ > 0 (the vector with components [α1, . . . , αd]T
may be identified with a point with the same components). The number ∆ is sufficiently
small to assure that:
1. f1 can be extended to M \M1 so that f1 ∈ Fr,d,
2. ∆ ≤ D/2,
3. B∆ = {y : ‖y − η‖ ≤ ∆(b− a)} ⊂M1, which assures that the solution z1 of (1) for f1
is given by
z1(t) = ~α(t− a) + η, t ∈ [a, b].
The direction of ~α will be chosen later on.
The function f2 will be given as f2 = f1 +H , where Nn(H) = 0. We now construct H .
Let 0 < T ≤ ∆(b− a). Consider a hypercube K contained in B∆,
K = [a1, b1]× [a2, b2]× . . .× [ad, bd] (14)
such that [b1, b2, . . . , bd]
T = η, and the length of the egdes is T , bj−aj = T , j = 1, 2, . . . , d.
Let m = ⌈n1/d⌉ and p ∈ N. We divide the egdes [aj, bj ], j = 1, 2, . . . , d − 1 into pm
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intervals using equidistant points tjk = aj + kT/(pm), k = 0, 1, . . . , pm. The hypercube in
the (d− 1)-dimensional hyperplane
{y = [y1, y2, . . . , yd]T : yd = ad}
given by
K1 = [a1, b1]× [a2, b2]× . . .× [ad−1, bd−1]× [ad, ad]
is thus divided into (pm)d−1 smaller hypercubes
Kk1,k2,...,kd−1 = [t
1
k1
, t1k1+1]× [t2k2, t2k2+1]× . . .× [td−1kd−1 , td−1kd−1+1]× [ad, ad],
kj = 0, 1, . . . , pm− 1.
Let ck1,k2,...,kd−1 ∈ Rd be the center of Kk1,k2,...,kd−1. The direction of ~α in (13) will be
selected from among (pm)d−1 directions of the vectors
~αk1,k2,...,kd−1 = ck1,k2,...,kd−1 − η, ‖~αk1,k2,...,kd−1‖ = T.
We now associate with each ~αk1,k2,...,kd−1 a parallelepiped Pk1,k2,...,kd−1 ⊂ Rd as follows.
Let C be a cone with vertex η defined as a convex hull of Kk1,k2,...,kd−1 and η. Denote by
K¯k1,k2,...,kd−1 the intersection of C with the (d−1)-dimensional hyperplane yd = (bd+ad)/2.
We define
Pk1,k2,...,kd−1 =
{
y ∈ Rd : y = y¯ + (1/2)~αk1,k2,...,kd−1 l, for some y¯ ∈ K¯k1,k2,...,kd−1 and l ∈ [0, 1]
}
.
(15)
Note that the paralellepipeds Pk1,k2,...,kd−1 are contained in B∆, and have disjoint interiors
for different vectors (k1, k2, . . . , kd−1). We finally divide each Pk1,k2,...,kd−1 into pm smaller
parallelepipeds (cells) with disjoint interiors
P 0k1,k2,...,kd−1, P
1
k1,k2,...,kd−1
, . . . , P pm−1k1,k2,...,kd−1,
by setting
P jk1,k2,...,kd−1 =
{
y ∈ Pk1,k2,...,kd−1 : l ∈ [j/(pm), (j + 1)/(pm)]
}
,
j = 0, 1, . . . , pm− 1. The total number of cells is (pm)d.
We now apply in each P jk1,k2,...,kd−1 the construction described in point I of the Appendix
to get bump functions Hˆjk1,k2,...,kd−1 : R
d → R with supports P jk1,k2,...,kd−1. We use (40)
with P = P jk1,k2,...,kd−1, qs − ps = T/(2pm), s = 1, 2, . . . , d− 1, and N = T/(2pm).
The function H : Rd → Rd is defined by
H(y) =
[
Hˆ(y), 0, . . . , 0
]T
, y ∈ Rd, (16)
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where
Hˆ(y) =
∑
k1,k2,...,kd−1,j
βjk1,k2,...,kd−1Hˆ
j
k1,k2,...,kd−1
(y) (17)
with |βjk1,k2,...,kd−1| ≤ 1. The support of the C∞ function H is the sum of all parallelepipeds
(cells) P jk1,k2,...,kd−1. The number of parameters β
j
k1,k2,...,kd−1
is (pm)d.
Coefficients βjk1,k2,...,kd−1 are now selected to assure that Nn(H) = 0, where Nn is standard
information given by (3) and (4). It suffices to eliminate all cells containing in the interior
any of the information points yj, that is, to set all corresponding β’s to 0. The remaining
β’s, whose number is at least (pm)d − n, are set to 1.
Since (pm)d − n ≥ (pm)d −md = (pd − 1)md, one can observe for p ≥ 2, that there must
exist (k1, k2, . . . , kd−1) such that
βjk1,k2,...,kd−1 = 1 for at least 1/2 of indices j = 0, 1, . . . , pm− 1. (18)
We now select ~α in (13) to be
~α =
~αk1,k2,...,kd−1
‖~αk1,k2,...,kd−1‖
∆, (19)
for the chosen indices k1, k2, . . . , kd−1.
Summarizing the above construction, functions f1 and f2 = f1+H belong to Fr,d, Nn(f1) =
Nn(f2), and the solution for f1 has the form z1(t) = ~α(t− a) + η, t ∈ [a, b]. To complete
the proof, it remains to bound from below the distance sup
t∈[a,b]
‖z1(t)− z2(t)‖. From (41),
sup
t∈[a,b]
‖z1(t)− z2(t)‖ ≥ 1
1 + L(b− a)
∥∥∥∥∥∥
b∫
a
H(~α(ξ − a) + η) dξ
∥∥∥∥∥∥
=
1
1 + L(b− a)
∣∣∣∣∣∣
b∫
a
Hˆ(~α(ξ − a) + η) dξ
∣∣∣∣∣∣ . (20)
The values Hˆ(~α(ξ−a)+η) are 0 if the argument is outside the parallelepiped Pk1,k2,...,kd−1.
The line ~α(ξ − a) + η intersects the hyperplanes yd = (ad + bd)/2 and yd = ad for
ξ = t1 = a + T/(2∆) and ξ = t2 = a+ T/∆(≤ b), respectively. Hence,
b∫
a
Hˆ(~α(ξ − a) + η) dξ =
t2∫
t1
Hˆ(~α(ξ − a) + η) dξ
=
pm−1∑
j=0
ξj+1∫
ξj
Hˆ(~α(ξ − a) + η) dξ, (21)
8
where ξj = t1 + (t2 − t1)j/(pm) = a+ T/(2∆) + jT/(2∆pm), j = 0, 1, . . . , pm.
Note that for ξ ∈ [ξj , ξj+1], and only for such, the argument ~α(ξ − a) + η remains in
P jk1,...,kd−1.
We now use (40). By construction, in any cell for which βjk1,k2,...,kd−1 = 1, we have for
m ≥ T/(2p)
Hˆ(~α(ξ − a) + η) = Cˆ (T/(2pm))r (h(1/2))d−1 h(l¯/N), ξ ∈ [ξj, ξj+1], (22)
where N = T/(2pm) and l¯/N = (ξ − ξj)/(ξj+1 − ξj). Hence, we have that
pm−1∑
j=0
ξj+1∫
ξj
Hˆ(~α(ξ − a) + η) dξ = Cˆ (T/(2pm))r (h(1/2))d−1∑
j−
ξj+1∫
ξj
h((ξ − ξj)/(ξj+1 − ξj)) dξ
= Cˆ (T/(2pm))r (h(1/2))d−1
1∫
0
h(x) dx
∑
j−
(ξj+1 − ξj), (23)
where the sum
∑
j− extends over all indices j for which β
j
k1,k2,...,kd−1
= 1. By construction,
there is at least pm/2 such indices j, so that the sum
∑
j−(ξj+1−ξj) is a positive constant.
This allows us to conclude that∣∣∣∣∣∣
b∫
a
Hˆ(~α(ξ − a) + η) dξ
∣∣∣∣∣∣ = Ω
(
m−r
)
.
In view of (20) and the fact that m = Θ(n1/d), we get (11), which completes the proof.
3.2 Generalization to a class of linear information
Let a sequence {k(n)}∞n=1 ⊂ N be such that there exist α > 0 and n0 ∈ N such that
k(n) ≤ αn1−1/d for n ≥ n0. (24)
We consider the following class of linear information operators
Nn(f) = [L¯1(f), . . . , L¯n−k(f), L1(f), . . . , Lk(f)]
T , n ≥ k + 1, (25)
where k = k(n), and L¯j are arbitrary standard information functionals defined by (4).
The functionals Lj are arbitrary linear.
In the following theorem we first somewhat improve the lower bound in (9) of Theorem A
in the class of all linear nonadaptive information. The bound (26) will yield that we cannot
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in general reduce the exponent in the upper complexity bound from d/r to d/(r + 1),
when switching from nonadaptive standard to nonadaptive linear information (as one
may expect). Next, more interesting, we generalize Theorem 1 to the class of information
given by (25), by proving that the lower bound (10) still holds true in this case.
Theorem 2 (i) For the class of linear nonadaptive information (3), we have
compnonad(ε, Fr,d) = Ω
(
(1/ε)max{(d−1)/r,d/(r+1)}
)
. (26)
(ii) Let {k(n)}∞n=1 satisfy (24). For the class of nonadaptive information (25), we have
compnonad(ε, Fr,d) = Ω
(
(1/ε)d/r
)
. (27)
(The constant and the maximal value of ε in the ’ Ω’ notation in (27) depend on α and
n0.)
Proof of (i) In view of Theorem A, it suffices to show that for d ≥ 2 we have
compnonad(ε, Fr,d) = Ω
(
(1/ε)(d−1)/r
)
.
We refer to the proof of Theorem 1. We now choose m = ⌈(n+ 1)1/(d−1)⌉ and p = 1, and
construct the parallelepipeds Pk1,...,kd−1 as in (15). We do not divide them further into
small cells, and define the function H by (16) with Hˆ given by
Hˆ(y) =
∑
k1,k2,...,kd−1
βk1,k2,...,kd−1Hˆk1,k2,...,kd−1(y) (28)
with |βk1,k2,...,kd−1| ≤ 1. Here the functions Hˆk1,k2,...,kd−1 are defined in a similar way as
Hˆjk1,k2,...,kd−1 in the proof of Theorem 1 (now with supports Pk1,...,kd−1).
The number of unknowns βk1,k2,...,kd−1 is now m
d−1 ≥ n + 1. The condition Nn(H) = 0
leads to n linear homogenous equations, which have a solution with the maximum modulus
coefficient βk1,k2,...,kd−1 = 1 for some k1, k2, . . . , kd−1. We use these indices in (19), and
follow the further steps of the proof of Theorem 1. The sum of the integrals in (21)
contains now only one element. We finally get that e(Φn, Nn, Fr,d) = Ω (m
−r) for any
information Nn and algorithm Φn, which means that
e(Φn, Nn, Fr,d) = Ω
(
n−r/(d−1)
)
, n→∞. (29)
This leads to the desired bound on the complexity.
Proof of (ii) Let d ≥ 2. We repeat the steps of the proof of Theorem 1 up to the
definition of the function H in (16). A difference is in the definition of the coefficients
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βjk1,k2,...,kd−1 in order to assure that Nn(H) = 0. We remember that each of β
j
k1,k2,...,kd−1
is related to a cell P jk1,k2,...,kd−1, which is a part of a parallelepiped Pk1,k2,...,kd−1 (number
these parallelepipeds is (pm)d−1). To fulfill the standard information conditions L¯j(H) =
0, j = 1, 2, . . . , n − k, it suffices to eliminate cells which contain in the interior any
of the information points that define the functionals L¯j . This is done by setting the
corresponding β’s to 0. The number of eliminated cells is at most n− k. We also exclude
all parallelepipeds Pk1,k2,...,kd−1 which contain more than pm/2 eliminated cells. Denoting
the number of these by x, we observe that x ≤ 2(n − k)/(pm). Indeed, the number of
eliminated cells is at least pmx/2. If x > 2(n− k)/(pm), then the number of eliminated
cells is greater than n− k, which is a contradiction.
The number of remaining parallelepipeds is thus at least s = (pm)d−1 − 2(n − k)/(pm).
In any such parallelepiped Pk1,k2,...,kd−1, the number of coefficients β
j
k1,k2,...,kd−1
= 0 is at
most pm/2. We set the remaining βjk1,k2,...,kd−1 to be the same for each j, β
j
k1,k2,...,kd−1
≡
βk1,k2,...,kd−1 . The number of unknown coefficients βk1,k2,...,kd−1 is thus at least s.
We select them to satisfy the conditions Lj(H) = 0, j = 1, 2, . . . , k. This is the system of
k linear homogenous equations with at least (pm)d−1 − 2(n − k)/(pm) unknowns. Since
{k(n)}∞n=1 satisfies (24), we have for sufficiently large n (m) that
k < (pm)d−1 − 2(n− k)/(pm). (30)
Indeed, the condition k ≤ αn1−1/d for sufficiently large n yields that k ≤ αmd−1 for
sufficiently large m. A sufficient condition for (30) is
αmd−1 <
(1/2)pd − 1
(1/2)pm− 1m
d,
which is fulfilled if
α ≤ pd−1 − 2/p.
The last condition holds true for sufficiently large (fixed) p.
By (30), the system of equations has a solution with the maximum modulus component
βk1,k2,...,kd−1 = 1 for some k1, k2, . . . , kd−1. With this choice of k1, k2, . . . , kd−1, we repeat,
starting from (19), the remaining steps of the proof of Theorem 1. We use the fact that
βjk1,k2,...,kd−1 = 1 for at least pm/2 indices j, while the remaining β
j
k1,k2,...,kd−1
are 0.
Let d = 1. We show that for each α there are C > 0 and n¯0 such that for any n ≥ n¯0,
any information Nn given by (25) with k ≤ α, and any algorithm Φn it holds
e(Φn, Nn, Fr,1) ≥ Cn−r. (31)
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We only sketch the proof, by showing how to define ’difficult’ functions f1 and f2 in Fr,1
with the same information, Nn(f1) = Nn(f2). Take an interval [η, η+ δ], δ > 0, contained
inM . Take f1 such that f1(y) ≡ αˆ > 0, y ∈ [η, η+δ]. We choose αˆ small enough to assure
that: f1 can be extended to R so that the extension is in Fr,1, αˆ ≤ D/2 and αˆ(b−a) ≤ δ.
Then the solution for f1 in [a, b] is given by z1(t) = η + αˆ(t− a), t ∈ [a, b].
We now divide [η, η + αˆ(b − a)] uniformly into k + 1 subintervals Ij , j = 1, 2, . . . , k + 1.
Next, each Ij is further divided into 2n equal subintervals I
l
j , l = 1, 2, . . . , 2n. We define
function f2 = f1 +H (with the solution z2), where H is given as follows.
In each subinterval I lj containing in the interior an information point (see the functionals
L¯p), we set H ≡ 0. There is at most n − k such ’removed’ subintervals I lj . Hence, there
is at most n− k removed (and at least n+ k remaining) subintervals in each interval Ij.
The conditions L¯p(H) = 0, p = 1, 2, . . . , n− k are automatically satisfied.
To assure that Lj(H) = 0, j = 1, 2, . . . , k, we construct in each of the remaining subin-
tervals I lj a standard scalar (normalized) bump function h
l
j with support I
l
j (see the
Appendix I), and define H(y) =
k+1∑
j=1
βj
∑
l
hlj(y) for y ∈ R. The second sum is taken over
all l such that I lj has not been removed. The conditions Lj(H) = 0, j = 1, 2, . . . , k are
equivalent to k linear homogeneous equations with k + 1 unknowns βj . There exists a
solution of the system with maximum modulus component βj∗ = 1. In the lower bound
on sup
ξ∈[a,b]
|z2(ξ)− z1(ξ)| given in the Appendix II, we choose the interval [x, t] = Ij∗. Since
the function H in the interval Ij∗ is composed of at least n+ k nonzero bump functions,
the desired lower bound (31) follows.
By inspecting the proof, we see that (31) holds true as well for adaptive information Nn.
We finally discuss the main result of this paper for non-autonomous systems.
Remark 1 (Theorem 1 for non-autonomous problems) Consider a non-autonomous
system
z′(t) = f(t, z(t)), t ∈ [a, b], z(a) = η, (32)
where f : [a, b]×Rd → Rd is a function from the class
F nonr,d = {f : [a, b]×Rd → Rd : f ∈ Cr([a, b]×Rd), f(t, y) = 0 for y /∈M,
|Dif j(t, y)| ≤ D, (t, y) ∈ [a, b]×Rd, i = 0, 1, . . . , r, j = 1, 2, . . . , d}. (33)
We briefly sketch how the non-autonomous case can be covered by a similar analysis as
in Theorem 1, by only pointing out differences in the proof. The corresponding function
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to f1 in (13) is now constructed so that
f1(t, y) =

 ~α for t ∈ [a, b], y ∈M1,0 for t ∈ [a, b], y /∈M, (34)
where ‖~α‖ ≤ ∆. The construction of the function H : Rd+1 → Rd corresponding to that
in (16) starts in the hypercube K ⊂ Rd+1 contained in [a, b]×B∆ given by
K = [a, b]× [a1, b1]× [a2, b2]× . . .× [ad, bd], (35)
where B∆ is defined in point 3. in the proof of Theorem 1, and as, bs are given as in (14).
Compared to the autonomous case, we have here an additional variable t ∈ [a, b]. The
hypercube K will contain all graphs of the solutions [t, (t − a)~αT + ηT ]T , t ∈ [a, b], for
functions f1 (i.e., for vectors ~α) under consideration. Let m = ⌈n1/(d+1)⌉. We define the
d-dimensional hypercube K1 by
K1 = [b, b]× [a1, b1]× [a2, b2]× . . .× [ad, bd].
We divide K1 (uniformly) into (pm)
d small hypercubes Kk1,k2,...,kd with centers ck1,k2,...,kd =
[b, c¯Tk1,k2,...,kd]
T , c¯k1,k2,...,kd ∈ Rd. The vector ~α will be selected as
~α = ~αk1,k2,...,kd = (c¯k1,k2,...,kd − η)/(b− a),
for a proper choice of k1, k2, . . . , kd. Note that ‖~α‖ ≤ ∆, and the graph [t, (t−a)~αT +ηT ]T
passes through [a, ηT ]T for t = a, and ck1,k2,...,kd for t = b.
For each d-tuple of the indices k1, k2, . . . , kd, we consider a cone C ⊂ Rd+1 defined as
the convex hull of Kk1,k2,...,kd and [a, η
T ]T . The intersection of C with the d-dimensional
hyperplane t = (a + b)/2 is denoted by K¯k1,k2,...,kd. The remaining steps of the definition
of the functions Hˆ : Rd+1 → R, H : Rd+1 → Rd, and of the choice of indices k1, k2, . . . , kd
that define ~α are similar to the steps described in (15)–(18) in the proof of Theorem 1,
with d := d + 1. After replacing Hˆ(~α(ξ − a) + η) in (20) by Hˆ(ξ, ~α(ξ − a) + η), the rest
of the proof goes similarly as in the autonomous case with d replaced by d+ 1.
Consequently, in place of the bound in Theorem 1, we get for non-autonomous systems
the (matching) bound
compnonad(ε, Fr,d) = Ω
(
(1/ε)(d+1)/r
)
. (36)
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4 Appendix
I. Construction of bump functions on a parallelepiped
We show the construction of a C∞ bump function on a paralellepiped in Rd, d ≥ 2,
which was used to define the function H in (16). The construction is, up to some details,
standard. Let h : R→ R be given by
h(x) =

 exp (1/x(x− 1)) , x ∈ (0, 1)0 otherwise . (37)
We have that h ∈ C∞(R), h(x) > 0, x ∈ (0, 1), max
x∈R
h(x) = h(1/2) = c0, max
x∈R
|h(j)(x)| = cj
for j ≥ 1, and ∫
R
h(x) dx = c¯, (38)
where cj, c¯ are absolute positive constants.
Consider a paralellepiped P in Rd defined as follows. Let P1 = [p1, q1] × [p2, q2] × . . . ×
[pd−1, qd−1], where qj − pj > 0. Let ~α ∈ Rd be such that cos(~α, ed) = ~αTed/‖~α‖2 ≥ cˆ > 0,
where ed = [0, 0, . . . , 1]
T , and ‖ · ‖2 is the Euclidean norm in Rd. For N > 0, we set
P =
{
y ∈ Rd : there exist y¯ ∈ P1 and l¯ ∈ [0, N ] such that y = [y¯T , 0]T + ~α‖~α‖ l¯
}
. (39)
We define a real-valued bump function Hˆ on P . A point y ∈ Rd = [y1, y2, . . . , yd]T is
uniquely defined by the pair (y¯, l¯) with y¯ = [y¯1, y¯2, . . . , y¯d−1] ∈ Rd−1 and l¯ ∈ R (y¯ is a
projection of y on Rd−1 along the direction ~α). We set for Cˆ > 0
Hˆ(y) = Cˆ
(
min
{
min
1≤j≤d−1
(qj − pj), N, 1
})r d−1∏
j=1
h
(
(y¯j − pj)/(qj − pj)
)
h
(
l¯/N
)
. (40)
Since the change of the variables is given by
y¯ = y − ~α‖~α‖ ·
yd
cos(~α, ed)
(the last component equal to 0 is omitted), l¯ =
yd
cos(~α, ed)
,
this describes a C∞(Rd) nonnegative mapping from Rd to R with support P . Further-
more, by selecting proper (sufficiently small, fixed) value of Cˆ independent of pj, qj , N ,
we assure that Hˆ(y) ≤ D/2 and |DkHˆ(y)| ≤ D for any partial derivative of Hˆ of order
k, k = 1, 2, . . . , r, y ∈ Rd.
In the proof of Theorem 1, we use (40) with ~α = −~αk1,k2,...,kd−1, and we have cos(~α, ed) ≥
1/
√
d.
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II. A lower bound on the distance between two solutions
We recall for completness a standard lower bound that is used in this paper. Let zj be
the solution of (1) for a right-hand side fj , j = 1, 2, f2 = f1 +H . We have that for any
a ≤ x ≤ t ≤ b
z2(t)−z1(t)−(z2(x)−z1(x)) =
t∫
x
(f2(z2(ξ))− f2(z1(ξ))) dξ+
t∫
x
(f2(z1(ξ))− f1(z1(ξ))) dξ.
This gives
2 sup
ξ∈[x,t]
‖z2(ξ)− z1(ξ)‖ ≥
∥∥∥∥∥∥
t∫
x
H(z1(ξ)) dξ
∥∥∥∥∥∥−
∥∥∥∥∥∥
t∫
x
(f2(z2(ξ)− f2(z1(ξ)) dξ
∥∥∥∥∥∥ .
From the Lipschitz condition, we have that
sup
ξ∈[x,t]
‖z2(ξ)− z1(ξ)‖ ≥ 1
2 + L(t− x)
∥∥∥∥∥∥
t∫
x
H(z1(ξ)) dξ
∥∥∥∥∥∥ . (41)
In particular, for any a ≤ x ≤ t ≤ b,
sup
ξ∈[a,b]
‖z2(ξ)− z1(ξ)‖ ≥ 1
2 + L(t− x)
∥∥∥∥∥∥
t∫
x
H(z1(ξ)) dξ
∥∥∥∥∥∥ . (42)
It is easy to see that for x = a, the value 2+L(t− a) in the denominator can be replaced
by 1 + L(t− a).
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