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ON EMERTON’S p-ADIC BANACH SPACES
RICHARD HILL
Abstract. The purpose of the current paper is to introduce some new methods for
studying the p-adic Banach spaces introduced by Emerton [9]. We first relate these
spaces to more familiar sheaf cohomology groups. As an application, we obtain a more
general version of Emerton’s spectral sequence. We also calculate the spaces in some
easy cases. As a consequence, we obtain a number of vanishing theorems.
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1. Introduction and Statements of Results
1.1. Cohomology of arithmetic quotients. Let G be a linear algebraic group over
a number field k. We choose a maximal compact subgroup K∞ ⊂ G(k∞) and let K
◦
∞
be the identity component in K∞. This paper is concerned with the cohomology of the
following “arithmetic quotients”:
Y (Kf ) = G(k)\G(A)/K
◦
∞Kf .
Fix once and for all a finite prime p of k and let p be the rational prime below p. By
a “tame level” we shall mean a compact open subgroup Kp of G(Apf). For a field E of
characteristic zero, the level Kp Hecke algebra is defined by
H(Kp, E) = {f : Kp\G(Apf)/K
p → E : f has compact support}.
Given a finite dimensional algebraic representation W of G over an extension E/kp, one
defines a local system VW on each arithmetic quotient Y (Kf ). We define the classical
cohomology groups of tame level Kp as follows:
H•cl.,∗(K
p,W ) =
lim
→
Kp
H•∗ (Y (K
pKp),VW ),
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where Kp ranges over the compact open subgroups of G(kp). The symbol “∗” denotes ei-
ther the empty symbol, meaning usual cohomology, or “c”, meaning compactly supported
cohomology. There is a smooth action of G(kp) on H
•
cl.(K
p,W ), and there is also an
action of the level Kp Hecke algebra H(Kp, E). The systems of Hecke eigenvalues arising
in H•cl.,∗(K
p,W ) are of considerable interest in number theory.
Traditionally, the classical cohomology groups have been studied using the theory of
automorphic representations (for example in [4]). Recently, Emerton introduced a new
method for studying the classical cohomology groups. Instead of studying the space of
automorphic forms on G, Emerton introduced a collection of p-adic Banach spaces, from
which the classical cohomology can be recovered. Emerton’s spaces are defined as follows:
H˜•∗ (K
p,Zp) =
lim
←
s
lim
→
Kp
H•∗ (Y (K
pKp),Z/p
s).
For a finite extension E/Qp we also define
H˜•∗ (K
p, E) = H˜•∗ (K
p,Zp)⊗Zp E.
The space H˜•∗ (K
p, E) has the structure of a Banach space over E, where the unit ball is
defined to be the OE-span of the image of H˜
•
∗ (K
p,Zp). It is also convenient to consider
the direct limit of these groups over the tame levels:
H˜•∗ (G,−) =
lim
→
Kp
H˜•∗ (K
p,−).
We have the following actions on these spaces:
(1) The group G(Apf ) acts smoothly on H˜
•
∗ (G,Zp); the subspace H˜
•
∗ (K
p, E) may be
recovered as the Kp-invariants in H˜•∗ (G, E).
(2) The Hecke algebra H(Kp, E) acts on H˜•∗ (K
p, E).
(3) The groupG(kp) acts continuously, but not usually smoothly on the spaces H˜
•
∗ (K
p,−).
(4) For a finite extension E/kp, we define H˜
•
∗ (K
p, E)kp−loc.an. to be the subspace of
kp-locally analytic vectors in H˜
•(Kp, E) (see [10]). The Lie algebra g of G acts on
the subspace H˜•∗ (K
p, E)kp−loc.an..
Emerton proved (Theorem 2.2.11 of [9]) that his spaces are related to the classical coho-
mology groups by the following spectral sequence of smooth G(kp)×H(K
p, E) represen-
tations:
(1) Ep,q2 = Ext
p
g(Wˇ , H˜
q
∗(K
p, E)kp−loc.an.) =⇒ H
p+q
∗,cl.(K
p,W ),
where Wˇ is the contragredient representation.
The spectral sequence shows that the spaces H˜•∗(K
p,−) carry the information of all the
systems of Hecke eigenvalues of automorphic representations of G of cohomological type
with tame level Kp. On the other hand, the spaces H˜•∗ (K
p, E) are not too big. More
precisely, they are continuous admissible representations of G(kp). This means that the
continuous dual space is finitely generated as a module over the Iwasawa algebra of a
compact open subgroup of G(kp) (for this definition, see [14] or Definition 7.2.1 of [10].)
As a consequence, Emerton was able in some cases to use his spaces to interpolate the
systems of Hecke-eigenvalues into an “eigenvariety” (see [9] and also [11] for a number
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of examples when Emerton’s method is successful). In a rather different vein, the spaces
H˜•∗ (K
p, E) have been used in [6] to give strong bounds on the multiplicities of automorphic
representations of cohomological type. The latter results are reminiscent of Iwasawa’s
bounds on the growth of class numbers.
It is easy to summarise what is known about the spaces H˜•∗ . If we let d be the di-
mension of the arithmetic quotients Y (Kf ), then clearly H˜
n
∗ (G,−) is zero for n > d.
Furthermore, Emerton showed that H˜dc (G,−) = H˜
d(G,−). Emerton calculated [9] the
groups H˜•∗ (G,−) when G is either SL2/Q or GL2/Q or a real rank zero group. The case
where G is simple and simply connected is studied in the preprint [11]. For such groups
one knows that H˜0(G,Qp) = Qp and
H˜1(G,Qp) = Homcts(Cong(G),Qp)G(Ap
f
)−smooth,
where Cong(G) denotes the congruence kernel of G. Beyond this, nothing is written on
the subject. In this paper we shall give a number of new results on Emerton’s spaces.
1.2. Results and organization of the paper. Our first results are expressions for
Emerton’s p-adic cohomology groups in terms of more familiar objects. We show in
§2 Theorem 5 and Corollary 1 that H˜•(Kp,Zp) is isomorphic to the sheaf cohomology
H•(Y (Kp),C), where Y (Kp) is the topological space G(k)\G(A)/K◦∞K
p, and C is the
sheaf of continuous Zp-valued functions. Such functions need not be locally constant,
since Y (Kp) is a projective limit of arithmetic quotients. We also identify H˜nc (K
p,Zp) as
a relative cohomology group. These results allow us to use the machinery of homological
algebra to study the spaces H˜n∗ , since they are identified as derived functors. In particular,
we show (Corollary 2) that there is a long exact sequence:
(2) → H˜nc (K
p,Zp)→ H˜
n(Kp,Zp)→ H˜
n
∂ (K
p,Zp)→ H˜
n+1
c (K
p,Zp)→ .
Here we are using the notation
H˜n∂ (K
p,Zp) =
lim
←
s
lim
→
Kp
Hn(∂Y (KpK
p)B.S.,Z/ps),
where ∂Y (Kf )
B.S. is the “Borel–Serre” boundary of Y (Kf). More precisely, recall that the
arithmetic quotients Y (Kf) are not necessarily compact. However we may embed Y (Kf )
as a dense open subspace of a finite simplicial complex Y (Kf)
B.S., such that the inclusion
is a homotopy equivalence. We are defining ∂Y (Kf)
B.S. = Y (Kf)
B.S. \Y (Kf). In the case
that G is reductive and the centre of G has rank zero over k, the space Y (Kf)
B.S. is the
Borel–Serre compactification of Y (Kf ) (see [3] or [2]).
In §2.9 (Theorem 6 and its Corollaries), we identify Emerton’s space H˜•(Kp,Zp) with
H•(Y (Kf),C(Kp)), where C(Kp) is the local system on Y (Kf) consisting of continuous
functions Kp → Zp. The action of the fundamental group of a connected component
of Y (Kf) on C(Kp) is by left translation on Kp. The action of Kp on these cohomology
groups is given by right translation on C(Kp). This second interpretation has two technical
advantages. First, the space Y (Kf ) is homotopic to a finite simplicial complex rather than
a projective limit of finite simplicial complexes. Second, the sheaf C(G) is a local system,
whereas C is not. In principle, this second interpretation allows us, given a triangulation
of Y (Kf ), to calculate the spaces H˜
•
∗ as Kp-modules.
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As an application, we give in §3 a new proof of Emerton’s spectral sequence (1), starting
from the definition H˜•(Kp,Zp) = H
•(Y (Kf),C(Kp)). We show that this is an example
of a Grothendieck spectral sequence for (roughly speaking) the following composition of
left-exact functors:
sheafs of continuous
Kp-modules on Y (Kf)
−→
continuous
Kp-modules
−→
smooth
Kp-modules.
The first functor here is “global sections” and the second is Homg(W,−kp−loc.an.). In fact
our result is more general than Emerton’s in the compactly supported case (see Theorem
2.1.12 of [9]). Recall that Emerton required his spaces to be topological manifolds. This is
because he uses Poincare´ duality to replace compactly supported cohomology by homology
in his proof. We do not make this restriction. The greater generality of our result
(Theorem 7) makes these techniques applicable (for example) to S-arithmetic quotients, or
to subsets of the Borel–Serre boundary. We also obtain a spectral sequence in the case that
the finite dimensional space W is replaced by any continuous admissible representation.
In §4 we calculate the spaces H˜•∗ in some easy cases. We show (Theorem 11) that for
a unipotent group N over Q, we have H˜0∗ (N,Zp) = Zp and H˜
n
∗ (N,Zp) = 0 for n > 0. We
also show (Theorem 13 and Corollary 5) that a corresponding result for tori over Q is
equivalent to Leopoldt’s conjecture. As a consequence, we show (Theorem 12) that if N
is the unipotent radical of a group G/Q, and H = G/N, then we may identify H˜•∗ (G,Zp)
with H˜•∗ (H,Zp).
In §5, we apply these results to the cohomology H˜•∂ of the Borel–Serre boundary. To
describe these results, we need to introduce some notation. Let G be a reductive group
over Q, and assume that the maximal split torus in the centre of G is trivial. Given any
parabolic subgroup P ⊂ G defined over Q, there is Levi decomposition P = L⋉N. Here
N is the unipotent radical of P and L is a Levi factor. We further decompose L = AM,
where A is the maximal split torus in the centre of L and M is the intersection of the
kernels of the homomorphisms L → GL1/Q. We define constants c˜d(G,Zp), c˜d(G,Qp),
c˜dc(G,Zp), c˜dc(G,Qp), c˜d∂(G,Zp), c˜d∂(G,Qp), D(G,Zp) and D(G,Qp) as follows:
c˜d∗(G,−) = max{n : H˜
n
∗ (G,−) 6= 0},
D(G,−) = max
{
c˜dc(M,−) :
P =MAN ⊂ G is a
proper parabolic subgroup
}
.
(The notation “c˜d” stands for “cohomological dimension”.) We trivially have c˜d∗(G,Qp) ≤
c˜d∗(G,Zp). In fact these numbers are equal in all examples calculated by the author. We
shall prove (Theorem 15) that
c˜d∂(G,−) ≤ D(G,−),
where − denotes either Zp or Qp. It seems rather likely that this bound is sharp; this
will be clear from the proof. As a consequence of the exact sequence (2) we deduce that
the map H˜nc (G,Zp) → H˜
n(G,Zp) is surjective for n = D(G) + 1 and an isomorphism
for n ≥ D(G) + 2. This bound is rather strong: note that for groups G/Q of real rank
zero, D(G) = 0. This is perhaps surprising, since the classical cohomology groups Hncl.
and Hnc,cl. may differ up to the dimension of Y (Kf).
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It is clear that c˜d(G,Zp) is at most the virtual cohomological dimension of arith-
metic subgroups of G. It is proved in [3], that this virtual cohomological dimension is
dimR(Y (Kf)) − rankQ(G). We therefore have c˜d(G,Zp) ≤ dimR(Y (Kf)) − rankQ(G).
Using this, together with our previous result, we prove (Theorem 17) that
c˜dc(G,Zp) ≤ dimR(Y (Kf ))− rankQ(G).
This bound is certainly not sharp in general, although it may be sharp when G is
split. For example, if G has positive real rank, then we show (Proposition 1) that
c˜dc(G,Zp), c˜d(G,Zp) ≤ dim(Y (Kf))− 1, regardless of the rational rank. If, in addition,
the congruence kernel ofG is finite, then we show (Proposition 2) that c˜d(G,Zp), c˜dc(G,Zp) ≤
dim(Y (Kf)) − 2. In this context, we recall that Serre conjectured (for G simple and
simply connected) that the congruence kernel is finite if and only if the real rank is at
least 2. Based on this evidence, one might expect that in fact c˜dc(G,Zp), c˜d(G,Zp) ≤
dim(Y (Kf))− rankR(G).
Finally, we show (Proposition 3) that c˜d(G,−) ≤ dim(Y (Kf)) − rankR(G) for all
reductive groups G whose centre has rational rank 0, if and only if the same bound
also holds for c˜dc(G,−). Again, this follows from our result on the cohomology of the
boundary, together with the long exact sequence (2).
2. Relation to Sheaf Cohomology
2.1. Some facts about Cˇech cohomology. Let X be a topological space and F a
presheaf on X . For an open cover U = {Ui : i ∈ I} of X , one defines the Cˇech complex
Cˇ•(U,F) by
Cˇn(U,F) = {(fi0,...,in)i0,...,in∈In+1 : fi0,...,in ∈ F(Ui0 ∩ · · · ∩ Uin)}.
The cohomology groups of this complex are written Hˇ•(U,F). The Cˇech cohomology
groups are defined to be the direct limits of these cohomology groups:
Hˇn(X,F) = lim
→
U
Hˇn(U,F).
In fact Hˇn(X,F) depends only on the sheafification of F . An open cover U of X is called
F-acyclic (or sometimes a Leray cover) if, for any intersection U of finitely many elements
of U, we have Hˇn(U,F) = 0 for all n > 0.
Theorem 1 (Leray’s Theorem). If the cover U is F-acyclic, then Hˇn(X,F) = Hˇn(U,F).
Theorem 2 (Thm. III.4.12 of [5]). If F is a sheaf on a paracompact Hausdorff topological
space X, then the Cˇech cohomology groups of F are equal to its sheaf cohomology groups,
i.e. the derived functors of the global sections functor.
Given a presheaf F on a topological space Y , and a subspace Z ⊂ Y , we define presheafs
FZ and F
Z on X by
FZ(U) =
{
F(U) if U ∩ Z 6= ∅
0 otherwise,
FZ(U) =
{
0 if U ∩ Z 6= ∅
F(U) otherwise.
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It turns out that Hˇ•(Z,F) = Hˇ•(X,FZ), and one defines Hˇ
•(Y, Z,F) = Hˇ•(Y,FZ).
There is a short exact sequence of presheafs:
0→ FA → F → FA → 0.
This gives a long exact sequence:
Hˇn(U,FA)→ Hˇn(U,F)→ Hˇn(U,FA)→ Hˇ
n+1(U,FA).
Passing to the direct limit, we obtain the long exact sequence of Cˇech cohomology groups:
Hˇn(X,A,F)→ Hˇn(X,F)→ Hˇn(A,F)→ Hˇn+1(X,A,F).
If A is an abelian group, then we shall write A for the sheaf of locally constant A-valued
functions. Using Leray’s theorem, one easily proves the following:
Theorem 3 (Comparison Theorem). Let Y be a finite simplicial complex, and Z ⊂ Y
a subcomplex. For any abelian group A, we have Hˇ•(Y, Z,A) = H•(Y, Z,A), where the
right hand side is singular cohomology.
In fact the comparison theorem holds for much more general topological spaces (see for
example [18]).
Theorem 4 (Lem. 6.6.11, Cor 6.1.11 and Cor. 6.9.9 of [18]). Let Y be a finite sim-
plicial complex and Z a subcomplex. For any abelian group A, we have H•c (Y \ Z,A) =
H•(Y, Z,A).
2.2. Emerton’s Formalism. Emerton used the following formalism to introduce the
groups H˜n∗ . Let G be a compact, Qp-analytic group, and fix a basis of open, normal
subgroups:
G = G0 ⊃ G1 ⊃ . . . .
Suppose we have a sequence of simplicial maps between finite simplicial complexes
· · · → Y2 → Y1 → Y0,
and subcomplexes:
· · · → Z2 → Z1 → Z0,
each equipped with a right action of G, and satisfying the following conditions:
(1) the maps in the sequence are G-equivariant;
(2) Gr acts trivially on Yr;
(3) if 0 ≤ r′ ≤ r then the maps Yr → Yr′ and Zr → Zr′ are Galois covering maps with
deck transformations provided by the natural action of Gr′/Gr on Yr.
Given this data, we let Y be the projective limit of the spaces Yr, and Z be the projective
limit of the spaces Zr. We shall use the notation Y
◦ = Y \ Z, Y ◦i = Yi \ Zi. Emerton
defined the following spaces:
H˜nc (Y
◦,Zp) =
lim
←
s
lim
→
r
Hnc (Y
◦
r ,Z/p
s), H˜nc (Y
◦,Qp) = H˜
n
c (Y
◦,Zp)⊗Zp Qp.
H˜n(Y,Zp) =
lim
←
s
lim
→
r
Hn(Yr,Z/p
s), H˜n(Y,Qp) = H˜
n(Y,Zp)⊗Zp Qp.
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These spaces are G-modules, where G acts via its action on the spaces Yr. In applications,
G will be a compact open subgroup of G(kp), and the space Y will be either Y (K
p)B.S.
or ∂Y B.S.. If Y = Y (Kp)B.S. then we sometimes take Z = ∂Y (Kp)B.S., and sometimes Z
is the empty set. We shall write C for the sheaf on Y of continuous Zp-valued functions.
Theorem 5. With the above notation, there is a canonical isomorphism of G-modules:
H˜nc (Y
◦,Zp) = Hˇ
n(Y, Z,C).
Proof. To prove the theorem, we construct acyclic covers of Y and Yr and apply Leray’s
Theorem. The proof will be broken up into manageable pieces.
2.3. A cover. We first choose a finite open cover U of Y0 with the following properties:
(1) If U is an intersection of finitely many sets in U then either U is empty or U is
contractible.
(2) If U is an intersection of finitely many sets in U and U ∩ Z0 is non-empty, then
U ∩ Z0 is a deformation retract of U .
For each U ∈ U, we let U (r) be the preimage of U in Yr. The sets U
(r) form an open cover
U(r) of Yr, and have the following properties:
(1) For every U
(r)
1 , . . . , U
(r)
s ∈ U(r) with non-empty intersection, the intersection U
(r)
1 ∩
· · · ∩ U
(r)
s is isomorphic as a topological G-set to (U1 ∩ · · · ∩ Ur) × (G/Gr). In
particular, the intersection is homotopic to a finite set.
(2) If U
(r)
1 , . . . , U
(r)
s ∈ U(r) and U
(r)
1 ∩· · ·∩U
(r)
s ∩Zr is non-empty, then U
(r)
1 ∩· · ·∩U
(r)
s ∩Zr
is a deformation retract of U
(r)
1 ∩ · · · ∩ U
(r)
s .
Furthermore, for each set U ∈ U, we define U˜ to be the preimage of U in Y . The sets U˜
form an open cover U˜ of Y . We immediately verify the following:
(1) if U˜1, . . . , U˜s ∈ U˜ have non-empty intersection, then their intersection is equivalent
as a topological G-set to (U1 ∩ · · · ∩ Us)×G.
(2) if U˜1, . . . , U˜s ∈ U˜ and U˜1 ∩ · · · ∩ U˜s ∩ Z is non-empty, then U˜1 ∩ · · · ∩ U˜s ∩ Z is a
deformation retract of U˜1 ∩ · · · ∩ U˜s.
2.4. U(r) is (Z/ps)Zr-acyclic. Let U be an intersection of finitely many sets in U, and
let U (r) be the preimage of U in Yr. We know that U is contractible, and U
(r) = U ×
(G/Gr). The sheaf (Z/p
s)Zr on Yr consists of locally constant Z/p
s-valued functions,
which vanish on Zr. It follows that Hˇ
•(U (r), (Z/ps)Zr) is a direct sum of finitely many
copies of Hˇ•(U, (Z/ps)Z0). We must therefore show that Hˇn(U, (Z/ps)Z0) = 0 for all n > 0.
If U ∩ Z0 is empty, then we have Hˇ
n(U, (Z/ps)Z0) = Hˇn(U,Z/ps). By the comparison
theorem, this is the same as singular cohomology, and therefore only depends on U up to
homotopy. Since U is contractible, it follows that Hˇn(U,Z/ps) = 0 for n > 0.
Suppose instead that U ∩Z0 is non-empty. In this case, we know that U ∩Z0 is a defor-
mation retract of U . It follows that the restriction map H•sing(U,Z/p
s) → H•sing(U ∩
Z0,Z/p
s) is an isomorphism. By the comparison theorem, it follows that the map
Hˇ•(U,Z/ps) → Hˇ•(U ∩ Z0,Z/p
s) is an isomorphism. The long exact sequence shows
that Hˇ•(U, U ∩ Z0,Z/p
s) = 0.
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2.5. U˜ is C-acyclic. Let U be an intersection of finitely many sets in U, and let U˜ be the
preimage of U in Y . We know that U is contractible, and U˜ = U × G. We must show
that Hˇn(U˜ ,C) = 0 for n > 0.
Let V˜ be an open cover of U˜ , and choose an element σ ∈ Hˇn(V˜,C) with n > 0. We
shall find a refinement W˜ of V˜, such that the image of σ in Hˇ•(W˜,C) is zero. By passing
to a refinement of V˜ if necessary, we may assume that V˜ is finite, and that each element
of V˜ is of the form Vi×Hi for some open subset Vi ⊂ U and some open coset Hi ⊂ G. By
refining still further, we may assume that the cosets Hi are all cosets of the same open
subgroup Gr ⊂ G. This means that V˜ is the pullback of an open cover V
(r) of U (r). For
an open subset V (r) ⊂ U (r), we have
C(V˜ (r)) = S(V (r)),
where S is the constant sheaf on U (r) with values in C(Gr) and V˜
(r) is the preimage of
V (r) in U˜ . It follows that
Hˇ•(V˜,C) = Hˇ•(V(r), S).
Since U (r) is homotopic to a finite set and S is a constant sheaf, it follows that Hˇ>0(U (r), S)
is zero. This implies there is a refinement W(r) of V(r), such that the image of σ in
Hˇ•(W(r), S) is zero. Pulling W(r) back to U˜ , we have a refinement W˜ of V˜, such that the
image of σ in Hˇ•(W˜,C) is zero.
2.6. U˜ is CZ-acyclic. Let U be an intersection of finitely many sets in U, and let U˜ be
the preimage of U in Y . We know that U is contractible, and U˜ = U ×G. We must show
that Hˇn(U˜ , U˜ ∩ Z,C) = 0 for n > 0. If U does not intersect Z0, then this follows from
the previous part of the proof. We therefore assume that U intersects Z0. In this case,
we know that U ∩ Z0 is a deformation retract of U . In particular, U ∩ Z0 is contractible,
and U˜ ∩ Z = (U ∩ Z0) × G. The previous part of the proof shows that Hˇ
>0(U˜ ,C) = 0
and Hˇ>0(U˜ ∩ Z,C) = 0. Furthermore, one sees immediately that the restriction map
Hˇ0(U˜ ,C)→ Hˇ0(U˜ ∩Z,C) is an isomorphism. Hence by the long exact sequence, we have
H•(U˜ , U˜ ∩ Z,C) = 0.
2.7. Fix for a moment a cohomological degree n, and let U1, . . . , UN be the non-empty
intersections of n + 1-tuples of sets in U, for which Ui ∩ Z0 = ∅. For each Ui, we let U
(r)
i
be the preimage of Ui in Yr and U˜i be the preimage of Ui in Y .
Recall that Hˇ•(U(r), (Z/pr)Z) is the cohomology of the chain complex
Cˇn(U(r), (Z/ps)Zr) =
N∏
i=1
(Z/ps)Zr(U
(r)
i ).
Each Ui is contractible and disjoint from Z0. Furthermore U
(r)
i = Ui×(G/Gr), so we have
an isomorphism of G-modules: (Z/ps)Zr(U
(r)
i ) = (Z/p
s)(G/Gr). This gives
Cˇn(U(r), (Z/ps)Zr) =
(
(Z/ps)(G/Gr)
)N
.
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Similarly, we have
Cˇn(U˜, (Z/ps)Z) =
(
(Z/ps)(G)
)N
.
Comparing the two formulae, it is clear that
Cˇ•(U˜, (Z/ps)Z) =
lim
→
r
Cˇ•(U(r), (Z/ps)Zr).
Since the functor
lim
→
r
is exact, we have
Hˇ•(U˜, (Z/ps)Z) =
lim
→
r
Hˇ•(U(r), (Z/ps)Zr).
2.8. Note also that CZ(U˜i) = C(G), and so we have
Cˇn(U˜,CZ) = C(G)N .
It follows that Cˇn(U˜,CZ) is an admissible Zp[G]-module in the sense of Definition 1.2.1 of
[9]. Furthermore we have:
Cˇ•(U˜,CZ) =
lim
←
s
Cˇ•(U˜, (Z/ps)Z), Cˇ•(U˜, (Z/ps)Z) = Cˇ•(U˜,CZ)/ps.
Hence by Proposition 1.2.12 of [9], we have:
Hˇ•(U˜,CZ) =
lim
←
s
Hˇ•(U˜, (Z/ps)Z).
By the previous part of the proof, we have:
Hˇ•(U˜,CZ) =
lim
←
s
lim
→
r
Hˇ•(U(r), (Z/ps)Zr).
Since our covers are acyclic, this translates to
Hˇ•(Y, Z,C) =
lim
←
s
lim
→
r
Hˇ•(Yr, Zr,Z/p
s).
On the other hand, by Theorem 4, we have
Hˇ•(Yr, Zr,Z/p
s) = H•c (Yr \ Zr,Z/p
s).
The result follows. 
Corollary 1. With the above notation, H˜n(Y,Zp) = Hˇ
n(Y,C).
Proof. We apply the theorem in the case that Z is empty. Since Y ◦ = Y , which is compact,
it follows that usual cohomology is the same as compactly supported cohomology on each
Yr. 
Corollary 2. In the notation of the introduction, there is a long exact sequence:
H˜nc (K
p,Zp)→ H˜
n(Kp,Zp)→ H˜
n
∂ (K
p,Zp)→ H˜
n+1
c (K
p,Zp).
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Proof. We have shown above that
H˜•(Kp,Zp) = Hˇ
•(Y (Kp),C),
H˜•∂(K
p,Zp) = Hˇ
•(∂Y (Kp)B.S.,C),
H˜•c (K
p,Zp) = Hˇ
•(Y (Kp)B.S., ∂Y (Kp)B.S.,C).
The result follows from the long exact sequence in Cˇech cohomology. 
2.9. A local system. We keep the notation introduced in §2.2. We have a finite simplicial
complex Y0 and a profinite simplicial complex Y , together with a map Y → Y0. This map
is a G-bundle. We shall assume for a moment that Y0 is connected and write Γ for the
fundamental group of Y0. We regard Γ as acting on the left on the universal cover Y
univ
of Y . As was noted by Emerton (§2.1 of [9]), this data corresponds to giving a group
homomorphism Γ→ G. The space Y may then be constructed as follows:
Y = Γ\(Y univ ×G),
where the action of Γ on Y univ × G is γ(y, g) = (γy, γg). The right action of G on Y is
(y, g)h = (y, gh).
Let C(G) be the space of continuous functions G→ Zp. We have an action of Γ on C(G)
by left translation. By abuse of notation, we shall also write C(G) for the corresponding
local system on Y0. We also have an action of G on C(G) by right translation. This gives
the local system C(G) the structure of a sheaf of G-modules.
If we again allow Y0 to have finitely many connected components, then we may make
the same construction of a local system C(G) on each connected component. Together
these form a local system on the whole of Y0. With this notation we have:
Theorem 6. There are canonical isomorphisms of G-modules:
H•(Y,C) = H•(Y0,C(G)), H
•(Y, Z,C) = H•(Y0, Z0,C(G)).
Remark. It is clear that H•(Y,C) depends only on the profinite simplicial complex Y . The
independence of H•(Y0,C(G)) of the level Y0 follows from Shapiro’s Lemma.
Remark. The formula of the theorem makes it in principle possible to calculate Emerton’s
groups H˜•∗ (K
p,Zp), at least as Kp-modules, as long as one has a triangulation of the space
Y (KpKp), and as long as Kp is torsion-free.
Proof. We have a projection map f : Y → Y0. There is a corresponding Leray spectral
sequence:
Hp(Y0, R
qf∗C) =⇒ H
p+q(Y,C).
In view of this, the theorem follows from the following two Lemmas. 
Lemma 1. f∗C = C(G) and f∗(C
Z) = C(G)Z.
Proof. For any contractible open subset U ⊂ Y0, we have
f∗C(U) = C(U˜),
where U˜ is the preimage of U in Y . Topologically we have U˜ = U × G. Since U is
connected, we have an isomorphism
C(U˜) = C(G).
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
Lemma 2. For n > 0, Rnf∗C = R
nf∗(C
Z) = 0.
Proof. Recall that Rnf∗C is the sheafification of the presheaf
U 7→ Hn(U˜ ,C).
If U is contractible, then the arguments in §2.5 and §2.6 shows that Hn(U˜ ,C) = 0 for
n > 0. Since any open cover of Y0 has a refinement consisting of contractible sets, the
result follows. 
Corollary 3. If Y0 is a K(Γ, 1) space (i.e. if Y0 is connected and its universal cover is
contractible) then there is a canonical isomorphism of G-modules:
H•(Y,C) = H•Group(Γ,C(G)).
Corollary 4. In the notation of the introduction, let Kf = KpK
p, where Kp is torsion-
free. Then we have as Kp-modules:
H˜•(Kp,Zp) = H
•(Y (Kf ),C(Kp)),
H˜•c (K
p,Zp) = H
•
c (Y (Kf ),C(Kp)) = H
•(Y (Kf )
B.S., ∂Y (Kf)
B.S.,C(Kp)),
H˜•∂(K
p,Zp) = H
•(∂Y (Kf )
B.S.,C(Kp)).
3. Another proof of Emerton’s spectral sequence
We shall show in this section that Emerton’s spectral sequence is an example of a
Grothendieck spectral sequence. We are forced in this section to work over Qp rather
than Zp. This is because C(G) is not injective as a continuous Zp[G]-module, whereas
C(G,Qp) is injective in a suitable category of representations of G. The main result in
this section is Theorem 7. The results of this section are not required in the following
sections.
3.1. Relative homological algebra. As before we shall write G for a compact p-adic
analytic group. We write modG for the category of continuous representations of G on
topological vector spaces over Qp. Here “continuous” means that the map G × V → V
defining the action is continuous. The morphisms in this category are defined to be the
G-equivariant continuous linear maps.
The category modG is abelian, but does not have enough injectives; this is because the
category of topological vector spaces does not have enough injectives. To get around this
problem, one defines a strong morphism to be a morphism f : V → W in modG, such
that the exact sequence
0→ ker f → V →W → coker f → 0,
is chain homotopic to the zero complex in the category of topological vector spaces. This
means that
(1) ker f and Imf are closed topological direct summands;
(2) The continuous linear bijection V/ ker f → Imf is a homeomorphism.
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(For various subcategories, property (2) is immediate from (1) by the open mapping
theorem.) An object I of modG is called relatively injective if, given any strong injection
A → B in modG and any morphism f : A → I, the function f extends to a function
f˜ : B → I. By a relatively injective resolution of V , we mean an exact sequence of strong
morphisms:
0→ V → I1 → I2 → · · · ,
where each In is relatively injective. Every object of modG has such a resolution, and
any two such resolutions are chain homotopic. In particular, if we write C(G, V ) for the
space of continuous functions from G to V , equipped with the uniform topology, then
there is a canonical strong injection V → C(G, V ) and C(G, V ) is relatively injective.
For a left exact functor F :modG → C, one defines the relative (right-) derived functors
(R•rel.F)(V ) by
(Rnrel.F)(V ) = H
n(F(I•)).
This is independent of the resolution. For example, one defines the continuous cohomology
groups of G to be the relative derived functors of the functor V 7→ V G (see [7] or §IX.1.5
of [4] for this interpretation):
Hncts(G, V ) = (R
n
rel.(−
G))(V ).
This is the same as the cohomology of the usual complex of continuous cochains G×· · ·×
G→ V . More generally for an object W of modG we define:
ExtnG(W,V ) = (R
n
rel.HommodG(W,−))(V ).
Short exact sequences of strong morphisms give rise to long exact sequences of relative
derived functors.
3.2. Continuous admissible representations. Recall that an admissible continuous
G-module is a continuous representation of G on a Banach space V over Qp, such that
the continuous dual V ′ of V is finitely generated over the Iwasawa algebra of G. We write
modadmG for the full subcategory of continuous admissible representations of G. The
duality functor taking V to V ′ is an antiequivalence of categories, between the category
of continuous admissible representations of G, and the category of finitely generated
modules over the Iwasawa algebra. This duality takes C(G,Qp) to the rank 1 free module.
Consequenctly, C(G,Qp) is injective in mod
adm
G , and any injective object of mod
adm
G is
a direct summand of C(G,Qp)
N for some N . From this we deduce the following:
Lemma 3. (1) The category modadmG has enough injectives;
(2) The injective objects of modadmG are relatively injective in modG.
The lemma implies that any injective resolution in modadmG is a relatively injective
resolution in modG. As a consequence of this we have the following:
Lemma 4. Let F : modG → C be a left exact functor. For any continuous admissible
representation V of G, we have (Rnrel.F)(V ) = (R
n(F|modadmG ))(V ).
In particular, the restrictions of Hncts(G,−) and Ext
•
G(W,−) to mod
adm
G are derived
functors, rather than relative derived functors.
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3.3. Smooth representations. By a smooth representation of G, we shall mean an
abstract vector space V over Qp, equipped with an action of G by linear maps, such that
every vector in V has open stabilizer in G. We shall write smoG for the category of
smooth representations of G. The morphisms are the G-equivariant linear maps.
Since every vector in a smooth representation has finite G-orbit, it is clear that the
irreducible smooth representations of G are finite dimensional. Every finite dimensional
smooth representation is semi-simple. Furthermore, every smooth representation of G
is an inductive limit of finite dimensional smooth representations. It follows that every
smooth representation is a sum of finite dimensional irreducible smooth representations.
Every short exact sequence in smoG splits and every object is injective.
3.4. For objects W of modG and X of smoG, we define an object X ⊗W of modG. As
a vector space, this is the algebraic tensor product over Qp. The G-action is on both X
and W . To define the topology on X ⊗W , we identify X ⊗W with the inductive limit of
the spaces F ⊗W , where F is a finite dimensional subspace of X . By choosing a basis of
F , we may identify F ⊗W with W dimF , and we equip W dimF with the product topology.
The corresponding topology on F ⊗W is independent of the choice of basis. Equivalently,
a subset U ⊂ X ⊗W is a neighbourhood of 0 if and only if for every x ∈ X there is a
neighbourhood Ux of 0 in W , such that x⊗ Ux ⊂ U .
Lemma 5. The functor − ⊗W : smoG → modG takes short exact sequences in smoG
to strong short exact sequences in modG.
Proof. Suppose we have an exact sequence in smoG:
(3) 0→ A→ B → C → 0.
Tensoring with W , we obviously still have an exact sequence of vector spaces and G-
equivariant linear maps. The issue here is to show that B ⊗W is the topological direct
sum of A⊗W and C ⊗W . This follows because B = A⊕ C. 
3.5. For objects V,W of modG, we use the notation
HomG−st(V,W ) =
lim
→
r
HomGr(V,W ).
We regard this space as an abstract vector space over Qp; it is an object of smoG with
the action of G by conjugation.
Lemma 6. The functor HomG−st(W,−) :modG → smoG is a right-adjoint of the functor
W ⊗− : smoG →modG. Consequently, we have:
(1) HomG−st(W,−) is left-exact;
(2) HomG−st(W,−) takes relative injectives to injectives;
(3) HomG−st(W,−) takes injective objects of mod
adm
G to injective objects of smoG.
Proof. Let X be a smooth G-module, and let V and W be continuous G-modules. We
need to check that
HomG(X,HomG−st(W,V )) = HomG−cts(X ⊗W,V ).
14 RICHARD HILL
We first note that HomG−st(W,V ) is the space of smooth vectors in Homcts(W,V ). Since
all vectors in X are smooth, we have
HomG(X,HomG−st(W,V )) = HomQp(X,Homcts(W,V ))
G,
where we are regarding Homcts(W,V ) as an abstract vector space. With our choice of
topology on X ⊗W , we have:
HomQp(X,Homcts(W,V )) =
lim
←
F
HomQp(F,Homcts(W,V )) =
lim
←
F
Homcts(F ⊗W,V )
= Homcts(X ⊗W,V ).
Here F runs over finite dimensional subspaces of X . 
We write Ext•G−st(W,−) for the relative derived functors of the functor HomG−st(W,−) :
modG → smoG. These are smooth G-modules, and may be calculated as follows:
Ext•G−st(W,V ) =
lim
→
r
Ext•Gr(W,V ).
3.6. Simplicial sheafs. Let Y0 be an abstract finite simplicial complex. For our pur-
poses, this means Y0 is a set of non-empty subsets (the simplexes) of a finite set (the
set of vertices), such that if A is in Y0 then every non-empty subset of A is in Y0. We
regard Y0 as a topological space, in which the closed sets are precisely the subcomplexes
of Y0. Given an abelian category C, we write sheaf(C/Y0) for the category of C-valued
sheafs on Y0. Note that since Y0 is a finite topological space, it is not necessary for C to
be closed under taking direct limits. A standard argument shows that if C has enough
injectives then so does sheaf (C/Y0). We shall write Γ
C
Y0
for the global sections functor
from sheaf (C/Y0) to C.
Lemma 7. Let C be an abelian category. The functor ΓCY0 : sheaf (C/Y0)→ C is a right
adjoint of the constant sheaf functor V 7→ V . Consequently,
(1) ΓCY0 is left-exact;
(2) ΓCY0 takes injectives in sheaf (C/Y0) to injectives in C.
Proof. This is standard. 
The categories sheaf (smoG/Y0) and sheaf(mod
adm
G /Y0) have enough injectives. How-
ever sheaf(modG/Y0) does not have enough injectives. We get around this problem by
exactly the same method as before. A morphism f : F → G in sheaf(modG/Y0) is called
strong if for each point y ∈ Y0, the exact sequence is stalks
0→ (ker f)y → Fy → Gy → (coker f)y → 0
is split exact (i.e. chain homotopic to zero) in the category of topological vector spaces.
One defines relatively injective objects and relatively injective resolutions exactly as above.
One may use relatively injective resolutions to define relative derived functors. It is
important to check that these relative derived functors agree on the full subcategory
sheaf (modadmG /Y0) with the usual derived functors. To see this, note that every object
of sheaf(modadmG /Y0) has an injective resolution in sheaf (mod
adm
G /Y0) by sheafs which
are relatively injective in sheaf (modG/Y0). As a consequence of this, we have:
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Lemma 8. If F is injective in sheaf (modadmG /Y0) then F is relatively injective in
sheaf (modG/Y0).
Proof. As explained above, the relative derived functors of Homsheaf(modG/Y0)(−,F) re-
strict to the derived functors of Homsheaf(modadmG /Y0)(−,F). 
LetW be an object ofmodG. We writeHomG−st(W,−) for the functor from sheaf (modG/Y0)
to sheaf (smoG/Y0), defined by
HomG−st(W,F)(U) = HomG−st(W,F(U)), U ⊂ Y0 open.
Similarly we write −⊗W for the functor sheaf (smoG/Y0)→ sheaf (modG/Y0), defined
by
(F ⊗W )(U) = F(U)⊗W.
Lemma 9. Let W be a continuous G-module.
(1) The functor HomG−st(W,−) : sheaf(modG/Y0) → sheaf(smoG/Y0) is a right-
adjoint of −⊗W .
(2) − ⊗W : sheaf(smoG/Y0) → sheaf(modG/Y0) takes exact sequences to strong
exact sequences.
(3) HomG−st(W,−) is left exact and takes relative injectives to injectives.
Proof. Let X be a sheaf of smooth G-modules on Y0 and let V be a sheaf of continuous
G-modules on Y0. For part (1), we must show that
Homsheaf(smoG/Y0)(X ,HomG−st(W,V)) = Homsheaf(modG/Y0)(X ⊗W,V).
It is sufficient to verify that on each open set U ⊂ Y0, we have:
HomsmoG(X (U),HomG−st(W,V(U))) = HommodG(X (U)⊗W,V(U)),
and that these isomorphisms are compatible with restriction maps. This follows from
Lemma 6. For part (2), recall that exactness of a sequence of sheafs is equivalent to
exactness of the corresponding sequence of stalks at each point. This allows us to reduce
(2) to Lemma 5. Part (3) follows from (1) and (2). 
3.7. Let Y0 be a geometric realization of the abstract simplicial complex Y0 and Z0 a
geometric realization of a subcomplex Z0. If C is an abelian category, which is closed
under direct limits, then we may form the category sheaf (C/Y0). The map pi : Y0 → Y0,
which takes a point of Y0 to the smallest simplex containing that point, is continuous.
Lemma 10. Let C be an abelian category with enough injectives, which is closed under
direct limits. Let F be an object of sheaf(C/Y0). If F is a locally constant sheaf then
H•(Y0, Z0,F) = H
•(Y0,Z0, pi∗F).
Proof. This follows from the spectral sequence of the map pi : Y0 → Y0:
Hp(Y0, (R
qpi∗)(F
Z0)) =⇒ Hp+q(Y0, Z0,F).
We need to check that (Rqpi∗)(F
Z0) = 0 for q > 0. This amounts to checking for every
y ∈ Y0 that H
q(pi−1U , pi−1(U ∩ Z0),F) = 0, where U is the intersection of the (finitely
many) open subsets of Y0 containing y. Since both pi
−1U and pi−1(U ∩Z0) are contractible
(or empty) and F is locally constant, the result follows. 
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Theorem 7. Let W be a continuous admissible G-module. Then there is a spectral se-
quence of smooth G-modules:
ExtpG−st(W,H
q(Y0,Z0,C(G,Qp))) =⇒
lim
→
r
Hp+q(Yr, Zr,Homcts(W,Qp)).
Proof. Write Ext•G−st(W,−) for the derived functors of HomG−st(W,−), and write ΓY0
for the global section functor. The functor ΓY0 is also left-exact and preserves injectives,
and we write H•(Y0,−) for its derived functors. There is an equality of functors from
sheaf (modG/Y0) to smoG:
ΓY0 ◦ HomG−st(W,−) = HomG−st(W,−) ◦ ΓY0 .
We write Γsmooth for this composition. Hence there are Grothendieck spectral sequences:
ExtpG−st(W,H
q(Y0,C(G,Qp)
Z0)) =⇒ (Rp+qΓsmooth)(C(G,Qp)
Z0),
Hp(Y0, Ext
q
G−st(W,C(G,Qp)
Z0)) =⇒ (Rp+qΓsmooth)(C(G,Qp)
Z0).
The terms from the first spectral sequence are those from the statement of the theorem. To
prove the theorem, we must show that (RpΓsmooth)(C(G,Qp)
Z0) is the classical cohomology
with values in Homcts(W,Qp).
Since the stalks of C(G,Qp)
Z0 are injective objects of modadmG , it follows that the
extension groups ExtqG−st(W,C(G,Qp)
Z0) are zero for q > 0. Hence the second spectral
sequence degenerates, and we have
(RpΓsmooth)(C(G,Qp)
Z0) = Hp(Y0,HomG−st(W,C(G,Qp)
Z0)).
By Lemma 10, we have
Hp(Y0,HomG−st(W,C(G,Qp)
Z0)) = Hp(Y0, Z0,HomG−st(W,C(G,Qp))).
Since direct limits are exact, we have
Hp(Y0, Z0,HomG−st(W,C(G,Qp))) =
lim
→
r
Hp(Y0, Z0,HomGr(W,C(G,Qp))).
Let f : Yr → Y0 be the projection map. The spectral sequence of this map is:
Hp(Y0, Z0, H
q(G/Gr,HomGr(W,C(Gr,Qp)))) =⇒ H
p+q(Yr, Zr,HomGr(W,C(Gr,Qp))).
Since G/Gr is a finite set, the spectral sequence degenerates and we have:
Hp(Y0, Z0, H
0(G/Gr,HomGr(W,C(Gr,Qp)))) = H
p(Yr, Zr,HomGr(W,C(Gr,Qp))).
As sheafs on Y0 we have
H0(G/Gr,HomGr(W,C(Gr,Qp))) = HomGr(W,C(G,Qp)).
By Frobenius reciprocity we have:
HomGr(W,C(Gr,Qp)) = Homcts(W,Qp).
The result follows. 
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Remark. Theorem 7 gives Emerton’s spectral sequence in the compactly supported case.
For the usual case, we take Z0 to be empty. Note that we have not required W to be finite
dimensional. We also need no special properties of the simplicial complex Y0. If W is
finite dimensional, then we may replace Ext•G−st by extension groups of the representation
of the Lie algebra of G on the locally analytic vectors (see Theorem 1.1.13 of [9]).
4. Calculation of some cohomology groups
In this section we again let G be a compact p-adic analytic group, and we have a
neighbourhood filtration Gr by open normal subgroups. We let Y0 be a finite simplicial
complex, together with a map for each connected component to Y0, from the fundamental
group of the connected component to G. We let C(G) be the corresponding local system
of G-modules on Y0. We shall calculate H
•(Y0,C(G)) in some cases. In the case that Y0
is connected, we write Γ for the fundamental group of Y0.
4.1. Induction. For the purposes of the discussion here, a topological G-module will be
an abelian topological group M with an action of G by a continuous map G×M → M .
We call M smooth if it has the discrete topology. For an open subgroup H of finite
index in G, we write indGH for the induction functor from smooth H-modules to smooth
G-modules, or from topological H-modules to topological G-modules.
Suppose instead that H is a closed subgroup, of possibly infinite index. We shall
describe two induction functors in this case. Given a smooth H-module V , we define
smoothindGH(V ) to be the space of smooth functions f : G→ V , such that f(hg) = hf(g)
for all h ∈ H . The smooth induced module is a smooth G-module.
Given a continuous H-module V , we define înd
G
HV to be the space of continuous func-
tions f : G → V satisfying f(hg) = hf(g) for all h ∈ H . We give înd
G
HV the topology
of uniform convergence. It is a continuous G-module. In fact smoothind is simply the
restriction of înd to the category of smooth modules, but it is convenient to distinguish
between these two functors.
We now discuss how these three kinds of induction are related.
Lemma 11. Let H be a closed subgroup of G. Suppose we have an inductive system
of H-modules Vr, such that for each r, Vr is the inflation of a H/(H ∩ Gr)-module. By
identifying H/(H ∩Gr) with GrH/Gr, we also regard Vr as a GrH-module. Then we have
an isomorphism of smooth G-modules:
lim
→
r
indGGrHVr = smoothind
G
H
lim
→
r
Vr.
Proof. Let x ∈
lim
→
r
indGGrHVr. This means that for r sufficiently large, x is represented
by a function xr : G→
lim
→
r
Vr, with the properties
(1) For g ∈ G and h ∈ H , xr(hg) = h · xr(g);
(2) xr(gg
′) = xr(g
′) for all g ∈ Gr and g ∈ G.
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Only the second condition depends on r; furthermore the union over all r of such spaces
of functions is the space of smooth functions with values in
lim
→
r
Vr satisfying the first
condition. 
Lemma 12. Let H be a closed subgroup of G and let Vs be a projective system of smooth
(discrete) H-modules. Then we have
lim
←
s
smoothindGHVs = înd
G
H
lim
←
s
Vs.
Proof. This is easy to check. 
Theorem 8. Let H ⊂ G be an analytic subgroup. Assume that for each connected com-
ponent of Y0, the image in G of the corresponding fundamental group is contained in H.
Then there is an isomorphism of G-modules:
H•(Y0,C(G)) = înd
G
HH
•(Y0,C(H)).
Proof. We use Emerton’s point of view. The space Yr is given by
Yr = Γ\(Y
univ ×G/Gr).
There is a projection Yr → (GrH)\G given by Γ(y, g) 7→ HGrg. We write Xr for the
preimage of the identity coset HGr. This is given by
Xr = Γ\(Y
univ ×HGr/Gr).
Letting Hr = H ∩Gr, and identifying HGr/Gr with H/Hr, we see that the sets Xr form
a projective system, whose projective limit is equal to
X = Γ\(Y univ ×H).
Since the index [G : GrH ] is finite, it is clear that
H•(Yr,Z/p
s) = indGHGrH
•(Xr,Z/p
s).
Taking the limit over levels Gr, we obtain:
lim
→
r
H•(Yr,Z/p
s) =
lim
→
r
indGHGrH
•(Xr,Z/p
s).
From Lemma 11, we have:
lim
→
r
H•(Yr,Z/p
s) = smoothindGH
lim
→
r
H•(Xr,Z/p
s).
By Lemma 12 we have:
lim
←
s
lim
→
r
H•(Yr,Z/p
s) = înd
G
H
lim
←
s
lim
→
r
H•(Xr,Z/p
s).
In Emerton’s notation, this is:
H˜•(Y,Zp) = înd
G
HH˜
•(X,Zp).
The result follows from Theorems 5 and 6. 
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Remark. The proof relies on the fact that G and H are p-adic analytic groups. The author
does not know whether Theorem 8 holds for profinite groups in general.
4.2. Cohomology of nil-manifolds. For the next few results, it will be useful to recall
that if a finite simplicial complex Y0 is a K(Γ, 1)-space then Γ must be torsion-free and
finitely presented, and Y0 must be connected.
Lemma 13. Let Y0 be a K(Γ, 1)-space, where Γ abelian. Assume that the map Γ → G
identifies G with the p-adic completion of Γ. Then we have
Hn(Y0,C(G)) =
{
Zp n = 0,
0 n > 0.
The action of G on these spaces is trivial.
Proof. We have Γ = ZN and G = ZNp for some N , and Y0 is homotopic to a torus. Letting
Gr = p
rZNp , it follows that Yr is naturally a K(p
rZN , 1) space for every r. Hence by
Emerton’s formula for H˜•(Y,Zp), we have:
Hn(Y0,C(G)) =
lim
←
s
lim
→
r
Hn(Yr,Z/p
s) =
lim
←
s
lim
→
r
Hn(prZN ,Z/ps).
On the other hand, Hn(ZN ,Z/ps) = Hom(∧n(ZN),Z/ps). This implies
lim
→
r
Hn(prZN ,Z/ps) =
{
Z/ps n = 0,
0 n > 0.
The result follows. 
It will be convenient to have a more precise version of this result:
Lemma 14. Let Y0 be a K(Γ, 1)-space, where Γ is abelian; let Γˆ be the p-adic completion
of Γ. Suppose that the induced map Γˆ → G is surjective, and let ∆ be the kernel of this
map. Then we have
Hn(Y0,C(G)) = HomZp(∧
n
Zp
∆,Zp).
The action of G is trivial.
Proof. As in the proof of the previous result, we have:
Hn(Y0,C(G)) =
lim
←
s
lim
→
r
Hn(Γr,Z/p
s),
where Γr is the preimage of Gr in Γ. Since Γr is a finitely generated torsion-free abelian
group, its cohomology is as follows:
Hn(Γr,Z/p
s) = Hom(∧nΓr,Z/p
s).
This is clearly equal to HomZp(∧
n
Zp
Γˆr,Z/p
s), where Γˆr is the preimage of Gr in Γˆ. The
kernel ∆ is the intersection of the subgroups Γˆr, and one easily checks that
lim
→
r
HomZp(∧
n
Zp
Γˆr,Z/p
s) = HomZp(∧
n
Zp
∆,Z/ps).
The result follows. 
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Theorem 9. Let Y0 be a K(Γ, 1) space, where Γ is a nilpotent group. Assume that the
map Γ→ G identifies G with the pro-p completion of Γ. Then we have
Hn(Y0,C(G)) =
{
Zp n = 0,
0 n > 0.
The action of G is trivial.
Proof. We consider the ascending central series:
1 ⊂ Γ1 ⊂ Γ2 ⊂ · · · ⊂ ΓN = Γ,
where Γi+1/Γi is the centre of Γ/Γi. We let Gi be the pro-p completion of Γi. Each of
the subquotients Γi+1/Γi is a finitely generated torsion-free abelian group, and its p-adic
completion is Gi+1/Gi. We shall prove by induction on t that
(4) Hn(Γt,C(Gt)) =
{
Zp n = 0,
0 n > 0.
If t = 1 then Γt is abelian, so the result follows from Lemma 13. Assume that (4) holds
for t− 1. There is a Hochschild–Serre spectral sequence
Hp(Γt/Γt−1, H
q(Γt−1,C(Gt))) =⇒ H
p+q(Γt,C(Gt)).
By Theorem 8, we have
H•(Γt−1,C(Gt)) = înd
Gt
Gt−1H
•(Γt−1,C(Gt−1)),
and hence by the inductive hypothesis, we have:
Hq(Γt−1,C(Gt)) =
{
C(Gt/Gt−1) q = 0,
0 q > 0.
It follows that the spectral sequence has only one non-zero row, so we have:
H•(Γt,C(G)) = H
•(Γt/Γt−1,C(Gt/Gt−1)).
On the other hand Gt/Gt−1 is the p-adic completion of Γt/Γt−1, so Lemma 13 gives:
Hn(Γt/Γt−1,C(Gt/Gt−1)) =
{
Zp n = 0,
0 n > 0.

Theorem 10. Let Y0 be a K(Γ, 1) space. Let N be an analytic, normal, nilpotent subgroup
of G, and let ΓN be the preimage of Γ in N . Assume that N is the pro-p completion of
ΓN . Then we have as G-modules:
H•(Γ,C(G)) = H•(Γ/ΓN ,C(G/N)).
Proof. There is a spectral sequence
Hp(Γ/ΓN , H
q(ΓN ,C(G)) =⇒ H
p+q(Γ,C(G)).
By Theorem 8, we have
H•(ΓN ,C(G)) = înd
G
NH
•(ΓN ,C(N)),
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and hence by the previous theorem we have
Hq(ΓN ,C(G)) =
{
C(G/N) q = 0,
0 q > 0.
The result follows. 
4.3. First applications to arithmetic quotients. We begin now to apply our results
to arithmetic quotients as described in the introduction. For simplicity we assume now
that k = Q. Our methods extend to the general case; however the results are more difficult
to state. This is because one is forced to make systematic use of Lemma 14 in place of
Lemma 13 and Theorem 9. The results stated below remain correct if one replaces Q by
a number field k, in which p is the only prime of k above p.
For a linear algebraic group G over Q, and a compact open subgroup Kf ⊂ G(Af), we
shall use the notation
YG(Kf) = G(Q)\G(A)/K
◦
∞Kf ,
where K◦∞ is a fixed maximal compact connected subgroup of G(R).
4.3.1. Unipotent groups. We recall that a group G/Q is said to satisfy strong approxima-
tion if G(Q)G(R) is dense in G(A).
Lemma 15. IfG satisfies strong approximation then YG(Kf ) is connected. If, in addition,
Γ(Kf) is torsion-free then Y (Kf) is a K(Γ(Kf), 1) space.
Proof. This is easy and well-known. 
Theorem 11. If N/Q is a unipotent group and Kp (resp. Kp) is a compact open subgroup
of N(Apf) (resp. N(Qp)) then
Hn(YN(KpK
p),C(Kp)) =
{
Zp n = 0,
0 n > 0.
Proof. It is known that strong approximation holds for unipotent groups. Furthermore
N(A) is torsion-free. It follows from Lemma 15 that YN(Kf ) is a K(ΓN(Kf), 1)-space.
The arithmetic group ΓN(Kf ) is nilpotent. The pro-p completion of Γ(Kf) injects into Kp.
By strong approximation, its image is the whole of Kp. Thus Kp is the pro-p completion
of ΓN(Kp). The result follows from Theorem 9. 
4.3.2. Unipotent radicals. Let P be an arbitrary linear algebraic group over Q. In appli-
cations, P will be a parabolic subgroup. We let N be the unipotent radical of P and we
choose a Levi component L. A maximal compact subgroup KL,∞ of L(R) is also maximal
compact in P(R). We let Kf,P = Kp,PK
p
P be a compact open subgroup of P(Af) with
Kp,P torsion-free. We also let Kf,N = Kf ∩N, and similarly Kp,N. The subgroup Kf,N is
normal in Kf,P, and we define Kf,L = Kf,P/Kf,N. We may regard Kf,L as a subgroup of
L(Af ); however it may be larger than Kf ∩ L.
Theorem 12. With the notation just described, there is an isomorphism of Kp,P-modules:
H•∗ (YP(Kf,P),C(Kp,P)) = H
•
∗ (YL(Kf,L),C(Kp,L)),
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where ∗ is either the empty symbol or “c”. The action of Kp,P on H
•
∗ (YL(Kf,L),C(Kp,L))
is by right translation on Kp,L = Kp,P/Kp,N.
Proof. As N is a normal subgroup of G, there is a projection map
f : YP(Kf,P)→ YL(Kf,L).
This map is a fibre bundle with fibre YN(Kf,N). The fibre is compact, so in both the
compactly supported and also the usual case, the spectral sequence is:
Hp∗ (YL(Kf,L), H
q(YN(Kf,N),C(Kp,P))) =⇒ H
p+q
∗ (YP(Kf,P),C(Kp,P)).
By Theorem 8 and Theorem 11 we have
Hq(YN(Kf,N),C(Kp,P)) =
{
înd
Kp,P
Kp,N
Zp q = 0,
0 q > 0.
Note that there is a canonical isomorphism
înd
Kp,P
Kp,N
Zp = C(Kp,L).
The result follows. 
4.3.3. Tori and Leopoldt’s Conjecture. Let T be a torus over Q, and let Kf = K
pKp be a
compact open subgroup of T(Af). We let Γ(Kf) = T(Q)∩ (T(R)
◦Kf ), and we let Γˆ(Kf )
be the p-adic completion of Γ(Kf). There is a map Γˆ(Kf )→ Kp, and we write ∆(T, Kf )
for the kernel of this map. The rank d(T) = rankZp∆(T, Kf ) does not depend on Kf ,
and is called the Leopoldt defect of T.
Conjecture 1 (Leopoldt’s Conjecture; see 10.3.5, 10.3.6 of [13]). d(T) = 0.
This conjecture is usually made for tori of the form RestkQGL1/k, where k is a number
field. The apparently more general conjecture given above is in fact equivalent to the
conjecture for all tori of the form RestkQGL1/k. This follows easily from the classification
of tori (see for example §3.8.12 of [1]) together with the Artin induction theorem (§15.4 of
[8]). Leopoldt’s conjecture is known to hold for tori which split over an abelian extension
of Q.
Theorem 13. Let T be a torus over Q and let Kf = KpK
p be chosen so that Γ(Kf) is
torsion-free. Then we have:
Hn(YT(Kf),C(Kp)) = ind
Kp
G
(
HomZp(∧
n
Zp
∆,Zp)⊗ Zp[pi0]
)
,
where G (resp. ∆) is the image (resp. the kernel) of the map Γˆ(Kf)→ Kp and pi0 is the
group of components of the Lie group YT(Kf). The action of G on Hom(∧
n∆,Zp)⊗Zp[pi0]
is trivial. For compactly supported cohomology we have:
Hnc (YT(Kf ),C(Kp)) =
{
ind
Kp
G
(
HomZp(∧
n−r
Zp
∆,Zp)⊗ Zp[pi0]
)
n ≥ r,
0 n < r.
where r = rankQT.
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Proof. By Theorem 8, it is sufficient to calculate the groups
H•∗ (YT(Kf ),C(G)).
The space YT(Kf) is a Lie group. We shall write Y0 for its identity component. The group
pi0 of components is finite, and by the Ku¨nneth formula we have (as G-modules):
H•∗ (YT(Kf ),C(G)) = H
•
∗ (Y0,C(G))⊗ Zp[pi0].
The identity component Y0 is homeomorphic to V/Γ, where V is a vector space over R
and Γ is a lattice, which we identify with Γ(Kf). Our use of the word “lattice” does
not imply that Γ spans V . In general, dim(V ) = rankR(T), whereas (by Dirichlet’s unit
theorem) Γ spans a subspace V0 of rank rankR(T)− rankQ(T).
In any case, Y0 is a K(Γ, 1)-space, so by Lemma 14 we have:
H•(Y0,C(G)) = HomZp(∧
•
Zp
∆,Zp).
The first part of the theorem follows.
To calculate the compactly supported cohomology, we choose a decomposition V =
V0 × V1 as real vector spaces. The space V0/Γ is a compact K(Γ, 1) space, so we have:
Hnc (V0/Γ,C(G)) = H
n(Y0,C(G)).
Furthermore, since V1 is an r-dimensional Euclidean space, we have:
Hnc (V1,C(G)) =
{
C(G) n = r,
0 n 6= r.
The result follows from the spectral sequence of the map Y0 → V0/Γ. 
Corollary 5. Let T be a torus over Q and let d(T) be the Leopoldt defect of T. Assume
Γ(Kf) is torsion-free. Then H
n(YT(Kf),C(Kp)) is non-zero if and only if n ≤ d(T). In
particular the following are equivalent:
(1) Leopoldt’s conjecture holds for T;
(2) H1(YT(Kf),C(Kp)) = 0;
(3) Hn(YT(Kf ),C(Kp)) = 0 for all n > 0.
4.3.4. Universal covers of semi-simple groups.
Theorem 14. Let G/Q be the (algebraic) universal cover of a semi-simple group H/Q.
For any tame level KpH in H, the group H˜
n(KpH,Zp) is a sum of finitely many copies of
H˜n(KpG,Zp), where K
p
G is the preimage of K
p
H in G.
Proof. We have a short exact sequence of algebraic groups over Q:
1→ F→ G→ H→ 1,
where F is finite and abelian. This gives rise to a long exact sequence in Galois cohomol-
ogy.
1→ F(Qp)→ G(Qp)→ H(Qp)→ H
1(Qp,F)→ 1.
The triviality of the final term is a theorem of Kneser (see [12] and also §III.3.1 of [17]).
The group H1(Qp,F) is finite by local class field theory. We may choose a level Kp,G ⊂
G(Qp) small enough so that it is torsion-free. In particular its intersection with F(Qp) is
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trivial. We let Kp,H be the image of Kp,G in H(Qp). This is a compact open subgroup of
H(Qp) and is isomorphic to Kp,G. Replacing Kp,H and Kp,G by subgroups if necessary,
we may ensure that for every element h ∈ H(Qp), the subgroup hKp,Hh
−1 is the bijective
image of a torsion-free subgroup of G(Qp). This follows from the finiteness of H
1(Qp,F).
Choose a tame level KpH in H, and define K
p
G to be its preimage in G(Af). We let
Kf,H = Kp,HK
p
H, and similarly for G.
The arithmetic quotient YH(Kf ) is in general not connected. Its connected components
are indexed by the finite set
H(Q)\H(A)/H(R)◦Kf .
More precisely, the double coset containing an element h ∈ H(A) corresponds to a com-
ponent
Y0(h) = Γ\H(R)
◦/K◦∞,H, Γ = Γ(h
−1Kf,Hh).
Since h−1Kp,Hh is torsion-free, Γ must be torsion-free, so Y (h) is a K(Γ, 1)-space. The
action of Γ on C(Kp) is the composition of the usual left-translation, with conjugation by
h. This implies:
H•(Y0(h),C(Kp,H)) = H
•(Y0(h),C(hKp,Hh
−1)),
where the action of Γ on C(hKph
−1) is by left translation.
Choose a compact open subgroup G(h) ⊂ G(Qp) such that hKp,Hh
−1 is the bijective
image of G(h). By the strong approximation theorem, Γ is the bijective image of the
congruence subgroup ΓG(K
p
GG(h)) of G, and there is a natural bijection:
Y0(h) = YG(K
p
GG(h)).
This implies
H•(Y0(h),C(hKp,Hh
−1)) = H•(YG(K
p
GG(h)),C(G(h))).
The result follows. 
5. Vanishing Theorems
We return in this section to the notation of the introduction.
Theorem 15. Let G be a reductive group over Q. Assume that the maximal split torus
in the centre of G is trivial. Then c˜d∂(G,Zp) ≤ D(G,Zp) and c˜d∂(G,Qp) ≤ D(G,Qp).
Proof. We prove the result in the case of coefficients in Zp. The proof for Qp is the same.
Choose a level Kf = KpK
p, with Kp small enough so that it is torsion-free. We have
(as Kp-modules):
H˜•∂(K
p,Zp) = H
•(∂Y (Kf)B.S.,C(Kp)).
We must prove that H˜n∂ (K
p,Zp) = 0 for n > D(G,Zp). It is clearly sufficient to prove, for
each connected component Y0 of Y (K
f ), that Hn(∂Y B.S.0 ,C(Kp)) = 0 for n > D(G,Zp).
Fix a component Y0 of Y (Kf). We have, for a congruence subgroup Γ of G,
Y0 = Γ\G(R)
◦/K◦∞.
Replacing Kf by a conjugate if necessary, we may assume that Γ = Γ(Kf ). Hence Γ is
torsion-free and Y0 is a K(Γ, 1)-space.
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We recall the structure of the Borel–Serre boundary of Y0. Let P1, . . . ,PN be the Γ-
conjugacy classes of proper parabolic Q-subgroups of G. For each Pt, we have a Levi
decomposition:
Pt = Lt ⋉Nt,
where Nt is the unipotent radical of Pt and Lt is a Levi component of Pt. We further
decompose Lt = AtMt, where At is the maximal Q-split torus in the centre of Lt and Mt
is the intersection of the kernels of the homomorphisms Lt → GL1/Q. We shall choose
Pt and Lt in such a way that K∞,Mt = Pt(R) ∩K∞ is a maximal compact subgroup of
Mt(R). We define a subgroup Qt =Mt ⋉Nt. For each parabolic subgroup Pt we have a
boundary component:
Zt = (Γ ∩Qt)\Qt(R)
◦/K◦∞,Mt.
Note that Zt is a connected component of the arithmetic quotient:
YQt(Qt,f ), Qt,f = Kf ∩Qt(Af).
For n > D(G,Zp), we know by Theorems 8 and 12 that H˜
n
c (YQt(Qt,f ),C(Kp)) = 0. It
follows that
(5) H˜nc (Zt,C(Kp)) = 0 for n > D(G,Zp).
As a set, the Borel–Serre boundary of Y0 is given by:
∂Y B.S.0 = Z1 ∪ · · · ∪ ZN .
Each component Zt in turn has a Borel–Serre compactification Z
B.S.
t , which may be identi-
fied with the closure of Zt in Y
B.S.
0 . The boundary ∂Z
B.S.
t is the union of those components
Zu for which Pu is Γ-conjugate to a proper subgroup of Pt. We shall order the subgroups
Pt so that if Pt is Γ-conjugate to a subgroup of Pu then t < u. With this choice of
ordering we have a filtration on ∂Y B.S.0 by compact subspaces:
A1 ⊂ A2 ⊂ · · · ⊂ AN = ∂Y
B.S.
0 ,
At =
⋃
u≤t
Zu =
⋃
j≤i
ZB.S.u .
Let n > D(G). We shall prove by induction on t that Hn(At,C(Kp)) = 0.
In the case t = 1, we have A1 = Z1. The subgroup P1 is a minimal parabolic subgroup.
This implies that the rational rank of M1 is zero. It follows that Z1 is compact, so by (5)
we have:
Hn(A1,C(Kp)) = 0 for n > D(G,Zp).
Assume that Hn(At−1,C(Kp)) = 0 for n > D(G) and consider the exact sequence
→ Hn(At, At−1,C(Kp))→ H
n(At,C(Kp))→ H
n(At−1,C(Kp))→ .
By assumption, the last term in the sequence is zero. For the inductive step, we shall
show that the first term is zero. By the excision axiom, we have
Hn(At, At−1,C(Kp)) = H
n(ZB.S.t , ∂Z
B.S.
t ,C(Kp)).
This is equal to Hnc (Zt,C(Kp)), which by (5) is zero for n > D(G,Zp). 
Corollary 6. Let G/Q be reductive and suppose the maximal Q-split torus in the centre
of G is trivial.
26 RICHARD HILL
(1) The map H˜nc (K
p,Qp) → H˜
n(Kp,Qp) is an isomorphism for n > D(G,Qp) + 1
and is surjective for n = D(G,Qp) + 1.
(2) The map H˜nc (K
p,Zp)→ H˜
n(Kp,Zp) is an isomorphism for n > D(G,Zp)+1 and
is surjective for n = D(G,Zp) + 1.
For a linear algebraic groupG, we shall write XG for the symmetric space G(R)/K∞,G.
Recall the following:
Theorem 16 ([3]). If G is reductive and the maximal split torus in the centre of G is
trivial, then the virtual cohomological dimension of arithmetic subgroups of G is dimXG−
rankQG.
As a result, we clearly have for such groups c˜d(G,Zp) ≤ dimXG − rankGG. We now
prove the same bound for c˜dc.
Theorem 17. Let G/Q be reductive and suppose the maximal Q-split torus in the centre
of G is trivial. Then
c˜dc(G,Zp) ≤ dimXG − rankQG.
Proof. We prove this by induction on the rational rank of G. If G has rank zero, then
the result is trivial. Suppose the result is true for all groups of smaller rank then G. Let
P = MAN be a proper parabolic subgroup of G. By the Iwasawa decomposition, we
have a parametrization of the symmetric space XG as follows:
XG = XM ×A(R)
◦ ×N(R).
This implies dimXG = dimXM+rankQA+dimN. By the inductive hypothesis, we have
c˜dc(M,Zp) ≤ dimXM − rankQM.
On the other hand rankQG = rankQA+ rankQM. Combining these facts, we find that
c˜dc(M,Zp) ≤ dimXG − rankQG− dimN.
In particular we have D(G) < dimXG − rankQG. By Corollary 6, we have for n >
dimXG − rankQG:
H˜nc (G,Zp) = H˜
n(G,Zp).
However, the right hand side is zero, since n is larger than c˜d(G,Zp). 
Proposition 1. Let G/Q be a reductive group, such that the centre of G has rational
rank zero. If the real rank of G is positive then
c˜d(G,Zp), c˜dc(G,Zp) ≤ dimXG − 1.
Proof. If G has positive rational rank, then this follows from our previous vanishing
theorem. We therefore assume that G has rational rank zero. In this case the arithmetic
quotients YG(Kf) are compact, so we have c˜d(G,−) = c˜dc(G,−). Choose a level Kf =
KpKp, where Kp is torsion-free. It is sufficient to prove that
Hd(Y (Kf),C(Kp)) = 0, d = dimXG.
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Choose a component Y0 of Y (Kf) and let Γ be the fundamental group of Y0. We shall
write G for the closure of the image of Γ in Kp. We have by Theorem 8:
Hd(Y0,C(Kp)) = înd
Kp
G H
d(Y0,C(G)).
It is therefore sufficient to prove that Hd(Y0,C(G)) = 0. Choose a filtration
G = G0 ⊃ G1 ⊃ · · · ,
and for each r let Yr be the corresponding cover of Y0. Since the image of Γ is dense in
G, it follows that Yr is connected for every r. We therefore have H
d(Yr,Z/p
s) = Z/ps.
For r < t the map Hd(Yr,Z/p
s) → Hd(Yt,Z/p
s) is multiplication by the index [G : Gr].
Since G is locally a pro-p group, it follows that
lim
→
r
Hd(Yr,Z/p
s) = 0.
Using Emerton’s formula, we have:
Hd(Y0,C(G)) = H˜
d(Y0,Zp) =
lim
←
s
lim
→
r
Hd(Yr,Z/p
s) = 0.

Recall that the congruence kernel Cong(G) of G is defined to be the kernel of the map
lim
←
Γ arithmetic
G(Q)/Γ→
lim
←
Kf
G(Q)/Γ(Kf).
This measures the difference between the set of arithmetic subgroups of G and the set
of congruence subgroups. If G is not simply connected, then the congruence kernel is
infinite. Serre made the following conjecture:
Conjecture 2 ([16]). Let G/Q be simple and simply connected, and assume that the real
rank of G is positive. Then Cong(G) is finite if and only if the real rank of G is at least
2.
Proposition 2. Let G/Q be a semi-simple group of positive real rank. If the congruence
kernel of the universal cover of G is finite then
c˜d(G,Zp), c˜dc(G,Zp) ≤ dimXG − 2.
In particular this holds for groups of real rank ≥ 2 satisfying Serre’s conjecture.
Proof. By Theorem 14 it is sufficient to prove this for simply connected groups, so we
assume thatG is simply connected. It follows that the congruence kernel ofG is finite and
G satisfies strong approximation. Let d = dimXG. Proposition 1 shows that H˜
d
c (G,Zp) =
0. To prove the result in the compactly supported case, we must show that H˜d−1c (G,Zp) =
0. Choose a level Kf = K
pKp with Kp torsion-free. The arithmetic quotient Y (Kf) is
connected with fundamental group Γ = Γ(Kf). By Poincare´ duality, we have
Hd−1c (Y (Kf),Z/p
s) = H1(Γ,Z/p
s) = Γab ⊗Z (Z/p
s).
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Here we are using the notation Γab = Γ/[Γ,Γ] for the abelianization of Γ. Choose a
filtration of open normal subgroups of Kp:
Kp = G0 ⊃ G1 ⊃ · · · ,
and let Γr be the preimage of Gr in Γ. By strong approximation, the map Γ→ Kp induces
isomorphisms on the quotients: Γt/Γr = Gt/Gr. By Emerton’s formula, we have
H˜c(K
p,Zp) =
lim
←
s
lim
→
r
H1(Γr,Z/p
s).
Note that we have a central extension of profinite groups:
1→ Cong(G)→ K˜f,r → GrK
p → 1,
where K˜f,r is the profinite completion of Γr. As a consequence of this we have
Γabr ⊗ Z/p
s = K˜abf,r ⊗ Z/p
s.
Since Cong(G) is finite, we may choose Kf small enough so that the central extension
splits. It follows that
H1(Γr,Z/p
s) = (Cong(G)⊕ (Kp)ab)⊗ Z/ps ⊕ (Gabr ⊗ Z/p
s).
Let Verlrt denote the transfer map from H1(Γr,Z/p
s) to H1(Γt,Z/p
s). For an element
σ ∈ (Cong(G)⊕ (Kp)ab)⊗ Z/ps, we have
Verlrt (σ) = [Gr : Gt]σ.
It follows that such classes vanish in the limit over the levels Gr, and we have:
lim
→
r
H1(Γr,Z/p
s) =
lim
→
r
(Gabr ⊗ Z/p
s).
If r is large enough then Gr is a pro-p group, and G
ab
r is always finite, so we have:
lim
→
r
H1(Γr,Z/p
s) =
lim
→
r
HomZ(H
1
cts(Gr,Z/p
s),Q/Z).
Recall that by a theorem of Lazard (Cor. 4.8 of Annexe 2.4 of [17]), the groups Gr are
Poincare´ duality groups at p of dimension n = dimG. In particular, by Prop. 4.3 of
Annexe 2.4 of [17], we have:
lim
→
r
HomZ(H
q
cts(Gr,Z/p),Q/Z) = 0 for q 6= dimQG.
In particular, this holds for q = 1. By induction on s, we deduce that
lim
→
r
HomZ(H
1
cts(Gr,Z/p
s),Q/Z) = 0.
The result follows in the compactly supported case. To prove the result in the case of
usual cohomology, we apply Corollary 6. We need only check that d ≥ D(G,Zp) + 2.
Suppose P = MAN is a proper parabolic subgroup of G. We have from the Iwasawa
decomposition:
XG = XMA(R)
◦N(R).
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In particular since neither A nor N is trivial, we have
d ≥ dim(XM) + 2.
We have c˜dc(M,Zp) ≤ dim(XM), so the result follows. 
In view of the previous results, the author is are lead to the following conjecture:
Conjecture 3. Let G/Q be a reductive group whose centre has rational rank zero. Then
c˜d(G,Zp), c˜dc(G,Zp) ≤ dimXG − rankRG.
We have proved the conjecture for groups whose real rank is equal to the rational rank
(Theorem 17), and in particular for all split groups. We have also proved the conjecture for
groups of real rank ≤ 1 (Proposition 1). We have shown (Proposition 2) that for groups of
real rank 2, the conjecture follows from Serre’s conjecture on congruence kernels. We have
shown (Theorem 14) that to prove the conjecture for a semi-simple group, it is sufficient
to prove it for the universal cover. We have also shown (Corollary 5) that for a torus,
the conjecture is equivalent to Leopoldt’s conjecture. Indeed if Leopoldt’s conjecture is
correct, then it would be sufficient to prove the conjecture for semi-simple, groups. Finally,
we show that the usual and compactly supported cases of the conjecture are equivalent:
Proposition 3. Let “−” denote either Zp or Qp. The following statements are equivalent:
(1) for every reductive group G/Q such that the maximal Q-split torus in the centre
of G is trivial, c˜d(G,−) ≤ dim(XG)− rankR(G);
(2) for every reductive group G/Q such that the maximal Q-split torus in the centre
of G is trivial, c˜dc(G,−) ≤ dim(XG)− rankR(G).
Proof. One proves this by the same method as Theorem 17. 
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