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RESUMO 
Abordamos, nesta tese, o problema de obter pontos de mínimo local de 
funções diferenciáveis, definidas no IRn e sujeitas a restrições. Nosso ponto 
de partida reside numa aposta em algoritmos que têm muito em comum com 
algoritmos de pontos factíveis, tais como, por exemplo, o GRG e o Gradi-
ente Projetado, porém relaxando de forma dinâmica as restrições de igual-
dade h(x) = O. Ou seja, relaxaremos a condição h(x(k)) = O, característica 
dos iterandos gerados em métodos de pontos factíveis, para uma na forma 
llh(x(ki)ll ~ O(llgp(x(kl)jl). gp(x) representa a projeção ortogonal do gradiente 
\1 f ( x), no espaço tangente às restrições N (h' ( x)). 
No capítulo 1 situamos nossa abordagem. No capítulo 2 formulamos um 
algoritmo desenvolvendo-a para restrições de igualdade apenas, e que denomi-
naremos de CDR {Controle Dinâmico das Restrições). Pensando em problemas 
ele grande porte não estrutmados formulamos uma versão adequada a tratar 
de forma inexata todos os subproblemas lineares envolvidos. Vale dizer, sem 
fatorações de matrizes. Ainda no segundo capítulo desenvolvemos mna teoria 
de convergência global para o método, e no terceiro uma teoria de convergência 
local. No quarto capítulo apresentamos os resultados de alguns testes prelimi-
nares com o algoritmo, realizados em colaboração com Francisco M. Gomes. 
No quinto capítulo e no apêndice tratamos de possíveis extensões de CDR, 
visando incluir também restrições de desigualdade. 
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O objetivo principal deste capítulo consiste em situar informalmente nossa abordagem, 
bem como 0..sboçar, em linhas gerais, o que faremos nesta tese e como o material a ser ex-
post.o se orgmtiza nos seus einco capítulos. Isto será feito nas duas primeiras seções. Mais 
t.res seções introdutórias de caráter técnico serão incluida..'l neste primeiro capítulo, conforme 
resumo organizado no final da seção § 1.2. 
1.1 SITUANDO NOSSA ABORDAGEM 
O problema que desejamos abordar diz respeito à obtenção de pontos de mínimo lo-
cal para uma função com n variáveis, sujeita a m restrições de igualdade. Consideremos 
f : JR" -----) IH, h : JEC ----4 IR"', com n 2': m e denotemos por MRI nosso problema em questão: 
Minimizar f(x) sujeito a h(x) =O MRI 
Nossa preocupação central, neste trabalho, é com a formulação de algoritmos para re-
solver MRI muna classe "razoavelmente grande" de problema.':i, inclusive com m e n "grandes", 
visando a possibilidade de serem eficientemente implementados. Resolver tem aí o sentido de 
encontmr pontos de mínimo local. Consideraremos apenas o caso no qual f e h são suficiente-
mente diferenciáveis (C2 Lipschit.z basta). Acreditamos poder generalizar nossos resultados, 
de forma nat.nral, para problemas envolvendo também restrições de desigualdade, mas prefe-
rimos cow~entrar nossa expmüção no caso MRI. 
Denotaremos sempre por Hc a superfície de nível c da h, ou seja; 
Hc = /C1(c) = {x: h(x) =c} 
Dizemos que x E JRn é um ponto regular de h, caso h'(x) tenha posto máximo, e singular 
em caso contrário. Dizemos ainda que c E JRm é mn valor regular de h, caso 'Hc só contenha 
pontos regulares de h. Equivalentemente, dizemos que 'lic é um nível regular se todos os seus 
pontos forem regulares. Dizemos ainda que h é regular, se for regular em todos os pontos de 
seu donúnio. 
Denotemos o Lagrangeano de f e h por L : JRn x JRm ---+ IR, Ou seja, 
L(x, .\) = f(x) + .\Th(x) (1.1) 
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Como estamos supondo f e h suficientemente diferenciáveis, se x* é um ponto regular de 
h que resolve MRI, teremos garantidas, em x*, as clássicas condições de Kuhn-1\tcker KT, on 
seja, um multiplicador de Lagrange ,\'" tal que L seja estacionário em (x'", .\*). Portanto, neste 
caso, (x*, .\*) satisfaz às equações de KT correspondentes, ou seja: 
~L(. ') _ ( 'VxL(x,À)) _O 
v '·,A - h(x) - (1.2) 
Note que as condições de KT (1.2) representam um sistema de (m + n) equações com 
( m + n) incógnitas, cujas soluções podem conter não apenas soluções verdadeiras de MRI, mas 
também pontos de sela e até mesmo de máximo. Ainda assim, podemos entender que por trás 
de todos os métodos para resolver MRI está, de forma mais ou menos implícita, a busca de uma 
solução para o sistema de equações (1.2), geralmente empreendida de modo a utilizar, forte-
mente, a rica estrutura herdada de MRI. Para resolver problemas não lineares tais métodos 
serão iterativos, com algumas poucas exceções para problemas particulares. Alguns métodos 
conseguem garantir condições teóricas para que pontos de KT, eventualmente gerados como 
pontos de acumulação de x(k), sejam soluções de MRL A maior parte deles se contenta com 
uma heurística, que torne "altamente improvável" a obtenção de iterados se acumulando em 
pontos de KT que não sejam minimizadores da f restrita a h(x) = O. Usualmente um tal 
método prescreve, para cada iterado x(k), um modelo simplificado que representa f e h perto 
de x(k), quase sempre linear ou quadrático, a partir do qual se gera um novo ponto x(k+l). 
Fixemos W* para representar a matriz hessiana do Lagrangeano L com respeito a x, 
associada a nm ponto de KT x* e seu multiplicador ,\*, ou seja, 
W' ~ \72 L(x' >.') 
XX ' 
Diz-se que x* satisfaz às condições suficientes de segunda ordem para MRI, caso seja um 
ponto de KT, regular de h e W*, restrita ao espaço tangente a Jt0 em x*, seja positivo-definida. 
Frequentemente denotaremos tais pontos de KT simplesmente como bons minimizadores (de 
MRJ). 
Aproveitando a primeira das equações em 1.2, introduzimos um pouco mais de notação: 
At- Dada uma matriz A E JRmx\ denOtamos por At à pseudo-inversa de Moore-Penrose de 
A (vide [GL 87]). Nos casos que nos interessam mais de perto A tem posto máximo m 
implicando 
(1.3) 
.ÀLS- Para cada X E mm, definimos o multiplicador de quadrados núnimos ÀLS(x) associado a 
f e h como ÀL8(x) = ~(h'(xf)t'Vf(x). No caso que nos interessa, x é um ponto regular 
de h, e podemos escrever 
Àce(x) ~ argmin{II'VxL(x,A)II: À E JRm} ~ -(h'(x)h'(xf)-1h'(x)'Vf(x) (1.4) 
Denotamos ainda por gp(x) à projeção ortogonal do gradiente na direção tangente 
às restrições em x (identificada como N(h'(x)}). Resulta valer, fixando-se ÀLs = .ÀL8(x}, 
(1.5) 
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Destacamos dois snbeonjnntos do !Rn associados a MRI que representam um papel fun-
damental para a sua compreensão. O primeiro é o conjunto factível 1t0 . Denominaremos de 
conjunto dual, ou ainda algumas vezes, abusivamente, de variedade dual ao conjunto 
DvL ~ {x E R": Y'xL(x, À)~ O, para algum À E JRm} (1.6) 
A equação que define VvL corresponde à primeira das equações de (1.2). Isto significa 
que cada um de seus pontos pode ser entendido como um ponto de KT da f restrita a algum 
nível 1tc- Em particular, D'V'L conterá os minirnizadores de f /1tc que forem pontos regulares 
de h. 
Além disto, se f e h são suficientemente diferenciáveis, perto de um bom minimizador 
x*, DvL é uma superfície regular de dimensão m, transversal às superfícies de nível de h e 
formada por bons minimizadores da f restrita a algum nível vizinho de 'H0 . Este resultado sai 
do teorema das funções implícitas, e sua demonstração pode ser encontrada em Luenberger 
[Lue 86 - Cap 10. 7]. 
OBSERVAÇAO 1.1.1 Além de organizar os rninirnizad.ores da f restrita aos níveis 
vizinhos do eonjnnto factível numa superfície diferenciável, este resultado permite definir uma 
"projeção" II* : V* ----+ V'V L, muna vizinhança conveniente V* de x* e dada por: 
(1. 7) 
onde as superfícies V* = V,h n V* e 'Hh.(x) são de classe C 1 e sua interseção é transversal, 
se V' for suficientemente pequena. Usando a forma local das submersões (vide [Lima 70]), 
é fácil verificar que II* resulta de classe C 1. Isto caracteriza (V*, II*) como uma vizinhança 
tubular C 1 de V*, cujas fibras são as superfícies de nível da h. Acreditamos que, esta estruturo 
de vizinhança tubular local da variedade dual perto de um bom minimizador, constitue uma 
expressão topológica importante da riqueza de estrutura derivada de MRI, e disporúvel para 
atacar (1.2). Retornaremos a este ponto com mais detalhes no capítulo 3. 
v· 
Jf 
Esboço da estrutura de V* = V'VL n V* 
OBSERVAÇAO 1.1.2 - Gostaríamos de registrar alguma.s dificuldades que tornam 
impensável a construção de algoritmos para resolver MRI, com a generalidade colocada até 
agora. Há pelo menos duas situações nas quais pode não haver solução para MRI: 
1 - O conjunto factível 'Ho é vazio. 
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ii - 'H0 não é compacto e f não é própria. * 
No caso i obviamente não pode haver soluções para MRI e no caso ii é muito fácil construir 
exemplos nos quais a função não tem ponto de mínimo local em 'H0• O problema difícil, neste 
contexto, reside em caracterizar algoritmicamente estas situações. A dificuldade consiste em 
não ser razoável esperar por algoritmos eficientes para garantir a inexistência de soluções para 
MRI. 
Garantir que fio é vazio significa garantir que O não é valor mínimo de llh(x)ll'· Isto, 
essencialmente, corresponde a um problema de rninimização global, muito difícil de equacionar 
algoritmicamente de forma eficiente no conjunto das funçõES de classe C1, mesmo em dorrúnios 
compactos do IRn. Os algoritmos usualmente empregados para resolver MRI, aliás, parecem 
constituir bons exemplos do que não se deve fazer para enfrentar dificuldades em encontrar 
pontos factíveis, na medida que minimizadores de llh(x)ll não factíveis Ílmcionam como atra-
tores para seus iterandos. Em geral, quando não há pontos factíveis, tais algoritmos, ou bem 
geram seq_uências ilimitadas, ou então acabam convergindo para minimizadores de llh(x)ll que 
não são factíveis. Neste caso o algoritmo termina sem que se possa saber se o problema admite 
ou não pontos factíveis (vide [GMM 95]). 
Se o algoritmo encontra trajetórias de descida da função objetivo, ou de alguma função 
de mérito conveniente para o problema, com llx(k) li --t oo, decidir, nestes casos, que não pode 
haver outras trajetórias conduzindo a minimizadores, nos parece lllll problema claramente 
inatacável nesta generalidade. Felizmente, há muitos problemas importantes, para os quais 
se podem estabelecer condições suficientes, de forma a garantir que as sequências de itera-
dos geradas cheguem a uma solução para o problema (1.2). No entanto, no caso geral, pode 
tratar-se de um problema muito difícil definir, a priori, se tais condições são satisfeitas, ou 
não. Na prática, se formulam procedimentos para atacar MRI em geral, muito embora só 
seja possível garantir convergência de seus iterados a pontos de KT, supondo hipóteses que 
garantam compacidade às trajetórias, bem como a possibilidade de se alcançar pontos factíveis 
à medida que k --t oo. Frequentemente isto fica meio confuso nas formulações encontradas na 
literatura. Voltaremos a este ponto no momento de discutir as hipóteses que asstuniremos, de 
forma a garantir boas propriedades de convergência global para o algoritmo a ser apresentado 
no capítulo 2. 
Independentemente disto, podemos ter também problemas de robustez devidos ao método 
empregado. Aliás, é muito natural que alguns métodos sejam mais robustos que outros, ou 
ainda que estejam especialmente talhados para resolver determinados tipos de problemas, 
mas que esbarrem em outros relativamente mais simples. O problema 14, usado nos testes 
numéricos do capítulo 4 e discutido no exemplo 2.1, constitue 1un exemplo típico, no qual 
algtms métodos gerarão sequência.s convergentes a turra solução de MR1, e outros não. Serve 
para identificar deficiências importantes que podem distinguir alguns métodos dos demais. 
Mesmo arriscando-nos a uma excessiva simplificação na caracterização dos métodos de-
senvolvidos para programar MRI com funções "suficientemente diferenciáveis" , ainda assim os 
classificaríamos em tres grandes vertentes, intimamente relacionadas à decomposição de mn+rr> 
no sistema (1.2), em grandezas que medem "otimalidade" -'V xL(x, >.) E IR"', acopladas a ou-
tras que medem "factibilidade"- h(x) E JR:'l'. Vale dizer, intimamente relacionadas a como 
se comportam com relação aos conjuntos dual 'D'VL e factível1t0• 
*Diz-se que f : IR"' ----t IR é própria caso seus conjuntos de nível { x : lf(x)l ::; k} sejam todos compactos. 
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Vl - MÉTODOS DE PONTOS FACTÍVEIS 
Provavelmente a forma mais antiga de resolver MRI corresponde a usar as m restrições 
para explicitar m das variáveis em função das n - m restantes. Desta maneira conseguimos 
reduzir MRI a um problema de minimização irrestrita com n - m variáveis. Infelizmente isto 
só é possível em casos muito simples. Os métodos de pontos factíveis têm em comum com eles 
o princípio de joTçar, a cada passo, uma redução significativa na função objetivo, mantendo 
porém a jactibilidade. De forma bem esquemática, poderíamos descrevê-los por: 
PFAC 
Dado _,lkl E IR" tal que h(xl'l) = O 
Pl- Defina uma curva contínua ó : [0, 1} ---+ IRn, de classe C 1 numa vizinhança de O, e tal 
que: 
1- 8(0) = xlk) 
n- h(ó(t)) =O, para todo tE [0, 1]. 
m- (foó)'(O) <O 
P2 - Use algum método de busca unidimensional para encontrar x(k+l) sobre a curva ó((O, 1]), 
de tal modo que f(xlk+I)) < f(xlkl) 
Frequentemente designaremos uma curva satisfazendo Pl.iii, como uma curva de descida 
pam a f em x(k), uma vez que podemos garantir que a f desce ao longo de uma tal ó(t), pelo 
menos para valores pequenos de t. 6'(0) é, neste caso, denominado uma direção de descida 
para a f em x(k). Usualmente não se dispõe de uma tal curva 6(t) explicitamente. Supondo 
que 1i0 é um nível regular de h, 6(t) pode ser pensada a partir de uma paramet.rização de 
H o numa vizinhança de x(k), ou seja, através de uma W : V --+ 'H0, onde V é um aberto 
de nn-m e \f é C\ regular, 1-1 com x(k) E W(V). Deste modo, o problema de diminuir a f 
em 'Ho fica reduzido a um problema de diminuir (foW), definida com n-m variáveis livres (ou 
ainda reduzidas), isto é, sem restrições. Em geral, uma tal W não é dada explicitamente e, 
computacionalmente, apenas dispomos de suas derivadas em 
(18) 
O que se faz então é formar um modelo linear ou quadrático (reduzido) de folJ! e definir 
então uma curva de descida (reduzida), 6r(t), para folJ! em x~k). A partir de 6r(t) podemos 




onde v(k) representa alguma direção de descida para fo"iJI em x~k), mas nem sempre. Na 
verdade, o que se faz é definir pontos candidatos reduzidos como x; = 6r(t+) e uma parte 
importante do método corresponde a obter pontos candidatos a satisfazer P2 restaurando 
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x+ = ó(t+) = W(x;), uma vez que W não é conhecida explicitamente. 
Há duas grandes linhas para realizar tal esquema. Uma delas, que será denominada PFAC 
com Redução Cartesiana ou GRG, t corresponde a usar o teorema das funções implícitas para 
definir localmente 'Ho como o gráfico de uma função 1/J: V--+ IRm, tal que h('I/J(xN),xN) =O. 
Neste caso 
(Lll) 
À outra linha, denominaremos PFAC com Redução Tangente. Corresponde a tomar uma 
parametrização de 'Ho numa vizinhança de x(k), a partir do espaço tangente às restrições, ou 
seja, do núcleo de h1(x(kl). Intuitivamente, corresponde a ''projetar ortogonahnente" o espaço 
tangente em x\k) sobre 'H.0 . 
"J, 
Parametrizações Cartesiana e Tangente de 'Ho 
I- PFAC com Reducão Cartesiana GRG 
Wolfe em [Wol 63] propos um método que ficou conhecido como Gradiente Reduzido 
(GR), basicamente para problemas de minimização não linear com restrições lineares (inclu-
sive de desigualdade). Abadie e Carpentier (vide [AC 67] e [AC 69]) generalizaram o método 
de Wolfe1 de forma a admitir também restrições não lineares, e fizeram uma implementação 
computacional considerada líder numa comparação realizada entre cerca de trinta métodos 
então disponíveis num trabalho publicado por Colville em [Col 68]. Tal método leva1 histori-
camente1 o nome de Gradiente Reduzido Generalizado (GRG) e corresponde a uma primeira 
maneira de realizar PFAC. Pode ser considerado um herdeiro direto do método ingênuo de 
reduzir o problema MRI a um problema irrestrito em n-m variáveis, que mencionamos ini-
cialmente. Resumindo o que dissemos acima1 a idéia central é reduzir em cada iteração, pelo 
menos localmente, o problema MRI a um problema irrestrito em n-m variáveis, via teorema das 
funções implícitas, e encontrar por aí uma curva de descida reduzida 8r(t) : [O, 1] ___,. m_ln-m), 
bem como maneiras eficientes de garantir ó(t) E 1{0 , atendendo PFAC e a partir de ór(t). 
O nome histórico para tal linha seria Gradiente Reduzido Generalizado - GRG. Um nome que nos 
parece mais adequado para esta linha, com o objetivo de tratar unificadamente os métodos de pontos factíveis, 
seria PFAC com Parametrizaçâo Cartesiana. Fazendo a média adotamos PFAC com Redução Cartesiana ou 
GRG. ONde xN em (1.11) vem de pensar nas variáveis livres como não básicas, por oposição às demais-
brisicas- as.sumindo a herança do método simplcx sobre o qual se baseia fortemente o GRG. 
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Supondo-se x(k) um ponto regular de h, podemos escrever implicitamente m das variáveis 
básicas em função das n-m restantes não básicas (livns,Teduzidas), usando as m equações 
correspondentes a se impor h(x) =O. Na prática isto significa 
1 - Decompor a matriz jacobiana em 
(1.12) 
eventt1alment.e reindexando as variáveis, de forma que B(k) seja não singular, e decompor 
x(k) = (x~), x~)) correspondentemente. 
11 -- Considerar 1/J : V c mn-m -+ IRm de classe C 1 , definida implicitamente numa vizinhança 
V de x~1 , de modo que para todo XN E V tenhamos 
(1.13) 
Diminuir a f numa vizinhança de x(k) é agora um problema de diminuir a ftmção reduzida 
<jJ(xN) = f(1j;(.7JN ), XN) em V. O gradiente reduzido, ou seja a direção de máxima subida para 
~em x~1 , se escreve como (vide [MS 95- §11.1]): 
(1.14) 
Por aí a tarefa de encontrar direções de descida reduzida adequadas para ~(x~) + . ) 
torna-se uma tarefa mais ou menos corriqueira. Dada uma tal d~) E mn-m uma maneira 
nat.mal de definir liN(t) : [0, 1] __,V e li(t): [0, 1] __, Jí0 seria 
(1.15) 
(1.16) 
A tarefa de definir um ponto candidato x+ = ó(t+) E 1i0 , conforme exigido em PFAC2, 
a partir de 6N(t+), corresponde a resolver o sistema de m equações lla.'3 m incógnitas x8 , dado 
por 
(1.17) 
e começando com x8 = x~). O método de Newton, por exemplo, teria neste caso como 
iteração típica: 
(1.18) 
O ponto alto do método GRG reside na importação eficiente de técnicas utilizadas no 
método Simplex para PL, separando as variáveis em básicas e não básicas, a partir da matriz 
jacobiana h'(x) . Como bem assinalam Martinez e Santos em [MS 95], "usando técnicas de 
fatoração de matrizes e de manipulação de esparsidade similares às usadas no Simplex, foram 
desenvolvidos programas GRG extremamente eficientes do ponto de vista prático e, inclusive, 
com valor comercial". Embora relativamente pouco se tenha publicado na literatura recente 
de programação não linear sobre métodos de pontos factíveis, o fato é que implementações 
do GRG como GRG2 e LSGRG2 de Lasdon e colaboradores, aparentemente, continuam alta-
mente eompctitivas, se comparada"! com PQS. Pelo menos isto é o qne Fan, Sarkar e Lasdon 
reivindicam em [FSL 88], com base em testes numéricos realizados com cerca de 50 problemas-
teste e, até onde tenhamos notícia, sem contestação publicada. 
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li - PFAC com Redução Tangente 
Considerando x(k) um ponto regular de h, uma maneira idealizada de sistematizar esta 
linha seria considerar uma parametrização de 7t0 perto de x(k) como uma projeção conveniente 
dos vetores no espaço tangente ao longo das geodésicas, conforme faz Luenberger em [Lue 
84 - §11.5]. Os geômetras costumam chamá-la de aplicação exponencial - Exp (vide [Car 
88]) . Considere 1i0 como uma superfície riemanniana com a métrica induzida pelo JRn e V 
mna vizinhança de O adequada no espaço tangente às restrições, ou seja, em N(h'(xUcl)). A 
parametrização 
Exp(k) : V ~ 'Ho (1.19) 
calcula Exp(k) (v) como o ponto sobre a geod~sica q11e começa em x(k), é tangente a v, e de tal 
forma que o comprimento de arco entre x(k) e Exp(kl(v) sobre a geodésica é exatamente llvll· 
O sentido a se tomar sobre a geodésica é o natural, ou seja, o de v. Destacamos a seguir duas 
propriedades da aplicação Exponencial: 
PTI - Se v está no espaço tangente a H_(k) = 'Hh(xC"'l) podemos escrever uma aproximação de 
segunda ordem de Exp("l(v} como: 
v+ ój;;)(v) + o(llvii'J, onde 
- argmin{ó: h'(xl'lfó + h(xl'l + 8) ~ h(xl'l)} 




8~~(v} é frequentemente denominada na literatura de Correção de Segunda Ordem 
(§.ccond Qrder s;;orrection} para x(k) +v, no caso onde x<"l é factíveL Corresponde a 
mn candidato natural para restaurar x(k) +v ao nível Ji(k), com um passo "pequeno" 
relativamente a li vil e usando apenas informações sobre derivadas em x<"l. Em outras 
palavras, se v está no espaço tangente a Ji(k) em x<"l, é fácil ver de h1(x<kl)v =O e de 
(1.22) que: 
llh(xlk) +v)- h(xlkiJII ~ O(llvll') 
llh(xl'l +v+ 8j;1(v))- h(xlklll ~ o(llvll 2 ) 




(1.20-1.22) é uma consequência direta do fato que a derivada Exp(k)'(O) é a iden-
tidade no espaço t.angente N(h1(x<kl)) e que a segtmda derivada de uma geodésiea 
parametrizada pelo comprimento de arco, como Exp(kl(tv) eom llvll = 1, é se:rp_pre 
normal à superfície Riemanniana em questão, ou seja, 'Ji(k) neste caso. (vide [Car 88]) 
PT2 - As contas que Luenberger faz na proposição 1 da seção §11.5 em [Lue 84] implicam que 
o polinômio de Taylor de ordem dois q(kl(v) para L(x(k) +v, ,\Ls(x(k)) é, igualmente, o 
polinômio de Taylor de ordem 2 para (f oExp) em V. Ou seja, 
f(Exp(v)) ~ qlkl(v) + o(llvll) 2 (1.26) 
A exponencial talvez seja a maneira mais intrínseca do ponto de vista geométrico, de se 
parametrizar uma superfície muna vizinhança de um de seus pontos. PT1 e PT2 correspon-
dem a nma forma de justificar o folclórico princípio segundo o qual a f se comporta, numa 
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vizinhança suficientemente pequena de x em Jt0 , do mesmo jeito que o Lagrangeano, com 
À~ À,~(x), no espaço tangente N(h'(x)) . 
Neste sentido, a aplicação exponencial seria um excelente candidato para se reduzir ao 
espaço tangente o problema de diminuir a f ao longo de Jt0 . No entanto sairia caro demais 
restaumr os pontos candidatos fazendo x+ ~ ó(t+) ~ Exp(óT(t+)), a partir de ÓT(t+) obtida 
no espaço tangente a Jt(k) em x(k). Felizmente, para garantir as propriedades de convergência 
naturais para este tipo de problema não é necessária uma restauração tão fina. Em linhas 
bem gerais, é suficiente garantir rnna restauração de óT(t+) a ó(t+), de modo a se conservar 
uma propriedade bem mais fraca, satisfeita pela aplicação exponencial, a saber: 
lló(t+)- óTW)II ~ o(óTW)) (1.27) 
Na verdade, neste caso, tampouco é essencial que ór(t+) este;a exatamente no espaço 
tangente, mas que o faça, apenas, num sentido aproximado. 
Dado v E N(h'(x('l)), (1.24-1.25) indicam que x('l + tv + ój~)(tv) é um bom candidato 
a restaurar aproximadamente x(k) + tv na medida que satisfaz {1.27). Os métodos usuais, 
"tipo Gauss-Newton", para resolver o sistema de m equações com n 2': m incógnitas h(x) =O 
e ponto inicial em x(k) + 8r(t+), atendem naturalmente a este tipo de exigência, conforme 
veremos no capítulo 2. 
Basicamente PFAC, neste caso, se define por encontrar 8r(t) (aproximadamente) no 
espaço tangente a 11.0 em x(k) como curva de descida para uma aproximação linear, ou 
quadrática, do lagrangeano em x(k). ó(t) resultaria de um processo que poderíamos deno-
tar por Restauração da Factibilidade de x(k) + 8r(t). Uma propriedade fundamental a ser 
garantida na fase de restanração, corresponde a obter 8T(t) e ó(t) relativamente próximos 
entre si, no sentido de (1.27). 
Dois exemplos históricos aí correspondem a fazer: 
i- Gradiente Projetado (GP) 
óT(t) ~ x('l - tgp(x('l), para t :S to 
11- Gradiente Conjugado Projetado 
x(k) - tv(k), onde t S to e 




t 0 tem aí o sentido de uma posição inicial para se fazer a busca unidimensional, devendo 
estar tmiformemente limitado. v(k) é calculado em ii com o sentido de generalizar o método de 
gradientes conjugados para problemas quadráticos e o valor de Jl(k) deriva daí. _\(k) é calculado 
de forma a garantir que v(k) esteja no espaço tangente às restrições em x(k). 
PFAC, com ÓT(t) escolhido como em i e ó(t) como tuna restauração à factibilidade de 
x(k)+óT(t), resume esquematicamente, numa versão para MRI, um algoritmo que Rosen classi-
ficou como Gmdient Projection Method em [Ros 61], bem como o primeiro dos dois algoritmos 
que :Miele e colaboradores publicaram em [MHH 69], sob a denominação de versão onlinária 
de Sequential Gmdient-Restomtion Algorithms (SGRA). A escolha em ii corresponde à versão 
pam gradientes conjugados de SGRA, igualmente apresentada em [MHH 69]. Na verdade, se 
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substituirmos gp(x(k)) em (1.28) por outras direções de descida "razoáveis" no espaço tan-
gente, estaremos descrevendo diferentes esquemas P F A C de Redução Tangente. 
Algoritmos de programação não linear cujos iterados permanecem sempre factíveis, surgi-
ram no início da década de 60 já num contexto de problemas de minimização com restrições de 
igualdade e desigualdade (MRD). GP é uma das versões pioneiras de tais métodos e foi publi-
cada por Rosen em [Ros 60] e [Ros 61]. Em [Ros 61], Rosen abordou problemas cujas funções 
objetivo eram lineares e as restrições não lineares e convexas. Seu trabalho tem ainda o mérito 
de se preocupar em demonstrar resultados teóricos, muna época na qual a tendência dominante 
parecia ser tentar formulações heurísticas para construir algoritmos implementáveis, testá-los 
computacionalmente e não se preocupar com formalizações matematicamente consistentes dos 
resultados empíricos. Inclusive Rosen preferiu sacrificar generalidade na formulação, de modo 
a poder garantir seus resultados teoricamente. Na verdade, seu algoritmo pode facilmente ser 
estendido para regiões não convexas , conforme êle mesmo aponta no seu artigo, e fnnções 
objetivo não lineares. 
Neste aspecto, todos os algoritmos publicados por Miele j1mto eom colaboradores, a 
começar por [MHH 69], vão na direção exatamente oposta, ou seja, o dmte é livre e o critério 
de validação empírieo. No entanto valem pela heurística e ousadia, em espeeial [MLC 71]. 
Ocuparam seu espaço na década de 70, particularmente nas aplicações a problemas de con-
trole ótimo {vide [MPD 70]). A denominação SGRA é bastante sugestiva e o que o algoritmo 
faz, de fato, é alternar passos em direção à otimalidade com ciclos de restauração. 
Em [MLC 71], Miele, Levy e Cragg propuseram generalizações de SGRA na versão que 
usa gradientes conjugados, com tres possibilidades diferentes de opções, que nos parecem de 
fato muito interessantes de serem testadas. A primeira possibilidade corresponde a flexibilizar 
a restauração, admitindo o que êles denominam de restauração incompleta. No caso deles, 
restauração incompleta significa fazer apenas uma restauração em cada ciclo de restaurações. A 
segunda admite mais de um passo do ciclo gradiente conjugado para cada ciclo de restaurações, 
que eles denominam de restauração infrequente. A terceira corresponde a testar o efeito de 
duas maneiras diferentes de calcular os multiplicadores de Lagrange em {1.30) . A primeira 
destas opções corresponde a usar o mult.iplicador de quadrados mínimos >.L8{x{kl) e, a outra, 
a calculá-lo de forma que se melhore de alguma maneira, a cada passo, a factibilidade de 
uma aproximação de Taylor linear de h em x(k). Ou seja, esta seg1mda maneira de calcular os 
multiplicadores de Lagrange é feita de modo a buscar uma aproximação do conjtmto factível 7-io 
ainda no cido gradiente conjugado do método, ao se calcular ).(k) de forma a reduzir llh(x(k)) + 
h'(x(k))(x(k+l) - x(k))ll . Tais algoritmos já não correspondem exatamente aos algoritmos 
PFAC, mas conservam muito de suas características. Num certo sentido esta segunda opção 
para ). (k) corresponde a um esquema que mistura elementos dos métodos de pontos factíveis 
com elementos presentes na Programação Quadrtica Sequencial, (a ser exposta adiante). No 
referido artigo estas oito opções diferentes são comparadas em cinco problemas-teste com até 
cinco variáveis e tres restrições. Concluem que, nos testes apresentados: 
MLC.l - Os algoritmos de restauração incompleta se comportam melhor que os de 
restauração completa 
MLC.2- Os de restauração infrequente, com um limite superior de (n-m) iterações de gradi-
ente conjugado entre duas restaurações, é melhor que as outras opções correspondentes 
à frequência. 
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MLC.3- Os melhores resultados teriam sido obtidos por uma versão com restauração incom-
pleta, infrequente e com a segtmda opção para o multiplicador de Lagrange. Inclusive 
indicam como muito significativa sua superioridade sobre o que poderíamos classificar 
de versão standard do SGRA, ou seja, essencialmente uma implementação do algoritmo 
exposto em [MHH 69], com restamação completa após cada passo gradiente conjugado. 
Estes testes numéricos nos parecem indicar que, mna importante tnargem de eficiência 
pode ser conquistada com a flexibilização de algoritmos como os que estão esquematizados 
em PFAC. Contudo, a falta de mna preocupação teórica mais sistemática nos parece ser urna 
lacuna importante aí. Para se ter uma idéia, 20 anos depois de Miele e colaboradores terem 
publicado seus algoritmos em [MHH 69], Rom e Avriel publicaram em [RA 89.1] e [RA 89.2], 
dois artigos na mesma revista (JOTA) nos quais propõem algumas modificações para que se 
possa garantir, teoricamente, propriedades de convergência global a SGRA e, mesmo assim, 
apenas na sua versão mais simples. Receamos que nos casos de restauração incompleta e/ ou 
infrequente, as modificações a serem propostas tenham que ser bem maiores. 
Uma preocupação que nos parece relevante em PFAC, é com relação à precisão necessária 
para resolver a fase de restauração em algoritmos como GP, SGRA e GRG. Claramente a "pre-
cisão infinita", implícita na equação h(x+) =O, exigida na restauração em PFACl.ii é irreal, na 
medida que alguma tolerância teria que ser admitida na prática. Além disto, exigir excessiva 
precisão pode causar ineficiência. Mukai e Polak em [:MP 78] elaboraram o que denominam, 
no abstract do artigo, de "an eflicient implementation scheme for optimization algorithms in 
the family of gradient project.ion, reduced gradient and gradient restoration methods", ou seja, 
para algoritmos tipo PFAC. Sua preocupação vai bem além da que seria exigida para se garan-
tir, na fase de restauração, uma tolerância finita, porém pequena, na medida em que propõem 
um esquema no qual a tolerância llh(x+)ll ~é exigida na restauração é reajustada dinami-
camente em cada iteração, de forma a diminuir progressivamente à medida que os iterandos 
vão se aproximando de pontos de KT. Manter os iterandos flexivelmente próximos ao conjm1to 
factível é, igualmente, a principal motivação em [Mar 96] e [Mar 97]. 
Algoritmos tipo GRG têm implementações reconhecidamente competitivas (vide [MW 
93]), e acreditamos haver possibilidades muito interessantes em PFAC com Redução Tan-
gente, ainda por serem exploradas, na linha de relaxar adequadamente a factibilidade dos 
iterandos. Apesar disto, nos parece visível que métodos de pontos factíveis parecem relativa-
mente desprestigiados na programação não linear, com relação às outras duas grandes vertentes 
que exporemos a seguir, chegando a se gerar um certo folclore na otimização, segundo o qual, 
métodos de pontos factíveis podem se perder dando passos excessivamente pequenos longe da 
solução. A idéia que nos parece fazer parte do folclore tem um certo apelo heurístico, se 
pensamos em restrições cuja superfície de nível 'Ho é significativamente não linear, como na 
figura abaixo. A obrigação de ter que acompanhar as rest.rições de perto induziria passos 
muito pequenos, longe de pontos de KT, enquanto que outros métodos teriam, supostamente, 
menos dificuldades ao enfrentar este tipo de situação. Por exemplo, pudemos constatar, ex-
plicitamente, este tipo de preocupação quanto à p~rda de eficiência de métodos que, de alguma 
forma, mantenham os iterados controladamente próximos da factibilidade, na argumentação 
de dois diferentes referees a artigos submetidos à publicação recentemente, embora isto não 
nos pareça claramente comprovado em trabalhos publicados. Num certo sentido, esta tese vai 
na direção de argumentar que um tal ponto de vista talvez não passe mesmo de preconceito 
sem maiores fundamentos. Voltaremos a este ponto no momento oportuno. 
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}{0 com muitas "oscilações" podendo forçar passos PFAC muito pequenos. 
Uma linha completamente diferente de métodos de pontos factíveis, corresponde a tentar 
resolver MRI acompanhando trajetórias de um sistema de equações diferenciais ordinárias . 
No artigo "ODE versus SQP methods for constrained optimization" ([BB 89]) Brown e Biggs 
publicam uma rápida revisão de tais métodos. Há várias formas de construí-los. A mais óbvia 
corresponde a acompanhar as trajetórias do campo gradiente de -f/ ?io (vide [Tan 78] e [Tan 
79]), supondo sempre que 1ío é um nível regular. Em linhas gerais isto significa que, dado um 
ponto factível x(k), obtem-se x(k+l) como um ponto (aproximadamente) sobre a trajetória de 
{ 
dx = -gp(x) =-(V f(x) + h'(xf,\,(x)) 
dt 
x(O) = xl'l 
(1.31) 
Observe que o campo de vetores gp(x) no lado direito de (1.31) é exatamente-\7 f /1-l0 (x). 
Suas trajetórias serão, portanto, sempre factíveis e f estritamente decrescente ao longo de cada 
uma delas. Pode-se notar um certo esforço, por parte de alguns pesquisadores, na tentativa de 
aproveitar, não apenas os bons algorit.mos disponíveis para a obtenção de soluções numéricas 
de equações diferenciais ordinárias, como também as boas propriedades teóricas desfrutadas 
"genericamente" pelas órbitas dos campos gradientes (vide PM 78]), para implementar al-
goritmos de minimização. No entanto tal linha ainda não conseguiu escapar de um círculo 
relativamente restrito, apesar de Brown e Biggs anunciarem de forma bastante provocativa, 
no abstract do artigo acima referido, que "Num conjunto de dezoito problemas-teste difíceis, 
observamos que vários dos métodos de EDO são mais bem sucedidos que qualquer uma das 
técnicas PQS". 
V2 - MÉTODOS DE PENALIZAÇÃO 
A idéia que fundamenta os métodos de penalização para -1:fRI consiste em resolver, a 
cada iteração, um subproblema de minimização irrestrita, e ir penalizando mais e mais, a 
cada iteração, o afastamento da factibilidade. A forma de fazê-lo é através de uma função 
contínua, que se anula em 'H.o, e é positiva fora de 'H.0 . Usualmente, isto se define por uma 
função contínua P : IRm -+ IR, tal que, 
P(O) O 
P(y) > O, se y 7' O 
(1.32) 
(1.33) 
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e um parâmetro de penalização p ~ O. O problema penalizado, associado a MRI, consiste em 
Minimizar </J(x) ~ f(x) + pP(h(x)) 
O método de penalização correspondente satisfaria: 
PEN 
Dados p(ll ~O, x(O) E IRn e k = 1: 
P1 - Ache mna solução x('l de (1.34), com p ~ p(k). 
P2 - Escolha p(k+l) > p(k), faça k <------ k + 1 e retorne para Pl. 
(1.34) 
Em [Fle 87, §12.1], Flecher situa os métodos de penalização como os primeiros métodos a 
surgir para minimizar funções não lineares, com restrições não lineares. Em particular, atribue 
a Courant, em [Cou 43], a aplicação de um tal método a MRI com P(y) ~ [[y[[ 2 . É frequente 
encontrar P(y) = y1'Ay com A positivo-definida, em geral diagonal. Nestes casos temos 
métodos de penalização com P diferenciáveL A restrição maior a tais métodos é de conduzirem 
a problemas de minimização irrestrita muito mal condicionados, à medida que para obter 
convergência precisamos fazer p(k) -l- oo. Isto fica visível na figura abaixo, onde esboçamo..c:; o 
que acontece em duas iterações de PEN, aplicado a minimizar f(x, y) = x2 + (y ~ 1)2 sujeito 
a h(x, y) = y- x2 /10. Correspondem a p(k1) = 5 e p(k2) = 200. 







-1 -0.5 o 0.5 1 
Curvas de nível de </J(x) ~ x 2 + (y- 1)2 + p(y- x 2 /10) eem p(kd ~ 5 e p(k,) ~ 200 
A penalização com funções não diferenciáveis, como P(y) ~ [[y[[ 2 , P(y) ~ [[y[[, ou ainda 
P(y) = IIYIIoo, tem despertado relativo interesse nos últimos 20 anos. Tal interesse decorre 
de ser possível garantir, para uma tal P, a existência de uma cota superior para p, tal que 
a partir dela, soluções de MRI são igualmente soluções de (1.34). Isto significa que, nestes 
casos, não é necessário "estourar" o parâmetro de penalização para resolver MRI com PEN. 
Tais métodos levam a denominação de métodos de penalização exata. Em contrapartida, os 
subproblemas de minimizaçâo irrestrita deixam de ser diferenciáveis. Contudo, o fato de P 
ser convexa e contínua, garante uma estrutura em cima da qual se pode trabalhar (vide [FLE 
87], cap. 14). 
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Do nosso ponto de vista, a observação a ser destacada aqui, reside no fato que as soluções 
x(k) dos subproblemas de minimização irrestrita, obtidos em Pl de PEN, são pontos da varie-
dade dual Vvr .. Isto pode ser visto, facilmente, caso P seja diferenciável, já que, neste caso, 
x(k) será um ponto estaeionário de </J, ou seja: 




Se P for uma das tres norma.s [[.[h, [[.[j, ou[[.[[=, os resultados em [FLE 87- cap XIV], 
essencialmente, garantem o mesmo. 
Um dos métodos mais populares que usam penalização na fimção objetivo é, sem dúvida, 
o Lagrangeano anmentado, qne também é conhecido como o método dos multiplicadores. Foi 
sugerido pela primeira vez, independentemente, por Hestenes em [Hes 69] e por Powell em 
[Pow 69]. Conta com implementações bem sucedida.s, entre a.s quais se destaca LANCELOT 
(vide [CGT 91] e [CGT 92]), para problemas de grande porte. As biblioteca.s OPTIMA e 
OPTPACK também contêm programas baseados em Lagrangeano aumentado. 
Basicament,e, corresponde a penalizar o lagrangeano L(x, >..)na forma: 
cp(x, >., p) ~ L(x, >.) + p[[h(x)[[ 2 (1.37) 
O fato notável aí é que se x* é um bom minimizador de MRI, e adivinhamos o multipli-
cador..\"' em .T"', então existe um j5 2: O tal que (/>(x) = cjJ(x,À"',p) tem um minimizador local 
em x*, para cada p 2: j5 (vide [FLE 87] e [MS 95]). Ou seja, podemos esperar não ter que 
"estourar" o parâmetro de penalir.ação, se soubermos formas de bem aproximar ..\ *. 
É imediato verificar que os rninimizadores de ~(x) também estão na V'illiedade dual 'Dv1 •• 
O segundo re:mltado b{_t._c;ieo aí, que dá a chave de eomo atualizar o multiplicador ).(k), cor-
responde a considerar a restrição de c/J à DvL, e verificar que para p suficientemente grande, 
porém limitado, todo bom rninimizador x"' é um ponto de máximo para ~/VvL· Pelo menos 
perto de um tal x*, DvL admite uma parametrização natnral em função de.\, digamos x(.\), 
garantida pelo t.eoremfl das funções implícitas, e portanto ~/DvL também pode se escrever em 
função de À. Daí a chave para tentar melhorar, pelo menos perto de x*, as aproximações do 
rnaxirniímdor .\*de c/J(x(.\), .\,p) a cada iteração, pensando em p fixo e Stlficientemente grande 
(vide [FLE 87] - §12.2). 
Como nos demais métodos de Penalização, o primeiro passo de cada iteração típica do 
Lagrangeano aumentado, consiste em calcular um minimizador para 
A iteração se conclue com a atualização, não só de p(k), mas também de )._(k). A arte de 
bem fazê-lo consiste em saber combinar, adequadamente, as informações disponíveis, com o 
objetivo de obter aproximações cada vez melhores do multiplicador ..\* na solução, bem como 
fazer p crescer o necessário, porém "sem excessos". 
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O que nos interessa ressaltar aqui é o fato que no Lagrangeano aumentado, não apenas 
os iterados caminham sobre a variedade dual, mas a própria construção do algoritmo, bem 
como a taxa de convergência a ser obtida, repousam sobre como trabalhar o comportamento 
dual de 1> ao longo de D'i;n. Saber explorar esta dualidade, me parece ser a característica que 
faz com que o Lagrangeano aumentado seja, ao que tudo indica, o mais "popularn dentre os 
métodos de Penalização. 
Em resumo, para nós é grata a idéia de olhar para os métodos de Penalização como 
Métodos de Pontos Duais, ou seja, métodos cujos iterados caminham sobre a variedade dual 
V'ilL· Na verdade, temos que tomar um certo cuidado aí. Diferentemente do que acontece 
com os métodos de pontos factíveis para os quais, salvo engano, raras são as preocupações 
sistemáticas, como a de Mukai e Polak supra-citadas, com o relaxamento da factibilidade, 
neste caso faz parte da construção dos algoritmos obter os minimizadores dos subproblemas 
de forma apenas aproximada. Isto equivale a considerar que, caminhar sobre a variedade dual 
não aparenta ter aqui a mesma importância que, em algoritmos de pontos factíveis como o 
GRG, parece ser devotada à exigência de manter os itemndos sobre o conjunto factível. 
V3- PROGRAMAÇÃO QUADRÁTICA SEQUENCIAL- PQS 
A terceira grande vertente dos métodos desenvolvidos para MRI é também a mais recente, 
(segtmdo [MS 95] o primeiro algoritmo PQS seria de 1963, proposto por Wilson em sua tese 
de doutorado [Wil 63], para problemas convexos). Começou a ficar em evidência na década 
de 70 e, a julgar pela literatura publicada de lá para cá, foi certamente a que mais esteve em 
evidência nos últimos 20 anos. Conta ainda com vários pacotes disponíveis, como NPSOL, 
NLPQL, OPSYC, OPTIMA,MATLAB e SQP, para ficarmos apenas com a lista citada em 
[MW 93]. Do ponto de vista local, essencialmente, corresponde a resolver (1.2) pelo método 
de Newton, incluindo aí suas variantes quasi-Newton, Newton inexato, ete ... 
O método de Newton, formulado para resolver localmente um sistema de n equações com 
n incógnitas, dado por F(x) =O, onde F: IRn---+ E é de classe C 1 , pode ser sintetizado por: 
NEWT- Dado xt0l E IRn, para cada k 2: O, encontre o passo [i(k) resolvendo a correspon-
dente equação para a aproximação de Taylor linear da F, ou seja: 
F'(xlki)8 + F(xlkiJ ~O (1.38) 
e faça x(k+l) = x(k) + [i(k). 
Dizemos que uma sequência x(k) E IRn tem convergência superlinear (quadrática) a x*, 
caso, ou bem x(k) = x* para todo k suficientemente grande, ou então 
. llxik+l)- x'll 
hm =0 
k-= llxlk) - x•ll 
. llxlk+ll- x'll 
(hmsnp llxlk)- x•ll' < oo) 
O resultado clássico, para NEWT, diz que se x(o) estiver suficientemente perto de um 
x* que resolve F(.r-) = O, e for tal que F'(x*) seja inversível, então as iterações de NEWT 
estarão bem definidas e x(k) terá convergência superlinear a x*. Se F'(x) é Lipschitz numa 
vizinhança de x*, ent.ão a convergência é quadrática. É de se ressaltar que, se começamos longe 
de uma tal solução x*, NEWT frequentemente fracassa, requerendo técnicas que permitam 
globalizá-lo, ou seja, formas de se começar longe de mna solução de modo a, no final, convergir 
com iteraçõe.•:; de NEWT. Há varias maneiras de fazê-lo. Por questões de eficiência, há ainda 
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um grande elenco de variantes para flexibilizar a solução de (1.38), conduzindo a algoritmos 
denominados na literatura de Quasi-Newton e Newton inexato (vide [DS 83], [FLE 87] e [MS 
95]). Tais algoritmos conservam boas propriedades de convergência local, e admitem um custo 
computacional, por iteração, bem inferior ao exigido para resolver (1.38). 
Retomando o que dissemos acima, PQS essencialmente corresponde a aplicar o método 
de Newton para resolver (1.2). A arte de fa7:ê-lo, aqui, consiste em bem ntili7:ar as particulari-
dades derivada.<; do fato que o sistema (1.2) tem uma estrutura muito especial herdada de MRI. 
Em particular, é fácil verificar que, numa vizinhança de um bom minimizador x*, o método 
de Newton pode se reescrever como um método no qual cada passo resolve um snbproblema 
quadrático. Considere para, cada k, o subproblema quadrático 
s.a. 
minimizar q1'1(8) 
h'(xl'l)ó + h(xl'l) ~O, 








O que se mostra aí (vide [Fie 87, §12.4)]), é que, dados x(1) suficientemente próximo de 
um bom minirnizador x* e ).(1) suficientemente próximo de).*, aplicar o método de Newton a 
(1.2), começando em (x(1), ).( 1)), gera exatamente os mesmo iterados que: 
Programação Quadrática Sequencial (PQS) - Versão Local. 
Para k ~ 1, 2 ... 
Pl- Resolva (1.39-1.40) para obter ó(k) e defina ).(k+l) como o multiplicador de Lagrange 
associado ao subproblema quadrático na sua solução. 
P2- Faça x(k+ 1) = x(k) + c5(k) 
Como a matriz jacobiana associada a (1.2), em x*, é 
[ 
w· h'(x•)r ] 
'V'L(x',>.') ~ h'(x') O (1.41) 
fica fácil verifiear qtte ela é inversível, se x* é um bom tninimizador de MRI. Neste caso, não 
só podemos garantir convergência local superlinear de PQS a (x*, ,\*)em JRJrn+n), decorrente 
de se estar aplicando o método de Newton a (1.2), com hessiano inversível, mas igualmente 
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na variável x isoladamente, muito embora nos pareça que ainda constitue um problema em 
aberto, saber se a convergência a um bom minimizador na variável x é quadrática, mesmo que 
f e h sejam c=. 
Do mesmo jeito que NEWT só funciona de forma adequada localmente, também o algo-
ritmo acima apresentado como uma versão local de PQS carece de um processo de globalização. 
Neste processo de globalização, igualmente, forma-se em cada iterado x(k) um subproblema 
quadrático, cuja função objetivo, de alguma maneira, aproxime o Lagrangeano em x(k), com 
restrições lineares relacionadas à aproximação de Taylor de la ordem de h(x(k) + .), visando 
definir um passo candidato ó+. t 6+ depois é testado por uma função de mérito adequada, 
que usualmente é a própria f, ou algum lagrangeano, aumentado por um termo de penalização. 
Caso a descida proporcionada por x(k) + t+ à função de mérito seja considerada suficiente, 
faz-se x(k+l) = x(k) + t+, atualiza-se o modelo quadrático, e a iteração se completa com um 
teste para verificar se as condições de KT foram adequadamente atingidas. 
Entre as diferentes formas de fazer a globalização de PQS, há imimeras variantes na 
literatura, em fllilção de diferentes fllilçÕes de mérito empregadas, bem como da forma de se 
definir o que fazer, uma vez rejeitado um pa.<":!SO candidato. Igualmente ao que ac..ontecia com 
o método de Newton, há ainda diversos métodos tipo Quasi-Newton e/ou Newton-inexato em 
formato PQS. De sorte que é bem considerável a quantidade de artigos sobre métodos tipo 
PQS, disponível nas melhores publicações da área nestes últimos vinte anos . 
Num certo sentido PQS parece ter o apelo heurístico de um método cujos iterandos não 
precisam caminhar excessivamente próximos ao conjunto factível 1t0 , nem tampouco c..olados 
à variedade dual EvL, admitindo assim a possibilidade de escolher, mais livremente, caminhos 
alternativos que conduzam à solução em 1t0 n EvL· A principal vantagem, pretendida pelos 
que apostam em métodos tipo PQS sobre os métodos de penalização, parece ser de não ter 
que administrar, com pouca "visibilidade", parâmetros de penalização que podem tornar mal 
condicionados os snbproblemas quadráticos. Já sobre os métodos de pontos factíveis, a van-
tagem pretendida é de não precisar dar passos excessivamente pequenos, longe da solução, por 
conta de um conj1mto factível com muitas "oscilações", ou ainda, "muito curvo". Além disto, 
poder-se-ia argumentar em favor de PQS que, ao começar longe das restrições, um método de 
pontos factíveis pressupõe uma fase inicial objetivando a factibilidade, para só depois começar 
a pensar em dar passos genuinamente preocupados em melhorar também a "otimalidade" 
(leia-se aproximar-se de EvL)· Já um algoritmo PQS faz, em cada iteração, as duas coisas ao 
mesmo tempo, sem precisar se preocupar oom a posição do ponto inicial. Em contrapartida, 
no capítulo 4, levantamos alguns questionamentos quanto à eficiência e robustez de métodos 
PQS, relativamente longe das restrições. 
Vale ressaltar ainda que, embora esta classificação dos métodos nas tres vertentes acima 
descritas corresponda, esquematicamente, às principais tendências que se impuseram na 
elaboração de algoritmos para atacar MRI, alguns algoritmos não se encaixam exatamente 
no que foi colocado acima. O fato de todo bom minimizador de MRI ser um minimizador 
irrestrito de cjJ(., )..*, p), para p suficientemente grande, permite abordagens mistas. Por exem-
t Observamos que longe do conjunto factível, nem sempre é possível garantir satisfação à"l restrições linea-
rizadas (1.40) a não ser parcialmente. 
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plo, a que é testada por Miele e colaboradores em [MLC 72], na qnal o critério de saída da 
fase de tentar resolver o subproblema irrestrito é o número de iterações, ou aquela empregada 
por Tapia em [Tap 77] e [Tap 88} que, entre outras coisas, faz uma única iteração quasi-
Newton entre cada atualização do multiplicador. Ou ainda, a de Hager em [Hag 93], na qual 
a penalização do Lagrangeano é combinada com outros ingTedientes. Nestes casos, nos parece 
ficar descaracterizada a propriedade, acima apontada nos métodos de penalização ''puros", de 
ter seus iterados acompanhando de-perto a variedade dual. 
Possivelmente, grande parte do segredo de mn bom programa para resolver MRI, tem 
mais a ver com detalhes computacionais do que com esquemas gerais como os que vamos 
tratar aqui . Mesmo assim, nos parece que ainda há um espaço importante para discutí-los. 
Acreditamos continuar verdadeira, 10 anos depois, a afirmação que Fletcher faz no seu livro 
([Fie 87, § 12.1]), sobre diferentes abordagens para resolver problemas de otimização não linear, 
com restrições: "lndeed there is no general agreement on the best approach and much research 
is still been clone." Pelo menos aparentemente, PQS tem despontado como o mais popular 
dos métodos para a otimização não linear nestes últimos vinte anos. Ainda assim nos parece 
impossível estabelecer com nitidez que uma das tres vertentes seja mais ou menos recomendável 
que as demais, para algoritmos razoavelmente abrangentes. Pelo menos esta é a impressão 
que me ficou ao folhear a literatura da áxea. Ou seja, parece continuar sendo uma questão 
mais para futmólogos do que para matemáticos, a de saber, dentre as tres grandes vertentes 
apontadas acima, se alguma delas, de fato, tende a prevalecer ou a desaparecer a longo prazo. 
Se novas técnicas como, por exemplo, as baseadas em computação paralela, tenderão a recicl&-
las, ou simplesmente torná-las obsoletas. Ou ainda, se a busca de maior eficiência, conduzirá 
a algoritmos cada vez mais dedicados a tipos específicos de problemas, a ponto de tornar cada 
vez menos importante algoritmos abrangentes para problemas de otimização. 
L2 ORGANIZAÇAO DA TESE 
Esta tese está organizada de forma que, no começo de cada capítulo se tenta descrever 
informalmente o que será feito naquele capítulo, o mesmo acontecendo no início de cada seção e 
subseção. Neste momento, apenas delinearemos, em rápidas pinceladas, as principais questões 
a serem abordadas e como se organiza sua exposição ao longo dos demais capítulos da tese. 
Nosso objetivo principal neste trabalho, consiste na formulação de um algoritmo, que 
nas suas características mais gerais, tem claras afinidades com os métodos de pontos factíveis 
com redução tangente, mas cuja preocupação central acompanha as colocadas por Miele-Levy-
Cragg em [MLC 71] e Mukai-Polak em [MP 78], com relação a flexibilizar a exigência de 
factibilidade dos iterados gerados. Igualmente a Mukai e Polak, não nos referimos aqui apenas 
a uma flexibilização dentro de tolerâncias usuais, quando se trabalha em problemas práticos. 
Ainda assim, nossa abordagem tem características próprias, bastante diversas da por êles 
apresentada. Em particular, nosso enfoque é mais específico, e corresponde a definir um modo 
de reajustar o afastamento da factibilídade admissível a cada iteração, de uma forma que jul-
gamos poder ser implementada eficientemente, e de modo a casar mecanismos para garantir 
uma exploração adequada da "robustez" local dos métodos usualmente empregados na fase de 
restauração dos algoritmos de pontos factíveis, com medidas do afastamento da variedade dual 
que poderíamos qualificar de dinâmicas. Sequer nos parece que o método a ser proposto possa 
se enquadrar no esquema geral descrito em [MP 78]. Por outro lado, a natureza da solução 
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que apresentamos é nitidamente diferente da que é testada para gradientes conjugados em 
[MLC 71], além de embutir uma clara determinação em sistematizar, de forma matematica-
mente consistente, o material a ser apresentado. O algoritmo será exposto em detalhes no 
capítulo 2 em duas versões: uma, que denominaremos de exata, pressupõe fatorações de al-
gumas das matrizes envolvidas nos subproblemas lineares (pelo menos da matriz jacobiana 
das restrições). A outra, a ser denominada de inexata, generaliza a primeira versão, e tem 
por objetivo problemas de grande porte. Se caracteriza por admitir, que todos os subproble-
mas lineares e quadráticos envolvidos, possam ser resolvidos por métodos iterativos. Ainda 
no capítulo 2, demonstraremos propriedades de convergência global dos algoritmos propostos. 
Denotaremos o método a ser desenvolvido por CDR (Controle Dinâmico das Restrições). 
No capítulo 3, estabelecemos uma teoria de convergência local para CDR, com forte 
apelo visual, no sentido de se apoiar fortemente sobre a estrut.ura de vizinhança tubular local 
da superfície dual EV'L, com fibrM 1ic, numa vizinhança suficientemente pequena de um bom 
minimizador. Nosso enfoque corresponde a ir definindo gradativamente condições sobre a im-
plementação do método, e sob as quais se possa garantir propriedades cada vez mais finM de 
convergência local, para as sequências geradas pela sua aplicação a MRI. 
No capítulo 4, apresentamos e analisamos alguns testes numéricos, realizados com mna 
implementação preliminar da versão exata de CDR, com resultados que nos encorajam a aper-
feiçoar a implementação apresentada. Reiteramos que os resultados apresentados no capítulo 
4 fazem parte de um trabalho que está sendo desenvolvido juntamente eom o professor Fran-
cisco M. Gomes. Um segtmdo tema que gostaríamos de destacar no capítulo 4, corresponde a 
questionar a "folclórica" vantagem dos métodos tipo PQS sobre os de pontos fact.íveis. Neste 
ponto, estamos longe de poder apresentar resultados conclusivos. Muito pelo contrário, nossa 
preocupação aqui , é apenas em levantar questionamentos, de forma bastante incipiente, com 
base em testes numéricos e argumentos heurísticos, relativamente à robustez e eficiência de 
se caminhar longe das restrições com PQS. Incipiente, porém suficientemente sugestiva para 
valer a pena dar-lhe um destaque neste trabalho. 
O capítulo 5 é dedicado a conclusões e possíveis desdobramentos deste trabalho. Embora 
venhamos a fazê-lo informalmente, nele daremos um certo destaque a como generalizar nossa 
abordagem para problemas de otimização diferenciável que incluam, também, restrições de 
desigualdades. Esboçaremos duas variantes de algoritmos para minimização com restrições 
de igualdade e canalização, que generalizam a abordagem CDR proposta para MR.I, e sobre 
as quais acreditamos ser possível generalizar também os resultados teóricos, estabelecidos nos 
capítulos 2 e 3. No apêndice à tese, descrevemos detalhadamente um algoritmo concretizando 
uma das variantes apontadas no capítulo 5. 
O resto deste capítulo inicial contém material introdutório de natureza mais formal, que 
julgamos importante sistematizar para facilitar a leitura do que se segue. Como se pode perce-
ber, já na primeira seção fomos introduzindo notação, que pretendemos fazer vigorar para toda 
a tese, à medida que ela se fazia necessária. Continuaremos a fazê-lo desta forma, daqui para 
a frente. Ainda assim, consideramos que pode ser útil para o leitor poder dispor da seção §1.3, 
dest;inada a organizar, num mesmo espaço, a notação a ser usada ao longo da tese. A exceção 
fica por conta da notação "o( . )" e "O( . )'', cuja exposição é organizada, exclusivamente, 
na subseção §1.3.1. Na seção 1.4, sistematizaremos uma generalização do lema de Taylor 
de ordem 2, objetivando ftmções definidas no IRn e submetidas à restrições de igualdade. A 
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seção §1.5 se destina a descrever um esquema auxiliar, a ser empregado nas formulações dos 
nossos algoritmos, visando definir passos de Descida Suficiente (DS} relativamente a modelos 
quadráticos. 
-1.3 NOTAÇAO 
Sejam n > m , f : IRn +--- IR e h : IRn +--- /Rm, f1mções de classe C 2. 
Denotamos por MRI, ao problema de minimização com restrições de igualdade 
Minimizar f(x) s.a h(x) ~O. 
Usaremos a seguinte notação: 
g(x) ~ \7 f(x): R"~ IR" - Gradiente da f. 
h'(x) : Rn ---t IRmxn - Derivada de h. 
N(A) ~ {x: Ax ~O} - Núcleo de A 
At - Pseudo-inversa de Moore-Penrose de A (vide [GL 87]). No caso que nos interessa 
mais de perto, a matriz A é m x n, tem posto máximo m, e A t se escreve como: 
(1.42) 
P(x) ~ h'(x)lTh'(x) - Projeção ortogonal sobre N(h'(x)). 
Eh = {x: h'(x) não tem posto máximo} - ~h é o conj1mto dos pontos singulares de 
h. Dizemos que x é um ponto regular de h, caso h'(x) tenha posto máximo. 
L(x, À)~ f(x) + Àrh(x) - Lagrangeano de f em (x, À) E JR•xm 
ÀL,(x) ~ argmin {1!"11: À~ argrnin{lih'(x)TÀ + g(x)ll: À E JR=}} ~ -(h'(x)lfg(x) 
- Multiplicador de quadrados mínimos. Embora ÀL5 (x) esteja definido em todo IR", 
estaremos essenciahnente interessados em situações nas quais x é um ponto regular de 
h, ou seja, para as quais 
-h'(x)lT g(x) ~ argmin{llh'(xf À+ g(x)ll : À E JRm} 
- (h'(x )h' (x f)-'h' (x )g(x) (1.43) 
gp(x) ~ P(x)g(x) ~ g(x) + h'(xf Àc,(x) - Projeção ortogonal de g(x) sobre N(h'(x)). 
llgp(x)ll 
nw(x) = llg(x)ll + 
1 
- Funciona como uma medida relativa do tamanho do gradiente 
projetado. 
1tc = {x: h(x) =c}- Denota uma superfície de nível c para h. 
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VvL = {x : \7 L(x 1 ..\) = g(x) + h'(xf À= O, para algum À E JRm}. -Denota o conjunto 
dual, às vezes abusivamente denominado de variedade dual. 
OBSERVAÇAO 1.3.1 -
De (1.42) segue que h'(x)l é de classe C1 em IR.n- Eh. Portanto, iguahnente P(x), ÀLs(x) 
e gp(x) são C 1 em IR.n- Eh. 
Dizemos que um ponto x* é estacionário, ou de Kuhn-Thcker, para MRI, caso h(x*) =O 





\72 L(x' .\') 
XX ' 
P(x') 
Dizemos que x* é um bom minimizador para MRI, sempre que satisfizer às condições de 
segunda ordem para MRI em x*. Em outras palavras, caso x* seja um ponto regular de h, 
estacionário e a restrição de W* ao espaço tangente às restrições P* IRn for positivo-definida. 
Uma barra em cima de um conjunto significa o seu fecho : 
A ~ {x : X = lim Xn e Xn E A} 
n~= 
CP = {x : lih(x)ll ::;: p} recebe, abusivamente, a denominação de" cilindro de confiança 
de raio p". 
Denotamos por MRD, ao problema de minimização com restrições de igualdade e de-
sigualdade 
Minimizar {!(.,) s.a h(x) ~O, g(.,) ::> 0}. 
e por MRIC ao caso particular de MRD no qual todas as restrições de desigualdade se es-
crevem como canalizações, ou seja, e ~ x ~ u , com -oo ~ ei < ui s; oo. 
O representará o conjunto factível com relação às restrições de desigualdade. On seja : 
O~{x :g(x) ::>O} 
Em particular n = {x: e~ X~ u}, para MRIC. 
PK ... Se K c mn é fechado e convexo, PK designará a projeção euclideana de mn em K. 
Ou seja, se v E JRn: 
PK(v) = argmin{llv + xll 2 : x E K}. (1.44) 
Às vezes, adotaremos ainda a notação VK = PK(v). Note que, nesta notação P(x) = 
PN(h'(x))· 
Se X for nm espaço topólogico, dizemos que Y C X é genérico em X, caso contenha 
uma interseção emunerável de subconjuntos abertos e densos de X. Urna propriedade em X é 
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dita genérica, easo o subconjunto dos pontos de X, que a satisfazem, for genérico. O teorema 
de Baire diz que num espaço métrico completo todo conjunto genérico é também denso (vide 
[Lima ?O.B], [PM 78]). O conceito de propriedades genéricas não é essencial para o desenvolvi-
mento deste trabalho. No entanto aqui e alí detectaremos propriedades genéricas em espaços 
de Baire compondo um pano de fundo interessante para argumentos de natureza heurística. 
Dizemos que B c mnxn é um subconjunto de matrizes coercivamente positivo definidas, 
caso toda matriz em E seja positivo definida e, para algmn K > O, possamos garantir 
IIAxll 2 Kllxll, para todo A E B e todo X E mn. 
1.3.1 SOBRE O USO DE "0" E "o" 
Entendemos que o uso das notações o(.) e 0(.) pode simplificar muito a redação de um 
texto matemático que trate de análise no Rn, mas que seu uso indevido pode conduzir a erros 
por vezes penosos de serem detectados. Neste sentido, gostaríamos de deixar bem explícitas, 
as condições nas quais tL.saremos tal notação: 
i- PARA SEQUÊNCIAS : Considere sequêncías infinitas { si'l E JR" : 1 <; k < 
=), {ti'l E IR": 1 <; k <=}e {wi'l E [O,=): 1 <; k < =}. 
i.l - Di:wmos q11e s(k) = t(k) +O( w(k)), c.aso existam ( > O e k~ E IN, tais que, para todo 
k > k(, 
IW1 - ti'1 11 s çwi'1 (L45J 
i.2- Dizemos que s(k) = t(k) + a(w(kl), caso para todo Ç > O, exista k~ E IN, tal que, 
para todo k > k~ 
u- PARA FUNÇÕES EM DiN: Sejam U c JRN, "<f;: U ~ JR nma função não 
negativa, e considere ainda funçoes '1/;1 : U ---+ IRP e '1/;2 : U ---+ IRF. 
ii.l- Dizemos que 7/Jt = 1/J2 + 0(7/J) em U, relativamente ao nível O de 7/J, se houver 
Ç >O e 6, >O, tais qne, se .,P(x) < 6( ex EU, então 
(1.47) 
i i. 2 - Dizemos que 1/J1 = 'ljJ2 + o( '1/J) em U, relativamente ao nível O de '1/J, se para todo 
Ç >O, existir ó~ >O, tal que, se '1/J(x) < ó~ ex EU, então 
11"</J,(x)- .,P,(xJII <; Ç.,P(x) (1.48) 
Como sempre estaremos interessados em trabalhar com o(.) e O(.) em U, relativa-
mente ao nível O de '1/J, assmniremos daqui para a frente que sempre será este o contexto, 
e omitiremos a referência a "relativamente ao nível O de '1/J". U, na prática, sempre 
eorresponderá a um domínio em algum JRN, delimitado por algumas restrições, no qual 
nos interesse garantir desigualdades como as expressas em (1.47-1.48). 
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OBSERVAÇAO 1.3.2 Propriedades de O e o 
Enunciamos, a seguir, algumas propriedades de muito fácil demonstração, mas que 
tornam o e O uma notação com grande poder de síntese. 
Pl- Se s' ~ t' + O(w') e t' ~i!+ O(w') então s' ~i!+ O(w' + w'). Se além disto, 
w' ~ O(w') então s' ~i! +O(ú/). Em particular s' ~ O(llf'll) define uma relação 
de ordem parcial entre sequências no JRn e, para cada sequência de números reais 
positivos {w(k)}, i.l define uma relação de equivalência entre sequências no mn. o 
mesmo continua válido, se substituimos O por o. 
P2- Se sk = t" + O(wk) e tk = fk + o(Wk) então existe 1] >O, tal que, para todo Ç >O, 
se pode encontrar kç tal que se k > kç, então 
(1.49) 
Se, além disto, w(k) = o(W(k)), obtemos sk = [k+o(Wk). Algo análogo continua 
valendo se trocamos o por O e O por o nas relações consideradas em P2. 
P3 - Algo inteiramente análogo a Pl e P2 vale para funções. Ou seja, se 7./J e 7./J são funções 
não negativas no mesmo domínio U, ,P1 ~ ,P2 + O(,P) em U e 1j;2 ~ {12 + 0({1) em 
U, então .p, ~ {1, + O(,P + {1) em U. Em particular, .P ~ 0(11{111) em U, define 
uma relação de ordem para funções em U e, para cada 7./J: U--+ [0, oo), ii.l define 
uma relação de equivalência entre f1mções com domínio em U. O mesmo permanece 
válido se substituimos O por o. 
P4- Se 1/;1 ~ ,P2 + O(,P) em U e ,P2 ~ {1, + o({l) em U, então existem ry > O, 6, > O, 
tais que para todo Ç >O se pode encontrar Ót, >O de tal modo que, se 1/J{x) < Órp 
{l(x) < 6, ex EU então 
111/J,(x)- .p,(x)ll :ô ry,P(x) + Ç;j;(x) (1.50) 
OBSERVAÇÃO 1.3.3 O(. ) +o(. ) 
Pl- P4 nos permitem definir operações de soma com o e O, tanto para sequências, 
como para frmções, de maneira natural. Ou seja, podemos pensar 1/!1 = 1/!2 +0{1/J) +O{{;) 
em U, como sendo 1/!1 = 1/J2 + 0(1/; +{;)em U. O mesmo vale, se substituimos O por o. 
Para definir 1/;1 = 1/;2 + O ( 1/J) + o( ,(fi) em U, recorremos à propriedade estabelecida em 
P4, dizendo que neste caso existem 1] > O, ó'TI > O tais que, para todo Ç > O, se pode 
encontrar !J, tal que, se x EU ,P(x) < ó, e {l(x) < 6,, então (1.50) fica garantida. 
m- ORDEM DE GRANDEZA : Dizemos que dua..c; sequências no IRn, { sk} e 
{t'J têm a mesma ordem de grandeza, em norma, casos' ~ O(llt'll) e t' ~ O(lls'll). 
Denotamos tal fato por llskll ~ lltkll· No caso de sequências de números reais positivos, 
dizemos simplesmente que têm a mesma ordem de grandeza. 
Do mesmo jeito podemos dizer que duas funçõm reais, não negativas, 7./J c {;, 
definidas em U c JRN, têm a mesma ordem de grandeza (relativamente ao nível O), 
caso 1j; ~ 0({1) e {1 ~ O(,P). 
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1v- DESIGUALDADES : Se n = 1, podemos, da mesma forma, usar as notações 
o e O, para desigualdades envolvendo seqnências de números reais. Uma maneira de 
fazê-lo é dizer que sCk) ~ tCk) + O(wCkl), caso max{O, s(k)- tCk)} = O(wCkl). No caso de 
funções, se p ~I, dizemos que ,P1 :ô ,P2 + O(,P) em U, caso max{O, 1/J1 -1/J,} ~ 0(1j;) em 
U. Algo inteiramente analogo funciona para o. 
- -
OBSERVAÇAO 1.3.4 ABUSOS DE REDAÇAO 
Pl-P4 nos autorizam a cometer alguns abusos de redação como, por exemplo, escrever 
s(k) = O(tCkl) = O(wCkl), com o significado preciso de indicar que s(k) = O(wCkl), dado que, 
slk) ~ O(tlkl) e tlk) ~ O(wl'l). Ou ainda que ,P1 ~ ,P2 + 0(1/J) ~ ,p3 +o( O), para indicar 
1/J1 ~ ,P3 +o( O), se soubermos que 1/J1 ~ ,P2 + 0(1/J) , ,P2 ~ ,P3 +o( O) e 1/J ~o( O). A lista de 
abusos possíveis, a partir de Pl-P4, é bastante óbvia. Êles serão cometidos, na medida que 
facilitarem a exposição. Algo equivalente a Pl-P4 funciona também para desigualdades, no 
sentido apontado em iv, igualmente contribuindo para simplificar a redação. 
Na manipulação com o e O para funções, frequentemente os domínios das variáveis podem 
estar mudando, com o acréscimo e decréscimo de variáveis. Usuahnente, as variáveis cujas 
restrições são relevantes em (1.47-1.48), correspondem às de 'lj;, bem como às relativas ao 
domínio de f e h em IRn. As demais usualmente delas decorrem, ficando claro, em cada 
passagem, de qual domínio Use trata, sem necessidade de ficar explicitando-o a cada momento. 
Na próxima seção escreveremos o lema de Taylor para MRI nesta notação, com detalhes 
usualmente dispensáveis, de forma a esclarecer melhor este ponto. 
1.4 LEMA DE TAYLOR PARA MRI 
O nosso objetivo nesta seção, é expor uma generalização do lema de Taylor para apro-
ximaçõe.c; quadráticas de funções reais, definidas no IRn, de classe C 2 . Tal resultado nos será 
muito útil ao nos permitir trabalhar, adequadamente, com wn conceito que frequentemente 
aparcec na literatura, (vide [Fie 87]), qual seja o de correção de segunda ordem, para passos 
candidatos definidos na direção tangente às restrições. 
Na seção § 1.1, indicamos uma maneira de pensar a aplicação Exponencial, para justificar 
mna questão que faz parte do folclore da otimização com restrições de igualdade, qual seja, 
a idéia que, locahnente, "o comportamento do lagrangeano no espaço tangente às restrições, 
reflete o comportamento da f ao longo das restrições". A versão do lema de Taylor a ser 
apresentada, permite olhar para a mesma questão folclórica, de um outro ponto de vista. 
Dados f: IRn ~IR, h: JRn ~iR"', de classe C 2 , considere qx(.) como o polinômio de 
Taylor de seglmda ordem de L(x +. ,.\L5(x)), para cada x E IRn, bem como um compacto 
V C IRn no qual h seja regular. Na notação estabelecida na seção 1.3.1, o teorema de Taylor 
de ordem 2 para L(x +. , .\Ls (x)) em V, se escreve: 
L(x + 8, ÀL,(x)) ~ qx(8) + o(ll8il2), em U ~V X !Rn 
Ao restringirmos ó a acréscimos Ót, na direção tangente às restrições, obtemos 
llh(x + 8,)- h(x)ll 0(118,11 2 ), em 
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Fixemos, ao longo desta subseção, V C mn como um compacto formado por pontos 
regulares de h. Considere U C JR2n como em ( 1.53). 
Uma forma de nos aproximarmos mais da superfície de nível 'Hh(x) a partir de x + Ót, é 
fazendo uma correção 6,~ E R(h'(xjT), t.al que h'(x)ó,~ + [(h(x + 6,)- h(x))] ~O, ou seja, 
(1.54) 
Com isto, obtemos um ponto x+ = x + Ót + Ó8 oc· O lema, que demon ... c;traremos a seguir, 
nos dirá que: 
1- Até segtmda ordem em jj81jj, :r+ pode ser pensado eomo 11ma re-Stauração de x + 81, 
à mesma superfície de nível de h na qual está x, no sentido que: 
[[h(x+)- h(x)[[ ~ o([[8,[[ 2 ), em U (1.55) 
u- Até segunda ordem em j]ótll, a variação da f entre x e x+, se confunde com a 
variação de qx em N(A), no sentido que 
f(x+)- J(x) ~ qx(ó,) + o([[61[[ 2), em U (1.56) 
A comparação entre (1.51-1.52) e (1.55-1.56), nos parece fornecer uma tradução for-
malmente adequada da idéia colocada acima, ou seja, 110 comportamento do lagmngeano 
L(x + . , ÀLs(x)} no espaço tangente, reflete o comportamento da f ao longo das restrições". 
Como estamos interessados em situações nas quais temos, apenas, aproximações do hes-
siano do lagrangeano, no ennnciado do lema a seguir incluiremos em (1.56) um termo a mais, 
de segunda ordem em ll8t li, e que reflete a adequação da aproximação usada ao hessiano 
verdadeiro. 
LEMA 1.4.1 (LEMA DE TAYLOR DE SEGUNDA ORDEM PARA MRI) 
Sejam f e h de classe C 2 e V C JR.n, um compacto no qual h seja r-egular. 
Para cada x E V, considere uma matriz simétrica B, que aproxime WL8 (x) 
\7~xL(X,À 1,8 (x}), bem COmO 0 modelo quadrátiCO 
q.(ó) ~ g(xf6 + ~6T B6 (1.57) 
Consideremos ainda, para x E V e 6, E N(h'(x)), 6,~ = 6,oc(x,6,) E R(h'(xf), tal que 
/';h h(x + 61)- h(x) 
6,00 ~ -h'(x)lt,.h, 
e seja x+ = x + Ót + Ósoc· Então, em 
(1.58) 
(1.59) 
U ~ {(x,ó,,B): x E V, h'(x)6, ~ 0, B E R"xn e simétrica}, (1.60) 
obtemos: 
6,oc 0([[6,[1 2) 
f(x+)- f(x) - q.(6,) + ~6[(WL,(x)- B)6t + o([[6,[[ 2 ) 
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DEMONSTRAÇÃO : 
Sejam então V, U, x, x+, Ót e Ósoc como no entmciado do lema. Veja que, ao supor h 
regular no compacto V, (L61) segue facilmente de (L58-L60). 
(L43) e (L 58 - L59) nos garantem: 
g(xf( -h'(x) 1 b.h) = -[(h'(x)1fg(xW b.h 
.\,(xf b.h 
Do desenvolvimento de Taylor para h e de (1.64), obtemos em U: 




Supondo f e h de classe C 2 , ao considerar a observação 1.3.2, (1.61), (1.65) e o desen-
volvimento de Taylor de segunda ordem para a f, obtemos em U: 
f(x+)- hr) g(x)T 6, + g(x)T6,~ + ~(6, + 0,0 ,)T\!2 f(x)(ó, + 6,o,) + o((ll6, + Ó,o,IIJ 2) 
- g(x)" 6, + ~6rd:::(>.L,(x))i\!2 hi(x))6, + ~6, \/2 f(x)ó, + a(lló,ll 2) (L66) 
2 i=l 2 
(L62) resulta de (L57) e (L66). 
(1.63) segue da observação 1.3.2, (1.59), ( 1.61} e do deBenvolvimento de Taylor de h, uma 
vez que em U: 
h(x+)- h(x) h'(x)(ó, + 6,00 ) + ~6[\!2h(x)ó, + O(lló,o,llll6tll + 116,o,ll2 ) + o(ll(ó, + 6,",11) 2) 
- h'(x)ó,~ + b.h + o(lló,ll 2) = o(lló,ll 2) 
- -
OBSERVAÇAO 1.4.1 - CORREÇOES DE SEGUNDA ORDEM 
Nossos algoritmos para MRI escolherão passos na direção tangente às restrições, para 
diminuir f num ponto x,, baseados num modelo quadrático que aproxima o polinômio de 
Taylor de segunda ordem do lagrangeano no ponto em questão. Mesmo que não façamos 
nenhuma correção adicional ao passo Ót, (1.52) nos diz que se Ót não for muito grande, nos 
afastamos relativamente pouco da superfície de nível de h em Xc. O lema de Taylor para 
MRI diz que, ao fazer uma correção Ó8 oc 1 tendemos a andar "mais próximo" ainda do nível 
no qual Xc está, e com um ponto candidato x+ = Xc + Ôt + Óson no qual, a descida da f 
tende a refletir melhor do que em qualquer outro, a descida do modelo quadrático no espaço 
tangente às restrições, pelo menos no caso W = B. Uma das opções para compor a avaliação 
de mérito dos passos candidatos, será a própria f. Neste caso, torna-se tentadora a opção 
de adicionar ao passo Ót, uma "Correção de Segunda Ordem" (no sentido de (1.61), Óson 
para formar um candidato a ser testado. Principalmente, ao levarmos em conta que, o custo 
do passo Ósoc é muito inferior ao custo das fatorações de A= h'(x), ou de AAT, usualmente 
realizadas para se encontrar um passo Ót E N(A), de "descida suficiente!) para o modelo 
quadrático. Na formulação exata do algoritmo, o lema compõe um pano de fundo importante 
na sua concepção, mas não chega a ser usado na construção formal explicitamente. No caso 
da formulação "inexata" do algoritmo na seção 2.5, a adaptação que lá faremos deste lema 
para o caso "inexato", terá um papel decisivo também na sua formalização, conforme ficará 
claro na ocasião. Igualmente decisivo será seu papel na análise local da convergência. 
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1.5 DESCIDA SUFICIENTE (DS) 
A maneira mais usual de se obter resultados de convergência global, em algoritmos para 
minimização de f1mções diferenciáveis, com ou sem restrições, geralmente pressupõe que a 
sequência gerada pelo algoritmo permaneça muna parte compacta do domínio. Corresponde 
a forçar algum tipo de descida suficiente em cada iteração, de forma a obrigar que alguma 
função de mérito para o problema convirja para -oo, a menos que condições de Kuhn-Thcker 
se satisfaçam, no limite, para alguma subsequência gerada. Um exemplo clássico, de for-
mulação bastante abrangente, para minimização sem restrições usando regiões de confiança é 
o de Powell em [Pow 75], no qual cada passo garante, para o modelo quadrático adotado na 
região de confiança corrente, uma descida maior do que uma fração de sua descida de Cauchy. 
Obrigando que o passo a ser dado igualmente faça a f1mção objetivo descer alguma fração 
da descida de Cauchy, sob condições usuais de compacidade e regularidade, Powell consegue 
garantir pontos de acumulação estacionários para as sequência.s geradas por seu algoritmo. 
Nossa ferramenta básica para obter propriedades de convergência global, iguahnente se 
baseará em testar passos, para os quais se garanta uma descida maior que uma fração da 
descida de Cauchy, para um dado modelo quadrático em sua região de confiança corrente. O 
algoritmo auxiliar DS, abaixo, tem por finalidade descrever tais passos . 
Será usado para definir pontos candidatos, a serem testados nos algoritmos que geraram 
os respectivos modelos. Em geral, o que se testará, uma vez definido um passo em DS, inclue 
verificar se a ftmção a ser diminuida desceu com o passo candidato uma fração significativa da 
"Descida de Cauchy " obtida em DS. 
Daremos a DS uma formulação bastante abrangente, aplicável a tratar de forma "ine-
xata'' snbproblemas que surgem em MRD, MRI ou mesmo em minimização sem restrições. No 
caso MRD, DS escolhe um passo que deve permanecer em n = {x: ri(x) 2: O}, um Conjunto 
de Trabalho W de restrições p-ativas no passo x + 6 a ser obtido, no sentido que ri(x + ó) ::; p, 
para todo i E W. São fornecidos a DS = DS(x,q,v,!).,A,1],rl,p): 
!l E !Rn 
p 
Corresponde a uma aproximação quadrática da ftmção 
objetivo, ou de seu lagrangeano em x. 
Corresponde à uma aproximação da direção de 
Cauchy em x. 
Corresponde ao raio da região de confiança. 
Corresponde a uma aproximação de h' ( x) 
Corresponde a uma tolerância para resolver de Aó = O 
aproximadamente. 
Corresponde ao conjunto factível associado às 
restrições de desigualdade. 
Corresponde a uma tolerância para as restrições ativas. 
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DS pode ser descrito por: 
Pl - Passo de Cauchy 
1 - Faça 
ÓPC ~ argmin{ q(f'V) : X + f'V E fl, li v 11 S L';} 
u - Escolha um Conjunto de Trabalho W C {i : r; ( x + 6 PC) S p} 
P2- Passo DS 
Ache ó, tal que: 
OBSERVAÇAO 1.5.1 -
{ 
q(ó) S .lq(6Pc) 
llóll :o; L'; 
IIAóll < ~IIAIIIIóll 
ri(x + ó) :::; p, se i E W 
i - Note que 6 = ÓPc é sempre uma opção possível em P2. 
{1.67) 
u - Ao caso de minimização sem restrições, corresponde fazer A = O, O = IRn, TJ = O 
e p qualquer, em DS(x,q,v,.6..,A,7J,n,p). À MRI corresponde fazer n = IRn e p 
qualquer. Aos casos nos quais queremos soluções "exatas" dos subproblemas envolvidos 
em algoritmos para MRI, corresponde fazer 17 = O. Neste sentido, usaremos A = O, 
rl = IRn, TJ = O e p = O como udefaults", sempre que for o caso. Por exemplo: 
DS(x, q, v,!:>, A) DS(x, q, v,!:>, A, O, IR", O) 
DS(x,q,v,t>) - DS(x,q,v,!:>,O,O,JR",O) 
Veja que p não interfere, se não há restrições de desigualdade. Caso existam, serve 
para que se flexibilize o conceito de restrições ativas num ponto, para restrições apenas p-
ativas, no sentido apontado acima. Usaremos DS num algoritmo para MRIC, formulado 
no apêndice. 
m - Geralmente a denominação "descida de Cauchy" está associada à descida obtida 
com o passo (1.67), para v~ -\lf(x), no caso MSR, e v~ -gp(x) ~ -P(x)g(x), no 
caso MRI. Cometemos o abuso de admitir outras possibilidades para v, sem alterar a 
denominação empregada, visando trabalhar com uma formulação inexata para resolver 
MRI, bem como pensando no algoritmo para MRIC, no apêndice. Com esta flexibi-
lização, a escolha de v passa a ser crucial na determinação de passos que, de fato, 
propiciem "Descida Suficiente" aos algoritmos que chamam DS. 
No caso onde há restrições de desigualdade, a coisa se complica um pouco, e re-
tornaremos a esta questão no momento oportuno. 
Capítulo 2 
CDR 
Conforme discutimos no capítulo 1, o algoritmo que descreveremos neste capítulo para 
atacar MRI, pode ser pensado corno um PFAC com redução tangente e relaxamento dinâmico 
das restrições, no sentido que, dado mn ponto Xc = x~k) ele tenta obter x(k+l) com um passo 
para minimizar a f "próximo ao nível" 
e, em compensação, testa ao chegar em x(k+l), para ver se podemos tomar x~k+l) = x(k+l), ou 
se x(k+l) está longe demais do nível1t0 = {x: h(x) = 0}. Neste segundo caso obteremos x~k+l) 
reduzindo significativamente llh(x(k+ll)ll, num processo que denotaremos por Restauração da 





Esta dependência de h(x) com o gradiente projetado é o que justifica caracterizar como 
dinâmico o relaxamento da factibilidade que estamos propondo, e denotar o método por CDR 
(Controle Dinâmico das Restrições). 
Na seção 2.1, apresentamos alguns ingredientes heurísticos que servem como pano de 
fundo para o método, bem como uma descrição informal do algoritmo, a ser formalmente 
exposto nas seções 2.2 e 2.3. Na seção 2.4, detalhamos hipóteses sobre as quais se consegue 
garantir que CDR esteja bem definido, bem como alguns resultados de convergência global 
sobre os iterados gerados numa aplicação de CDR. Na seção 2.5 apresentamos uma gener-
alização de CDR, que admite tun tratamento inexato de todos os subproblemas lineares e 
quadráticos envolvidos. Neste sentido, às vezes denotaremos por CDRlN a versão INexata de 
CDR. Mostraremos, ainda na seção 2.5, como generalizar os resultados teóricos da seção an-
terior. Apesar de ser formalmente possível fazer tuna exposição deste caso mais geral, apenas, 
de modo a economizar algumas páginas desta tese, acreditamos ganhar consideravelmente em 
transparência e legibilidade ao fazê-lo na forma atual. 
Para simplificar a exposição dos algoritmos a serem definidos, atribuiremos valores 
numéricos a muitos dos parâmetros que permanecem fixos a cada chamada dos algoritmos em 
questão, mas que a rigor deveriam ser considerados como definidos em intervalos. Embora esta 
flexibilidade na definição dos parâmetros seja importante do ponto de vista da implementação 
dos algoritmos, tratá-los literalmente nada acrescentaria do ponto de vista conceitual, mas 
tornaria a leitura bem mais cansativa. 
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2.1 HEURÍSTICA E DESCRIÇÃO INFORMAL DE 
CDR 
2.1.1 HEURÍSTICA 
Nosso objetivo, nesta subseção, é tentar situar um pouco melhor o que norteia, matema-
ticamente, nossa aposta num algoritmo tipo PFAC com relaxamento dinâmico das restrições. 
Conforme já apontamos na seção 1.1, nosso ponto de partida corresponde a pensar que procu-
ramos um ponto, na interseção do conjunto-factível com a variedade dual, e que tenha "boas 
chances" de também ser uma solução para MRL Desdobraremos em t.res itens nossa argu-
mentação: 
FI - VANTAGENS DE SE ANDAR PRÓXIMO A ?-lo 
Começamos reconhecendo que, andar próximo a 1t0 , não pode ser pensado como 
a melhor estratégia em todos os casos. Por exemplo, se a f é convexa, e tem um mini-
mizador global relativamente perto de um conjunto factível, com muitas "oscilações na 
sua curvatura ", como na figura da página 12, provavelmente valerá a pena realizar um 
esforço inicial para se aproximar do minimizador global da f, sem maiores preocupações 
com a factibilidade. Para esta tarefa, provavelmente seria mais adequado começar com 
algum método de minimização sem restrições, para buscar uma primeira aproximação 
do minimizador global da f, e depois usar um método de penalização como o lagra.ngeano 
aumentado, ou talvez até aplicar o lagrangeano aumentado já de saída. Já com relação a 
PQS, alimentamos algumas dtívidas a eerca de sua capacidade para erúrentar problemas 
com grandes oscilações na curvatura das restrições. Em particular, o exemplo 2.1 se 
destina a observar, num problema bastante simples, como um método PQS pode "se 
atrapalhar", em pontos próximos da variedade dual, e nos quais a curvatura dos níveis 
'Hc varia significativamente. Desdobramos em 4 pontos nosso argumento em favor das 
vantagens de se andar próximo a 'H0 • 
Fl.l- Robustez local de 'Ho - 'Ho resulta ser, localmente, um conjunto de mmi-
mizadores bastante robusto de 'f?(x) = lllh(x)ll2 , no sentido que o método de 
Gauss-Newton, (correspondente a dar passos ó = -h'(x)fh(x) em x) parece fun-
cionar muito bem numa vizinhança ''razoável" de 'H0 , desde que 'Ho seja um nível 
regular de h . Alimentamos a expectativa que isto possa ser eficientemente explG-
rado numa implementação do algoritmo, no bojo do controle dinâmico a que nos 
referimos. 
Fl.2- "Miopian na direção normal às restrições, longe de 1{0 Temos que reconhecer, 
de saída, que procurar minimizadores globais de llh(x)ll2 pode ser uma tarefa 
muito difícil, mesmo que saibamos previamente de sua existência. Por exemplo, 
se começamos num ponto próximo a um minimizador não factível de llh(x)ll 2 . Em 
particular, se usamos métodos como o PQS, que buscam se aproximar da factibi-
lidade com passos na direção normal à.s restrições, visando reduzir llh{x)ll· Não 
vemos como enfrent.ar este tipo de dificuldade, em algoritmos usuais para MRI, 
como os que situamos na seção 1.1, a não ser neles introduzindo salvaguardas, uma 
vez detcetados obstáculos para se reduzir significativamente llh{x)ll, de forma a 
recorrer a algoritmos especificamente desenhados para resolver h(x) =O e capazes 
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de "escapar" de minimizadores locais não factíveis de llh(x)ll 2 • No entanto, há ainda 
um outro tipo de dificuldades que se apresenta ao caminharmos longe das restrições 
com algoritmos como o PQS, e que gostaríamo..c; de situar aquí. Do ponto de vista 
local, conforme apontamos em Fl, o método GN é eficiente para resolver h(x) =O, 
sob condições de regularidade usuais. No entanto, longe de 'H.0 , procurar passos na 
direção normal às restrições pode ser muito ineficiente, mesmo em situações nas 
quais nenhum minimizador local, não factível, de llh{x)ll 2 se apresente atraindo os 
iterandos. A seguir, discutiremos um exemplo sem minimizadores não factíveis de 
h, no qual, ao aplicarmos um particular algoritmo PQS, não apenas o passo na 
direção normal às restrições "enxerga muito mal" o mnjunto factível, mas também 
o passo na direção tangente contribue para dificultar ainda mais a aproximação do 
conjtmto factível, em pontos próximos à variedade dual. 
EXEMPLO 2.1 - Con..<>ideremos o problema MRI 
(2.1) corresponde a um problema aparentemente muito simples, qual seja, en-
contrar pontos de tangente horizontal na parábola de equação h(x) =O em JR2 • 
Usaremos para tanto, um algoritmo PQS com região de confiança sugerido em 
[DEM], e que implementamos para ajudar nos testes numéricos a serem discuti-
dos no capítulo 4. {2.1) com a = 1 faz parte da bateria de testes, exposta no 
capítulo 4, como o problema de número 14. O que se registra na primeira coluna 
da tabela 4.8 é que, ao se começar no ponto :r(0} = ( -1, -2), os iterandos não 
conseguem se aproximar do minimizador em (0, 0), após 100 iterações. Nas figuras 
2.1-2.2, registramos a trajetória dos iterados até k = 100, inicializados em x(0) 
pelo referido algoritmo aplicado a (2.1), sendo que na figura 2.1 correspondendo 
ao caso a = O, e na 2.2 ao caso a = 1. Registramos ainda as curvas de nível de 
h, os passos horizontais com linha cheia, os passos verticais com linha tracejada, e 
a variedade dual x 1 = -ax2• O que se observd no caso o: = O, é que o primeiro 
passo vertical vai na direção da variedade dual x 1 = O, e que o passo horizontal 
leva o primeiro iterando para x(l) = ( -.1848, -63.03). Isto é razoável, porque na 
verdade lh(xl11)1 = 66.5 < lh(xl01)1 = 102, e xl11 está visivelmente mais próximo da 
variedade dual x = O. Na figura 2.1 pode-se observar , à medida que as iterações 
progridem, que o raio da região de confiança vai ficando bem pequeno, até que 
x(k) se ajuste sobre a variedade dual, e depois começa a crescer de forma que a 
sequência gerada convirja à solução (0,0) de (2.1), caminhando sobre a variedade 
dual, de maneira relativamente rápida. No caso a = 1, obtivemos na primeira 
iteração x(1) = {461.68, ~462.41). Isto pode parecer muito ruim, mas na verdade, 
nossa medida de distância da factibilidade é ih(x)l. Igualmente ao caso a = O, 
obtivemos aqui lh(xl11)1 = 515.6 < lh(xl0il = 902, e xl11 bem mais próximo da 
variedade dual, que neste caso será a reta x2 = -x1 • No entanto, conforme se pode 
observar na figura 2.2, as 100 próximas iterações são gastas, com passos próximos 
da variedade dual, para ir de x(l) até x(lOO) = (461.1206, -461, 1197). A figura 
2.3 corresponde a ampliar uma janela quadrada com comprimento .2 na figura 
2.2, para tentar observar melhor o que está acontecendo neste caso. Na figura 2.3 
dest.aeamos ainda o eixo de simetriaS das parábolas h(x) = c, on seja, a reta 
x2 = -x1 + .0025, além dos elementos presentes na figura 2.2. O que se observa aí 
é que, no caso a = O, a variedade dual y = ~ax coincidia com o eixo de simetria, e 
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para a = 1 elas são distintas. O seu desacoplamento parece ter um efeito dramático 
sobre a performance do algoritmo. No caso a = 1, apesar dos pontos na variedade 
dual não terem tanta ''visibilidade" sobre o conjunto factível Ho quanto os pontos 
no eixo de simetria, ainda assim, sempre que x(k) consegue voltm bem perto da 
variedade dual, os passos começam a crescer em tamanho inicialmente. No entanto, 
qualquer deslize numa iteração que se eomplete um pouco mais longe da linha dos 
vértices das parábolas, é fatal para o tamanho dos passos seguintes. Poder-se-ia 
explicar este fenômeno, pelo menos neste caso, atribuindo-o a um problema de 
escala, uma vez que ao fazer (x1, x2) +- (xt/10, x2/10), ele desaparece. Acllamos 
um pouco simplista ir por aí. Preferimos atribuí-lo a dois fatores: 
1- "Miopia" do passo na direção normal às restrições, fora da linha dos vértices. 
n- O processo de avaliação de mérito dos pa.c:;sos candidatos nos métodos PQS, ao 
inviabilizar que os passos na direção vertical e horizontal possam ser avaliados 
separadamente. 
Note-se que este fenômeno independe de estarmos caminhando num conjunto 
aparentemente afastado da solução. No caso de começarmos no ponto (1, -.15), cor-
respondente ao outro ponto testado na bateria de testes do capítulo 4, por exemplo, 
já a partir da segunda iteração os iterandos permanecem no quadrado [O, 1] x [0, 1]. 
No entanto, levam cerca de 70 iterações para convergirem para (0, O), t.ropeçando 
no mesmo tipo de dificuldades apontadas acima. 
Figura 2.1: Exemplo 2.1 com a = O 
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Figura 2.3: Ampliação da janela quadrada de comprimento .2 na figura 2.2 
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O que acontece neste exemplo 2.1, nos parece ser da mesma natureza do que 
ocorre com os problemas de mímeros 2 e 13, da lista de problemas de Boggs e 
Tolle que usaremos para teste, conforme destacaremos no momento oportuno. Não 
temos elementos para concluir muita coisa ainda, mas nosso palpite é que a dificul-
dade para diminuir llh(x)ll, próximo a pontos da variedade dual correspondentes 
à restrições com significativas variações na sua curvatura, constitua um fenômeno 
bastante comum na aplicação de algoritmos tipo PQS, em pontos relativamente 
afastados do conjunto factível. 
Fl.3 - Bifurcações na variedade dual - A variedade dual 'Dvr L frequentemente não 
será um conjunto conexo. Ao nos aproximarmos de VvL, porém longe da factibili-
dade, nada nos assegura que venhamos a ter pontos factíveis na componente conexa 
de VvL perto da qual chegamos. Por outro lado, do ponto de vista de encontrar 
um ponto estacionário para MRI, é indiferente saber de qual componente conexa 
de 1t0 nos manteremos vizinhos. Além disto, se alguma componente conexa de 
1t0 tiver preferência, possivelmente isto estará relacionado a termos começado num 
ponto factível, e desejarmos permanecer na mesma componente conexa de 1t0 onde 
começamos. 
Uma outra maneira de dizer a mesma coisa, é pensar que minimizadores da 
f em níveis que estejam longe da factibilidade, podem "se perder" em algtnna bi-
furcação entre o nível considerado e 1t0 , não guardando nenhuma relação com a 
existência de minimizadores da f em 1t0 • Voltaremos a este ponto em F1.4, ao 
argumentar que o "comportamento" da f ao longo de uma superfície de nível da h, 
lo:q.ge da factibilidade, pode não ter nada a ver eom o "comportamento 11 da f em 
Ho. 
Fl.4- "Comportamento" da f em níveis vizinhos - Entendemos que argumentos de 
natureza mais qualitativa, frequentemente estão longe de tradm-;ir-se em algorit-
mos munericamente robustos. Apesar disto, acreditamos ser uma vantagem dos 
métodos que caminham próximo ao conjtmto factível, o fato da f, rnun certo sentido, 
apresentar genericamente o mesmo "comportamento" em níveis vizinhos. Traduzi-
mos, matematicamente, a idéia de duas funções terem o mesmo "comportamento" 
em variedades diferenciáveis, pensando, corno se faz frequentemente em sistemas 
d~nâmicos, que duas funções f e f, de classe C 2 , em variedades difeomorf~ M e 
M, têm o mesmo comportamento global, caso os fluxos gerados por \7 f e \7 f seja!n 
topologicamente equivalentes. Ou seja, caso exista um homeomorfismo 1/J : M ----t M, 
que leve 6rbita.s de 'V f em 6rbitas de 'V /.(vide [PM 78] ). 
Suponhamos, para simplificar um pouco o argumento, que as superfícies de 
nível de h sejam compactas, e que os níveis vizinhos a 1t0 -# 0 sejam regulares e 
difeomorfos entre si. * 
• O teorema de Sard garante, sob algurnm> condições de diferenciabilidade da h , que seus valores regulares 
formam um conjtmto denso no mm (vide [Soto 76], [Hir 76]). Se supomos que os níveis da h são todos 
compactos, obtemos que a propriedade de ser regular, corresponde a um subconjunto aberto e denso do JRm, 
nestes casos. Admitida a compacidade das superfícies de rúvel de h, e que 1{0 =f. 0 é regular, obtemos que numa 
vizinhança de 'lio todos os níveis são regulru·es. Um argtunento relativamont.e standard de folheações, que me 
foi transmitido oralmente por Alcides Lins Neto, garante, neste caso, que eles também são difeomorfos entre 
si. Deste modo, se sabemos que aB superfícies de nível de h são compactas, e que 1io =1- ~. devemos esperar, 
genericamente, encontrá-las regulares e difeomorfas, numa vizinhança de Ho. 
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O teorema de estabilidade estrutural para campos gradientes em variedades 
compactas (vide [Sma 61]), nos permite inferir que, para um subconjunto aberto 
e denso de funções objetivo f em C2(1R",1R), obteremos para suas restrições aos 
níveis vizinhos a 1t0 , o mesmo ~'comportamento" que no nível 'lí0 • Ou seja, para 
cada f neste subconjunto genérico, encontraremos uma família contínua de homeo-
morfismos 1/Jp: fio~ fip, levando a.s órbitas de 'V (f /fio) em órbita.s de 'V (f /fip), 
para 11 suficientemente próximo de O. Em particular, 'ljJ~' leva minimizadores de 
f, em minimizadores de J, órbitas do fluxo de V f que convergem para um mini-
miz~dor de f, em órbitas convergindo para o minimizador correspondente do fluxo 
de J, etc. 
No entanto, sem maiores preocupações com precisão, não é difícil imaginar 
comportamentos muito diferentes para a f em níveis relativamente longe entre si. 
O exemplo 2.2 vai neste sentido 
EXEMPLO 2.2 Considere o problema 
Minimizar J(x, y) ~ y + x2(2- x2y2 ) s.a. h(x, y) ~ y ~O (2.2) 
Seus pontos de KT em cada nível y ~ y, são dados por a f I ax ~ 4x( 1 - x2y;}. 
Portanto, em cada nível y = Yc:. -=F O, a f terá um ponto de rrúnimo em x = O e dois 
pontos de máximo em x = -1/Yc ex= 1/Yc:.· 
Desenho correspondente a direções de descida, em dois pontos que estejam em 





A f pode enganar relativamente "longe" de y = O. 
Podemos pensar que x = O é, localmente, o ''me..smo" minimizador em todos os 
níveis de h, dado q11e o polinômio de Taylor de segunda ordem do L(x, Yc, ÀL8(0, Yc)), 
restrito a y = Yc e em torno de x =O, é q(x, Yc) = 2x2 • Vale dizer, q(x, Yc) independe 
de Yc· Isto significa que numa vizinhança do minimizador x = O, e para os níveis 
y = Yc suficientemente vizinhos do nível O, a f se comporta da mesma maneira. 
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Em particular, se tomamos um ponto -a $ Xc ~ a num nível y = Yc, para o 
qual IYcl < lja, os passos de descida serão na direção do minimizador x =O. No 
entanto um pouco afastado do nível zero, apesar do minimizador "persistir", se 
tomarmos Xc > 1/yc, os passos de descida estarão apontando na direção contrária 
ao minimizador x = O. Em outras palavras, urna decisão sobre a direção a tomar, 
relativamente longe de Yc = O, nos mandaria exatamente no sentido inverso ao que 
. . 
precisamos u. 
F2- RELAXAMENTO CONTROLADO DA FACTIBILIDADE EM PFAC 
Obviamente, exigir que todos os iterados sejam factíveis é pedir demais. Algum 
relaxamento da factibilidade, dentro de uma tolerância prefixada, sempre existirá na 
prática. A questão é como fazer este relaxamento, de forma a melhorar a eficiência 
dos algoritmos. Podemos expressar esta tolerância, a ser admitida em cada iteração, 
por um parâmetro p(k), e pensar que em cada iteração daremos um passo a partir de 
x~k), visando aproximar x(k+l) significativamente de V'ilL' mas respeitando a tolerância 
llh(x(k+l))ll:::; p(k)_ Os principais pontos a nortear a definição de p(k) nos parecem ser: 
p.I- Aproveitar a robustez local do método GN para resolver llh(x)ll =O, no sentido 
de tentar fazer com que passos na direção normal às restrições, cuidadosamente 
escolhidos, possam ser eficientes para reduzir llh(x)ll, se llh(x)ll :<:: pl'l. 
p. 2 - Tentar fazer com que o comportamento da f, restrita a níveis de h dentro da 
tolerância p(k), não apresentem gr8lldes discrepâncias no seu "comportamento". 
p.3- Tentar garantir espaço na direção normal às restrições, visando facilitar passos 
suficientemente "grandes" na direção horizontal. 
Claramente, os dois primeiros pontos apontam para se diminuir p(k), enquanto que 
p.3 aponta no sentido inverso. Nossa aposta é na possibilídade de trabalhar satísfatoria-
mente este confronto. 
Um passo ó}k) dado na direção tangente às restrições em x~k) é, via de regra, da 
mesma ordem de grandeza que a norma do gradiente projetado llgp(x~k))ll· Por exem-
plo ao se adotar um modelo quadrático q(k)(ó) = g(x~k))Tó + !órBó para aproximar o 
Lagrangeano da f, isto se verifica com os passos Newton e de Cauchy, se B satisfizer 
condições usuais. Para tais passos ó}k), o deslocamento na direção normal correspondente 
sena 
[',h~k) ~ llh(x~'l + oí'l)- h(xl'l)ll ~ O(llgp(x~'lJII'J 
e chega a o(llgp(x~k))ll 2 , caso façamos mna correção de segtmda ordem, como a que é 
sugerida pelo lema de Taylor para MRI (1.4.1). 
Neste sentido, para não restringirmos desnecessariamente o passo na direção tan-
gente, precisamos de tanto mais espaço na direção normal às restrições, quanto maior for 
llgp(x~k))ll. Daí a oporhmidade de fazer, via p(k), um controle dinâmico das restrições. 
Em resumo, longe da solução nos parece suficiente tentar se aproximar de Vvr., 
mantendo-se dinamicamente próximo da factíbílidade, porém sem preocupações excessi-
vas com ela, só tentando forçá-la mais, à medida que llgp(x~k))ll-+ O. Além disto, perto 
de x*, a transversalidade entre V'ilL e 1t0 nos dá uma estrutura muito mais rica para ser 
explorada do que longe de x*. 
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F3- COMPETITIVIDADE DE PFAC 
Uma de nossas preocupações básicas é com um método que possa ser implemen-
tado de forma robusta e eficiente. Métodos de pontos factíveis estão bem menos pre-
sentes na literatura recente de programação não-linear, do que PQS e métodos de pe-
nalização. Ainda assim, autores que publicaram artigos testando métodos tipo PFAC 
contra métodos PQS, num período relativamente recente, como La.sdon e colaboradores 
em [FSL 88] e Brown-Biggs em [BB 89], reivindicam competitividade a seus métodos 
frente a PQS. Por outro lado, Miele e colaboradores, já em [MLC 71], apontavam para 
uma maior eficiência de métodos que fazem algum tipo de relaxamento nas restrições em 
SGRA. Nossa expectativa é, também, a de que relaxando dinamicamente a factibilidade, 
se consiga dar mais eficiência a métodos tipo PFAC com redução tangente. Em especial, 
métodos PFAC com redução tangente nos parecem mais adequados do que os tipo GRG, 
tanto para se introduzir um relaxamento dinâmico das restrições, como também para 
um tratamento inexato dos subproblemas lineares. 
2.L2 DESCRIÇAO INFORMAL DE CDR 
Os pontos levantados na subseção anterior apontam para uma estratégia que estabeleça 
um compromisso entre, propiciar um relaxamento na factibilidade necessário para se poder dar 
um passo suficientemente grande na direção tangente às restrições, longe da solução, e uma 
forma de fazê-lo que não nos afaste desnecessariamente da factibilidade. 
A forma de se tentar garantir esta estratégia, algorit.micamente, está baseada na idéia 
de ir controlando a factibilidade dos iterados a serem obtidos, através Cilindros de Confiança 
definidos em cada x~k) como 
Pik) recebe, abusivamente, a denominação de "raio do cilindro de confiança C(k) ". A 
idéia central aí, corresponde a começar com x~k) em C(k), e só aceitar x(k+l) caso algum la-
grangeano da f, adequadamente escolhido, se reduza significativamente e x(k+l) não saia de 
um cilindro de confiança maior, digamos com "mio" igual a 2pik). 
Detalhando mn pouco melhor a descrição esboçada acima, pensamos num algoritmo cujas 
iterações possam ser separadas em duas etapas distintas. Na primeira etapa, ao começar em 
x(k), tentamos obter p~k) e xf~l controladamente próximo de x(k), no sentido que 
(2.3) 
Apenas para fixar idéias, poderíamos fazer por exemplo: 
onde 10-3 ~ v ~ 103 
Se for razoável definir p~k) de forma que llh(x(k))ll ~ Pi11\ podemos fazer x~k) = x(k) e 
passar para a segtmda etapa da k-ésima iteração. Caso contrário, aplicamos a x(k) um algo-
ritmo para reduzir llh(x)ll2 , até conseguir atender à exigência colocada em (2.3) 
P;;;L, desempenha um papel importante aí, com o significado de delimitar uma vizinhança 
de 1{0 , na qnal os "cilindros de confiança" sejam confiáveis, no sentido que, o comportamento 
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da f em cada nível 'Hhc = {x: h(x) = hc)} com llhcll ::=; p~lx não difira, no essencial, do com-
portamento da f no IÚvel 'Ho. A sequência {P~lx} é monótona (não crescente). No momento 
oport1mo explicaremos detalhadamente a tradução algorítmica desta idéia. Além disto P~l:r 
também carregará, de alguma maneira, a expectativa que a restauração da factibilidade deve 
ftmcionar em C(k), embora não achemos necessário explicitar esta característica diretamente 
na construção de CDR. t 
A segunda etapa começa com xik) e Pàkl satisfazendo (2.3). Nela se usa um modelo 
quadrático q(ó) = g(x~k))T8 + ~8TB8, muna dada região de confiança, para obter x(k+l) = 
x+ = xik) + Ót + Ósoc, de tal forma que: 
1- Ót E N(h'{xikl)) é definido de forma a produzir um "decréscimo suficiente~' no modelo 
quadrático q(ó). 
ii- Ósoc E R(h'(x~k))T) é tal que 
(2.4) 
Uma tal liberdade na escolha de Ó80c é suficiente para a correção definida no lema de 
Taylor para MRl 1.4.1. 
Esboço correspondente à 2ª' parte de uma iteração típica: 
x+ cumpre a 1ª exigência ou seja lih(x+)il < 2pi'l 
tNa prática, pensamos que CDR deva ser precedido de wn algoritmo inicializador para reduzir llh(x)ll, 
até ajustar um p~1x no qual a restauração se proceda de maneira eficiente. Além illsto, embutimos em CDR 
uma sal-vaguarda para interromper sua execução, caso a restauração fique muito ineficiente, de forma a acionar 
algwn outro algoritmo mais eficaz para reduzir llh(x)ll, e depois retornar a CDR, impondo uma redução 
significativa a p~l,. Esperamos deixar claro, no capítulo 4, que se pode embutir em p~l"' a expectativa de 
confiabilidade na restauração, procedendo desta maneira. 
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x+ será aceito, caso cumpra duas exigências: 
ii- A redução no lagrangeano L(x, ,.\), entre x~k) e x+ for uma fração significativa da 
redução q(bt) no modelo quadrático. 
Se x+ não for aceito, reduz-se significativamente o raio da região de confiança e busca-
se novo x+ da mesma forma. A única condição imposta sobre ,\ E JRm é que permaneça 
uniformemente limitado a cada aplicação do algoritmo. Em particular a própria f poderia ser 
usada para auxiliar na avaliação de mérito do passo "Horizontal" ÓH = Ót + Ósoc· 
2"2 PRIMEIRA ETAPA: 
ALGORITMOS AUXILIARES RESTE XCOR 
Conforme descrevemos na seção anterior, na primeira etapa da k-ésima iteração do algo-
ritmo procuramos um ponto x~k), controladamente próximo de x(k), e p~k) satisfazendo (2.3) . 
Do ponto de vista algorítmico, traduziremos isto impondo: 
llh(xl'1) li < PY) (2.5) 
p~k) llgp(x~'
1 lll C'l 
v llg(x~'1 JII + /=""' onde 
w-s :::; 1.1 :::; 103 (2.6) 
p~k) < p(k) mox (2.7) 
Para obter um tal xik), usaremos dois algoritmos auxiliares - REST e X COR. 
REST é um algoritmo que se ocupa exclusivamente com a factibilidade. Ou seja, ao 
aplicar RESTa (z, p), com z E !Rn e p > O, se bem sucedido, REST encontra z+ tal que 
lih(z+)ll < p. Se pensamos que h(xC0)) =O, REST estará, a cada aplicação, trabalhando no 
sentido de RESTAURAR a factibilidade. Daí o nome REST. 
XCOR pode ser pensado como o algoritmo auxiliar que, em cada iteração, gerencia se 
já encontramos um ponto xàk) satisfazendo (2.5 - 2. 7), ou se precisamos continuar ainda na 
primeira etapa, acionando REST de forma a chegar mais próximo da factibilidade. O nome 
XCOR vem de entender que ele objetiva encontrar o ponto CORRENTE, xik), da segunda 
etapa do algoritmo. 
A forma de fazê-lo nos garantirá, implicitamente, caso REST seja bem sucedido 
(2.8) 
(2.8) traduz matematicamente, a idéia de obter xik) contrvladamente próximo de x(k). 
Um desafio aí, é permitir que se use, o mais possível, dados da iteração anterior para o 
processo de restauração, de forma a poder economizar nas atualizações e fatorações de h'(x). 
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2.2.1 VERSÃO O DE REST 
Seja 1/J : JRm ---+ IR, h : !Rn ---+ mm, e denote por FAC o problema: 
(FAC) Minimizar f(z) = ,P(h(z)) s.a. h(z) =O. 
Observe que f é constante nas superfícies de nível de h. Ou seja, o problema FAC se 
reduz a encontrar mn ponto factível para h. Vale observar ainda que, todos os algoritmos tipo 
PQS atacarão FAC tentando minimizar llh(z)ll 2 de forma muito parecida. 
Partimos da constatação que, ao aplicar um método PQS de forma "bem sucedida'', 
espera-se que próximo da solução seus passos possam ser descritos por x(k+l) = x(k)+ó};> +ó~), 
onde 6~) é tangente às restrições e o passo normal ófl = 6~~ = h'(x(k))T lt~kJ satisfaça 
(2.9) 
Observe que, se PQS é bem sucedido num problema FAC, então obtemos ó};'l = O e 
x(k+l) = x(k) + 8~). Isto significa que x(k) é obtido por um algoritmo "tipo Gauss-Newton'' 
para quadrados mínimos, perto da factibilidade (vide [Fle 87, cap. 6]). Daí resulta sua 
convergência local quadrática perto de pontos factíveis e regulares. 
Se aplicamos a FAC um método PQS típico, usando regiões de confiança, e com "descida 
suficiente" para alguma função de mérito adequada, isto corresponde a uma forma clássica 
de globalizar algoritmos Gauss-Ne-wton, pedindo, em cada iteração, "descida suficiente" para 
llh(z)ll 2 nas regiões de confiança respectivas. Denotaremos por versão O de REST, 1llD algo-
ritmo como o qne obtemos desta maneira, no qual se considera, também, nma tolerância p 2: O 
para a fadibilidade. 
Ao começar ern z E IRn, REST.O tenta obter um ponto z' tal que llh(z')ll :::; p, para algum 
p 2:: O fornecido. 
REST.O(z, p) 
Dados Z E JRn; {J 2 O; 6.min > O 
Faça A~ h'(z); h~ h(z) e escolha I>::> L>min 
Pl- Passo DS para llh(z)ll' 
a - Considere: 
I Ih+ Aóll 2 - llhll 2 
argmin{r(eArh) : II8Arhll :S t:.} 
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P2 - Testando z+ 
Se llh+ll' -llhll' < ·1 faça L\~ L\j2 e vá para P1 
r(o) - ' · 
P3 - Atualizando 
a - Se REST fracassar RETORNE. Senão faça z +-- z+· 
b- Se llhll <: p, RETORNE. Senão faça: 
h~ h(z) e A~ h'(z) 
Ó. ;::: .Ó.min 
Vá para P1 
OBSERVAÇAO 2.2.1 -
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1- Obviamente, o passo 6Pc sempre atende (2.12). Observe que poderíamos ter 
remetido o passo Pl para DS (vide §1.5), pedindo-lhe que encontrasse J.t E JRm apli-
cando DS a r(!') = I Ih+ AAT 1'11 2 -llhll 2, oom a direção de Cauchy dada por v= AArh, 
e o raio da região de confiança atualizado da mesma maneira que antes, a cada re-
jeição. As duas formulações são teoricamente equivalentes, sendo a primeira mais usual 
em algoritmos tipo PQS. A seg1mda formulação tem a vantagem de corresponder a re-
solver subproblemas lineares em regiões de confiança esféricas no Rm enquanto que a 
relação (2.12) indica regiões elipsoidais no Rm ao colocar 11811 = IIAT 1'11 <:L\. Perto do 
conjunto factível, as duas formulações são equivalentes no sentido que teremos o passo 
Gauss-Newton (GN) atendendo às duas igualmente. 
ii -· A forma mais simples de medir o fracasso em REST é decretá-lo caso o número de 
iterações numa mesma chamada torne-se excessivamente grande. Nosso entendimento é 
que o fracasso em REST, corresponde ao fracasso de qualquer algoritmo da família PQS, 
ao tentar rPAsolver FAC começando em z. Há duas situações a considerar aí: 
ii.l - O fracasso em REST é tun forte indício da possibilidade de não existirem pontos 
factíveis para MRI. Neste sentido, funciona como um 1'teste de factibilidade para 
MRI". 
ii.2 - Se tivermos um ponto factível z, podemos sempre adotar uma estratégia de re-
tornar a z, caso se detecte algum fracasso em REST, e impor uma redução signi-
ficativa a Pmax· Informalmente, nos parece 11razoável'', admitida alguma hipótese 
de compacidade para {x(k)}, esperarmos encontrar pontos estacionários com esta 
pequena adaptação do algoritmo. Suponhamos que 1t0 seja compacto e não vazio. 
O teorema de Sard, conforme colocado no rodapé em F1.4 da §2.1.1, nos indica 
ser "razoável" esperarmos, numa vizinhança compacta de Jt0 , obter h'(x) com 
posto máximo. Podemos supor ainda que uma tal vizinhança, caso exista, seja 
um cilindro de confiança C de "raio" positivo . Neste caso, só precisaremos voltar 
"artificialmente" a z e reduzir Pmax num conjunto finito de vezes. Quando Pmax for 
suficientemente pequeno, a construção que descrevemos informalmente na seção an-
terior, indica que nP.nhum iterado sairá mais de C . Conforme veremos adiante, num 
tal C, REST seria sempre bem sucedido, e CDR teria em C pontos de acumulação 
estacionários para MRI . 
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m- Perto de pont.os regulares e factíveis, o passo Gauss-Newton é sabidamente eficiente. 
Longe da faetibilidacle, no entanto, REST.O pode ser muito ineficiente, analogaiUente ao 
que aponta Fletcher em [Fie 87, cap. 6] para o caso de sistemas sobredeterminados 
( n :S m). Ao testarmos problemas típicos, como os da lista que usaremos no capítulo 4, 
mesmo em casos onde os iterados convergem para pontos factíveis de h, algumas vezes 
observaremos que REST, começando longe da factibilidade pode ficar muito ineficiente, 
tornando recomendável a adoção de salvaguardas. Nossa expectativa é no sentido que, 
no mais das vezes, o espaço na direção normal necessário para se dar passos grandes 
"longe" da solução, nos permita caminhar "folgadamente" numa região, na qual passos 
"tipo Gauss-Newton" sejam eficientes. Trataremos deste ponto teoricamente, ainda 
neste capítulo, bem como baseado em testes numéricos no capítulo 4. 
2.2.2 VERSAO 1 DE REST 
Um inconveniente desta versão O de REST, está na sua potencial ineficiência, ao exigir 
uma atualização de h'(z), a cada iteração. A versão 1 corrige isto, ao permitir: 
Que se comece REST usando o mesmo A obtido anteriormente. Em particular se estamos 
em x(k+l) podemos fazer A(k+l) = h'(x~kl). 
- Uma atualização arbitrária de A(Hil, se zU+I) foi obtido em REST a partir de zUl e 
desde qne a restauração feita tenha sido bem sucedida no sentido que 
para algum parâmetro O :::; 8max < 1 dado a REST. Desta forma, poderemos manter 
AU+l) = AUl, por exemplo, caso AU) tenha sido bem sucedido na iteração anterior. Em 
contrapartida, precisamos de alguma salvaguarda para a inadequação de A (j), como a 
que está sendo introduzida em P2.a. 
Dados z E JRn; O < p; Llmin > O e O :::; 8m= < 1 
Faça h0 ~h~ h(z) 
Escolha mna aproximação A E JRm xn de h' ( z) e 6. 2: Llmin 
Pl- Pa"o DS para llh(zJII' 
a - Considere: 
P(ó) - ~(llh + Aóll' -llhii'J 
ÓPc argmin{P(eATh): IIBAThll <: 1'.} 
(2.13) 
(2.14) 
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b- Eneont.re IJ E R(AT), tal que 
P2 - Testando z+ com salvaguarda para inadequação de A 
a- Se llh+ll' -llhll' < .1 A~ h'(z) 
r(o) - ' e .6.. s .Ó..min' 
Faça A+- h'(z) , .ó.. :2" .Ó..min e vá para Pl . 
b _Se llh+ll' -llhll' < .1 
r(o) - ' 
faça t; <-- Ll/2 e vá para Pl . 
P3 - Atualização e critério de parada 
a- Se REST fracrulSar, RETORNE. Senão faça 
b- Se llhll <:: p, RETORNE. 
c- Se(}~ B,nax, faça A+--- h'(z) 
B ~ llh+ll . 
llhll ' 
Se llhll <:: ~llholl, escolha entre retornar e seguir. 
d ~" Se B < Omax• escolha A E lRmxn 




Além de continuar devolvendo z, tal que llh(z)ll < p, como na versão O de REST, nesta 
nova permitimos, opcionalmente, antecipar a saída em P3.c, caso 
I 
llhll <:: 2llholl e 
() 2: (}max1 
Veja que() 2: ()max• ao indicar uma inadequação de A para restaurar eficientemente, exige 
uma nova atualização de A por h1 ( z). 
O motivo para criar esta flexibilidade é que, frequentemente, estaremos usando fatorações 
de A, tornando o cálculo do gradiente projetado gp(z) relativamente barato. Neste caso, torna-
se oportuno permitir que XCOR decida, a cada atualização de A por h'(z), se será necessário 
gastar mais uma fatoração de A para continuar restaurando, ou se é o caso de usar a fatoração 
a ser feita para completar a iteração do algoritmo principal, com wr1 passo na direção tangente. 
Daqui para a frente, sempre que nos referirmos a REST, será a esta nova versão, salvo 
menção em contrário. 
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2.2.3 XCOR 
Conforme colocamos anteriormente, XCOR funcionará como o gerente da restauração. 
Nele se decide, em cada iteração do algoritmo principal, se (2.5- 2.7) foi atendido satisfatoria-
mente, podemos considerar que o ponto corrente X c = x~k) foi encontrado, e passar a procurar 
um passo na direção tangente às restrições, ou se ainda precisamos encontrar um ponto mais 
próximo da factibilidade com REST, nesta iteração de CDR . 
Como a obtenção de Xc estará vinculada à atualização de h, do jacobiano de h e do gra-
diente projetado p em Xc , "gerenciaremos" também, em XCOR, a convergência do algoritmo 
principal. 
XCOR 
Supondo que XCOR seja chamado na k-ésima iteração do algoritmo principal, CDR , 






Corresponde a x(k), ponto inicial da k-ésima iteração de CDR. 
Corresponde ao "mio do cilindro de confiança ", Ck_ 1 , em xik-l) 
Corresponde a um limite superior para o "raio" do cilindro de confiança 
Corresponde a h(x(k)). 
Corresponde ao jacobiano de h, no ponto x~k- 1), em CDR. 
Ptol e E t.ol Xc é declarado solução de MRI, caso lih(xc)]j :::; Ptol e n!P::::; Etol 
Caso bem sucedido, XCOR tem duas saídas: 
-- Devolver em x a solução de MRI, na tolerância dada. 
-Devolver x e p, satisfazendo llh(x)ll <: p = O(llgp(.,)ll) . 
PO - Inicialização 
Escolha entre restaurar em P4 e seguir para Pl. 
P 1 - Atualização de A e !P 
Faça h~ h(x) A~ h'(x) ; g ~ g(x) p~gp(x) e 
P2 - Testando a convergência do algoritmo principal 
Se llhll <: Ptot e n• <: Etot , RETORNE. 
Se jjhjj 2: Ptol e n!P :::; Etol , vá para P4. 
P3- Salvaguarda para compatibilização entre p e jjpjj 
IIPII 
11911 + 1 
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b - Escolha p E [10-:1npfJma:n f)p] 
c- Se llhll < p , RETORNE. 
P4- Restauração 
a- Escolha Om"x E [0, .95] , p E [10-3 llhll, llhll/2] 
b- Aplique REST a (x, jj, Bmax), para obter um novo x. 
c - Se REST fra<oassou, RETORNE. SenãD vá para Pl. 
OBSERVAÇAO 2.2.3 -
I - Veja que [10- 3npPmax, ,Bp] f W, sempre. Supondo que REST não fracassa, obtemos 
u-
ainda que: 
i.a- Se llh(x)ll S 10-3nwPm""' entãD XCOR termina. 
i.b- Se llh(xJII 2: (JP, REST será novamente acionado. 
i.c -- Temos toda a liberdade de escolher entre retornar a REST, ou terminar a 
primeira etapa, caso I0-3npPm"x < llh(xJII < (Jp. 
Ao se inicializar XCOR em PO dispomos de x = x(k) A= h'(x(k-l)) p ~ p(k-l) e l l C l G l 
temos duas opções, quanto a forçar uma restauração em PO.b, com os dados disponíveis: 
ii.a - Se x(k) não ameaçou sair do cilindro de confiança da iteração anterior, por 
exemplo llh(x(k)) li < ~p~k-l), e não há nenhuma indicação de estarmo..":i chegando 
perto de um ponto estacionário para MRI , é o caso de se apostar que não será 
necessária nenhuma restauração na k-ésima iteração de CDR, despre7.ar os dados 
de xàk-l), e segnir para a atualização a ser feita em Pl. O risco, neste caso, é 
descobrir, em P3, que urna restauração precisa ser feita, depois de gastar nma 
atualização de A e calcular gJ. 
ii.b- Caso contrário, frequentemente será melhor apostar que uma restauração pode 
ser necessária, ou pelo menos útil, na iteração em questão. Além disto, ela é 
relativamente barata de se tentar, uma vez dada a fatoração de A. Portanto, a 
possibilidade de propor urna restauração, sem atualização do jacobiano verdadeiro, 
nos parece importante para a eficiência do algoritmo principal, pelo menos em casos 
onde a não linearidade de h seja "decente". Perto da solução, esperamos bruscas 
reduções de n!P. Ao analisarmos a convergência local, ficará mais claro que, poder 
iniciar XCOR restaurando com os dados de x~k-l), é um ingrediente frmdamental 
para a efidência do algoritmo perto da solução. 
iii - O ideal seria conseguir fazer todas as restaurações usando os dados da iteração 
anterior, disporúveis em PO.c, de modo a ter que fazer, em cada iteração de CDR, 
apenas a atualização de A por h'(x) necessária para a segunda etapa. Isto nem sempre 
será possível, pois REST pode ficar ineficiente, sem uma atualização de A pelo jacobiano 
verdadeiro, longe da solução. Nossa expectativa é que, se p~~"' for bem calibrado antes 
de iniciar o algoritmo principal, poucas vezes se fará necessário atualizar A duas vezes, 
muna mesma iteração de CDR, e só muito raramente mais de duas. Isto se confirmará 
nos testes nmnéricos analisados no capítulo 4. 
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2,3 CDR 
CDR funciona como o algoritmo principaL Nele se descreve a segunda etapa de uma 
iteração típica, na qual se procura dar um passo "próximo" ao nível 1tc, e que produza uma 
redução significativa no Lagrangeano. 
A k-ésirna iteração de CDR dispõe inicialmente de: 
Ptol 2::_ O Tolerância admissível para a factibilidade na solução . 
Tolerância admissível associada ao gradiente projetado na solução . 
Pc E IR 
Prnax E IR 
b.L[J E IR 
L). 2: 6.min > O 
Ponto inicial da iteração. 
Multiplicador de Lagrange definido na iteração anterior. 
11Raio do cilindro de confiança" Ck-l em x~k-l). 
Limite superior para o 11mio do cilindro de confiança" . 
Valor de L(xY), À(il), em alguma iteração anterior, conforme 
critério estabelecido no passo 4.b. 
Variação "Horizontal" do Lagrangeano na iteração anterior 
Valor de h'(x~'- 1 1). 
Raio da região da confiança. 
Na iteração inicial devemos dispor de x(O) E IR", Ac = h'(x<0l), e Pmax > O. Valo-
res iniciais típicos para as demais variáveis e parâmetros seriam >._(-l) = O, Pc = Pmax/2, 
L- - AL- - loJoo - lo-5 - lo-5 A - lo-• c - i..l. H - 1 Ptol - 1 Etol - 1 Ll.min -
Podemos descrever a k-ésima iteração de CDR por: 
Passo 1. Atualização de X c, Pc e do modelo quadrático associado: 
a) Obtenha Pc, Xc, Ac ,gc e [/Jc aplicando XCOR a xCk), PCJ Pmax 1 Ac, Ptol e 
Etol· 
Se XCOR retornou no Passo 2, pare, aceitando Xc como solução 
Se XCOR retornou no Passo 4.c, pare, decretando fracasso na restauração. 






Definição do ponlo candidato x+ 
a) Ache Ót, aplicando DS a (xc, q, fPc, LJ.., Ac), e escolha À+ E JRm 
) 





L(x+, À+)- L(x" À+) 
b.LH 
q( 6,) 
llh(x+JII > 2p, ou r< 10-4 
Então faça f:j,_ +-- l';,./2 e vá para o Passo 2.a. 
Atualização 
Faça b.Lv ~ L(x" À+) - L(xC•J, À(k-1)) 
a) Se 
b.L- >~(L-- L(xCkJ À(k- 1l)J v- 2 c ' 
então faça Pmax +-- Pmax/2, 
b) Se 
então faça L-:+-- L(xc, >.+)· 
c)Faça k ._ k + 1 i .'l:(k) +-- x+ i >.(k~l) +--À+ : b..LH +--!:!!.Lu 
d} Escolha !:::.. ~ .Ó.min c vá para o Passo 1. 
OBSERVAÇAO 2.3.1 -
i - Há tres escolhas naturais para À+ em P2.a: 
·- À+ = O, correspondente a usar a própria f como função de mérito. 






- ).+ definido como o multiplicador de Lagrange no minimizador do modelo 
quadrático utilizado. 
u - Há tres variações importantes de L, cuja notação gostaríamos de fixar: 
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ii.l- t:J.Lij;l = L(x(k+l), >,(k))- L(x~kJ, ,\(k)) - "Descida Horizontal suficiente" no La-
grangeano, garantida em P3. 
ü.2- !:!J.L~) = L(xik+l), ,\(k+1l) - L(x<k+l), ..\(k)) - Variação "Vertical" no Lagrangeano, 
devida a atualização de multiplicadores, bem como a possíveis restaurações, na 
iteração (k + 1). 
ii.3- LJ.Lik) = L(xik+l), ,X(k+l)) - L(xik), ).(k)) -Variação corrente do Lagrangeano. 
Observe que 
(2.22) 
O objetivo do passo é conquistar uma "descida suficiente" em ll.Lik), mas só a 
temos garantida em ô.L};>. A variação D..L~) pode ser positiva e vai depender funda-
mentalmente de Pc· O controle de Pmax se processa em P4.a e P4.b, em função de quanto 
fl.L~) sobe, relativamente à descida no Lagrangeano conquistada desde um valor de re-
ferência L; = L(xik-), _\(k-l), fixado em alguma iteração k- anterior. Caso a subida 
em /:iL~) destrua, ou ameace "fortemente", a descida conquistada desde k-, diminue-se 
Prnax e atualiza-se o valor de L-;. Caso isto não aconteça, mas /:iL~) destrua, ou ameace 
fortemente, apenas a descida 6.L}~l conquistada na k-ésima iteração, atualiza-se apenas 
L-;. Nossa expectativa é que ao controlarmos Prnax, estaremos controlando !'1L~). Desta 
forma se propiciaria, também a 1'1L~k), uma "descida suficiente". Ainda nesta seção 
voltamos a este ponto para tentar esclarecê-lo um pouco mais. 
O lema a seguir mostra que, para j > 1, se Pmax não se altera nas iterações de or-
dem k + 1, ..... , k + j + 1, então consegue-se garantir para l:iL~k.k+j) = L(xik+Hl), ,X.(k+j+l)) -
k+j 
L(x~k), À (k)) = Z,)~L~i), uma desdda proporcional à soma das descidas conquistadas nos pas-
i=k 
sos Horizontais correspondentes. 







L(x~'+i+II, À(k+i+ll)- L(x~'l, .\1'1) = 
k+j 
< ! L t:.L'{) 
4 i=k 
(2.23) 
Vamos mostrar inicialmente que, se L~ é atualizado na iteração k, mas não em k + 
1, ..... , k +] < k + j + 1, para j ~ 1, então 
(2.24) 
Como não há atualização de L;; em k + 1, ... , k + }, P4.b e (2.22) garantem 
(2.25) 
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Como estamos incluindo em 2.24, a possibilidade de haver atualização de Lc na iteração 
k + 3 + 1 ::::; k + j + 1, precisamos estimar também D.Lik+}). Como Pmax não se altera na 
iteração k +] + 1, P4.a garante 
e, por conseguinte, 
L(xli+i+ll ,\li+i+ll) _L- < ~(L(xli+i+ll ,\li+il) _L-) = ~(Ll.Lii+il + L(xli+il ,\li+il) _L-) 
c 1 c-2 1 c 2 H c 1 c 
(2.27) 
(2.25) e (2.27) garantem (2.24). Se não houver nenhuma outra atualização de L;; entre 
"" iterações k e k + j + 1, (2.24) garante o lema. C&lo kj = k < k;; < .... k;; <:: k + j + 1, 
correspondam às iterações nas quais houve atualização de L;;, (2.24) nos permite concluir: 
s-1 k;+ 1-1 k+j 
Ll.Li'·'+j) = L L Ll.Li'1 + L Mi'1 
i=l l=ki l=k; 
D 
OBSERVAÇAO 2.3.2 
A- Ao descrevermos informalmente CDR na seção 2.1, ressaltamos a importância de 
Pmax como o parâmetro responsável pela qualificação "de confiança" , dada aos cilin-
dros de raio p~k), no sentido que, o "comportamento" da f, n&"l superfícies de nível neles 
contidas, deve refletir o "comportamento" da f no nível O. Pretendemos concretizar al-
goritmicamente tal idéia com a atualização de Pmax proposta em P 4. a. 
Para fixar idéias, usemos a própria f como f1mção de mérito para avaliar o passo, 
vale dizer, façamos À+ =O em todas as iterações. Neste caso, pelo que está disposto em 
P4.b, para que haja redução de Pmax na k-ésima iteração, é necessário que nela se realize 
uma restauração, na qual a f consuma, pelo menos, metade da descida conquistada desde 
a restauração realizada em x;;. Ou seja: 
(2.28) 
Equivalentemente, poderíamos escrever que em x1k) faz-se uma diminuição de Pma:r:, 
caso no ponto restaurado x~k), a f valha mais do que seu valor médio entre a última 
restauração x;; e x(k). Ou seja, 
(2.29) 
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Consideremos ainda que x;; = xik-) e X c= x~k) sejam pontos correntes, em iterações 
de ordem k_ < k de CDR, nas quais foram realizadas restaurações, e que nas iterações 
entre k_ e k não foram realizadas restaurações. Portanto, entre x;; e x(k), todos os passos 
foram dados no sentido de reduzir significativamente a f nos respectivos níveis correntes 
de h, e que a restauração de x(k) a x~k) tenta obter x1"'l "perto "de x(k). Podemos 
entender ainda que x;; e x~k) estão relativamente próximos de 'Ho, já que passaram por 
uma restauração. Portanto, se o "comportamento" da f, restrita a dois níveis contidos 
em cilindros com a mesma "confiabilidade" Pmax, forem parecidos, tudo deveria se passar 
como se entre x- e x(k) tivéssemos caminhado num nivel mais próximo da factibilidade, 
' ' 
e que a f tenha igualmente descido significativamente entre x;- e xik). 
Isto equivale a pensar que, se CPm""' delimita um ólindro de confiança, uma possível 
subida da f entre x(k) e x~k) na restauração, não deveria atrapalhar a descida "significa-
tiva" conquistada entre x;; e x(k). O que está disposto em P4.a é que, se a f subir na 
restauração para x~, mais do que a metade da descida conquistada entre x;- e x<k), então 
reduzimos p~l,., à metade. Na próxima seção mostraremos que este conceito funciona 
teoricamente, no sentido que, enquanto o gradiente projetado !P~k) ficar uniformemente 
"longe" de zero, p}!l,., também ficará. Equivalentemente, haverá espaço pam dar passos 
de 11descida suficiente". 
B- Formalmente, permitimos qualquer valor positivo para Pmacr: ao iniciar CDR. Na 
prática, veremos que valores de P=acr: excessivamente grandes podem tornar o algoritmo 
muito ineficiente. Além disto, poderemos ter problemas com a restauração, se quisermos 
aplicar REST com llh(xl0lll >>O. Isto será discutido, mais detalhadamente, à luz dos 
dados numéricos que disporemos no capítulo 4. Para a situação na qual [[h(.7:<0l[[ >>O, 
a implementação de CDR que testaremos no capítulo 4 será precedida por um algoritmo 
tipo Fase 1. A preocupação central na Fase 1 é com a factibilidade, visando garantir 
um novo x<o), para o qual possamos ter llh(x<0l li < p;:;lx/2 e um p~~x "bem calibrado". 
Os valores que indicamos como típicos para os parâmetros e condições iniciais da.'3 
variáveis, correspondem aos que adotamos nos testes discutidos no capítulo 4. Os valores 
iniciais para ).(-l), L;; e ÂLH são definidos de forma que Pmax não se altere na primeira 
iteração de CDR, bem como a fixar L;; = L(x<1>, ,\(0)) ao seu final. 
C - Em P2 de CDR, exigimos que um passo candidato satisfizesse 
(2.30) 
com v = .1 em DS. No sentido do comentário feito no parágrafo imediatamente anterior 
à seção §2.1, qualquer outro valor de v> O serviria neste caso. Vale ressaltar a possibi-
lidade de se obter Ót, satisfazendo DS implicitamente. Ou seja, para alguma constante 
v0 >O, podermos garantir, implicitamente, (2.30) com v> v0 >O, sem contudo estabe-
lecer a priori qual o valor para v. Toda a teoria que se segue permaneceria válida neste 
caso. 
D - Uma vez que vamos assumir f e h de classe C 2 , a exigência que se comece cada 
iteração com 6. :::::-_ 6.min é, provavehnente, dispensável do ponto de vista teórico, desde 
que adotemos uma estratégia adequada de atualização para 6.. Incluimos tal exigência, 
afim de evitarmos complicações desnecessárias, para os nossos objetivos, e cujo trata-
mento se dá de forma "razoavelmente standard" . 
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2.4 CONVERGÊNCIA GLOBAL DE CDR 
Para obtermos resultados teóricos sobre CDR, precisaremos formular algumas hipóteses 
básicas. A literatura recente sobre convergência global de algoritmos "tipo PQS" para MRI 
(vide [BSS 87], [PY 89], [Ale 89], [DEM]), tem apresentado um conjunto de hipóteses, com 
formulações ligeiramente diferenciadas de autor para autor, frequentemente denominadas de 
~~standard 11 , e que poderíamos classificar em tres categorias: 
A - HIPÓTESES SOBRE OS DADOS 
Tipicamente, f e h são de classe C 2 • 
B - HIPÓTESES SOBRE A IMPLEMENTAÇÃO 
Aqui, em geral se colocam limitações, geralmente razoáveis, sobre a implementação 
do algoritmo. Uma hipótese típica sobre a implementação, seria extgrr aproxtmações 
fl(k) dos hessianos uniformemente limitadas. 
C - HIPÓTESES SOBRE OS ITERADOS 
Há, basicamente, dois tipos distintos de hipóteses sobre os iterados de algoritmos 
PQS para MRI, aparecendo nas formulações "standard": 
C.i - Hipótese de Compacidade - (HC) 
Usualmente, se pede que a sequência {x(k)} gemda pelo algoritmo permaneça 
limitada 
C.ii - Hipótese de Regulaúdade - (HR) 
A hipótese de regularidade impõe que, a sequência gemda permaneça uni-
formemente afastada do conjunto singular Eh, e tipicamente se formula exigindo 
algo do tipo 
As hipóteses sobre os dados e sobre a implementação, comportam muitas variações, algu-
mas ligeiramente menos restritivas que outras. Via de regra, são bastante claras e "razoáveis". 
Elas correspondem a hipóteses a priori, seja sobre os dados do problema, seja sobre a forma 
de resolvê-lo. Já as hipóteses sobre os iterados, têm a perigosa característica de hipóteses "e:x:-
post", ou seja, são hipóteses sobre o resultado da aplicação do algoritmo. A hipótese sobre a 
compacidade, HC, apesar de usualmente formulada sobre os iterados obtidos nos algoritmos, 
fica garantida sob a hipótese de compacidade das superfícies de nível da h. Além disto, tem 
tuna forte probabilidade de resultar na prática, se assumimos que a f é própria, ou seja, se 
lim f(x) = oo. t Por outro lado, nos parece impossível dizer algo relevante sobre {xCkl}, se ·-= permitimos que llx(k) li -). oo. Neste sentido, HC pode ser considerada como uma hipótese 
a priori, bastante "razoável" sobre os dados ... do problema. A vantagem de formulá-la como 
hipótese sobre os iterados, em vez de como hipótese sobre os dados, é poder fazer uma for-
mulação mais geral, e que englobe pelo menos duas situações diferentes e significativas, nas 
quais hipóteses sobre os dados a garantem, ou pelo menos sugerem fortemente. 
Nos nossos testes numéricos, encontramos uma situação que nos parece pouco comum, na qual apli-
camos um algoritmo PQS a uma função própria, começando num ponto "próximo" do conjunto factível, e 
gerando urna sequência de iterados aparentemente divergindo para co, em norma. Na ocasião oportuna co-
mentaremos este exemplo. Acreditamos que isto seja bem mais difícil de acontecer com CDR. 
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Muito diferente é a situação da hipótese HR, pam métodos nos quais se pretenda não 
andar colado à factibilidade. 
Para simplificar o argumento que se segue, suponhamos que todas as superfícies de nível 
de h sejam compactas, e h seja C 00 • Conforme argumentamos na §2.1.1, o teorema de Sard 
nos permite, informalmente, pensar que dado um nível qualquer de h, digamos 'Ho, é "pouco 
provável" que haja pontos singulares de h numa vizinhança suficientemente pequena de 'Ho-
No entanto, o mesmo não se pode dizer num domínio D, pré-fixado. On seja, nos parece 
extremamente artificial supor que fixado um domínio D, a priori, ele não venha a ter pontos 
do eonjnnto singular :Eh. §_ Por exemplo, em [PY 89], Powell e Yuan definem um algoritmo 
"típico" da família PQS, para MRI com região de confiança, no qual, além de aBsmnir suficiente 
diferenciabilidade para f e h, suas hipóteses básicas definidas na seção 3.1 do referido artigo 
se formulam como: 
(a) Existe um conjunto convexo e compacto n C IRn, tal que X~ç e xk +dk estão em O, para 
todo k. 
(b) h' (X) tem posto máximo para todo X E Ç2 
(c) As matrizes {Bk: k = 1,2,3, ... }são uniformemente limitadas. 
Veja que nesta formulação, há o cuidado de só definir hipóteses referentes a dados do 
problema. A hipótese de compacidade vem em (a), e seus autores têm a preocupação de jus-
tificá-la no texto. A hipótese de regularidade em (b), vem aparentemente na forma de mna 
hipótese sobre o domínio convexo O, e não sobre os iterados. A exigência de convexidade 
sobre n, talvez até pudesse ser dispensada, ou pelo menos bastante amenizada alí. Mesmo 
sem considerar !l convexo, uma formulação que exija regularidade sobre todo O, nos parece 
absurdamente restritiva, para um método que se ju.stifica, em boa parte, por não andar colado 
às restrições. 
Poderia .se pensar, no entanto, se não houver uma exigência forte de convexidade, que o 
domínio D não está fixado a priori, e que para cada h, o domínio que interessa é D - VE,, 
onde VL:h é alguma vizinhança fechada de E h. Isto nos garantiria HR em D - VL:h. O que 
nos parece complicar definitivamente este quadro, é que alguns pontos singulares de h, não 
factíveis, podem funcionar como "atratores " de x(k). Por exemplo, se x* for um " bom 
minimizador" não factível de 'P(:x) = [[h(:x)j[ 2/2, e f for uma função constante, ao iniciarmos 
em x 0 , suficientemente próximo de x*, tanto o nosso algoritmo, como qualquer algoritmo típico 
da família PQS, geraria uma sequência convergindo a x* E E h, conforme já havíamos observado 
em Fl.2 da §2.1.1. Ou seja, HR assume, ex-post, um resultado praticamente impossível de 
se estabelecer a priori, para alguma classe de funções importante, se pensamos em domínios 
Considere para cada h E C 1 (D,1Rm) o seu l-jato, ou seja jl(h) : D-> L(JRn,JRm), dada por 
jl(h)(x) = h'(x). Neste contexto, :E11 = jl(h)-1 (:E1), onde :E 1 é o conjunto das matrizes que não têm posto 
rn. Não é difícil ver que, E1 é uma subvariedade diferenciável de L(JRn, JRm), de codimensão n ~ rn + 1 (vide 
[Soto 76, pg 14]). Com o teorema de transversalidade, (vide [soto 76],[Hir 76]) obtemos, neste caso, para 
"tun subconjunto aberto e denso" de funções h, que :Eh n D, ou bem é vazia, ou uma subvariedade de mesma 
codimensão n- rn+ 1 que E1 , em L(D.in, IR'"'). Além do mais, isto se dá de forma estável. Ou seja, se h estiver 
neste conj1mto, e E, n D for não vazia, então o mesmo acontece para as ftmÇÕefl próxima.'l de h em C 1 ( D, R"'). 
Esta persistência de Eh n D, é uma das razões que nos faz considerar artificial supor HR, ou seja, E" n D = 0. 
Na prática, tentar definir domínios amplos no IRn que excluam as singularidades de h, corresponde a evitar 
superffcies com dimensão (m- 1), que só não existirão para escolhas muito particulares de h 
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mais amplos que alguma vizinhança, possivelmente "bem pequena", do conjunto factíveL 
Neste sentido podemos considerá-la inadequada, teoricamente, para algoritmos tipo PQS, que 
pretendem tirar proveito de não se restringir a alguma vizinhança pequena da factibilidade. 
Ao analisar um algoritmo típico da farm1ia PQS, em [GMM 95], sem assumir a fatídica 
hipótese 11standard" de regularidade para h'(x) ao longo dos iterados, seus autores obtêm uma 
propriedade de convergência global, para pontos de um conjnnto l:MaP que denominaremos 
de conjunto crítico do problema. :EMRI tem duas componentes. Uma, ''boa'', formada pelos 
pontos de Kuhn-Thcker EKT para MRI, e outra, " má ", formada pelo que consideramos (com 
algum abuso), como o conjunto crítico de cp(x). O conjunto crítico E10 , é formado pelos pontos 
críticos de cp(x) não factíveis, bem como pelos pontos singulares e factíveis de h. Aproveitamos 
a oportunidade, para detalhar a definição destes conjuntos: 
a- CONJUNTO CRÍTICO DE rp(x) = llh(x)ll 2/2 
A rigor: o conjunto crítico de cp(x) deveria, talvez, ser definido como o conjunto 
dos pontos nos quais Vcp(x) = h'(x?h(x) =O. Neste sentido, todo o conjunto factível 
deveria estar nele. Vamos cometer um pequeno abuso, e excluir de nossa definição os 
pontos factíveis e regulares de h. Ou seja, definimos 
- {x: h(x)'h(x) =O e 
{x: h(x) =O} n I:h 
b- CONJUNTO DOS PONTOS CRÍTICOS PARA MRI 
h(x) =O} (2.31) 
(2.32) 
(2.33) 
O conjunto dos pontos críticos do problema, será. então formado por E<P, e pelos 
pontos estacionários (de Kulm-Tucker) para MRI, ou seja: 
I:KT { x : x é ponto de Kuhn-Tucker para M RI} 
EMRI - E'f' n EKT 
(2.34) 
(2.35) 
Neste contexto, a propriedade de convergência global obtida em [GMM], pode ser descrita 
dizendo que, se não houver nenlnun ponto estacionário, no qual a sequência gerada pelo 
algoritmo se acumule, então este fracasso implica na existência de iterados, ou de pontos de 
acumulação dos iterados em E<P. A formulação em [GMM] tem duas vantagens importantes: 
1 - É mais geral do que a formulação considerada standard, no sentido de não exigir que 
os iterados estejam uniformemente afastados do conjunto Eh, formado pelos pontos sin-
gulares de h, mas apenas de E 10 C Eh. Por exemplo, na formulação [GMM]: é admissível 
que um iterando z seja um ponto singular de h, desde que Vrp(z) = h'(z)Th(z) =O. 
n - É mais transparente, no sentido de não varrer para debaixo do tapete, com uma 
hipótese artificial, a possibilidade concreta de fracasso do algoritmo, na sua busca de 
pontos estacionários para MRI. 
Isto evidentemente não supera a realidade dura, de não se poder garantir, a priori, 
soluções para MRI, ao se começar longe da factibilidade. Até porque, mesmo que existam 
pontos factíveis, garantir que eles possam ser atingidos com algoritmos como o nosso, ou "tipo 
PQS", corresponde a supor que sempre poderemos resolver, algoritmicamente, o problema 
de achar minimizadores globais de rp(x) = llh(±)ll' /2, com algoritmos "tipo REST", e isto é 
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impossível. 
Nossa formulação para CDR vai na mesma direção apontada em [GMM], ao não supor 
HR, ou seja, ao não supor que os pontos gerados em CDR estejam uniformemente afastados 
do conjnnto singular Eh = {x: h'(x) não tem posto máximo}. Estabeleceremos, nesta seção, 
os dois principais resultados a respeito de CDR, supondo algumas hipóteses a serem colocadas 
na §2.4.1. No primeiro, se garante a "boa definição" possível, estabelecendo que CDR só pare 
em pontos críticos para MRI, no sentido da definição acima. No segundo, garantimos que 
toda sequência gerada por CDR tem pontos de acumulação no conjunto cdtico para MRI, 
ou seja, EMRI· Em particular, garante-se a existência de pontos de Kubn-Tucker entre os 
pontos de acumulação de urna sequência gerada pelo algoritmo, desde que não haja pontos de 
acumulação em :E'P. 
Na §2.4.1, introduzimos as hipóteses a serem assumidas, bem como algumas questões de 
notação. Em 2.4.2 estarão os lemas relativos a REST e XCOR, que garantem a "boa definição" 
possível para XCOR. Em 2.4.3, demonstramos o lema que nos quantifica a descida suficiente 
a ser obtida em cada iteração, bem comO o teorema da ((boa definição" possível para CDR, e, 
em 2.4.4, o lema que nos garante espaço na direção normal, para passos de "descida suficiente" 
do Lagrangeano, desembocando num resultado de convergência global para CDR. 
2,4,1 HIPÓTESES ASSUMIDAS E NOTAÇÃO 
Começamos com algumas questões de notação, a serem assumidas ao longo da seção2.4. 
NOTAÇAO: 
Denotamos por x(k), o ponto inicial da k-ésima iteração de CDR, e por z(k,j), o j-
ésimo ponto obtido por REST, na k-ésima iteração de CDR, considerando z(k,OJ = x(k)_ 
Reservaremos a letra x aos pontos gerados em CDR, e z a pontos gerados em REST. 
O índice c, subscrito a uma -variável (xc, {Pc, Pc, · · · ), indicará, sempre, o valor desta 
variável ao retornar de XCOR, ou seja, medida ao final do Passo 1 de CDR. 
Passamos a assumir daqui para a frente, na seção 2.4, as seguintes hipóteses. 
HDIF - HIPÓTESE SOBRE A DIFERENCIABILIDADE DE f E h 
f e h são de classe C2 • 
HC- HIPÓTESE DE COMPACIDADE 
Dado x<0l, existe R> O tal que llz(k,j)ll ::::; R, pam todo z(k,i) gemdo numa aplicação de 
CDR, a partir de x(0). 
HB - HIPÓTESE DA LIMITAÇÃO UNIFORME DE B 
Se {B(kl} é a sequência de aproximações hessianas usada numa aplicação de CDR ax<0l, 
então existe Ç8 >O tal que IIB1"111 < Ç •. 
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H.\ - HIPÓTESE DA LIMITAÇÃO UNIFORME DE .\ 
Se p(k)} é a sequência de mvltiplicadores escolhidos em P2.a de CDR, 
Ç, >O tal que 11-11'111 < Ç,. 
então existe 
HSOC - HIPÓTESE SOBRE A CORREÇÃO DE 2ª ORDEM ó,oc 
Para cada aplicação de CDR temos: 
lló\~11 = 0(118)'111') 
HA- HIPÓTESE SOBRE A ATUALIZAÇÃO DE A FEITA EM REST 
Existe eatA > o I tal que, dados z(k,j) e z(k,l) I então: 
liA (k,j) -A (k,i) li :S ÇotA llz(k,j) - zlk,t) 11 (2.36) 
Observe que, sob HC e HDIF, se A(k,j) = h'(z(k,i)) c A(k,e) = h'(z(k,ll), (2.36) se satisfaz, 
automaticamente, para algum eatA > o. Ao manter A (k,l) constante, entre duas atualizações 
consecutivas de A pelo jacobiano verdadeiro, idem. Finalmente, é difícil imaginar um método 
de atualização decente para A, que não respeite HA. 
HPR -HIPÓTESE SOBRE O PASSO NA RESTAURAÇÃO 
Para cada aplicação de CDR, existe ÇRe•t > O, tal que : 
llz1'.i+II- zlk,i)ll :S ÇR ... IIh(zlk.il)ll 
Uma maneira de garantir HPR, seria forçar ó. :::; ÇH.,stllhll na atualização em P3.c de 
REST, para algum ÇR~•t "grande", fornecido a priori. Na maioria das situações de interesse, 
isto não seria necessário, ou funcionaria como uma salvaguarda a ser muito pouco acionada. 
Observe que, supondo HC, os passos de Cauchy e Gauss-Newton para rp(z) com .6. = oo, 
IIAThll' T 
= -IIAAThii'A h 
= -AT(AAT)-1h 
satisfazem HPR, desde que z(k,j) permaneça "longe" do conjm1to singular de h, ou seja, que 
{ z(k,J) : j 2': 1} n E h = q,. 
Observe que HDIF é uma hipótese sobre os dados do problema, e HC sobre os iterados do 
algoritmo, com as atenuantes do comentário feito no início da seção. As demais são hipóteses 
bastante razoáveis sobre a implementação. 
CONVENÇOES 
1 - Fixemos, por toda a seção 2.4, uma dada aplicação de CDR a x(0l E JRn, atendendo 
às hipóteses acima. Serão geradas sequências, em CDR e REST, que denotaremos por: 
zik) - {z(k,j): o :S j < j, + 1} 
Z = {zl'·ii:O:Sk<k1 +1,0:Sj<j,+l} 
O ::;: ik ::;: oo representa o "número'' de iterados de REST, na k-ésima iteração de 
CDR, e O::;:_ kt ::;:_ oo, o "número" de iterações de CDR 
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11- A letra çJ indicará uma constante positiva, associada a uma d~a_apl~cação de CDR 
a um ponto xC0l, e estará incorporada aos enunciados dos lemas. J~ E,i, e usada apena.":l 
no interior de cada lema, apagando~se ao terminar sua demonstraçao. 
DEFINIÇÃO - SUCESSO EM XCOR 
Dizemos que XCOR é bem sucedido na k-ésima iteração de CDR, caso aconteça uma das 
duas alt.ernativas: 
I - z(k) é finita e z(k,Jk) ~ E'~'. 
11- Existe x* = lim z(k,i) e x* é estacionário para MRL 
j-+oo 
Dizemos ainda que XCOR é bem sucedido, caso seja bem sucedido em todas as iterações 
de CDR. 
Podemos ent.ender que há duas possibilidades para CDR, caso XCOR seja bem sucedido 
na k-ésima iteração: 
1 - XCOR tem terminação finita, e gera um ponto não-estacionário para MRI, x~k) = 
z(k,ik). Neste caso, veremos na §2.4.3, que CDR consegue definir x(k+l) satisfatoriamente. 
ii - Para algum k, ou bem XCOR termina num ponto estacionário z(k,jk), ou gera urna 
sequêucia convergindo para um ponto estacionário de MRI. Neste caso, Z(k) n EKr =F <P, 
CDR não passa desta k-ésima iteração, e podemos dizer que XCOR encontrou um ponto 
estacíonário para MRI, na k-ésima iteração. 
2.4.2 BOA DEFINIÇAO POSSíVEL PARA XCOR 
Há situações nas quais XCOR, obviamente, não poderá ser bem sucedido. Por exemplo, 
se MRI não tiver pontos factíveis. 
O teorema ao qual nos dedicamos nesta seção, consiste em caracterizar o fracasso em 
XCOR na k-ésima iteração, pela existência de iterados de REST, arbitrariamente próximos 
de E..,. Ou seja, se XCOR não for bem sucedido na k-ésima iteração de CDR, então uma das 
duas alternativas ocorrerá: 
- z(kJ) E 1:10 para algnrn j 
z(k) = {z(k,JJh.si<oo se acumula em E..,. 
Pela observação feita no início da seção, esta é a boa definição possível, para XCOR. De 
maneira mais resumida podemos dizer que: 
TEOREMA 2.4.1 BOA DEFINIÇAO DE XCOR -
é bem sucedido na k-ésírna iteração de CDR. 
Se zi.kl n E'P = 0, então XCOR 
Para demoru;trar o teorema, começaremos com dois lemas preliminares, que caract.eri7..am 
o comportamento de REST, quando chamado em XCOR. 
Se z(k,i) E E.., podemos estar num minimizador não factível de tp(x), e nunca conseguir 
sair de z(k,j) com REST. Neste sentido a "boa definição" possível para REST é: 
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LEMA 2.4.2 Se z(kJ) rJ. Ecp, e x~k) = z(kJ) então REST gem z(k,j+l) num conjunto finito de 
iterações, de tal modo que para algum e,:,.'f' > o (independente de k) 
DEMONSTRAÇAO: 
Seja z(k,i) rt-- Ecp. Por hipótese, x~k) = z(kJ) e, portanto, XCOR não parou em z(kJ). Em 
particular, h(z(k,i)) = O. Suponhamos então que REST procura um z(k,i+l), no qual <p valha 
menos. Por HC e HA, seja {A > O tal que, para todo z(k,j) gerado, 
(2.38) 
Simplifiquemos a notação para : 
z ~ zC'Jl, h~ h(z), A~ Alk,il, 'P ~ ~ilhll 2 , r(ó) ~ ~(llh + Aóll' -llhll'). 
Para mostrar que z(k,j+l) está bem definido, basta oonsiderar o caso no qual A = h'(z). Se 
A= h'(z), a salvaguarda em P2.a de REST garante que, se P2.b nunca aceitar mn candidato 
com este A, após um conjunto finito de rejeições, obteremos A= h'(z). 
Suponhamos então que A= h'(z), e seja z+ = z + ó+ um ponto candidato, a ser testado 
em P2.b de REST, obl;ido numa região de confiança, de raio Ll. Como \7<p(z) ~ \7r(z) ~Ar h, 
e 1.p é de classe C2 , HC jtmto com o lema de Taylor nos propiciam l 1 >O, independente de k 
e j, tal que: 
r(ó+J ~(llh + A6+11' - llhii'J ~ (Arh)r o++ ~6rAr A6+ s .lr(6pcl (2.39) 
-f(6Pc) > -~\7f"óPc 2: ~II(ATh)ll min{ ll~hll, Ll} (2.40) 
A 
Ll<p+ <p(z+) - 'P( z) :S r(6+) + 1:',116+ li' (2.41) 
- I I 
Faça .f2 = min{ 2c2 , ----y-} e observe que se <,A 8Üc:,l 
e Ll :S 211, obtemos de DS, (2.40), (2.41) e (2.42) 
implicando I:J..tp+ < 






Ist.o significa que z+ passa no teste em P2.b, se .ó. < 2L\.. Como A1'h =O, por hipótese, 
e a cada rejeição fazemos .ó. +- l::i/2, z(k,i+l) será gerado num conjunto finito de iterações. 
Portanto, se A = h' ( z) 
!:i:;::: min{Ll,.ó.min} (2.45) 
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Por P2.a, se A = h'(z) e D. é aceito, então D. 2: .6..min- Isto significa que (2.45) vale, 
também neste caso. Como llhll ::; P~1x , obtemos 
Se fizermos então 
- . - .6.min 
6 = mm{ç,, (o) } 
~Apmax 
e observarmos também {2.42} e (2.45}, obteremos 
(2.46) 
Observe que a.'3 constantes ÇA,6,6 e {3, independem de k e que (2.39) e (2.40) indepen-
dem da hipótese A = h'(z). Portanto (2.37) segue de (2.46), (2.39),(2.40) e do critério de 
aceitação do passo, em P2 de REST. D 
Duas coisas são importantes na restauração : 
1- Que ela produza em cada iteração uma redução suficiente em llh(z(k,i))[i, para 
garantir que, num conjtmto finito de iterações, se consiga a restauração exigida em 
X COR. 
n- Que x~k) esteja 11controladamente próximo" de x(k), na k-ésima iteração de CDR. 
No lema abaixo garantimos isto, com a condição que os iterados de REST se mantenham 
longe de I;"'' ou seja, Z(k) n I;"' = fj>. 
LEMA 2.4.3 (DA RESTAURAÇÃO ) Suponhamos que z<•> n E~ = </>, na k-ésima 
iteração de CDR. Então REST teve terminação finita, sempre que acionado em XCOR na 
k-ésima iteração de CDR. 
Além disto, e.'l:istem O< Ç4 (k) < 1 e Ç5 {k) >O tais que: 
i- Se j E IN e O ::::; j ::::; j~.: - 2, então 
ii- Se rn E IN e j < m :::;: jk, então 
llh(zi'J+'))II < Ç (k) 
llh(zlkd))ll - 4 
(2.47) 
(2.48) 
iii- Se também vale Z n I;"' = 4>, então obtemos Ç4 (k) e Ç5 (k) como constantes O < Ç4 < 1 e 
Ç5 > O, ou seja, independentes de k. 
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DEM: 
Suponhamos que Z(k) n E<p = 0. 
Vamos mostrar, inicialmente, a existência de a(k) > O, tal que se j < jk 
(2.49) 
Para verificá-lo, se h(z(k,j)) =O então j = ik· Portanto, podemos supor 
(2.50) 
sem perda de generalidade. Suponhamos ainda, por absurdo, que (2.49) não seja possível com 
a(k) >O. Isto nos garante uma subsequência infinita, {z{k,j;)} tal que 
Possivelmente passando a uma subsequência, (2.50), HC e a compacidade da esfera de 
raio 1 no !Rn nos autorizam a supor z(k,ji) convergente, digamos a z* e h(z(k,j;))/llh(z(k,j;))ll a 
w*. Como h é de classe Cl, obtemos 
h'(z*}Tw* =O e w* = 1 (2.51) 
Se h(z') oJ O entoo w' ~ h(z')/llh(z')ll e: 
v'lo(z') ~ h'(z')'h(z') ~o (2.52) 
(2.51-2.52) garantem z* em E..,, contradizendo a hipótese do lema. Portanto, podemos 
assumir (2.49) com rr(k) > O. 
De HC, seja ÇA > O, tal que, para todo z(k,j) gerado, tenhamos: 
(2.53) 
Suponhamos que z(k,j), z(k,i+ll, z(k,H2lS tenham sido gerados e que A(k,j) = h'(z(k,i)), 
(2.37) e (2.49) garant.em: 
implicando 
(2.55) 
Se A(k,i) i= h'(z(k,i)) e A(k,j+l) =f= h'(z(k,i+l)), então a condição para não precisar atualizar 
A pelo jacobiano verdadeiro se cmnpriu em z(k,j+l). Pelo disposto em P3.d de REST, isto 
significa qne 
llh(z1'"+1l)ll 
llh(z(k,j))ll <; ema• 
(2.55-2.56) implicam (2.47) com çl'l ~ max{ Jl- Ç,, (al'l) 2 , .95} < 1 
(2.56) 
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Note ainda que, ao se chamar REST em z(k,io), h(z(k,Jol) f-
determinou qne REST deve retornar a XCOR assim que obtiver 
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O e em P4 de XCOR se 
para algum p > w-3 [[h(z(k,iol)[[. Portanto, a taxa linear de redução em dois passos de 
[[h(z(k,i))ll, explicitada em (2.47), implica na terminação finita de REST, sempre que chamado 
num ponto z(k,Jo), a partir de X COR. 
Para provar (ii), observe inicialmente que HPR nos garante ÇR.eot > O tal que, para todo 
z(k,i+l) gerado por REST: 
(2.57) 
De (2.47) e (2.57) , obtemos para C 2: 2o 
i=j 
i+l-l 
< Ç ••• , I: llh(z1'·'iJII 
i=j 
onde 
ç (k) = 2< ~(< (k))i = 2Ç •• "" 
5 '>R€ot7 ':.1 l _ Ç,_(k) (2.58) 
Para ver (iii), basta observar que se Z n E'P = </>, com o mesmo argumento usado no 
início da demonstração, conseguimos obter cr(k) = u > O, ou seja independentemente de k, em 
(2.49). Isto faz com que as demais constantes definidas acima também independam de k. D 
DEMONSTRAÇAO DO TEOREMA 2.4.1: 
Suponhamos que na k-ésima iteração de CDR, tenhamos obtido 
Zlk) nE~ = 0 (2.59) 
Como (2.59) e o lema 2.4.3 garantem REST bem definido, e com terminação finita, sem-
pre que acionado, XCOR igualmente estará bem definido. 
Se XCOR tiver terminação finita, como x~k) = z(k,j) r:j. :E10 por (2.59), não há o que 
demonstrar. Suponhamos, então, qne XCOR não tem term.inação finita. Neste caso serão 
geradas duas sequências infinitas, definidas por: 
Ye 
PC > 
(2.47) nos garante que: 
z(k,il) em P4 de XCOR 
10-3np (Yt) P~lx 
(2.60) 
(2.61) 
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lim h(zl'.il) ~O 
J-00 
(2.62) 
Como {y,} é uma subsequência de zlkl ~ {zlk,;): 1::; j < oo}, (2.62) e (2.48) nos dizem 
que z<kl é uma sequência de Cauchy. Seja 
z* = lim z(k,j) = lim Yt 
j-+oo l->oo 
(2.63) 
(2.62) implica então 
llh(z')ll ~O (2.64) 
Como XCOR não tem terminação finita, P3 de XCOR nos diz que 
e, portanto, podemos concluir de (2.62), que 
(2.65) 
A hipótese (2.59) nos permite afirmar que z* rt. E'P. Em particular, isto nos garante que 
n,(z) ~ llgp(z)ll/(llg(z)ll + !) é contínua em z'. (2.65) e (2.64) confirmam então, que z' é 
estacionário para MRI. Mas isto significa dizer que z(k) convergiu para mn ponto estacionário, 
ou seja, que XCOR foi bem sucedido nesta k-ésima iteração D 
2.4.3 BOA DEFINIÇÃO POSSÍVEL PARA CDR 
Como pode acontecer de REST convergir para um ponto de E"', só faz sentido falar em 
boa definição para CDR, supondo Z(k) n E"" = 0 para todo k. Isto implica, pelo teorema 
2.4.1, XCOR bem sucedido. Se XCOR for bem sucedido, mas não tiver terminação finita, fica 
garantida a convergência a um ponto estacionário para o problema, com taxa linear garantida 
pelo lema da restauração (2.4.3). Analisar a "boa definição" possível para CDR, corresponde 
a garantir que, se x~k) ~ EMRI = E"' U EKT para todo k, então CDR gera, em tempo finito, um 
ponto xUl -=F x(k), para algum j > k. 
Um lema que quantifica a descida suficiente do lagrangeano, obtida na segunda etapa 
de CDR, nos garantirá que cada x(k) seja gerado em tempo finito, nestas condições. Contudo 
poderia acontecer, pelo menos teoricamente, e conforme ilustramos abaixo, que se x(k) estiver 
suficientemente longe da factibilidade, então a direção pela qual se restaurou de x(k) a x~k) 
seja, exatamente, tuna direção tangente às restrições, em x~kJ. Neste caso, a depender da j, 
teríamos a possibilidade de obter x(k+l) = x(k). A demonstração que isto não pode acontecer, 
para todo j > k, consiste em verificar que, neste caso, p~~x < 2jjh(x<kl)jj, para algum j > k, 
o que obriga xUl f. x(k). 
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Desenho ilustrativo de uma situação na qual pode ocorrer xlk+I) = xl"'l 
~(1(..~11-------~ 
r' 
Z,:~l"- 1,'(-»'&-•l)t /,_(r'")"-1{ 'JJ,~' 
<41 (~dl 
X :;:; X: 
e 8("') < LJ. podemos testar x(k+I) = xlk) v - ' 
Neste sentido, o teorema da boa definição possível, para MRI, pode ser enunciado por: 
TEOREMA 2.4.4 (TEOREMA DA BOA DEFINIÇÃO DE CDR ) 
Suponhamos que x(k), gerado por CDR, não seja crítico para MRI. Então para algum 
i 2:: k, acontece uma das tres alternativas: 
i - XCOR fracassa na i-ésima iteração de CDR, isto é, Z<iJ n I:"" -=!=- 0 
ii ~ XCOR encontra ponto estacionário para MRI, isto é, z(il n EKT +- 0 
iii - xli+l) f- xlk). 
Para demonstrar o teorema acima, precisaremos do "lema da descida suficiente", que 
enunciamos a seguir. Nele se garante que, a segunda etapa de CDR é resolvida em tempo 
finito, desde que x~k) ~ EMRI' Além disto, se quantifica a descida de L, conquistada na segunda 
etapa, como função da norma do gradiente projetado, e do raio do cilindro de confiança em 
x~k). 
LEMA 2.4.5 ( DESCIDA SUFICIENTE ) Se x~k) <fc EMru então x<'+l) é aceito 
pam algum dos candidatos testados em P3 de CDR. 
Além di.<~to, existem constantes positivas Ç1 , Ç2 e Ç3 tais que : 
- b.L~) ~ L(xl'l, À (k)) - L(x(k+l), À (k)) :;> 6II9Pl') lf min{ E, II9Pl'1 li, 6(Pl'1)112 , b.min} (2.66) 
DEMONSTRAÇÃO: 
Para simplificar a notação, omitiremos o superscrito (k) na demonstração. Seja x+ = 
Xc + Ót + 68.,c, um ponto candidato obtido em P2 de CDR, na k-ésima iteração, e À+ seu 
respectivo multiplicador, obtido em P2.a. Por HB,HA,HC,HSOC,HDIF,DS e (2.16), 
dispomos de constantes positivas Çs, ~1 , ~2 e ~3 , tais que: 
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IIBII < 
llh(x+)- h(xc)ll < 
/;R 
(,116,11' 
L(x+,À+)- L(x0 ,À+) ~ gi[6, +(,IlM 2 





Podemos supor que IIPcll oj O, pois caso contrário Pc ~O e X 0 E EM.,. De (1.67), (2.16), 




Afirmamos que a itemção termina com 
Verifiqne que, se ,Ó. < 2L'l , obtemos llóp0 li = L\, e: 
De ~3 116,11' <:: ~lq(6,)1 e (2.69), obtemos 
l',Lt < ~q(6,) 








(2.75) e {2.76) nos dizem que, se 6. < 26., então o pa.sso Ót é aceito por CDR, confirmando 
a afirmação feita acima. 
A aceitação de x+, em P3 de CDR, acarreta: 
(2. 77) 
(2.71), (2.74) e (2.77) garantem (2.66) D 
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DEMONSTRAÇAO DO TEOREMA 2.4.4 
Suponhamos, por absurdo, que x(k) nâo esteja em :EMRI' mas nenhuma das tres alterna-
tivas, no enunciado do teorema, se verifique. 
Então XCOR não fracassa, nem encontra ponto estacionário, o que significa dizer pelo 
teorema 2.4.1, que XCOR tem sempre terminação finita num ponto x~k) 1::- :EMR.l' O lema da 
descida suficiente, juntamente com a hipótese de absurdo, garantem, assim, que para todo 
j E IN, xUl está bem definido, e 
Vamos mostrar inicialmente que, sob as hipóteses feitas 
1. (i) -o .1m Pmax- · 
HOO 
Suponhamos , por· contradição, que isto nãv acontece. 
(2. 78) 
(2.79) 
Como p(i+I) =I= p(i) significa p(i+I) = p(i) /2 se (2 79) não acontece podemos supor que max max max max 1 • ' ' 
para algum i 0 , e todo i ;::: i 0 
P(i) = p(io) max max (2.80) 
Corno p~l= não se altera depois de i 0 , o lema 2.23 implica, para todo i 2: i 0 : 
i 1 i 
L(x(i+ll >.1'+11) _ L(xl'ol >.i'ol) = '<:"'(',.LUI < _ "/',.L('i c • c• ~ c-4?--:-- H 
J=to J=to 
(2.81) 
Basta considerar duas possibilidades, para a sequência {.pikl}: 
1 limp~íJ =O 
HOO 
Nc..<>t.e caso, o controle dinâmico garante llh(x(i) li < 2p(i) ----+O e, por (2.78), podemos 
concluir 
(2.82) 
Mas (2.82) significa que não pode haver restauração na k-ésima iteração. Como 




n - Existe sv.bsequência {gJ~e : 1 ::; f < oo}, tal que llgJ~f li 2: t,1 > O. 
De XCOR se obtem 
(2.84) 
(2.80), (2.84) e o lema da descida suficiente, nos garantem urna cota superior -Çz < 
O, para /',.L);-1, e (2.81) garante então lim L(x~'l, >.1'1) = -oo, contradizendo H.\+ HC + 
HOO 
HDIF. 
Como uma das duas possibilidades teria que valer para {p~kJ}, chegamos a uma con-
tradição com (2.80). Portanto, vale (2.79), c isto igualmente garante (2.82). Neste caso, da 
mesma forma que acima, obtemos (2.83), contradizendo (2.78), e garantindo o lema. O 
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2.4.4 CONVERGÊNCIA GLOBAL 
Nosso teorema de convergência global poderia ser enunciado de duas formas. No seu 
formato mais conciso, ele simplesmente garante pontos de acumulação em EMRI = EKT U 
Ecp, para as sequências geradas em CDR. Além disto, ao impor hipóteses bastante razoáveis 
sobre o tamanho dos passos, e escolhendo multiplicadores adequados para avaliar seu mérito, 
garantimos que todos os pontos de acumulação estão em EMRI. Detalhando mais, chegamos a: 
TEOREMA 2.4.6 Se Z não tem pontos, nem pontos de acumulação em E<P, então, ou bem 
CDR gera, em tempo finito, um ponto estacionário paro MRI, ou então uma sequência, que 
tem pontos estacionários no seu conjunto de acumulação. 
Além disto, se o passo "horizontal", e o mvltiplicador ).(k), usado pam avaliá-lo, satisfi-
zerem 




então todos os pontos de acumulação serão estacionárws 
(2.85) 
(2.86) 
A boa definição de CDR, estabelecida na seção anterior, é um resultado frágil, no sentido 
que sequer evita a possibilidade de infinitos retornos ao mesmo ponto, já que não temos mna 
função de mérito PBtritamente monótona. No entanto, pelo teorema 2.4.4, para tanto, basta 
que se exija XCOR bem sucedido em cada iteração. Ou seja, pelo teorema 2.4.1, Z(k) n E'f' = 0, 
para todo k. Como .Z(k) é compacto, e ~10 fechado, isto equivale a afirmar que a distância 
d(k) ~ inf{llx- Yll : x E z(k), Y E Ee} (2.87) 
é nm número po..'';itivo, para todo k. 
Para a obtenção de pontos estacionários para MRJ, a hipótf!se do teorema acima, ou 
seja, Z n I;'P = !h é de fato mais exigente, na medida que, eorresponde a pedir algum tipo de 
"uniformidade nas distâncias" entre Z(k) e E"', de modo a assegurar 
d(k) ::> d ~ inf{llx- Yll: x E Z, y E Ee) > 0 (2.88) 
OBSERVAÇÃO 2.4.1 - ESPAÇO NORMAL SUFICIENTE E O TEOREMA 2.4.6 
A idéia central por trás da demonstração do teorema 2.4.6, consiste em estabelecer a 
clássica contradição entre HC e L(xC'I, >,('I)~ -oo, caso liminf IIPl'IJII >O. A dificuldade 
para garantir a "descida suficiente" para L, em cada iteração, que produziria esta contradição, 
está em ter espaço nos cilindros de confiança, para dar passos horizontais "suficientemente 
grandes". Isto pode ser visto na dependP.ncia da descida ó.L~), com o umio do cilindro de 
confiança", explicitada em (2.66). Neste sentido, um passo fundamental da demonstração, 
está organizada no lema a seguir, no qual se garante um "espaço normal suficiente" , caso Z 
fique longe de E<P e liminf jjp~kl)jj > O, no sentido de obtermos, neste caso, p~~x constante, 
a partir de alguma iteração k0 • Em particular, o lema da descida suficiente garantirá então, 
que a descida "horizontal" D.L};l é de fato "suficiente", e o lema (2.3.1) nos dirá que eventuais 
subidas ó.L~), não destroem a descida suficiente conquistada com ó.L~;). Isto nos dará, para 
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o la.grangeano, uma variação mais negativa que uma fração de ó..L~), em cada passo. 
A segunda parte do lema corresponde à segunda parte do teorema, e é importante para a 
convergência local do método. Nela se garante que p}!L, fica constante, para k suficientemente 
grande, se os multiplicadores de Lagrange e os passos "horizontais", satisfizerem às condições 
(2.85-2.86), colocadas no enunciado do teorema de convergência global (2.4.6), independente-
mente de supor liminf IIP~'l) li > O. 
LEMA 2.4.7 (ESPAÇO NORMAL SUFICIENTE) 
finita e Z n E10 = 0, então 
Se CDR não tem terminação 
t- Existem Ç5 e Çp > O, tais que P~lx não diminue na k-ésima iteração, desde que 
(2.89) 
Em particular, se lim inf ll.v~k) li > O então, pam algum k0 > O e todo k, 
(k) (ko) 
Pmax 2': Pmax (2.90) 
n- Se o passo 11horizontal", e o multiplicador ).(k) usado pam avaliá-lo, satisfizerem 
(2.85-2.86), então igualmente encontramos k0 > O, garantindo (2.90), para todo k. 
DEMONSTRAÇÃO: 
A demonstração ·do lema tem por pano de fundo que, dado lim inf IIP~k) li > O, a descida 
f:j_L~), garantida por (2.66), é, assintoticamente, maior que uma fração da raiz quadrada de 
p~k), enquanto qnc, muna restauração, uma possível subida de tl.Lt) é O(p~k) ). Isto faz eorn que 
a restauração, não atrapalhe a descida f:j_L~k), para p~k) " pequeno", porém "suficientemente 
grande" . 
Do lema da descida suficiente, e de P3 de XCOR, obtemos constantes positivas 6. 6, 6, 
tais que: 
-t.L\;) IL(xlk+ll,>.l'l) -L(x~'l,>.l'lJI 
> 11 (k)ll . {-11 (k)ll- (k) l/2 11 (k)ll 112 TA } Pc m1n 6 fPc , ÔPmax Pc , 1,3!-l.min 
Lembramos que, sob Z n ~"' = (/J e HC, o lema da restauração 2.4.3 garante 
Usando o lema do valor médio, HC, H.\, HDIF e (2.92), obtemos: 
I6>L~1 I IL(x~k+l), À (k+l)) - L(xlk+l),). lkl) I 
< IL(x;k+l),). (k+ll) _ L(xlk+l), À (k+l)) 1 + 1 (À (k+l) _ ). (k)?h(.r-lk+l)) 1 
O(llh(xl'+~lJIIJ = O(p~'l) 
Seja então Ç4 > O tal que 
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então o critério em P4.a de CDR, garante que não haverá diminuição em p~l,,, na k-ésima 
iteração. Observe que, se 
Çp I ~ ~ ' 2 ntin{ÇJ/Ç4 , (Ç,(Ç,) } 
ç, ç,"' 
2Ç4 min 
P~L, < mio{ ÇplliP~I], Ç,) (2.95) 
então (2.94) fica atendida para k, garantindo a primeira parte do lema. 
A segunda parte do lema se baseia igualmente em (2.94), porém as hipóteses aqui assu-
midas nos permitirão melhorar (2.93), e partir de: 
(2.96) 
Para demonstrar (2.96), começamos observando que E'P fechado, Z n Erp = 0 e HDIF nos 
garantem ÀLs(x) de classe Cl, numa vizinhança deZ. Como HC garante Z compacto, isto 
significa que ÀL8 (x) e gp(x) são de classe C\ numa vizinhança deZ, e portanto Lipschitz no 
~, 
compacto Z. 
ll·\,(x~k+l1 )- ·\,(x~'1 JII 
llgp(x~'+11 )- 9PH'1JII 
De Taylor, (2.85-2.86), (2.92), (2.97-2.98): 
!'>L(; I _ L(x~'+'l, ,\lk+ll) _ L(xlk+ll, ,\1'1) 
O(llx~'+Ii- x~'1 11) 
O(lixl'+II- x~'1 11) 
(2.97) 
(2.98) 
L(x(k+l) À (xlk+ll)) _ L(xlk+l) ,\ (x(k+ll)) + (.\lk+l) _ ,\ (xlk+li))Th(xi'+II) + 
c lLSc lLSC LSC c 
+ (.\"(x~k+ll)- ,\"(x~'IWh(xi'+II) + (.\L,(x~'l)- ,\l'lfh(xi'+II) 
-gp(x~'Hif (xlk+l) - x~'+Ii) + O(IIP~'I IIP~'1 ) ~ O(IIP~'I IIP~' 1 ) (2.99) 
Como p~k) = O(p~lx\\p~k)j)), HC e (2.99) nos garantem a existência de Çs, tal que 
I~'>L(; 1 I <ó Ç,p!,;l. IIPl'l 11' 







, Observe que se F é de-classe C 1 numa vizinhança de um compacto V c lR", um argumento "standard, 
tipo" número de Lebesgue, nos garante K >O e 15 >O, tais que lf(x)- f(Y)I < Kllx- Yll, caso llx- Yll < Ó 
e x E V. Colli.o IF(x) - F(y) I .é uniformemente limitada em V, fica fácil concluir neste caso que F também é 
Lipschltz em V. 
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DEMONSTRAÇÃO DO TEOREMA 2.4.6 
Suponhamos que 
(2.103) 
Pelo teorema 2.4.4, XCOR será sempre bem sucedido. Se encontrar algum ponto esta-
cionário, ou seja, Z(k) n :EKT = 0, para algum k, não há o que demonstrar. Portanto ' podemos 
supor, sem perda de generalidade, que CDR não tem terminação finita, e que para todo k > O, 
(k) "~ 
Xc 'F LJMRI" 
O lema anterior nos garante k0 , tal que p~L, > p~~~. em duas situações, ou seja, quando 
se garante (2.85-2.86) a priori e, também, caso lim inf {P~k) ~ b > O, para algum b. Isto faz 
com que, para demonstrar o teorema, essencialmente nos baste mostrar que, se P!:lx estaciona, 
então todos os pontos de acumulação gerados serão estacionários, ou seja: 
Se existe k0 , tal que para todo k E N tenhamos p(k) > p(ko) então ma'l'- max• 
lim !P~k) = O (2.104) 
k~= 
Para vê-lo, suponhamos p~lx ~ P!:~1 e que, por contradição, II!P~k;)) li ;:::: b > O, para 
alguma subsequência infinita de índices {k;}. Neste caso, (2.23) nos garante, para k > k0 , 
< 
e nk é o número de índices, entre k0 e k -1, para os quais Jjgp(x~kil)JI 2:: b >O. Como há uma 
infinidade de tais índices maiores que k0, obtemos lim L(x~k\ À(k)) = -co, o que contradiz 
k~= 
HC + HDIF +H>., convalidando (2.104). 
O lema 2.4.7.ii, (2.104), HC e o controle dinâmico nos garantem a segunda parte do 
teorema. A primeira parte resulta de ver, por absurdo, que se nenhuma subsequência de p~k) 
converge a zero, então a primeira parte do lema 2.4.7 nos garante que p~~:t estaciona em algum 
k0 , e a afirmação em itálico produz daí a contradição procurada. D 
OBSERVAÇÃO 2.4.2 -SOBRE AS CONDIÇÕES (2.85-2.86) 
1- (2.85) corresponde a uma condição bastante natural de se impor, caso estejamos 
preoeupados em garantir propriedades de convergência local razoáveis, a "bons mini-
mizadores" de MRI. Veja que se B(k) for suficientemente positivo-definida na direção 
tangente às restrições , tanto os passos de Cauchy, quanto os quasi-Newton na direção 
tangente, também satisfazem (2.85) automaticamente, e portaJito qualquer passo de des-
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cicia "razoável", neste caso, idem. 
Conforme veremos no próximo capítulo, se supomos que toda a sequência xik) con-
verge para um bom minimizador x•, o controle dinâmico, lihH'IJII = O(llgp(x~'IJII, 
corresponde a dizer que 
llx~'l- x•11"' jjgp(x~'1 lll (2.105) 
Em particular, neste caso basta que a convergência se dê sem oscilações excessiva-
mente bruscas, no sentido que 
llxi'+l)- x•11 = O(llxi'1- x•jl) (2.106) 
para que asseguremos (2.85). É fácil vê-lo, combinando a equivalência (2.105) com o 
lema da restauração 2.4.3.ii e o controle dinâmico em: 
llxlk+l)- xi'1 li <: llxlk+l) - xi'HI li+ llx;'HI- x•11 + llx;'1 - x•11 (2.107) 
A única restrição a esta hipótese, está no fato de poder sugerir passos excessiva-
mente curtos, perto de pontos de Kulm-Tucker que não sejam minimizadores do pro-
blema. No entanto, nos parece que este tipo de dificuldades, em qualquer abordagem 
que se faça, no limite, terá de ser tratada como uma questão de implementação, com 
salvaguardas específicas se as quisermos levar em conta. 
Olhando de outro ângulo para a mesma questão, se estivéssemos preocupados com 
estratégias para minimização global, nosso interesse maior estaria voltado para se livrar 
dos minirnizadores locais, e neste caso a preocupação iria no sentido inverso, ou seja, 
de não atender (2.85), para poder escapar deles. Ainda assim, nosso resultado fornece 
pontos estacionários para o problema, desde que o algoritmo não "fracasse" (ZnE'f' = 0). 
n- Apontaremos uma escolha para CDR, que garante (2.85-2.86), no caso de usarmos 
aproximações hessianas B(k) coercivamente positivo-definida."!, no sentido de existir {tal 
que, para todo k E IN e 8 E !Rn, tenhamos: 
(2.108) 
Definimos o passo horizontal b~J = x(k+l) - x~k), como o minimizador do modelo 
quadrático q(k)(ó) = g(x~k))Tb + .561'B(k)6, na região de confiança de raio .6,(kl, e o 
multiplicador de Lagrange À (k), usado para avaliar o passo horizontal, como o multipli-
cador associado à solução do problema quadrático que forneceu &);l. As condições de 
Kuhn-Tucker para o problema quadrático 
podem se escrever como: 
ó{k) 
H 
-(BI'I + 1PI)-r(g(x~'l) + A~'l"-'1'1) 
- -(BI'I + 1.,1'1)-r(gp(x~'l) +A~' Ir t..\1'1) (2.109) 
L'.), lk) - ),1'1-), (xl'l) 
"' ' 
- -(A~ki(B<'I + 1'1'1)-rA~'IT)_rA~ki(BI'I + 1,<'1)-rgp(x~'l) 
(2.110) 
!1. ''I > o 
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Como estamos supondo B(k) coer'Civamente positivo-definida, (2.109-2.110) garan-
tem que, se Z n Ell' = 0 então 6~) e ~>.(k) = >.(k)- .-\8 (x~k)) satisfarão às condições 
(2.85-2.86}. 
Como p}:lx permanece longe de O, o lema da descida suficiente 2.4.5 nos comple-
rnenta (2.85), garantindo llgp(xi'l)ll "'llbí;'lll· Isto nos sugere a possibilidade de pensar 
alternativas para CDR, como a que proporemos a seguir, nas quais se imponha um 
"controle dinâmico da factibilidade", sem ter que, necessariamente, calcular gp(x~k)) ex-
plicitamente, em todas as iterações . 
OBSERVAÇÃO 2.4.3 · UMA ALTERNATNA PARA CDR 
Uma alternativa que pode ser interessante para CDR, corresponde a fazer o "controle 
dinâmico da factibilidade", impondo que 
ao invés de p~k) = O(.rp~kl)). XCOR seria, neste caso, dispensável, e CDR sofreria modi-
ficações apenas no seu primeiro passo. Êle ficaria bem mais simples, na medida que p~k) ficaria 
definido no começo da k-ésima iteração de CDR, em função dos dados da iteração anterior. 
Lhe daríamos, explícita ou implicitamente, dois parâmetros adicionais, O < v1 < v2 e o passo 
1 nesta alternativa se definiria por: 
Passo 1. Atualização de Xc , Pc e do modelo quadrático associado: 
a) Escolha 
llg/'-11 11 
P = p{k) = vn k-l p(k-1) =v c p(k-1) 
c ' P~ 1 mox llg(xi' 11 )11 + 1 m= 
onde v1 < v < v2 . 
b) Se llh(xCk))ll < Pc, faça Xc = x(k). Senão aplique RESTa Xc, Pc, para obter 
c) Escolha uma matriz simétrica B E ./Rnxn e considere: 
(2.112) 
Os demais passos ficariam idênticos. Na medida que afrouxamos o "controle dinâmico", é 
natural esperar que, a "descida suficiente" conquistada, não piore, porém que tenhamos mais 
dificuldades para evitar que .6.L~) atrapalhe a descida suficiente, conquistada com .6.L~). 
Com um pouco de boa vontade, dá para aceitar, sob a hipótese de gerarmos uma sequência 
1miformement.e afastada de E"', que a variação do Larangeano fl.L~k), se decomponha em 
!J.LI'I + !J.Li'l respeitando· li v , . 
-!J.L~) > II1Pi'1 li rnin{ 6 11Pi'1 li, ~2(Pi'1 ) 112 ' 6/J.min} 
I!J.L~1 1 - O(p;,';~,IIPi'-!)11) 
Em particular, isto nos garante pelo menos um ponto estacionário, do mesmo jeito que 
antes, embora talvez percamos a garantia de manter P~1x afastado de zero, com condições 
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como (2.85-2.86). Isto significaria abrir mão de poder garantir, teoricamente, que todo ponto 
de acumulação seja estacionário, com os argumentos da segunda parte do teorema 2.4.6. 
Uma primeira motivação que nos move a propor esta alternativa, está no fato dela ser 
mais simples, e possivelmente menos exigente, em número de atualizações de h'(x). Pelo 
menos a necessidade, ou não, de uma restauração, fica definida ao iniciar cada iteração. Além 
disto, "longe'' da solução podemos esperar que !P~k) não sofra variações bruscas. Isto nos 
parece apontar para diferenças relativamente pequenas no comportamento das duas alterna-
tivas, longe da solução. Como localmente CDR nos parece claramente superior, temos aí a 
possibilidade de combinar as duas estratégias. 
Uma segunda motivação que nos faz sugerir esta alternativa está na possibilidade de não 
precisar calcular p~k) em cada iteração aproveitando implementações que gerem implicitamente 
passos na forma 
(2.113) 
Este seria o caso de implementações como a que está esboçada na observação 2.4.2.ii 
acima ( pelo menos se conseguirmos manter P~lx afastado de zero também aquí). Neste caso 
obtemos (2.113) sem precisar calcular ).Ls(x~k)) e gp(x~k)) explicitamente. A idéia aqui é fixar 
O < v{ < v~ e no passo l.a definir 
para algum ví < v < v~. 
(2.113) garante a condição colocada para Pik) no passo 1 para O < v1 < v2 definidos 
implicitamente. Ou seja, temos aí uma possibilidade de fazer o "controle dinâmico da factibi-
lidade" sem cak11lar gJ1k) expli(:itarnente. 
2,5 CDRIN 
Para resolver problemas de otimização não linear de grande porte, uma estratégia im-
portante corresponderia a tratar, de forma inexata, os subproblemas lineares envolvidos nos 
algoritmos criados, em particular evitando fatorações de matrizes. Note-se que algumas das 
equações lineares envolvidas em CDR, como as de REST, e parte das equações que definem o 
passo candidato em DS, estão tratadas de forma inexata na estratégia "deacida aujiciente para 
os passos candidatos", mas não aquelas que envolvem a condição de Ót e fP serem tangentes àB 
restrições. Em termos de implementação, isto essencialmente corresponde a ter que admitir 
fatorações de matrizes. Observamos que tem aparecido na literatura PQS para MRI, algo-
ritmos que se preocupam em flexibilizar a resolução do passo em direção à otimalidade, mas 
que, de urna forma ou de outra, exigem, em algum momento, passos "exatamente tangentes", 
sugerindo, implicitamente, algum tipo de fatoração de h'(x) em cada iteração. (Vide [Fon 90], 
[DEM ]). 
Dembo-Eisenstat-Steihaug em [DES 82], propuseram nm método de Newton inexato, para 
resolver F(x) =O que basicamente consiste em: 
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DES 
Dado x(0) 
Ache sl'l tal que rlkl ~ F'(xl'l)sl'l + F(xl'IJ 
Ent.re outras coisas mostram que, DES tem convergência local linear (numa norma ade-
quada), desde que llrl'III/1\F'(xlkiJII < ')m"x < 1 e superlinear sss rl'l ~ o(f(xl'I)J. Nosso 
objetivo nesta seção é apontar uma maneiro de trotar, de forma inexata, todas as equações 
lineares a serem resolvidas, do ponto de vista da convergência global, e de forma que possamos 
desembocar, naturahnente, numa teoria de convergência local nos marcos de [DES 82], bem 
como igualmente conveniente para métodos secantes. 
Yabe, Yamaki e Takahashi em [YYT 91], tratam da convergência global de um método 
PQS, com resolução inexata de todas as equações lineares envolvidas. Demonstram que, ao 
relaxar a resolução das equações de Kulm-Thcker para o problema, dentro de determinadas 
folgas teóricas, apontadas no artigo, as propriedades de convergência global do mét.odo se 
mantêm. Nossa abordagem será bem diferente, na medida que nossa preocupac,.--ão é com a 
construção de uma estratégia de ajuste, que nos pareça adequada a uma implementação, e na 
qual, igualmente se garanta propriedades de convergência global, como as obtidas para CDR . 
Chamaremos de CDRIN ao algoritmo INexato obtido. Ele será construído de forma que 
CDR resulte como um caso particular. 
2.5.1 PARA UM TRATAMENTO INEXATO DE MRI 
Na realidade, há duas equações que devemos flexibilizar em CDR, pensando em A = 
h'(xo): 
Ap - A(g+AT,\)~0 emXCOR 
A61 O em DS 
(2.114) 
(2.115) 
Além destas dnas, nma terceira se imporá naturalment.e para ó.'!oc 1 eomo veremos adiante. 
CDRIN será obtido, incorporando a CDR tres parâmetros, TJ>., 1Jt e rJsoc· Eles represen-
tarão a precisão eom a qual resolveremos, de forma inexata , tres equações. A saber: 
INl - Equação que garante Ót tangente às restrições 
Queremos flexibilizar a equação (2.115), de forma a obter 
(2.116) 
IN2 - Equação do gradiente projetado fP = g + AT ÀLsl 
Queremos resolver, de forma aproximada, a equação (2.114) de modo a obter: 
IIAgJII s ryÀIIAIIIIPII 
IIPII s llgll 
(2.117) 
(2.118) 
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IN3 - Resolução inexata de Aósoc + /J.h = O 
A resolução inexata de p e Ó1 pode gerar direções de subida para a f. A forma que 
temos para compensar isto, é forçando uma correção (inexata) Ósoc E R( Ar), ao pa..<;so 
tangente obtido em DS, para compor o passo candidato x+ do algoritino principal, e 
satisfazendo 
A r 1-tsuc 





Veremos adiante, com uma generalização do lema de Taylor de segunda ordem para 
o caso inexato, que uma tal correção pode ter um efeito compensador importante, no 
sentido de evitar direções de subida da f que possam surgir da flexibilização de (2.116). 
Além disto, contribue para que se possa dar passos maiores, sem sair de um dado cilindro 
de confiança. 
OBSERVAÇAO 2.5.1 SOBRE rJA, ~'e ~,oc-
Para esclarecer melhor os formatos propostos em (2.116}, (2.117), {2.121), suponhamos 
que A= h'(.'Lc) Lenha posto máximo. Neste caso: 
1- Ao decompormos Ót nas suas componentes tangencial (P(xc)ó't}, e normal, (ATJ.L) 
às restrições, ou seja, fazendo Ót = P(xc)Ót + AT Jl, obtemos de {2.116): 
Portanto, 
(2.122) 
Podemos entender A r J.L como 1un erro gerado na direção normal às restrições, ao 
pcrmit;innos Abt i=- O. (2.122) significa que, ry1 controla o ângulo entre 61_ e o espaço 
tangente às restrições, cansado pelo erro. Este significado geométric.o, é o que orienta a 
definição em 1Nl. 
u -- Como gJ deve ser, em cada Xc, uma aproximação de gp(xc) = argrnin{llg +ATAI!: 
À E JR.m}, e g = V'f(xc) já é 1una primeira aproximação de gp(x,-,) disponível, (2.118) 
se impõe naturalmente. De um ponto de vista estritamente formal, seria suficiente 
supor !JI ~ O(llvll), em vez de (2.117). Por não t.ermos mais A8, ~ O, nos parece 
natural escolher, como modelo quadrático, q(ó) = fPTÓ + ~ój Bót, e tomar fP como a 
direção de Cauchy. Para que o passo de Cauchy, ópc• seja mna escolha possível em 
DS(xc, q, p, L\, A, rJt), devemos ter 
IIA!PII s 1/tiiAIIII!PII 
Isto significa que, dado INl, IN2 se impõe naturalmente, como opção, com 1}>.. :::; 1/t 
iii- (2.121) é nma escolha natmal para re~olver, ine.w.tamentc, a equação AA T llsoc + 
6h =O, ao exigir qnc para aceitar li .• oc = A'~'IL$nc, se garanta para o resíduo AA'~'Il·.wc+6h, 
uma redução, na sna norma, de um valor inicialiiL\.hll para menos de 7Jsocll6hl! . 
74 CAPíTULO 2. CDR 
IV- Para fixar um pouco mais as coisas, suporemos daqtú em diante (sem perda de 
generalidade) que 
0<~,~~.~1 
O < 'l]soc :::; 1 
Note-se que TJ.~oc = 1, corrcsponde a permitir que se tome Ósoc =O. 
(2.123) 
(2.124) 
v- Ó~oc deixa de ser uma correção de segunda ordem, no sentido estrito Ósoc = O{\lótll 2). 
No entanto cometeremos rnn pequeno abuso, mantendo a notação. Uma atenuante para 
tal abuso, pode ser buscada no lema a seguir, onde veremos que se Xc é um ponto 
regular de h, no lugar de 6,,, ~ 0(116,11 2), obtemos 6,00 ~ 0(11~,6,11). Portanto, 6,"' será 
de segm1da ordem com relação à 6,, caso~'~ 0(118,11). 
Notação para esta seção 
N.i-A~h'(x) 
A d ( < ' ) E JEl(2n+2m) · . ca a x, ut, fJ,soc, -"Lsi , a..c;soctaremos. 
N.ii- Ósoc = AT P,soc 1 Ó+ = Ót + Ó8oc1 X+= X+ {j+ 
N.iii ··· b.h ~ h(x + 6,)- h(x), b.h+ ~ h(x + 6, + 6,,,)- h(x) 
N.iv- p ~V' f(x) + AT .\"' 
N. v - W"' (x) ~ Y'2 f (x) + \r, Y'2h(x) ~ Y'2 f(x) + 1:;':1 (.\,, ), Y''h,(x) 
N.vi- K 2(A) -número de condição de A na norma 2. 
LEMA 2.5.1 
em 
Suponhamos que V C JRn seja um compacto, no qual h é regular. Então, 
U ~ {(x, 6,, "'"" '/t, ~,00) 'x E V, e valem (2.116), (2.119·2.121), (2.123-2.124) } (2.125) 
podemos gamntir: 
DEMONSTRAÇAO 
K,(A)2 [0(~,II6•II) + 0(116,11')] 
K,(A)[O(~,II8,II) + 0(116,11')] 
Veja que, ao supor (AAT) inversível, (2.116) e (2.119-2.121) podemos escrever: 
"'"' ~ (AAT)- 1 [A6, + (b.h- Ali,)] 





(2.126-2.127) resultam diretamente de (2.128-2.129), da decomposição de A~ h'(x) em 
valores singulares, de h ser de classe C\ bem como de sua regularidade no compacto V. o 
OBSERVAÇÃO 2.5.2 QUESTÃO TEÓRICA COLOCADA PARA CDRIN 
Resolver de forma inexata um subproblema linear, na prática corresponde a usar métodos 
iterativos para resolvê-los, cujas itemções sejam "relativamente baratas" computacionalmente. 
A questão te6rica que nos parece colocada pam CDRIN, neste contexto, é como permitir um 
ajuste dos parâmetros íJ>., íJt, r]soo com suficiente flexibilidade, de modo a poder economizar 
no número de itemções dos subproblemas lineares, sem perder as propriedades teóricas de 
convergência obtidas em CDR . 
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Para explicitar o ajuste a ser proposto, precisamos de uma versão "inexata" do lema de 
Taylor de segunda ordem para MRI. No caso "exato" (vide (1.4.1), se supomos A8soc+D..h =O 1 , 
e B = WLs' obtemos q(ót) = _q78t + 'ió[Blit como a aproximação até segunda ordem da f, no 
sentido que b.f+ ~ f(x+)- f(x) ~ q(á,)+o(]]á,]] 2 ), bem como b.h+ ~ h(x+)-h(x) ~ o(]]á,]] 2). 
Ao flexibilizarmos Aót = O e Aósoc + t:.h = O, obteremos: 
LEMA 2.5.2 (VERSÃO "INEXATA" DO LEMA DE TAYLOR) Sejam f e h 
de classe C2, e V um compacto no qual h é regular. Seja, na notação explicitada em N.i-N.vi, 
u = {(x,Ót,J.lsocl).LSP'T]t,'T/>.,'f/soc)B): X E V, E E JRnXn é simétrica e 
(2.116-2.121}, (2.123-2.124) se verificam} 
Então, para q(á) ~ !PT á+ ~áT Bá, obtemos em U: 
(2.130) 
b.f+ q(á,) + g1T á,,, - .\;, (Aá,,, + b.h) + ~ái (172 L(x" .\,,) - B)á, + 
]0(~1 ]]6,11 2 ) + o(]]á,]] 2)]K2 (A) 2 (2.131) 
b.h+ Aá,,, + b.h + [O(]]~tl]á,ll 2 ) + o(]]á,II 2)]K,(A)2 (2.132) 
prá,,, ~À]]p]][O(~,]]át]]) + O(]]á,]] 2)]K2 (A) 2 (2.133) 
Aá,, + b.h - ~.oc[O(~,]]á,]]) + O(]]á,]] 2)] (2.134) 
.\,, O(K2(A)) (2.135) 
DEMONSTRAÇÃO 
Supondo f e h de classe C2 , x E V, obtemos de (2.127), do fato que h é regular no 
compacto V, e dos desenvolvimentos de Taylor de segunda ordem para f e h em V: 
b.f+ f(x+)- f(x,) = gT(ó, + á,oc) + ~(át + á,oc)''i72 f(x,)(á, +á,,)+ o((]]á, + á,,]]) 2 ) 
- !J!TÓt + !J!T Ó,, - (AT .\L")' ( á,00 +á,) - ~ái (){, 'i72h(x,) )át + 
+ ~á[(.\;, 'i72h(x,) )ó, + ~Ót \72 f(x,)á,) + O(]]á.,,]]]]á,]] + ]]á,,]] 2 ) + o(]]át]] 2 )K,(A)2 ~ 
.PT Ót + gJT Ó80c- À~81 (A6soc + D.h} + ~6[\72 L(xc, Àl,SJ}Ót 
+ (0(~1 ]]8,1] 2 + o(]]á,]] 2 )K2 (A) 2 (2.136) 
b.h+ h(x+)- h(x,) ~ A(ó, + á,oc) + ~á['i72 h(x,)á, 
+ O(]]á,00 ]]j]ó,]] + ]]á,,]] 2 ) + o(]](á, + á,,]])2 ) (2.137) 
(2.131-2.132) resultam de (2.127) e (2.13&--2.137). 
De pTá,oc ~ (Ap)'Jl.,co h regular em V, (2.117) e (2.126) obtemos (2.133) 
De (2.116), (2.121), c (2.127) resulta (2.134). 
Como h é regular e de classe C 1 no compacto V, (2.135) resulta de (2.118). D 
Olhando para (2.131 - 2.134), definimos 
EgJ g7 Ósoc = (Ap}T fi-soe 
E:soc = A6soe + ó.h 
(2.138) 
(2.139) 
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Analogamente ao que se fez em CDR para ajudar na avaliação do passo Horizontal, 
escolheremos um multiplicador de Lagrange ).+ E JRm, para a função de mérito, que pode ser 




e, correspondentemente, consideremos sempre U como no lema (2.5.2}, ampliado com esta 
variável À+· Podemos substituir (2.131- 2.132), (2.138-2.139) e (2.141), em (2.140), obtendo, 
ern U: 
q(/5,) + Ew + .\~E'"' + ~15[ (V2 L(x" À"'') - B)l5, + 
[O(rJtll15,11') + o(II15,11 2)]K,(A)2 (2.142) 
Considerando apenas os termos de primeira ordem, de (2.132-2.135), (2.142) e supondo 
À+= O(K2 (A)), obtemos em U: 
q(/5,) +E,+ 5.~1',"' + O(II15,II 2)K,(A) 2 
E,",+ O(II15,II 2)K,(A) 2 
E!P - ~ÀIIPIIII[O(~,IIó,ll) + O(lllitii')]K,(A)' 





(2.145- 2.146) nos informam, que E!P e Esoc determinam as principais diferenças entre 
(2.143-2.144) e seu análogo para o caso exato (2.69-2.68), podendo ser interpretadas como: 
- ErP- Erro de primeira ordem em !J.L1f, provocado pelo resíduo Ap gerado, ao se admitir 
soluções inexatas de Atp = O. Note que, se Ap = O, isto nos dá Eg; = O. 
- Esoc- Erro de primeira ordem em !J.h+, proveniente do resíduo Esoc = Absoc+!J.h, gerado 
ao se admit.ir soluções inexatas de Aósoc + !J.h = O. A opção mais natural para a escolha 
de À+ é tomá-lo como ÀLsi- Isto tornaria nulo, o erro .\~Esoc em !J.L"Jf, proveniente 
do resíduo Esoc· Já que pensamos em admitir outras possibilidades, como por exemplo, 
tomar L= f, admitiremos também a possibilidade de um erro de primeira ordem >.rt'soc 
eml:l..Lf;)_ 
A convergência global de CDR a pontos estacionários, é garantida por um argumento 
"tipo" descida suficiente, quantificada no lema (2.4.5). A análise lá feita, se baseia no fato 
que, dado um ponto candidato x+ = xc+ót +8soc1 as variações de L(.,.\) e h podem se escrever 
como em (2.68-2.69), reproduzidas a seguir: 
q(/5,) + 0(1115,11') 
O( 1115, li') 
(2.69) 
(2.68) 
A partir de (2.68-2.69), dá para ver que, se um passo candidato for rejeitado em P3 de 
CDR porque L(.,.\+) não desce uma fração significativa de q(ót), podemos interpretar que a 
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região de confiança está grande demais, permitindo que a parte não linear de L(.,>.) , sim-
bolizada em O(ll6tll 2}, pese desfavoravelmente. Ao reduzirmos Ót suficientemente, isto deixará 
de acontecer. Algo parecido acontece com ~h, e o lema 2.4.5 quantifica isto, numa cota infe-
rior para a descida de L(.,>.) em (2.66). 
O ajuste que promoveremos nos parâmetros 7J>., 7Jt e 7Jsoc• tenta adaptar esta análise à 
nova situação, e tem por fundamento ( 2.143 - 2.146 ), a desempenhar, para CDRIN, mn 
papel inteiramente análogo ao que (2.68-2.69) desempenham para CDR 
As presenças de E!P e Esoc em (2.143) e (2.144) quantificam, numa forma muito barata 
de se medir, possibilidades que não existiam em CDR para- a interpretação de um fracasso 
ao testar x+, no que diz respeito à adequação entre LiL"jj e o modelo quadrático, numa dada 
região de confiança. Esta quantificação aponta claramente estratégias para a redução de T/t , 
'f}>.. , 'f/soe e ~ , em caso de fracasso do candidato x+. Explicitaremos uma destas estratégias 
no procedimento AJUST, a ser usado em CDRIN. 
Para compreender a descrição de AJUST, considere que se x+ for rejeitado em CDRIN, 
então de forma inteiramente análoga ao que acontece em CDR, isto se deverá a: 
~Lj[ _1 
r~ q(ó,) < 10 
A AJUST são dados !lLfi, IIAó,ll, Ep, s,"" q(ó,), ~+• 
/',.: 
AJUST 
Atualize-se 'f}t, Tf>.., Tfsoc e~. de tal modo que, O :::;: 'f}>.. ::; Tft, O :::;: 1/soc :::;: 1 e se consiga, com 
a atualização feita, garantir os seguintes pontos: 
a.l Se ry,=IIAó,ll > p/2, então ry,= se reduziu à metade. 
a.2 Se 'h=IIA6,11 S p/2, então/',. se reduziu à metade. 
b- Se r< w-"- e ~L1J- (Ew + >.resoc) > !q(ót), então~ se reduziu à metade. 
c- Se r< w-"- e Ew + >.resoc > -~q(ót), então 
c.l- Se >.resoc > -~q(bt), então: 
c.l.a Se 'f/socii>.+IIIIAótll > -~q(ót), então 'f/soe se reduziu à metade. 
c.l.b Se ~'"'II~+IIIIAó,ll < -~q(ó,), então/',. se reduziu à metade. 
c.2- Se Eg; > -~q(ót), então 'f]>.. se reduziu à metade. Opcionalmente, se permite uma 
redução de .6. à met.ade, neste caso. 
d- Opcionalmente, reduziu-se 'f}>.., 'fJt e 1Jsoc, de tal forma que continuem não negativos. Se 
'f}>.. foi alterado, então reduziu-se pelo menos à metade. 
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OBSERVAÇÃO 2.5.3 
1- A forma como exploramos (2.143-2.146), para defirur AJUST, pode ser explicada por: 
A - O item a de AJUST, trata do caso no qual x+ sai do cilindro de confiança de 
raio 2Pc· Note que 
(2.147) 
propicia uma razoável separação em [ 800 entre ''erros de primeira ordem em Ót 
controlados por 17soc\\Aót\l. e os de ordem superior. Na medida que reduções em 
rJsoc'r/t podem se fazer à vontade, desde que haja rejeição do ponto candidato x+, a 
estratégia apontada no item a.i de AJUST, correspondente ao caso no qual1JsociiAót\\ 
seja relativamente grande, é de primeiro continuarmos a resolver Aósoc +/).h ~ O, e 
opcionalmente também Aót ~O, com precisão cada vez maior, até que 1Jsoc\\Aót]\ :S 
p/2. Se isto for ineficaz para atender \\h+\1 < 2pc, é porque os termos de ordem 
superior estão pesando muito aí, e a indicação feita em a.2, é para que se reduza o 
raio da região de confiança. 
B- Se r< J0-4 e tlLt- (E~+ -XrE,~) > .5q(ó,), isto significa, por (2.143), que 
I- .5q(li,)l ~ -.5q(ó,) < tlLt- q(ó,)- (E~+ -XrE.~) = O(llii,II 2)K,(A)2 
A relaçãD acima indica, que os termos de segunda ordem em !::l.L t podem estar 
pesando, tornando aconselhável reduzir o raio da região de confiança !::l.. Além 
disto, opcionalmente, pode-se reduzir também 1]>., 1/t ou "'soc conforme se faculta em 
AJUST.d. 
C- Caso r< w-4 e E!P + >.rEsoc > -.5q(ót), podemos entender que os erros devi-
dos à imprecisão na resolução de (2.117) e f ou (2.121), sairam do limite do razoável, 
sendo então corrigidos a partir de c.1 e c.2. 
Em c.1, a estratégia de ajuste proposta para o caso no qual ).TEsoc fica relati-
vamente grande, é idêntica a que foi colocada no item a. 
Para o ajuste apontado em c.2, relativo ao caso no qual há rejeição de x+, e o 
"erro" E!P fica relativamente grande, infelizmente não disporemos, computacional-
mente, de uma separação tão nítida, entre termos de primeira ordem e de ordem 
superior em llótll- A estratégia aqui se ftmdamenta na observação, segundo a qual a 
presença de IIPIIII6tll no desenvolvimento até primeira ordem de Efl!, nos propiciará 
uma limitação, a priori, em cada iteração de CDRIN, para o número de vezes que 
seríamos obrigados a reduzir 'f/>. em c.2, conforme ficará claro na subseção 2.5.3. 
Isto é o que nos permite uma escolha livre, entre reduzir ou não !::l., com o objetivo 
de controlar de maneira mais fina os termos de ordem superior em (2.145), sem 
prej1úzo para as propriedades teóricas obtidas para CDR. Pela observação 2.5.2, 
isto atende plenamente, ao que descrevemos como, questão teórica colocada pam a 
definição dos ajustes a serem feitos, e empurra, para a implementação, a decisão 
entre reduzir ou não 1::. nesta situação. 
D - Sempre que houver 1una rejeição do passo candidato, pode ser interessante, 
além do que foi exigido AJUST.a-AJUST.c, reduzir 'f/>., 1/t e 'f/soe, de forma a exigir 
mais precisão na resolução de (2.116), (2.117), (2.121). Apenas se exige que Tf>. 
só sofra reduções, caso sejam significativas, o que, aliás, é algo óbvio a ser feito 
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em qualquer implementação. Queremos evitar com isto, a possibilidade teórica 
de se ter infinitos retornos a XCORIN, para resolver de forma cada vez mais 
precisa (2.117), sem que necessariamente Ap-----+ O. Se o método usado para resolver 
Ap =O, inexatamente, tiver taxa de convergência linear, isto fica automaticamente 
garantido. 
2 - Veja qne AJUST nos dá liberdade para estabelecer uma dinâmica compensatória, 
entre deixar algumas inequações correrem mais frouxas, e apertar outras. Por exemplo, 
podemo.."l ser menos exigentes com (2.116), ( mais cara), desde que mais rigorosos com 
(2.121} e (2.117}. 
3- Observe que, ao usar AJUST no caso exato, ('11>.. = O e 1Jt = 0), obteremos essen-
ciahnente a atualização proposta em CDR, com pequenas nuances em relação à correção 
Ósoc· Elas ficam atendidas, caso escolhamos 88 = = O e fixemos ?Jsoc = 1 em AJUST, ou 
Ó8= = ~AT(AAT)-1ó.h e, neste caso, tanto fa:r, o que usemos como Tlsoc em AJUST. 
2.5.2 DESCRlÇAO DE CDRIN 
A forma que usaremos para descrever CDRIN, consiste em destacar, apenas, os pontos 
nos quais sua descrição difere da que foi feita para CDR. 
Veja que DS e REST já estão formulados de modo a permitir uma abordagem inexata. 
Em XCOR temos uma 1Ínica equação exata a resolver, qual seja, a procura de ).Ls que 
forne~e g) em (2.117). Denotaremos por XCORlN, à versão inexata de X COR. Como XCORIN 
só difere de XCOR no passo de atualização Pl, e na admissão de 17>.. como parâmetro inicial, 
descreveremos apenas o passo 1 de XCORIN, reiterando que os demais permanecem idênticos. 
P 1 - Atualização de A e p 
a- Fru;a h__, h(x); A__, h'(x) e g __, g(x) 
b- Ache -\51 E IIr, tal que tp = g + AT>.Lsi e n!P = 
bem mrno, uma das tres alternativas: 
IIPII . ll.9ll + 1 sat.1sfru;arn IIPII < 11911, 
11.'1'11 < 
"{ ó,o,} (2.148} mm êtol' 103 
Pmax 
103ng>Pmax < llh(.,)ll (2.149) 
IIA.PII < ry,IIAIIIIPII (2.150} 
OBSERVAÇAO 
Para ver eomo funciona a alteração proposta, podemos pensar que estamos em-
pregando qualquer método iterativo para resolver A.qJ = O, que se acumule em alguma 
solução. 
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Afirmamos que Pl está bem definido, no sentido que, se 'r/)1. > O, então ou bem x é 
estacionário, on se encontra ÀLsi satisfazendo uma das tres alternativas, mun conjunto 
finito de iterações do referido método. Basta verificar o caso Etol = O. Caso contrário, 
obtemos IIAPII < '11-'IIAIIttol nnm conjunto finito de iteraçõffi, o que significaria satisfazer 
(2.148) ou (2.150). 
Supondo''"'~ O, se IIP(x)g(x)ll *O, então (2.150) é satisfeito num conjunto finito 
-=' de iterações. Caso contrário, se h(x) o:J:::. O, (2.149) é resolvido num conjtu1to finito de i:!:; 
erações. Portanto, x estacionário é o único caso, que pode requerer um conjunto infinito 
de iterações. 
Observe ainda, que a formulação foi feita de maneira que, se fP satisfaz (2.148) antes 
de satisfazer (2.149), então chegamos a um ponto de Kuhn-Tncker, dentro da precisão 
Ótol e êtot· Se sat.isfizer (2.149) antes, então uma restauração será exigida em P3 de 
XCORIN. 
u- Em particular, com esta formulação, XCORIN está bem definido, no sentido do 
teorema (2.4.1). Ou seja, exatamente os mesmos argumentos usados anteriormente, 
garantirão, igualmente, que cada chamada a XCORIN tenha terminação finita, a menos 
que convirja para mn ponto estacionário de M RI, ou tenha pontos de acumulação em 
E,. 
Passamos a descrever CDRIN. Os dados iniciais da k-ésima iteração são os mesmos colo-




Como CDRIN difere de CDR (por pouca coisa às vezes) em quase todos os passos, des-
creveremos abaixo a k-ésima iteração de CDRIN na íntegra, partindo da descrição feita para 
CDR , e ressaltando em negrito as modificações introduzidas. 
Passo 1. Atualização de Xc, Pc e do modelo quadrático associado: 
a) 
Obtenha Pc, X c, Ac, gc, ÀLSI e gJc, aplicando XCORIN a x(k)' Pc, P=ax, Ac, Pto!, êto/ e 
'1'· 
Se XCORIN retornou no Passo 2, pare, aceitando Xc como solução. 
b) Escolha uma matriz simétrica, B E JR"x", e considere: 
Passo 2. Definição do ponto candidato x+ 
a) Ache Ót, aplicando DS a {xc, q, .Pc1 .6., Ac, 1Jt ), e escolha À+ E JR= 
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Passo 3. 
b) Faça Llh ~ h(xo + 8,)- h(x,) 
c) Escolha bsoc =A~ fl.soc 1 de tal modo que 
Testando X-t-: 
a) -- Faça 
b)-Se 
r 




lih(x+) li > 2p, ou r < 10-4 





b.ii) - Se IIA!P,II > 1J,IIAIIII!PII , vá para Pl.b de XCORIN. 
b.iii)- Vá para Pl.b de CDRIN 
Passo 4. Atualização 
Faça !!.Lv ~ L(x" >.+)- L(.r.('l, >,(<-11) 
a) Se 
!!.L-> ~(L-- L(x('l ,>,('-11)) 
v~ 2 c ) 
então faça Pma:r +-- Pmax/2, 
b) Se 
c)Faça k +- k + 1 ; x(k) +-- x+ ; 
d}Escolha Â 2: .6.min e vá para o Passo 1. 
2.5.3 CONVERGÊNCIA GLOBAL DE CDRIN 
(2.154) 
(2.155) 
A convergência global de CDRIN será obtida, de forma praticamente idêntica à de CDR. 
Nossa t.arcfa, neste caso, se rcdnz a apontar trcs pequenas modificações, a serem fcit.as uas 
formulações da seção 2.4, para estender os resultados lá obtidos para CDR. 
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Uma primeira modificação reside nas hipóteses básicas, pois HSOC deixou de fazer sen-
tido. Do mesmo jeito que na seção 2.4, estamos assumindo até o fim desta seção as demais 
hipóteses básicas. Igualmente fixamos uma dada aplicação de CDRlN, gerando, como lá, 
sequências z(k) e Z obtidas em REST. 
A segunda, corresponde ao fato que, em CDR a primeira etapa de cada iteração é rea-
lizada em uma única chamada de XCOR, enquanto em CDRIN, podemos ter, na primeira 
etapa, várias chamadas a XCORIN numa mesma iteração. Isto sucederá, caso venhamos a 
reduzir ry; significativamente, de modo que a solução aproximada de IIAPII :S ry;IIAIIIIPII deixe 
de se verificar, em P3.b.ii de CDRIN. 
Podemos definir como primeira etapa da iteração k: 
1- Toda a iteração, caso Z(k) não seja finito, ou nela tenhamos infinitos retornos a XCORIN. 
u- Caso contrário, tudo o que é defhúdo antes do último retorno de XCORIN, em x~k) = 
z(k,jk). Neste caso, dizemos também, que a primeira parte da k~ésima iteraç.-"io, tem 
terminação finita. 
Em particular, no caso de terminação finita da iteração, definimos os valores corr·entes 
p~k) e p~k), do gradiente projetado aproximado e do raio da região de confiança, como aquelv; 
obtidos no retorno da última chamada a XCORIN. 
Ao retornar a XCORIN, vindo de CDRIN, numa chamada posterior à primeira, o fazemos 
para tentar obter uma solução melhor de Ap >=::::: O, continuando, exatamente, no mesmo ponto 
onde estávamos no instante em que havíamos aceitado p, na chamada anterior a XCORIN. Isto 
significa que não se alterou nenhum dado usado em XCORIN, exceto 1'/>.- Podemos entender 
que tudo se passa, como se a primeira etapa do algoritmo se conftmdisse com uma única 
chamada a XCORIN, feita com o valor final de"'>. (no caso de um numero finito de chamadas 
a XCORIN), ou com TI>. =O no caso de infinitos retornos a XCORIN. Em particular, podemos 
manter a definição anterior, para sucesso na primeira etapa. 
Dizemos que a primeira etapa é bem sucedida, caso: 
i - z(k) é finita e X(k) A :E c 'F • 
ii- z(k) é infinita, ex* = ~im z(k,j) é estacionário. 
J~= 
Afirmamos poder estender para cá, o teorema {2.4.1) que caracteriza fracasso em X CO R, 
e reafirmar também para CDRIN, que se a primeira etapa da k~ésima iteração não for bem 
sucedida, então z(k) encontra E'f', ou seja, Z(k) n :E'f' 4= cjJ. 
A demonstração desta afirmação, consiste de duas partes: 
a - Z(k) é infinita 
Neste caso, podemos usar exatamente os mesmos argumentos de antes, para garantir 
li. 
b ··· z<'l é finita 
Neste ponto, temos uma qnestão nova, qual seja a possibilidade de um ciclo infinHo 
de retornos a XCORIN, numa mesma iteração, inviabilizando a terminação finita da 
primeira etapa. Veremos que um tal ciclo não pode acontecer, a menos que x~k) E EMRP 
dentro da generalização para CDRIN que faremos do lema da descida suficiente (2.4.5). 
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A terceira modificação a ser introduzida, é tecnicamente mais trabalhosa, e diz respeito 
à 11Descida Suficiente". 
No lema (2.4.5) para CDR, se mostrava que, se Z(k) é finita, e x~k) rt EMRP a descida 
f':..L~) no Lagrangeano, obtida com o passo Horizontal, admitia mna cota inferior, a depender 
do gradiente projetado SPik), e do raio do cilindro de confiança p~k), mru:; não do número de 
condição de h'(x~kl). Em CDRIN, já não nos parece possível conseguir exatamente a mesma 
coisa, pois agora Ósoc e .-\81 dependerão do mímero de condição de h'(xikl). O enunciado do 
lema de Taylor, para o caso inexato (2.5.2), sugere qne &':>variações de L e h, dependem deste 
número de condição. A adequação à CDRlN, do lema de Descida Suficiente que enunciamos 
a seguir, difere da sua versão para CDR, essencialmente pela incorporação desta dependência. 
Além disto, em CDR a primeira etapa ter terminação finita, significava dizer que a 
sequêneia z(k) é finita. Aqui poderia acontecer, aparentemente, um ciclo infinito de retornos 
a XCORIN numa mesma iteração, inviabilizando a terminação finita da primeira etapa. Para 
dizer que x(k+l) está bem definido, sob as mesmas condições colocadas para CDR, teremos 
que verificar que um tal ciclo não pode acontecer, a menos que x~k) E ~MR,. 
LEMA 2.5.3 (DESCIDA SUFICIENTE PARA CDRIN) Se zl'l for finita, e 
x~k) = z(k,ik) r;j:_ L:MRP então x(k+l) está bem definido. Em particular, a primeira etapa terá tido 
terminação finita, com rPàk) +O. 
'-
Além disto, existem constantes positivas Ç~k), Ç~k) e dk), tais que : 
- t:.L ~I = L(x;'1, À 1' 1) - L(xlk+l), ,\lkl) :, çf'l II!P;k) li min{ çj'l IIP;'1 li, çj'l (p;'1) 1/ 2 , t:.min) 
(2.156) 
n- Se a primeim etapa sempre tíver terminação finita, com g>~k) +O, e {x~k)} não se 
acumula em L:'P, então podemos encontrar tais constantes positivas independentemente 
de k, ou seja, fazer çikJ = Ç1, Ç~k) = Ç2 e dk) = i;s, para todo k. 
DEMONSTRAÇAO A demonstração segue, de perto, a que foi feita para CDR, 
e por isto ''economizaremos" alguns dos argumentos já apresentados. Omitiremos o índice 
superscrito k, sempre que não houver confusão possível. Em particular nunca omitiremos o 
índice superscrito k, nas constantes tipo ÇJ e Çj, a não ser pam aquelas que, de fato, indepen-
dam de k. 
Suponhamos que Xc = :rik) = z(k,jk) tt. ~MR,. Isto significa dizer que 
tem posto máximo, e que Xc não é estacionário. Ao forçarmos, através P3.b.ii, soluções cada vez 
menos "ine."Catas " de Ap ~O, na k-ésima iteração de CDRIN, estaremos gerando sequências 
de multiplicadores {,\}t 9 <ik+l' e de raios de "cilindros de confiança" {pi}19<ik+l , em Xc, 
com 1 ::; ik ::; oo, e tais que 
!Pi g+ATÀ; (2.157) 
IIAp;ll < ~dAIIIIP,II (2.158) 
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(2.160) fica por conta de havermos incluido esta exigência em A.JUST. 
Note que, se [[Ap1 [[ :'Ô ry, [[A[[IIp1 [1, para todo valor de ry,, atualizado em AJU ST, nesta k-
ésima iteração de CDRIN, teremos i~c = 1, indicando que só tivemos uma chamada a XCORIN 
nesta iteração de CDRIN. Como queremos garantir que a primeira etapa teve terminação finita, 
precisaremos mostrar que i~c < oo. 
Considere ainda para 1 :::; i < i~c + 1, os modelos quadráticos do Lagrangeano em (x,, .\,), 
definidos na presente iteração, como 
e x+ = X c+ Ót + Ó80C) um passo candidato, definido ao aplicar DS a (xc, qi, Pi• A, 6., 1]t), para 
algum i < ik + 1 e .6. > O. 
De HDIF, HC, (2.143- 2.146) e (2.12G-2.121), existem constantes positivas 6 (k), ... &}k), 
tais que 
ó.L1f < q,(ó,) + Ew, + ~ft:,,, + ~'l K,(A) 2 [[ó,[[ 2 (2.161) 
li h+ li < p, + &'"' + 6 c•J K,(A)'IIM' (2.162) 
l&w,l < ~&''> ry,ry,[[p, li IlM + ç, C'l lló, II'JK,(A)' (2.163) 
[[&,,,[[ < ry,oc[[Aótll + [,"'l K,(A)'IIótll' (2.164) 
l~i t:,,, I < [[~, [[ry'",[[Aó, 11 + Ç, C'l K,(A) 2 [[8,[[ 2 (2.165) 
Além disto, o lema de Taylor "inexato" 2.5.2, nos garante que as constantes positivas 
Ç1 (k) ••• ~k) independem de k, sob HC e a hipótese sobre {x~} feita em ii, ou seja: 
(2.166) 
Analogamente ao que se faz em CDR, conseguimos controlar os termos quadráticos de 
fl.L#, bem como manter x+ dentro do cilindro de confiança desejado, com fl.i talvez pequeno, 
porém suficientemente grande , neste caso encontrando via (2.161 - 2.165) e DS, constantes 
·t· c-C'I ci'l . al · d d d k ( ) 'fi . pos1 .IVas '>6 e '> 7 , 1gu mente m epen entes e , caso 2.166 se ven que, e trus que se 







K 2 (AC'l)' 
min{ Çg (k) [[p; [[, Çg (k) .Jiii, t.min} 
1 
> 20 IIP;[[t. 






Levando (2.170- 2.171) em (2.161 - 2.165), conseguimos eliminar todos os termos de 
segunda ordem em llótll 2 , e ficar com: 
2.5. CDRIN 
!lLfi < ~q,(ó,) + [6ryArytiiP.illlótll + ll~•llry'""IIAI'ló,ll 




Verificaremos agora, que a primeira etapa tem terminação finita, mostrando que ik < oo. 
Suponhamos Ík = oo, por absurdo. 
Então (2.158) e (2.160) nos garantem que IIAp;ll __, O. Como A ~ h'(xc) tem posto 
máximo, por hipótese, isto implica.: 
HOO 
lirn Pi gp(xc) 
HOO 
llgp(xc)ll < lia>; li, para todo i E IN' 




1- Se h(xc) =O, não há o que demonstrar, já que Xc não é E'-Stacionário, por hipótese. 







min{ ~8 (k) llgp(xc) 11, ~g(k) jP;, [',min} 
1 
1506 ik) K 2 (AI'l) 2 




2IIA i'l ll!lmin 
(2.174) nos autoriza a supor i suficientemente grande, de forma que 
Para um tal i, (2.172-2.173) e (2.177-2.181), nos asseguram que se 
[', < 2!l(k) 
11>- < "'i:) 
(k) 









então p~ ::; Pi• Ll < ..6..i, ..6..Lft < -l-qi(6t) e llh+ll < 2pi para todo i < oo, e, neste caso, a 
k-ésima iteração termina com ..6.. > /j.(k) /2. É fácil verificar que AJU ST foi definido de forma 
que, (2.161-2.169), (2.172-2.173), e (2.176-2.181) implicam que, se houver urna rejeição de 
:r+, pelo menos um dos parâmetros 6., TJ>, ou 1Jsoc se reduz à metade. Além disto, se uma ou 
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duas das relações (2.182 - 2.184) se verificarem, qualquer rejeição de x+ implica que, pelo 
menos 1rm dos parâmetros .6., 'f/Ã ou 7/soc presente nas demais, terá se reduzido pelo menos a 
metade. Isto significa que, ou bem a k-ésima iteração terminou, definindo x(k+l) antes que 
(2.182 - 2.184) se verifique, ou então num conjunto finito de iteraçõe.<J, teremos satisfeitas as 
relações (2.182- 2.184). Mas isto significa i~:; < oo, ou seja, a k-ésima iteração tem terminação 
finita. 
Considere ainda o inteiro s(k), tal que z-.~(kJ < r-,i~l ::; z-cs<kJ_1l. 
Veja que depois de s(k) atualizações de 1/>,, t.eremos garantido (2.183), e que para ó. < 
2.6.i .. , A.JUST nos diz que só teremos redução de .6. em caráter opcional, e, mesmo assim, caso 
haja redução obrigatória de 1]>.· Corno isto só poderá ocorrer no máximo s(k) vezes, teremos 
(2.185) 
Como a cota para a descida q(6Pc), dada por (2.71}, continua válida no caso "inexato", 
(2.156) segue de (2.71), (2.169), (2.185) e 
b.LJ;) > -10-4q;,(6,) > -10-5q;,(6Pc) 
Observe que, (2.166) garante K 2(A(k)) uniformemente limitado em V, e Ç1 (k) = Ç1 > 
-(k) -
O ... 6 = f, > O, ou seja, independentes de k. (2.167- 2.168) garantem, nest.e cMo, uma 
cota inferior positiva para Ç8 (k) e çjk), bem corno uma limitação uniforme para s(k), e portanto 
também a parte ii do lema. D 
OBSERVAÇÃO 2.5.4- BOA DEFINIÇÃO DE CDRIN 
No teorema (2.4.4) mostramos a boa definição possível para a primeira etapa de CDR. 
Poderíamos descrevê-la dizendo que, dado k > O, para algum i > k, uma das tres alternativas 
abaixo se verifica: 
1 - A primeira etapa fracassa na i-ésima iteração, ou seja, Z(i) n E'P -=/=- 1> 
ii - z(i) eonverge para um ponto estacionário de MRI, ou então xii) = z(i,j;) é estacionário, 
m - x(i) -=/=- ;r(k) 
O mesmo vale para CDRIN, e os argumentos são literalmente os mesmos que usamos 
para CDR, adaptados à versão inexata do lema da descida suficiente. 
OBSERVAÇÃO 2.5.5 - CONVERGÊNCIA GLOBAL DE CDRIN 
O Lema 2.4. 7 que garante "espaço normal suficiente", igualmente se generaliza para 
CDRIN, essencialmente, com os mesmos argumentos usados para CDR. Apenas mna pe-
quena diferença, na segunda parte do referido lema, merece registro. Lá se garante uma 
cota inferior, não nula, para P~!x, adrnitidas as condições (2.85-2.86). Uma adequação destas 
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Observe q1te (2.18G-2.187) eorrespondem a urna flexibili?;ação de (2.87-2.88), para o caso 
inexato, na medida que gp(xikl) não se conf1mde mais com .Pikl como antes. Caso tenhamos 
llgp(x)'IJII "'IIP~'III, é fácil ver que a condição (2.188) se verifica automaticamente, supondo 
(2.186--2.187). Considerando-se que não garantir llgp(x)'IJII"' II!P~klll, é quase impensável, do 
ponto de vist.a dn análise local, (2.188) é quase supérflua aí . 
Lembrando que p(k) = g(x(k)) + h'(x(k))T,.\(k) é igualmente fácil verificar que ).(k) = >,(k) 
C C C LSJl LS1 
atende (2.187-2.188), desde que 6];'1 satisfaça (2.186), e ll_qJ~'III"' llgp(x~'l)ll. 
O teorema de convergência global (2.4-6) igualmente se generaliza para CDRIN, com os 
mesmos argumentos usados pam CDR, adaptados às versões dos lemas de descida suficim1te, 
e de espaço normal suficiente, que dispomos no caso ine:rato. 
Na verdade, supondo~se que a sequência gerada permanece longe de ~<P• obtém~se, não 
apenas uma subsequência {xik1)}, tal que gp(xik1)) ~O, mas também que piki) ~O. Ou seja, 
não apenas obtém-se uma subsequência convergindo a um ponto estacionário, ma."> também 
garante~se seu reconhecimento pelo algoritmo. Isto acontece por que a "descida suficiente" no 
lema 2.5.3 se escreve em função de gJ~k). Igualmente obtemos gJ~k) ~ O ao impormos (2.186-
2.187). Como não fizemos nenhuma hipótese sobre 11>., o fato de _rp~kj) ~ O, indica que AJUST 
se encarrega de garantir a precisão necessária a 11>. para tauto. Tal fato, nos parece uma boa 





O nosso objetivo neste capítulo, é estabelecer uma teoria de convergência local de CDRIN, 
para pontos que sejam bons minimizadores de MRI. 
Na seção 3.1, exploramos a estrutura local existente próximo a um bom rninirnizador, e 
que servirá de suporte a toda a teoria deste capítulo. 
Na seção 3.2, situamos escolhas, que nos parecem razoáveis de serem imposta.s sobre a 
construção do algoritmo, e que garantem um resultado de convergência local, em vizinhanças 
de bons minimizadores de MRI, com taxa linear num conjtmto finito de passos. Lembramos 
que, nossos resultados de convergência global do capítulo anterior, nos garantem apenas, no 
melhor dos casos, que os pontos de acumulação obtidos sejam de Kuhn-1\tck.er, desde que o 
algoritmo seja bem sucedido em "evitar" E'P. 
Na seção 3.3, estabelecemos condições suficientes para a convergência superlinear em dois 
passos de CD RlN, com base na clássica condição de Dennis-Moré. Em particular, veremos 
que, se passos quasi-Newton satisfazendo uma tal condição forem testados em CDRIN, sufi-
cientemente próximos a um bom minimizador, então êles serão aceitos. Veremos ainda que, 
se a seqnência {x~} gerada em CDRIN convergir para um bom minimizador, para k suficien-
temente grande, ela pode ser identificada como proveniente de um método PQS "inexato", 
associado a CDRIN. A partir desta ponte estabelecida com PQS, indicaremos maneiras de se 
"importar", para CDRIN, métodos de atualização secante bem estudados em algoritmos PQS. 
Na seção 3.4, formulamos um esquema conceitual ALGLOC, que descreve o comporta-
mento de CDRIN com as escolhas efetuadas, e para o qual produzimos resultados de con-
vergência superlinear mais finos que os obtidos na seção anterior. 
Como é de praxe ao se analisar convergência local, assumimos os parâmetros de tolerância 
t:tul = O, e Ptul = O. Excluiremos da análise a ser feita neste capítulo, a possibilidade de 
XCORIN parar num ponto de I;MRI' em alguma iteração de CDRIN, ou da sequência Z gerada 
se acumular em E"'. Isto nos permite concluir, do lema da restauração, da "Boa Definição de 
CDRIN", descrita no teorema 2.4.3 e na observação 2.5.4, que se a primeira etapa da k-ésima 
iteração de CDRIN não tiver terminação finita, então jr. = oo e Z(k) = { z(k.i) : O ::; j < oo} 
converge a um ponto de KT com taxa linear em dois passos. Esta situação é bem mais simples 
do que a outra, na qual CDRIN gera uma sequência infinita X"= {x~k): O::; k < oo}, e que 
será o principal objeto de nossa análise neste capítulo. Consideramos CDR como um caso par-
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ticular de CDRIN e assumimos também, ao longo deste capítulo, que Z é gemdo satisfazendo 
todas as hipóteses assumidas no capítulo anterior, ou seja, HDIF, HB, H>., HA, HPR e HC. 
Gostaríamos de destacar ainda, um aspecto importante relativo à notação que usare-
mos. Neste capítulo, frequentemente teremos sequências referenciadas em {x~}, como {p~kl}, 
{h(x~kl)}, {ó~+l,j)}, mas só disporemos de informações sobre seus comportamentos para xik) 
suficientemente perto de bons minimizadores. Isto nos motiva a fixar urna notação, relativa 
ao conjunto dos iterados {xikl} gerados por CDRIN e subconjuntos U C mn, e referenci-
ada em Z = { z(k,i) E JRn : O < k < k + 1, O ::; j < jk + 1}. Diz respeito a sequêE-cias 
{sCk,i) c IR\ {tCk,i) c IRn e {wCkJ) 2': O} c IR, associadas a Z, no sentido que O~ k < k + 1 
e, para cada mn destes k, O ::::; j < jk + 1. Considere ainda o conj1mto de índices K r, para os 
quais x~k) permanece em U, ou seja: 
(3.1) 
Dizemos que s(k,j) = t(k,j) +O{ w(kJ)) em U, 
1- Se {x~k)} for infinita {k = oo) exigimos Kr igualmente infinito e s(k;,j) = t(k;,j) + 
O(w(k;,i)) para as correspondentes subsequências indexadas em Kr, no sentido 
usual, definido na seção §1.3.1 
ii - Se k < oo, pelo que está firmado para este capítulo no seu início, z(k,j) converje 
a um ponto de KT x*. Neste caso exigimos x* EU e s(k,j) = t(k,j) + O(w(k,i)) no 
sentido usual. 
Analogamente se define s(k,j) = t(k,j) + o(w(k,il). 
Entendemos as sequências indexadas em (k,j) e associadas a Z, como dotadas da or-
denação temporal de Z em CDRIN, ou seja crescentes com k e, para cada k, crescentes 
com j. Por exemplo, se k = oo, diz€'..r que r(k,j) = o(llh(z(kJJ)il) em U, significa garantir 
K1 = { k, : x;• E U} infinito, e que 
llr1'"01 11 
{ ilh(zl'•·ol)ll' 
llr1'"hl li llrlk,,O) 11 
'llh(z1'"'>1)11' ilh(zi'''01)11'···} ~o (3.2) 
3.1 ESTRUTURA LOCAL PERTO DE UM "BOM 
MINIMIZADO R" 
Uma característica que nos parece fundamental em MRI, é a riqueza de sua estrutura 
local, de forte apelo geométrico numa vizinhança de um bom minimizador, em contraponto 
à ausência desta estrutura longe dêle. Frequentemente, resultados que dela dependem são 
demonstrados como lemas, associados aos métodos usados para resolver MRI, e num formato 
mais analítico. Na observação 1.1.1 indicamos que a chave para nossa teoria de convergência 
local consistiria em dispormos, perto de cada bom rninimizador, de uma vizinhança tubular 
da variedade dual DvL = {x E Rn: VxL(x,>.) =O, para algum). E .mm}, cujas fibras são 
as superfícies de nível de h. Para facilitar a leitura deste capítulo, formalizamos tal estrutura 
no teorema que se segue. Conforme já apontávamos na seção 1.1, sua demonstração consiste 
num argumento standard de funções implícitas. Mesmo assim, optamos por apresentá-la, até 
por necessitarmos, em seguida, de uma parametrização da variedade dual que nela aparece. 
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TEOREMA 3.1.1 ( ESTRUTURA DE Vn PERTO DE UM BOM MINIMIZADOR ) 
Sejam f e h de classe C2 1 e x* um bom minimizador de MRI. Então existe vizinhança 
V*, de x*, tal que 
V* = DvL n V* 
é uma superfície de classe C1 e dimensão m, formada por bons minimizadores da f nos níveis 
vizinhos de 1io. Além disto, em V*, cada superfície de nível da h, tem um único ponto de 
interseção tmnsversal com V*, e a projeção II* : V* +--- V*, definida por (1. 7), qual seja 
II'(x) ~V' n 'Hh(xl 
está bem definida, e é de classe C1 
DEMONSTRAÇAO 
Snpondo x* um bom rninimizador, seja Z* uma matriz cujas linhas constituam uma base 
do núcleo de A*= h'(x*}, e façamos a mudança de variáveis 
:c(z, w) = x* + Z*T z + A*T w, onde z E Rn-m e w E JRm (3.3) 
A derivada J*, de "V~L(x(z, w), >.) : JRn+m ~ !Rn no ponto (0, O,,\*), se escreve: 
J' ~ [V2 L(x' .\')Z'T V 2 L(x' .\')A'r A'T] XX 1 1 XX 1 1 (3.4) 
Como .T* é tun bom minimizado r, obtemos 
(3.5) 
O teorema das funções implícitas nos garante então, funções z(w) e À(w) de classe Ct, 
definidas em alguma vizinhança M*, de O E 11?.11\ bem como uma vizinhança V* de x*, tais 
que se x(z,w) E V* e 'VxL(x(z,w),>.) =O, então z = z(w) e).= À(w). Ou seja, 
v·~ {x' + z•T z(w) + A'T w: w EM'} (3.6) 
3.6 diz que D* é o gráfico de uma função de classe C 1, definida em R(A*T). Por-
tanto, se V* for suficientemente pequena, D* será uma superfície de classe C1 , e transversal 
a R(A*T)l_ = R(Z*r). Daí segue a transversalidade, entre 'Hh(x) e D*, em alguma vizinhança 
V* de :1:*. Possivelmente restringindo um pouco mais V*, obtemos a boa definição de 11* em 
V*. II* resulta de classe C1, por um argumento standard com a forma local das submersões. 
o 
A grande vantagem que vemos de olhar para uma vizinhança de x* através de II*, reside no 
fato qne podemos pensar a sequência Z, gerada em RESTe CDRIN, como alternando passos 
na direção Vertical, objetivando a factibilidade, com passos Horizontais, que caminham colados 
à_<; fibras horizontais definidas por Il*. O lema a seguir, corresponde à uma versão analítica 
desta estrntura, e informa sobre ordens de grandeza, dizendo basicamente que: 
(x' ~ II*(.T')) e sua projeção na direção tangente às restrições no ponto II*(x')), 
denotada por P (II"' ( x')) [ ( x' - II* ( x')) J, assintotk.amente se confundem. 
A distância entre um ponto x' e sua "projeção" fl*(x') em V* é da mesma ordem 
de grandeza que a norma do gradiente projetado gp(.T') 
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A distância entre x* e a ''projeção11 de um ponto x' em D*, tem a ordem de grandeza 
da "altura" llh(x'JII· 
A distância entre um ponto x1 e x*, pode ser medida em ordem de grandeza, por 
llgp(:c')ll + llh(x')ll. Isto é o que torna esta relação atraente como função de mérito, 
localmente, na medida que ela dá conta de medir avanços significativos em direção a x*, 
inibindo o efeito Maratos. Infelizmente, longe da solução ela não serve, mas isto não 
impede que a usemos localmente, desde que tenhamos como detectar, eficientemente, 
que estamos nos aproximando de um bom minimizador. Teoricamente, ela tem servido 
de base para análises de convergência local, como a que Powell empreende em (Pow 78]. 
i ~p(d// '"' /1 x'-x"ll ~ II'P(x••)(x'-x")fi 
''=T'ht•) 
x' 
,...._ __ _.--1/x'-"x•l/% /l~(x•)/1 
~ I/ /,(x ")/ 
Esboço geométrico das grandezas envolvidas no lema 3.1.2. 
LEMA 3.1.2 (VERSÃO ANALÍTICA DA ESTRUTURA LOCAL ) 
Se f e h são de classe C2 , ex* é um bom minimizador de MRI, então existe vizinhança 
V* de x*, tal que em V*, (V* x V*, em 3.11}: 








o(llx'- ll'(x'JIIJ (3.7) 
(x'- W(x')) + o(llx'- ll'(x'JIIJ (3.8) 
"" llx'- ll'(x')[[ (3.9) 
"" lih(x'JII (3.10) 
O(lih(x')- h(x")ll) + O(llh(x'JII' + llh(x")ll 2) (3.11) 
"' llgp(x'JII + llh(x'JII (3.12) 
"' llx'- ll'(x'JII + IIW(x'J- x'll (3.13) 
Dado um bom minimizador x*, iniciemos com II* e uma vizinhança compacta V*, de x*, 
conforme garantidos no teorema 3. L 1. Para simplificar a notação, sejam 
x'* = II* ( x') e x 11* = Il* ( x") 
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1- (3.7) e (3.8) dizem essencialmente a mesma coisa. Começamos demonstrando-as. 
Sejam: 
ó P(x")(x-x") 
ó" (I- P(x"))(x'- x") 
Portanto, x'- x'* = 6 + 81. é uma decomposição ortogonal de x'- x'*, nas direções 
normal e tangencial à.s restrições em x'*. Como h(x') = h(x'*), obtemos em V* 
h(x") ~ h(x') - h(x") + h'(x")(3 + ó") + o(ll3 + 6"11) 
implicando h'(x")(ó") o(ll3 + ó"IIJ (3.14) 
Como h'(x") tem posto máximo e ó" E R(h'(x")"), (3.14) garante (3.7-3.8) 
u- Seja W'* = v;XL(x'*, ÀLS(x'*)). Então o desenvolvimento em Taylor, a propriedade 
Lipschitz de P(x) e .\"'(x) em v· e (3.8) nos dão, em v• 
gp(x') P(x')'ilL(x',.\"'(x')) ~ 
[P(x") + (P(x')- P(x")][W"(x'- x") + h'(x"f(.\"'(x')- ,\"'(x")] 
+ o(llx'- x"IIJ 
- P(x")W"(x'- x") + o(llx'- x"ll) 
- P(x")W" P(x")[P(x")(x'- x")] + o(llx'- x"IIJ (3.15) 
Como x* é um bom rninirnizador, se V* for suficientemente pequena, 
P(x'*)W'* P(x'*) será "suficientemente" positivo-definida, em P(x'*)IRn, de forma que 
(3.8) e (3.15) garantem (3.9) 
m- Como h é Lipschitz em V*, obtemos 
llh(.x')ll ~ llh(x"JII ~ llh(x")- h(x')ll ~ O(llx"- x'IIJ (316) 
Para verificar a desigualdade 3.10 no outro sentido, considere a parametrização de 
'D* explicitada em (3.6), e seja w' E JRm dado pelo teorema 3.1.1, tal que: 
x'* = x* + Z*T z(w') + A*T w' (3.17) 
Como A* A *T tem posto máximo, temos que em Rm 
(3.18) 
Como z(O) =O, e z(w) é Lipsdlitz em V*, de (3.18) encontramos ~1 , ~2 , ( possivel-
mente restringindo V* ) e tal que em V* 
llx"- x'll - IIZ'T z(w') + A'T w'll S Çdlw'll 
< ôiiA'A'rw'll 
- 611A'[z•T z(w') + A'T w'JII ~ 61ih(x') + A'[x"- x'llll 
< 6ilh(x"JII + O(llx"- x'll') 
- 6llh(x')ll + O(llx"- x'II'J (3.19) 
(3.16) e (3.19) garantem (3.10) 
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iv - Esercvamos :c"" com a mesma parametrização, on seja 
x"* = x* + Z*T z(w") + A*T w" (3.20) 
Do mesmo jeito que antes, podemos escrever para algum 6, ( possivelmente res-
tringindo V* ) que, em V* x V* 
llx"- x'"ll IIZ'T(z(w')- z(w")) + A'T(w'- w")ll 
< 6IIA'A'r(w' -w")ll 
Ç,IIA'[Z'r (z(w')- z(w")) + A'r(w'- w")JII 
ç, li h(x') + A • [x" - x'J - (h(x') + A '[x'" - x']) li 
< 6llh(x")- h(x"•)ll + O(llx"- x'll 2 + llx'"- x'll') 
< 6llh(x')- h(x")ll + O(llx"- x'll 2 + llx'"- x'll 2) 
(3.10) e (3.21) permitem concluir (3.11) 
(3.21) 
v- (3.12) é uma conseqnência imediata de (3.9-3.10), e do fato que gp(x) e h(x) são 
Lipschitz em V"'. (3.13) segue trivialmente de (3.9-3.12). O 
3.2 CONVERGÊNCIA LOCAL A UM BOM MINI-
MIZADOR 
O teorema de convergência global nos garante, na sua primeira parte, que se a sequência 
gerada por CDRIN não encontra a parte "ruim" do conjtmto crítico do problema (ZnEcp = 1>}, 
então obtemos uma subsequência convergente a um ponto de Kuhn-Thcker. Com algumas 
hipóteses adicionais, conseguimos melhorar este resultado, para garantir que todas as sub-
sequências convergentes tenham pontos de Kuhn-Tucker como limite. Nesta seção, discu-
tiremos condições bastante razoáveis para garantir que o método tenha uma propriedade de 
convergência local a bons minimizadores de MRI, ou seja, que toda a sequência gerada, con-
virja a um bom minimizador x'" de MRI, desde que admita uma subsequência convergindo a 
x*. Além disto, o faremos de forma a garantir que a convergência se dê com uma taxa linear em 
p passos, para algum inteiro p. Em particular, obteremos convergência local R-linear, a bons 
minimizaclores. Observamos que propriedades de convergência local R-linear, nos fornecem 
hipóteses para resultados de convergência superlinear de métodos secantes, que independem 
de garantirmos, a priori, aproximações hessianas muito apuradas, perto da solução (vide os 
teoremas 8.8 e 8.9 de [DM 77]). 
Na seção 3.2.1 situaremos as escolhas a serem assumidas, e na subseção 3.2.2 demonstra-
mos o resultado de convergência local, decorrente das escolhas firmadas. 
3.2.1 ESCOLHAS PARA UMA CONVERGÊNCIA LOCAL 
"BOA" 
O objetivo principal desta subseção, é esclarecer escolhas a serem assmnidas em CDRIN, 
que esperamos abrangentes e adequadas, no sentido de garantir a propriedade de convergência 
local a bons minimizadores, anunciada acima. 
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A segtmda parte do lema 2.4.7, e a observação 2.5.5, nos fornecem uma cota inferior, não 
nula, a Pmax 1 sob algumas condições dadas, e nos proporciona todos os pontos de acumulação 
de CDRIN serem críticos para MRl. Tendo em vista questões que esclareceremos adiante, 
estenderemos este resultado para rnna situação que, iguahnente, garante uma cota inferior para 
outras escolhas do Lagrangeano que auxilia na avaliação do passo "horizontal". O faremos, 
de forma a incluir a própria f nestas novas poss.ibilidades. 
CONDIÇÕES SOBRE AS PRECISÕES ry,, ryA e ry," 
A primeira das hipóteses que faremos, para garantir a propriedade de convergência local 
perto de um bom minimizador, diz respeito às precisões 7J>.., rJt, 1Jsoc· Consideramos duas 
situações diferentes, conforme a escolha do multiplicador de Lagrange para a função de mérito. 
Em HLOCla consideramos escolhas satisfazendo (2.187), e para as quais temos garantida uma 
cota inferior não nula para p}!lx (vide teorema 2.4.7 e observação 2.5.5). Em HLOC1b con-
sideramos a situação mais geral, na qual apenas exigimos _\(k) limitada. 
HLOCl 









b - No caso geral, no qual ,\(k) é apenas uniformemente limitado, faz-se a correção Ó~;oc 
de tal forma que: 
li (k) o (3.24) m ry, -
k-oo 
li (k) o (3.25) m "l.roc 
k-oo 
ry(k)ry(k) 
t •oc o(IIP;'l li) (3.26) 
Além disto p~k) deve ser, nos dois casos, uma aproximação aceitável do gradiente proje~ 
tado verdadeiro, no sentido de ser da mesma ordem de grandeza, em norma, que llgp(x~k))ll, 
ou seya: 
(3.27) 
Raciocinando como na observação 2.5.1, é fácil ver que a condição (3.27), é satisfeita 
sempre que 
lim snp 7JÍk) < lim inf 
1 
(k) (3.28) 
2K2 (h'(x, )) 
Como em AJUST se estabeleceu que O :S: 7JÀk) :S: 11t>, (3.24) e (3.28) garantem auto-
maticamente (3.27) no caso b. Portanto (3.27) só representa uma restrição a mais no caso 
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HLOCla. Além disto, reiteramos que o ajuste proposto em CDRIN, tende a ter um efeito de 
adequar tp~k) a gp(x~k)). (Vide o lÍltimo parágrafo da observação 2.5.5.) 
Observe que as eondições colocadas em HLOCla, são bastante pouco exigentes. Em 
particular, o passo de segunda ordem é dispensável neste caso, mas pode opcionalmente ser 
acionado caso desejemos menos precisão no passo tangente Ót, obtido com o modelo quadrático. 
Como estamos assumindo, neste capítulo, que ZnE10 = 0, olhando para (2.132) e (2.134), 
vemos que a condição expressa em (3.22) é suficiente para garantir que x(k+I) se afaste pouco, 
assintoticamente, do nível onde estava x~k), ou seja: 
(3.29) 
Já a condição (3.23), essencialmente, impede que óik) e 6~~~ fiquem numa mesma direção, 
caso ó~~l = O. Também esta é uma exigência natural, uma vez que ó~~~ está na direção normal 
às restrições, e ó~k) deveria ser "aproximadamente" tangente. Nas condições assumidas neste 
capítulo, (2.127) nos garante 
(3.30) 
(3.30) e {3.23) nos permitem concluir, facilmente, que óik) é, assintoticamente, da mesma 
ordem de grandeza, em norma que ó};l = óik) + ó~!% , ou seja: 
(3.31) 
A exigência ~)'1 -O, colocada em HLOCl.b implica llh'(x~'l)õ)'1 11 ~ a(lló)'111). Como 
estamoo supondo {xikl} longe de :E10 , isto corresponde a forçar óik) assintoticamente tangente 
às restrições. Em particular, obteremos ló~k)ró~~~~ = a(lló~k)lllló~~~ll), e portanto as relações 
(3.29-3.31) valem igualmente no caso HLOC!b. 
Se a escolha do multiplicador de Lagrange para avaliar o mérito do passo Horizon-
tal, ficar assintoticamente longe do multiplicador de quadrados mínimoo, a sua inadequação 
para a análise local nos aponta a possibilidade de fenômenos da natureza do efeito Maratos, 
obrigandC>-nos a dar passos de segunda ordem com algmna precisão, para poder garantir uma 
propriedade de convergência local a um bom minimizador. No entanto, isto não significa que 
devamoo descartar tais multiplicadores por causa disto. Temos em mente que pode ser interes-
sante, longe da solução, usar como função de mérito a própria f, por exemplo, caso o Hessiano 
do Lagrangeano esteja facilmente disponível. Neste caso, a correção de segunda ordem pode 
tornar-se interessante, tanto para garantir passos grandes sem se afastar do nível corrente, 
longe da solução, bem como por ser, seg1mdo o lema de Taylor para MRI 1.4.1, a melhor 
opção disponível para avaliar o passo obtido com o modelo quadrático, caso B(k) seja tuna 
boa aproximação de v;XL(x~k),ÀLS(x~k))). Ao chegar perto da solução, isto muda de figura, 
e pensando um pouco na estrutura local dá para perceber que correções de segunda ordem, 
passam a ser um desperdício aí. A superação deste impasse, nos parece estar no ponto de vista 
colocado por Bertsekas, na sua análise da convergência local em [Ber 82], na qual, ele aponta 
para um uso de diferentes funções de mérito, dependendo de se estar "perto" ou "longe" da 
solução. Nos parece interessante a possibilidade de usar, inicialmente, f1mções de mérito ade-
quadas aos passos a serem dados longe da solução, e, perto de um bom minimizador, tratar 
o problema com a riqueza de estrutura que se dispõe alí. Isto significaria, trocar a função 
de mérito usada até então, por uma mais adequada ao comportamento do algoritmo perto 
de um bom minimizado r. Para tanto, a r;uestiio teórica que nos parece colocada é a de se 
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poder garantir indicações confiáveis que estamos nos apm:r:imando de um bom minimizador. 
Neste nosso caso, conforme veremos na próxima seção, tais indicações estão essencialmente 
garantidas, no limite. 
Limitação no tamanho do passo 
A segunda condição que impomos para garantir convergência local a um bom m1ru~ 
mizador, trata de exigir uma limitação para o tamanho do passo horizontal, com relação ao 
gradiente projetado. 
HLOC2 
O passo dado satisfaz (2.186), ou seya, 
(3.32) 
Trata-se de uma condição bastante natural, ao pensanrios que se B(k) for suficiente-
mente positivo-definida na direção tangente às restrições, tanto os passos de Cauchy, quanto 
os quasi-Newton na direção tangente, satisfazem HLOC2 automaticamente, e portanto qual-
quer passo "decente", neste caso, idem. Este é o caso se tomamos B(k) = 'Y';xL(x~k),À(k)) 
supondo HLOCl.a para pontos suficientemente próximos de um bom minimizador. Condições 
usuais "tipo Dennis-Moré" apontam que perto de um bom minimizador isto deve acontecer se 
desejamos convergência super linear. No limite sempre temos o recurso de impor uma limitação 
no raio da região de confiança na forma 
(3.33) 
Dado o controle dinâmico llh(xl'l)ll ~ O(IIPi'ill), só obtemos IIPi'ill "pequeno" se es-
t.ivermos perto de um ponto de Kuhn-Tucker. Portanto, uma tal salvaguarda, muitas vezes é 
até recomendável, no sentido de uma proteção contra modelos quadráticos muito mal condi-
cionados. A não ser que, xik) esteja muito próximo de mn ponto de Kuhn-1\1cker, que não 
seja um minimizador de MRI, e do qual se deseje escapar rapidamente. Pensando assim, tuna 
restrição a (3.33) estaria no fato de poder sugerir passos excessivamente curtos, perto de pon-
tos de Kuhn-Tucker que não sejam minimizadores do problema. Em geral, espera-se que os 
iterados de algoritmos como o nosso, ao forçar descida suficiente para os passos horizontais, 
tendam a "fugir" de pontos de sela. De qualquer modo, nos parece que possíveis problemas 
com pontos de sela mal-condicionados, em qualquer abordagem que se faça, no limite, terão de 
ser tratados como questões de implementação, com salvaguardas específica..<>, se os quisermos 
levar em eonta. * 
Demonstramos, a seguir, dois lemas que dependem de HLOC1-HLOC2, e que nos serão 
importantes na sequência. No primeiro deles, essencialmente registramos que a variação em h 
com o passo horizontal, é assintoticamente muito pequena com relação ao gradiente projetado, 
e que llwiklll não pode crescer de forma muito brusca, de uma iteração para a outra: 
LEMA 3.2.1 Nas condições firmadas até aqui· 
*Deve-se ressalvar ainda que, uma limitação no raio da região de confiança como em (3.33}, poderia ter im-
portantes contraindicações em alguns métodos secantes. Por exemplo BFGS, dada sua reconhecida capacidade 
de corrigir B(k) próximo a um bom minimizador, conforme veremos na seção 3.3.3. 
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llh(xl'+'l)- h(x~'l)ll 





onde ). (k) é o multiplicador escolhido em CDRIN para auxiliar na avaliação do passo. 
DEMONSTRAÇAO 
(3.34) decorre de HLOC2, (3.29) e (3.31) 




No caso HLOC1b, (2.132), (2.134), (3.24-3.26) nos permitem melhorar (3.34) para 
(3.37) e H.\ garantem (3.35), também no CMO HLOC1b. 
Para estabelecer (3.36) veja que: 
(3.37) 
De HC, HDIF e Z n E'f' = 0, obtemos gp(x) Lipschitz no compacto Z (vide nota de 
rodapé no teorema 2.4.7). Neste contexto, (3.38), HLOC2, o lema da restauração, e o controle 
dinâmico garantem (3.36), através da equivalência (3.27) 
o 
OBSERVAÇAO 3.2.1 
Veja que a variação D..L~), do lagrangeano usado para avaliar o passo horizontal, com-
parada com a correspondente vaxiação do Lagrangeano com multiplicadores de quadrados 
mínimos t;LI'l ~ L(xl'+l) .\ (xl'l))- L(xl'l .\ (xl'l)) se escreve-
'LS lLSC ClLSC l " 
(3.39) 
{3.39) e (3.35) significam que, com as hipóteses HLOCl e HLOC2, conseguimos fazer com 
que a variação em cada passo horizontal no lagrangeano, com um ).(k) 1miformemente limitado 
qualquer, se parece com a que é calculada usando >.~~), a menos de um termo limitado por 
o(M'lll'). 
O próximo lema nos garante que, sob HLOCl e HLOC2, não nos afastamos excessiva-
mente de um bom minimizador, num conjunto finito de passos, desde que comecemos suficien-
temente perto dele. 
LEMA 3.2.2 Dados p > O e vizinhança V* de um bom minimizado r x*, existe vizin-
hança V* de x*, tal que, se os passos dados satisfizerem HLOC1-HLOC2 e x~k) E V* então 
x~kl,x(k+ll,x~k+1l,x(k+2l, ... ,x~k+p), permanecem em V*. Além disto, todos os z(k+iJ) E Z 
gerados para O ::; i ::; p, também permanecem em V*. 
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DEMONSTRAÇAO-
De HLOC!, HLOC2, (3.12), do lema da restauração 2.4.3, e do controle dinâmico obte-
mos, para x~ em alguma vizinhança de x*: 
llxlk+I)- x'll < llxi'+I)- x;')ll + llx;')- x'll = O(II!P~'lll) + ll·x;')- x'll 
O(llx;')- x'll) (3.40) 
llzlk+I,J)- x'll < llzlk+I,J)- xlk+I)II + llxik+I)- x'll = O(llh(xi'+l)JIIJ + O(llx;')- x'll) 
O(II!P;'lll) + O(llx;')- x'IIJ 
O(llx;')- x'IIJ (3.41) 
(3.40-3.41) garantem o lema para p = 1. Para p > lum argumento standard, de indução 
finita, completa a demonstração. D 
QUANDO RESTAURAR ANTES DE ATUALIZAR? 
Apenas para fixar idéias, suponhamos que numa dada implementação adotemos para p, 
em P3.b de XCOR, a fórmula p = p(k,e) = P~L:n!P(z(k,e)). Além de permitida em XCOR, 
tal fórmula nos parece perfeitamente adequada, de.sde que comecemos com um P~1x bem 
calibrado. Suponhamo.':! ainda que, ao completar alguma iteração, por exemplo, a k-ésima, ob-
tenhamos llh(xlk+IlJII = p;') /2. Veja que próximo à solução, (3.9) nos indica que cada passo 
horizontal dado com o objetivo de obter uma boa aproximação de E*, tenderá a diminuir, 
correspondentementc, a norma do gradiente projetado. Se neste nosso exemplo, a norma 
do gradiente projetado, jjgp~"lll, diminuir sensivelmente, isto significa que mnito provavel-
mente n,(x~')) = llp(x~k)JII/(IIg(x~k) li+ 1) também cairá na mesma proporção, principalmente 
perto de um ponto estacionário para MRl. Se nfP(x~"l) cair a menos da metade, isto nos 
dará llh(.?::(k+l))ll > p~;t;>nfP(x~k+l)), e teríamos uma nova restauração. Neste C'..aso f'.St.aríamos 
queimando uma atualização dos dados, só para a restauração. Isto indica como recomendável, 
perto de uma solução de MRI, forçarmos na primeira iteração de XCOR, uma restauração 
com os dados da iteração anterior, a menos que llh(x(k+l))ll seja bem menor que p~k). Um 
critério bastante flexível, porém suficiente, para garantir teoricamente o que precisamos seria: 
HLOC3 
Seja a > O. Ao iniciar XCOR numa iteração de CDRIN, utilize a opção de fazer uma 
restauração inicial, antes de atualizar os dados, pelo menos nos casos em que 
(3.42) 
Veja que, de qualquer modo llh(x(k+l))ll ::; 2p~k) ~ P~lxn!P(x~kl). O argumento colo-
cado logo acima, nos aponta qne, por razões de eficiência, seria recomendável que qualquer 
implementação de CDRIN deveria adotar a estratégia em HLOC3, com algum o: > O e, 
provavelmente, também com uma constante menor que 1Cf3. Portanto, a exigência em HLOC3 
corresponde a uma restrição muito suave, além de dimensionalmente correta. 
PASSOS GAUSS-NEWTON NA RESTAURAÇÃO (ASSINTOTICAMENTE) 
Uma das idéias que fundamentam nosso algoritmo, é a tão decantada robustez do método 
de Ganss-Newt.on para quadrados mínimos, na sua convergência local quadrática para pontos 
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regulares que anulam h. Tirando proveito disto, já que estamos supondo Z n :E'f' = 0, nada 
mais lógico do que supormos qne ót = -A(k,i)th(z(k,j)) seja sempre testado próximo da fac-
tibilidade em REST, no caso exato. Como estamos interessados igualmente no caso inexato, 
chegamos a: 
HLOC4 O primeiro passo 15t = AT ,u+, testado em cada itemção de REST num ponto 
z, com uma aprvximação A de h'(z), satisfará em U = {(z, J-L, A) : z E JRn, J.L E JRm, A E 
mmxn}: 
Aót + h(z) ~ o(llh(z)ll) (3.43) 
Como uma restauração só é acionada em pontos nos quais. llh(z) li "ameace'' o controle 
dinâmico, isto significa que só seremos obrigados, por HLOC4, a dar passos próximos do passo 
GausS-Newton, relativamente perto de pontos estacionários de MRL O próximo lema trata de 
caracterizar o que acontece perto de um bom rninimizador, caso sempre testemos inicialmente, 
em REST, um passo ót satisfazendo (3.43). 
LEMA 3.2.3 
firmadas: 
Supondo x* um bom minimizador, HLOCJ-4 e as demais hipóteses já 
i - Se { xik)} é finita e Z converge pam x*, então a convergência é superlinear. 
ii- Se alguma subsequência infinita de {x~k)} converge para x*, então existe vizinhança V* 




-h' (zCk+Ul) t h(zlk+l,j)) + o(llh(zlk+Ul) li) 
o( li h( zlk+J,j)) li) 
Ao definirmos o passo Vertical completo, na iteração (k + 1), como 
obtemos, em V* 
DEMONSTRAÇAO 
jk-1 
r(k+l) _ (k+l) _ x(k+l) _ "" r(k+I,Jl 
Vy -XC - ~ Vy 
j=O 









Como h'(x*) tem posto máximo, suponhamos V* suficientemente pequena, de modo que, 
h' seja Lipschitz em V*, e para todo z E V*, h'(z) tenha posto máximo, bem como 
(3.49) 
i- Começamos supondo que uma aplicação de CDRIN se esgota na iteração k e que Z 
converge ao bom minimizador x*. Como REST tem sempre terminação finita, a continuidade 
de h'(x), HA e a convergência deZ nos garantem que limj ...... oo(A(k,j)- h'(z(k,J))) =O. Como, 
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além disto, h'( . )t é C 1 em V* e h(z(k,i)) ----t O, HLOC4 nos obriga a testar õr.i) inicialmente 
em cada iteração de REST, de forma a satisfazer 
De (3.50) resulta facihncnte a aceitação assintótica de D~i), assim como a convergência 
superlinear deZ. 
ii - Suponhamos que alguma subsequência infinita { xàk;)} convirja para x"'. 
Por (3.12), (3.27), (3.54) e o controle dinâmico, podemos supor que, em V*. 
(3.51) 
Seja V* C V* uma vizinhança de x"', tal que, se xàki) E V*, P.ntão z(ki+l,i) E V*, para 
todo z(k;+IJ) gerado na iteração ki + 1, conforme nos é garantido pelo lema anterior. 
Suponhamos então {xik;)} contido numa tal V*, para i suficientemente grande. Como 
temos z(k;+l,i) E V*, para O ::; j :S )k, HA, o lema da restauração 2.4.3, e o controle dinâmico 
nos dão: 
IIA1'•+lJ)- A(k,+l,O)II < ÇatAIIzl'•+l,j)- X(k,+l)ll <: Ç.,AÇsllh(xlk.+l)JII 
O(II!Pl'd li) (3.52) 
A(k;+l,O) vale h'(x(k;+l)) ou h'(x~k;)) e x(k;+l) também estará em V*, caso x~k;) E V*. 
Portanto, como h'(x) é Lipschitz em V*, lembrando ainda HLOC2, o lema da restauração 
2.4.3, e o controle dinâmico, obtemos 
(3.53) 
(3.52-3.53) nos dão 
(3.54) 
Como tomar pseudo-inversas é uma função contínua numa vizinhança suficientemente 
pequena de h'(x*), (3.54) e a convergência a zero de IIP~k;)ll garantem 
lim(Aik,+!JI1 - h'(z(k,+l,il)l) =O 
HOO 
(3.55) 
Suponhamos que 6~\+I,j) seja o primeiro passo a ser testado em REST no ponto z(k.+l,j). 
Obtemos, de lit E R( Ar), (3.43) e (3.55) 
_A (k,+lJ) t h(zl'•+l.iiJ + o( llh(zl'•+l.iiJ li) 
-h' (z(k,+J.j)l h(zl'-+lJIJ +o( llh(zl'-+lJIJ li) 
(3.56) 
(3.57) 
De (3.57) obtemos a aceitação assintótica de ó~~+I,j), nma vez que, se V* for snfidente-
ment.e pequena e x~k;) E V* 
(3.58) 
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Conforme a notação estabelecida no início do capítulo, isto significa exatamente (3.44) em 
V', para as sequências _,lk,;J ~ ó~+'J 1 , tl'.n ~ h'(zlk,+l.il)lh(zlk,H.il) e wl'.il ~ llh(zi'+UI)II· 
Analogamente, (3.58) implica (3.45) em V'. Se j, >O, (3.44-3.45) implicam, em V', 
{3.59) e o controle dinâmico nos dão, nesta V*: 
ik-1 
8~+l.O) + L ó~+U ~ 8~+l,OI + o(h(xl'+'i)) ~ 
j=l 




No caso em que há restauração na iteração, como A(k+l,O) = h'(x~k)) ou A(k+l,O) = 
h'(xl'+li), HLOC2, (3.43), (3.44), (3.61) e o controle dinâmico garantem (3.47) em V', 
enquanto que {3.45) junto com o controle dinâmico implicam (3.48) em V*. Se nenhuma 
restauração é feita na iteração, HLOC3 garante o mesmo resultado. D 
Garantindo "Espaço Normal" assintoticamente 
Observe que, sob as condições HLOCla e HLOC2, o lema 2.4.7, na sua segunda parte, 
garante uma cota inferior positiva para p~L,. Isto é mais do que suficiente como garantia de 
espaço normal, para efeitos de uma teoria de convergência locaL No entanto, na sua primeira 
parte, o lema (2.4.7) nos garante apenas que p~~x não diminue na k-ésima iteração, se II!P~k)ll 
ficar muito pequeno. Isto não impede que o raio do cilindro de confiança possa ficar muito 
pequeno em relação a IIPl'l li, dependendo da história passada de Pl'i. No entanto, se houver 
convergência para uma solução, com taxa R-linear suficiente, de modo a garantir IIP~k) li ---+ O 
com taxa R-linear inferior a 1/2, como p~~"' só diminue reduzindo-se à metade, neste caso 
obteremos 
(3.62) 
Ou seja, podemos interpretar que, sob (3.62), I[P~k) li nunca fica assintoticamente "pe-
queno demais", com relação a p!f';l,.,, a ponto de poder inibir o espaço necessário aos passos 
horizontais para uma teoria de convergência local a pontos de KT. Uma condição como (3.62) 
nos parece praticamente indispensável, para podermos garantir que os passos a serem dados 
tenham, sempre, o espaço normal suficiente, para mna teoria de convergência local satisfatória 
para CDRIN. Considere, portanto 
HLOC5 
{Plkl} e {P~lx} satisfazem (3.62} 
O próximo lema interpretará (3.62), dizendo que (3.62) nos garante espaço normal sufi-
ciente, para que os passos dados em cada iteração, perto de um bom minirnizador, não fiquem 
"muito" menores que o gradiente projetado, no sentido que: 
LEMA 3.2.4 Sob HLOCJ-HLOC5, se x* é um bom minimizador, existem vizinhança 
V* de x*, e números positivos Ç., Ç~ tais que, se x~k) E V* e ó~ é um passo aceito em P3 de 
CDR!N, então: 
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IIP~'I 11 < Ç.ll8l:1 li 
-t:.L~1 > ç:IIP~'1 11' 
Em particular, obtemos em V"' 
DEMONSTRAÇÃO 






(3.62) e o lema da descida suficiente (2.5.3) nos garantem 6 >O e 6 > O, tais que 
(3.67) 
(3.12), (3.27) e (3.67) nos garantem (3.64), muna vizinhança V*, suficientemente pequena 
de .r-*. 
Por HDIF, HA, HB, (3.67) e Taylor, obtemos(.> O, tal que, numa vizinhança possivel-
mente menor V*, tenhamos: 
(3.68) 
A equação -Ç~jjp~kljj 2 + IIP~kljjx + e,.x2 =o tem uma raiz negativa e ontra positiva, na 
forma 
~ y't +4Ç.ç:- 111 (k) li (3.69) 
X 2Ç* fPc 
Como 118];1 li 2: O, (3.68-3.69) nos garantem x S 118~ li , o que equivale a (3.63). (3.65) 
segue de HLOC2 e (3.63). O 
Sob HLOCla e HLOC2, obtemos as condições da segunda parte do lema (2.4.7), e 
portanto uma cota inferior positiva para P~lx- Em particular, isto nos garante (3.62), 
com bastante folga. Estamos também interessados em situações nas quais não se garante 
ll.\1'1- .\"(x)'i)ll ~ O(IIP~'III), como por exemplo, quando se usa a própria função objetivo 
f para avaliar o passo. No sentido de mostrar uma situação na qual se obtem HLOC5 neste 
caso, nosso próximo resultado trata de garantir condições para que HLOC5 se verifique também 
aqui. Para simplificar a argumentação, trataremos apenas do caso exato, ou seja, de CDR e 
suporemos h de classe C 3 . O teorema 3.2.5, a seguir, estende para escolhas de ).(k) que não 
satisfazem ll.\(k)- >.,,8 (x~kl)ll = O(IIP~klll), a existência de uma cota inferior para p}!~x· Infor-
malmente, fixemos idéias. considerando o caso ).(k) = O, ou seja, a própria f para compor a 
avaliação de mérito do passo "horizontal". Neste caso, perto da solução, cada restauração pode 
fazer a f subir relativamente muito, em relação à pequena descida conquistada para a f com o 
passo Horizontal. Isto sugere, fortemente, mna correção de segunda ordem para esta escolha 
de >.(k) =O. O res1útado abaixo nos garante, neste caso, uma cota inferior não nula para P~L. 
desde que, além de adotar a correção de segunda ordem, também forcemos um pouco mais 
nas restaurações, no sentido apontado em (3.70). Se temos em mente os comentários feitos 
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logo após HLOCl e, por razões de eficiência~ adotarmos ,\(k) = O apenas longe da solução, 
o resultado abaixo vai na direção de garantir espaço normal suficiente, para que possamos 
identificar estarmos chegando perto de alguma solução. 
Reiteramos ainda, que estamos supondo satisfeitas as hipóteses formuladas no capítulo 
2.5, para CDRIN. Em particular, estamos supondo ).(k) uniformemente limitada. Veja ainda, 
que exigir f!ik) = "11~~ = O, é o mesmo que forçar mna correção de segunda ordem exata, 
o;;;~ -h'(x~'l)l[h(x~'l + 8,)- h(.r,~'I)J, na k-ésima iteração de CDR. 
TEOREMA 3.2.5 Suponhamos h de classe C3 , ry1'1 ~ ry\:1 ~O, HLOC2 e que se force 
um pouco mais cada Testauração, de modo a se obter 
(3.70) 
caso haja uma restauração, na k-ésima iteração. 
Suponhamos ainda, que uma das duas estratégias abaixo seja adotada, ao aplicar CDRIN: 
z - HLOC3 se verifica com a= 1 
"- 11),1'+11 - W 111 ~ O(IIP~' 1 )11) 
Então p~~L: 2: p~g~, para algum k0 E IN 
DEMONSTRAÇAO 
Caso HLOC1a se verifique, caimos na situação já coberta pela segunda parte do lema 
(2.4.7). Basta, portanto, supor HLOClb. 
Lembramos que, o lema da descida suficiente nos garante Ç1 , 6 e 6 tais que 
(3.71) 
Observe que, se na k-ésima iteração não há restauração, então ambas as alternativas i e 
ii do emmciado, juntamente com o controle dinâmico nos garantem, para k suficientemente 
grande, 
(3.72) 
O mesmo argumento usado na segunda parte do lema (2.4.7), garante neste caso um Pmax 
tal (k) < - l-que, se Pmax ~ Pmax 1 en ao 
lt::.LI'II < -~t::.Li'l V 8 H 
Em particular P~lx não diminue nesta iteração. 
(3.73) 
Suponhamos agora k1 e k2 suficientemente grandes, e correspondendo a duas iterações 
nas quais há restaurações, porém de forma que, entre k1 e k2 não se faça nenlnuna restauração 
adicionaL Neste caso, de (2.22) e (3.73) obtemos 
(3.74) 
3.2. CONVERGÊNCIA LOCAL A UM BOM MINIMIZADOR 105 
A idéia, agora, é distribuir a compensação de uma possivel subida de ~L~2 -l), entre as 
(k2 - k1) pan~elas !::!.L~~) em (3.74). Para fazê-lo, observamos iniciahnente, que H.\ e HC nos 
garantem urna condição Lipschitz, ÇL, para L(.,>.(k2- 1l) em Z. Desta condição, junto com o 
lema da restauração 2.4.3.iii, H.\, (3.70) e (3.36), obtemos constantes positivas Ç4 , Ç5 e Ç6 , tais 
que: 
6..L~2-l) L(xik2l, ;.(k2l) _ L(x(k2J, ).(k2-ll) 
L(x;k,J, ,\lk,-1)) _ L(xlk>l, ,\(k,-1)) + (,\lk,J _ ,\(k,-l)jTh(x)k'J) 
< ÇLilx)k'1- x1k'111 H,p},';!,IIP)k'1)11') 
< 9;llh(x1k'1lll H,p},';~,II.P;k,-l 1 lll'l (3.75) 
Aplicaremos uma "soma telescópica'' e.m llh(x(k:;d)il, visando usar a condição que garante 
(3.70) para llh(x~kJ))II. Não haver restamação para k1 < k < k2, significa xik) = x(k), para 
k1 < k < k2. Nestas condições, de HLOC2, (3.70) e (3.75), obtemos 6 > O, tal que: 
k2-1 
< I: Ç,ll h(xlk+II) - h(x;kl) li + Mh(x;kd) li + Ç,p;,':!, IIP;k,-IJ 11 2) 
k""'kl 
k2-1 
< I: Ç,llh(x1'+11)- h(x~'1 )11 + ç,p},';!,IIP)'>I)II') +Ç,p},';!,llg,;k'-'111') (3.76) 
k=kl 
Do mesmo jeito que para D.L~l, em (3.73) acima, possivelmente diminuindo Pmax, eon-
seguirnos garantir que, se p~lx :::; Pmax 1 e k for suficientemente grande, então 
Para emnplet.ar a limitação procurada para !:l.L~2 -l}, basta rnostmr que existe Pmax, tal 
que, se p~~lx:::; Pmax, então obtem-se, para todo k entre k1 e k2 - 1, que: 
(3.78) 
Corno estamos supondo h de classe C 3 , e rJ~k) = r]~~~ = O, HLOC2 e o lema de Taylor 
no:-> fornecem constantes positivas {8 e {9 , de modo que 
(3.79) 
possa nos melhorar a estimativa (3.71), ao fornecer 6o > O satisfazendo 
(3.80) 
O cont.rolc dinâmico nos garante Ç11 > O, tal que 
(3.81) 
Analisamos, a seguir, cada uma das possibilidades para 
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1- M I NlkJ ~ ~diP;'I li 
Neste caso, -/::,.L~1 2: 6IIP;'ill 2 e (3.79) garantem (3.78), desde que 
Se 11.'1';'111 2: b, satisfaxemos (3.78), caso 
(k) <- ~ 6b 
Pmax - Pmax SÇu 
ii - M I N(k) = ÇlOp~k) I/3 
Neste caso, teremos 6 2 tal que 
6IIP;kJII > 6oP~k1113 ::> ç,,(p},':lx!P~'I) 113 





< 63II1P~'1 11' 
> 6oPl::lx 
113 II!P~k 1 11'13 
De (3.81) e (3.83-3.84), obtemos 
desde que 
m- MJNikJ ~ Ç3 
l:sll h(xl'+11 ) - h(x~'1 ) li < l;n Ç1/16 II!P~k) 11'13 Pl::lx 516 
< ~t (k) 1/311 (k) 114/3 S <,lOPmax !Pc 
< -~t:,.LI'I 
8 H 
(k) - _ ( 6o )' 
Pmax :::;: Pmax - 1/6 
81:n63 
Nest,e caso, fazendo 
- ç, 
Pma:x = SÇn 








Fazendo Pmax como o menor dos valores encontrados em (3.83), (3.87) e (3.88), obtemos 
(3.78). De (3.74), (3.77) e (3.78) obtemos 
garantindo assim, que também quando há restauração, P~lx não se reduz abaixo de algum 
valor positivo, após mn conjtmto finito de iterações. D 
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3.2.2 CONVERGÊNCIA LOCAL LINEAR A CADA p PASSOS 
Nosso resultaclo básico desta seção, garante convergência local linear num conjunto finito 
de passos, sob as condições discutidas na §3.2.1, e supondo urna subsequência convergente 
a um bom minimizador x*. Na verdade, mostraremos que podemos dotar tuna vizinhança 
V*, de x*, com urna função contínua q*(x) 2: O, da mesma ordem de grandeza, em V"', que 
qualquer norma do IR\ e tal que q*(x) tem convergência linear a zero em x*. 
Sob as hipóteses firmadas no capítulo 2, se a k-ésima iteração de CDRIN não tiver ter-
minação finita, e z(k) não se acumular em E'f', obteremos convergência linear em dois passos 
de z(k) = { z(k,i) : O ::; j < oo} a um ponto de KT x*. Se x* for um bom minimizador, 
e valer também HLOC1-HLOC4, o lema 3.2.3 nos garante que a convergência é superlinear. 
Como estaremos analisando CD RIN, daqui para a frente, assumindo também Z n E<P = 0 
e HLOC1-HLOC5, não há mais nada que nos pareça valer a pena explicitar, supondo que 
CDRIN se esgota em alguma iteração k. Em resumo, estamos assumindo, ao longo do resto 
deste capítulo, que 
Xc = {x~k) :O:::; k < oo} é urna sequência gerada em CDRIN tal que, além de 
satisfazer às hipóteses formuladas no capítulo 2 e Z n E"' = 0, conforme indicação feita 
na introdução deste capítulo, igualmente satisfaz HLOC1-HLOC5. 
TEOREMA 3.2.6 (CONVERGÊNCIA LOCAL LINEAR EM p PASSOS ) 
Se { xik}} admitir uma subsequência convergente a um bom minimizador x*, então existe 
inteiro p > O tal que toda a sequência converge para x*, com taxa linear em p passos. Em 
particular, a convergência é R-linear. 
A demonstração do teorema se fará, generalizando a demonstração do mesmo resultado, 
no caso de minimização sem restrições. No sentido de motivar a construção a ser feita, discu-
tiremos inicialmente este caso particular. 
OBSERVAÇÃO 3.2.2 -CASO DE MINIMIZAÇÃO SEM RESTRIÇÕES 
Pensando no caso rn = O, temos aí um algoritmo típico para minimização sem restrições, 
com passos de "descida suficiente" , em regiões de confiança, bem cmno aproximações hessianas 
Bl'i limitadas. 
Seja x"' um bom minimizador de f : IRn --+ IR. 
O lema da descida suficiente e HLOC2, neste caso, garantiriam Ç1 > O e uma vizinhança 
V* de x*, tais que, se x(k) E V*, então: 
x(k+l) _ x(k) 
j(xlk+l)) _ J(xl'l) 
O(llg(xl'i)ll) = O(llxl'l- x'll) 
< -6llg(x1' 1)11 2 
(3.89) 
(3.90) 
Como o polinômio de Taylor quadrático da f, em torno de x*, tem hessiana W* = 
\J2j(x*) positivo-definida, ele define urna norma ll·llw· no JRn. É imediato obter daí, numa 
vizinhança v•, possivelmente menor, de x•: 
llx- x'll\!v. = q•(x) = (x- x'fW'(x- x•)"' llg(x)ll 2 (3.\11) 
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Como q" é o polinômio de Taylor de grau 2, em x*, e f é de classe C 2 , (3.89) nos dá, em 
(3.92) 
(3.90-3.92) nos garantem (2 > O tal que, possivelmente restringindo a vizinhança V*, 
nela obtenhamos 
q'(xl'+'l) _ q'(xl'l) < -[,q'(xl'l) 
ou seJa, llxlk+l)- x'llw· < VI- 6llx1' 1- x'llw· (3.93) 
De (3.93) é fácil concluir mna versão do teorema 3.2.6 para MSR, ou seja : 
Se urna sequência {x(k)} for gerada satisfazendo {3.89-3.90), e alguma subsequência 
convergir a um bom minimizador x*, então toda a sequência converge paro x*, com taxa 
linear na norma 11-llw·· Em particular, isto garante a taxa linear mun conjlmto finito 
de passos, em qualquer norma. 
Fixemos, pelo resto do capítulo 3, x* pam denotar um bom minimizador, bem como 
(V\ TI*) para designar uma vizinhança tubular de x*, como a que é fornecida no teorema 
(3.1.1), e com as propriedades garantidas no lema (3.1.2). Manteremos, igualmente, a notação 
do lema, ou seja, escreveremos x'"' = II*(x'), para x' E V*. 
Como \JL(x'"', .\Ls(x'"')) =O, no compacto V"', o lema de Taylor se escreve como 
L(x', À"' (x")) - L(x", .XL, (x")) = q' (x') + o(llx' - x" 11'), onde, 
q'(x') = ~(x'- x"f'V;.L(x", ÀL,(x"))(x'- x') + o(llx'- x"ll 2) 
(3.94) 
(3.95) 
A demonstração do teorema 3.2.6 generaliza a análise apontada para MSR, ao fazer, 
em cada nível de h, e considerando q* definida em (3.95), essencialmente a mesma conta que 
fizemos no caso MSR. q* deixa de ser mn polinômio quadrático, porém pela observação (1.1.1), 
II* é de classe C 1. Dado HDIF, v;"'L(II*(x), .\Ls(II*(x))) resulta contínua em V* e portanto 
q* também é contínua em V*. Como W* é positivo-definida na direção tangente às restrições, 
é facíl ver de (3.7-3.9) que, possivelmente restringindo um pouco V*, nela obtemos 
q'(x') > O 
q'(x') "' llx'- IT'(x')ll'"' llgp(x')ll' 
(3.96) 
(3.97) 
(3.96-3.97) permitem interpretar q* como uma medida, em V*, do quadrado da distância entre 
cada ponto de V* e o minimizador, em V*, da superfície de nível na qual ele se encontre. 
Para a demonstração do teorema, precisaremos de alguns lemas preliminares. Os dois 
próximos lemas generalizarão para MRl, propriedades que q* satisfaz no caso MSR. O primeiro 
deles se destina a verificar que q* exerce, com relação ao Lagrangeano que ajuda a avaliar o 
passo horizontal L(x~k) + . , ,\(kl), um papel análogo ao que exercia com relação a função 
objetivo em (3.92), no caso MSR. 
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LEMA 3.2.7- Existe vizinhança V* de x* tal que ern V*: 
(3.98) 
DEMONSTRAÇAO 
Dado um V* conforme firmado adma, o lema 3.2.2 nos garante V* C V*, tal que, se 
1'1 E V-' t·- (k+II ·1'1 + 151' 1 E V' P 'fi (3 98) · . I lkl E V-' P I .r c , e11 .ao .r = .7,.., I! . ara ven car . , consH ere :r: c . oc emos 
escrever então 
6L)71 L(.,;lk+II, "''I)- LH'I,.\1'1) 
L(.7:1k+l), \.,(xlk+II')) + h(cri'+II)'I'(.\1'1 _ \Jrl' li)')) 
L(.r;'l, .\" (x~'l')) - h(x;'lf[.\ (k) - .\,Jrlk+II') + .\" (xi'+li') - .\" (x~'l ')] 
L(xlk+I), .\" (xlk+I) ')) - h(x;'l)" (.\" (xlk+II') - .\" (x;'l')) 
L(:r;'l, À,,, (x:~'i')) + (h(xlk+I)) - h(x:~'l ))"(À (k) - À" (xlk+II')) (3.99) 
Somando O em (3.99), na forma 
chegamos a 
[-L(xlk+II', À"(xlk+II')) + L(xlk+II', \.,(:ri'+II'))] 
+ [-L(x~kl', .\"(xi'+II')) + L(.1:;kl', .\,.J:rlk+II'))j 
6L~1 L(xlk+l), .\,_Jr(k+II'J) - L(xi'+I)', À" (ri'+ 11')) 
+ L(.rlk+ll' .\ (xlk+II')) _ L(xlkl' .\ (xlk+II')) 
1 LS <. l LR 
+ L(xlkl' .\ (xlk+II')) _ h(xi'I)T(À (xlk+II') _À (xlkl')) 
~lLS c LS J,Sr. 
L(x;"l, .\"(x;,'l')) 






Por (3.94), podemos snbstitnir a expressão no segundo membro de (3.100), mn V*, por 
(3.105) 
Como ~~(x1kl) = h(x~k)*), (3.94) nos autoriza a substituir a.s parcelas nas linhas (3.102-
3.103), em V*, por 
(3.106) 
(3.9), HLOCZ e (3.105- 3.106 ) nos pennil.ern então substituir a..9 parcelas em (3.100) e 
(3.102-3.103) por 
(3.107) 
Como 'VL(xU•+ll*,/\ ... s(:r:(k+l)*)) = O , a expressão em (3.101.} fica controlada por 
O(flxlk+I)'- .r.i'l'll'), em V'. 
De (3.11), HLOCl, HLOC2, (3.34) c do controle dinâmico obtemos, em V*: 
(3.108) 
Segue que, em V*, (3.101) satisfaz 
(3.109) 
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Finalmente HLOC2 e '\s(.) Lipschitz no compacto V*, nos garantem II.\Ls{x~k)) -
.l,_,(xl'+11')11 ~ O(jjgp(x~kl)jj), em V'. Juntamente_ mm (3.34-3.35), obtemos urna limitação 
na expressão (3.104), dada por o(jjgp(x~kl)ll'), em V' 
Jnntando as limitações acima comentadas obtemos (3.98) em V* D 
Vamos mostrar agora qne, analogamente ao que se obtinha com (3.93), no caso m = O, 
q* funciona para um passo horizontal ó};), dado em CDRIN e satisfazendo as hipóteses até 
aqni assumidas, provocando uma aproximação a V* com taxa linear no sentido que 
LEMA 3.2.8 Existe vizinhança V* de x* e O ::; Çq• < 1 tais que em V* 
(3.110) 
DEMONS_TRAÇÃO 
Considere V* como no lema anterior. (3.64}, (3.96), o lema 3.2.2 e (3.98) garantem 
[ 1 > O, bem como alguma vizinhança V* C V*, tal que se x~k) E V* obtemos 
De (3.97), seja Ç2 > O, tal que em V*, possivelmente ainda menor, 
O<: q'(x~'1 ) <: ç,jjgp(x~kl)ll' 
(3.111), (3.112), (r >O e ç, >O noo dão (3.110), com 
(3.1!2) 
D 
O próximo lema nos dá urna relação importante que devem satisfazer x(k) x(k+J) e xlk+2) ) c 1 c c 1 
caso xik) esteja suficientemente próximo de um bom minimizador ::c*. Basicamente nos dirá 
que, a redução de q*(x) entre x~k+l) e x(k+2), com taxa linear garantida pelo lema anterior, 
essenciahnente se mantém como tal, também entre xàk+l) e xik+Z), depois de uma restauração 
entre xlk+Z) e xàk+Z), possivelmente "pioradan por um termo controlado por o(q*(x~kl)). 
LEMA 3.2.9 Sejam V* e O < f,q• < 1 como no lema anterior. Con8idere ainda f,q• < - . 
Çq• < 1. Então existe vizinhança V* C V* de x* tal qu.e ern V* 
q'(xlk+') + O(llh(x1'+')llllgp(x~k+Il)il) + o(jjgp(x~k+II)II') 
< ~ .q'(xlk+II) + o(q'(xl'l)) q c c 





Come~awos com V* 1 como no lema aut.crior, c aplicamos o lema 3.2.2 para obter V* C V*, 
de forma que se xlk) E V• então x(k) x(k+l) x(k+l) x(k+Z) e x(k+Z) esteiam em V* 
1 c c ) 1 c ) c ' "J • 
Suponhamos x~k) E V*, e simplifiquemos um pouco a notação para 
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\72 L(xlkl' À (xl'~')) xx c>r,s:c 
v;,L(xl'l', À"' (xl'l')) 
A scgnir, decomporemos a expressão 2[ q* (x~k+2)) - q*( x(k+2)) Jm numa soma de 5 fatores, 
rmhstittüudn 
(:r~k+Z) _ :r~k+2)*) = (x~k+2) _ x(k+2)) _ (x~k+2)* _ :r(k+~l*) + (x(k+2} _ x(k+2)*) 
no último dos fatores à esquerda em 
q'(x(k+2l) ~ (x(k+2) _ x(k+2)*)TW(k+2)*(:r{k+2) _ x(k+2)*) 
C C C C C Cl 
bem como 
no primeiro dos fatoreR á esquerda de 
q*(.r(k+2l) = (.1;(k+2) _ x{k+2l*)TY,V(k+2l*(:r(k+2) _ .1;(k+2l*), 
Obteremos assim, 
2[q'(x;'+21)- q'(.,l'+'l)] (x;'+21- x:;k+'l'fw}'+'l'(x;'+'l- xl'+'l) (3.116) 
(x;'+'l _ x;'+'l'fw}'+'i'(x)""'i' _ ·"1'+'1') (3.117) 
+ (x;'+'l _ x)'+'l'f(W,I'+21' _ wl'+2l')(xik+'l _ ·"lk+21') 
(3.118) 
+ (x)'+2) _ xlk+'I)TW(k+2)' (xl'+2) _ xlk+21') (3.119) 
(.")k+2)' - ,r,lk+21'fwlk+2)' (;clk+2) - xlk+2) ') (3.120) 
Observe que, do lema da rest.auração 2.4.3, gp(.7J) lipschitz em \Í*, HLOC2, (3.9), (3.11), 
(3.36), c do controle dinâmico, obtemos em V*: 
llgp(x)k+ll)ll O([[gp(x)'l) [I) (3.121) 
llxlk+2)- xik+21'[[ O([[gp(x;'+'l) li) (3.122) 
[[x;'+'l- x)k+2)'11 () ( [[gp(:c;'+ 1)) 11) (3.123) 
llx:;k+2) - xlk+2) li () (li h(.I;i' IZ)) li) (3.124) 
llx~'+21' - xlk+2l'[l O([[h(.r.I"+XI) [I) (3.125) 
Possivelmente, restringindo ttm poueo mais \Í*, obtemos v;xL(x, ·\s (x)) uniformemente 
contíuna em \Í*. Isto significa que: 
1- Os hessianos acima são uniformemente limitados em V*. Portanto, (3.122-3.125) c 
(3.12) garantem que as expressões (3.116), (3.117), (3.1HJ) e ( 3.120) admitem, em V*, 
nma limitação, do tipo, O([[h.(xl'+'l)[[[[gp(xl'+ll)[[). 
ii- Como v;"'L(x, .\Ls(x)) é turra função uniformemente contínna em vizinhanças com-
pactas de .1:*, (3.122) e (a.123) 11os assegtiram cpte (3.118) aclmir.c, em V*, tuna limitação 
do t.ipo o([[gp(xl'+ll) [[ 2) 
i e ii aeima nos dão (3.113), em V*. 
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(3.34), (3.48) e (3.121) nos garantem, em v· 
(3.126) 
(3.110), J3.113), (3.121), (3.126) e a equivalência (3.97) garantem (3.114), possivelmente 
restringindo V* nm pouco mais. 
(3.115) é urna conseqnência imediata de (3.121) e da equivalência (3.97). D 
Em particular, (3.114) nos informa que existe O .::; Çq* < 1, tal que, dado w > O, então 
existe k0 > O e vizinhança V* de x*, tal que se x~k) permanecer em V* para todo k 2:: k0 então 
-~k = q*(:r:~kl) deverá satisfa7.er, a partir de k0 , à..c; desigualdades 




O objetivo do próximo lema é demonstrar que, uma sequência satisfazendo (3.127-3.128), 
para w suficientemente pequeno, tem uma limitação no seu comportamento que implica con-
vergência linear num conjunto finito de passos para zero. A demonstração do teorema (3.2.6) 
se completará, verificando que dada vizinhança \Í* de x* podemos encontrar nma vizinhança 
nela contida V* tal que se xiku) f',stá em V* então xàk) não sai mais de V• para k 2: k0. 
LEMA 3.2.10 Sejam k1 :S: oo, O < k0 < k1 - 2 e M > O. Suponhamos que a k0 se 
. ' - {) t . {) ' 1 -2 1- [1, assocwm c,k0 e Wk 0 > , ,azs que < <.,k0 < e wko < 4 
Suponhamos ainda que, para todo inteiro k, entre k0 e k1 , tenhamos, 
Sk+I < Msk (3.129) 
Sk > o (3.130) 
Sk+2 < ÇkSk+l + WkSk (3.131) 
onde, 
O<Ç,-<:1;,,<1 (3.132) 
0 < Wk :S: CJko (3.133) 
Então, para todo k e j 2:: 2, tais que k0 ::;: k < k + j::;: k1 , obtemos 
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sk+i < 2(1 + M)s,(l;-'1, onde (3.134) 
(3.135) 
Em particular·, se k1 = oo, então: 
z - sk converge a zerv, com taxa linear num conjunto finito de passos p > O. 
n - Se Çk -----+ O e Wk -----+O, entao a convergência é superlinear em dois passos. 
DEMONSTRAÇAO 
Sejam ko :S k ::; k1 - 2, e considere a solução Sk para a equação de diferenças finitas 
abaixo, com condições iniciais em k e k + 1, dadas por, 
Sk+2 - çkosk+l + wko•9k 
s, s, 
Sk+l - Sk+l 
- -
Uma tal solução estará definida para k ~ k. Seja ainda, para k :::; k :::; k1 
Segue de (3.136-3.138) e de Sk >o' €ko >o 1 wko >o, que sk >O. 
Vamos verificar agora que, Sk também satisfaz (3.131). 
Para tanto, veja qne 
8k+2 - (Çk.§,.,+l + Wkh) Sk+2 - (Çksk+l + WkSk) 
[Sk+2- (~koSk+l + WkoSk)] 







O lado direito da relação acima, tem seu primeiro termo:::::; O por (3.131), o segtmdo nulo 
por (3.136) e o terceiro negativo ou nulo por (3.132-3.133) e ;~k > O. Isto garante a afirmação 
feita logo acima. 
(3.137 -3.138) nos dão Sr.= O e Sr.+l =O. De €~co > O, W~c0 > O e S~c satisfazendo (3.131), 
obtemos S~c :::; O para todo k entre k e k1. Isto significa que, 
(3.142) 
onde O < (ko < 1 e -(ko < (ko < O são as raízes da equação característica, z2 - tko z - W = O 
de (3.136). As condições iniciais (3.137-3.138), nos dão 
[Co[ = 5k-l-1 - s~(ko 
Çko- Çko 
< (1 + M) ~> 
i;k" 
(3.143) 
IC1I ~ 1 8 '+1 - s;f.k" I 
Çko - Çko 
< (1 + M) s, 
l:ko 
(3.144) 
Como l(k"l < (," < 1, (3.142-3.144) nos garantem (3.l34). 
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Em particnlar, se k1 = (X) 
i- (3.1:34) significa neste caso convergência R-linear, com taxa (ko· Fazendo p tal que 
2(1 + M)(f-2 < 1 obtemos, ainda de (3.134), a convergência linear em p passos, uma 
o - -
vez qne, neste caso Sk+v :::; ÇkoSk, para todo k 2: ko. 
ii- Se çk -----+o e Wk --to, isto garante por (3.135), a definição de tko, de wko a possibilidade 
de escolher [,, -+ O, e portanto de obter 2(1 + M)[,, -+ O. Mas então, (3.134) garante 
a convergência superlinear em dois passos de Sk. 
o 
DEMONSTRAÇÃO DO TEOREMA 3.2.6 
Conforme a observação feita antes do lema anterior, dados (3.114-3.115) e o lema ante-
rior, a demonstração do teorema consiste PID verificar que, para alguma vizinhança V* de x"' 
como no lema 3.2.9, existe vizinhança V* c V* tal que, se x~ko) estiver em V*, os iterados 
gerados por CDRIN não abandonam mais V*, depois de k0 . 
Dados V' e f,,., como no lema 3.2.8 e w < ,_j(1-f,I;.)/4, (3.114-3.115) nos autorizam a 
supor ~1 >O, V* como no lema 3.2.9, e tais que, se x~k) E V*, então 
q'Hk+'l) :<: ç,.q'(x~k+ll) + wq'(x~'l) 
q'(·"~k+l)) :<: ç1 q'(x~kl) 
(3.145) 
(3.146) 
(3.96-3.97) e o controle dinâmico nos permitem supor V* possivelmente um pouco menor, 
de modo que tenhamos O < 6 < 6 garantindo, em V* 
(3.147) 
Observe que, neste caso, ~ko = Çq* e Wko = w satisfazem às condições deles exigidas no 
lema anterior, desde qne x~ko) E V*. Seja então 
e p E IN, tal qne 
- f,,. + ,_jç;;. + 4w' 1 + ç,. 
c,.~ < < 1, 
' 2 - 2 




O lema 3.2.2 nos fornece um c > O, de tal modo que, se llx~k) - x*ll < c, então 
x~k), x(k+l)' x~k+1)' x(k+2)' ... ' xik+p)' x(k+p+l)' estão em V*. 
Afi:rmamos que, se llx~k)- x*ll <E, então x~k') e x(k') permanecem em V*, para todo 
k 1 2:: k. 
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Para garantir a afirmação, dada a definição de E, basta verificar que para todo m E IN 
llx\k+mp) - x'll < E (3.150) 
Suponhamos llx~k)- x'll <E . 
Nrnte caso, 3.150 é trivialmente válida para m = O. Supondo (3.150) verdadeira para 
O::; m:::;: m, obtemos pela definição de E que x~k') e .'L'(k'+l) permanecem em V*, para k+fhp ~ 
k' :; k + (m + 1)p. Da construção feita ocima, (3.134) e (3.149) obtemos então 





Pelo princípio de indução finita, isto nos dá 3.150, para todo m e, portanto, a afirmação 
feita em itálico. O lema 3.2.10 nos garante assim, a taxa linear de convergência, num conjunto 
finito de passos, de q*(x~kl). A equivalência (3.147} em V* garante o mesmo também para 
llx~k) ~ x*jj. Em particular, a convergência linear num conjtmto finito de pa.ç;;sos garante a 
convergência R-linear. O 
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3o3 CONVERGÊNCIA SUPERLINEAR EM DOIS 
PASSOS DE {x~k)} 
O nosso objetivo principal nesta seção, é estabelecer uma condição suficiente para a con-
vergência superlinear em dois passos, da sequência {x1kl : 1::::; k < oo}, gerada em CDRIN. 
Isto significa, basicamente, estabelecer condições sobre o modelo quadrático adotado e o passo 
Horizontal nele escolhido, em P2 de CDRIN. O faremos de forma a levar em conta a já 
clássica condição de Dennis-Moré para convergência superlinear, a ser melhor detalhada adi-
ante, bem como o ponto de vista "inexato", presente no, igualmente clássico, trabalho de 
Dembo-Steihaug (vide [DES 82] e o comentário sobre o algoritmo DES no começo da seção 
2.5 ). 
Na subseção 3.3.1 estabeleceremos a condição suficiente para convergência super linear em 
dois passos, anunciada acima. Na §3.3.2, verificaremos que {x~k)} satisfaz um algoritmo tipo 
PQS inexato associado, e que a condição suficiente por nós encontrada, guarda estreita relação 
com uma condição suficiente para a convergência superlinear em dois passos, estabelecida por 
Powdl para PQS em [Pow 76]. Na §3.3.3, exploramos a relação estabelecida na subseção an-
terior, corno objetivo de indicar uma maneira de "importar", para CDRIN, métodos secantes 
teoricamente consolidados para PQS. 
3o3ol CDRIN E A CONDIÇÃO DE DENNIS-MORÉ 
Uma idéia que vem fundamentando nossa construção, é a de estabelecer um vínculo entre 
o passo Horiwntal em direção a otimalidade e o passo Vertical, através do controle dinâmico, 
mas desacoplar a resolução dos correspondentes subproblemas quadráticos, em cada passo. 
Ou seja, cada passo horizontal 6H é pensado como um passo que faz a f descer na superfície 
de nível atual, enquanto que os passos 6v são passos nos quais a preocupação se restringe a 
tentar chegar mais próximo da factibilidade. A estrutura local perto de um bom minimizado r, 
apontada na seção 3.1, nos indica que, se desejamos uma boa taxa de convergência, é bastante 
razoável que numa vizinhança de um bom minimizador x*, o objetivo seja partir de x~k), e 
fazer com que xlk+ll ~ xà'l +8);'1 chegue "bem perto" de !I'(xà'l). (3.110), (3.114-3.115), junto 
com (3.96} e o controle dinâmico nos indicam que, se {x~k)} converge a um bom minimizador 
x*, e conseguimos garantir bons passos horizontais, no sentido que q*(x(k+l)) = o(q(x~kl)) em 
V*, então obtemos convergência super linear em dois passos. 
Observamos ainda que, numa vizinhança V* como a dada pelo teorema 3.1.1, 
IT*(x~k)) é a solução de: 
g(x)+h'(x?>. O 
h(x) - h(xàkl) 
(3.153) 
(3.154) 
Dennis-Moré em [DM 74] caracterizaram uma condição nece.ssaria e suficiente para con-
vergência local superlinear de um algoritmo quasi-Newton, que vise resolver o sistema de 
equações não lineares F(x) =O, perto de um ponto regular x*, sendo a F de classe C 1. Essen-
cialmente supõem sequências x(k) ~ x* e B(k) de aproximações hessianas inversíveis tais que 
o passo quasi-Newton s~1 = x(k+l) ~ x(k) seja dado por 
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Denotaremos o passo Newton para resolver F(x) =O em cada x(k) por 
A condição, por eles demonstrada como necessária e suficiente para convergência super-
linear, exige que s~J e s~) se confundam assintoticamente, no sentido que : 
(3.155) 
Pensando informalmente o passo 6~) , nos parece lógico traduzir (3.155), exigindo que 
o passo Horizontal 6)~l se confunda, assintoticamente, com o passo Newton para resolver 
(3.153-3.154}. Observe que, se supomos disponível, em x~k), um multiplicador de Lagrange 
)._(k), satisfazendo 
).(k)-----+ ,\_* = _\LS(,r,*) 
isto significa que, o passo Newton para (3.153-3.154), a partir de (.x~k), 5.. (k)), pode se escrever 
como 
P)'l(v;xL(xl'l, X<'l)ó~l + g(xl'l)) o 
h'(x~'ljTó~) - O, 
(3.156} 
(3.157) 
onde PJ'I = P(x;), denota a projeção ortogonal em N(h'(xl'l). 
(3.153-3.154), satisfará: 
Um passo qnasi-Newton para 
p~'I(B<'Iój;'l + g(x;'l)) - O 
h'(x;'l)ó);l - O 
(3.158) 
(3.159) 
Em particular, (3.156-3.159) permitem reescrever a condição de Dennis-Moré (3.155), 
para as equações (3.153-3.154), num outro formato, ou seja: 
p(ki(B<'I _ '17' L(x<'l ~('l))ó<'l 
c ''"'' c ' H 
(3.160) 
(3.161) 
Como estamos igualmente interessados em resoluções inexatas dos subproblemas lineares, 
tanto (3.155) e (3.160-3.161), como a teoria estabelecida em [DES 82], nos parecem indicar 
a substituição de (3.158-3.159) por mna formulação sobre os resíduos admissíveis assintotica-
mente, ou seja: 
p~'i(B('Iój;l + g(x;'l)) = a([jó)7111) 
h'(xl'lfó;;1 = o([[6;;1[1) 
(3.162) 
(3.163) 
Consisteutmncutc com o ponto de vista "inexato", cstarnos relaxando a condição (3.161) 
para (3.163}. Corno est.amos "supondo" xik) --+ x* e :\(k) --+).*,é fácil ver que ao substituir 
'\l;xL(xik), ).Ckl) por W* = '\l;xL(x*, ).*) em (3.160), isto induz uma condição equivalente à 
(3.160), num formato até mais usual na literatura, ou seja 
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(3.164) 
(3.162-3.163} podem ser interpretadas como uma condição "quasi-Newton inexata" com 
respeito a B(k) para promover a aproximação de V* perto do nível corrente. (."1.164} nos dá 
uma condição ''tipo Dennis-Moré" para esta aproximação. t 
Na subseção seguinte veremos que (3.164) está naturalmente associada à uma condição, 
demonstrada por Powell como suficiente, para convergência local superlinear em dois passos 
de métodos PQS, com passos quasi-Newton. 
Nosso resultado principal desta subseção consiste em estabelecer que, se {xàk)} converge 
a um bom minimizador x* e passos satisfazendo (3.162-3.164) tiverem sido testados, suficien-
temente perto de x*, então a convergência se dá com taxa superlinear em dois passos . 
Para evitar complicações secundárias, trataremos formalmente, apenas, do caso 
HLOCl.a. Ou seja, suporemos que a sequência de multiplicadores {).(kl}, que auxilia na 
avaliação dos passos candidatos, satisfaz 
(3.165) 
Ao final da seção indicaremos sucintamente como tratar o caso HLOCl.b. 
A demonstração de tal resultado tem dois momentos. Primeiro precisamos mostrar que, 
se uma sequência x~k) --+ x* foi gerada por CDRIN de tal forma que, em iterações com k 
suficientemente grande, uma sequência J~l = J~k) +Ó~~b, satisfazendo (3.162-3.164), foi sempre 
obtida inicialmente em P2, e testada em P3 com multiplicadores satisfazendo (3.165), então 
6~) terá sido aceito a partir de algum k. 
Uma vez garantida a aceitação assintótica de uma tal sequência {J};l}, a aproximação de 
x(k+l) a D* se revelará na forma q*(x(k+l)) = o(q*(x~kl)). O lema 3.2.9 nos garantirá, então, a 
convergência super linear em dois passos, de { q*(x~k))} a zero. O controle dinâmico, a estrutura 
local de x* e q(x') ~ llx'- x'*ll 2 numa vizinhança de x*, Msegurarão a mesma propriedade 
para llxl•l- x'll-
Começamos com dois lemas, indicando o efeito da estrutura local discutida na §3.1, sobre 
urna sequência {J~l} satisfazendo {3.162-3.164). Suporemos {Ó~)} avaliada a partir de qual-
quer Se<]_Uência {y(kl}, desde que convirja a um bom minimizador x*. Nosso interesse maior, 
reside em cMos nos quais y(k) é uma subsequência de x~k). Vamos manter a notação da seção 
anterior, relativa a II*, ou seja y* = II(y(•J), para y suficientemente próximo de x*. 
f(3.163) corresponde a caracterizar 6j;1 como um passo Horizontal. Dadas as hipóteses firmadas para 
CDRIN até aquí, (3.34) junto com (3.65) já implicam (3.163). Ou seja, (3.163) teria de ser exigida de qualquer 
jeito para que, sob as hipóteses HLOC1-HLOC5, 61:) pudesse coincidir com o passo horizontal x(k+I) - x~k) 
para todo k suficientemente grande. 
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LEMA 3.3.1 Se yl'l converge a um bom minimizador x• e {8)Jl} satisfaz (3.162-3.164} 
com y(k) no lugar de x~k) e B(k) E IRnxn simétrica então 
- P(y1' 1)8);"1 +o(li8i!"111) 




Como h'(x"') tem posto máximo e1 por hipótese1 y(k) converge a um bom minimizador, 
para k suficientemente grande (3.166) pode ser obtida de (3.163) e de 
(3.168) 
(3.162), (3.164), (3.166), e a continuidade uniforme de P(x) numa vizinhança compacta 
suficientemente pequena de x*, garantem 
Em particular, como W* é positivo-definida no espaço tangente às restrições, (3.9) 1 
(3.166) e (3.169) nos dão (3.167). o 
O lema a seguir verifica formalmente, que a idéia fundadora da escolha em (3.162-3.164) 
se mantém para ó}il, on seja, a.c;sintoticamente J~l se conf1mde com y(k)* - y(k). 
LEMA 3.3.2 -(k) Nas condições colocadas no lema anterior para y(k) e óH , obtemos: 
(3.170) 
DEMONSTRAÇAO 
Usaremos como notação, p(k) P(y<kl), ptk)* P(y(k)*), Wi;)* 
v;XL(y(k)* 1 ),LS (y(k)*)). W* = P*W* P* e W(k)* = p(k)*w~;)* p(k)* representarão as restrições 
das hessianas W* e w~;)*, às respectivas direções tangentes. 
Como P(x) é uniformemente contínua, suficientemente perto de x*, e y(k) converge a um 
bom minimizador, (3.7), (3.166) e (3.167) implicam, para a componente de yl'l•- yl'l- ,5~1 
na direção normal às restrições, que: 
(I_ P')(yl'l• _ yl'l _ ,5);1) (I_ pl'i•)(yl'l• _ yl'l) _ (I_ pi'I)J~I 




Para completar o argumento, falta mostrar uma limitação semelhante para a componente 
tangencial, P•(yl'l•- yl'l- ,5);1). 
Observe que a continuidade uniforme de P(x) e v;xL(x, ÀL8 (x)), numa vizinhança com-
pacta suficientemente pequena de x*, {3.7), e o lema de Taylor para -'V L(y(k)* +. , ),Ls(Y(kl*)) 
nos garantem em alguma vizinhança V* de x*: 
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W'(y<'l• _ y<'l) W5'i'(y<'l• _ y<'l) + o(llyl'l• _ yl'l lll 
_ plkl•w?l'(yl'l• _ yl'l) + o(llyl'l• _ yl'lll) 
-gp(y<'l) + o(lly<'l• _ y<'lll) (3.173) 
(3.167) e (3.169), a continuidade mliforme de P(x) em V' e (3.162-3.167) nos asseguram: 
- w·8~1 ~ gp(ylkl) + o(IIYikl•- ylklll) 
De (3.173-3.174) obtemos 
IIW'(y<'l• _ y<kl _ t);l)ll 
o(IIY1' 1'- y1' 111l 
Como a restrição de W* a P*(Rn) é positivo-definida, obtemos: 
IIP'(y1' 1'- y<kl- 6\:'1)11 ~ o(IIY1kl•- Y1k111) 





OBSERVAÇÃO 3.3.1 COMPATIBILIDADE ENTRE (3.162-3.164) E CDRIN 
Suponhamos B(k) satisfazendo HB, e suficientemente positivo-definida, para k suficien-
temente grande. Suponhamos ainda, que seja possível escolher ó}kl de modo a satisfazer 
{3.162-3.164). Como estamos assumindo~> Ll.min no irúcio de cada iteração t, é fácil con-
cluir que 6}kl será de descida suficiente, para q(k)(ó) = fP~k)[) + .56B(k)6, perto de um bom 
minirnizador. Note que {3.163) praticamente equivale a impor ryt) --+ O. Supondo 'T}Ik) --+ O, 
(2.127) praticamente nos impõe, 6~~~ = o(lló?~lll). Desta forma, 6J;l = ótl + 6i~l, igualmente 
satisfaz (3.162-3.164). Se usamos (3.165) para testar 6~1 e ele for aceito, HLOC!.a estará 
automaticamente atendido e portanto também HLOC5. HLOC2, numa vizinhança de um 
bom minimizador, é urna consequência imediata de (3.167). As demais hipóteses de imple-
mentação para CDRlN, não impõem restrições adicionais à escolha de B(k), nem tampouco de 
tnn candidato satisfazendo (3.162-3.164). 
O lema da aceitação a seguir, nos dirá que, passos satisfazendo (3.162~3.164), terão 
sido aceitos assintoticamente, desde que testados com um multiplicador satisfazendo (3.165). 
Trata-se de nm lema crucial para estabelecer nosso resultado principal desta seção. Em parti-
cular, nas condições da observação acima, o lema da aceitação nos garantirá que, se testarmos 
pa.ssos 6J7l, como os que acima estão descritos, em P3 de CDRIN, suficientemente perto de nm 
bom minimizador, então êles serão aceitos e as demais hipóteses exigidas para CDRIN estarão 
satisfeitas. 
tTendo em vista urna certa arti:ficialidade na exigência de se começar, a priori, cada iteração com ó. ;::: Ó.:min, 
reforçamos aqui o conteúdo da observação 2.3.2.D. Ou seja, é natural se obter neste tipo de algoritmos, com 
funções de classe ()2, que estratégias "decentes" de atualização para ó. igualmente gerem, assintoticamente 
e de forma expontânea, raios das regiões de confiança suficientemente grandes para comportar estratégias 
satisfazendo (3.162-3.164). 
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LEMA 3.3.3 ( LEMA DA ACEITAÇÃO ) - Suponhamos que x;kl ~ x', satis-
fazendo as hipóteses até agora assumidas para CDRIN. Suponhamos, ainda, que { 6};:l = 
b~k) + Ó~~D satisfazendo {3.162-:9.164) seja testada em P3 de CDRIN, para todo k suficien-
temente grande, e que ).(k) satisfaça (3.165). Então 6~) terá sido aceito, a partir de algum 
k. 
DEMONSTRAÇAO 
Como :r~k) -4 x*, P3 de CDRIN e (3.167) nos garantem que, uma condição suficiente 
para garantir a aceitação de J~l, para todo k suficientemente grande, é dada poT: 
llh(x;kl + Jj;l)- h(x;kl)ll <; p;kl 
L(x;kl + 6);1, ~lkl) _ L(x;kl)l'l) 
q1kl(6j;l) + o(lqlki(Jj;l)l) 
(3.177) 
(3.178) 
A primeira das relações acima nos garante que x~k) + 6~l, assintoticamente, permaneceu 
nos cilindros de confiança correspondentes. Corno x~k) -J. x*, (3.167) nos garante ó.J;l ---J. O e, 
portanto, também teremos q(kl(8~))--+ O. Sendo assim, (3.178) claramente garante, assintoti-
earnente, a passagem de 8~l no teste da "otimalidaJe ", em P3 de CDRIN. 
A demonstração do lema se concretizará com a demonstração das relações (3.177-3.178). 
Começamos verificando (3.177): 
Como HLOC1a implica P~2x longe de "zero", P3 de XCOR nos dá, neste caso, 
llgp(x~kiJII ~ O(p~'l). Por outro lado, (3.163) e 3.167 nos garantem, neste caso, (3.177) ao 
assegurar 
(3.179) 
Para ver (3.178} mostraremos que, tanto óLfj;l quanto q(kl(6}7>), assintoticamente, se 
confundem com -q*(x~"l). 
Para verificar (3.178), começamos verificando que: 
(3.180) 
Observe que, somando e subtraindo L(xikl•, ÀL,(xi'l•) em L(x)kl+6);1, ~(ki)-L(x;kl, ~1'1), 
chegamos a: 
b.Lj;l [L(x;kl + 6);1, À~(x;'l'))- L(x;kl•, ÀL,(x;kl•)) 
+ L(xlkl• ). (xlkl')) - L(xlkl ). (xl'l'))] 
clLSC ClLSC 
+ (~lkl- >.L,(x;'l•))'(h(xi'l + J~l)- hH'I)J 
Veja que o primeiro dos tres termos à direita da igualdade acima considerada, é limitado 
por o(llx;kl -xikl•ll') devido à (3.170), 'V,L(x;kl•, À~(xi'l')) ~O e HDIF. A mesma limitação 
é garantida ao terceiro termo, por (3.163), (3.167) e (3.165). (3.94) nos diz que a segunda linha 
vale -q*(:r~"l) + o(llx~k)- x~")*ll 2 ), e a equivalência (3.97) completa a verificação de {3.180}. 
A relação que completa a última afirmação em itálico acima, seria: 
122 CAPiTULO 3. CONVERGÊNCIA LOCAL 
q<'l(.5)]1) ~ -q'(x~'l) + o(q'(x~'l)) (3.181) 
De (3.162) e (3.166-3.167) e lembrando qne P?l ~ PJ'IT, obtemos 
i)~ Ir p~klr g(x~'l) + o(llíJ~I li') ~ -6~1r P?l n<'l6~1 + o(llíJ~III') 
-6)~1 n<'l{j~l + o(llí>)7111') (3.182) 
Corno x~'l ~ x', obtemos WJ'I• ~ W'. De (3.182), (3.164-3.167) e (3.170), obtemos 
!P
(kiTJ(kl + ~J(kl B('IJ(kl 
c H 2 H H 
-~6~ 1 n<'1.5)]1 + o(116~1 11') 2 . 
-~.5~1 wo<'l·,5~l + o(llb)]111') 
-~(x~'l•- x~'l?wJ'I'(x~'l• - x~'l) + o(llx~kl• - x~'l li') 
(3.183) 
(3.184) 
A definição de q', (3.97) e (3.184) garantem (3.181). Portanto, também (3.178). O 
TEOREMA 3.3.4 Dentro das hipóteses até agora estabelecidas para CDRIN, se x~k) 
converge para um bom minimizador x*, e candidatos satisfazendo (3.162-3.164), tiverem sido 
testados em P3 de CDRIN, para k suficientemente grande, com .\(k) satisfazendo (3.165), então 
a convergência é superlinear em dois passos. 
DEMONSTRAÇAO Suponhamos {6};l} satisfazendo as condições do teorema tenha 
sido testada, para k suficientemente grande, e portanto aceita assintoticamente, como estabe-
lece o lema anterior. Em particular, (3.97), (3.98) e (3.180) nos dão 
(3.185) 
Levando (3.185) em (3.110) e (3.114-3.115) verificamos 
(3.186) 
A equivalência (3.97), o controle dinâmico e (3.13) nos dão 
(3.187) 
(3.186-3.187) garantem llx~k+Z)- x'll ~ o(llx~'l- x'll), completando a.ssim o argumento. 
o 
O corolário a seguir, estabelece condições para a convergência super linear em dois pas-
sos de { x~k)}, ao escolhermos para B(k) o hessiano do lagrangeano, com multiplicadores que 
convirjam para o multiplicador ,\* da solução. 
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COROLÁRIO 3.3.5 Sob as hipóteses até agora assumidas, se B(k) = \7;xL(x~k), ).(kl), 
).(k)--+ ,\*, e uma sequência {6};l} satisfazendo (3.162-3.163) tiver sido testada no início de 
cada iteração, com ).(k) satisfazendo (3.165) e suficientemente perto de um bom minimizador, 
então a sequência tem convergência superlinear em dois passos. 
DEMONSTRAÇAO Para poder aplicar o teorema anterior, basta, portanto, verificar 
também (3.164). Veja que, neste caso 
pi'I(BI'I- W')iíl'l = pl'l(V' L(xl'l .\1'1)- V' L(x' .\'))iíl'l 
C H c XX Cl XX 1 H (3.188) 
Como x~k) -----+ x* e À (k) --+ ,\ *, a continuidade de \12 Lxx numa vizinhança de x* garante 
assim (3.164). D 
Usualmente teremos ,\(k) satisfazendo também (3.165), e não apenas ).(k)--+ ).*. Ou seja, 
no caso do corolário acima, a escolha ). (k) = >. (k) se imporá naturalmente, na prática. 
OBSERVAÇÃO 3.3.2 ~ GLOBALIZAÇÃO E COMPATIBILIDADE DE (3.162~3.164) 
O teorema 3.3.4 vai no sentido de dizer que se desejamos obter convergência superlinear 
em dois passos, devemos dispor de um método para atualizar fl(kJ, ót) com A(k) satisfazendo 
(3.165), e que faça duas coisas: : 
i~ Suficientemente perto de um bom minimizador garanta {3.164), desde que o passo 
horizontal ó~l = óik) + óà~ satisfaça (3.162-3.163). 
n- "O globalize dentro " de CDRlN, no sentido de garantir que, perto de cada bom 
minimizador, seja possível testar passos satisfazendo (3.162-3.163} e, ao mesmo tempo, 
compatível com as demais hipóteses assumidas para CDRIN. 
A questão de como globalizar um dado método de atualização de B(k), com boas pro-
priedades locais, pode ter diferentes respostas para cada método, e às vezes corresponde a uma 
q11estão bastante difícil de se responder, se desejamos formas eficientes de fazê-lo. Tentaremos 
situar este ponto na próxima subseção, quando falaremos de "métodos secantes". A dificuldade 
maior, nestes casos, está em garantir fJCkl = pc(k) B(k) p~k) suficientemente positivo-definida em 
N(h'(x~kl)). 
Já no caso do corolário 3.3.5, ao tomarmos B(k) = '\72 L(x~k), _\(k)), com ll.\(k)_ÀL5 (x~kl)ll = 
O(llgp(x~kl)ll), é bastante simples fazer uma globalização compatível em CDRIN. Neste caso, 
por exemplo, poderíamos definir 8_};l na forma indicada na observação 3.3.1. Um exemplo 
concreto de tal estratégia, corresponde à implementação de CDR que testamos e registramos 
no capítulo 4. Nela, enquant.o a região de confiança permanece ativa, tomamos para candidato 
em P2 de cada iteração, uma "boa" aproximação do minimizador do polinômio de Taylor de 
segunda ordem para L(x~k) +. , ÀLs(x~kl)) restrito ao espaço tangente N(h'(x~kl), e à região 
de confiança corrente. Mantemos a prÓpria L(x~k) +. ,ÀL8 (x~kl)) c,omo função de mérito, 
para auxiliar na avaliação do passo Horizontal. Quando a região de confiança deixa de ficar 
ativa, o algoritmo de Moré-Sorensen (vide [MoSo 83]}, que empregamos para definir o passo 
Horizontal, automaticamente passa a devolver, como candidato, o passo Newton do modelo 
quadrático restrito a N(h'(x~kl)). 
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OBSERVAÇÃO 3.3.3 RELAXANDO ll~(kl- .\"'(x~•l)ll ~ O(ligp(x~kl)ll) 
Se quisermos usar um multiplicador de Lagrange para avaliar o passo Horizontal, que 
seja limitado, mas evitando ter que atender (3.165), teremos que fazer algumas exigências a 
mais. Basicamente, teríamos que enquadrar 6~l = 6tl + 6~~ em HLOCl.b, ou seja: 
Comp.l - 6ik) foi assintoticamente aceito em DS, ou seja, é um passo de descida suficiente para o 
modelo quadrático. 
Comp.2 - 8~k) e 8~~~ satisfazem HLOCL b. 
Além de Comp, para conseguirmos demonstrar um lema da aceitação, neste caso, pre-
cisamos também de alguma garantia com relação a espaço normal suficiente para passos 
na direção Horizontal. Pelo menos HLOC5, seria necessário. Por exemplo, ao assrnnir-
mos HLOCl.b e {x~k)} ----+ x*, uma possibilidade é estarmos usando mna estratégia para a 
restauração e para HLOC3 (ou, alternativamente, para À{kl), como as prescritas no teorema 
(3.2.5). Nestes casos, conseguíriamos uma cota inferior não nula para p~lx, suficiente para o 
lema da aceitação também aquí. 
3.3.2 CDRIN E PQS "INEXATO" 
O objetivo desta subseção é verificar que, sob as hipóteses assumidas até aqui, se {x~k)} 
for gerada com passos quasi-Newton s);l, satisfazendo (3.162-3.163), então iguahnente sa-
tisfaz um algoritmo PQS, resolvido de forma inexata, e gerado por PJkl B(k) Pc(k). A partir 
daí, veremos como os resultados obtidos na seção anterior, se relacionam com resultados es-
tabelecidos para métodos PQS. Em particular, se ótl também satisfizer a condição (3.164), 
adaptada para CDRIN a partir da condição de Denn.is-Moré, {x~'l} igualmente satisfará uma 
condição análoga, que Powell determinou como suficiente para convergência superlinear em 
dois passos, de PQS com resolução exata dos subproblemas quadráticos. Um resultado de 
Dembo-Tulowitski, enunciado em [DT 85] sobre PQS com resolução inexata dos subproblemas 
quadráticos, nos permitiria concluir, por este caminho, a convergência superlinear em dois pas-
sos de x~k) a x*, desde que assumida a aceitação do passo quasi-Newton. Isto, em si, não nos 
traz resultados novos, e nem mesmo uma nova maneira de provar a mesma coisa, já que uma 
boa parte da garantia de convergência superlinear em dois passos, obtida na seção anterior, 
consistia em demonstrar a aceitação assintótica dos passos quasi-Newton. Já aquí, precisamos 
supor esta aceitação como hipótese. No entanto, entendemos ser importante estabelecer esta 
ponte entre PQS inexato e CDRIN. O objetivo maior, é tent.ar construir mecanismoo que nos 
permitam "importar" para CDRIN, parte da farta literatura sobre métodos secantes, existente 
para MRI em PQS. 
Conforme veremos adiante, mesmo que trabalhemos em CDR, ou seja, com resolução 
exata dos subproblemas, ainda assim não obteríamos, em geral, { x~k)} associado a um PQS 
com resolução exata, mas tão somente inexata. 
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PQSLOC 
Chamaremos de PQSLOC, ao método PQS, sem avaliação de mérito do passo, usualmente 
apresentado para estudar suas propriedades de convergência local, a um bom minimizador de 
MRL Corresponde, basicamente, a dar passos quasi-Newton para resolver \7 L(x, .\) = O. 
Supondo dada, em cada pont.o x(k), uma matriz B(k) E Rnxn, descrevemos PQSLOC por 
(3.189) 
Uma generalização da condição de Dennis-Moré para MRI, foi obtida por Boggs-Tolle-
Wang em [BTW 82] caracterizando, sob determinadas hipóteses, como necessária e suficiente 
para convergência superlinear, em um só passo, de mn método PQS, a condição : 
(3.190) 
onde pl'l ~ P(xl'l). 
Um resultado muito útil é o de Powell [Pow 78], segundo o qual, supondo convergência, 
estabelece como condição suficiente para convergência superlinear em dois passos 
(3.191) 
O resultado de Powell aponta para que se trate algoritmos PQSLOC, como algoritmos 
"tipo" Horizontal- Vertica~ no sentido que: 
(3.192) 
onde OH é tangente e Ov normal às restrições em xUc). 
Veja qne a condição de Powell (3.191), exige acuidade na aproximação de fl(k) a W*, 
apenas na direção o};)' ou seja 
(3.193) 
enquanto qne (3.190) exige o mesmo para o passo na direção o);>+ O~). Já a condição de x* 
Rer nm bom minimizador, é uma condição sobre W* na direção tangente às restrições, apenas. 
De fato, temos a impressão que uma boa parte dos métodos secantes para MRI, que não fazem 
penali>mção na função objetivo diretamente, (embora quase sempre usem f1mções de mérito 
com penalização), acabam de uma maneira, ou de outra, garantindo (3.191), mas não (3.190) 
(vide [Pow 78], [CC 84], [NO 85], [FON 88]). 
A condição de Powell guarda grande afinidade formal com a condição (3.164), que resul-
tou na convergência super linear em dois passos para CDRIN, embora aparentemente, ambas 
se refiram a seqnências geradas em processos distintos. Nosso objetivo nesta seção, é mostrar 
que, num sentido inexato, sequências geradas em CDRIN, também podem ser tratadas como 
se tivessem sido geradas por PQSLOC. 
126 CAPITULO 3. CONVERGÊNCIA LOCAL 
Podemos igualmente considerar métodos PQS, com resolução inexata do subproblerna 
quadrático. Um resultado que tomamos como referência, é o de Dembo-Tulowitski. Em (DT 
85], eles enunciam: 
TEOREMA 3.3.6 (DT} Se um método PQS é localmente convergente, com uma taxa 
superlinear em um ou em dois passos, então o método correspondente a aceitar, em x(k), uma 
solução inexata ó(k) do subproblema quadrático, herda a respectiva propriedade assintótica se 
e só se 
(3.194) 
onde ólk) seria o passo 11exato", dado a partir· de x(k) 
Vamos agora caracterizar {x~k)} satisfazendo (3.162-3.164), para k suficientemente 
grande, como sendo obtida por um método PQS com resolução inexata do snbproblema 
(3.189), satisfazendo a condição de Powell, e de forma a garantir (3.194). Para tanto, de-
comporemos o passo entre x~k) e x~k+l), na sorna do passo horizontal ó};l dado em CDRIN a 
partir de x~k), com o passo vertical ó~+l) = x~k+l) - x(k+l), já antecipado em (3.47). Note 
que, para manter a coerência com a notação da seção 3.2, vamos descrever um algoritmo PQS 
decompondo sua k-ésima iteração õ(k) na forma, talvez pouco usual, 
(3.195) 
Para cada B(k) considere 
(3.196) 
LEMA 3.3.7 - Suponhamos que {x~k)} converge para um bom minimizador, e é ge-
rada por CDRIN, satisfazendo as hipóteses até aqui assumidas, bem como as condições quasi-
Newton para B(k), em (3.162-3.163). Então {xtl} coincide com uma sequência gerada 
de forma inexata por PQSLOC, com aproximações hessianas jj(k). Ou seja, neste caso, a 
sequência gerada em CDRIN satisfaz: 
pJ'l[jji<Jsl'l + g(x~'l)] _ o(il8i'lll) 
h'(x~'l)sl'l + h(x~'l) - o(ii81'ljj) 





Se além disto também valer (3.164) então igualmente se verifica a condição de Powell 
(3.191} para {x~'l} 
DEMONSTRAÇÃO 
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Do lema 3.43 e da eqnivalência {3.65}, obtemos 
(3.200) 
(3.3.7) e (3.166), por sua vez, nos asseguram 
(3.201) 
Nas condições do enunciado, de (3.162), (3.196) e (3.201), obtemos: 
P,I'I[Íil'i(x~'+ll _ x~'l) + g(x~'l)] p~'I(BI'I P?l(o)71 + 0;,'+11 + g(x~'l)) 
_ PJ'I(BI'Io);l + .q(x~'l)) + o(ll8/711i) 
o(ll8);1 li) (3.202) 
De (3.34), (3.47) e (3.65) obtemos 
h'(x~'l)(x~k+l)- x~'l) + h(x~'l) h'(x;'l)oi,'+li + h(xi'+li) 
+ h'(x;'l)o);l + [h(x~'l)- h(xi'+Ji)] 
o(ll8);1 li) (3.203) 
{3.163) e (3.200) nos dizem que, ó};'l e ó~) são "assintoticamente ortogonais", garantindo 
(3.204) 
Levando c'lta desigualdade em (3.202-3.203), obtemos (3.197-3.198). 
(3.164), (3.166) e (3.200) e (3.204) garantem a c.ondição de Powell (3.191) para {x~'l}. D 
OBSERVAÇAO 3.3.4 
Se {x~kl} é uma sequência gerada por PQSLOC inexato, satisfazendo (3.197-3.198}, con-
verge para um bom minirnizador e satisfaz a condição de Powell, é fácil verificar que satisfaz 
igualmente as condições do teorema 3.3.6. Neste caso o teorema 3.3.6, junto com o fato da 
condição de Powell ser suficiente para a convergência superlinea.r de PQSLOC com resolução 
exata, nos forneceria uma outra prova da convergência superlinear em dois passos de {xik)}. 
No entanto, para poder fazê-lo, estamos implicitamente supondo a aceitação assintótica de 
ó};) satisfazendo (3.162-3.164), enq1mnto que uma parte importante do resultado da subseção 
anterior, consiste em demonstrar o lema da aceitação (3.3.3). O sentido da identificação feita 
acima, é o de tentar transferir para CDRIN, resultados válidos para métodos bem sucedidos 
em PQS, com convergência superlinear garantida. Os candidatos naturais disponíveis, são 
métodos que geram B(k) com atualizações secantes, e que, além disto, estejam num formato 
tipo B = iJ = PcBPc· Este é o asstmto da nossa próxima subseção . 
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3.3.3 ATUALIZAÇAO SECANTE 
Muita coisa tem sido escrita nestes últimos 20 anos, sobre métodos quasi-Newton, com 
at.ualização secant.e, para PQS (vide [Pow 78[, [CC 84[, [NO 85[, [FST 87[, [Fon 88[, [Ta 
88], [Fon 90], [Byrd 90]). Nosso objetivo, nesta subseção, é o de mostrar uma maneira de 
fazer atualização secante em CDRIN, utilizando a teoria já estabelecida para PQS, através 
da relação entre CDRIN e PQSLOC inexato identificada na seção anterior. Conforme seria 
de se esperar, estamos particularmente interessados em "importar11 métodos para atualização 
secante, em PQS, que igualmente ao nosso, desacoplem as resoluções dos passos Horizontal e 
Ve.rtical em cada iteração, tendo em perspectiva atender à condição de Powell {3.191). Tais 
métodos geralmente se desenvolvem a partir de modelos reduzidos (vide [CC 84] e [NO 85]), 
conforme esclareceremos a seguir. Não nos interessa desenvolver, aqui, mna teoria exaustiva 
sobre métodos secantes para CDRIN, mas tão somente, apontar uma direção por onde se pode 
introdtllií-los, natmalmente, em CDRIN. Neste sentido, nos concentrru-emos sobre um método 
desenvolvido por Coleman e Conn em [CC 84]. 
O desenvolvimento de métodos secantes para minirnização, tem sido um dos temas mais 
exaustivamente abordados na otimização dos últimos 30 anos. Sua consolidação teórica para 
minimização sem restrições se dá em meados da década de 70, e gostaríamos de destacar aqui, 
em rápidas pinceladas, uns poucos resultados que nos servem como referência teórica. 
Um método quasi-Newton, para minimização de uma f : JRn -----+ R, de classe 0 2 , com 
busca linear, pode se definir por 
QNBL Dados x(k) E JRn, bem como uma matriz simétrica e inversível B(k), obtenha 
x(k+l), escolhendo O< À(k) $1 em: 
-BI'I-"vf(xl'l) 
xl'l + ,).lkl8 (k) 
(3.205) 
(3.206) 
Denominamos de QNLOC, a um método QNBL no qual .,\(k) = 1. A taxa de convergência 
local de um método, geralmente, é estudada com QNLOC. No contexto de MSR, QNBL 
corresponde à tentativa de globalizar, através técnicas que utilizam buscas lineares, algum 
método QNLOC com boas propriedades de convergência local. O que diferencia dois métodos 
QNLOC, é a escolha da aproximação hessiana B(k). Um método é denominado secante, se faz, 
em cada passo, uma atualização, que satisfaça à equação secante definida por: 
Blk)8(k) = ylk) (3.207) 
onde 
s(k) x(k+l) - x(k) (3.208) 
y(k) '\7 f(xlk+l)) - '\7 f(xl'l) (3.209) 
Evidentemente, em dimensão maior que 1, a equação secante pode dar origem a diversos 
métodos diferentes. Os métodos secantes mais "populares", resultam de se impor a condição 
de minimizar a distância entre B(k+l) e B(k), em alguma norma adequada, sujeita a garantir 
a simetria para B(k) e a equação secante. Para simplificar a exposição nesta seção, vamos 
nos concentrar num deles, apenas, e que acabou resultando ser o mais "popular" na prática. 
Trata-se da atualização 
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conhecida como BFGS (Broyden-Fletcher-Goldfarb-Shanno). Ela se faz com uma matriz de 
posto 2, e pode ser definida pela fórmula BaFos, a seguir: 
(3.210) 
Uma propriedade básica de BaFos, é que se B(k) for positivo-definida, então B(k+l) também 
é, sempre qne 
(3.211) 
Uma boa parte da teoria sobre atualização BFGS, se refere a algoritmos nos quais se faz 
busca linear muna direção quasi-Newton. Em métodos secantes, mn método de busca linear 
importante, consiste em aceitar ak > O, numa dada direção dk, caso satisfaça: 
f(x, +a,) <: f(x,) + <YJ<>kg'[ d, 
g(x, + a,)r d, 2: u,g(x,f d, 
(3.212) 
(3.213) 
onde O < a 1 < a2• A primeira das relações diz que o passo deve ter descida suficiente. Já 
a segunda, evita que seja pequeno demais, bem como garante (3.211). Daí sua importância 
para métodos secantes, pois permite manter as atualizações BFGS positivo-definidas, inde-
pendentemente da f ser convexa na região considerada. É fácil ver que se dk é uma direção 
de descida da f em xk, f é C1 e limitada üúeriormente, na semireta {xk + cxdk: ex 2: 0}, então 
sempre existem passos satisfazendo (3.212-3.213) ( vide [Wol 69] e [Wol 71] ), assim como 
algoritmos que asseguram encontrar um tal o:k, num conjllllto finito de iterações (vide [Fle 87] 
). (3.212-3.213) são conhecidas como condições de Wolfe. 
Gostaríamos de destacar alguns resultados importantes, nesta teoria para métodos quasi-
Newton com atualização BFGS em MSR, sem a preocupação de enunciá-los em toda a sua 
genemlidade, e ressaltando apenas seus aspectos que mais nos interessam. As hipóteses que 
assumimos em comum para eles, nos garantem f de classe C 2 num domínio convexo D, x* um 
bom minimizador de J, e que a superfície de nível Ct(xo) = {x : f(x) ::; f(x0 )} é compacta. 
Supomos ainda que, para x em alguma vizinhança de x*, valha a seguinte condição de Lipschitz 
II'Y;xf(x)- \72 f(x'JII ~ O(llx- x'IIJ (3.214) 
Começamos com um resultado de natureza estritamente local sobre QNLOC, devido a 
Broyden, Dennis e Moré, e que pode ser encontrado em [BDM 73]. 
TEOREMA 3.3.8 Suponhamos {xl'l} gerado por QNLOC com atualização BFGS. Sob 
as hipoioses descritas no parágmfo anterior, se x(O) estiver suficientemente próximo de x*, e 
B(O) suficientemente próximo de V!xf(x*), então x(k) converge a x* com taxa superlinear. 
O segtmdo resultado que apontamos, corresponde aos teoremas 8.8 e 8.9 em [DM 77], 
e pode ter leituras com destaques diferenciados, conforme o interesse. Do ponto de vista 
das nossas preocupações, uma de suas características mais importantes, corresponde a não 
exigir que a sequência Xk seja gerada por QNBL, nem tampouco a incômoda hipótese sobre 
x(0) e B(0) presentes no resultado anterior , mas tão somente que x(k) convirja a x*, dentro 
de determinadas condições. Como resultado obtém-se que atualizações BFGS, satisfazendo 
(3.208-3.210), permanecem uniformemente bem condicionadas, supondo apenas (3.211), bem 
como B(O) simétrica e positivo-definida. 
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TEOREMA 3.3.9 Suponhamos que f ex* satisfazem às hipóteses colocadas acima, e 
que {x{k)} é uma sequência gemda, de tal forma que satisfaça 
00 
L llx1' 1 - x'll < oo (3.215) 
k=O 
Suponhamos ainda que {sl'l}, {yl'l}, {BI'i} satisfaçam (3.208-3.211), e que Bi01 E 
L(Rn) seja positivo-definida e simétrica. 
Então B(k) é sempre positivo-definida, com número de condição uniformemente limitado. 
Além disto, 
(3.216) 
Em particular, se Xk for gemda por QNLOC, a convergência de x(k) a x* é superlinear. 
Este segundo resultado é interessante, quando a estratégia de globalização de BFGS 
adotada garante convergência local, satisfazendo (3.215), assim como uma busca linear de 
tal modo que o:(k) = 1 seja assintoticamente aceita, sempre que testada. ( Veja que, em 
CDR sob HLOC1-HLOC5 e convergência a um bom minimizador, a condição (3.215) fica 
garantida, como consequência da convergência linear num conjunto finito de passos obtida no 
teorema 3.2.6.) Note-se que (3.211) fica automaticamente garantida, num domúüo convexo 
onde f seja estritamente convexa, por um argumento simples, tipo teorema do valor médio 
para ylk) ~ \lf(xlk+l))- \lf(xlkl). Em particular, perto de um bom minimizador x•, (3.211) 
se verifica sob (3.215), pois neste caso fica garantido s(lc) ---+O. 
Por outro lado, no que diz respeito à garantias de convergência global, há muita coisa 
importante, que ainda hoje não se sabe. Conforme Nocedal aponta, em [Noc 91], era, e parece 
que continua sendo até hoje, uma questão em aberto, saber se QNBL com atualização BFGS 
e buscas lineares, satisfazendo as condições de Wolfe, garantem lim inf llg(xk) li = O. Nesta 
direção, resultados parciais importantes se conseguem, supondo f convexa. Vários autores 
trabalharam sobre diferentes buscas lineares em QNBL, com atualização secante, (vide ([Pow 
711, [Pow 721, IDix 721, [Sto 751, [Pow 761, IWer 781, [BN 891). Gostaríamos de ressaltar dois 
deles, no caso particular onde f é estritamente convexa, e {x : f(x) ::; f(x 0 )} é compacto. 
O resultado em [Pow 76] assegura que, neste caso, com buscas garantindo a condição de 
Wolfe, obtemos convergência global e superlinear ao minimizador x*. O trabalho de Powell é 
importante, não só pelo resultado, mas também pela técnica desenvolvida que explicita carac-
terísticaa fortemente autoreguladoras, para a adequação de B(k) a W*, já visíveis no teorema 
(3.3.9}. O segundo resultado está em [BN 89], e nele Byrd e Nocedal avançam na compreensão 
das referidas camcteristicas fortemente autoreguladoras de B(k). Em particular, garantem para 
ak obtido apenas com backtracking, começando com O:(k,o) = 1, que QNBL com atualização 
BFGS tem convergência global e superlinear a x*. 
Voltando para MRI, quem é positivo-definida num bom minimizador x*, é W* 
P*W*P*. Neste sentido, a condição de Powell é muito útil, pois induz a que, apenas nos 
preocupemos em aproximar B(k) de W* no espaço tangente às restrições . Esta é também 
mna boa razão para que tantos trabalhos sobre métodos de atualização secante, em PQS, ten-
ham sido publicados usando técnicas de trazer para modelos reduzidos no Rn-m, o problema 
de achar um p&'i'>O q1tasi-Newton na direção Horizontal. Detalhando melhor, suponhamos que 
zCk) seja 11ma matriz (n-m) x n, cujas linhas constituam uma base ortononnal do espaço tan-
gente às restrições N(h'(x(k))). Neste caso, Z(k)T : Rn-m ---+ N(h'(x(k))), dada por s - z(k)T s, 
constitue uma paramet.rização isométrica de N(h'(x(kl)). Assim, o snbproblema quadrático 
em x(k), dado por 
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(3.217) 
pode descer para o Rn-m como 
si' I = argrnin{ql'l(zi'ITs) = g(x~'lt(zi')T s) + ~(zlkiT sf Bl'lzi'Jr.,: sE Rn-m 
2 
e llsll <:: !'.} 
argmin{ql'l(s) = glk)Ts + ~sT [Jik)s: sE w-m e llsll 'S !'.} (3.218) 
onde g(k) = Z(klg(x(k)) e J3(k) = z(k)B(k)z(k)T ftmcionam como o gradiente e a aproximação 
Hessiana reduzidos, no modelo reduzido q(k) em Rn-m. Para "voltar", é só observar que 
óik) = Z(k)T s(k). O que torna esta técnica de modelo reduzido atraente, para fazer atualização 
secante, é que o espaço tangente pode estar variando, mas agora [J(k) opera no Rn-m. Além 
disto, perto de x* obteremos W* sempre positivo-definida, permitindo-nos aplicar a iJ(k) 
fórmulas como a BFGS, desde que tomemos alguns cuidados importantes com as escolhas 
de Z(k), e que comentaremos adiante. Vários métodos diferentes podem se definir por aí, 
a depender das escolhas de s(k) e y(k) (vide [NO 85]}. Nos fixaremos, daqui para a frente, 
no método desenvolvido por Coleman e Conn em [CC 84], muito embora acreditemos que 
qualquer outro deva funcionar igualmente, para efeitos do que desejamos ilustrar. O método 
de Coleman-Conn tem a vantagem de tornar a exposição mais simples, por não exigir salva-
guardaa adicionais, como por exemplo os métodos sugeridos em [NO 85[ ou [Pow 78]. Tem a 
desvantagem de pedir duas avaliações do jacobiano das restrições por iteração, embora exija 
fatoração apenas de mn deles. 
Descrevemos a seguir o algoritmo de Coleman-Conn (ALGCC) apresentado em [CC 
84,§3], entendendo A(k) = h'(x(kl), e que as linhas de z(k) constituem uma base ortonor-




_zi'JT [JI'I-' zl'l g(xl'l) (3.219) 
(k) 
X+ ~ xl'l + s);l (3.220) 
s{k) ~ zi'Jr sl'l H (3.221) 
yl'l ~ zlk)T['\7 L(x~), À"' (xl'l)) - '17 L(xl'l, À"' (xl'l)l (3.222) 
J3(k+l) ~ B ([JI'I 8 1'1 yl'l) BFGS l 1 (3.223) 
81k1 v ~ -Ai'ilh(x~1 ) (3.224) 
x(k+l) ~ x(k) + 6~) (3.225) 
OBSERVAÇÃO 3.3.5 -
i- Do mesmo jeito que em MSR, se x(k) permanece suficientemente perto de um bom 
minimizador x*, e jj(O) for positivo-definida, então todos os B(k) serão positivo-definidos, 
e o algoritmo fica bem definido nestas condições . Na prática, êle pressupõe alguma 
técnica, para torná-lo viável globalmente. 
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ii- Conforme observa Byrd em [Byr 90], ALGCC não é um algoritmo PQSLOC no 
sentido usual, visto que não satisfaz h'(x(kl)ó~l + h(xCk)) =O. Por esta razão Byrd não 
o considera como um algoritmo PQS, e o denomina de algoritmo "horizontal-vertical11 
Coleman e Conn ressaltam em seu artigo que poderíamos substituir (3.224), por 
6~) +-- -A(klth(xCkl), e os resultados obtidos permaneceriam válidos. Vale observar ainda 
que, ALGCC é claramente um algoritmo PQSLOC inexato, para B(lc) = zCk)T [3(k) zCkl, 
satisfazendo r~)= h'(xl'l)6~) + h(xl'l) = o(II6~)11J. 
É fácil perceber, que O algoritmo de Coleman-Conn depende das escolhas a serem feit88 
para z(k). Em particular, cada aproximação hessiana reduzida _B(k), corresponde a uma aprox-
imação B(k) = zCk)r [JCkl zCk) de P*V2 L(x* .\*)P* Se para um dado z(k) obtemos uma boa 
l XX 1 " l l 
aproximação, ao trocá-lo por um z(k) bem diferente, podemos destruir esta boa aproximação. 
Uma questão crucial, para se obter boas propriedades de convergência local com algoritmos 
que usam modelos reduzidos, reside na obtenção de Z(k) = Z(x(k)) variando "continuamente". 
§ 
Coleman e Sorensen mostram em [CS 84], que numa vizinhança de um ponto regular de 
h, é possível obter Z(x) Lipschitz contínua de uma forma eficientemente computável, e tal que 
Z(x)Z(xf =I (3.226) 
h'(x)Z(x) =O (3.227) 
Assumindo que Z(k) = Z(x(k)) e que Z(x) é Lipschitz contínua, satisfazendo (3.226-
3.227), Coleman-Conn conseguem adaptar as técnicas usadas por Broyden, Dennis e Maré, de 
modo a estender os teoremas 3.3.8 e 3.3.9 para sequêndas geradas por seu algoritmo. Ou seja, 
supondo Z(x) Lipschitz contínua, numa vizinhança de um bom minimizador x*, demonstram 
que: 
A -~ Se x(D) estiver suficientemente próximo de x*, e jj(O) suficientemente próximo de 
W*, então, lembrando que s(k) = z(k)S~) é o passo obtido no modelo reduzido, obtemos 
(3.228) 
Em particular, a convergência de x<k) a x* resulta superlinear em dois passos. Byrd, 
em [Byr 90], melhora este resultado, dizendo que, nas mesmas condições, a sequência 
x(k) + s_};l tem convergência superlinear a x* (num só passo). 
B- Se 2::~0 llxik)- x'll < oo, llxlk+l)- x'll = O(llx(k)- x'll, (sl'lf ylk) >O e BIO) for 
positivo-definida então, igualmente, se obtem (3.228) e a convergência superlinear em 
dois passos de x<k). 
Na verdade, nos parece haver uma certa imprecisão, na formulação do resultado B, no ar-
tigo de Coleman-Conn. Eles omitem no emmciado do resultado B, a condição (s<kl)Ty(k) >O, 
para todo k > O, mas usam-na implicitamente. Nos parece claramente falso que, por si só, 
as demais hipóteses formuladas no caso B, garantam (s(klf y(k) > O nas primeiras iterações , 
embora após um conj1mto finito de iterações isto seja verdade, já que x(k) ---+ x* e P*W* P* 
é positivo-definida. No nosso caso, como estamos interessados em "importar" ALGCC de 
forma a globalizá-lo em CDR, nossa estratégia corresponderá a garantir B(k) sempre positivo-
definida, por algum mecanismo, e de forma que nas iterações finais possamos cair em iterações 
qne, "num sentido inexato" imitem ALGCC. Colocaremos em SEC, escolhas trivialmente com-
patíveis com as demais hipóteses formuladas para CDR até o momento, e que caracterizam 
um contexto, no qual podemos analisar a importação de ALGCC para CDH 
§ Uma alternativa a isto, corresponde a tratar intrinsicamente a atualização secante, de forma que a 
aproximação Hessiana reduzida independa da escolha de z(k). Uma tal abordagem pode se encontrar em [BS 
""' 
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SEC 
Para cada k E N, considere dada uma matriz Z(k) E R(n-m)xn, cujas linhas constituam 
uma base ortonormal do espaço tangente às restrições em x~k). Considere ainda que: 
zlk)T(xlk+l) _ X~k)) 
zlk)T['V L(xlk+l)' ·\s (xl'l)) - V' L(x;'l' ''"' (xl'l) I 
(3.229) 
(3.230) 
Para cada bom rninimizador x*, de MRI, existe vizinhança V*, e ftmção Lipschitziana 





J3(k) = zCk) B(k) zCk)T é uma matriz simétrica positivo-definida. 
f3lk+IJ = B (BI'I sl'l yl'l) 
BFGS l l " 
Considere o passo qnasi-Newton na direção tangente às restrições 
(3.231) 
Se ,r,~k) + 6~kJ est.iver dentro da região de confiança inicial da k-ésima it.eração, então 
deve ser o primeiro ponto candidato a ser te..stado, nesta iteração de CDR. 
Observe que SECl independe das escolhas feitas até agora para CDR. Além disto SEC2 
e SEC3 ficam gm:antidos, numa vizinhança de cada bom minimizador, caso adotemos SEC3 
sempre que (s("lfy(k) > O, com alguma salvaguarda que garanta B("l uniformemente limi-
tada, de modo a satisfazer HB, bem como fazendo qualquer escolha positivo-definida para 
fl(k), satisfazendo HB, em caso contário. Isto, em si, não representa n~trições complicadas às 
hipóteses firmadas para CDR. A dificuldade real está em fa:r,er com que, o passo quasi-Newton 
em (3.231} seja assintoticamente aceito, e de forma que se possa igualmente garantir HLOC2. 
Veja que, se B(k) for "suficientemente" bem eondicionada, supondo x~k) ~ x*, então bus-
cas lineares na direção quasi-Newton, proporcionarão passos com descida suficiente, HLOC2 
e portanto também (3.215). Supondo que o teorema 3.3.9 se generaliza também para cá, isto 
nos garantiria (3.228). Como o passo quasi-Newton é sempre testado, o lema da aceitação 
(3.3.3) nos a.c;segurm:ia a afirmação em itálico logo acima. Em resumo, compatibilizar CDR 
com SEC, apm:entemente está ligado a chegar perto de um bom minimizador, com B(k) ccsu-
ficieutemente" bem condicionado, e aí reside nossa dificuldade principal. Veja que, garantir 
B(k) ((suficientemente" bem condicionado em QNBL, com atualização BFGS, c buscas como 
as que satisfazem às condições de Wolfe (garantindo, portanto, sempre (s("l)Ty(k) >O}, cor-
responde a assegurar propriedades de convergência global, que ainda hoje constituem questões 
em aberto para tais métodos, em MSR, conforme apontamos acima. Isto significa que não 
podemos esperar obter grandes resultados aquí. Na verdade o que nos propomos a fazer agora, 
é muito mais situar o problema de globalizar métodos secantes, do que desenvolver soluções 
satisfatórias para êle. 
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Vamos discutir a seguir duas formas de se pensar como importar ALGCC ( vale dizer 
impor SEC1-SEC4 ) , e globalizá-lo em CDR. Acompanhamos, em linhas gerais, as idéias 
esboçadas por Martinez e Santos, em [MS 95, alg. 6.3.1], a propósito da globalização de 
métodos secantes para MSR. Essencialmente, propõem que se faça backtracking na direção 
quasi-Newton, desde que ela faça 1un ângulo mliformemente afastado de 90 graus com a direção 
negativa do gradiente, e seu tamanho não seja "pequeno demais", comparado com a norma 
do gradiente. Caso contrário, essencialmente propõem que se garanta 1un passo de descida 
suficiente, fazendo backtracking numa direção de descida, para a qual se tenha um ângulo 
uniformemente afa.c;t.ado de 90 graus com a direção de Cauchy. 
GLOBALIZAÇAO A 
O objetivo desta primeira forma de globalização não consiste em propor u~ método 
eficiente, mas apenas mostrar como é possível usar o resultado de Coleman-Conn, descrito em 
A, para "globalizá-lo" em CDRIN. O faremos, impondo SEC1~SEC4, junto com as demais 
hipóteses de CDR, de forma a garantir passos de descida suficiente satisfazendo HLOC2. A 
idéia é atualizar B(k), usando BFGS sempre que ( sCklf y(k) > O, com duas salvaguardas: 
SALV1-
SALV2-
B(k+l) é o Hessiano verdadeiro V 2 L(xCk+l) À (xCk+ll)) sempre que o mal-:z:u: c lLSC l 
condicionamento de B(k) estiver "atrapalhando a descida suficiente" do passo Gauss-
Newton, e tenhamos indicações que x~k) está se aproximando de algum ponto de Knhn-
1\ICker. 
Bl'l ~ 0(1). 
Para detalhar mais SALV1-SALV2, seja el'l o coseno do ângulo entre oi' I e ol'l isto é: 
PC QN 1 
(oi'l)r ol'l. 
e(k) _ osO{k) _ PC QN 
-C QN- llo;';/1111.5~':)11 (3.232) 
É fácil ver que, se -1/K < EJI'I <O, ou lló~~ll/116~~11 > K, então K 2 (Bi'l) > K. Com 
base nisto, supondo SEC1 atendida , e s(k), y(k) como em (3.229--3.230), propomos que se 
imponha: 
GA.l ~ Salvaguarda para B(k) mal condicionada com gp(x~k)) "pequeno": 
Se 
então garanta 
n (kl w, < .01 e 
10-4 lló~'J 11 4 - ou I lo;';/ 11 > 10 





3.3. CONVERGÊNCIA SUPERLINEAR EM DOIS PASSOS DE {X~KJ} 135 
GA.2- Passo na direção quasi-Newton para B(k) 
Senão 




(si' I? yl'i > 0 e 
IIB8 , 0 , (lli'l, 8 1'1, yl'i) 11 < 10'111ll01 11 




Senão, escolha para _B(k), qualquer matriz positivo-definida, satisfazendo 
(3.239) 
Observamos inicialmente, que as únicas exigências sobre CDR efetivamente impostas, 
correspondem a fazer atualizações B(k) conforme indicado, e que o passo candidato seja sem-
pre escolhido na direção quasi-Newton, sob determinadas condições. Isto atende obviamente 
a SEC1-SEC4. A busca linear, onde foi imposta, essencialmente corresponde a um backtrack-
ing muna direção satisfazendo S(k) :::;; -10-4 e 115~~11/116~~11 :::; 104 . Isto claramente garante 
"descida suficiente" (vide observação 2.3.2.C), bem como HLOC2 sob HDIF nestas condições. 
De resto, há várias formas óbvias de se complementar as escolhas a serem feitas, de modo a 
garantir as hipóteses colocadas até agora para CDR. Veja que, se x~k) converge para um bom 
minimizador, como temos HLOC2 assegurado, obtemos assintoticamente (3.236) . 
Nossa argumentação daquí em diante, nesta seção segue uma linha bem mais informal, ou 
seja, evitamos explicitar, formalmente, resultados que nos parecem poder ser provados. Ape-
nas indicaremos, informalmente, o que nos parece razoável se obter, com globalizações como 
as que propomos. 
Num certo sentido, o teorema 3.3.8 carrega um "defeito teórico", qual seja, de só garantir 
convergência superlinear pressupondo, não apenas uma boa aproximação inicial, com relação 
a um bom minimizador, mas, igualmente, da aproximação Hessiana iniciaL Ao tomar como 
referência em GA, um resultado de convergência local corno o teorema 3.3.8, acabamos "her-
dando" este "defeito", na forma de admitir atualizações de B(k) pelo Hessiano verdadeiro, 
sempre que B(k) estiver mal condicionado perto de um bom minimizador. No entanto, com 
o lema da deterioração limitada (vide [BDM 73] e [CC 84)) conseguimos suavizar um pouco 
esta situação e garantir que, se P*W* P* tiver um número de condição inferior a 104 então, su-
ficientemente perto de x* I não precisaremos mais atualizar B(k) por v;xL(x~k+l)' "\s (xik+l))). 
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Conforme indicamos anteriormente, os principais resultados obtidos por Coleman-Conn, 
essencialmente estendem para CDR os teoremas 3.3.8 e 3.3.9. No nosso caso, precisamos de 
um pouco mais do que eles já que não estamos assumindo a priori que 8QN seja aceito sem-
pre. Além disto tampouco estamos assumindo que x(k+l) -x~k) satisfaça ALGCC num sentido 
exato, já que nosso passo vertical satisfaz (3.47) mas não (3.224). Ou seja, mesmo que ob-
tenhamos assintoticamente o passo "horizontal exato" fj(k), conseguimos satisfazer todas as 
1 l QN 
relações (3.219-3.225) (com x(k) t- x~k) ex~) t- x(k+l)) , exceto (3.224}, que só é atendida 
num sentido inexato. Desta forma, a análise em [CC 84] não se aplica diretamente, e teria 
que ser adequada a esta situação de ALGCC "inexato". Contudo, esta segunda, nos parece 
uma tarefa que pode se realizar mecanicamente, sem nenhuma questão adicional relevante. 
Evitando entrar em detalhes, nos parece razoável aceitar que o teorema 3.3.9, igualmente se 
estenda para esta situação, com os mesmos argmnentos que geraram o resultado de Coleman-
Conn que entmciamos em B, e nos garanta, para uma sequência gerada em CDR desta forma, 
a obtenção de um resultado equivalente a (3.216). No nosso caso, isto corresponderia a obter 
a condição "tipo" Dennis-Moré (3.164). Além disto, como estamos supondo que a região de 
confiança começa com raio maior que L1min• em cada iteração, e estamos impondo GA2, isto 
nos dá que ó~~ assintoticamente será sempre testado, e, neste caso, o lema 3.3.3 garante sua 
aceitação assintótica. O teorema 3.3.4 nos diz então que, neste caso, a convergência seria 
superlinear em dois passos. 
OBSERVAÇÃO 3.3.6 -POR UMA GLOBALIZAÇÃO QUE NÃO PASSE O TRATOR ... 
A característica flmdadora de métodos secantes, pode ser pensada a partir da equação 
secante, 
como forçando que se produza uma correção na aproximação hessiana B(k+l), no sentido de 
aproximar o valor do hessiano verdadeiro na direção do passo s{k). Em particular, trabalhos 
como [Pow 76] e [BN 89] a que nos referimos acima, comprovam que esta idéia f1mdadora, esta-
belece uma forte capacidade auto~ reguladora no número de condição de _B(k), numa região onde 
a função é estritamente convexa. Neste sentido, o que fizemos na proposta de globalização 
anterior é bastante grosseiro, mna vez que, ao detectar x~k) se aproximando de um pont.o 
de Kuhn~Tucker, com _B(k) mal~condicionado, ao invés de tentarmos trabalhar no sentido de 
aproveitar a capacidade "autoreguladora" do método, "passamos um trator" e atualizamos 
_B(k) pelo Hessiano verdadeiro. Além disto, como bem aponta Nocedal, em [Noc 91], ao co-
mentar que atualizações BFGS podem gerar B(k) mal condicionadas, 
" ... é difícil determinar se isto é algo indesejável, ou se as matrizes estão aproximando bem 
uma matriz Hessiana mal~condicionada. Para decidí-lo, precisamos informações sobre o pro-
blema que não possuimos. Nós aprendemos que é preferível não interferir com o método BFGS, 
e deixar as matrizes B(k) evoluirem livremente, porque usualmente se obtem convergência com 
taxa superlineaT' . 
No texto acima, Nocedal se referia implicitamente a métodos que usam buscas lineares de 
forma a garantir s(k)T y(k) > O, num contexto no qual a alternativa seria dar um passo na direção 
de Cauchy, caso o ângulo entre a direção quasi-Newton e a de Cauchy ficasse perigosamente 
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próxima de II/2. Diz ainda Nocedal, que o melhor argumento contra este procedimento é, 
de longe, o fato que os melhores métodos, testados em implementações consagradas, não o 
utilizam. No entanto, admite ao mesmo tempo, que algtms tipos de salvaguardas podem ser 
efetivos. Na mesma direção, Martínez e Santos também citam a possibilidade de se recorrer à 
direção de Cauchy como salvaguarda, mas sugerem que "em casos particulares, correções mais 
inteligentes podem ser tentadas." 
Em MSR, podemos continuar esperando que alguém prove bons resultados de con-
vergência global, com buscas lineares eficientes e atualização BFGS. Isto seria ótimo! Em 
MRI isto talvez seja um pouco mais difícil illnda, mas, afinal, a esperança deve ser sempre a 
última a morrer! No entanto, enquanto isto não acontece, achamos que vale a pena procurar 
salvaguaxdas para garantir "descida suficiente" em cada iteração, sem perder de vista a ex-
ploração da tão decantada propriedade autoreguladora do método, qual seja a de ir corrigindo 
automaticamente direções de curvatura muito pequena, ou excessivamente grande, em regiões 
nas quais a função já seja estritamente convexa. Até mesmo por não estarmos convencidos, 
que o fato de serem "teoricamente corretos", garanta mais eficiência a métodos que fazem 
todas as buscas na direção quasi-Newton, do que a métodos- que as fazem na direção quasi-
Newton apenas assintoticamente. O que temos em mente, corresponde a manter SALV2, mas 
alterar SAL VI no sentido de não ter que atualizar B(k) pelo hessiano verdadeiro, e apostar na 
capacidade autoreguladora de BFGS, perto de um bom minimizador. Ou seja, manteríamos 
GA2, mas alteraríamos GAl, no sentido de mudar a salvaguarda a ser acionada para direções 
quasi-Newton muito ruins, relativamente perto de pontos de KT. Porém esta mudança seria 
"pequena", e de forma a garantir 
ê(k) = cos Ô(k) = 
QN (3.240) 
Por exemplo, caso (3.234) se verifique, poderíamos fazer busca linear na direção 
(3.241) 
onde w-4 ::; J-1-k ::; w-2 • 
Com este tipo de salvaguarda, garantimos a descida suficiente em cada iteração, de 
modo a satisfazer às hipóteses de CDR e, em última instância, às condições do teorema E 
de Coleman-Conn, desde que x~k) chegue suficientemente perto de um bom minimizador. Por 
outro lado e:spemmos por aí conseguir que, ao se obter um ponto x~k) suficientemente próximo 
de um bom minimizador, se a aproximação hessiana {J(k) calculada em Z(k)ó~) acusa uma 
"curvatura" muito pequena (excessivamente grande), com relação ao menor autovalor (maior 
autovalor) de z<klV2 L(x<kl .\ (x<kl))z(k)T ao atualizarmos B(k) com d(k) numa direção 
XX C1LSC l l ' 
relativamente próxima a ó};l se produza uma correção em B(k), "suficiente" para estabelecer 
que, assintoticamente, a salvaguarda para a direção do passo introduzida em GB permaneça 
inativa. Isto nos colocaria na mesma situação a que chegamos na proposta de globalização 
GA, caso o número de condição da Hessiana reduzida P*W* P* seja menor que 104 • Ou seja, 
as iterações finais se dariam, neste caso, como nuru "ALGCC inexato11 , satisfazendo (3.197-
3.198), e à condição de Powell (3.191). Só que, neste caso, sem nunca precisár atualizar B(k) 
pela Hessiana verdadeira. 
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3.4 CDRLOC 
Nesta seção, apresentaremos uma nova abordagem sobre a convergência local de CDRIN, 
visando melhorar nossos resultados sobre a convergência superlinear, bem como tratar de 
forma mais adequada suas especificidades. Em particular, estabelecemos condições para con-
vergência snperlinear em um só passo de {x(k)}, gerado em CDRIN. Na subseção 3.4.1 apre-
sentamos o esquema CDRLOC, que descreve as iterações finais de CDRIN, quando bem suce-
dido. Na subseção seguinte, demonstramos propriedades sobre as taxas de convergência local 
de CDRLOC. 
3.4.1 DESCRJÇAO DE CDRLOC 
Formularemos um algoritmo, a se denominar CDRLOC, e que descreverá o comporta-
mento esperado para CD RIN, perto de um bom minimizador, com as escolhas firmadas até o 
momento. Em particular, CDRLOC deve descrever o que acontece se x~k) converge a um bom 
millimizador, sob (HLOC1-HLOC5) e {6};1} satisfaz (3.162-3.164). 
CDRIN gera a sequência Z, que tem nos servido de referência, a saber, 
Z = {z(k.i): O::; j < j, + 1, O::; k <i,+ 1} . Z contem todos os pontos gerados em REST, 
e em CDRIN (lembrando que z(k,O) = x(k) ). Para a análise local que desejamos fazer, nos 
convem reescrever Z como Zwc, com um índice de referência i apenas, crescente com k e para 
cada k, crescente com j. Ou seja, 
Z = {z''i · 1 < i < oo} 
LOC LOC • - (3.242) 
e z~~~l) = z~2c + 6~) + 6~), onde, ou bem 6W = O é mn passo Horizontal obtido em CDR e 
á~) = O, ou á~) = O e á~) = O é um passo "Vertical" obtido em REST. 
Consideramos ainda, a seguinte partição dos naturais, 
IN=!;, UI v (3.243) 
de tal forma que, IH corresponda às iterações nas quais os passos dados são Horizontais, e I v 
àquelas, cujos passos sejam Verticais. 
A DINâmica LOCal de CDRIN com as hipóteses formuladas acima, e numa vizinhança 
suficientemente pequena de um bom minimizador x*, poderia ser descrita em termos de ZLoc' 
por: 
DINLOC.l Sempre que os dados são atualizados, calcula-se p(i) ~ P~axliP(i)g(iljj. Caso 
llh(z(')ll > p('), XCOR manda fazer uma restauração, ou seja, obtemos z(i+I) = z(') +ó~) 
e, caso contrário, teremos z(i+l) = z(i) + ót) 
DINLOC.2 - Após um passo Horizontal, XCOR permite que se opte entre, manter A(i) = A(i-l) 
e fazer z(í+l) = z(i) +át), on atualizar os dados e proceder como em DINLOC.l. (3.27) e 
HLOC3 nos garantem a existência de a > O e ~a > O tais que, se dois passos consecutivos 
forem horizontais, e z(ih) for o ponto entre êles, então 
(3.244) 
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DINLOC.3 -- (3.58) nos indica que, sob HLOC4, assintoticamente, REST só faz uma iteração, 
a cada chamada. Isto significa que, após cada passo vertical, os dados são sempre 
atualizados automaticamente em XCOR, suficientemente perto de x*. 
DINLOC.4 - Se x~k) converge a um bom minimizador x+, satisfazendo HLOC1-HLOC5 e 
uma sequência b~l satisfazendo (3.162-3.164) for testada, então o lema da aceitação 
3.3.3 garante que, assintoticamente, será aceita. De (3.162-3.164) obtemos, para a sub-
seqnêneia indexada em I H: 
cL{ó);"l) - P(zl''l)(gli,) + W'ó~')) ~ o(lló~')ll) 
rA(ó~')) - Ai'>ló~') ~ o(lló~')ll) 
(3.245) 
(3.246) 
DINLOC.5 - No lema 2.4.7, na observação 2.5.5 e no teorema 3.2.5, c:onseguimos garantir mna 
cota inferior, não nula, para P~2,, a depender de algumas condições lá assumidas. Nos 
demais casos. HLOC5 nos dá IIYP~'ill ~ O(p},:lxl· Dados P3 de XCOR e o controle 
dinâmico, isto nos garante a existência de O < (1 < 6 tais que, para i suficientemente 
grande: 
6IIYPi'1 11~::; Pi'1::; Ç,IIYPi'lll, (3.247) 
onde a primeira possibilidade corresponde a {3 = 1 e a segunda a {3 = 2. 
DINLOC.l-DINLOC.5 nos conduz a afirmar que, se ZLoc for gerado em CDRIN de forma 
a eonvergir a um bom minimizador, satisfazendo HLOC1-HLOC5 e (3.162-3.164), satisfará 
igualmente ao esquema CDRLOC, que apresentamos a seguir, para alguma escolha adequada 
dos parâmetros a, Ç1 , 6 e /3. DINLOC.5 sugere duas versões diferentes para CDRLOC, con-
cretizadas nas alternativas {3 = 1 e f3 = 2, correspondentes às escolhas que impOremos para 
plil, em Pl.b de CDRLOC. 
CDRLOC 
Dados zl01 E R", " > O, O < 6 < Ç, , (3 ~ 1 ou 2: 
Pl - ATUALIZAÇÃO 
a- Considere Ali) ~ h'(zl'l), gli) ~V f(zl'l), h(i) ~ h(zlil) 
b- Escolha p(i) > O, de forma a atender (3.247) 
c- Se llh(zlil)ll > plil, vá para P3. 
P2- "PASSO HORIZONTAL" ón 
a - Considere tW E JRn satisfazendo (3.245-3.246} 
b - Considere z(i+l) +- z(i) + otl, i +- i+ 1, h(i) +- h( z(i)) 
c- Opte entre ir para Pl.a ou para P3.a, de modo a atender (3.244}. 
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P3- "PASSO VERTICAL"' 
a- Considere 8~1 E R((A('I(), tal que, 
rv(ó~l) = A('ló~l + h('i = o(llh(i) li) (3.248) 
b- Considere z(i+l) <~-- z(i) + 8(i) i f- i+ 1 e vá para Pl. v , 
Se CDRLOC vem de CDRlN, veja que P1 e P2.c são tarefas executadas por XCOR, P2.a 
e P2.b por CDRIN, P3.a por REST, P3.b por RESTe XCOR. 
OBSERVAÇAO 3.4.1 -
Podemos substituir W"' por v;zL(z(iJ, ,\(i)) em CDRLOC, onde >.(i) é qualquer escolha 
do multiplicador qne convirja para ,\*, e pensar nele como um algoritmo implementável (lo-
calmente), independentemente de CDRIN. 
No restante desta seção 3.4, denotaremos por {zCiJ} a uma sequência infinita, que supo-
mos gerada por CDRLOC. Assumimos ainda, que ela converge a um bom minimizador x*, 
com variedade dual 'D*, definida em alguma vizinhança tubular V*, como no lema 3.1.2. 
3,4.2 TAXAS DE CONVERGÊNCIA DE CDRLOC 
Na subseção 3.3.1 mostramos que as escolhas até então assumidas, nos garantiam con-
vergência superlinear em dois passos para a sequência Xc. No entanto podemos obter resultados 
melhores que isto em quatro aspectos: 
AI- N1m1a das versões do algoritmo Horizontal-Vertical apresentado em [CC 84], o 
passo vertical 6v é definido por (3.248), ou seja, Aóv + h(xc + ÓH) = O, ao invés de 
Aóv + h(xc) = O, como seria exigido num método PQSLOC com resolução exata dos 
subproblemas lineares. Byrd mostra em [Byr 90], que nesta versão se consegue obter 
{ x(k) +6~)} com convergência superlinear a x*. Nossa teoria de convergência local, nesta 
seção, igualmente terá por base estabelecer uma taxa superlinear de aproximação a x*, 
para os passos compostos por um passo vertical seguido de um horizontal em CDRLOC. 
Por outro lado Byrd [Byr 85] e Yuan [Yua 85] mostram exemplos de métodos PQS, 
nos quais se tem {3.191), mas nos quais a convergência superlinear, garantidamente, 
não se obtém em mn só passo. Nos parece razoável esperar que Xc possa apresentar 
este tipo de comportamento. Neste sentido, achamos que não vale a pena tentar obter 
convergência superlinear a partir de x~k), ou seja, llx~k+l)- x,.ll = o(llx~k)- x,.ll). Uma 
explicação heurística possível, para o fato de obtermos taxas superlineares para passos 
tipo VH, mas não esperarmos conseguí-la para passos tipo HV, em algoritmos que, como 
o nosso, desacoplam a solução do passo horizontal daquela obtida para o passo vertical, 
pode ser feita (vide figura abaixo), tendo em mente a estrutura de uma vizinhança 
tnbnlar como V*. Observe que, ao dar 1un passo na direção vertical, conseguimos nos 
aproximar de forma superlinear de H 0 . Ao complementá-lo com um passo horizontal, nos 
aproximamos de forma superlinear da variedade dual V*. Contudo, isto não "destrói" 
a aproximação superlinear da factibilidade conquistada com o passo vertical, já que o 
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passo horizontal caminha "paralelamente" ao nível Jt0 . Já ao dar mn passo vertical, 
após um horizontal, como o passo vertical não caminha paralelo à variedade dual, num 
certo sentido, ele parece "destruir", parcialmente, a aproximação de V* obtida no passo 
horizontal. 
Passo VH X Passo HV 
A2- Ao analisar o comportamente de CDRIN, considerando Xc, em vez de ZLoc• perde-
mos informação importante ao colapsar os passos verticais num único passo, principal-
mente no caso {3 = 1. Neste caso, verificaremos que, se em P2 de CDRLOC, obtivermos 
infinitos pares de passos verticais seguidos, então cada par consecutivo deles promove 
uma taxa snperlinear de aproximação a x*. Aqui reside uma diferença interessante, com 
relação aos algoritmos da família PQS, na medida que, em CDRIN, é permitido não dar 
um passo horizontal após cada vertical, desde que estejamos suficientemente próximos 
da variedade dual. Porém, isto se faz de tal forma que, os passos dados promovam uma 
aproximação superlinear à x*. Como os passos horizontais são geralmente a parte cara 
da iteração, isto pode ser vantajoso numa implementação. No caso /3 = 2, para con-
seguirmos obter um resultado semelhante, precisamos forçar mna aproximação mais fina 
na restauração, ou seja, em (3.248). 
A3- Se, em CDRLOC, obtivermos infinitos pares de passos horizontais seguidos em Pl, 
então o primeiro deles obedece a uma taxa superlinear. 
A4- CDRLOC tem convergência superlinear em tres passos no caso HLOCl.a. Se ZLoc 
for gerado em CDRIN, isto significa um pouco mais que a convergência super linear em 
dois passos, obtida na seção 3.3.1. Pela observação em Al, não podemos esperar um 
resultado melhor do que convergência superlinear em tres passos de Z, na medida que 
não esperamos convergência superlinear em um só passo de {x~kl}. A convergência deZ 
passa a ser superlinear em dois passos, caso a opção, em P2.c de CDRLOC, seja sempre 
forçar uma re..stauração, antes de atualizar os dados. Ou ainda, mediante a introdução 
de uma pequena modificação em Pl.c, conforme veremos no corolário final desta seção. 
Se ZLoc for gerado em CDRIN, isto corresponde à convergência super linear de { x(k)} 
mun passo só. 
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Damos precisão às afirmações acima com: 
TEOREMA 3.4.1 (TAXAS DE CONVERGÊNCIA EM CDRLOC) 
Suponhamos que ZLoc seja gemda por CDRLOC, e convirja pam o bom minimizador 
x*. 
A - CASO TODAS AS ITERAÇÕES FINAIS SEJAM VERTICAIS 
Se para algum i 0 , tivermos z(i+l) = z(i) + 6t), para todo i :2: i 0 , então a convergência 
é superlinear. 
B - CASO HAJA INFINITOS PASSOS HORIZONTAIS 
B. i - Infinitos passos tipos VH. 
Se IvH ={ih: z(in+l) = z(in-l) + ó~h-l) + óJ:hl} não for finito 
(3.249) 
B.ii- Infinitos passos tipos VV. 
Aqui há duas situações a considerar: 
B.ii.J - Caso (3 = 1 
Se Ivv = {iv: z(i,+l) = z(i,-l) + 6t"-l) + ót">} não for finito, então 
(3.250) 
B.ii.2- Caso (3 = 2 e infinitos passos tipo VVV 
(3.251) 
então 
. llz(iál)- x'll 
hm . =0 
"-= llz<•"-l) - x'll (3.252) 
B. iii - Infinitos passos tipo HH. 
(3.253) 
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B.iii.2 ·· Se, além disto existirem Ç > O e (} > O, tais que, para todo i suficiente-




. llzl'•+ll- x'll 
lun . =0 
,,~oo llzl"l- x'll 
(3.255) 
A demonstração do teorema depende basicamente de dois lemas. Neles formalizamos a 
compreensão esboçada em Al, das razões pelas quais se pode esperar, de um passo "tipo" 
VH, que êle promova mna aproximação super linear da solução x*, mas o mesmo não se pode 
esperar de passos "tipo" I-IV. Ou seja, se o passo dado na i-ésima iteração de CDRLOC for 
Horizontal, êle promove uma brusca redução no gradiente projetado jjgp(z(i))jj, e uma alteração 
em llh(zliiJII "bem pequena" com relação a llgp(zlil)ll· Se ele for Vertical, a aproximação da 
factibilidade passa a ser "brusca", enquanto que, para o gradiente projetado gp(z(il) 1 o melhor 
que conseguimos garantir, é uma variação sob o controle de O(llh(z(il)il). 
LEMA 3.4.2 Suponhamos Z1oc como no teorema {3.4.1}, e IH infinito, ou SeJa, que 
{z(iJ} seja gerado, admitindo uma infinidade de passos horizontais z(ih+I)- z(ih). Então para 
todo ih E IH 
DEMONSTRAÇAO 
llgp(z1'' +I I) li 
llh(z1'.+11 )11 
o(llgp(zi'•IJII) 
lih(zi'•IJII + o(llgp(zi'•I)IIJ 
(3.256) 
(3.257) 
Como x* é um bom minimizador, podemos considerar gp(x) de classe C1 e, portanto, 
Lipschitz em V*, ou seja, 
(3.258) 
Observe que as eondiçõf'..s do lema garantem as hipóteses dos lemas 3.3.1 e 3.3.2 com 
ylhl ~ zl'•l e Bihl ~ W'. (3.170) significa que 
zi'"+I) _ z(i,.)' ~ o(llzl'•l _ zi'•I'IIJ 
Levando (3.9) c (3.259) em (3.258), obtemos (3.256). 
(3.257) segue de (3.167), (3.246) e do lema de Taylor. 
(3.259) 
o 
LEMA 3.4.3 Suponhamos ZLoc como no teorema {3.4.1} e admitindo uma infinidade 
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Como h'(x*) tem posto máximo, e z(iv) ---+ x*, 3.262 e o lema de Taylor, aplicados a 
gp(z +.) e h(z +. ), garantem (3.260) e (3.261). O 
DEMONSTRAÇÃO DO TEOREMA (3.4.1) 
O pano de fundo para a demonstraçao do teorema, está na relação (3.12), que em nosso 
caso se escreve: 
(3.263) 
Como veremos a seguir, (3.263) nos permite transferir para llz(i)- x*ll, propriedades que 
sabemos demonstrar para llgp(zlil)ll + llh(zi'IJII-
A- Começamos supondo IH finito, ou seja, que no final só há passos verticais. 
Como estamos supondo que z(i)-----+ x* ex* é um bom minimizador, (3.262) nos dá 
M > O, tal que, para i suficientemente grande, 
00 00 
llzli+>)- x'll <:: L llz1 +')- zli111 <:: M L llh(zlil)ll (3.264) 
j=i+l j=i+l 
(3.261) e (3.264) nos garantem llzl'+li- x'll = o(llh(z,)ll). Portanto, (3.263) nos 
permite concluir llzl'+11- x'll = o(llzl'l- x'll). 
B - Suponhamos I H infinito, ou seja, que haja infinitos passos horizontais. 
Temos aqui tres casos a considerar: 
B.i - Infinitos passos tipos VH. 
Neste caso, há infinitos ih E IH, ou seja, tais que zih+l = z{ih-1) + bt?-1 + b~. 
(3.256-3.257) e (3.260-3.261), neste caso, significam 
llgp(z1;"+J1) li o(llgp(z'") lll (3.265) 
llgp(z1''.!)11 - llgp(z1'"-11 )11 + O(llh(z1'"-11 )11) (3.266) 
llh(z1'•+'1)11 llh(zli•1)11 + o(llgp(z1'•1)11l (3.267) 
llh(zli•l)ll o(llh(z1'"-11 )11l (3.268) 
Combinando estas quatro relações, obtemos facilmente 
llgp(z(i,,+l))ll + llh(z1'•+11)11 = o(llgp(zli•-'1)11 + llh(z1'"-11 )11l 
e (3.263) nos perrnite concluir (3.249). 
(3.269) 
B.ii- Infinitos passos tipo VV. 
Suponhamos z{i"+l) = zi~- 1 + 6~") + 6~._.-l). Em particular, a restauração em 
z{i") se dá imediatamente depois da atualização dos dados em Pl. Portanto, temos 
negada a condição em Pl.c, ou seja 
B.ii.l -
llh(zl'"i)ll2 pl'"i 2 Mgp(z1'" 1 )11~ 
Se (3 = 1, obtemos de (3.261) e (3.270) 
llgp(z1'"ill + llh(z1'"111 = O(llh(zli"111l = o(h(z1',.-11)) 
(3.263) e (3.271) nos garantem (3.250) . 
(3.270) 
(3.271) 
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B.ii.2 -- Se {3 = 2 e temos t.res passos verticais seguidos, (3.270) só nos fornece 
B.iii -
Em compensação, a hipótese (3.251) nos permite dizer que 
(3.270) e (3.273) nos garantem 
(3.263) permite concluir (3.252), a partir de (3.274) 




B.iii.l - Neste caso z(in+l) = z(ih-l) +6~") +6};,.-l). Como na iteração ih não houve 
B.iii.2 -
restauração, (3.244) e (3.256) nos garantem 
llgp(zli'111 + llh(zli'1)11 ~ o(llgp(zli'-'111) 
(3.275) e (3.263) nos garantem (3.253). 
Neste caso (3.256-3.257) e (3.254) nos garantem 
(3.275) 
llgp(zli•+'1)11 + llh(i'•·+'1)11 ~ o(jjgp(i''1)11) + O(llh(zli'1)11) ~ o(jjgp(zli'1)11) 
(3:276) 
(3.276) e (3.263) nos garantem (3.255) 
D 
O teorema acima nos diz que, no caso j3 = 1, só não conseguimos garantir taxa superlinear 
para sequências de pares de passos em CDRLOC, caso eles sejam do tipo HV. No caso f3 = 2 
isto também pode acontecer com passos tipo VV . Em particular temos o seguinte corolário: 
COROLÁRIO 3.4.4 Nas condições do teorema 3.4.1, se f) = 1, então ZLoc tem 
convergência superlinear em tres passos. Se {3 = 2 e {3.251) se verifica, então Zwc tem 
convergência superlinear em quatro passos. 
DEMONSTRAÇAO 
De (3.256-3.257) e (3.260-3.261) segue que 
llgp(zli+ll)ll + llh(zli+ll)ll ~ O(llgp(zl'l)ll + llh(zlil)ll) (3.277) 
Observe que, a cada tres passos seguidos de CDRLOC) uma das tre."l alternativas abaixo 
se verificará: 
1 - Dois passos verticais seguidos. 
ii Um passo vertical seguido de um horizontal. 
m - Dois passos horizontais seguidos. 
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(3.249),(3.250), (3.253) e (3.277) garantem então, no caso /3 ~ 1 
llgp(zl'+3i)ll + llh(zi'+JI)II ~ a(llgp(z1'1)11 + llh(z1'1)11) (3.278) 
Do mesmo modo, a cada quatro passos seguidos de CDRLOC, ou bem há tres passos 
verticais seguidos, ou então uma da._c; alternativas ii ou iii, logo acima. Neste caso, (3.249), 
(3.251), (3.252), (3.253) e (3.277), garantem 
(3.279) 
(3.263) nas permite c.oncluir o argumento a partir de (3.277) e (3.278). o 
Nosso segundo corolário permite reobter a convergência superlinear em dois passos de 
{x~kl}, para bons minimizadores de MRI, quando gerada por CDRJN, satisfazendo as hipóteses 
firmadas nos capítulos anteriores, bem como (3.162-3.164). Além disto diz que, sob certas 
condições, se obtem convergência superlinear em um só passo de {x(k)}. 
COROLÁRIO 3.4.5 Se CDRIN gera X,~ {x~k): 1 :S k < oo}, convergente a. um bom 
minimizador, e termina como CDRLOC, então a convergência é superlinear em dois passos. 
Além disto, a convergência de {x(k)} será superlinear num só passo, em dois casos: 
z - Sempre forcemos, em XCOR, uma restauração após cada passo horizontal, antes 
de atualizar os dados. 
n- Se adicione a PJ.c de CDRLOC, uma exigência de restauração caso {3.254) não 
se verifique após um passo horizontal, dados Ç > O e B > O prefixados. Correspondente-
mente, o mesmo deve ser feito em CDR. 
DEMONSTRAÇÃO 
Como entre x~k) e x~k+2) há sempre dois passos horizontais, isto significa que sempre 
teremos passos tipo VH ou tipo HH em ZLoc, entre os dois. Os mesmos argumentos do lema 
anterior nos permitem concluir daí, que [lx~k+2)- x"'ll = o(jjx~k)- x*j[). 
Se sempre forçamos uma restauração em x(k+l), teremos sempre entre x(k) e x(k+l), passos 
seguidos tipo VH. Isto igualmente nos garante a convergência superlinear de x(k) por B.i do 
teorema. Se impusermos a estratégia apontada em ii, estaremos garantindo a condição em 
B.iii.2 do teorema, entre dois passos horizontais, e, portanto, também 3.255. J1mtando com 
(3.249), obtemos a convergência superlinP..ar de {x(k)} a x". D 
Capítulo 4 
TESTES NUMÉRICOS 
Pretendemos apresentar, neste capítulo, resultados de algrms testes realizados com o 
método apresentado nos capítulos anteriores. Conforme destacamos na introdução, trata-se 
de resultados preliminares de um trabalho, que está sendo desenvolvido juntamente com Fran-
cisco Gomes. Temos em mente, neste momento, a verificação de objetivos bem delimitados 
na aplicação dos testes, e que serão expostos na seção §4.1. Para realizá-los, nos pareceu sufi-
ciente, no momento, utilizar a mesma bateria de problemas usada por Boggs e Tolle em [BT 
89], e por Shanno e Phua em [SP 89]. Na seção §4.4, um pouco como apêndice do capítulo, 
reproduzimos os emmciados dos problemas utilizados. Na seção §4.2, detalhamos as principais 
opções feitas na nossa implementação1 escrita em Fortran. Além disto1 comentamos alguns 
aspectos da bateria de testes escolhida1 bem como apresentamos e analisamos os resultados 
numéricos colhidos, em flmção dos objetivos a que nos propusemos. Na seção §4.3, apresen-
tamos uma implementação do algoritmo PQS, para região de confiança, sugerido em [DEM], 
corn o objet.ivo de observar que, andar com um algoritmo PQS "longe da factibilidade" pode 
ser inefieiente. 
4.1 OBJETIVOS 
Neste trabalho, concentramos nossos objetivos com a realização dos testes numéricos em 
tres pontos: 
Obj.l - Robustez 
Conforme já explicitamos anteriormente, há problemas em MRI para os quais qual-
quer método falha. No entanto, há problemas relativamente simples, como o exemplo 
2.1, em situações nas quais permitimos aos iterados caminhar relativamente longe do con-
junto factível, e que se constituem em armadilhas evitáveis, para métodos como o nosso 
ou tipo PQS. Heuristicamente, correspondem ao fato que, passos tipo Gauss-Newton, 
usuahnente muito eficientes para restaurar pontos próximos do conj1mto factível, podem 
se tornar altamente ineficazes, relativamente longe das restrições. Ou seja, a direção 
normal às restrições, frequentemente, "enxerga muito mal" o conjunto factíveL Para 
piorar o quadro, o passo dado na direção tangente, em flmção de "melhorar a otimali-
dade", muitas vezes acaba contribuindo para dificultar a aproximação dos iterados ao 
conjunto factível. Esta situação, que constatamos no referido exemplo, parece ocor-
rer significativamente na prática. Por exemplo, a depender da implementação e de se 
começar suficientemente longe do conjunto factível, este parece ser o caso dos problemas 
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2 e 13, da lista de problemas usada por Boggs-Tolle em [BT 89] e por Shanno-Phua em 
[SP 89], que reproduzimos na §4.4. Em função disto, a "relativa robustez" do método 
nos pareee ser uma questão central aqui, por entendermos se tratar de mna das van-
tagens importantes de métodos de pontos factíveis. Garantí-la, igualmente, para esta 
flexibilização que estamos empreendendo, nos parece uma questão fundamental. Em par-
ticular constatamos que nosso método torna-se consideravelmente mais robusto, quando 
utilizamos alguma salvaguarda, para situações nas quais a redução de llh(x)jj, a cada 
iteração, torna-se muito ineficiente. Observamos que, embora em menor escala, também 
o método PQS aparenta ficar mais robusto, quando usado com salvaguardas contra este 
tipo de situações. Pretendemos detalhar isto melhor na seção §4.3. 
übj.2 - Calibragem de Pmax 
Uma questão central neste método, diz respeito a como "flexibilizar a factibilidade". 
Algoritmicamente1 isto se traduz na calibragem de Pmax em cada iteração, considerando-
se que o raio do cilindro de confiança deve obedecer à restrição em P3.b de XCOR. Na 
presente implementação, adotaremos a fórmula: 
P ~ Pmox * np ~ Pm= li ( ) li + , g Xc ngsal (4.1) 
onde ngsal é alguma salvaguarda, fixada em função da escala do problema. 
Há dois pontos a se considerar aí: 
- Valor inicial de Pmax 
Esta é mna questão decisiva para o método. Conforme já seria de se esperar, 
pudemos constatar, também numericamente, que valores iniciais de Pma-.; exce..s-
sivamente grandes, ou excessivamente pequenos, podem tornar o método muito 
ineficiente. Neste sentido, uma possibilidade corresponde a "adivinhar" um "bom" 
valor para p~~x, e pensar nas iterações iniciais do método como restaurações, reali-
zadas para obrigar uma redução de llh(x)ll, a alguma fração adequada deste valor 
inicial. Ou seja, teríamos aí configurada 1m1a fase inicial, na qual usaríamos, sem-
pre que necessário, a restauração descrita na seção §2.2.2, para forçar mna redução 
em llh(x) 11, até uma fração do valor inicial de Prnax para, só então, inicializar ver-
dadeiramente o método descrito no capítulo II. Na verdade, poderíamos usar na fase 
inicial, qualquer outro método disponível paro reduzir significativamente llh(x)ll, e 
esta nos parece uma possibilidade muito interessante de se explorar. 
Um outro dado da questão, corresponde a observar que, devemos esperar serem 
os valores de P~'kx, que tornam o método mais eficiente, fortemente dependentes 
da escala de llh{x)ll· Neste sentido, nos parece razoável que as primeiras iterações 
do método devam ser usadas para fazer uma calibragem inicial de Pmax, adequada 
a cada problema. O critério para se obter uma tal calibragem inicial nos parece 
ser eficiência no passo Gauss-Newton para resolver h(x) =O, dentro do cilindro de 
confiança inicial, conforme as idéias esboçadas no seg1mdo parágrafo da seção §1.2. 
A forma específica de fazê-lo, será detalhada na próxima seção . 
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Isto nos conduz a considerar a implementação que faremos do método pro-
posto, como constituida de duas fases. Na primeira, se usa um algoritmo qualquer, 
para determinar um p~L, inicial adequado (pode ser inclusive prefixado), bem como 
um ponto inicial .T, com l[h(x)[[ eonvenientemente menor que p~~x· Na fase final, 
aplica-se CDR a x. 
- Calibragem de Pmax na fase final do método. 
Esta calibragem parece ser menos decisiva que a calibragem inicial do método, 
desde que usemos uma correção de segunda ordem, sempre que o candidato a passo 
na direção tangente ameace sair do cilindro de confiança, e reduzamos, sensivel-
mente, o valor de Pmax> cada vez que a de.'lcida do Lagrangeano, entre dois iterados 
não corresponda ao esperado no teste realizado em P4 de CDR. A fórmula que 
adotamos para uma tal calibragem, na prática, é: 
Pmax t- min { J Pmax' Pmax I 4} (4.2) 
Admitiremos ainda uma redução importante em Pmax 1 sempre que na fase final, 
for necessário usar uma salvaguarda como a que é descrita em Obj.l. Se Pmax estiver 
bem calibrado inicialmente, isto raramente se fará necessário. De qualquer modo, 
nada disto altera a análise de convergência feita no capítulo 11, uma vez que, se o 
conjunto factível é mn nível regular de h, então, para Pmax suficientemente pequeno, 
uma tal salvaguarda nunca é acionada. Além disto, usar ( 4.2) é, teoricamente, 
equivalente a Pmax +--- Pmax/2. 
Obj.3- Eficiência na Restauração 
O passo Horizontal sempre é calculado após a atualização da matriz jacobiana. 
Como estamos admitindo a possibilidade de fazer restaurações, após a atualização da 
matriz jacobiana, haveria, deste modo, a possibilidade de fazermos duas ou mais a-
tualizações da matriz jacobiana por iteração. No caso da implementação que estamos 
considerando, isto seria muito ineficiente, pois implicaria em duas ou mais fatorações da 
matriz jacobiana, por iteração. Tivemos a preocupação de definir o algoritmo, de forma 
a permitir que se iniciasse uma iteração fazendo restaurações, sem ter que atualizar 
a jacobiana usada na iteração anterior. Ao testar este aspecto do algoritmo, pudemos 
constatar que ele se mostrou eficaz, para evitar duplicar atualizações da matriz jacobiana, 
em cada iteração na fase final, desde que p~L, esteja bem calibrado. 
4,2 IMPLEMENTAÇAO REALIZADA 
Corno uosso objet.ivo consiste em realizar apenas testes preliminares com o algoritmo, e 
no,_<Jsa primeira preocupação é com sua robu .. stez, sectmdari7;amos a preocupação com o tempo 
de execução de cada iteração. Nossa principal preocupação relativa à eficiência, se concentra 
nos números de iterações do algoritmo e de fatorações das matrizes. As principais escolhas 
definidoras da fase final na implementação realizada foram, além do processo de definição de 
p~~,: 
Para dar os passos horizontais procuramos, em cada iteração, obter os pontos 
candidatos como minimizadores do polinômio de Taylor, de grau 2, do Lagrangeano 
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L(xc + . , ÀLs(xc)), em regiões de confiança, atualizadas de forma habitual. Escolhemos 
tais rninimizadores com o algoritmo que Moré e Sorensen propuseram em [MoSo 83], 
aplicado a urna redução do problema quadrático ao espaço tangente às restrições. Para 
tanto, construimos bases ortogonais do espaço tangente às restrições, usando uma fa-
toração QR associada à matriz jacobiana das restrições. Correspondentemente, a função 
de mérito utilizada para o passo Horizontal em cada iteração, é L(xc + . , ÀLs(xc)). 
Os passos de restauração são obtidos tentando reduzir significativamente llh(x)ll2 , 
com um "backtracking duplo" nas direções GN ( -h'(x)lh(x)), e de máxima descida 
( -h'(xjTh(x)) para llh{x)ll'· Caso o passo na direção GN fique menor que o passo de 
Cauchy para llh(x)ll 2 , passamos a fazer a busca linear a partir do passo de Cauchy 
-!J.,ch' (x jT h(x ). 
Preferimos escolher problemas para testes que já tivessem sido usados anteriormente. 
Daí nossa escolha recair sobre a bateria usada por Boggs e Tolle, em [BT 89], para testar um 
algoritmo quasi-Newton para MRI que propmillam na ocasião, bem como também por Shanno 
e Phua em [SP 89], para comparar diferentes algoritmos quasi-Newton, para MRI. Compõe-
se de 13 testes, com poucas variáveis cada um (no máximo 5), muitos deles frequentemente 
usados na literatura da área. Cada um é testado com diferentes valores para a posição inicial, 
via de regra, crescentes com l)h(xC0))11· Os reproduzimos, na seção final deste capítulo. Sua 
formulação original encontra-se no referido artigo de Boggs e Tolle, que contempla, inclusive, 
uma indicação para as soluções que teriam encontrado. Uma dificuldade com relação a usar 
esta bateria de testes, é que sua versão publicada em [BT 89] contem muitos erros de na-
tureza tipográfica. No entanto nos pareceu possível reconstituí-la razoavelmente, seja a partir 
dos valores apresentados como soluções dos problemas, seja pelo que se descreve no texto, ou 
ainda, por constitnirem problemas já anteriormente utilizados na literatura. Comentaremos 
estes detalhes, em cada um dos problemas, ao descrevê-los na seção §4.4. 
Shanno e Phua usaram a lista para testar cinco algoritmos com atualização secante para 
MRI. Incluem ainda, o algoritmo de Boggs e Tolle nos seus testes, e declaram que ele teria 
se mostrado mais eficiente que os demais, na bateria de testes realizada. Na tabela 4.1a, 
reproduzimos a tabela V em [SP 89], que compara as performances destes 5 algoritmos, nos 
10 primeiros problemas da lista de Boggs-Tolle. Na tabela 4.1b, complementamos a tabela 
anterior, com dados da aplicação do algoritmo de Boggs-Tolle aos 13 problemas, retirados da 
tabela I em [13T 89]. Nos nossos testes incluimos ainda, no problema 13, testes com pontos 
iniciais afastados do conjunto factível, e que não estavam presentes em [BT 89], bem como o 
problema descrito no exemplo 2.1. 
Não faz sentido compararmos, em termos de desempenho, os dados por nós obtidos, com 
os regist.ros nas tabelas 4.1, mna vez que os dados em [SP 89] e [BT 89] se referem a métodos 
quasi-Newton, muito mais econômicos, por iteração, que a opção por nós escolhida. Ou seja, 
é de se esperar que tenham um desempenho ligeiramente pior, em número de iterações e de 
fatorações da matriz jacobiana, embora tal desempenho tenda a ser compensado, em tempo de 
computação, pelo seu menor custo por iteração (pelo menos em problemas de grande porte). 
Além disto, pelo menos num dos casos, nos quais consta, em [BT 89], uma discrepância entre a 
solução lá apontada, e o problema correspondente, não nos foi possível reconstituir o problema 
por eles testado na prática. Mesmo assim, a vantagem de estarmos usando uma bateria de 
testes já amplamente utilizada anteriormente, consiste em constatarmos, ainda que apenas 
subjetivamente, uma certa consistência nos nossos resultados, com relação aos obtidos para 
outros algoritmos. 
TABELA4.1a 
Reproduz a tabela V em [SP 89], comparando as perfonnances 
de 5 algoritmos PQS com atualização secante para MRI rodados 
com I O dos 13 problemas da bateria de testes em [BT 89]. 
Table V. Comparative Performance 
Bogp and 
NPSLVR4 NPSLVR5 Tolle POWYI POWY2 
evaluation evaluation evaluation evaluation evaluation 
Problem Start f g 'Vf/'Vg I g VfjVg I g 'VffVg I g Vf/ílg I g 'Vfj"lg 
I I 6 7 ' 8 • 13 6 6 6 12 13 • 18 " 12 ' I 6 7 6 7 7 13 11 11 7 • • 8 8 • 14 ' 16 16 " " " " 18 18 15 15 15 15 " " 
31 
8 Sã 55 " U7f 117 • 87 87 31 
Jl)!t 101 " lll3t 107 " 8 I 10 10 8 " " 11 • • 8 ' ' ' 
8 8 13 
' 8 8 7 8 8 11 9 • 8 8 8 
7 10 10 14 
8 8 8 7 9 ' 13 9 • 8 ' ' 8 11 11 16 ' I 10 10 9 10 10 15 12" 12 12 18 13 10 " " 28 ' 12 12 lO Jl}[t lúl o· 16" 16 16 17 17 12 12 12 21 ·' 8 25 25 " 16ft 16 28 12" 12 12 
,. ,. 15 19 19 22 
5 1 8 8 7 7 7 13 ' ' 8 ' ' 7 ' 8 13 
' 10 11 10 17 18 25 11 12 11 ' 
10 ' 10 11 16 8 12 13 12 12 13 19 14 15 14" 11 12 11 12 13 18 
' I 1111 10 11 11 18 " " 17 11 11 10 11 11 
19 
' 6169 "' 811 80 113 28 28 !r ~ 90 73 
IOlt 101 91 
7 I 53 56 36 !ltt 31 " 53 55 28 33 37 22 33 33 
57 
' 575S 39 79' 79 73 191 .. 35 47· IO'!t 103 52 
I02t 102 130 
8 I • • 9 9 ' 15 10 10 10 7 7 7 7 7 13 2 12 12 12 12 12 21 13 13 13 11 11 11 11 11 19 
9 1 17 17 15 38 38 21 12 12 12 " 26 " 23 23 " 2 42 65 37 34 " 28 21 21 19 ~ 60 38 
38 47 43 
3 3445 32 111 122 59 34 34 25 " 80 43 " 57 49 10 1 ' ' 6 6 ' 7 6 6 ' ' 6 ' 6 6 6 2 12 12 12 12 12 12 13 13 13 12 12 12 12 12 12 
8 14 14 14 " 14 15 15 15 15 " 14 " " 
14 " 
t Allowab!e function evaluations excefded. 
tt (lveiflow occurred at that iteration. 
• Maximum funct:ion evaluations eiteeded. 
•• Failed to converge. 
TABELA 4.lb 
Reprodução de parte da tabela I em [BT 89] 
d adjusted 
Conv. Evaluations 
Problem Stan f g V f Vg . 
I I 2 6 6 6 6 
2 I 2 11 11 7 7 
2 I 18 18 15 15 
3 I 37 37 27 27 
3 I 2 9 9 8 8 
2 2 9 9 8 8 
3 I 9 9 8 ' 4 I I 12 12 12 12 
2 I 16 16 16 16 
3 I 12 12 12 12 
5 I I 9 9 8 • 
2 I 11 12 11 11 
3 I 14 15 14 14 
6 I I 20 20 17 17 
2 I 28 28 21 21 
7 I I 43 44 27 27 
2 ' 88 114 58 58 8 I 2 lO 10 lO lO 
2 2 13 13 13 13 
9 1 I 12 12 12 12 
2 2 21 21 19 19 
3 I 34 34 25 " lO 1 I 6 6 6 6 
2 2 13 13 13 13 
3 2 15 15 " " 11 I I 10 10 9 9 
2 I 32 32 24 24 
3 I 37 38 28 28 
12 I I 22 22 19 19 
2 I 19 19 17 17 
3 I 19 19 17 17 
13 I 2 29 29 13 13 
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Organizamos a exposição e análise dos dados, colhidos com CDR em 4 subseções. Na 
primeira, discutimos o efeito de se usar uma salvaguarda, caso a restauração fique muito 
ineficiente. Na subseção seguinte, discutimos o efeito da correção de segunda ordem. Na 
subseção §4.2.3, analisamos dados relativos à calibragem inicial de p~1,,, bem como questões 
relacionadas à escala de llh(x)ll. Na última subseção, comparamos diferentes estratégias para 
a fase inicial. Os dados que registramos de cada teste, nas tabelas 4.2-4.6 são: 
- AtA - Número de atualizações da matriz jacobiana 
- itT- Número total de iterações realizadas, (soma das iterações na fase 1, com as da fase 
final e com as possíveis iterações do algoritmo SALVREST). 
itM - Número de iterações, nas quais o passo candidato é obtido com o algoritmo de 
Moré-Sorensen. Exceto nas duas últimas baterias de testes apresentadas na tabela 4.6, 
bem como no problema 10, na prática, difere muito pouco do número de iterações na 
fase final do algoritmo. 
- it.S- Nlunero de iterações do algoritmo SALVREST. 
- Res - Número de restaurações realizadas. 
#h- Número de avaliações das restrições h(x). 
- sa- Número que indica qual saida se obteve. Caso sa = 1, isto significa convergência a 
um ponto de KT, com tolerância llh(:z;) li < 10-5 e llgp(x) li < 10-5 . sa = 5 indica fracasso, 
ao se atingir um limite de 100 iterações e sa = 6 indica fracasso nas restaurações, na fase 
final (apenas verificável na tabela 4.2). 
- P~L, - Valor inicial de Pmax na fase final do algoritmo, (apenas nas tabelas 4.4' e 4.5). 
- Pfnax- Valor final de Pmax 1 (apenas nas tabelas 4.4' e 4.5). 
O problema 3 da lista, é um problema quadrático e o 10 corresponde a encontrar wn ponto 
factível, pois seu número de variáveis é igual ao de restrições. Os dados colhidos com estes 
problemas mantêm-se monotonamente idênticos, essencialmente independentes das variáveis 
testadas. Como não contribuem em nada para a análise de CDR, os omitiremos a partir da 
tabela 4.4, com o objetivo de simplificá-las, visualmente. 
4,2,1 SALVREST 
Na tabela 4.2 registramos o efeito de se usar uma salvaguarda, que denominamos 
SALVREST, para reduzir significativamente llh(x)ll2 , sempre que tivermos obtido XR a partir 
de x, mun passo de REST, e tal que 
llh(xR)II > .95llh(x)ll (4.3) 
SALVREST poderia ser qualquer algoritmo eficiente para resolver o sistema h(x) = O. 
Como neste caso podemos nos deparar com problemas muito difíceis de minimização global, 
isto coloca alternativas interessantes para construir algoritmos mais robustos para MRI. O 
que fizemos, nesta implementação, foi simplesmente definir SALVREST como um algoritmo 
para minimização sem restrições, com região de confiança, tomando para modelo quadrático o 
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polinômio de grau 2 de llh(x)ll 2 . Usamos o algoritmo de Moré e Sorensen para obter os pontos 
candidatos, como minimizadores do modelo quadrático na região de confiança. Na verdade, 
só acionamos a salvaguarda depois que ( 4.3) tenha se verificado por duas vezes. 
Na tabela 4.2, prefixamos p~~x = 10, e comparamos os dados obtidos, aplicando CDR 
com SALVREST, e sem. Conforme podemos verificar na tabela 4.2, sem a salvaguarda o 
algoritmo deixa de convergir a um ponto estacionário, sendo interrompido após realizar mais 
de 100 restaurações nos te.'>tes 2.3, 13.1, 13.3 e 14. Além disto, CDR fica mais eficiente ao 
utilizarmos a salvaguarda nos testes 9 e 12. Se observamos a tabela 4.1, vemos que tres dos 
cinco algoritmos PQS, analizados por Shanno e Phua, também fracassam no problema 2.3. 
Nos parece que, provavelmente, algum tipo de salvaguarda contra dificuldades em se aproxi-
mar da factibilidade, iguahnente funcionaria alí. 
Em função disto, passamos a incorporar SALVREST em todos os testes a serem feitos 
com CDR, daqui para a frente. 


















































AtA itr itM i:t:Q Fas llh sa AtA itr itM itQ Fas ih sa 
6210481 6210481 
7750311177503111 
17 16 8 o 6 22 1 17 16 8 o 6 22 1 
34 34 10 5 3 42 1 101 •101 -1 o o 112 5 
3 3100 31 
3 3100 31 









20 13 12 o 17 40 1 
23139018401 
171312015291 









o o ' 
o o ' 
o o ' 
6 o ' 
9 o ' 










27 16 12 
19 18 5 


















20 13 12 o 17 40 1 
23139018401 
17 13 12 o 15 29 1 










































115 10 9 
173 96 12 
101 101 -1 
o 114 660 6 
0885691 
o 01185 
30 2013 4181201 121 9 6 0118***6 
43 2415 4 301901 115 11 6 0109 *** 6 
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4.2.2 CORREÇÃO DE SEGUNDA ORDEM 
Na tabela 4.3 colocamos os resultados obtidos em 4 aplicações da bateria de testes, com 
o objetivo de registrar o papel da correção de segtmda ordem. Nas duas primeiras colunas 
da tabela 4.3, estão os dados obtidos ao aplicar o algoritmo original, com um valor inicial 
prefixado em p~~x = 0.01. Ou seja, a fase inicial é, neste caso, exatamente o algoritmo REST, 
usado até que se dê o primeiro passo na direção tangente. No teste registrado na primeira 
cohma, não se usam correções de segtmda ordem. No que corresponde à segunda coluna, 
usamos uma correção de segunda ordem sempre que o passo candidato x+ ameace sair do 
cilindro de confiança no sentido que 
llh(x+)ll > llh(x,)ll + .3p, (4.4) 
onde p é o raio do cilindro de confiança. 
Nas colunas 3 e 4 fizemos o mesmo que nas duas primeiras para p~~o: = 10. 
Comparando-se as colunas 1 e 2, fica evidente que para p~~o: = 0.01 a correção de segunda 
ordem tem um efeito decisivo na performance do algoritmo. No caso p~~o: = 10, a correção 
de segunda ordem melhora a performance nos problemas 4 e 12, fazendo pow~a diferença nos 
demais. O fato que, para pequenos valores do raio do cilindro de confiança, a correção de 
segunda ordem consegue evitar desastres maiores na aplicação do algoritmo, é importante 
para a calibragem do Pmax· Nos permite adotar uma calibragem exigente para sair da fase 
1, ou então forçar reduções significativas em Pmax, sempre que CDR indicar a necessidade de 
reduzí-lo. Mesmo que "erremos um pouco na dose", isto não chega a ser devastador, dentro 
de determinados limites, desde que estejamos usando a correção de segunda ordem. Por outro 
lado, ela tem que ser usada com algmn cuidado, para não consumir avaliações de h(x) desne-
Cf'Bsarirunente. 
Em consequência disto, incluiremos também a correção de segunda ordem, com a es-
tratégia apontada acima, nos demais testes com CDR.. 











































































3 1 o o 
3 1 o o 




16 15 14 
21 20 19 
17 17 16 
' 6 2 
10 10 2 













54 5440 0291351 
17 17 3 3 3 27 1 
1918242291 




















8 8 4 
30 30 21 
46 46 27 
56 56 41 
55 55 38 




















19 17 6 1 5 27 1 
AtA i.tT i:I:M itS Fes lfh sa 
1110607281 
9 9 5 
94 94 93 
124 124 100 
o 4 16 1 
0461861 




3 1 o o 
3 1 o o 




52 51 50 
85 84 83 
91 91 90 
0121421 
o 20 21.9 1 
0202431 
7 6 2 o 
151.570 
131.220 
3 12 1 
3 29 1 
3 20 1 
292923012581 
114 11.4 100 o 54 208 5 
17 1.7 3 3 3 27 1 
191.8242291 

















7 6 o o 
131200 
151400 
1 ' 1 
1 13 1 
1 15 1 
9 9 5 
92 92 83 
119 ll9 100 
115 115 100 
117 117 100 
113 113 100 
101 101 100 
32 31 8 
29 29 4 
o 4 14 1 












19 17 6 1 5 27 1 
p" .. =tO.COMCURREÇÃO 
AtA itr .itM its Res llh $8. 
6 2 1 o 4 s 1 
7 7 5 o 
161680 
3434105 
3 3 1 o 
3 3 1 o 
3 3 1 o 
8 8 7 o 
10 8 7 o 
9 7 6 o 
6 5 3 o 
10 9 3 o 
1.21120 
3 11 1 
4 21 1 
2 44 1 
o 3 1 
o 3 1 
o 3 1 
4 20 1 
4 n 1 
4 16 1 
4 11 1 
4 15 1 
3 18 1 
131.2905181 
3130190U671 
20 13 12 o 17 49 1 
2313901.8441 
17 13 1.2 o 15 31 1 







































































30 20 l3 4 18 127 l. 
43 24 1.5 4 29 200 l. 
E 
AtA itr it:M its Res llh sa 
6 




2 l. o 4 s 1 
7 5 o 
16 8 o 
34 1.0 5 
3 u 1 
6 22 1 
3 42 1 
3 1 o o 
3 l. o o 














17 13 1.2 o l.5 29 1 



























































"' 1 40 1 
36 1 
30 20 1.3 4 18 120 .1 
43 241.5 430H01 
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4.2.3 CALIBRAGEM INICIAL DE Pmax 
As tres tabelas que apresentamos nesta subseção, essencialmente correspondem a peque-
nas variações sobre a tabela 4.4. Nas quatro primeiras colunas da tabela 4.4, registramos o 
que acontece ao prefixarmos diferentes valores iniciais para p~~x• respectivamente, .01, 10, 103 
e 105 . 
Como já seria de se esperar, o melhor valor prefixado de p~~x pari se operar varia muito 
conforme o problema, não só em função das não-linearidades do conjunto factível, bem como 
da escala de lih(x)ll. Na tabela 4.4, p~L = .01 é a melhor opção nos problemas 7,9 e 14 e a pior 
nos problemas 1,2,4,6,11.2,11.3,12 e 13.1. Já p~1z = 10 é a melhor opção nos problemas 1,4,11 
e 13. Nos problemas 1,6 e 12, a melhor opção parece ser p~~ = 103. Até p~~"' = 105 , parece 
ser uma boa opção em problemas como os de número 1,6 e 8. Alguns problemas como os de 
números 1,4,5, 6 e 8 são pouco sensíveis ao valor de p~~' dentro de alguma faixa bastante 
ampla de possíveis prefixações para p~~"'' enquanto outros como 7,9,11,12 e 14, funcionam 
visivelmente melhor para um dos quatro valores de p~~· 
O que nos interessa ressaltar aqui, é a dificuldade de se pensar num valor adequado para 
p~~x prefixado. Claramente, em cada um dos problema, os valores de p~~x prefixado, que 
correspondem às melhores performances de CDR, dependem fortemente da escala de llh(x)ll. 
Isto ficará mais evidente ainda,. ao analisarmos os dados da tabela 4.5, destinada a explicitar 
o efeito de mudanças de escala nos problemas. 
A forte dependência da performance de CDR com a escala na qual se escreve h(x), 
indica que devemos tentar uma maneira de encontrar p~~x> que traga embutida alguma forma 
de aferição desta escala. Os dados da quinta coluna correspondem a esta tentativa. Nela 
registramos o que acontece, ao tentarmos aplicar, na primeira fase, um método autoajustável 
para encontrar o valor de p!!;_~, com o qual se inicie a fase final do algoritmo. A forma que 
encontramos para traduzir o princípio de buscar com que o passo Gauss-Newton seja eficaz, 
na sua tarefa de aproximar os itemndos da factibilidade dentro dos cilindros de confiança na 
fase final, consiste em ajustar r~L, através: 
1 - Aceitar o fim da fase inicial quando obtivermos, por duas vezes 
llh(x + 6v)ll 
q" = llh(x)ll < .z' 
onde óv é um passo Vertical, dado na direção normal às restrições em x. Adotamos 
ainda uma salvaguarda, para evitar valores iniciais de p~~ muito pequenos, necessária 
em casos nos quais os iterados convergem para pontos factíveis nos quais h'(x) seja 
singular, ou esteja muito mal condicionada, como é o caso do problema 8. 
n- Fixar p~~x como o valor de llh(x)JI, na primeira vez que obtemos qv < .3 na fase inicial, 
desde que nunca volte a ficar maior que .4 depois. Caso Qv < .3 em todas as iterações 
da primeira fase, fixamos p~~x = 104 nos testes realizados. 
Com a exceção do problema 2.c, os resultados registrados na quinta coluna da tabela 4.4 
correspondem, para cada problema, aos bons resultados obtidos dentre os que registramos ao 
prefixar p~~.,, no sentido que, se não for o melhor deles, pelo menos dele se aproxima "razoavel-
mente". Estamos "medindo" a performance do algoritmo, apenas olhando para os parâmetros 
AtA, itM e it.S, que indicam as fatorações de matrizes realizadas. No sentido de complementar 




















































TABELA4.4 -TESTA DIFERENIES VALORES DE p'= PREFIXADOS ffiNrRA UM MÉTODO DE AJUSIE PARA p'-: 
p~,._ = .01 
AtA itT ii:M its Pas ~ sa 
1110607291 
8 7 3 
30 30 19 
58 5S 34 
16 15 14 
21 20 19 
17 1.7 16 
o 2 12 1 
010 681 














54 5440 0291351 
17 17 3 3 3 2:1 1 
19UI242291 










8 8 • 
30 30 21 
46 46 27 
56 56 41 
55 55 3S 





















6 23 1.32 1 
0401961 
4 5 67 1 
7 3 40 1 
1614515411 
1917615271 
AtA it:T itM its Res 
6 2 1 o 4 
7 7 5 o 3 
1616804 
34341052 
8 8 7 o 4 
10 8704 
9 7 6 o 4 















20 13 12 o 17 49 1 
23139018441 
17 13 12 o 15 31 1 

























28 18 14 
23 19 6 




8 54 1 
7 55 1 
6 45 1 
3181241 
3 5 40 1 
7 1 36 1 
30 2013 4181271 
43 24 1.5 4 29 200 1 
AtA i:t'l' itM its Res 




6 5 4 o 4 
12111005 




5 o 5 
3 o 6 














26 11 14 2 21 n 1 
151110 013 241 























18 16 o l.1 35 l 










2l. 9 ll 19 139 l 
17 7 9 8 82 l 
28 12 11 20 145 1 
22169610951 
23181068901 
AtA it:T it:M itQ Pas 
6 2 l o 4. 
129804 
18 13 l.2 o l.1 
25 21 l.2 o 11 
8 7 6 o 5 
12121105 
8 7 6 o 5 

























































38 1.3 24 28 257 l 
34 30 17 12 8 76 l 
38 33 20 l.2 9 102 1 







o 3 12 1 
25 1 
118 1 " 
o 5 
5 19 
9 8 6 o 
lO 9 7 O 
11 9 7 o 
6 6 2 o 
101030 
121230 
6 18 l 
5 19 l 
5 19 l 
2 11 1 
3 14 1 
3 18 1 
1414 9 o 4191 
32 31 17 o 11 47 l 














10 10 7 o 

































9 11 133 1 
4 6 63 1 
7 2 40 1 
1816718531 
2219818451 
TABELA 4.4'- IDÊNTICA À TABELA 4.4, EXCETO QUANTO A MOSfRAR pfmax EM CADA CHAMADA, BEM COMO p0018x NA ÚLTIMA: 



























































11 10 6 o .10E-01 
• ' 3 
30 30 19 
58 58 34 
16 15 14 
21 20 19 
















15 15 9 O .10E-01 
54 54 40 O .10E-01 
17 17 3 3 .lOE-01 
































































7 o .10E+02 
7 o .10E+02 







13 12 g o .10E+02 
31 30 19 o . 25E+01 
20 13 12 o .24E-02 










































3 . 70E-02 
3 .21E+OO 
7 .10E+02 
4 . 91E-02 
4 .30E-03 
AtA itT itM its Prrnx 
6 2 1 o .l.OE+04 
10 9 a o .10E+04 
14 11 6 o .32E+02 



















12 12 11 o .10E+04 
23 23 16 o .10E+04 
1s 12 11 o . seE-o1 



































21 9 11 .14E-03 
1.7 7 9 .84E+01 
28 12 11 .19E-01 
16 9 6 .14E+02 
18 10 6 .14E+02 
AtA itT itM its pffllll 
6 2 1 O .10E+06 
12 9 8 O .10E+06 
O .42E+01 
o .32E+03 
18 13 12 


















15 15 14 o .32E+03 
25 23 20 o .32E+03 
18 10 9 o . 66E-01 





































23 10 12 .188+03 
23 lO 12 .18E+03 
38 13 24 .26E-01 
30 17 12 .12E+02 
33 20 12 .15E+03 

























0 . 95E+OO . 95E+00 
o .14E+02 .14E+02 
5 .10E-01 .10E-01 
O .10E+03 .10E+05 
O .l.OE+03 .10E+05 
O .10E+05 .10E+05 
O • 42E+01 . 42E+01 
o . 33E+03 . 33E.+03 
o .24E+04 .24E+04 
14 14 9 o .1?E+02 .17E+02 
32 31 17 O .10E+01 .10E+01 
17 17 3 3 .40E-01 .40E-01 






















































































AtA it'l' :i.tM :i.ts 
38 37 32 
15 15 10 
112 112 100 
124 124 100 
77 77 75 
88 87 85 








14 14 9 o .l.OE-01 
18 18 9 O .10E-Q1 
20 20 9 o .10E-Q1 
6 1 72 72 65 o .10E-Q1 


















17 17 3 3 .10E-01 
19 18 2 4 .10E-Q1 
1 
2 
20 14 4 O .10E-Q1 




15 15 7 o .10E-01 
28 28 5 2 .10E-01 
32 32 7 4 .10E-Q1 
l 13 l3 8 
2 110 110 100 
3 120 120 100 
1 116 116 100 
2 117 117 100 
3 114 114 100 














21 21 12 1 .10E-Q1 
20 20 9 1 .10E-01 
p0,_ = 10; K = lol 












7 6 2 
10 10 2 










15 15 9 o .10E+02 
54 54 40 o .10E+02 
20 l3 12 o . 24E-02 
23 l3 9 o . 24E-Q2 
17 9 4 o .lOE+02 
21 12 3 o .1om+02 
15 14 7 
26 26 4 
31 31 7 
B B 4 
30 30 21 
46 46 27 
56 56 41 
55 55 38 










67 66 65 o .10E;-02 
30 29 6 4 .10E+02 
28 28 3 7 .10E;-02 
16 14 5 1 . 25E+01 
19 17 6 1 .10E+02 
6 2 1 O .10E+05 
a 7 s O ,10E+05 
16 16 8 O .lOE+OS 
35 34 10 5 .10E+05 
8 8 7 O .lOE+OS 
lO 8 7 O .10E+05 
9 7 6 o .10E+05 
6 5 3 o .10E+05 
lO 9 3 O .10E+05 
l2 11 2 O .lOE+OS 
l3 l2 9 O .10E+05 
40 37 26 o .10E+03 
17 13 12 o .9SE-Q2 
29 22 21 O .16Bt-OO 
17 13 12 O .10E+OS 









• a 6 
14 13 7 
















21 13 lO 2 .55E+Ol 
25 19 6 3 .25E+Ol 
29 27 2 7 .10E+05 
29 18 11 4 .15E+Ol 
30 18 10 3 .10E+01 
p0,_ ajustado; K = 1tr 
AtA :i.tT :i.tM :i.ts 
7 7 3 o . 79E+03 . 79E+03 
a a • 
21 19 9 
124 124 100 
' ' 7 
l2 10 7 
11 10 8 
6 6 2 
10 10 3 
12 " 3 
o . 95E+03 • 95E+03 
O .14E+05 .14E+OS 
5 .l.SE+OO .lSE+OO 
O .10E+05 .10E+05 
O .10E+05 .10E+05 
O .10E+05 .lOE+OS 
o . 42E+04 . 42E+04 
o .33E+06 .33E+06 
o .10E+07 .10E+07 
14 14 9 O .17E+OS .17E+05 
32 31 17 o .10E+04 .10E+04 
17 17 3 3 .40E-Q1 .40E-Ol 
19 19 2 4 .20E+OO .20E+OO 
26 17 2 o .10E+04 .10E+04 





























o .10E+03 .lOE+03 
2 .11E+03 .ll.E+03 
4 . 84E+02 • 84E+02 
O .10E+05 .10E+05 
o .34E+04 .34E+04 
o . 81E+02 . 65Z+04 
7 .36E+04 .36E+04 
9 .15E+04 .15E+04 
6 .38E+04 .38E+04 
2 .55E+01 .10E+05 
4 .22E+02 .22E+02 
7 .11E+03 .1u.+03 
18 16 7 1 . 75E+01 .57E+02 
22 19 8 1 .44E+OO .49E+02 
AtA :i.tT :i.tM :i.ts 
7 7 3 o . 79E+OO . 79&+00 
a a • 
20 19 9 
54 54 30 
O • 95E+OO . 95E+OO 
o .14E+02 .14E+02 
5 .10E-Q1 .10E-Ql 
9 8 6 O .10E+03 . 10E+05 
10 9 7 O .10E+03 .lOE+OS 
11 9 7 O .10E+05 .lOE+OS 
6 6 2 o .42E+01 .42lll+Ol 
lO 10 3 O • 33lil+03 . 33E+03 
l2 l2 3 o .24E+04 .24E+04 
14 14 9 o .17E+02 .17E+02 
32 31 17 o .10E+Ol .lOE+01 
17 17 3 3 .40E-01 .40E-Q1 
19 19 2 4 . 20E+OO • 20E+OO 
16 l2 2 o .lOE+01 .10E+Ol 



















O .10E+OO .10E+00 
2 .llE+OO .llE+OO 




7 O .10E+05 .10E+05 
6 o . 34E+01 • 34Z+01 







7 .36E+01 .36&t01 
9 .lSE+Ol .15E+01 
6 .38E+01 .38E+01 
9 • SlE+-02 .lOE+OS 
4 .22E-Ol .22E-Q1 
7 .llE+OO .llE+OO 
18 16 7 1 .14E-Ql .57E-Q1 
22 19 8 1 . 77E-Q3 . 49E-01 
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Tabela 4.4' Reproduz os mesmos dados da tabela 4.4, apenas substituindo o registro deRes, 
# h e sa por pfna:x: (valor final de Pmax) e, no caso autoajustável, acrescentando ainda 
P~lx- Começamos destacando que o valor de p~L,, encontrado de forma autoajustada, 
é razoavelmente "conservador", no sentido de praticamente corresponder ao valor final 
de Pmax· As exceções ficam por conta dos problemas 4.a, 4.b e 13.a, que começam, 
praticamente, em pontos factíveis (nestes casos arbitramos P~L = 104 ) e do 14 que 
"gosta" de andar com Pmax bem pequeno. O problema 14 é o único no qual Pmax ainda 
é diminuido na fase final, abaixo de um valor prefixado em .01, conforme se registra na 
primeira coluna . Nos casos de problemas como o 7,9 e 14, que "gostam" de cilindros 
de confiança menores, o método encontra valores relativamente baixos para P~L, e, 
essencialmente, reproduz a performance obtida ao se prefixar P~x = .01. Nos demais 
casos se obtem, com poucas exceções, valores iniciais para P~!x, próximos a valores 
de Pmax nos quais o algoritmo parece operar bem com p~lx prefixado. A exceção 2.c, 
corresponde a um exemplo no qual a direção do gradiente projetado na direção tangente 
às restrições coincide ser, longe das restrições, uma boa direção de descida de !lh(x)ll 
em itt>..rados nos quais a direção normal não o é. Isto acaba produzindo um valor de 
p~L excessivamente baixo. Ao adotarmos outras estratégias para a fase 1, este efeito se 
atenua bastante. 
Tabela 4.5 A tabela 4.5 destina-se a registrar os efeitos de uma mudança de escala, ao se 
substituir h(x) =O por K *h(x) =O. As tres primeiras colunas correspondem a prefixar 
p~~x em .01, K * .01 e K * 10. As duas últimas correspondem a se utilizar o método de 
autoajuste para encontrar p~~x· Adotamos K = 1000 nas quatro primeiras colunas. Na 
quinta repetimos os dados da quinta coluna da tabela 4.4', ou seja, correspondentes a 
K=l. 
A primeira observação a se fazer a1 e que, com pequenas nuances, os resultados 
obtidos com K = 1000, para p~!x = K * .01 e p~~x = K * 10, são essencialmente os 
mesmos obtidos na tabela anterior respectivamente para p~~x = .01 e P~!x = 10 no caso 
K = 1. O principal ponto a destacar na tabela 4.5 é que, com a exceção dos problemas 
2.c, 8 e 13.a, nos demais há uma notável coincidência entre as performances obtidas para 
K = 1 e K = 1000 no caso onde p~L é autoajustado, conforme se pode ver comparando 
as duas últimas colunas. Isto indica que na grande maioria dos problemas, o efeito da 
calibragem, adotada. na fase inicial para ajustar p~J..,, parece funcionar independente-
mente de K. 
Não estamos com isto dizendo que temos uma maneira de enfrentar problemas mal 
escalados em geral. Mas pelo menos no que diz respeito a mudanças de escala do tipo 
h(x) -K * h(x) acreditamos que nossos dados apontam uma forma autoregulável para 
encontrar um p~!x conveniente. 
Em resumo, nos parece que na grande maioria dos problemas testados, o método autoa-
justável encontra um valor para P!::.~"'' econômico em termos das "iterações caras" na direção 
tangente, sem aumentar significativamente o menor número de iterações feitas pelo algoritmo, 
com relação a testes que utilizam diferentes valores prefixados de P~!w:· Isto indica um critério 
viável para caracterizar, dinamicamente, a proximidade do conjunto factível. 
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4.2.4 ESTRATÉGIAS PARA A FASE 1 
Na tabela 4.6 comparamos quatro diferentes estratégias para a fase 1. A primeira, essen-
cialmente, é a mesma registrada na quinta cohma da tabela 4.4. Nas demais procuramos dar 
passos na direção tangente às restrições, após cada passo na direção normal, e de modo a não 
comprometer a descida de llh(x)ll conquistada. Usamos tres novas opções para fazê-lo. Uma 
iteração típica da fase 1 começa ern x, com a atualização da matriz jacobiana no ponto, e dá 
um passo vertical para encontrar x,, com o objetivo de reduzir llh(x)jj. O passo vertical é 
dado com lun algoritmo como REST, e usamos ainda um raio para a região de confiança do 
passo vertical. As diferentes opções se diferenciam na forma de escolher um passo na direção 
Horizontal. A idéia da segunda opção para a fase inicial, é aproveitar que a fatoração de h'(x) 
já está feita, e definir o passo Horizontal na direção de -gp(x). A forma de fazê-lo é bem 
despretenciosa, e corresponde a usar um segundo raio de confiança para o tamanho inicial do 
passo Horizontal, a ser atualizado em cada iteração. O passo x+, assim obtido, é recusado em 
duas situações: 
- Se [[h(x+J[[ for maior que a média aritmética entre lfh(x))[[ e [[h(x.)lf. 
- Se f(x+) não reduzir significativamente f(xv), até um lirnite de duas recusas deste tipo 
por iteração. 
On seja, a idéia aqui é não "gastar muito" para tentar diminuir a f, longe das restrições. 
Se após duas rejeições do passo Horizontal, não encontramos um candidato x+ aceitável, omiti-
mos o passo Horizontal e reduzimos a região de confiança do passo Horizontal, para a iteração 
seguinte. A atualização do raio da região de confiança do passo Horizontal, é feita de forma 
a aumE>ntá-lo ou diminuí-lo, conforme o passo dado ameace, ou não, deixar de satisfazer um 
dos dois pontos colocados logo acima. 
As outras duas opções que registramos na tabela 4.6, correspondem a apostar mais em 
melhorar a aproximação da variedade dual D*, na fase 1, no sentido de um maior esforço para 
dar um bom passo na direção Horizontal. Uma forma de fazê-lo, corresponde a construir o 
mesmo modelo quadrático que na fase final, para dar o passo Horizontal, usando o algoritmo 
de Moré-Sorensen para encontrar um candidato x+ = xv + bt + ÓsoCJ onde Ót é obtido a partir 
do minimizador do modelo quadrático reduzido. A diferença entre as duas opções, é que na 
terceira usamos a matriz jacobiana das restrições obtida em x, sem atualizá-la em xv, ao passo 
que na quarta, fazemos a atualização de h'(x) em Xv. Destacamos duas observações: 
- A primeira e a segunda opções parecem claramente superiores às demais. Como seria de 
se esperar, as duas últimas opções gastam muito mais, em termos de iterações do algo-
ritmo de Moré-Sorensen, do que as duas primeiras. Para que valessem à pena, teria que 
acontecer uma substancial redução no número de iterações. Mas isto visivehnente não 
ocorre. Mesmo que comparemos apenas pelo número de iterações itT, não nos parece 
deteetável, globalmente, uma redução deste número nas opções 3 e 4, com relação aos 
dados da segunda opção. Ou seja o que nos parece observável aí, é que as diferenças 
no número it.T entre as opções 2 e as opções 3 e 4, além de serem relativamente peque-
nas, se distribuem equilibradamente, ora mun sentido, ora no outro. Algo semelhante 
observaremos adiante, ao comparar os dados da aplicação de um método PQS puro, e 
de outro, no qual o mesmo algoritmo PQS vem precedido de uma fase 1 como a que 
colocamos nas opções 1 ou 2. 
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- A comparação entre os dados da primeira e segunda opções, não nos dá elementos sufi-
cientes para afinnar que uma das duas seria, claramente, superior à outra. Para tanto, 
talvez fosse necessário trabalhar mrm conjunto bem mais amplo de testes. No entanto, 
nos parece haver, nesta bateria de testes, uma diferença pequena, porém visível, em 
favor da segunda opção, expressa nos testes de número 2, 6 e 8. Nos demais há pequena." 
oscilações para lá e para cá nos resultados {sempre pensados em termos de AtA, itM e 
itS). 
OBSERVAÇAO 4.2.1 SOBRE O CUSTO DAS RESTAURAÇÕES 
Observamos que, a diferença entre o número de atualizações da matriz jacobiana AtA 
e o número de iterações itT, é devida ao número de restaurações realizadas na fase final 
que consomem uma ou mais atualizações adicionais da matriz jacobiana , com consequentes 
fatorações. O que se pode destacar na tabela 4.6 é que, em termos do número de fatorações 
de matrizes, este gasto adicional com restaurações na fase final é quase insignificante, no caso 
onde p~L: é autoajustado. Só para fixar idéias, veja que, nas duas primeiras opções da tabela 
4.6, dos trinta testes realizados em cada opção, mais da metade não precisou gastar nenhuma 
fatoração a mais. Nos demais, gastou-se apenas uma fatoração adicional, com a exceção de 
dois ou tres testes. Com p~~x prefixado, como já seria de se esperar, constata-se na tabela 
4.4 que o número de fatorações da jacobiana por iteração, na fase final, é igualmente muito 
próximo de 1, para p~~x = .01 e tende a crescer com P~1x· 
Passo tang. 
















































TABEIA 4. 6 - TESTA DIEERENTES ESTRATÉGIAS PARA A F.ASE 1: 
Nenhum 
AtA itT itM its P.es 
7 7 3 o 3 
8 B 4 O 3 
2019905 
54 54 30 5 19 
9 8 6 o 6 
10 9 7 o 5 
119705 











" 1 18 1 
1414904191 
32 31 17 o u 47 1 






















2 12 1 
6 22 1 
6 37 1 
23 23 a 
28 27 10 













4 6 63 1 
























10 1.0 5 o 3 17 1 
1414302311 













7 o 3 
a 2 • 
' 7 • 
7 4 o 2 
16 9 o 4 


















4 1 35 1 
9 2 63 1 
2120744501 
2622467971 
Minimiz. da quadrática 
























































































33 22 10 5 106 1 
30 23 17 5 15 104 1 
22 22 17 4 3 54 1 
Minimiz. da quad. clatualiz. de h'(x) 
AtA itT itM its Res #h sa 
97603191 



























































1 27 1 
1 " 1 







5 100 1 
4 55 1 





" 1 37 1 
23191534441 
28191443531 
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4.3 TESTES COM PQS 
As implementações dos algoritmos PQS, em geral, não se preocupam em explicitar um 
tratamento diferenciado para pontos que estejam próximos do conjunto factível, com relação 
a pontos dele distantes. A idéia é que, a função de mérito, ao penalizar fortemente pos-
síveis afastamentos do conjunto factível, implicitamente se encarregaria disto. Num certo 
sentido, isto é tratado como uma vantagem dos algoritmos PQS, que teriam, desta forma, 
mais liberdade para procurar a variedade dual D'íl L, mesmo estando longe do conjunto fac-
tível. Longe da variedade dual 'D*, a função de mérito atuaria como uma espécie de "freio 
autoregulável" a permitir avanços em direção à variedade dual, proporcionados por direções 
de descida definidas num modelo quadrático, na medida que não venham a provocar aumentos 
excessivos na "distância" do it.erando ao conjunto factiivel. Em vários casos, a estratégia de se 
preocupar fortemente com a aproximação da variedade dual, longe do conjunto factível, pode 
ser adequada. Em muitos, nos parece que não. Nosso objetivo é levantar dados numéricos, 
no sentido de questionar, em caráter bem preliminar, este tipo de estratégia. Para tanto, 
aplicaremos a mesma bateria de testes anterior, para comparar uma implementação típica 
de um algoritmo PQS, que usa região de confiança, com outras que se fazem preceder por 
uma fase inicial, como as que utilizamos nas duas primeiras baterias registradas na tabela 4.6. 
Acreditamos poder detectar, deste modo, fenômenos parecidos com os que verificávamos no 
nosso algoritmo, no que diz respeito à eficiência e, em menor escala, também à robustez. 
É possível enquadrar PQS precedido de uma fase inicial, conforme o apresentaremos, 
como uma das muitas possíveis variantes de PQS. Contudo, nos parece que isto já não corres-
pende ao que usualmente se espera como implementação de PQS. O algoritmo PQS escolhido, 
foi o que está em [DEM], por ser um algoritmo que, igualmente ao nosso, usa regiões de confi-
ança para definir um passo horizontaL As principais opções que fizemos, para implementá-lo, 
foram: 
1 - Ao iníciar uma iteração típica em xc, definimos, como modelo quadrático, o polinômio de 
Taylor de grau dois de L(xc + . , .\),onde À é determinado na resolução do subproblema 
quadrático. Dispomos ainda de uma avaliação do raio 6., de uma região de confiança na 
qual se buscará passos candidatos na forma 6+ = 6v + 6 H 
u- O passo Vertical 6v é essencialmente um passo na direção GN ( -h'(xc)th(xc)). Visa 
minimi?.ar a linearização das restrições em norma (llh(xc) + h'(xc)Tóll), nest.a direção 
GN, e numa região de raio ó.v = 0.86... Caso ó..v fique menor que o passo de Cauchy 
Vertical ( -~-tpch'(xc)Yh(xc)), então passa-se a escolher o passo Vertical na direção de 
Cauchy VerticaL 
m- O passo Horizontal6n é o minimizador do modelo quadrático, restrito aN(h'(xc))+6v Q! 
à região de confiança de raio Ó.H = [(ó..2 -ll6vll 2)p. A técnica empregada para encontrar 
6H é, essencialmente, a mesma usada em CDR. 6H é escolhido com o mesmo algoritmo 
de Moré e Sorensen, através de uma redução ao espaço tangente, igualmente obtida de 
uma fatoração QR de h'(xc)T. 
1v- O passo candidato 6+ é testado pela função de mérito proposta em [DEM]. Trata-se de 
um lagrangeano aumentado1 na forma 'Í'(xc, À,p) = L(xc + ., .\) + pllh(xc)ll 2 • Em linhas 
bem gerais, a estratégia para definir p corresponde a aumentá-lo, cada vez que 6+ deixe 
de produzir descida suficiente num modelo quadrático que aproxima <I-. 
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A primeira das duas tabelas que apresentamos, tem como objetivo observar o efeito de 
uma correção de segunda ordem, preconizada por alguns autores (vide [Fie 87], §12.4), para 
evitar que se dê passos muito pequenos perto da solução. Tal fenômeno leva o nome de efeito 
Marotos, na literatura. A correção de seg1mda ordem Ó8oc adotada, é a usual em PQS, ou 
seja, corresponde a exigir Ô60c = h'(xcfl-lsoc tal que h'(xc)Dsoc + h(x+) =O. Para que ela seja 
adotada, exigimos, num passo candidato x+ = Xc + óv + óH, 
llh(x+)ll 
h'(x,)óv + h(x,) 











As duas primeiras condições se impõem, naturalmente, para evitar desperdícios. {4.5) e 
(4.7) conferem à Ósoc, um múrimo de eficácia na sua tarefa restauradora. A quarta condição, 
corresponde a só acionar a correção, desde que Xc esteja adequadamente próximo do conjunto 
factível. Na tabela 4.7, testamos a correção de segunda ordem, fazendo acor variar desde 
a cor =O até a cor = oo. O principal ponto a se observar, é que a correção de segunda ordem 
não causa diferenças muito significativas na performance do algoritmo, com a exceção do teste 
11.2. Ainda assim, ternos mais dois pontos a destacar, na tabela apresentada: 
~ Comparando os dados obtidos sem a correção de segunda ordem (acor = 0}, com os 
demais, toma-se visível nos problemas 1, 4, 11.2 e 12, algo da natureza do efeito Maratos. 
Observa-se aí, sobretudo no problema 11.2, mna redução do número de iterações nestes 
problemas, a medida que admitimos correções de segimda ordem com O"cor crescente, 
embora às custas de um aumento no mímero de avaliações de h(x). 
~ Podemos perceber que, a partir de O" cor = 1, os resultados praticamente não se alteram, 
o que nos indica nma certa consistência nas tres primeiras exigências (4.5--4.7), e sugere 
a supressão da exigência (4.8). Em particular isto nos aponta condições para se dar 
tun passo de segtmda ordem independentemente da escala de llh(x)ll- Para os testes 
registrados na tabela seguinte, adotaremos uma correção de segunda ordem satisfazendo 
(4.5-4. 7}. 
A tabela 4.8 tenta traduzir o objetivo a que nos propusemos nesta seção, e contem da-
dos da aplicação de tres baterias de testes. A primeira corresponde ao algoritmo PQS com as 
opções acima explicitadas. Nas outras duas, o precedemos de tuna fase inicial com SALVREST, 
como as que usamos nas duas primeiras baterias da tabela 4.6. Também aqui não faz sentido 
tulla comparação quantitativa entre os resultados obtidos e aqueles colhidos por Shanno-Phua, 
pelas mesmas razões de antes. Ainda assim podemos constatar que estão consistentes com o 
que poderíamos esperar obter, tendo em vista os dados da tabela 4.1a. Dos dados registrados 
na tabela 4.8, podemos concluir para esta bateria de testes: 
i~ PQS sem fase 1 falha no problema 14.2 e gasta muitas iterações em 13.3 e 14.1. O 
fenômeno que ocorre aí é análogo ao que aparece na tabela 4.2 na subseção §4.2.1, embora 
com menor intensidade. Ao colocarmos a fase 1 com SALVREST obtemos resultados 
satisfatórios para todos os problemas, inclusive estes. Deve-se ressaltar, no entanto, qne 
do ponto de vista da robustez, nesta bateria de testes, PQS parece depender menos de 
SALVREST que CDR. 
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ii - Igualmente ao que ocorria antes, em termos do nlÍmero de iterações, qualitativa-
mente parece haver um certo equilíbrio entre as tres opções. No entanto, do mesmo modo 
que antes, o custo das iterações para o algoritmo sem fase 1, deve ser consideravelmente 
maior, já que, nesta opção, se realizam bem mais iterações nas quais o passo horizontal 
é obtido de forma computacionalmente cara. O que nos parece importante chamar a 
atenção aqui, é a relativamente baixa influência de um passo horizontal mais acurado 
no sentido de diminuir significativamente o número de iterações a ser dado. 
Fazemos questão de reiterar que entendemos estes dados muito preliminares, exclusi-
vamente, como uma forma de trazer à tona esta discussão sobre possíveis vantagens e/ ou 
desvantagens a se obter, caso obriguemos os iterandos de 11m algoritmo a caminharem "di-
namicamente próximos " do conjunto factível. Para se poder dizer algo em bases mais sólidas, 
precisaríamos de muito mais elementos. Até porque, nos parece óbvio que andar próximo ao 
conjunto factível não deve ser a melhor opção em alguns casos, conforme já comentamos no 
item Fl da seção 2.1.1. Ainda assim, nossa intuição é que para algoritmos destinados a abordar 
MRI de forma abrangente, previlegiar andar dinamicamente perto do conjtmto factível, tende 
a se confirmar como uma estratégia adequada, pelo menos entre os algoritmos que não usam 
penalização na ftmção objetivo. Conforme já esboçamos anteriormente, a motivação para tal 
intuição corresponde a pensar que, enquanto as restaurações não forem eficientes, passos de 
descida para o Lagrangeano muito acurados na direção tangente às restrições, frequentemente 
terão pouco significado enquanto aproximação da componente conexa de f),,h que interessa. 
Além disto, podem atrapalhar uma concentração de esforços, por vezes necessária, para se 
encontmr pontos nos quais passos na direção normal às restrições sejam eficientes, no sentido 
de promover uma aproximação do conjunto factível. 
Não nos arriscamos a comparar as implementações realizadas para CDR e PQS, já que 
suas performances não diferem globalmente de maneira suficientemente significativa, no que 
diz respeito ao nlÍmero de iterações e de atualizações de matrizes jacobianas. Com relação às 
iterações "caras", ou seja, àquelas que são realizadas com candidatos obtidos pelo algoritmo 
Moré-Sorensen, como minimizadores da quadrática, vale a mesma observação que fizemos 
acima em ii. Ou seja, PQS sem fase 1, igualmente precisará calcular muito mais minimizadores 
de modelos quadráticos do que CDR. 
OBSERVAÇÃO 4.3.1 Divergência em PQS num problema com f própria 
Chamamos a atenção para um fenômeno interessante acontecendo no problema 6.b da 
tabela 4.8, ao se usar fase 1 sem passo tangente (e com autoajuste), para definir um ponto 
inicial para PQS. Do ponto de vista de PQS, isto corresponde apenas a tomar um novo ponto 
inicial controladamente próximo ao conj1mto factível para rodá-lo. O interessante é que, além 
disto, a função objetivo do problema 6 é própria, ou seja tem superfícies de nível compactas. 
Ainda assim, aparentemente, os itemdos estão escapando paro infinito. Ao que tudo indica, 
aproveitando o fato que o multiplicador de Lagrange, por alguma coincidência neste exemplo, 
acaba tornando o valor de À(k)T h(x(k)) muito negativo, a ponto de enganar a função de mérito. 
Note-se que a performance de CDR piora significativamente, neste caso, ao inicializarmos CDR 
no mesmo ponto gerado por uma tal fase 1. A convergência se dá em 32 iterações contra 14, 
quando se usa em CDR a outra estratégia para a fase 1, neste problema 6.b. Ou seja, o ponto 
inicial gerado por esta fase 1 parece ser mesmo mais difícil. CDR também encontra mais 
dificuldades neste problema, mas converge. 































cr..,- o. cr_ = 0.003 O"~ = 1.0 cr_'"' 100. 
itT lfh sa itT #h sa itT lfh sa itT lfh sa 
10 19 1 
' 9 1 
l3 13 1 
21 21 1 
12 19 1 
13 19 1 
l3 22 1 
8 9 1 
1.1 " 1 
l4 17 1 
1.1 12 1 
20 20 1 
13 15 1 
22 36 1 
21 37 1 
22 39 1 
14 20 1 
31 46 1 
36 57 1 
' ' 1 
62 78 1 
33 .. 1 
15 24 1 
20 33 1 
17 25 1 
21 50 1 
37 67 1 
76 134 1 
57 93 4 
101 179 5 
10 19 1 
' ' 1 
l3 l3 1 
21 21 1 
9 16 1 
13 19 1 
10 20 1 
8 9 1 
1.1 12 1 
14 17 1 
1.1 " 1 
20 22 1 
l3 15 1 
22 36 1 
23 " 1 
22 39 1 
l4 20 1 
31 46 1 
36 57 1 
' ' 1 
36 90 1 
33 " 1 
15 24 1 
20 33 1 
17 25 1 
21 50 1 
37 67 1 
76 134 1 
71 210 1 
101 179 5 
7 21 1 
' 9 1 
l3 13 1 
21 21 1 
7 21 1 
9 19 1 
6 18 1 
' 9 1 
11 12 1 
14 17 1 
1.1 18 1 
20 22 1 
13 15 1 
22 36 1 
22 44 1 
22 39 1 
14 20 1 
31 46 1 
36 57 1 
7 7 1 
26 96 1 
31 89 1 
15 24 1 
16 37 1 
16 29 1 
21 50 1 
37 S7 1 
76 134 1 
71 210 1 
101 179 5 
7 21 1 
7 9 1 
13 13 1 
21 21 1 
' 21 1 
8 19 1 
6 18 1 
8 9 1 
11 12 1 
14 17 1 
11 18 1 
20 22 1 
13 15 1 
22 46 1 
22 44 1 
22 39 1 
14 20 1 
31 46 1 
36 57 1 
7 7 1 
26 96 1 
31 89 1 
13 31 1 
14 30 1 
12 25 1 
20 66 1 
37 S7 1 
76 134 1 
71 210 1 
101 179 5 
itT lfh sa 
7 21 1 
7 9 1 
13 13 1 
21 21 1 
7 21 1 
a 19 1 
6 18 1 
' 9 1 
1.1 12 1 
14 17 1 
1.1 18 1 
20 22 1 
13 15 1 
25 44 1 
22 44 1 
22 39 1 
14 20 1 
31 46 1 
36 57 1 
' 7 1 
26 96 1 
31 89 1 
13 31 1 
14 30 1 
" 25 1 
20 66 1 
37 ê7 1 
76 134 1 
71 210 1 
101 179 5 
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8 7 o 9 1 
111001.21 





















o 44 1 
o 39 1 
o 20 1 
o 46 1 
o 57 1 
o 7 l 
o 96 1 
o 89 1 
o 3l l 
o 30 1 
o 25 l 
o 66 1 
o 67 l 
o 134 1 
o 210 1 
o 179 5 
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17 5 4 38 1 
1855Ul 
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4.4 OS PROBLEMAS TESTADOS 
Conforme comentamos na seção 4.3, um problema com a lista de Boggs-Tollc apresen-
tada em [UT 89] são os erros, que julgamos de natureza tipográfica, nela existentes. Como 
lá estão registradas as soluções supostamente obtidas, é fácil constatar que nos problemas 
4,5,6,9,10,11,12 c 13, da lista, as soluções apontadas não são pontos de KT dos correspon-
dentes problemas. O problema maior com os erros da lista é qne nos de números 5, 9 e 13, a.<J 
scquêneias geradas divergem pru:a oo, e pouco acrescentam numa bateria de testes. Em 7 dos 
8 problemas, pequena.') variações em uma das restrições, produzem problema.<;, cujas soluções 
incluem as apontadas por Boggs-Tolle, com precisão nos cinco algarismos significativos por 
êles expostos. Além disto, dois destes problemas "corrigidos" fazem parte de outras listas, 
e um terceiro tem, no texto do artigo, indicações bastante precisas de qual deve ter sido o 
problema efetivamente testado. Como tudo indica que a lista efetivamente usada em [BT 89] 
e [SP 89] seja a lista com as correções, a adotamos também. Apresentamos a lista a seguir, 
com as soluções por nós encontradas até 5 algarismos, desde que significativos, na bateria de 
testes apresentada na tabela 4.4. Nos problemas 4,5,6 e 7 encontramos mais de uma solução. 
A primeira delas coincide com a solução editada em [BT 89]. Em seguida, explicitamos as 
correções que fizemos na lista em (BT 89], e aproveitamos para apresentar uma tabela rodada 
com 7 dos 8 problemas "errados", conforme constam da lista editada em [BT 89]. Como 
não eonseguimos resgatar o problema de número 12, ele fica de fora desta bateria, uma vez 
que já o rodamos na.c;; nossac;; baterias de testes, tal qual está editado na lista em [BT 89], 
(prova.velmente não corresponde ao mesmo problema rodado por Boggs c Tolle). 
Pr.1- n=2;m=1 
f(x) -xr + 10(x] + xl-1) 
h(x) xi+x~-1 
Ponto inicial: .T 1 = 0.08, x 2 = 0.06 
Solução: x' ~ (1.0000, 0.0000) 
Pr.2- n=3;m=l 
f(x) (xr- 1)2 + (xr- x,)' + (x2 - x 3 ) 4 
h(x) - x1 (1 + xl) + xj- 4- 3;12 
Pontos iniciais: 
1 - Xi = 1, i= 1, 2, 3 
2- xi = 10, i= 1, 2, 3 
3- xi = 100, i= 1, 2, 3 
Solução: x' ~ (1.1049, 1.1967, 1.5353) 
Pr.3- n = 5 ; m = 3 
f(x) (x,- x2 )
2 + (x2 + x 3 -2)' + (x4 -1)2 + (x5 -1) 2 
h,(x) - x 1 +3x2 
h2(.r) X3 + x4- 2xs 
h3 (x) x2 -x5 
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Pontos iniciais: 
1 - Xi = 2, i= 1, .. , 5 
2- Xi = 20, Í = 1, .. , 5 
3- Xi = 200, i= 1, .. , 5 
Solução: x• = (-.76744, .25581, .62791,-.11628, .25581) 





Xt- Xz + x 3 
xi+x~+x5-25 
X 1 + Xz + x 3 - 1 
Pontos inidais: 
1- x 1 = 3.1494, x2 = 1.4523, x 3 = -3.6017 
2 - Xt = 3.122, Xz = 1.489, x 3 = -3.611 
3- XI = -0.94562, X2 = -2.35984, X3 = 04.30546 
Soluções: x• = (4.0382, -2.9470, -.09115) c x .. = ( -3.0332,3.9744, .05877) 
Pr.5- n = 3 ; m = 2 
lQQQ- xi- X 1Xz- x1x3 - 2x~- X~ J(x) 
h1 (x) 
h2 (x) 
2 2 2 
- X 1 + Xz + X 3 - 25 
Pontos iniciais: 
1- Xi=2, i= 1,2,3 
2- Xi = 20, Í = 1, 2, 3 
3 - Xi = 80, i = 1, 2, 3 
8x1 + 14xz + 7.r,g - 56 
Soluções: :<:' = (3.5121, .21699, 3.5522) c x" = (.33200, 4.6776, -1.7347) 
Pr.6- n=5; m=2 
f(x) - (xl- 1)2 + (x 1- x 2) 2 + (x3 - 1) 2 + (x4 -1)4 + (x5 - 1)6 
h1 (x) x4x~ + sin(x4 - x5 ) -/(8) 
h2 (x) x2 +xa'•x,2 -8-;Í2 
Pontos inic..:iais: 
1-xi=2, i=1, ... ,5 
2 - Xi = 20, Í = 1, ... 1 5 
Solnçõeso x' = ( 1.1662, 1.1821,1.3803, 1.5060, .61092) e 
x" = ( 1.0890, 1.1777,-1.2814, 1.7478, .891203) 





( 2 )2 ( )2 100. * X 1 - Xz + 1. - x 1 
··x· x 2 1 '"l· 2 - 3 - . 
2 2 x 1 + x 2 - x 4 
- x 1 +x~- .5 
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Pontos iniciais: 
1 - .'LJ = -2~ Xi = 11 Í = 2, .. , 5 
2- :r1 = -20, x2 = 10, :ri= 1, i= 3, .. , 5 
Solnções: :r' = ( -.79212,-1.2624,.00000, -.89532,1.1367) e 
x" = ( .50000, 2.0000, 0.00000, 'F 2.1213, .00000) 
Pr.8 - n = 5 ; m = 2 
Pontos iniciais: 
x 2 + x2 + x 2 1 2 3 
X1- X~- 1 
x 2 + x2 - x2 - 1 1 2 5 
1 - x 1 = 1, x2 = 1, x3 = 1, x 4 = O, x 5 = O 
2- x1 = 7, x2 = 7, .7:3 = 7, x 4 =O, x5 =O 
Solução: ,r,'= (1.0000, .000, .00000, .00, .00000)) 
Pr.9- n=4·m=2 , 
Pontos iniciais: 
1 - Xi = 2, i= 1, .. , 5 
2-:ri=20, i=1, .. ,5 




Solnção: x' = ( 1.0000, 1.0000, 0.00000, 0.00000) 
Pr.lO- n = 2 ; rn = 2 
Pontos iniciais: 
1 - X; = 21 Z = 11 •• 1 5 
2- ,T,i = 20, i = 1, .. , 5 
3- X; =50, i = 1, .. 1 5 
Solnção: x' = (1.0000, -.00000) 




f(x) (x 1 - 1)2 + (x1 - x2) 2 + (x3 - x2 ) 2 + (x1 - x3) 4 + (x5 - x4 ) 4 
h,(x) x, + xl + xi- 2.- !18. 
h2 (x) x2 - xj + x1 + 2.- v'8. 
h3(x) x 1x 5 - 2. 
Pontos iniciais: 
1 - Xi = 2, i= 1, .. , 5 
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2 - X; = 10, Í = 1, .. , 5 
3 - X; =50, Í = 1, .. , 5 
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Solução: .r' = (1.1911, 1.3626, 1.4728, 1.6350, 1.6791) 
Pr.12- n=5·,m=3 
f(x) .mx: + xl 
h1(.x) x1 +x2 -x,' -25. 
h2(x) x1
2 + .T22 - x/- 25. 




1 - Xi = 2, Í = 1, .. , 5 
2 - X; = 1, i= 1, .. , 5 
3 - .T; = 3, Í = 1, .. 1 5 
Soluções: x' = (24.752, .24753, .00000, ±24.243,4.7700) 
Pr.13 - n = 5 ; m = 2 
f(x) - x5 
h(x) .T 1 + (x 1 - 2x2 ) 2 + (x2 - 3x3 ) 2 + (x3 - 4x4 ) 2 - x5 
Pontos iniciais: 
1 - Xi = 1, Í = 1, .. , 2, Xs = 228. 
2 - .J:i = 1, i= 1, .. , 2, x 5 = -1. 
3- :r:i = 1, i= 1, .. , 2, x 5 = -100. 
Solução: x' = (0.00000, 0.00000, 0.00000,0.00000, 0.00000) 
Pr.14- n=2; m=2 
f(.r,) x, 
h(x) x 2 - 100(x1 + x 2 ) 2 
Pont.os iuidais: 
1- X1 = 1, .Tz = -.15 
2- Xt = -1, X 2 = -2. 
Solução: x' = (0.00000, 0.00000) 
OBSERVAÇÃO 4.4.1 CORREÇÕES NA LISTA DE BOGGS-TOLLE 
A seguir, apresentamos as correções feitas, com breves comentários. Frisamos que, em 
todos os casos, os pontos apontados como solução em [BT 89], não são pontos de KT dos 
problemas correspondentes, e que as correções feitas, reproduzem as soluções apontadas no 
artigo, como pontos de KT com precisão nos cinco algarismos lá editados. 
Pr.4'- f(x) = x1 - x 2 + x~, ern vez de x 1 - x2 + x§ e h1(x) = x~ +:r:§+ x~- 25, em vez 
de x? + x~ + x~ - 25. 
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Pr.5'- hdx) = x~ + x~ + x~- 25 em vez de x~ + x~- xj- 25. 
Como está no original, os iterandos divergem para oo. 
Pr.6'- h2(.r-) = x2 + xj * :z;~- 8- .;2, em vez de x2 + xj * x~- 8- y<2. 
O problema 6 que utilisarnos, foi iguahnente usado em [Bet 77L [Den 79] e [MRH 89]. 
Em [MRH 89] tem lá indicada a mesma solução x*, que consta em Boggs-Tolle. 
Pr.9'- h2(x) = x~- X2- x~ em vez de x{ + X2- xJ. 
Na forma original, gera scqnêneias cujos iterandos divergem para oo. A correção feita, 
consta como sugestão no pacote de testes CUTE, de Conn-Gonld-Toint. 
Pr.IO'- h2(x) = x~- x2 em vez de xi + x2 • 
Este é um problema onde m=n=2, e basicamente corresponde a procurar um ponto 
factível. Ele acaba discriminando muito pouco, na medida que, sendo nulo o passo horizontal, 
seus passos acabam usualmente coincidindo com o passo GN, apenas. Note-se que na tabela 
4.1a, os 5 algoritmos tP.stados têm perforrnanceB praticamente idênticas, nc..,te problema. O 
problema 10', editado em [BT 89], tem seus iterados convergindo para o ponto (0,0), que é 
singular, e sua performa.nee igualmente não varia, para estratégia..":! que t.es1.ern iuieialmeute o 
passo GN, porém eonsome significativamente mais iterações de um algoritmo típico, do que 
as registradas na tabela de Shanno e Phua. 
Pr.ll'- h3(x) = :r:1x5 - 2 em vez de x 1 - x5 - 2. 
Na forma que apresentamos, consta de [MLC 71], [Bel 77], [Den 79] e [MRH 89]. Em 
[MRH 89], a solução apresentada também coincide com x*. 
Pr.13' - h(:~:) ~ x 1 + (x1 - 2J: 2) 2 + (x2 - 3.,3)2 + (a;3 - 4x4)2 - x5 em vez de 
x1 + (x1 - 2x2 ) 2 + (x2 - 3x3) 2 + (x3 - 4x4 ) 2 - x;. 
O problema 13', com o termo -x~ como está no artigo, gera seqnências divergindo para 
oo. Ao comentar o problema, seus autores dizem que, para seus propósitos, ele é "interes-
sante, porque equivale a urn problema de minimização irrestrita de uma quadrática ... " Esta 
observação, junto com a solução apresentada, praticamente impõe a correção feita. 
Apresentamos, a seguir, uma tabela rodada com estes problemas, tal qual apresentados no 
mtig:o de Bogg:s-Tolle, com as mesmas condições iniciais que na tabela 4.4. Ou seja, na tabela 
4.D tesf,mnos prefixar p~~"' contra o método Je autoajnste da mesma forma que na tabela 4.4, 
nos problemas "errados" 4',5' ,6',9' ,10',11',13'. Além dos principais dados registrados na tabela 
4.4, nesta tabela monitoramos também a norma de x lia iteração itT, na qual o algoritmo pára, 
ou seja, llx(itTl[[. Nos problemas 5',9' e 13', aparentemente as sequências geradas divergem 
para oo, ou perdem a possibilidade de restaurar a factibilidade, em pontos relativament.e 
bastante afastados da posição inicial. No problema 4', igualmente encontramos sequências 
que aparent.am divergir para oo, ao se prefixar p~lx = H)3 e p~J.x = 105 . Nos demais, 
ese~cncialmcnte mantêm-se as observações anteriores. Observamos que nos problemas 5' e 13', 
há casos nos quais o algoritmo não consegue restaurar a factibilidade, nem com Salvrest, para 
iterandos x(k) relativamente afastados de sua posição inicial. Neste casos, sempre podemos 
usar o recurso de voltar ao ponto inicial, diminuir signifieativamente p~L, e rodar de novo. 
Nos problemas 5' e 13', isto apenas nos daria mais segurança que de fato os iterados tendem 
a eBcapar para oo, enquanto que se fizermos o mesmo, nos casos cujos iterados escapam do 



















TABELA ~9 - TESfA O MESMO QUE NA TABELA 4.4, USANDO A LISTA DE PROBLEMAS ''ERRADOS". 




12 u 4 
11 10 3 
30 30 25 
~ 105 105 ~00 
2 ~06 ~06 ~00 









1.6 16 10 O . 28E+Ol 




105 105 100 
109 109 100 
111 111 100 






12 7 o o .24E-02 
17 13 
20 15 
o o .32E-02 
o o .19E-02 
1 10 9 5 
2 32 31 20 
3949373 
1 105 105 100 
2 104 104 100 







p0"""' = 100000 p01IBIC ajustado 
AtA i.tT itM its llx''""~ll AtA itr i.tM its llxl>-"'~11 AtA itT i.tM its llx(l"'l[[ AtA i.t:T itM its [lxto.to') li 







14 13 10 o .2BE+01 
29 29 18 o . 28E+01 
103 102 100 
108 107 100 







8 6 4 
17 14 7 
32 29 10 
104 104 100 
103 103 100 













102 101 100 
1.02 101 1.00 
10 8 7 
o . 97E+04 
o .97E+04 
O .49E+Ol 
14 13 12 O ,28E+Ol. 
25 25 18 O .28E+Ol. 
101 101 1.00 
105 l.04 100 










' 7 6 
16 13 11 
26 23 12 
104 103 100 












104 101 100 
104 101 J.OO 
11 9 8 
o . 71E+04 
o .23E+04 
o .49E+01 
15 14 13 0 .28E+01 
26 25 22 O .28E+Ol 
101 101 100 
104 10.1 100 
















o . 69E+06 
o .57E+04 













O .49E+01 . 79E+Ol 
O .49E+01 ,92E+Ol 
O ,49E+Ol .61E+02 
15 15 10 o .28E+Ol .17E+02 
30 30 17 O .28E+O~ .88E+O~ 
106 104 100 
108 108 100 







' ' 5 19 18 7 
40 32 12 







O .24E-02 .10E-01 
O .32E-02 .l.OE-01 
o .19E-02 .~OE-0~ 
O • 28E+01 . 81E+01 
O .28E+OJ. .72E+OO 
O .41E+O~ .93E+01 
o . 66E+07 .13E+05 
Obs: Os testes nos quais itT > 100, a parada com nonna de xCkl relativamente grande sugere divergência para co. Em alguns dos testes rodados com os problemas 5 e 13, o algoritmo não 
consegue mais restaurar em pontos nos quais a norma de x(k) igualmente já se encontre relativamente grande. Ou seja, o algoritmo morre num loop em Salvrest. Correspondem aos testes 
sem explicitação de dados de saida nas tabelas acima. 
···------ ------ -··-·-----
Capítulo 5 
MRIC E CONCLUSOES 
Este capítulo final se destina a resumir o que fizemos neste trabalho, e quais seriam seus 
principais desdobramentos. A primeira seção está dedicada a uma questão central para o des-
dobramento desta tese. Trata-se da introdução de restrições de desigualdades, sem as quais 
qualquer método de minimização com restrições perde muito na prática. Para simplificar a 
exposição, as introduziremos na forma de restrições de canalização. Por um lado, sempre é 
possível usar variáveis de folga, para tratar um problema geral de minimização com restrições 
de desigualdade (MRD), como um problema de minimização com restrições de igualdade e de 
canalização (MRIC). Acreditamos ainda ser possível enunciar o método num formato MRD, 
mas deixaremos isto para um outro momento. Na seção §5.1, apenas situaremos o problema, 
apresentando, em linhas bem gerais, as idéias que conduzem à formulação de dois algoritmos 
para atacar MRIC. Eles generalizam, de forma natural, as características presentes em CDR. 
No apêndice à tese, detalharemos um deles. Na segunda seção deste capítulo apresentamos 
um resumo do que se fez, as principais conclusões a que chegamos, bem como possíveis des-
dobramentos deste trabalho. 
5.1 MRIC 
Não apresentaremos nesta tese um algoritmo para desigualdades minimamente testado, 
no qual possamos apostar com mais segurança. Nossas convicções são sobretudo teóricas e 
heurísticas. Neste sentido, esta seção tem um caráter essencialmente introdutório, e seu princi-
pal objetivo consiste em situar o problema de generalizar CDR, de forma a incluir restrições de 
canalização, bem como apontar, em linhas bem gerais, duas possibilidades de fazê-lo. Reme-
temos, para um apêndice da tese, a descrição formal de uma delas. 
Como nossas restrições de desigualdade se apresentam na forma de canalizações, elas 
definem a caixa 
(5.1) 
Fixamos n com dimensão ll (li < tl.i para todo i), porém permitimos li = -oo, ou Ui= oo, 
em (5.1). Consideremos o problema MRIC, definido numa vizinhança de uma tal n por 
Minimir,ar j(.'"C), sujeito a h.(x) =o e X E n MRJC 
Começamos com algumas definições básicas: 
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DEFINIÇÃO Resíduos das Canalizações r( 
Para cada 1 ::; i ::; 2n, 1·i : .Dl" --+ IR é dado por: 
( ) { 
x, - e, , 
ri x = 
1/.(i~n) - X(i-n) 1 
se lSi:s;n 
se n <i. S 2n 
Veja que X E n sss ri(x) ~o, para todo 1 :::;_i::; 2n. 
DEFINIÇÃO -Restrições Laterais hr, Conjunto hrFactível Rz: 
A cada I= {i1 < i 2 < · · · < i 8 } C {1, · · ·, 2n}, podemos associar hx r.! -+ JRm+s e 
Rr c f.!, dados por: 
hx(x) (h.(x),T;,(x), · · · ,r;.(x)) e 
Rx- {xEíl:hx(x)~o)~{xEFx:h(x)~O) 
Observe que se i e i+ n estão em I, então Rr = 0, para qualquer h. Diremos que I é 
consistente, caso isto não ocorra. Convencionamos ainda, que todos os subconjuntos de índices 
tratados nesta tese são consistentes. 
Usualmente definimos uma face aberta de n, em função de algum conjunto consistente 
de índices, I, por 
Fx = {x E n: ri(x) =O, se i E I i ri(x) >O, caso contrário} 
Denotamos ainda por [FI], à menor variedade linear que contem F7 . LI denota o sub-
espaço vetorial paralelo a [FI]. Px representa uma face fechada de n. 
Coerentemente com a abordagem MRIC, consideraremos 11 . 11 como a norma 11 . lloo· 
Para X E mn, denotaremos por Bb..(x) à bola 
{x': llx'-xll <L'.)~ {x: IX:-xil <L'., i~ 1,2, ... ,n} 
Sempre que f{ C Rn for um conjunto convexo fechado, PK : lR11 ---7 f{ denotará a projeção 
usual sobre K, ou seja: 
PK(x) ~ argmin{ llx- x'll 2 : x' E K} (5.2) 
Suponhamos que x* seja uma solução de MRIC, com restrições ativas A*= {i: ri(x*) = 
0}. Note que, neste caso, x* também será solução do problema sem canalizações: 
Minimize f(x) s.a. h.A•(x) ~O (5.3) 
A idéia para resolver MIUC, é usar um algorítmo hábil para identificar restrições ativas 
A*, em alguma solução x* de MRI, de forma que, nas iterações finais, se esteja resolvendo {5.3) 
com CDR.. Em linhas gerais, pensamos em algoritmos para MRIC cujos iterados se mantenham 
dentro de n, e que imitem o procedimento adotado para resolver MRI, no sentido que cada 
iteração típica se constitua de: 
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1 - Na primeira parte da iteração encontra-se um ponto Xc e um "raio" Pc, para o cilindro 
de confiança, de tal forma que lih(xc)ll < Pc = O(Prnaxncau)· Pmax teria, aqui, um 
papel análogo ao que desempenha em CDR, sendo reduzido sempre que algo indicasse 
estarmos "perigosament.e" afastados do conjunto factível 1{0 . ncau representa o controle 
dinâmico, e será explicitado no momento oportuno. 
ii ~ Obtem-se em X c, um modelo quadrático q( 6) para o passo "horizontal", como apro-
ximação de algum lagrangeano da f em Xc, e um raio .6.. para a região de confiança 
correspondente. 
111- Define-se um Passo de Cauchy Generalizado Ópc• no sentido de proporcionar uma 
"descida suficiente" para q( ó), em X c· 
1v - Fixa-se um Conjunto de Trabalho consistente W E { 1, 2, ... , 2n}, correspondente a 
algumas das restrições ativas em xc+6P0 , e procura-se um passo candidato x+ = xc+6+, 
de forma a manter ativas as restrições associadas a W, bem como a garantir, para q(6+), 
uma redução de, pelo menos, uma fração prefixada da descida q(ópc)· Em particular, 
x+ pode ser procurado com qualquer algoritmo que reduza q(6Pc + . ) em Pw nN(A), 
e dentro da região de confiança considerada. 
v- Testa-se x+, de forma a garantir llh(x+)ll < 2pc e, para multiplicadores de Lagrange 
adequadamente escolhidos, que o Lagrangeano igualmente desça, entre x+ e X c, mais que 
alguma fração de q(ó+). 
As diferenças conceituais importantes entre procedimentos que satisfaçam (i- v), corres-
rondem à atualização de Pc em cada iteração, bem como às definições do conjunto de trabalho 
W e do passo de Cauchy generalir,ado 6pc . Apontamos aí, duas possibilidadeR: 
Em linhas bem gerais, na primeira delas poderíamos manter Pc = Pmax, até que se iden-
tifiquem bons candidatos a restrições ativas na solução. Começamos a segunda parte de uma 
iteração típica com llh(xc)ll < Pc, definindo 6Pc como o primeiro ponto de mínimo, sobre a 
poligonal obtida pela projeção de -'V f(xc) no politopo N(h'(xc)) n n n Bt;,.. O conjunto de 
trabalho W seria, neste caso, o conjunto das restrições ativas em Xc + ópc· A partir do mo-
mento que o conjunto de trabalho W estabiliza, passa-se a definir o passo horizontal restrito a 
Fw, com CDR. Na figura abaixo, ilustramos um passo de Cauchy típico, obtido desta maneira. 
Como estamos suprimindo o fator dinâmico da definição de p, enquanto o conjunto de tra-
balho não estabiliza, a primeira parte da iteração se escreveria de forma relativamente simples, 
usando uma restauração que poderia ser feita com técnicas standard para reduzir llh(x)ll em 
n, ou talvez numa de suas faces fechadas Pw, e que garantam passos de tamanho coptrolado 
para a restauração, no sentido de (2.8). Uma alternativa para introduzir o controle dinâmico 
um pouco antes, corresponderia a forçar p = 0(Pmaxii6Pcll), a partir do momento no qual a 
região de confiança ficasse inativa. Acreditamos que seja perfeitamente possível detalhar um 
procedimento com estas características, e que conserve as boas propriedades teóricas obtidas 
para CDR. A projeção de -\7 f(xc) no poli topo O parece ser reconhecida como um "bom 
identificador de restrições ativas" na solução, no sentido de [CM 87], [CGT 88], [BM 88] e 
[MT 89]. É de se esperar que o mesmo aconteça no caso MRIC. A idéia de se definir um passo 
com busca linear, ua direção do gradiente projetado em n, surgiu, primeiramente, no contexto 
de minimização com restrições de desigualdade convexas (vide [Gol64], [LP 66], [Ber 76]). Em 
[CGT 88], a projeção de -'Jf(xc) em n é usada num método com região de confiança para 
MRC, com o objetivo de definir um passo de Cauchy que, essencialmente, garanta descida 
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suficiente ao passo candidato, definido de maneira análoga à que fizemos acima. Em [GMM 
95, ALG 6.1], encontramos num algoritmo PQS para MRIC, com região de confiança, uma 
generalização do passo horizontal utilizado em [CGT 88], resultando num passo de Cauchy 
como o que descrevemos acima. 
--- ------------- --- X c 
··~-·-----
Passo de Cauchy sobre a poligonal PN(h'(x~))nnnB"")( ~ \7 f(xc)) 
Uma segunda possibilidade corresponde a uma estratégia para a definição de W e do 
passo de Cauchy (generalizado), que nos parece conceitualmente mais adequada ao controle 
dinâmico da factibilidade, conforme o organizamos em CDR para MRI. No apêndice faremos 
uma descrição detalhada de um algoritmo para MRIC nesta outra concepção, e indicaremos 
sucintamente como se estendem, para MRIC, resultados teóricos obtidos anteriormente para 
MRI. Afim de situá-lo. em linhas gerais, começamos descrevendo como êle funciona no caso 
MRC, ou seja, apenas com restrições de canalização. A idéia aqui, é começar a segunda parte 
de uma iteração típica uum ponto Xc admitindo folgas de tamanho p para as restrições ativas, 
dentro das quais consideramos p-ativas as restrições para as quais ri(x) :s;: p. Na verdade, 
isto corresponde a uma ligeira modificação no ponto iv do progtama (i-v), correspondente 
a flexibilizar a exigência de W ser um conjunto de trabalho formado por restrições ativas 
em Xc + ó+, de modo a permitir que elas sejam apenas p-ativas. Formalmente definimos as 
restrições p-ativas em Xc E O por 
A(xc,p) ={i.: r;(x) :'Õ p} (5.4) 
Observe que se p < ~min{ui -li, i= 1,2, ... ,n} então A(xc,P) é consistente. 
O objetivo é escolher o passo de Cauchy (generalizado), desprezando a região de O que 
fica "atrás" de Xc, relativamente às restrições p-ativas. Isto nos motiva a definir um cone de 
Cauchy associado a um subconjunto consistente de índices A, como 
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C.A(x,) ={v: T;(x, + MV) 2: r;(x),para algum fL 2: O e todo i E A} (5.5) 
Veja ainda que, dar um passo de Cauchy numa direção em CA(xc), corresponde a "des-
prezar" os pontos de f1 "entre" x, e as faces Fi, para cada restrição i que seja p-ativa (vide 
ilustração na figura a seguir). 
Para cada Xc E O e A consistente, podemos definir: 
Projeção de -\lf(xc) no cone de Cauchy relativo a A, em x". 
(5.6) 
Projeção ortogonal de -'il(j(x,)) em L.A. 
(5.7) 
Projeção ortogonal de 9.A(xc} na direção normal a LA, ou seja, aponta para dentro de 
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Nosso objetivo, caso II9A(xc)ll << II9A(xc)ll, é manter ativas as restrições em A 
A(xc, p), ou seja, deixar A(xc, p) contido no conjunto de trabalho W, e fazer 
(5.9) 
Caso contrário, relaxamos algumas das restrições p-ativas em xc, de forma a poder dar o 
passo de Cauchy na direção "chapada", ou seja, fazemos 
(5.10) 
Note-se que a condição para x* E !1 ser um ponto de KT, com restrições ativas indexadas 
em A*, é: 
(5.11) 
(5.11) nos indica amarrar o controle dinâmico na forma 
(5.12) 
Neste caso, a restauração seria muito simples, e corresponderia a um passo na direção 
ortogonal a Lw, vale dizer, na forma Bx +{I - B)Ppw(x ). 
A idéia de utilizar úm método de restrições ativas, cuja direção de Cauchy (generalizada) 
c a definição do conjunto de trabalho se baseiam na relação [[iiA(x,)[[/ffgA(x,)[[ de forma 
análoga a que definimos acima, se encontra em [FM 89], [FM 94], [BFGMR 95] e [Dos 95], 
num contexto de programação quadrática em caixas. Uma abordagem para MRC em geral, se 
encontra numa versão preliminar, num trabalho esboçado em colaboração com J. M. Martinez 
e S. A. Santos. 
A idéia de flexibilizar as restrições ativas com um parâmetro p se inspira em [Ber 82, 
§1.5]. No livro de Bertsekas, p é apresentado como uma variável " tipicamente pequena", 
cujo tamanho se altera dinamicamente de forma análoga à que propusemos acima. O objetivo 
explicitado por Bertsekas corresponde a evitar descontinuidades no conjunto das restrições 
ativas, que se produzem na passagem de uma sequência de iterandos no interior de uma das 
faces, a um ponto limite na sua fronteira. Com p > O, 9A(x), bem como suas componentes 
.ilA(x) e gA(x), ficam contínuas em FA, diferentemente do que ocorre no caso p =O. No nosso 
caso, uma tal estratégia nos facilita tratar as restrições laterais como envolvidas em cilindros 
de confiança laterais. No caso MRIC, podemos pensar que temos os conjuntos hA-factíveis 
envolvidos em cilindros de confiança laterais de raio p, e que a segunda parte de cada iteração 
começa com xc num destes cilindros laterais 
CA ~ {x' lfhA(x)ff < p), 
correspondente às restrições p-ativas A = A(xc, p ). · Inclue-se aí A 
situação na qual não há restrições p-ativas. 
(5.13) 
0, para dar conta da 
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O passo Horizontal, neste caso, deve estar no espaço tangente às restrições de igualdade 
N(h'(xc)). Sua descrição se dá exatamente como em MRC, desde que redefinamos o cone de 
Cauchy, substituindo (5.5) por 
(5.14) 
A projeção de -\1 f(xc) no novo cone de Cauchy se escreve com a mesma fórmula (5.6) 
anterior, significando aqui a projeção no cone anterior, restrito a N(h'(xc)). Se substituimos 
LA por LA(xc) =LA n.N(h'(x0 )), podemos redefinir a projeção 9A(xc) como 
(5.15) 
Analogamente, ao red.efinirmos fíA(xc} com a mesma fórmula (5.8), obtemos uma decom-
posição de 9A(xc) em componentes tangente e normal às restrições p-ativa.s, como enxergadas 
dentro do espaço tangente às restrições de igualdade. Com ist.o podemos decidir o passo de 
Cauchy e o conjunto de trabalho, em função de lliiA(xc)II/II9A(Xc)ll, da mesma forma que para 
MRC. Abaixo e..sboçamos o cone CA(xc) e a decomposição proposta, num exemplo onde m=l, 
n=3, e A= A(xc, p) corresponde a duas restrições ativas. 
Exemplo da decomposição 9A(xc) = iJA(xc) + 9A(xc) para MRIC. 
A caracterização de um ponto de KT para MRIC se generaliza com a mesma fórmula 
(5.11). Portanto, nada mais razoável que manter a fórmula (5.12) para p, também em MRIC. 
Essencialmente, a garantia de descida suficiente em cada passo nos será proporcionada por 
(5.12), desde que Pmax não convirja a zero. 
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Algumas diferenças importantes entre as versões para MRC e MRlC seriam 
i - Há algumas questões delicadas na definição de p, bem como na atualização de 
P relativas a compatibilizar as restrições de canalização com as de igualdade. Dizem max, 
respeito à possibilidade de termos que restaurar RA = { x : h A (x) = O} numa situação na 
qual x não é um ponto regular de h A. Por exemplo, não podemos permitir que o número 
de restrições p-ativas em Xc supere n- m. Se isto acontecer para p bem pequeno, temos 
aí mna boa indicação de pontos singulares de hA no conjunto factível 1io. Deixamos 
para discutir este tipo de questões jnnto com a apresentação formal do algoritmo, a ser 
feita no apêndice. 
n - Conceitualmente a definição do passo candidato proposto para MRJC é a mesma 
que para MRC. No entanto, no caso MRC, 9A é trivial de ser obtido, enquanto que no 
caso MRIC corresponde a resolver um subproblema de programação quadrática convexa, 
com canalizações. Veremos, no apêndice, que frequentemente será suficiente resolvê-lo 
apenas num sentido aproximado. O custo computacional da projeção gA(x) no problema 
MRIC corresponde ao de calcular gp(x), grosso modo. 
5.2 CONCLUSOES E DESDOBRAMENTOS 
Esta seção está organizada em duas subseções. Na primeira resumimos os pontos prin-
cipais deste trabalho. Na segunda apontamos os desdobramentos que consideramos mais 
relevantes, do ponto de vista de sua continuidade. 
5.2.1 CONCLUSÕES 
Nosso ponto de partida para este trabalho, está na percepção estabelecida na introdução, 
seg1mdo a qual, grosso modo os algoritmos para resolver MRI se dividem em algoritmos de 
pontos factíveis, algoritmos de pontos duais (penalização) e PQS. Observamos ainda que, 
nos algoritmos que usam penalização na função objetivo, a aproximação da variedade dual 
é usualmente estabelecida de uma forma apenas aproximada, enquanto que para algoritmos 
de pontos factíveis, a possibilidade de se flexibilizar a factibilidade dos iterandos tem sido 
relativamente pouco explorada. Nossa meta principal se concentrou nesta possibilidade, com 
a expectativa de obter procedimentos cujo sabor seja o dos algoritmos de pontos factíveis, 
mas admitindo uma flexibilização da factibilidade de natureza dinâmica, ou seja, a depender 
da aproximação da variedade dual Dn ~ {x: VL(x,.\) ~O, para algmn ,\E JRm}. Para 
tanto, apresentamos no capítulo 2, um algoritmo para MRI, incluindo uma versão na qual 
todos os subproblemas possam ser resolvidos de forma "inexata", ou seja, sem fatorações de 
matrizes. Ainda no capítulo 2 nos preocupamos em estabelecer cuidadosamente hipóteses que 
nos parecem "razoáveis" para MRI, dentro das quais pudemos estabelecer a boa definição dos 
procedimentos propostos, bem como uma teoria de convergência global. 
No capítulo 3 apresentamos uma teoria de convergência local para nosso algoritmo, 
baseada na exploração de uma estrutura local que estabelecemos para bons minimizadores. 
Tal estrutura, exposta na seção 3.1, nos parece ser de algum interesse em si mesma e conta 
com um forte apelo visual. Nossa abordagem para a convergência de CDRIN consistiu em 
estabelecer, gradativamente, hipóteses sobre a implementação que nos parecem razoáveis, e de 
forma a garantir que as sequências geradas pelo algoritmo admitam: 
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1- Convergência de alguma subsequência gerada a um ponto de KT (capítulo 2). 
n- Convergência de todas as snbsequências geradas a pontos de KT (capítulo 2). 
lll- Convergência local e linear em p passos a bons minirnizadores (§3.2). 
iv- Convergência local e superlinear em dois passos a bons minimizadores (§3.3). 
v- Convergência local e superlinear em um só passo a bons rninimizadores (§3.4). 
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Na seção 3.3, além da convergência super linear em dois passos, estabelecemos uma relação 
entre CDRIN e PQS inexato, que nos permite indicar a "importação" de métodos secantes 
estabelecidos para PQS. Na seção §3.4, apresentamos uma outra abordagem para a teoria de 
convergência local, com um modelo ALGLOC para as iterações finais de CDR num caso bem 
sucedido, que nos permitiu a obtenção de resultados mais finos sobre taxas de convergência, 
do que a convergência superlinear em dois passos a bons minimizadores estabelecida na seção 
3.3. Em particular, estabelecemos condições para convergência superlinear num só passo de 
{x(k)} a bons minimizadores de MRI, muito embora não se deva esperar o mesmo de {x~kl}. 
No capítulo 4 realizamos testes numéricos, que qualificamos de preliminares, com uma 
implementação de CDR. Dividimos a execução do algoritmo em duas fases. Na primeira se 
procura um cilindro de confiança inicial, e um x(O) nele contido, após o que se inicia o algoritmo 
CDR verdadeiramente. Testando com 14 problema..c;, e diferentes pontos iniciais para cada um, 
13 dos quais advindos de mna lista explorada em [BT 89] e [SP 89], obtivemos: 
r - A definição de um mecanismo de autoajuste para encontrar o tamanho do cilindro de 
confiança inicial, baseado na eficácia do método de Gauss-Newton para resolver local-
mente o problema de encontrar pontos factíveis. Nos testes numéricos tal mecanismo 
se revelou eficaz e, num certo sentido, essencialmente independente da escala na qual se 
escreve llh(x)ll. 
ii- Que a correção de segunda ordem tem um papel a desempenhar, na medida que permite 
valores relativamente reduzidos de Pmax' sem maiores limitações à eficiência do algoritmo. 
m - A necessidade de salvaguardas para situações nas quais a restauração fique muito ine--
ficiente. Em compensação, todos os problemas da lista são resolvidos ao adotá-la. Ve-
rificamos ainda que alg1ms dos problemas da lista não são resolvidos por alguns dos 
algoritmos PQS te.<;t.ados por Shanno e Phua em [SP 89], bem como pelo algoritmo 
PQS qnc implementamos, provavelmente também por dificuldades em se aproximar do 
conjunto factível. 
iv - O mecanismo empregado, para propor que restaurações pudessem ser realizadas com 
dados da iteração anterior, foi eficaz no sentido de economizar atualizações e fatorações 
de matrizes. No caso de se usar o mecanismo de autoajuste para definir P~kxo o custo 
adicional devido ao cálculo de mais de uma matriz jacobiana por iteração mostrou-se 
despreúvel. 
v - Ao testar diferentes estratégias para a fase inicial, verificamos que um passo mais acu-
rado na direção Horizontal não parece reduzir sensivelmente o número de iterações rea-
liz;adafi, porém encarece bastante cada uma das it.eraçÕf'$. O mesmo observamos na 
implementação do algoritmo PQS que realizamos. Com isto, temos condições de colocar 
em questão o sentido de se dar passos "computacionalmente caros" na direção tangente 
às restrições, relativamente longe do conjunto factível. 
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Acreditamos que os dados unméricos analisados nos testes nos parecem promissores, 
embora muito incipientes ainda para permitir algum prognóstico mais seguro a cerca da 
competit.ividade do método, com relação a outros métodos disponíveis. 
Finalmente apresentamos no apêndice um algoritmo que generaliza naturalmente CDR 
para uma situação na qual contamos também com restrições de canalização. Tal algoritmo 
não chegou a ser testado, mas acreditamos saber provar que, no essencial, as propriedades 
teóricas válidas para CDR em MRI, continuam válidas na generalização feita para MRIC, sob 
condições naturais de se exigir em MRIC. 
5.2.2 DESDOBRAMENTOS 
Apresentamos nesta subseção alguns possíveis desdobramentos deste trabalho que nos 
parecem interessantes, agrupados nos itens DI-D4. Acreditamos que a tarefa mais importante, 
neste momento, corresponda a realizar uma implementação competitiva do algoritmo e testá-
la com relação a outros algoritmos disponíveis. Até mesmo de um ponto de vista teórico, esta 
tarefa nos parece importante. Acreditamos que avançar, um pouco que seja, na compreensão 
de qual a melhor forma de se trabalhar ao inicializar um algoritmo relativamente longe da 
factibilidade, nos parece uma questão teórica relevante. Dito de um outro ângulo, nos parece 
relevante entender se alguma forma de "medir a distância" ao conjunto factível como a que 
nos seria dada pelo eficiência do passo Gauss-Newton para lih(x)l)2 , é, ou não, um parâmetro 
importante a ser levado em conta numa programação para MRI. No entanto, o passo a ser dado 
no momento para abordar tal questão nos parece ser de natureza essencialmente empírica, e 
consiste na comparação cuidadosa e exaustiva de diferentes estratégias para atacar MRI ou 
MRIC, através da reali7.ação de tf'Btes numéricos. 
Dl- Tarefa Principal 
Eleucamos 4 passos a serem realizados, pela ordem, caso bem sucEdidos. 
Dl.l- Testar o algoritmo MRIC e consolidá-lo. Acreditamos que sem incluir restrições de 
desigualdade o método perde muito de um ponto de vista prático. 
DI.2- Tentar uma implementação competitiva para o método e testá-la num grande 
número de problemas, inclusive com ''muitas" variáveis e restrições. Em parti-
cular consideramos importante comparar implementações feitas com o algoritmo 
inexato e outras que utilizem fatorações de matrizes usando técnicas de esparsi-
dade, testando ainda métodos secantes para atualização da aproximação hessiana 
em cada iteração na fase final. 
Dl.3- Comparar cuidadosamente diferentes algoritmos, numa bateria representativa de 
testes com "muitas" variáveis e restrições. 
Dl.4- Se os resultados obtidos em (Dl.l-Dl.3) forem favoráveis, o passo natural a seguir 
é a disponibilização de um software com o método. 
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D2 - Sobre a restauração e a fase inicial 
Tres tipos de questões se colocam aqui: 
D2.1 - Pode-se pensar que a fase inicial é a fase da restauração, por excelência. Falta 
esclarecer qual a melhor estratégia a se adotar após cada passo Vertical, na fase 
inicial do algoritmo. Em particular, nota-se que em alguns problemas MRI, a di-
reção ( -gp(xc)) parece corresponder a boas direções de descida para llh.(x )11 2 em X c, 
enquanto que em outros é o contrário. Será possível explorar isto adequadamente? 
D2.2- Na versão 1 de REST (vide §2.2.1), admitimos a possibilidade de não precisar 
at.nalir-ar a matriz jacobiana a cada passo da restauração, enquanto a restauração 
se processe de forma eficiente com dados da iteração anterior. Em alguns testes 
preliminares não ficou muito claro para nós se é possível realizá-lo de maneira 
eficiente. Esta questão permanece. 
D2.3- Qual a melhor estratégia para salvaguardar a restauração? Em particular esta 
questão corresponde a tentar entender melhor características do conjunto crítico 
não factível de ilh{x)ll 2 que permitam "driblá-lo''. Igualmente, achamos importante 
entender melhor o que faz com que algoritmos típicos de restauração por vezes 
fiquem tão vagarosos, mesmo longe de pontos críticos não factíveis de llh.(x)11 2 . 
No exemplo 2.1 descrevemos a lentidão do método Gauss-Newton relativamente 
longe do conjunto factível, de forma associada à atração que os iterandos pareciam 
sofrer por pontos de curvatura alta nas superfícies de nível e próximos da variedade 
dual. Será este um exemplo típico e o ponto de vista generalizável? Caso seja, 
haverá alguma alternativa razoável à que adotamos, ao obrigarmos os iterandos 
a andarem mais próximos da factibilidade? Tentar mexer na escala das variáveis 
independentes, seria uma possibilidade generalizável aí? 
D3 - Relaxando a exigência de regularidade no conjunto factível 
Confessamos não ter pesquisado o suficiente na literatura, para saber o que se 
tem feito teoricamente a respeito de relaxar a exigência de regularidade no conjunto 
factível. A impressão que temos é a de ser uma questão, cuja abordagem nos trabalhos 
de otimização publicados se dá de forma essencialmente empírica, quando muito. Como 
tratar, teórica e praticamente, o relaxamento na exigência de regularidade do conjunto 
factível, nos parece ser uma questão difícil e relevante. 
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D4 - Atualização secante 
Para simplificar, situemos a questão num co11texto de minimização sem restrições. 
No fundo, é lá que questões como a que colocaremos se resolve, ou não. Na observação 
3.3.6 esboçamos uma possibilidade de estratégia quasi-Newton e atualização secante em 
CDR, com algumas salvaguardas para: 
Bl - Direções muito mal condicionadas da aproximação hessiana reduzida, mas que 
tivessem alguma chance de manter as características .fortemente autoreguladoras 
do método secante, conforme a compreensão lá explicitada em (3.241). 
B2 - Crescimento excessivo da aproximação hessiana, em norma. 
A questão que se coloca é saber se isto funciona, teoricamente. Em particular, 
suponhamos que as direções dos passos candidatos sejam obtidos com este tipo de es-
tratégia, e as buscas lineares se façam garantindo condições para que a fórmula BFGS 
sempre gere matrizes positivo-definidas. Por exemplo, as condições de Wolfe. Nossa ex-
pectativa é que, neste caso, se a sequência gerada convergir para um bom minimizador 
então, sob condições razoáveis, as salvaguardas fiquem inativas suficientemente perto de 
x*. Como impusemos aproximações hessianas coercivamente positivo-definidas, a con-
vergência a um bom minimizador nos garantiria convergência R-linear. O teorema 3.216 
nos diria então que tal convergência seria super linear, desde que as salvaguardas ficassem 
assintoticamente inativas. 
Apêndice A 
CDR para MRIC 
No procedimento formulado no capítulo 2 para resolver MRI, praticamente separamos 
cada iteração em duas partes. Concentramos em CDR as tarefas da segunda, na qual se 
produzia um candidato a passo horizontal, que era em seguida submetido a um teste. XCOR 
era apresentado como uma espécie de mediador, a definir o momento no qual podemos parar 
de procurar a factibilidade com REST, e passamos a CDR para obter o passo horizontal. Suas 
principais tarefas poderiam ser descritas por: 
XCOR.i- Obter Xc e Pc r:::; Pma.x9P(xc), de tal forma que llh(xc)/1 < Pc· O principal ingrediente aqui, 
é a restauração escrita em REST, se llh(xc)ll > Pc· 
XCOR.ii- Atualizar os dados em Xc, entre os quais destacamos A= h'(xc) e a direção de Cauchy 
gp(x,). 
O mesmo acontecerá no algoritmo para MRIC. Concentraremos em XCORC a primeira 
parte, e em CDR a segunda. O programa (i- v) da seção §5.1 já indica que deve haver muito 
pouca diferença formal eutre as descrições de CDR para MRI e para MR1C. Como veremos 
adiante as novidades na formulação para MRIC se concentram em XCORC. Registraremos a 
seguir uma descrição completa de CDR para MRIC, apenas para facilitar a leitura, na medida 
que as diferenças formais de redação com relação à anterior são bem pequenas. Essencialmente 
correspondem às menções ao conjunto de trabalho W definido em XCORC e ao uso de opções 
para desigualdade-'! no procedimento DS (vide §1.4), 
A k-ésima iteração de CDR para MRI dispunha inicialmente de Ptol, Etol, x(k), _.\(k-l), Pn 
Pmax, L c, b.Ln, Ac, b.min 1 e 1::1. A k-ésima iteração de CDR para MRIC disporá destas mes-
mas variáveis, essencialmente com os mesmos significados descritos em §2.3, adaptados para 
MRIC. Disporá ainda de informações sobre o conjunto de trabalho W da iteração anterior: 
Passo 1. Atualização de Xc, Pc, Prnax e do modelo quadrático associado; 
a) Obtenha xc, Pc, Ac, 9c, 9pc aplicando XCORC a x(k), Pc• Pm=• Ac, Ptol, E:tol 
eW. 
Se XCORC retornou no Passo 2, pare, aceitando Xc como solução 
b) Escolha uma matriz simétrica B E lRnxn e considere: 
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L(x+, ,\+)- L(xco ,\+) 
!'1Lg 
q( 8,) 
Então faça 6. +-- !:l./2 e vá para o Passo 2.a. 
Atualização 
Faça 1'1Lv = L(xc, ,\+)- L(xC'I, ,1Ck-11) 
a) Se 
1'1L- > !:_(L- - L(x(k) ,\ (k-1))) 
v- 2 c ' 
então faça Pmax +--- Pmax/2, 
b) Se 
então faça L-;;+- L(xc, .X+)-
c)Faça k +- k + 1 ; x(k) +--- x+ ; ).(k) +- >..+ : b.LH +--- b.LH 






As novidades no procedimento para MRIC se concentram em XCORC. Contudo, ele 
continua se caracterizando como o "gerente" da transição entre a primeira parte e a segunda 
**** Na prática, poderemos estar trabalhando em XCORC com fatorações de hAjx,), que serão igualmente 
úteis para a obtenção de 6t com DS, no caso cru que 9pc = 9A., e W = Ac, ou mesmo W :> Ac. No caso de se 
ter .9rc = 9A. talvez seja razoável tomar o passo em DS como o próprio 9pc· 
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do algoritmo1 de forma análoga ao que acontecia anteriormente. Ainda podemos situar 0 es-
quema geral de XCORC no formato XCOR.i-XCOR.ii acima, mas agora ternos que considerar 
também: 
(CQRC.l- A direção de Cauchy (generalizada) gPc' não é mais tão simples de calcular quanto gp(xe)· 
Como apontamos na §5.1, será 9A(xo) ou iÍA(xo), conforme a relação II9A(xo)ll/lli1A(x0 )11. 
Em particular dependerá das restrições p-ativas A = A(xc, Pc), (que podem inclusive 
variar com p). 
(C0RC.2- REST e a forma de calcular p se generalizam, embora de maneira natural no contexto 
que apresentamos. Uma complicação que pode surgir em MRIC e não existia em MRI, 
é relativa à compatibilização das restrições p-ativas com as de igualdade em função de p. 
Isto pode ocorrer caso o algoritmo tente restaurar a restrição lateral RA(x,p), num ponto 
x para o qual hA(x,p)(x) seja singular. 
OBSERVAÇÃO A.O.l HIPÓTESES PARA CDR NA NOVA VERSÃO 
De forma a facilit,ar o entendimento, situaremos já neste momento trcs hipóteses simplifi-
cadoras a serem assumidas com as quais se poderá garantir boa definição a CDR, também nesta 
versão para MRIC, bem como resultados de convergência global a pontos de KT satisfatórios. 
HC- Hipótese de Compacidade Para simplificar, suporemos O compacta, ou seja -oo < 
li e u.i < oo, para todo i- 1, 2, · · ·, n. 
HR - Hipótese sobre a Regularidade de 'H o 'H0 é regular no sentido apontado em {MS 95, 
§ 12.6}, on seja, h' A tem linhas linearmente independentes em pontos fact-íveis de F A, para 
todo A. E'qnivalentemente, podedamos exigir que, para todo subco~funto de {n,dices A, 
O seja valor regular da restrição de h a F A. 
HF - Hipótese sobre a Factibilidade 
blema. 
É possível encontrar um ponto factível para o pro-
Simplificamos um pouco as hipóteses sob as quais vamos discutir CDR para MRIC, no 
sentido de nos fixarmos em descrever apenas uma situação relevante na qual garantidamente 
CDR gere sequências se acumulando em pontos de KT. HC é de fato uma hipótese simplifi-
cadora. No entanto acreditamos facilitar o entendimento, e os argumentos acabam sendo con-
ceitualmente os mesmos necessários para dar conta de uma outra formulação, possivelmente 
mais abrangente e na linha da que foi feita no capítulo 2. HR é a hipóte.':le mais delicada de se 
assumir mas, pelo menos teóricamente, temos uma cobertura, essencialmente garantida pelo 
teorema de Sard. Ou seja, genericamente HR se verifica no conjunto das funções de classe C!, 
onde r > n- m (vide [soto 76], [Hir 76]). HF é uma hipótese facilmente verificável em muitas 
situações relevantes (por exemplo, se o ponto inicial for factível), e óbvia de se assumir, se 
desejamos garantir a acumulação dos iterandos em pontos de KT para MRIC. 
Passamos a descrever a restauração proposta para ajudar a resolver MRIC: 
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Frequentemente desejaremos, não apenas restaurar h(x) =o s.a. X E n, mas também 
hA(x) =O s.a. x E n. Lembramos que numa restauração de x a Xc realizada co~ REST no 
contexto para MRJ, não bastava reduzir significativamente o valor de ilh(x)jj. Era Igualmente 
essencial obter X c "controladarnente próximo" de x. Esta proximidade buscada se expressou 
na relação (2.8), qual seja, llx- xoll ~ O(llh(xo)IIJ- O que se pode observar nos resultados 
do capítulo 2, é que qualquer outro algoritmo de restauração que garantisse (2.8), sempre que 
fosse bem sucedido em obter jjh(xc)IJ < PCJ garantiria para CDR os mesmos resultados teóricos 
de convergência. t 
Aproveitando esta observação, definimos REST.A(x, p) como qualquer algoritmo para 
reduzir h.A(x) em n, tal que, para algum 1./J >O, gere uma das duas alternativas: 
i - Xc E f.! satisfazendo 
llhA(xo)ll < P 
lixo- xll < '!'llh(x)ll 
(A.7) 
(A.8) 
u - Uma sequência de pontos em !1, se acumulando em pontos de KT não factíveis para o 
problema MRC, definido por 
minimizar llhA(x)ll 2 s.a. X E n. (A.9) 
Denotaremos por RESTa REST0, ist.o é, à restauração relativa a h.{x) =Os. a. x E O. 
Algumas alternativas interessantes para RESTA seriam: 
REST.i -Os passos candidatos serem testados com buscas unidimensionais, inicialmente sobre 
a poligonal obtida pela projeção em !1 da semireta saindo de x e na direção Gauss-
Newton para llhA(x)ll 2 , vale dizer, Pn(x- ~th1(x)h(x)). Em caso de I' ficar muito 
reduzido, acionaríamos como salvaguarda a direção do gradiente, ou seja, a busca linear 
prosseguiria em Pn(x -~th'_/(x)h(x)). 
R.EST.ii - Usar CDR para MRC, com o cuidado de garantir para os candidatos x+ = x + ó+, 
uma restrição do tipo 118+11 ~ O(llh(x)IIJ-
REST.iii -Dar um passo inicial visando exclusivamente se aproximar de FA, ou seja, obter ini-
cialmente X = Ox + (1- O)PpA, para algum B e só depois usar algum procedimento como 
os descritos em REST.i e REST.ii, para reduzir llh(x)ll na caixa ({i}+ LA) n fl) 
REST.iv- Dar um passo inicial visando obter X, unicamente com o objetivo de reduzir h(x) 
em f.! usando urna estratégia como em REST.i ou REST.ii, e depois completá-lo com 
um passo em N(h'(X)) cujo objetivo seja apenas a restauração de FA sem abandonar 
{x} +N(h'(x)). 
f No caso para MRI, nos pareceu interessante a possibilidade de não atualizar h'(xc) entre duas restaurações 
(corrcspoudc ao parâmetro Om.ax• introduzido na versão 1 de REST- vide §2.2.2 ). No caso MRIC não vamo!l 
con!liderar esta possibilidade, embora mantenhamos a opção de poder realizar a primeira restauração em 
XCORC com os dados da iteração anterior. Isto simplificará consideravelmente a exposição. 
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XCORC 
Como já apontamos anteriormente, analogamente a XCOR, XCORC igualmente geren-
ciará RESTA, com o objetivo de garantir Xc e p tais que [[h(xc}[[ < p ~ Pmaxll!iA[I, bem 
como calcular as variáveis necessárias para executar llllla iteração típica de CDR. Seu formato 
acompanha o de XCOR, com pequenas alterações destinadas a acomodar as novas tarefas 
descritas em (XCORC.l-XCORC.2). Em XCOR, os comandos correspondentes a Pl.ii e Pl.iii 
estavam em P3.i e P3.ii. Esta modificação é apenas para facilitar a leitura e deixar em P3 
exclusivamente a tarefa de atualizar a direção de Cauchy gpc. No último passo, inscrevemos 
uma salvaguarda para situações nas quais a restauração a hA(x) =O fique muito ineficiente, 
introduzindo, inclusive, a possibilidade de redução de Pmax também em XCORC. Este ponto 
será comentado adiante. 
Além das informações sobre as ftmções envolvidas, quando chamado na k-ésima iteração 
de CDR, XCORC disporá inicialmente de x = x(k), W = W(k-l), p = p(k-l), Pmax = P~L, 
h= h(x(k)), A= A(x~- 1 ,p~k-1l), A= h'(x~k- 1)) e dos parâmetros de tolerância para con-
vergência Ptol e Etol· Podemos descrever mna iteração típica de XCORC por: 
PO - INICIALIZAÇAO 
i- Faça A<-- A(x, p) 
ii- Opte entre restaurar em P4 com os dados da iteração anterior, ou seguir para Pl. 
Pl - ATUALIZAÇAO DOS DADOS 
i- Faça A<-- h'(x) e 9 <-- -\1 f(x) 
.. [ !:IA(x) §A(x) l 
u- Escolha nc." E .111911 + 1, 11911 + 1 
iv-Se A(x,p)- Ao~ 0, faça A<-- A(x,p) e volte para P!.ii. 
v- Faça hA <-- hA(x) 
P2- TESTANDO A CONVERGÊNCIA DO ALGORITMO PRINCIPAL 
Se [[hA[I S Pto! e nc .. u S éto/, retorne 
P3 - RETORNO TÍPICO 
Se ilhA li <; p então 
a- Se li9A(xJII 2: .99lliiA(x)ll, faça 9.c ~ 9A(x) e RETORNE. 
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b- Se II9A(x)ll < .99lliiA(x)ll, faça 9Pc ~ !iA(x) e RETORNE· 
P4 - RESTAURANDO 
1- Escolha p E [10-3 jjh(x)ll, llh(x)ll/21 
ii- Aplique RESTA para obter x, de forma que llhA(x)ll < p. 
m - Salvaguarda caso RESTA fique ineficiente 
Ca.so RESTA nãD seja bem sucedido, obtenha novo x E fl tal que llh(x)ll < p, faça 
A= A(x,p) e reduza P=ax a menos da sua metade. 
iv VáparaPl. 
OBSERVAÇÃO A.0.2 SOBREXCORC 
Em MRI, XCOR precisava "casar" factibilidade com controle dinâmico, obtendo Xc tal 
que llh(x,)ll < p ~ O(Pm•xllgp(x,)ll). Em XCORC, precisamos fazer o mesmo substituindo 
gp(xc) por 9A(xc,P)(xc)· Deste modo, a definição de p passa a depender também das restrições 
p-ativas em X c. Uma preocupação importante com relação a restauração em CDR, era a de não 
gastar atualizações da matriz jacobiana com restaurações. Em XCORC, cada atualização de 
A= A(xc,P) corre:;ponde a reavaliar .<JA(xc), ainda que de forma inexata. Nossa expectativa 
aqui é de poder implementar nosso método com as mesmas preocupações de antes, e de forma 
a não ter que alterar A numa mesma iteração de XCORC, com poucas exceções. A forma 
como XCORC opera para definir p, Xc e A= A(xc, p) corresponde a: 
1- Em PO faz-se mna primeira avaliação de A. Definimos A, como A(xc, p) com o p da 
iteração anterior, para poder garantir o conjunto de trabalho da iteração anterior dentro 
de A, mas se poderia pensar em outras possibilidades para inicializar A. 
ii- Ao iniciar Pl se dispõe de um candidato a A. Com base nele se atualiza p. Destacamos 
duas possibilidades aí: 
11.a- A(x,p)- A~ 0 
Neste caso p cresceu com relação ao seu valor anterior. Esta situação é inde-
sejável, pois poderia corresponder a algum i E A(xc, p)- A para o qual a projeção 
de -Vf(x) em FAnN(h'(x)) tivesse uma componente relativamente grande apon-
tando no sentido de p{i}, mas para o qual ri(x) < p fosse relativamente pequeno. 
Isto eorresponderia a uma situação na qual a restrição i seria mna boa candidata 
a restrição ativa, e poderia conduzir a "passos de Cauchy" muito curtos. Nossa 
solução de refazer A nestes casos se justifica por aí . Além disto, veja que depois 
de atualizarmos A= A(x, p) em Pl.iv, llgA(x)ll tende a diminuir, se acrescentamos 
restrições, ou a variar pouco, em caso de restauração. Deste modo, na prática, não 
precisaríamos voltar a mexer em A, nesta iteração, a não ser após o uso da sal-
vaguarda em P.4.iii. Como estamos apostando em não ter que usar a salvaguarda 
com frequência, e há uma certa flexibilidade na definição de p em Pl.iii, Pl.iv vai 
redefinir A mais ou menos vezes, a depender da inicialização em PO. Vale dizer, 
basicamente, de como se implementará o passo em DS na iteração anterior. 
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ii.b- A(x,p) c A 
Também aquí há duas situações. Se llhA(x)ll < p, P3 indica o retorno. Caso 
contrário haverá necessidade de restauração. 
OBSERVAÇAO A.0.3 SOBRE A RESTAURAÇAO 
1- A salvaguarda proposta em P4.iii pressupõe que eventuais ineficiências em RESTA, 
possam ser resolvidas por procedimentos que relaxem a exigência (A.8). A estratégia de 
reduzir Pmax, e recomeçar de qualquer ponto nrun cilindro de confiança de raio significa-
tivamente menor, formalmente se justifica pelas hipóteses HC, HR e HF. Observe que, 
ao assumir HF, garantimos que diminuindo p sempre poderemos obter pontos de fl cor-
respondentemente próximos de 1t0 , mesmo que não seja com um método de restauração 
satisfazendo (A.8). Como a aceitação de cada passo em CDR implica na sua permanência 
dentro de um cilindro de confiança de raio no máximo 2p, PO.i, Pl.iii, a salvaguarda 
P4.iii de XCORC, HR e HC nos garantem então que num conjunto finito de iterações, 
todas as restaurações se processarão em pontos regulares de algum h.A, já que estamos 
garantindo A C A(xc,Pmax) sempre. No caso onde #A+m > n, é possível saber, já em 
PO.i que obteremos as linhas de h' A linearmente dependentes. Dado que assumimos HR, 
isto significa Pmax "perigosamente grande". Nmna implementação concreta, sequer seria 
necessário executar Pl.ii-P3 e P4.ii. Uma restauração para h(x) =O, com redução de 
Pmax, possivelmente seria aconselhável logo depois de Pl.i, caso atualizemos h'(x) para 
a restauração, e a partir de PO.i se não atualizamos a jacobiana. 
n - Uma alternativa para a restauração em P4.ii, corresponderia a permitir que se at.u-
alize A com algmn Ã C A antes de aplicar RESTA em P.4.ii, o que pode ser interessante 
com base em informaçõe:; da iteração anterior caso p se reduza bastante de urna iteração 
para a outra. 
iii - Lembramos que a possibilidade de restaurar usando dados da iteração anterior de 
CDR, se mostrou eficiente nos testes realizados no capítulo 4 (vide 4.2.1). Ela permanece 
em CDR para MRIC, inscrita em Pl.ii. 
I 
OBSERVAÇAO A.0.4 SOBRE A DIREÇÃO DE CAUCHY 
Com o objetivo de explicitar um pouco a conta a fazer para obter a direção de Cauchy 
(generalizada) 9pc, denotamos por C A ( x) ao cone dual de C A ( x), ou seja: 
tEm MRI, havíamos também introduzido a possibilidade de não atualizar h'(x) entre duas iterações su-
eeF:siva.<~ de REST através do parâmetro Bma:r:· Realizando algtms tfO'Btes numéricos, não ficou mui~.o claro 
para nós se esta estratégia conduz a resultados significativos, principalmente tendo em vista a introdução da 
FASE 1. Como consideramos prematuro descartar esta possibilidade, gostaríamos de observar que teria sido 
possível mant.ê-la para REST, também em CDR para MRIC. No entanto, preferimos simplificar a exposição, 
eliminando-a formalmente 
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CA(x) ~ {w: vT w S O, para todo v E CA(x)) 
Denotamos ainda por gA(x) a projeção de -\lf(x) em CA(x), ou seja: 
YA(x) ~ PÕA(")(-\lf(x)) 
(A. !O) 
(A.ll) 
Visando definir uma caracterização muito 1ítil do cone dual, definamos para eada I = 
{i1 ,···,i.~} C {1,2,···,n} a matriz 
onde 
se t = J 
se t = J 
Essencialmente usando argumentos como no Lema de Farkas (vide [Fle 87]), podemos 
garantir: 
LEMA AP.l: Suponhamos que A C IRn é consistente, e que h'(x) tem posto constante em 
u c !.l. 
Então: 
i~ CA(x) ~ {h'(x)IT)À +E~!':!'< O}. 
ii~ g(x) ~ !!A(x) + YA(x) ~ gA(x) + §A(x) + YA(x) 
iii~ fiA(x)TgA(x) ~ 0 e 9A(x)T§A(x) ~ 0 
iv- 9A(x), ÕA(x) e 9A(x) são contínuas em U. 
Veja que, fixando g ~ -\lf(x) e A~ h'(x), obtemos: 
9A(x) ~ argmin {\\g + A~,\\1: À E JRm}, onde A~~ [AT E~] 
gA(x) ~ argmin {1\g+ATÀ+E~!'\\: À E !R"; O 2- !'E JRm}. 
OBSCAU .1 ~ 
OBSCAU .2 ~ 
OBSCAU .3~ \\!IA(x)\\ ~ \\g- gA(x)\1 S 1\g -v\\, se v~ (g+ATÀ +E~!') E CA(x) i.é. !' S O. 
OBSCAU .4- OBSCAU.l nos diz que para calcular 9A(x) temos que resolver um problema 
quadrático convexo com restrições de igualdade apenas, análogo ao que precisávamos 
calcular para obter a direção de Cauchy gp(xc), no caso MRl. O lema AP.l.ii e OB-
SCAU.2 nos dizem que para calcular §A(x) o problema é essencialmente o mesmo, sendo 
que algumas restrições passam a ser de canalização. Numericamente isto poderia ser 
bem mais trabalhoso. No entanto, frequentemente desejamos apenas nos certificar que, 
para um dado ry >O, temos \\gA(x)\\ 2- ry\\gA(x)\\. Em particular, isto deverá acontecer 
sempre numa vizinhança de uma solução x* sem degenerência dual. Veja que OBSCAU .2 
e OBSCAU.3 nos dizem que basta encontrar urna solução inexata v de: 
Minimize \\g+ATÀ+E~!'\\2 s.a. À E JR", !'E JR", !' ô' O. 
e de tal forma que \\gA(x)\\ 2- ry\\g- v\\. 
(A.12) 
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Algo análogo acontece sempre que procuramos"~" E [lliiA(x)[l, lOIIiiA(x)I[J. 
Em função disto evitamos colocar nos algoritmos, determinações explícitas para 
calcular YA(x) , 9A(x) e 9A(x). Desta forma admitimos implicitamente a possibilidade 
de detalhar CDR para MRIC, permitindo soluções inexatas de alguns dos subproblemas 
quadráticos envolvidos ao calculá-los. 
OBSERVAÇAO A.0.5 
BOA DEFINIÇÃO E CONVERGÊNCIA GLOBAL DE CDR PARA MRJC 
Acrescentando as hipóteses HC, HR e HF às formulada.'3 na seção 2.4.1, e adaptando os 
argumentos esmiuçados no capítulo 2, acreditamos saber demonstrar que: 
Tl - CDR só pára em pontos de KT para MRIC. 
T2 - Os iterados gerados numa dada aplicação de CDR admitem subsequências se acu-
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