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Abstract 
In recent years business intelligence and analytics have gained an increasing amount of interest 
among researchers and practitioners due to a number of success cases that have reported tremendous 
improvements in organizational performance. Despite evidence from those success stories, the 
realizable benefits from such decision support technologies depend on their effects on organizational 
decision processes. Evidence on those effects is scattered throughout management and decision 
support systems research. The need for more integrative research on this topic has been expressed 
from both research communities. Therefore we focused our research goal on those effects and 
conducted a structured and extensive literature review. In this context, this paper provides three major 
contributions. First, we develop a research framework by integrating existing results on managerial 
decision processes. Then, using this research framework, we present the results from the structured 
literature review on the effects of decision support technologies on the distinct phases, characteristics 
and outcomes of decision processes. Finally, we discuss the findings and implications for business 
intelligence and analytics systems from a decision process perspective and propose future research 
directions.  
 
Keywords: Business Intelligence, Business Analytics, Decision Processes, Decision Support Systems, 
Literature Review. 
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1 Introduction 
In recent years the idea of business intelligence and analytics (BI&A) has gained an increasing amount 
of interest among researchers and practitioners due to a number of published success cases. These 
success cases report tremendous improvements in organizational performance, based on improved 
decision making and new business insights (Chen et al. 2012; Davenport 2006). BI&A systems 
provide support for collecting and transforming data and put particular emphasis on data analysis with 
the purpose of improving decision making (Chen et al. 2012; Davenport 2006; Shanks et al. 2010). 
BI&A systems can be attributed to the research area of decision support systems (DSS), which deals 
with information systems and their potential to support decision making (Arnott and Pervan 2008). In 
this respect, what is understood today as BI&A has been shaped by DSS research and developments in 
systems like personal decision support systems, executive information systems and data warehouses 
(Arnott and Pervan 2008; Chen et al. 2012; Shanks et al. 2010; Watson 2010).  
In order to achieve performance benefits from BI&A systems, organizations need to focus on their 
decision processes (Davenport 2010; Shanks et al. 2010). Decision processes represent the routines by 
which decisions are made in organizations (Mintzberg et al. 1976; Nutt 2008). The success of utilizing 
BI&A technologies highly depends on their integration with organizational decision processes 
(Brohman et al. 2000; Davenport 2010; Kanungo 2009; Shanks et al. 2010). Achieving such 
integration requires an understanding of how these technologies affect decision processes. Therefore, 
missing understanding of these effects can constrain successful utilization (Watson et al. 2002).  
In this context, recent literature reviews however find that decision processes have not received 
enough attention: Shollo and Kautz (2010) analyze conceptions of business intelligence (BI) and 
conclude that only very few studies address decision processes. Moreover, they find that although BI 
is described as a data-driven process for decision support, it often remains unclear how BI is used in 
decision processes and what effects it has on decision processes. Arnott and Pervan (2008) provide a 
review of the DSS discipline and find that, although DSS research has the mission of improving 
managerial decision making, less than half of the investigated publications are explicitly related to 
managerial decision making research. They state that this creates a risk for the relevance of DSS 
research. Furthermore, they find that the amount of interrelation to managerial decision making 
research even decreases for technologies like data warehouses and business intelligence. Hence, recent 
literature reviews suggest more focus on decision processes and better integration of insights from 
managerial decision making research (Arnott and Pervan 2008; Shollo and Kautz 2010).  
In light of these results, it becomes less surprising that although the general ideas of DSS research are 
consistent with management research on decision processes, the actual visibility of DSS research 
seems to be quite low in related management research (Papadakis et al. 2010). Papadakis et al. (2010) 
identify a major research gap with respect to the effects of information systems use on managerial 
decision making processes and explicitly call for more research in this area. 
Taking into account the discussed perspectives it seems that there is a need for more integrative 
research with respect to the effects of technologies like business intelligence and analytics on decision 
processes. Therefore the goal of this research is to investigate and give an overview on the effects of 
those systems on decision processes. Research on decision processes is interdisciplinary and in order 
to support future work at this interface this paper makes three main contributions. First, we develop a 
research framework, based on existing results from managerial decision process research and decision 
support systems research. Then, using this research framework, we present results from a structured 
literature review and thus integrate existing insights on the effects of decision support technologies on 
the distinct phases and attributes of decision processes. Finally, we propose future research directions 
in the area of managerial decision processes, as well as business intelligence and analytics. 
This paper is organized as follows: The second section discusses the DSS background of this research. 
Additionally it develops a decision process research framework, which will be used for analyzing the 
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results of our literature review. The third section describes our procedure for performing the literature 
review and documents the literature search process and its results. The fourth section presents the 
results from the literature study and the fifth section discusses those results. The sixth section 
identifies future research opportunities and the last section concludes this paper. 
2 Decision Support and Decision Processes 
This section starts with a conceptualization of the DSS research area. Next we discuss decision 
processes and we integrate existing concepts into a research framework that will be used for 
structuring and analysis of our literature review, as recommended by Webster and Watson (2002). The 
conceptualization and scoping performed in this section are also the basis for specifying search terms 
and inclusion/ exclusion criteria for the literature search process (see vom Brocke et al. 2009). 
2.1 DSS Background and Technological Conceptualization  
Although BI&A are the most current technologies for supporting managerial decision making, 
research and systems in this area have evolved over several years. One of the earlier reviews on the 
effects of use of decision support systems was done by Benbasat and Nault (1990). In their analysis 
they come to the conclusion that empirical investigations on the overall performance effects of DSS 
are inconclusive, as some studies report positive effects and others do not. They find several reasons 
for this, which are variances in the investigated variables, a lack of distinction between decision aiding 
techniques and a lack of process focus. Benbasat and Nault (1990) provide a functional classification 
of DSS, but they do not link it to distinct decision processes phases or characteristics. 
The recent review by Arnott and Pervan (2008) provides a high-level overview on the DSS field. They 
classify the DSS field into: Personal DSS, group support system, negotiation support systems, 
intelligent DSS, knowledge management-based DSS, data warehousing and enterprise reporting and 
analysis systems (incl. business intelligence, executive information and performance management 
systems). In their study they find, among others that within the DSS field, the newer technological 
sub-fields of data warehouses and BI are sub-fields that are least grounded in decision making 
research. This creates a risk of decoupling technologies from their actual purpose in decision processes 
(Shanks et al. 2010). These results are supported by findings of Shollo and Kautz (2010) in the context 
of BI systems and they conclude that decision processes are not considered enough. 
BI&A includes collection, analysis and dissemination of information with the purpose of supporting 
decision making (Davenport 2010; Watson 2010). Thus, the focus of BI&A can be related to process 
models for modeling and predicting real-world processes, choice models for supporting decision 
making, analysis and reasoning methods, as well as information control techniques. We subsequently 
focus our research on these technological aspects. We do not include representational aids, judgment 
and group supporting techniques, as former are broadly covered in human-computer interaction 
research and latter mainly address different facets of communication and group collaboration. After 
this technological conceptualization, we develop a research framework for decision processes. 
2.2 Decision Process Background and Research Framework 
In order to systematically investigate the effects that decision support technologies have on decision 
processes it is necessary to operationalize those effects. For this purpose we define decision processes 
by using a phase-based conception defined by Mintzberg et al. (1976) and we discuss common quality 
attributes of decision processes from management research. 
Mintzberg et al. (1976) developed a decision processes conception, which includes phases for (1) 
identification, (2) development, and (3) selection. They investigated the decision process phases and 
found that distinct steps within those phases are performed iteratively, rather than sequentially during 
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decision making. Additionally, they found that competing steps exist within each phase. This 
conception of the decision process has been further refined and extended in decision process research 
(e.g. Nutt 2008), as well as partially adopted in the DSS field. 
For investigations of the quality of decision processes two main dimensions of attributes have been 
suggested in management research: Decision process characteristics and decision process outcomes 
(Papadakis et al. 2010; Rajagopalan et al. 1993). Process outcomes describe the results from a decision 
process or its sub-phases. In contrast, decision process characteristics encompass procedural attributes 
that are related to the execution of the process (Papadakis et al. 2010; Rajagopalan et al. 1993). In 
order to obtain a comprehensive view on a decision process it is important to consider attributes 
related to process characteristics and process outcomes (Forgionne 1999; Phillips-Wren et al. 2004). 
Research by Forgionne (1999) comes to the conclusion that this is seldom the case in DSS research. 
This may lead to a fragmentation of insights with respect to the effects on decision processes.  
Therefore, our research framework combines a selection of process outcomes, as well as process 
characteristics that are considered as relevant in managerial decision process research. The framework 
considers the decision process phases (1) identification, (2) development and (3) selection, and we 
focus on the following attributes for each of the three phases:  
 Information quality: One of the major benefits of BI&A systems is the provision of accurate, 
high quality information which is easily accessible (Davenport 2010; Watson et al. 2002). 
Therefore usage of such systems should make available information of better quality. 
 Comprehensiveness and procedural rationality: In managerial decision process research 
procedural rationality describes the level of reliance upon analysis of information in decision 
making and comprehensiveness characterizes the extent to which analysis is exhaustive within 
the decision process (Dean and Sharfman 1996; Papadakis et al. 2010).  
 Speed: Time savings are another major benefit that is proposed to be realized by BI&A 
systems (Davenport 2010; Watson et al. 2002). Such systems should not only provide faster 
access to information but also help to speed-up the decision process. 
 Phase outcomes: The final decision is not the only result, within a decision process. Each 
phase produces results, which can be analyzed with respect to their quality and quantity. For 
the identification phase this is a set of problems and opportunities that are identified and 
specified. The development phase deals with defining a set of solution alternatives. Finally the 
selection phase deals with analysis and choice of alternatives. The analyzed alternatives and 
whether a choice was made are outputs from this phase (Nutt 2008; Phillips-Wren et al. 2004). 
Additionally we focus on decision results and total decision speed:  
 Decision result: The decision result is the outcome of the overall process. The quality of this 
outcome can be evaluated using performance and accuracy measures or on the basis of expert 
evaluations (Papadakis et al. 2010; Phillips-Wren et al. 2004). 
 Total decision speed: The total decision speed characterizes duration of the overall decision 
process, which is expected to be reduced (Davenport 2010; Watson et al. 2002). 
3 Review Method 
For structuring the literature review we used the guidelines provided by vom Brocke et al. (2009) and 
Webster and Watson (2002). This section describes our review procedure in detail, with the purpose of 
making our review procedure as transparent as possible in order to achieve high validity and 
reliability. In this context validity means the degree of accuracy in identifying and handling sources, 
which includes selection of scientific databases and search terms. Reliability refers to the replicability 
of the search process and can be achieved by thoroughly documenting the procedure and the making 
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selection criteria explicit (vom Brocke et al. 2009). In the following, we first define the review scope, 
search terms and explicit inclusion/ exclusion criteria. Then, we describe the search process and 
sources used in this literature review, as well as our approach for data extraction and analysis.  
3.1 Review Scope 
Following the recommendations by vom Brocke et al. (2009) we used the taxonomy proposed by 
Cooper (1988) in order to characterize the scope of our literature review. The focus of our research is 
mainly on research outcomes and partially on the research methods of the analyzed publications. Our 
goal is to integrate existing results on the effects of decision support technologies on decision 
processes. We organize our results conceptually according to the distinct phases of a decision process. 
Through summarizing and synthesizing findings we aim at a neutral perspective for representing the 
findings. We tried to achieve exhaustive coverage of the literature with respect to our research goal by 
performing searches in eight scientific databases, but simultaneously we were limited to the sources 
available in the chosen databases. Our intended audience is researchers specialized in BI&A systems 
or DSS in general, as well as management researchers in the field of decision processes. The results 
might also be interesting for practitioners who want insight into the effectiveness of such technologies. 
3.2 Search Terms 
At the beginning of a literature review it is recommended to start with a conception of the topic and a 
definition of key terms in order to derive meaningful search terms (vom Brocke et al. 2009). As 
discussed in the previous section, we investigated existing reviews on decision making, decision 
processes and supporting technologies. During this initial investigation we identified two main topics: 
Decision processes, including their characteristics and outcomes, and decision support technologies, 
including their effects on decision processes. We discussed those topics with experts and practitioners 
in order to extract the relevant terms and their relationships. Using those terms, we experimentally 
searched through a set of databases with different combinations of search queries in order to verify 
their usefulness and to improve the search queries iteratively. In this processes we enhanced the 
queries by adding synonyms, abbreviations and wildcard symbols which account for different 
spellings. We created the final search query, which addresses the two main topics by combining search 
terms through logical operators. The presented search query was used for the EBSCOhost database. 
Queries for other databases differed slightly due to the technical specifics of each database. 
Terms related to decision support technologies: 
(("business" AND (analytic* OR "intelligence")) OR (("decision support" OR "executive information" 
OR "management information" OR "management support" OR "corporate performance management") 
AND system*) OR ("data warehouse" OR "data warehousing") OR ("BI" OR "BA" OR "DSS" OR 
"EIS" OR "MIS" OR "MSS" OR "CPM" OR "DW")) 
Terms related to decision processes and their characteristics: 
(decision* AND ((process* OR routine* OR pattern* OR "making" OR procedure* OR practice* OR 
activit*) OR (effic* OR effectiv* OR satisfaction* OR performance* OR "commitment" OR 
"consensus" OR participation* OR "involvement" OR conflict* OR "confidence" OR "speed" OR 
time* OR qualit* OR comprehen* OR "extensiveness" OR rationalit* OR "interaction" OR adaptiv* 
OR flexibil*))) 
3.3 Inclusion and Exclusion Criteria 
In order to guide our evaluation procedures during the literature search process, we derived a set of 
explicit inclusion and exclusion criteria in accordance with our research goal. Those criteria provide 
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additional transparency, not only on the search procedure but also on follow-up literature evaluation 
procedures (i.e. title, abstract and full text evaluation). Publications were eligible for inclusion if they 
provided empirical results related to our research goal and we included suitable qualitative and 
quantitative research studies. With respect to time frame, we anchored our study using the review of 
Benbasat and Nault (1990) as it provides an overview on DSS research from its early beginnings. 
Thus, we focused on research performed after 1990 and furthermore publications had to be peer-
reviewed, written in English and available in full text. Due to the diversity of DSS research topics we 
also defined a number of explicit exclusion criteria. Publications were excluded if they dealt soley 
with aspects related to design, interface, architecture or implementation of DSS. Additionally 
publications that focused on the effects of user characteristics like satisfaction, learning and group 
collaboration techniques were not in our scope. Many DSS publications concentrate exclusively on 
decision results (Forgionne 1999) and as we focused our research on decision processes, we exluded 
such studies. Finally, we excluded publications that dealt with implementation, validation or 
verification of specific optimization techniques or algorithms from a purely technical perspective. 
3.4 Data Sources and Search Process 
For finding relevant data sources we queried scientific databases, which contained journals and 
publications from relevant conferences (Webster and Watson 2002). We decided to query the 
scientific databases by title and without further restricting the searches to specific journals or 
conference proceedings in order to be exhaustive and address the interdisciplinary nature of the topic. 
We performed searches in the following databases: EBSCSOhost (Business Source Premier and 
Econlit), Science Direct, Thomson Reuters Web of Knowledge (Web of Science), Wiley Online 
Library, ACM Digital Library, IEEE Xplore Digital Library and AIS Electronic Library. This 
selection of databases allowed us to search more than 3000 journals from the information systems, 
management and computer science, including the top 25 MIS journals listed by the AIS. Additionally, 
we searched through the most important information systems conferences like ECIS and ICIS. 
Figure 1 gives an overview of our literature search process and the number of publications at the end 
of each process phase. Using the keyword-based search we obtained a total of 1136 publications. 
These publications were entered into a Zotero database for better handling and documentation of the 
process phases. For each phase of the search process we created a separate Zotero database. Having 
the initial set of publications we read through titles and abstracts of those publications and excluded 
those that did not match our defined inclusion and exclusion criteria. In uncertain cases we kept the 
publications for subsequent full text analysis. This resulted in a set of 121 publications for which we 
intensively investigated the full text and again applied our inclusion and exclusion criteria as part of 
the evaluation. Additionally we excluded similar publications by the same author groups and in such 
cases we kept results from the highest quality source or if those were similar we kept the newest one.   
Keyword
Search1
n = 1136
Title & Abstract
Analysis2
n = 121
Full Text
Analysis3
n = 18
Forward & Back‐
ward Analysis4
n = 37
 
Figure 1. Search process with resulting number of publications at the end of each phase. 
Following this procedure we obtained a set of 18 publications, which were in scope of our research 
goal. As recommended by Webster and Watson (2002) we additionally conducted a forward and 
backward search on the set of relevant publications. We searched backward by analyzing the 
references of the publications. We searched forward by utilizing respective functions of Thomson 
Reuters Web of Knowledge and Google Scholar for identifying citing publications. During forward 
and backward search we adhered to the same procedure as before by identifying potentially relevant 
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candidates through their title and abstract and further investigating them with a full text analysis. At 
the end we obtained a final set of 37 publications from which we extracted data for the analysis. 
3.5 Data Extraction and Analysis Procedures 
From the final set of 37 publications, data was extracted using a predefined extraction form. Besides 
basic bibliographic information (date, author and source), we encoded information on the research 
design (research method and research context), system type, the decision under investigation and 
related tasks that were described. Furthermore we noted a short summary of the most important results 
and for documenting the effects on the decision processes, we extracted independent variables (if 
available), decision process characteristics and outcomes as well as reported effects on those elements. 
For analyzing the extracted information, we applied the research framework. In our analysis we 
distinguish contributions that explicitly examine distinct decision process phases, from contributions 
that examine decision processes implicitly. In this context we used the information about the 
investigated decision types and performed tasks for identifying such implicit process contents, 
including distinct process phases. With respect to the actual effects on decision process phases, we 
analyzed the variables that were investigated within the publications and assigned them, as well as the 
evidence on their effects to the respective categories of the research framework. 
4 Results of Structured Literature Review 
This section presents the results from the literature review. The complete list of publications that have 
been used for this analysis is provided in Appendix A. In the set of 37 publications the majority has 
been been published in journals (33 publications) and some on conferences (4 publications). Research 
related to the effects of decision support technologies on decision processes has been performed 
mainly in the informations systems (28) but also in management literature (7) and other domains (2). 
Most prevalent research methods are experiments (21), followed by surveys (11) and case studies (5). 
4.1 Studies on the General Support of Decision Processes 
Within the publication set we identified five survey studies that were performed in industrial context 
and deal with perceived support of decision support technologies (see Table 2). In those studies, the 
subjects were directly asked about their perceived level of support for the distinct process phases. 
Most of those studies (2-5) report positive effects with respect to the perceived support of the 
investigated technologies. In the oldest study (1) from this sample support was only found for the 
selection phase. This is consistent with the development of the DSS field, as initial developments in 
DSS focused on techniques for the selection phase. 
 
Table 2. Overview of survey studies on support of decision process phases. “+” indicates 
support and “o” indicates that no effect was found. 
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4.2 Studies on the Specific Effects on Decision Processes 
This sub-section presents studies that focused on distinct phases of decision processes, as well as the 
associated process characteristics and outcomes. We divided the overall set into three sub-sets 
according to the number of phases (one, two or three) that have been investigated in the studies. 
Tables 3, 4 and 5 present the analysis results and they provide information about research method and 
context, the investigated technology, and explicit or implicit conceptualization of process phases. 
Furthermore they provide results on the effects with respect to the specific process attributes. For each 
of the three phases (1) Identification, (2) Development and (3) Selection, the associated attributes (IQ) 
Information Quality, (C) Comprehensiveness and Procedural Rationality, (S) Speed and (O) Phase 
Outcome are covered explicitly. In the last two columns the effects on (D-Res) Decision Results and 
(DP-Speed) Total Decision Speed are provided. The interpretation of the effects is as follows: “+” and 
“-” indicate the direction of the effect with respect to an attribute. “++” and “- -” additionally indicate 
that the effect was found to be statistically significant. “o” shows that the attribute was investigated 
but no resulting effect was found. Additionally, in order to provide transparency on assignments of 
effects to process phases that were only covered implicitly, we use brackets “( )”. 
Table 3 presents the results of ten single-phase studies. Two studies (6,7) explicitly address the 
identification phase using case studies in an industrial context. Studies 8-15 focus on the selection 
phase using experiments in an academic research setting. System type is mainly classified as general 
DSS. Single-phase studies concentrate on attributes 3-C and D-Res. Six studies (8,9,11,12,13,14) find 
positive effects with respect to 3-C and six studies (9-11,13-15) find mainly positive effects on D-Res. 
 
Table 3. Overview of single-phase studies and investigated effects. “+” and “-” indicate the 
direction of the effect, “++” and “- -”additionally indicate significance of the effect. 
The results from eleven two-phase studies are presented in Table 4. Experiment research is also the 
prevailing research method. We find a focus on the development and selection phases. General DSS 
remain the most common system type. D-Res is covered ten times (17-26) and mainly positive results 
are reported. The coverage of the other four phase-specific attributes is higher than in single-phase 
studies. IQ is addressed in one study (23) and we find positive implications. For C we find positive 
implications in three studies (22,23,25). For S, O, and DP-Speed we find mixed results. 
Table 5 presents eleven studies that encompass all three decision process phases. We find a variety of 
research methods, with survey-based research being the largest group. In contrast to the other sub-sets, 
general DSS is not the prevailing system type and business intelligence and executive information 
systems are represented more often. The coverage of process attributes is broader and we do not 
observe a concentration on one attribute. Instead IQ is addressed by eight studies and C, as well as S 
are addressed by six studies. Attributes O, D-Res and DP-Speed are only addressed by five or less 
studies. With respect to IQ we find rather positive implications throughout the three phases and 
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particularly for BI and EIS systems (33,36,37). Evidence on the effects on C is mainly positive 
throughout the phases (28-30,33,36,37). Interestingly we find that studies related to the overall process 
are less focused on actual phase outcomes and even fewer consider decision results. For studies that 
address both, process characteristics and outcomes (29,30,32,34) we find rather positive effects. We 
find mixed results for decision speed. 
 
Table 4. Overview of two-phase studies and investigated effects. “+” and “-” indicate the 
direction of the effect, “++” and “- -”additionally indicate significance of the effect. 
“( )” indicate assignment of effects to implicitly covered decision process phases. 
 
Table 5. Overview of three-phase studies and investigated effects. “+” and “-” indicate the 
direction of the effect, “++” and “- -”additionally indicate significance of the effect. 
“( )” indicate assignment of effects to implicitly covered decision process phases. 
Table 6 provides an overview of the attribute coverage in studies 6-37. Attribute coverage describes 
for each attribute the fraction of studies that address this attribute. Attribute coverage is generally 
around one third or less and thus relatively low. Only two attributes achieve higher coverage. 3-C is 
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covered by half of the studies and D-Res is covered by two thirds of the studies. Additionally Table 6 
presents the number of positive, negative and neutral effects that have been reported in those studies. It 
provides the relative fraction of positive effects in comparison to negative and neutral effects. The 
fraction of positive effects is larger than two thirds in most cases, which gives an indication of the 
positive effects on decision processes, but those effects don’t seem to be self-evident. 
 
Table 6. Attribute coverage, number/ fraction of reported positive, negative and neutral effects  
5 Discussion of Results 
Within the results from the literature review we identified a set of studies (studies 1-5) that provides 
evidence for the general perception that decision support technologies have a positive effect on 
decision processes. As these studies have a high-level view on the decision process, it is difficult to 
derive specific insights for distinct decision processes phases or specific characteristics and outcomes. 
As part of this research we also identified a larger set of studies (6-37) that provides more detailed 
information on effects that are specific for decision process. Those results show that the overly 
positive perception from the high-level point of view is less clear when we take a more detailed look at 
decision processes and their characteristics and outcomes. Thus a lower level of abstraction is needed 
in order to understand the actual effects of decision supporting technologies on decision processes.  
Within this set of studies we distinguished single-, two- and three-phase studies. We find that single-
phases studies have a strong focus on the selection phase. In these studies comprehensiveness and 
decision results are investigated in experimental settings. This research mainly deals with choice 
support in academic, highly structured problem environments (i.e., alternatives and decision variables 
are predefined). Its purpose is to reduce biases during choice-making. In the two-phase studies this 
research approach is extended to the development phase. In most cases studies were also performed in 
experimental settings, which focused on more realistic decision problems. In those experiments 
subjects typically had to develop solution alternatives by themselves, before they performed the 
analysis and choice. In order to gain more conclusive insights, research needs to be extended to the 
whole decision process, including its characteristics and outcomes. In this context, three-phase studies 
offer insights on the effects on process characteristics and outcomes throughout the decision process. 
We observed that those studies are typically less decision result oriented but tend to focus more on 
process characteristics. This allows for investigating direct effects of decision support technologies of 
decision processes and not only resulting or indirect effects on outcomes. 
Another issue, besides phase coverage, is the coverage of distinct decision process characteristics and 
outcomes. We find in most cases a low coverage, which is an indication for isolated investigations of 
process attributes. In order to obtain conclusive results with respect to decision processes it is 
important to consider attributes related to process characteristics and process outcomes (Forgionne 
1999; Phillips-Wren et al. 2004). This is needed in order to explain observed differences in positive 
and negative effects (see Table 6) of decision supporting technologies. In this context we find that 
those attributes that have been investigated the most (D-Res and C) have also the highest fraction of 
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reported positive effects. Due to a high fraction of isolated investigations of these attributes it remains 
an open question if those effects will be stable in more realistic decision environments.  
6 Research Opportunities 
The results from the literature analysis help to characterize the current state of research related to 
BI&A systems, decision support technologies in general and their effects on decision processes. This 
provides the basis for identifying further research opportunities. 
(1) BI&A coverage: For BI&A technologies we observe the need for more empirical research in 
relation to decision processes. Although knowledge about their implications is important for decision 
makers (Watson 2010), the fraction of those technologies is low within the analyzed set. Thus it would 
be beneficial to investigate the effects of those technologies on the phases of decision processes and 
their characteristics and outcomes. For example, research on current in-memory BI&A technologies 
would be highly valuable, as they do not only promise to impact the speed of decision processes but 
also have the potential to change their constitution and structure. Knowledge about these implications 
is important for decision makers in the context of the adoption and utilization of those technologies. 
(2) Decision process coverage: In our analysis we find low values for attribute coverage. Only less 
than one third of the studies address decision process phases, as well as process characteristics and 
outcomes. Only six studies did this in an explicit manner. Therefore we see a need for more research 
that addresses decision processes from an integrative perspective. This means that process 
characteristics need to be studied together with process outcomes (Forgionne 1999). This research is 
relevant as it is a prerequisite for explaining the observed differences in the effects of technologies. In 
particular, it remains unclear if decision process attributes have properties of complements or 
substitutes in the context of technology support. Furthermore we find a high research focus on the 
selection phase. The preceding identification and development phases should be considered with the 
same priority as they provide the input for the selection phase. If an organization fails in those phases, 
the overall decision result will be in danger (Nutt 2008). This research is particularly relevant for the 
successful utilization of BI&A systems as those are supposed to support all decision process phases. 
(3) Decision process constitution: Based on the implications of BI&A technologies we find indications 
that more research is needed on the constitution of decision processes and the roles involved. Research 
from DSS and management domains has found that structure and formalization of decision processes 
can impact their effectiveness and efficiency (Kanungo 2009; Nutt 2008) and also the usage of 
technology to support decisions. Decision processes supported by business intelligence were found to 
be highly iterative and dependent on the interaction between BI specialists and decision makers 
(Brohman et al 2000). Thus, the role of BI&A specialists and their interaction with decision makers 
gains increasing importance (Davenport 2006) and can become a success factor for the execution of 
decision processes. Consequently more research in this area would be of great value in order to help 
organizations in designing suitable decision processes that integrate BI&A technology effectively. 
7 Conclusion 
The purpose of this paper was to systematically investigate evidence on the effects of decision support 
technologies, particularly business intelligence and analytics systems, on distinct phases of decision 
processes. For this purpose we developed a research framework, we analyzed and presented results 
from a comprehensive and structured literature review and we identified future research opportunities. 
Hence, we “analyzed the past to prepare for the future” (Webster and Watson 2002).  Although we 
followed acknowledged procedures for performing a structured literature review (Webster and Watson 
2002; vom Brocke et al. 2009), our results are not without limitations. Our search and analysis focused 
on a fixed number of scientific databases and thus we cannot for sure exclude having missed some 
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articles. With respect to the selection procedures we defined explicit criteria and followed a rigorous 
procedure, but nevertheless the choice may remain subjective to a certain extent. Similarly, the 
categorization by using the suggested research framework is derived from existing research, but is 
mainly characterized by the viewpoint of the authors on this topic. 
Drawing a conclusion from this research, we can state that for BI&A more research from the decision 
process perspective is needed. Therefore we hope that this literature review will support further 
research at the interface between BI&A systems and managerial decision processes. 
Acknowledgements 
The authors would like to thank the House of IT e.V. for supporting this research. Moreover we would 
like to thank J. Gerlach, J. Kaiser and T. Widjaja for their valuable comments on this paper. 
References 
Arnott, D. and Pervan, G. (2008). Eight key issues for the decision support systems discipline. 
Decision Support Systems, 44, 657–672. 
Benbasat, I. and Nault, B.R. (1990). An evaluation of empirical research in managerial support 
systems. Decision Support Systems, 6 (3), 203–226. 
Brohman, M.K., Parent, M., Pearce, M.R. and Wade, M. (2000). The business intelligence value 
chain: Data-driven decision support in a data warehouse environment: An exploratory study. In 
Proceedings of HICSS 2000. 
Chen, H., Chiang, R. and Storey, V. (2012). Business Intelligence and Analytics: From Big Data to 
Big Impact, MIS Quarterly, 36 (4), 1165-1188. 
Cooper, H. M. (1988). Organizing knowledge syntheses: A taxonomy of literature reviews. 
Knowledge, Technology & Policy, 1(1), 104-126. 
Davenport, T. (2006). Competing on Analytics. Harvard Business Review. 
Davenport, T. (2010). Business Intelligence and Organizational Decisions. International Journal of 
Business Intelligence Research (IJBIR), 1, 1–12. 
Dean, J.J.W. and Sharfman, M.P. (1996). Does decision process matter? A study of strategic decision-
making effectiveness. Academy of Management Journal, 39, 368–392. 
Forgionne, G.A. (1999). An AHP model of DSS effectiveness. European Journal of Information 
Systems, 8, 95–106. 
Kanungo, S. (2009). The Centrality of Processes in IT-Enabled Decisions. In Proceedings of AMCIS 
2009. 
Mintzberg, H., Raisinghani, D. and Theoret A. (1976). The structure of “unstructured” decision 
processes. Administrative Science Quarterly, 21, pp. 246–275. 
Nutt, P.C. (2008). Investigating the Success of Decision Making Processes. Journal of Management 
Studies, 45, 425–455. 
Papadakis, V., Thanos, I. and Barwise, P. (2010). Research on Strategic Decisions: Taking Stock and 
Looking Ahead? In Handbook of Decision Making. John Wiley & Sons. 
Phillips-Wren, G.E., Hahn, E.D. and Forgionne, G.A. (2004). A multiple-criteria framework for 
evaluation of decision support systems. Omega, 32, 323–332. 
Rajagopalan, N., Rasheed, A.M.A. and Datta, D.K. (1993). Strategic decision processes: Critical 
review and future directions. Journal of Management, 19, 349–384. 
Shanks, G., Sharma, R., Seddon, P. and Reynolds, P. (2010). The Impact of Strategy and Maturity on 
Business Analytics and Firm Performance: A Review and Research Agenda. In Proceedings of 
ACIS 2010, 1-3 Dec 2010, Brisbane. 
Shollo, A. and Kautz, K. (2010). Towards an Understanding of Business Intelligence. In Proceedings 
of ACIS 2010, 1-3 Dec 2010, Brisbane. 
Proceedings of the 21st European Conference on Information Systems
12
vom Brocke, J., Simons, A., Niehaves, B., Niehaves, B., Reimer, K., Plattfaut, R. and Cleven, A. 
(2009). Reconstructing the Giant: On the Importance of Rigour in Documenting the Literature 
Search Process. In Proceedings of ECIS 2009. 
Watson, H.J. (2010). Business Analytics Insight: Hype or Here to Stay? Business Intelligence Journal, 
16 (1), 4–8. 
Watson, H.J., Goodhue, D.L. and Wixom, B.H. (2002). The benefits of data warehousing: why some 
organizations realize exceptional payoffs. Information & Management, 39, 491–502. 
Webster, J. and Watson, R.T. (2002). Analyzing the past to prepare for the future: Writing a literature 
review. MIS Quarterly, 26 (2), pp. xiii-xxiii. 
Appendix A (Studies Included in This Review)  
[1]  D. A. Adams, J. F. Courtney Jr., und G. M. Kasper, „A process-oriented method for the evaluation of 
decision support system generators“, Information & Management, Bd. 19, Nr. 4, S. 213–225, ORG 
1990. 
[2]    T. W. Ferratt und G. E. Vlahos, „An investigation of task-technology fit for managers in Greece and 
the US“, Eur. J. Inf. Syst., Bd. 7, Nr. 2, S. 123–136, ORG 1998. 
[3]  S. K. Singh, H. J. Watson, und R. T. Watson, „EIS support for the strategic management process“, 
Decision Support Systems, Bd. 33, Nr. 1, S. 71–85, ORG 2002. 
[4]  G. E. Vlahos, T. W. Ferratt, und G. Knoepfle, „The use of computer-based information systems by 
German managers to support decision making“, Information & Management, Bd. 41, Nr. 6, S. 763–
779, ORG 2004. 
[5]  G. Dodson, D. Arnott, und G. Pervan, „The Use of Business Intelligence Systems in Australia“, ACIS 
2008 Proceedings, ORG 2008. 
[6]  L. Sayeed und H. J. Brightman, „Can information technology improve managerial problem finding?“, 
Information & Management, Bd. 27, Nr. 6, S. 377–390, 1994. 
[7]  A. M. Fuglseth und K. Grønhaug, „Can computerised market models improve strategic decision-
making? An exploratory study“, The Journal of Socio-Economics, Bd. 32, Nr. 5, S. 503–520, 2003. 
[8]  P. Todd und I. Benbasat, „The Influence of Decision Aids on Choice Strategies: An Experimental 
Analysis of the Role of Cognitive Effort“, Organizational Behavior and Human Decision Processes, 
Bd. 60, Nr. 1, S. 36–74, 1994. 
[9]  J. S. Lim und M. O’Connor, „Judgmental forecasting with interactive forecasting support systems“, 
Decision Support Systems, Bd. 16, Nr. 4, S. 339–357, 1996. 
[10]  D. Landsbergen, D. H. Coursey, S. Loveless, und R. F. Shangraw, „Decision Quality, Confidence, 
and Commitment with Expert Systems: An Experimental Study“, J Public Adm Res Theory, Bd. 7, 
Nr. 1, S. 131–158, 1997. 
[11]  G. H. van Bruggen, A. Smidts, und B. Wierenga, „Improving decision making by means of a 
marketing decision support system“, Management Science, Bd. 44, Nr. 5, S. 645–658, 1998. 
[12]  P. C. Chu und E. E. Spires, „The Joint Effects of Effort and Quality on Decision Strategy Choice with 
Computerized Decision Aids“, Decision Sciences, Bd. 31, Nr. 2, S. 259–292, 2000. 
[13]  P. C. Chu und E. E. Spires, „Does Time Constraint on Users Negate the Efficacy of Decision Support 
Systems?“, Organizational Behavior and Human Decision Processes, Bd. 85, Nr. 2, S. 226–249, 2001. 
[14]  H. Wang und P.-C. Chu, „The impact of problem size on decision processes: an experimental 
investigation on very large choice problems with support of decision support systems“, Expert 
Systems, Bd. 21, Nr. 2, S. 104–118, 2004. 
[15]  M. L. Williams, A. R. Dennis, A. Stam, und J. E. Aronson, „The impact of DSS use and information 
load on errors and decision quality“, European Journal of Operational Research, Bd. 176, Nr. 1, S. 
468–481, 2007. 
[16]  J. J. Elam und D. G. Leidner, „EIS adoption, use, and impact: the executive perspective“, Decision 
Support Systems, Bd. 14, Nr. 2, S. 89–103, 1995. 
[17]  N. P. Melone, T. W. McGuire, G. B. Hinson, und K. Y. Yee, „The effect of decision support systems 
on managerial performance and decision confidence“, in Proceeding of the Twenty-Sixth Hawaii 
International Conference on System Sciences, 1993, 1993, Bd. iv, S. 482 –489 vol.4. 
Proceedings of the 21st European Conference on Information Systems
13
[18]  D. J. Power, S. L. Meyeraan, und R. J. Aldag, „Impacts of problem structure and computerized 
decision aids on decision attitudes and behaviors“, Information & Management, Bd. 26, Nr. 5, S. 281–
294, 1994. 
[19]  R. Webby und M. O’Connor, „The effectiveness of Decision Support Systems: the implications of 
task complexity and DSS sophistication“, Journal of Information Technology (Routledge, Ltd.), Bd. 9, 
Nr. 1, S. 19, 1994. 
[20]  N. P. Melone, T. W. McGuire, L. W. Chan, und T. A. Gerwing, „Effects of DSS, modeling, and 
exogenous factors on decision quality and confidence“, in Proceedings of the Twenty-Eighth Hawaii 
International Conference on System Sciences, 1995. Vol. III, 1995, Bd. 3, S. 152 –159 vol.3. 
[21]  A. R. Montazemi, F. Wang, S. M. Khalid Nainar, und C. K. Bart, „On the effectiveness of decisional 
guidance“, Decision Support Systems, Bd. 18, Nr. 2, S. 181–198, 1996. 
[22]  D. Thomassin Singh, „Incorporating cognitive aids into decision support systems: the case of the 
strategy execution process“, Decision Support Systems, Bd. 24, Nr. 2, S. 145–163, 1998. 
[23]  S. Kanungo, S. Sharma, und P. . Jain, „Evaluation of a decision support system for credit 
management decisions“, Decision Support Systems, Bd. 30, Nr. 4, S. 419–436, 2001. 
[24]  M. Parikh, B. Fazlollahi, und S. Verma, „The Effectiveness of Decisional Guidance: An Empirical 
Evaluation“, Decision Sciences, Bd. 32, Nr. 2, S. 303–332, 2001. 
[25]  G. L. Lilien, A. Rangaswamy, G. H. V. Bruggen, und K. Starke, „DSS Effectiveness in Marketing 
Resource Allocation Decisions: Reality vs. Perception“, Information Systems Research, Bd. 15, Nr. 3, 
S. 216–235, 2004. 
[26]  Y.-T. Park, „An empirical investigation of the effects of data warehousing on decision performance“, 
Information & Management, Bd. 43, Nr. 1, S. 51–61, 2006. 
[27]  J. M. Mackay, S. H. Barr, und M. G. Kletke, „An Empirical Investigation of the Effects of Decision 
Aids on Problem-Solving Processes“, Decision Sciences, Bd. 23, Nr. 3, S. 648–672, 1992. 
[28]  D. E. Leidner und J. J. Elam, „Executive information systems: their impact on executive decision 
making“, in Proceeding of the Twenty-Sixth Hawaii International Conference on System Sciences, 
1993, 1993, Bd. iii, S. 206 –215 vol.3. 
[29]  S. Molloy und C. R. Schwenk, „The effects of information technology on strategic decision making“, 
Journal of Management Studies, Bd. 32, Nr. 3, S. 283–311, 1995. 
[30]  G. A. Forgionne und R. Kohli, „HMSS: a management support system for concurrent hospital 
decision making“, Decision Support Systems, Bd. 16, Nr. 3, S. 209–229, 1996. 
[31]  M. K. Brohman, M. Parent, M. R. Pearce, und M. Wade, „The business intelligence value chain: 
Data-driven decision support in a data warehouse environment: An exploratory study“, in System 
Sciences, 2000. Proceedings of the 33rd Annual Hawaii International Conference on, 2000, S. 10–pp. 
[32]  G. Forgionne und R. Kohli, „Management support system effectiveness: further empirical evidence“, 
J. AIS, Bd. 1, Nr. 1es, 2000. 
[33]  D. E. Leidner und J. J. Elam, „The Impact of Executive Information Systems on Organizational 
Design, Intelligence, and Decision Making“, Organization Science, Bd. 6, Nr. 6, S. 645–664, 1995. 
[34]  J. T. C. Teng und K. J. Calhoun, „Organizational Computing as a Facilitator of Operational and 
Managerial Decision Making: An Exploratory Study of Managers’ Perceptions“, Decision Sciences, 
Bd. 27, Nr. 4, S. 673–710, 1996. 
[35]  T.-C. Chou, R. G. Robert, und P. L. Powell, „An empirical study of the impact of information 
technology intensity in strategic investment decisions“, Technology Analysis & Strategic 
Management, Bd. 10, Nr. 3, S. 325–340, 1998. 
[36]  D. E. Leidner, S. Carlsson, J. Elam, und M. Corrales, „Mexican and Swedish Managers’ Perceptions 
of the Impact of EIS on Organizational Intelligence, Decision Making, and Structure“, Decision 
Sciences, Bd. 30, Nr. 3, S. 632–658, 1999. 
[37]  A. Popovič, R. Hackney, P. S. Coelho, und J. Jaklič, „Towards business intelligence systems success: 
Effects of maturity and culture on analytical decision making“, Decision Support Systems, Nr. 0, 
2012. 
Proceedings of the 21st European Conference on Information Systems
14
