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1. Introduction. Let us introduce a basic probability space
(
Ω,F , P
)
and
right continuous filtration (Ft)0≤t≤∞ satisfying usual conditions. Let F∞ be
the smallest σ− Algebra containing all Ft for t < ∞ and let M = (Mt)t≥0
be a local martingale on the stochastic interval [[0;T ]] where T is a stopping
time. Denote by △Mt = Mt −Mt− jumps of M and by E(M) the stochastic
exponential of the local martingale M :
Et(M) = exp
{
Mt −
1
2
〈M c〉t
} ∏
0<s≤t
(1 +△Ms)e
−△Ms.
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where M c denotes continuous martingale part of M . It is well known that
Et(M) = 1+
∫ t
0
Es−(M)dMs, so it is clear that for local martingaleM the asso-
ciated stochastic exponential Et(M) is a local martingale, but not necessarily
a true martingale. To know whether E(M) is a true martingale is important
for many applications, e. g., when Girsanov’s transformation is applied to
perform a change of measure. Throughout of this paper we assume that
△Mt > −1 which implies that Et(M) ≥ 0. So E(M) will be a supermartin-
gale and the martingale property of E(M) is equivalent to EET (M) = 1.
In case of continuous local martingale M uniform integrability of E(M)
was studied by many authors. Through this paper we are concerned on right
continuous exponential martingales. In 1978 Memin and Shiryaev [4] proved
that if the elements of the triplet of predictable characteristics of local mar-
tingale M are bounded then stochastic exponential E(M) is a true martin-
gale. Then Lepingle and Memin [3] proved this assertion when the compen-
sator of the process 〈M c〉t+
∑
s≤t(△Ms)
21{|△Ms|≤1}+
∑
s≤t△Ms1{|△Ms|>1} is
bounded. After that they generalized their result and showed that EeB∞ <
∞, where Bt is a compensator of the process At =
1
2
〈M c〉t +
∑
s≤t{(1 +
△Ms) ln(1 + △Ms) − △Ms}, is sufficient for the uniform integrability of
E(M). Then J. Jacod [2] introduced sufficient condition in terms of M c and
△M : E exp{1
2
〈M c〉∞+
∑
s≤∞(ln(1+△Ms)−
△Ms
1+△Ms
)} <∞. In 2008 P. Prot-
ter and K. Shimbo [6] gave sufficient condition in terms of 〈M c〉 and 〈Md〉:
E exp{1
2
〈M c〉∞+ 〈M
d〉∞} <∞. Besides, they showed that the constant 1 of
〈Md〉 can not be improved (so as the constant 1
2
at 〈M c〉, see Novikov [5]). In
this paper we introduce new type sufficient condition using predictable pro-
cess as. Using similar type condition in [1] Chikvinidze obtained necessary
and sufficient condition for the uniform integrability of stochastic exponential
in case of continuous exponential martingales.
Now we formulate the main result of this paper:
Theorem 1 Let M be a local martingale with △Mt > −1. If there exists
some predictable, M-integrable process as ∈ [0; 1] and a constant ε with
0 < ε < 1 such that
D = sup
0≤τ≤T
E exp
{∫ τ
0
asdMs +
∫ τ
0
(1
2
− as
)
d〈M c〉s + ε
∫ τ
0
1{1−as<ε}d〈M
c〉s
2
+
∑
0<s≤τ
(
ln(1+△Ms)−
△Ms
1 +△Ms
+ln(1+as△Ms)−as△Ms
)}
<∞ (1)
where sup is taken over all stopping times, then the stochastic exponential
E(M), defined on the stochastic interval [[0;T ]], is a uniformly integrable
martingale.
Remark If we take as ≡ 0 then condition (1) from Theorem 1 will turn to
Jacod’s [2] condition. This means that condition (1) is more general than
Jacod’s [2] condition.
In section 3 we construct three counterexamples such that for them the Ja-
cod’s [2] condition fails but conditions of Theorem 1 is satisfied for as ≡ 1
in first example and for as ≡ a ∈ (0; 1] in the second example. Third coun-
terexample shows us the advantage of using predictable processes as rather
than constant a. More precisely, we construct a local martingale such that
for any constant a ∈ [0; 1] the condition (1) of Theorem 1 fails (therefore Ja-
cod’s [2] condition also is not satisfied), but there exists a predictable process
as ∈ [0; 1] such that conditions of Theorem 1 is satisfied. In all counterex-
amples the constructed local martingales are purely discontinuous with one
jump in first and second cases and with two jumps in the third case.
Finally, in the Appendix, we prove several auxiliary Lemmas used in the
proof of the Theorem 1.
2. Proof of the main result. Let first prove the following assertion which
will be essentially used in the proof of the Theorem 1.
Proposition 1 Under conditions of the Theorem 1 EET (
∫
adM) = 1.
Proof: It is clear that as ∈ [0; 1] and △Ms > −1 implies 1+ as△Ms > −1.
So according to Lemma 1 from appendix it is sufficient to show that
sup
0≤τ≤T
[
EEτ
(∫
adM
)[1
2
∫ τ
0
a2s〈M
c〉s
+
∑
0<s≤τ
(
ln(1 + as △Ms)−
as △Ms
1 + as △Ms
)]]
<∞.
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For this we will show that the following inequality holds true for some con-
stant G > 0:
Et
(∫
adM
)[1
2
∫ t
0
a2s〈M
c〉s +
∑
0<s≤t
(
ln(1 + as △Ms)−
as △Ms
1 + as △Ms
)]
≤ G exp
{∫ t
0
asdMs +
∫ t
0
(1
2
− as
)
d〈M c〉s + ε
∫ t
0
1{1−as<ε}d〈M
c〉s
+
∑
0<s≤t
[
ln(1 +△Ms)−
△Ms
1 +△Ms
+ ln(1 + as △Ms)− as △Ms
]}
.
The last inequality is equivalent to the following:
1
2
∫ t
0
a2sd〈M
c〉s +
∑
0<s≤t
[
ln(1 + as △Ms)−
as △Ms
1 + as △Ms
]
≤ G exp
{1
2
∫ t
0
(as − 1)
2d〈M c〉s + ε
∫ t
0
1{1−as<ε}d〈M
c〉s
+
∑
0<s≤t
(
ln(1 +△Ms)−
△Ms
1 +△Ms
)}
.
Now taking logarithms on the both sides of the inequality we will have:
ln
(
1
2
∫ t
0
a2sd〈M
c〉s +
∑
0<s≤t
[
ln(1 + as △Ms)−
as △Ms
1 + as △Ms
])
≤ lnG+
1
2
∫ t
0
(as − 1)
2d〈M c〉s + ε
∫ t
0
1{1−as<ε}d〈M
c〉s
+
∑
0<s≤t
[
ln(1 +△Ms)−
△Ms
1 +△Ms
]
. (2)
So, to complete the proof of Proposition 1, it is sufficient to show the validity
of the inequality (2). To prove (2) let us first use inequality ln x ≤ ε2x+lnG
for some constant G > 0:
4
ln
(
1
2
∫ t
0
a2sd〈M
c〉s +
∑
0<s≤t
[
ln(1 + as △Ms)−
as △Ms
1 + as △Ms
])
≤ lnG +
ε2
2
∫ t
0
a2sd〈M
c〉s + ε
2
∑
0<s≤t
[
ln(1 + as △Ms)−
as △Ms
1 + as △Ms
]
(3)
According to Lemma 2 the following inequality holds true:
ε2
2
∫ t
0
a2sd〈M
c〉s ≤
1
2
∫ t
0
(as − 1)
2d〈M c〉s + ε
∫ t
0
1{1−as<ε}d〈M
c〉s.
With this because ln(1 + as △Ms)−
as△Ms
1+as△Ms
≥ 0 we can write:
(3) ≤ lnG+
1
2
∫ t
0
(as − 1)
2d〈M c〉s + ε
∫ t
0
1{1−as<ε}d〈M
c〉s
+
∑
0<s≤t
[
ln(1 + as △Ms)−
as △Ms
1 + as △Ms
]
.
Now inequality (2) follows from the last inequality since for as ∈ [0; 1]
ln(1 + as △Ms)−
as △Ms
1 + as △Ms
≤ ln(1 +△Ms)−
△Ms
1 +△Ms
.
Now we are ready to prove the main theorem:
Proof of the Theorem 1: According to the above mentioned proposition
EET (
∫
adM) = 1. So we can define new probability measure: dP a =
ET (
∫
adM)dP . It is obvious that Nt =
∫ t
0
(1 − as)dMs is a P local mar-
tingale, so according to the Girsanov’s theorem
N˜t = Nt −
∫ t
0
1
1 + as △Ms
d
[ ∫
adM,
∫
(1− a)dM
]
s
=
∫ t
0
(1− as)dMs −
∫ t
0
as(1− as)
1 + as △Ms
d[M ]s
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will be a P a local martingale. It is easy to check that △Nt > −1 and
△N˜t =
(1−at)△Mt
1+at△Mt
> −1. Now we show that for local P a−martingale N˜
Jacod’s [2] condition is satisfied:
EP
a
exp
{1
2
〈N˜ c〉T +
∑
0<s≤T
(
ln(1 +△N˜s)−
△N˜s
1 +△N˜s
)}
= EET
( ∫
adM
)
exp
{
1
2
∫ T
0
(1− as)
2d〈M c〉s
+
∑
0<s≤T
[
ln
(
1 +
△Ms − as △Ms
1 + as △Ms
)
−
(1−as)△Ms
1+as△Ms
1 + (1−as)△Ms
1+as△Ms
]}
(4)
Here we used equality △N˜s =
(1−as)△Ms
1+as△Ms
. Simplifying (4) we will have:
(4) = EET
(∫
adM
)
exp
{
1
2
∫ T
0
(1− as)
2d〈M c〉s
+
∑
0<s≤T
[
ln(1 +△Ms)− ln(1 + as △Ms)−
(1− as)△Ms
1 +△Ms
]}
. (5)
Now according to Lemma 3 we have an inequality
− ln(1 + as △Ms)−
(1− as)△Ms
1 +△Ms
≤ −
△Ms
1 +△Ms
which implies the following:
(5) ≤ EET
( ∫
adM
)
exp
{
1
2
∫ T
0
(1− as)
2d〈M c〉s
+
∑
0<s≤T
[
ln(1 +△Ms)−
△Ms
1 +△Ms
]}
≤ D <∞.
This means that E(N˜) is a P a uniformly integrable martingale on the stochas-
tic interval [[0;T ]]. So EP
a
ET (N˜) = 1. Now let us show that this implies
EET (M) = 1.
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EP
a
ET (N˜) = E
[
exp
{∫ T
0
asdMs−
1
2
∫ T
0
a2sd〈M
c〉s
} ∏
0<s≤T
(1+as△Ms)e
−as△Ms
× exp
{∫ T
0
(1− as)dMs −
∫ T
0
as(1− as)
1 + as △Ms
d[M ]s −
1
2
∫ T
0
(1− as)
2d〈M c〉s
}
×
∏
0<s≤T
(
1 +
(1− as)△Ms
1 + as △Ms
)
e
− (1−as)△Ms
1+as△Ms
]
= E
[
exp
{
MT −
1
2
∫ T
0
a2sd〈M
c〉s −
∫ T
0
as(1− as)
1 + as △Ms
d〈M c〉s
−
∑
0<s≤T
as(1− as)
1 + as △Ms
(△Ms)
2 −
1
2
∫ T
0
(as − 1)
2d〈M c〉s
}
×
∏
0<s≤T
(1 + as △Ms)
(
1 +
(1− as)△Ms
1 + as △Ms
)
e−as△Ms−
(1−as)△Ms
1+as△Ms
]
. (6)
It is clear that
∫ T
0
as(1−as)
1+as△Ms
d〈M c〉s =
∫ T
0
as(1 − as)d〈M
c〉s, because 〈M
c〉 is
continuous. Using this we will have from (6):
(6) = E
[
exp
{
MT −
1
2
∫ T
0
a2s〈M
c〉s −
∫ T
0
(as − a
2
s)〈M
c〉s
−
1
2
∫ T
0
(as − 1)
2〈M c〉s
}
×
∏
0<s≤T
e−
as(1−as)
1+as△Ms
(△Ms)2
×
∏
0<s≤T
(
1 + as △Ms + (1− as)△Ms
)
e
−as△Ms−a
2
s(△Ms)
2
−△Ms+as△Ms
1+as△Ms
]
= E
[
exp
{
MT −
1
2
〈M c〉T
} ∏
0<s≤T
(1 +△Ms)e
−△Ms−a
2
s(△Ms)
2
−as(△Ms)
2+a2s(△Ms)
2
1+as△Ms
]
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= E
[
exp
{
MT −
1
2
〈M c〉T
} ∏
0<s≤T
(1 +△Ms)e
−△Ms
]
= EET (M).
So we obtained that EET (M) = E
P aET (N˜) = 1. This means that E(M) is a
uniformly integrable martingale on the stochastic interval [[0;T ]].
3. Counterexamples.
I. In first part we construct discrete-time martingale for which Jacod’s [2]
condition fails but conditions of Theorem 1 holds true for constant as ≡ 1.
Let us consider continuous random variable ξ with the probability density
function f(x):
f(x) =


1
2(1+x)2
e
x
1+x : −1 < x ≤ 0,
1
2(1−x)2
e−
x
1−x : 0 ≤ x < 1,
0 : otherwise
It easy to check that
∫ 1
−1
f(x)dx = 1, E|ξ| < ∞ and Eξ = 0. Define the
discrete flow of σ-Algebras: F0 = {∅; Ω} and Fk = σ(ξ) for any k ≥ 1. Then
Mt = ξ1{t≥1} will be a discrete time martingale with one jump △M1 = ξ.
Now we will show that for M Jacod’s [2] condition is not satisfied. It is
obvious that M c ≡ 0 and △Mk = ξ1{k=1} so we will have:
E exp
{∑
k
[
ln(1 +△Mk)−
△Mk
1 +△Mk
]}
= E exp
{
ln(1 + ξ)−
ξ
1 + ξ
}
= E(1+ξ)e−
ξ
1+ξ =
∫ 1
−1
(1+x)e−
x
1+xf(x)dx >
∫ 0
−1
(1+x)e−
x
1+x
1
2(1 + x)2
e
x
1+xdx
=
1
2
∫ 0
−1
1
1 + x
dx =
1
2
ln(1 + x)
∣∣∣∣
0
−1
=∞.
Now let us check condition (1) of Theorem 1 when as ≡ 1. For any stopping
time τ we will have:
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E exp
{
Mτ +
∑
0<k≤τ
[
ln(1 +△Mk)−
△Mk
1 +△Mk
+ ln(1 +△Mk)−△Mk
]}
≤ E exp
{
ln(1 + ξ)−
ξ
1 + ξ
+ ln(1 + ξ)
}
= E(1 + ξ)2e−
ξ
1+ξ
=
1
2
∫ 0
−1
(1+x)2e−
x
1+x×
1
(1 + x)2
e
x
1+xdx+
1
2
∫ 1
0
(1+x)2e−
x
1+x×
1
(1 − x)2
e−
x
1−x dx
≤
1
2
+ 4e2
∫ 1
0
1
(1− x)2
e−
2
1−xdx = 2e2
(
− e−
2
1−x
)∣∣∣1
0
= 2e2(0 + e−2) = 2.
II. In second part we construct local martingale for which Jacod’s [2]
condition fails but conditions of Theorem 1 holds true for any constant
as ≡ a ∈ (0; 1]. Let Nt be a standard Poisson martingale and τ1 be the
first jump moment for N . Consider the martingale Mt =
∫ t
0
esdNs∧τ1 . It is
clear that M has jump only in τ1 and △Mτ1 = e
τ1 . First let us check that
Jacod’s [2] condition fails for M . Because M c ≡ 0 we will have:
E exp
( ∑
0<s≤τ1
[
ln(1 +△Ms)−
△Ms
1 +△Ms
])
= E exp
(
ln(1 + eτ1)−
eτ1
1 + eτ1
)
≥ e−1E(1 + eτ1) = e−1 + e−1Eeτ1 = e−1 + e−1
∫ ∞
0
et × e−tdt =∞.
Now we show that martingale M satisfies condition (1) of Theorem 1 for
as ≡ a where a is any constant from the interval (0; 1]. For any stopping
time τ we will have:
E exp
{
aMτ +
∑
0<s≤τ
[
ln(1+△Ms)−
△Ms
1 +△Ms
+ ln(1+ a△Ms)− a△Ms
]}
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≤ E exp
{
aMτ1 + ln(1 +△Mτ1)−
△Mτ1
1 +△Mτ1
+ ln(1 + a△Mτ1)− a△Mτ1
}
= E exp
{
aeτ1 − a
∫ τ1
0
esds+ ln(1 + eτ1)−
eτ1
1 + eτ1
+ ln(1 + aeτ1)− aeτ1
}
≤ eaE exp
{
− aeτ1 + ln(1 + eτ1) + ln(1 + aeτ1)
}
(7)
If we use inequality ln x ≤ δx + G where δ ∈ (0; a
1+a
) and G > 0 are some
constants, we obtain from (7):
(7) ≤ eaE exp{−aeτ1 + 2δ + 2G+ δeτ1 + aδeτ1}
= ea+2δ+2GE exp{−(a− (1 + a)δ)eτ1} ≤ ea+2δ+2G <∞.
III. This counterexample considered now shows us advantage of predictable
process as ∈ [0; 1] rather than constants a ∈ [0; 1].
Let us consider a random variable η with the probability density function
g(x):
g(x) =


−3x+ 1 : x ∈ [−1
2
; 0],
1
4x3
: x ∈ [1;∞),
0 : otherwise
It easy to check that
∫ +∞
−∞
g(x)dx = 1, E|η| < ∞, Eη = 0 and Eη2 = ∞.
With this let Nt be the standard Poisson martingale which is independent
from random variable η. Denote by Nˆt = Nt − Nt∧1 standard Poisson mar-
tingale starting from 1 and let τˆ1 be the first jump moment for Nˆt.
Define a flow of σ-Algebras: Ft = {∅; Ω} if 0 ≤ t < 1 and Ft = σ(η, Nˆs :
s ≤ t) for t ≥ 1. Define M1t = η1{t≥1} and M
2
t =
∫ t
1
es−1dNˆs∧τˆ1. It is obvious
that M1 and M2 are local martingales with respect to the filtration (Ft)t≥0.
In second counterexample we proved that forM2 the Jacod’s [2] condition
fails, but for every constant a ∈ (0; 1] the conditions of Theorem 1 is satisfied.
First we will show that for M1 the Jacod’s [2] condition holds true, but for
every constant a ∈ (0; 1] the condition (1) of Theorem 1 fails.
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Ee
ln(1+△M11 )−
△M11
1+△M1
1 = e−1Eeln(1+η)+
1
1+η ≤ eE(1 + η) = e+ eEη = e. (8)
Now taking any constant a ∈ (0; 1], we will have:
E exp
{
aM11 + ln(1 +△M
1
1 )−
△M11
1 +△M11
+ ln(1 + a△M11 )− a△M
1
1
}
= e−1E exp
{
aη + ln(1 + η) +
1
1 + η
+ ln(1 + aη)− aη
}
≥ e−1E exp{ln(1+η)+ln(1+aη)} = e−1E(1+η)(1+aη) = e−1(1+aEη2) =∞.
(9)
Define local martingale M :
Mt =M
1
t +M
2
t = η1{t≥1} +
∫ t
1
es−1dNˆs∧τˆ1.
It is obvious that M has two jumps at 1 and at τˆ1. Now we will show that
for any constant a ∈ [0; 1] condition (1) of Theorem 1 fails.
E exp
{
aMτˆ1 +
∑
0<s≤τˆ1
[
ln(1+△Ms)−
△Ms
1 +△Ms
+ln(1+a△Ms)−a△Ms
]}
= E exp
{
aη + ln(1 + η)−
η
1 + η
+ ln(1 + aη)− aη
}
×E exp
{
aeτˆ1−1−a
∫ τˆ1
1
es−1ds+ln(1+eτˆ1−1)−
eτˆ1−1
1 + eτˆ1−1
+ln(1+aeτˆ1−1)−aeτˆ1−1
}
(10)
Here we used the independence of η and τˆ1. Simplifying (10) we obtain:
(10) = E exp
{
ln(1 + η)−
η
1 + η
+ ln(1 + aη)
}
× eaE exp
{
− aeτˆ1−1 + ln(1 + eτˆ1−1)−
eτˆ1−1
1 + eτˆ1−1
+ ln(1 + aeτˆ1−1)
}
. (11)
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If a = 0 as we proved in second counterexample, the second multiplier of (11)
is infinity, and if 0 < a ≤ 1 then according to (9) the first multiplier of (11)
will turn to infinity. So for any a ∈ [0; 1] condition (1) of Theorem 1 fails for
local martingale M .
Now consider predictable process as = 1{s>1}. It is obvious that as ∈ [0; 1].
So we left to check condition (1) of Theorem 1. For any stopping time τ we
will have:
E exp
{∫ τ
0
asdMs+
∑
0<s≤τ
[
ln(1+△Ms)−
△Ms
1 +△Ms
+ln(1+as△Ms)−as△Ms
]}
≤ E exp
{∫ 1
0
asdMs+ln(1+△M1)−
△M1
1 +△M1
+ln(1+a1△M1)−a1△M1
}
×exp
{∫ τˆ1
1
asdMs+ln(1+△Mτˆ1)−
△Mτˆ1
1 +△Mτˆ1
+ln(1+aτˆ1△Mτˆ1)−aτˆ1△Mτˆ1
}
(12)
If we simplify (12) and use independence of η and Nˆt we obtain:
(12) = E exp
{
ln(1 + η)−
η
1 + η
}
× E exp
{
− eτˆ1−1 + 1 + ln(1 + eτˆ1−1)−
eτˆ1−1
1 + eτˆ1−1
+ ln(1 + eτˆ1−1)
}
. (13)
It follows from (8) that first part of (13) is finite and as we have mentioned
above, in second counterexample we proved that the second part of (13) is
also finite. This means that for local martingale M the condition (1) of
Theorem 1 fails for any constant a ∈ [0; 1], but for the process as = 1{s>1} -
condition (1) is satisfied.
4. Appendix.
Lemma 1 Let M be a local martingale with △Ms > −1. If
sup
0≤τ≤T
E
[
Eτ (M)
{1
2
〈M c〉τ +
∑
0<s≤τ
(
ln(1 +△Ms)−
△Ms
1 +△Ms
)}]
<∞
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then E(M) is a uniformly integrable martingale on [[0;T ]].
Proof: Using Ito’s formula we will have:
Et(M) ln Et(M) =
∫ t
0
(ln Es−(M) + 1)Es−(M)dMs +
1
2
∫ t
0
Es−(M)d〈M
c〉s
+
∑
0<s≤t
[
Es(M) ln Es(M)− Es−(M) ln Es−(M)− (ln Es−(M) + 1)△ Es(M)
]
.
Notice that △Et(M) = Et−(M) △Mt and
Et(M)
Et−(M)
= 1 + △Mt. Using these
equalities and localization arguments, there exists increasing sequence of
stopping times (τn)n≥1 such that:
EEτn(M) ln Eτn(M) =
1
2
E
∫ τn
0
Es−(M)d〈M
c〉s
+E
∑
0<s≤τn
[
Es(M) ln Es(M)− Es−(M) ln Es−(M)− Es(M) ln Es−(M)
+Es−(M) ln Es−(M)−△Es(M)
]
=
1
2
E
∫ τn
0
Es−(M)d〈M
c〉s + E
∑
0<s≤τn
[
Es(M) ln(1 +△Ms)− Es−(M)△Ms
]
=
1
2
E
∫ τn
0
Es−(M)d〈M
c〉s+E
∑
0<s≤τn
Es−(M)
[
(1+△Ms) ln(1+△Ms)−△Ms
]
.
(14)
On the other hand
Et(M)
[1
2
〈M c〉t +
∑
0<s≤t
(
ln(1 +△Ms)−
△Ms
1 +△Ms
)]
= local martingale
+
1
2
∫ t
0
Es−(M)d〈M
c〉s +
∑
0<s≤t
Es−(M)
(
ln(1 +△Ms)−
△Ms
1 +△Ms
)
+
∑
0<s≤t
(
ln(1 +△Ms)−
△Ms
1 +△Ms
)
△ Es(M).
Again using localization arguments we obtain:
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EEτn(M)
[1
2
〈M c〉τn+
∑
0<s≤τn
(
ln(1+△Ms)−
△Ms
1 +△Ms
)]
=
1
2
E
∫ τn
0
Es−(M)d〈M
c〉s
+E
∑
0<s≤τn
Es−(M)
[
ln(1+△Ms)−
△Ms
1 +△Ms
+△Ms×ln(1+△Ms)−
(△Ms)
2
1 +△Ms
]
=
1
2
E
∫ τn
0
Es−(M)d〈M
c〉s+E
∑
0<s≤τn
Es−(M)
[
(1+△Ms) ln(1+△Ms)−△Ms
]
.
(15)
So finally we get from (14) and (15) that:
EEτn(M) ln Eτn(M) =
1
2
E
∫ τn
0
Es−(M)d〈M
c〉s
+E
∑
0<s≤τn
Es−(M)
[
(1 +△Ms) ln(1 +△Ms)−△Ms
]
= EEτn(M)
[1
2
〈M c〉τn +
∑
0<s≤τn
(
ln(1 +△Ms)−
△Ms
1 +△Ms
)]
<∞.
This means that the family
(
Eτn(M)
)
n≥1
is uniformly integrable, so E(M) is
a uniformly integrable martingale.
Lemma 2 For any x ∈ [0; 1] and 0 < ε < 1 the following inequality holds:
(1− ε2)x2 − 2x+ 1 + 2ε1{1−x<ε} ≥ 0.
Proof: The solutions of the equation (1−ε2)x2−2x+1 = 0 are x1 =
1
1+ε
< 1
and x2 =
1
1−ε
> 1. If x ≤ x1 then (1− ε
2)x2 − 2x+ 1 ≥ 0 and if x1 < x ≤ 1
then (1− ε2)x2−2x+1 ≥ −ε2. It is clear that inequality x1 < x ≤ 1 implies
1−x < ε, so if x1 < x ≤ 1 then (1−ε
2)x2−2x+1+2ε1{1−x<ε} ≥ −ε
2+2ε > 0
because 0 < ε < 1.
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Lemma 3 If as ∈ [0; 1] and △Ms > −1 then
△Ms
1 +△Ms
≤ ln(1 + as △Ms) +
(1− as)△Ms
1 +△Ms
. (16)
Proof: It is easy to check that (1 +△Ms) ln(1 +△Ms) − △Ms ≥ 0 and
△Ms ln(1 + as △ Ms) ≥ as △ Ms ln(1 + as △ Ms). Combining these two
inequalities we obtain:
△Ms ≤ (1 + as △Ms) ln(1 + as △Ms)− as △Ms +△Ms
≤ (1 +△Ms) ln(1 + as △Ms) + (1− as)△Ms.
If we divide by 1 +△Ms the both sides of the last inequality we get (16).
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