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I. INTRODUCTION
This paper assesses vulnerabilities of the Mexican banking sector using a variant of the Merton framework (1973, 1974) to capture volatility and non-linearities in credit risk indicators. The study constructs a set of credit risk indicators, for a period covering the last 10 years. We also examine the impact of potential shocks on the various risk indicators. In contrast to the Merton framework, which uses market valuation data to capture the collective views and expectations of market participants, this analysis uses book value data from balance sheets due to the absence of market data for most major banks in Mexico. The approach still incorporates volatility into the estimations, a key feature of the Merton framework for capturing non-linearities in the credit risk indicators, especially during periods of distress.
The credit risk indicators seem to capture well recent trends in the banking sector. A trend decline in the riskiness of Mexican banks is observed. The risk measures also seem to respond to the economic recession of 2001-02 and the uncertainty preceding the 2006 presidential election, and have picked up slightly in recent quarters (a time when traditional financial indicators suggest some deterioration in credit quality).
The credit risk measures we develop are used to investigate macrofinancial linkages in the Mexican banking system. Domestic and external macro-financial variables are found to be closely associated with banking soundness, with some heterogeneity across banks. At the aggregate level, high external volatility-as captured by the VIX index-and domestic interest rates are associated with higher average expected default probability. When looking at individual banks, results vary substantially, with different business models. Generally, domestic activity and U.S. growth, and higher asset prices, are associated with lower credit risks, while increased volatility worsens credit risks. The impact of funding costs variables is unclear, and somewhat counterintuitive-this may be due to banks' abundant liquidity.
The expected default probability (EDF) is shown to be a leading indicator of traditional financial stability indicators (FSIs). EDF is shown to Granger cause NPLs, while the two variables are closely associated in regression analysis. Despite their limitations, this suggests that our estimated credit risk indicators may be useful complements to other measures of financial soundness-used as indicators rather than as direct estimates of default probabilities. The data limitations are due to lack of market data and of high frequency data, which restricts the amount of volatility that is captured by the indicators. Further, our sample period (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) ) is characterized by a strong trend component and historically low volatility, possibly imparting a downward bias to the estimated risks.
The paper is organized as follows. Section II presents the theoretical underpinnings behind the construction of book value credit risk indicators. Section III provides background on the form of key stylized facts about the Mexican banking system. Section IV discusses the data used in the analysis and presents the main results. Section V summarizes and concludes.
II. THE MERTON FRAMEWORK USING BOOK VALUE DATA
The contingent claims approach (CCA) provides a methodology to combine balance sheet information with widely used finance and risk management tools to construct marked-to-market balance sheets that better reflect underlying risk. The risk adjusted balance sheets use option pricing tools to value the liabilities which are modeled as claims on stochastic assets. It can be used to derive a set of risk indicators that can serve as barometers of risk for firms, financial sector vulnerability, and sovereign risk. Contingent claims analysis is a generalization of the option pricing theory pioneered by Black-Scholes (1973) and Merton (1973) .
Credit risk and probabilities of defaults are directly related to balance sheet risk. When assets are insufficient to cover debt service payments, default ensues-the value of assets falls below a distress barrier comprising the total value of the firm's liabilities. Uncertain changes in future asset value, relative to promised payments on debt, is the driver of default risk. Figure 1 (from Dale and Walsh, 2008) illustrates the key relationships. At time horizon T, the value of assets may be above the promised payments indicating that debt service can be made, or below the promised payments leading to default. The uncertainty in asset value is represented by a probability distribution.
The analysis models banks' equity as a contingent claim on the residual value of its assets. In the event of default, the firm's assets are used to pay debt holders (assumed to be senior claimants), with equity holders receiving the remainder or nothing. This payoff structure is essentially the same as for a call option on the residual value of the firm's assets. With information on the market value and volatility of equity and on the value of debt, it is possible to estimate the implied value for assets and assets volatility through the BlackScholes option formula. With the total value of assets and assets volatility, it is then possible to estimate a set of credit risk indicators: expected default frequency (EDF), credit spread, distance-to-distress, and expected losses.
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Incorporating volatility explicitly into credit risk indicators offers clear advantages over traditional vulnerability analyses. It allows capturing nonlinear changes in risk, especially during times of stress when small shocks can trigger systemic repercussions. Further, since it uses market-based information, it incorporates collective views of all market participants, to the extent that all relevant information is already priced by the market.
Our application of the CCA framework uses book value data 2 to estimate the credit risk indicators. Most (large) banks are not listed in the Mexican equity market and market data are not available. While this reduces to some extent its forward-looking nature and the ability to capture the collective view of market participants, our approach still retains a key characteristic, the inclusion of asset volatility.
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Credit risk indicators are constructed directly from observed book value asset volatility. This information is used to construct four credit risk indicators: the distance-todistress, the default probability, 4 credit spread, and expected losses given default (for technical details, see Appendix A). This approach has been used successfully in at least two occasions: for the banking sector of Uruguay (Souto, 2008) and for Brazilian banks (Souto, Tabak, and Vazquez, 2008) . To measure book value asset volatility, we follow Souto, Tabak, and Vazquez (2008) and place a focus on downside risk volatility-recognizing the greater relevance of downside risks in assessing bank vulnerability. This measure also implies that steady asset growth is not treated as a source of risk.
5 Technically, volatility is estimated as:
where t V is the book value of total assets at time t , N represents a rolling window of 4 consecutive periods (quarters), equivalent to 1 year, and σ is the downside volatility measure. When estimating the expected default frequency, we annualize σ by multiplying it by 4 .
III. BACKGROUND: A FEW STYLIZED FACTS ABOUT THE MEXICAN BANKING SYSTEM
A few characteristics of the Mexican banking sector are important background to bank soundness analysis. They allow reflecting on how credit risk characteristics may affect individual banks, the banking sector as a whole, and affect its sensitivity to macrofinancial variables.
Levels of financial intermediation are low, with bank credit to the private sector substantially lower than in comparator countries. Moreover, an important share of banks' assets is devoted to holdings of public sector debt instruments.
The banking sector has experienced a fast expansion in recent years. This was notably driven by consumer and mortgage lending, with consumer lending increasing on average by over 40 percent each year from 2002 to 2007. More recently, consumer lending has slowed greatly, while credit to firms picked up in the last 2 years.
Traditional financial sector indicators (FSIs) reflect the strength of Mexican banks, despite some emerging risks. Banks are well capitalized-significantly above minimum regulatory requirements set at 8 percent of risk-weighted assets-and highly profitable. The banking system overall has benefited from the upswing in the economic cycle, which boosted credit demand while contributing to a steady improvement in banks' asset quality. Credit expansion has been funded mostly through an expansion of the deposit base, and reliance on external financing is limited. NPLs are at low levels, around 3 percent overall, although in some categories they have increased sharply recently.
The banking sector is highly concentrated and dominated by foreign-owned banks. The six largest banks 6 account for more than 80 percent of total banking sector assets and more than 75 percent of branches. Of these banks, 5 are foreign-owned.
The rest of the banking sector may be classified into three other main types, with different business models. 7 The panorama has evolved rapidly in recent years, with new entrants and greater competition-these have focused especially on previously under-banked segments of the population.
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• Small and medium-sized banks (17) manage 10.5 percent of total banking sector assets, lending mostly to SMEs. This group comprises of banks with small operations at the national level, regional banks and banks specialized on specific niche markets.
9
• Small subsidiaries of foreign banks (14) account for 5.3 percent of banking sector assets and operate mostly as investment boutiques. Their credit activities are relatively limited, except for two subsidiaries focusing on consumer lending.
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• Banks associated with commercial and retail groups (BACCs) (5) focus on consumer lending. These banks 11 account for only 1.6 percent of assets.
Banks have different exposure profiles to the various credit markets, depending largely on their business strategies. Assets of the six large banks are now allocated about equally to households (19.5 percent) and enterprises (18.6 percent); a large share of their assets is in government securities. Small and medium-size banks focus on commercial credit (36.5 percent of their assets). Small subsidiaries of foreign banks hold mostly bonds, equity, and derivative products, and credit to the private sector represents a minor part of their assets (15.8 percent). Finally, banks associated with retail business groups concentrate their business on consumer credit (twice as much as any other type of banks), notably for the acquisition of durable consumer goods.
These stylized facts guide the analysis into an investigation of the vulnerabilities of banks in the current financial turmoil, in particular: what do credit risk indicators suggest, 7 We follow the same definition for group of banks as in the Financial Stability Report (2007) that is published by the Central Bank of Mexico.
8 Since 2006, twelve new banks were licensed by the Ministry of Finance. 8 Among them, five are banks owned by major retail business organizations or financial groups owned by retail business organizations. This type of firm's incursion into the banking business, started in Mexico in 2002 with Banco Azteca, is supported by the authorities to encourage competition in the sector, particularly in the consumer credit market and increase the share of the population with access to formal banking services.
in particular in light of the recent deterioration in credit quality, what is the expected sensitivity to potential shocks, and which types of banks may be more affected by such shocks?
IV. ESTIMATING CREDIT RISK INDICATORS FOR THE MEXICAN BANKING SECTOR

A. Data and Methodological Assumptions
We construct credit risk indicators for Mexican banks using quarterly data starting in Q4 1997. Derivation of CCA risk indicators can be done at any frequency, but, due to data limitations, this paper uses quarterly data. Quarterly balance sheet data for the various banks were obtained from published data from the Superintendency of Banks (CNBV), for the December 1997-June 2008 period for 27 banks. We also restrict the banks in the sample to the ones for which we have consistent data during the sample period, to avoid issues of mergers and acquisitions.
Some judgment is used in estimating the default barrier and interest rate used in the calculations.
•
The default barrier is calculated as the sum of short-term debt and 50 percent of longterm debt. Since longer-term debt can often be restructured, practitioners do not generally set the default barrier equal to the total book value of a company's debt.
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• Lacking information on the maturity of term deposits, we assumed that 95 percent of term deposits in Mexico have a term shorter than 12 months. The choice of this parameter naturally has some impact on the results, but this effect is generally minor.
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• The choice of interest rate is also not straightforward. The assumption under the Black-Scholes model is of a risk-free rate. In the Mexican context, where the sovereign is not AAA-rated and thus no bank is either, the choice of risk-free rate is not straightforward. For the purpose of our analysis, we use the 3-month treasury bill (MBono) rate for the construction of local currency risk indicators and the CPP rate for US$ risk indicators.
14 Finally, we use data in both local currency and U.S. dollars. Given the low exposure of Mexican banks to foreign currency positions, using balance sheet data in local currency has the benefit of capturing the volatility of assets clean of exchange rate volatility. However, we also used indicators based on U.S. dollar balance sheet data, for comparability purposes and robustness checks, as most practitioners, including the KMV database, report U.S. dollar indicators. The distance-to-distress indicator 15 is more volatile but provides a similar picture: two periods are particularly noticeable, during which the distance to distress contracted substantially (reflecting higher risks for banks), corresponding to the 2001-02 and 2005-06 periods previously identified.
B. Credit Risk Indicators
The evolution of credit risk indicators for the four groups of banks has been contrasted. Large banks, which largely dominated the sample, drive the aggregate trend describe above. Small and medium-size banks follow the same pattern as large banks, though an increase in credit risk is noted in late 2007-early 2008, with EDF picking up recently. Small subsidiaries of foreign banks also experienced a decline in the risk indicators, but from a much higher level-probably explained by their business model, i.e., mostly focused on securities investment, leading to a higher volatility of assets. Finally, credit risks for the BACCs has been declining steeply to reach low levels in 2008, though shortness in time series and small sample limits the validity of the results.
Estimates for credit risk indicators seem to be robust, whether using market-based data or a different measure for volatility. To check for the robustness of our estimates for the credit risk indicators (more specifically, the expected default frequency), we have used market-based data for a couple of banks for which this data was available. We find that there is a significant degree of correlation (around 60 percent) between the book value and the market-based indicators. In addition, we also compare the dynamics of the expected default frequency (EDF) using the downside-risk volatility and another process for volatility that put same weights for both positive and negative shocks. Again, the degree of correlation between the two estimated EDF's is fairly large for the aggregated banking system (around 80 percent).
C. Book-Value Credit Risk Indicators and Other Measures of Banking Risk
An interesting question is whether risk measures derived from book value balance sheet data provide additional information beyond what is contained in other measures of banking risk. As illustrated in Figure 2 the contemporaneous correlation between EDF and NPL is relatively close. Further, in simple OLS regressions, NPL is found to be significantly associated with EDF.
Empirical results suggest that book value credit risk indicators may be useful predictors of NPLs. Figure 2 presents the correlations between various measures of systemwide bank risk and the leads and lags of banking system expected default probability. The measure of NPLs is strongly correlated with increasing expected default probability estimates from a few months previous-that is increasing expected default probability predicts rising NPLs a few months later. 
Lags of EDF
Further, EDF is shown (see Table 1 ) to Granger cause NPLs-whereas evidence of the reverse causality is absent. An additional benefit of using book value risk indicators is that they are potentially able to better discriminate across banks, especially in periods of stress, as they incorporate nonlinear effects. This is illustrated in Figures 3a and 3b . 
V. ASSESSING MACROFINANCIAL LINKAGES
Providing some sense of the vulnerability of the banking system to macroeconomic and financial variables is important for the forward-looking monitoring of bank stress, especially when adverse shocks to the macrofinancial environment are forecast. The range of variables that may affect bank soundness and the probability of default is wide, especially given the heterogeneity of banks and business models-suggesting that a relatively large set of explanatory variables be considered. A stepwise regression process with backward elimination is used to filter out the variables of least significance for each individual banks, and also at the aggregate and bank group level-until a small set of explanatory variables of statistical significance remains The variables chosen cover domestic real sector developments, foreign spillovers, and financial-market developments. We attempt to select those with relatively low correlation:
• Domestic real sector developments: Two activity indicators are included, the IGAE, an aggregate indicator of economic activity, and Mexican industrial production.
Foreign spillovers and linkages/External variables:
• Real sector: Given close linkages between Mexico and the U.S., we include U.S. industrial production, which is traditionally considered a good leading indicator of Mexican economic performance.
• Financial: The VIX index 17 is included as a measure of financial stability/volatility in global financial markets. A complementary measure is stock market performance in U.S. markets, proxied by the average price changes in the S&P 500. Financial tightness is captured by including the 1-year Treasury bill rate and the 10-year Treasury bond rate, and the yield curve. 16 The stepwise regression with backward elimination starts with all explanatory variables and keep eliminating the ones, one-by-one, that are least significant, until ending with a set of factors that are all significant at least at the 10 percent level. 17 The VIMEX and VIX index are highly correlated (from March 2004 to December 2008 (daily data), correlation in the levels of VIMEX and VIX is over 88 percent). Thus, results should not vary much, whether using VIMEX or VIX for capturing volatility.
• Domestic financial variables: Domestic financial conditions are proxied by the stock market price index (IPC) and the domestic interest rate, Cetes (IR).
• Exchange rate: A measure of exchange rate expectations is included, the forward foreign exchange rate.
Domestic and external macro-financial variables are found to be closely associated with banking soundness, with some heterogeneity across banks. The explanatory power of the regressions is high, ranging from 13 percent to 79 percent, with an average of 44 percent.
At the aggregate level, volatility in financial conditions and domestic interest rates are significant determinants of the average expected default probability. Greater volatility is associated with a deterioration in credit risk indicators-result which is robust for both EDF and DD. When NPLs are included as an explanatory variable, they are positively correlated with book value measures of credit risk. In addition, the domestic interest rate is statistically significant, though the sign of the coefficient is somehow counterintuitive-with higher interest rates being associated with lower risk. Potential explanations for this result may be the abundant liquidity of banks, and the possible pass-through to lending rates of higher funding rates. Note: *, **, and *** mean that the coefficient is statistically different than zero at the 10%, 5%, and 1% significance levels respectively.
When looking at individual banks, results vary substantially, perhaps reflecting their different business models.
18 Generally, domestic activity and U.S. growth, and higher asset prices, are associated with lower credit risks, while increased volatility worsens credit risks. Positive coefficients reflect an increase in the expected default probability. External conditions are significant for most banks in the sample. The U.S. interest rate enters positively for most banks, but domestic interest rates are consistently negatively associated with default probabilities. The impact of funding costs variables is unclear, and somewhat counterintuitive-as mentioned above, this may be due to banks' abundant liquidity.
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External demand is also significant for most banks, with greater U.S. industrial production generally associated with lower EDFs. Our variables do not show strong patterns across banks, possibly suggesting some degree of resilience for Mexican banks to exchange rate movements and external volatility. This may reflect the low net external positions of Mexican banks as well as the role of domestic deposits in funding recent credit growth.
The above results provide a complementary picture to the one presented in the 2006 FSAP Update. The FSAP Update used a series of stress test results to assess banks' resilience to a variety of shocks. The shocks were based on historical stress scenarios, periods of heightened volatility, and historical distributions of key macro variables for peer economies. The stress tests suggested that the banking system is resilient to shocks including 
1/ The stepwise regression uses backward elimination. It starts with all explanatory variables and keep eliminating the ones, one-by-one, that are least significant, until ending with a set of factors that are all significant at least at the 10 percent level. 2/ We report results using EDFs computed using local currency balance sheet data. Results using dollar-measured EDFs, and using both measures for distance-to-distress are comparable. 3/ Table is presenting the coefficient results for the last stepwise regression for each bank. Last colimn presents the R-Square for each regression. (Table 4) show that the individual banks' EDFs will deteriorate (increase): (i) when the EDF for the aggregate system increases, highlighting the importance of the systemic risk component; (ii) when the Mexican stock index decreases, consistent with the idea that a decrease in equity (which parallels with a decrease in the distance to the distress barrier) will increase borrowers' credit risk, impacting the bank credit risk indicator negatively; and (iii) when global activity declines. There is also some evidence, although weaker, that EDF will rise when the forward exchange rate increases. Note: *, **, and *** mean that the coefficient is statistically different than zero at the 10%, 5%, and 1% significance levels respectively.
Our findings are comparable with similar studies undertaken for other emerging markets in Latin America. Using market data, Dale and Walsh (2008, on Chile), Souto, Tabak, and Vazquez (2008, on Brazil) and Abrego and Souto (2008, on Colombia) find that bank soundness is significantly related to macro-financial variables, while also finding evidence of heterogeneity between banks. Using book-value data, Souto (2007) finds that CCA indicators capture well the episodes of bank stress in Uruguay.
VI. SUMMARY AND CONCLUSION
This paper uses credit risk indicators estimated using book value data to assess vulnerabilities of the Mexican banking sector and non-linear responses in periods of distress. Our set of credit risk indicators are shown to be leading indicators of FSIs, in particular NPLs, thereby potentially providing useful early warning signals. External and domestic financial variables, as well as activity indicators, are found to be significant determinants of financial sector soundness.
The Merton contingent claims framework (1973, 1974) offers clear advantages over traditional balance sheet vulnerability analyses, including by incorporating volatility explicitly. Nonlinear changes in risk are especially important in times of stress when small shocks can trigger systemic repercussions. A set of credit risk indicators can be estimated, including the expected default probability and the distance-to-distress. In the case of Mexico, book value data are used to estimate the credit risk indicators, because most large banks are not listed in the Mexican equity market. While limiting the forward-looking nature and the incorporation of market information, the approach still captures asset volatility.
The credit risk indicators seem to capture well recent trends in the banking sector. Historically, a trend decline in the riskiness of Mexican banks is observed. The risk measures capture the economic recession of 2001-02 and the uncertainty preceding the 2006 presidential election, and have picked up in recent quarters with the deterioration in credit quality. Domestic and external macro-financial variables are found to be closely associated with banking soundness, with some heterogeneity across banks. At the aggregate level, volatility-as captured by the VIX index-and domestic interest rates are significant determinants of the average expected default probability. When looking at individual banks, results for estimated sensitivities to macro-financial variables vary substantially, perhaps reflecting their different business models. Generally, domestic activity and U.S. growth, and higher asset prices, are associated with lower credit risks, while increased volatility worsens credit risks. The impact of funding costs variables is unclear, and somewhat counterintuitive-maybe due to banks' abundant liquidity.
Our findings complement recent stress testing exercises (for example, undertaken in the 2006 FSAP Update) and are comparable with similar studies undertaken for other emerging markets in Latin America. Using market data, Dale and Walsh (2008, on Chile), Souto, Tabak, and Vazquez (2008, on Brazil) and Abrego and Souto (2008, on Colombia) find that bank soundness is significantly related to macro-financial variables, while also finding evidence of heterogeneity between banks. Using book -value data, Souto (2007) finds that CCA indicators capture well the episodes of bank stress in Uruguay.
Given their limitations, we suggest that our CCA-type indicators be considered as a complement to other measures and assessment of financial soundness. We interpret them as indicators rather than as direct estimates of default probabilities, for example. Data limitations (lack of market and high frequency data) restrict the amount of volatility that is captured by the CCA indicators. Furthermore, the 1998-2008 period is characterized by a strong trend component and historically low volatility, possibly imparting a downward bias to the estimated risks.
This work could be extended in numerous directions. First, the estimates of credit risk could be refined: using higher frequency data would better capture asset volatility, for example. Second, the credit risk indicators presented here are a potentially useful tool to assess the impact of shocks in the explanatory macrofinancial variables on bank soundness, within a stress test framework. 
