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Abstract
The cost-sensitive classification problem plays a crucial role in mission-critical machine learning appli-
cations, and differs with traditional classification by taking the misclassification costs into consideration.
Although being studied extensively in the literature, the fundamental limits of this problem are still not
well understood. We investigate the hardness of this problem by extending the standard minimax lower
bound of balanced binary classification problem (due to [15]), and emphasize the impact of cost terms
on the hardness.
1 Introduction
The central problem of this paper is the cost-sensitive binary classification problem, where different costs
are associated with different types of mistakes. Several important machine learning applications such as
medical decision making, targeted marketing, and intrusion detection can be naturally formalized as cost-
sensitive classification setup ([1]). In these domains, the cost of missing a target is much higher than that of
a false-positive, and classifiers that do not take misclassification costs into account do not perform well.
The cost-sensitive classification problem has been extensively studied, and people have developed efficient
algorithms with provable guarantees on the (generalization) error [6, 9, 26, 27, 11, 4]. These methods
primarily take existing classification methods based on empirical risk minimization and try to adapt them
in various ways to be sensitive to these misclassification costs.
Despite all these efforts, the understanding of the fundamental limits of this problem is still missing.
In this paper, we study the hardness of this problem by obtaining minimax lower bounds. In particular,
we are interested in understanding how the cost parameter influences the hardness or complexity of the
cost-sensitive classification.
Minimax Lower Bounds Understanding the hardness or fundamental limits of a learning problem is
important for practice for the following reasons:
• They give an estimate on the number of samples required for a good performance of a learning algo-
rithm.
• They give an intuition about the quantities and structural properties which are essential for a learning
process and therefore about which problems are inherently easier than others.
• They quantify the influence of parameters and indicate what prior knowledge is relevant in a learning
setting and therefore they guide the analysis, design, and improvement of learning algorithms.
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Note that the “hardness” here corresponds to lower bounds on sample complexity (and not computational
complexity). We demonstrate the hardness of a learning problem (and the instantiations of it) by obtaining
lower bounds for its minimax risk (formally defined later).
In section 3 we review and extend techniques due to [13] and [3] for obtaining minimax lower bounds
for learning problems. Both techniques proceed by reducing the learning problem to an easier hypothesis
testing problem [21, 23, 24], then proving a lower bound on the probability of error in testing problems.
Le Cam’s method, in its simplest form, provides lower bounds on the error in simple binary hypothesis
testing problems, by using the connection between hypothesis testing and total variation distance. Consider
the parameter estimation problem with parameter space Θ = {−1, 1}m for some m, where the objective is
to determine every bit of the underlying unknown parameter θ ∈ Θ. In that setting, a key result known as
Assouad’s lemma says that the difficulty of estimating the entire bit string θ is related to the difficulty of
estimating each bit of θ separately, assuming all other bits are already known.
In binary classification problems, the Tsybakov noise condition [20] governs the fraction of data that lies
close to the classification boundary. We present a cost-sensitive version of this assumption (23), and then
provide minimax lower bounds for cost-sensitive classification under this assumption (Theorem 4).
The paper is organized as follows. In Section 2 we formally introduce the general learning task, cost-
sensitive classification problem, Bayes classifier and minimax risk. In Section 3 we consider our main problem
- hardness of the cost-sensitive classification problem. Section 4 concludes with a brief discussion. Proofs of
our results are deferred to Appendix A.
2 Preliminaries and Background
This section provides the necessary background on general learning problem, cost-sensitive classification
problem, and some decision theoretic notions associated with them.
2.1 Notation
We require the following notation and definitions. The real numbers are denoted R, and the non-negative
reals R+.
Probabilities and Expectations Let Ω be a measurable space and let µ be a probability measure on Ω.
Ωn denotes the product space Ω×· · ·×Ω endowed with the product measure µn. The notation X ∼ µ means
X is randomly drawn according to the distribution µ. Pµ [E] and E
X∼µ
[f (X)] will denote the probability of a
statistical event E and the expectation of a random variable f (X) with respect to µ respectively. We will
use capital letters X,Y,Z, . . . for random variables and lower-case letters x, y, z, . . . for their observed values
in a particular instance. We will denote by P (X ) the set of all probability distributions on an alphabet X .
Metric Spaces The Hamming distance on Rn is defined as
ρHa (x, x
′) :=
n∑
i=1
Jxi 6= x′iK, (1)
where JP K = 1 if P is true and JP K = 0 otherwise. For a probability measure µ on a measurable space Ω
and 1 ≤ p ≤ ∞, let Lp (µ) be the space of measurable functions on Ω with a finite norm
‖f‖Lp(µ) :=
(∫
|f |p dµ
)1/p
. (2)
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YX represents the set of all measurable functions f : X → Y. Define c¯ := 1 − c, for c ∈ [0, 1]. We write
[n] := {1, . . . , n}, and x ∧ y := min (x, y). A mapping t 7→ sign (t) is defined by
sign (t) =
{
1 if t ≥ 0
−1 otherwise .
2.2 General Learning Task
A general learning task in statistical decision theory can be viewed as a two player game between the decision
maker and nature as follows: Given the parameter space Θ, observation space O, and decision space A, and
the loss function ` : Θ×A → R+,
• Nature chooses θ ∈ Θ, and generates the iid data On1 ∼ Pnθ ∈ P (On) := {Pnθ := Pθ × · · · × Pθ : θ ∈ Θ},
where Pθ is the distribution determined by the parameter θ,
• The decision maker observes the data On1 , makes her own decision a ∈ A (using a stochastic decision
rule), and incurs loss ` (θ, a). A stochastic decision rule (denoted by A : On  A) is a mapping from
the observation space On to the space of probability measures over the action space A.
The general learning task is compactly denoted by the tuple (Θ,O,A, `). Throughout the paper we assume
Θ to be finite and A to be closed, compact, set in order to provide a clear presentation by avoiding the
measure theoretic complexities.
Regret: The loss relative to the best action is the regret (for any θ ∈ Θ and a ∈ A)
∆` (θ, a) := ` (θ, a)− inf
a′∈A
` (θ, a′). (3)
Risk: The quality of the final action chosen by the decision maker when she uses the the stochastic decision
rule A : O  A can be evaluated using the notion of risk : for any θ ∈ Θ:
R` (θ,A) := E
On1∼Pnθ
[
E
a∼A(On1 )
[` (θ, a)]
]
. (4)
Similarly we can define the risk in terms of regret as follows:
R∆` (θ,A) := E
On1∼Pnθ
[
E
a∼A(On1 )
[∆` (θ, a)]
]
. (5)
For any fixed (unknown) parameter θ ∈ Θ, the goal is to find an optimal stochastic decision rule. Two
main approaches to achieve this goal are:
• Bayesian approach (average case analysis), which is more appropriate if the decision maker has some
intuition about θ, given in the form of a prior probability distribution pi, and
• Minimax approach (worst case analysis), which is more appropriate if the decision maker has no prior
knowledge concerning θ. In this paper, we focus on this strategy.
We measure the difficulty of the general learning task by the minimax risk defined as,
R?` := inf
A
sup
θ∈Θ
R` (θ,A) (6)
By replacing ` by ∆` in (6), we obtain R?∆`. Below we discuss some specific instantiations (supervised
learning, binary classification, and parameter estimation) of this general learning task.
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2.3 Supervised Learning Problem
Let X × Y be a measurable space, and let D be an unknown joint probability measure on X × Y. The set
X is called the instance space, the set Y the outcome space. Let S = {(Xi,Yi)}ni=1 ∈ (X × Y)n be a finite
training sample, where each pair (Xi,Yi) is generated independently according to the unknown probability
measure D. Then the goal of a learning algorithm is to find a function f : X → Y which given a new instance
x ∈ X , predicts its label to be yˆ = f (x).
In order to measure the performance of a learning algorithm, we define an error function d : Y × Y →
R+, where d (y, yˆ) quantifies the discrepancy between the predicted value yˆ and the actual value y. The
performance of any function f : X → Y is then measured in terms of its generalization error, which is defined
as the expected error:
erd (f,D) := E
(X,Y)∼D
[d (Y, f (X))] , (7)
where the expectation is taken with respect to the probability measure D on the data (X,Y). The best
estimate f?D ∈ YX is therefore the one for which the generalization error is as small as possible, that is,
f?D := arg min
f∈YX
erd (f,D). (8)
The function f?D is called the target hypothesis. Given a fixed hypothesis class F ⊆ YX , the goal of a
learning algorithm is thus to choose the hypothesis function f? ∈ F which has the smallest generalization
error on data drawn according to the underlying probability measure D,
f?D,F := arg min
f∈F
erd (f,D). (9)
We will assume in the following that such an f?D,F exists.
The supervised learning problem can be derived from the general learning task with the following instan-
tiation:
• the observation space is O = X × Y, where X ⊆ Rd,
• the action space is A = F ⊆ YX ,
• the learning algorithm is A = fˆ , and
• the loss function is
`d : Θ×F 3 (θ, f) 7→ `d (θ, f) := erd (f, Pθ) ∈ R+,
where Pθ is the probability measure associated with the parameter θ ∈ Θ. One needs to carefully
distinguish between the error function d : Y × Y → R which acts on the observation space, and the
loss function `d : Θ×A → R which acts on the parameter and decision spaces.
2.4 Binary Classification
When Y = {−1, 1}, the supervised learning task is called binary classification, which is a central problem
in machine learning ([8]). A common error function for binary classification is simply the zero-one error
defined by d0−1 (y, yˆ) = Jyˆ 6= yK. In this case the generalization error of a classifier f : X → {−1, 1} w.r.t.
a probability measure D is simply the probability that it predicts the wrong label on a randomly drawn
example:
erd0−1 (f,D) := E
(X,Y)∼D
[d0−1 (Y, f (X))]
= P
(X,Y)∼D
[f (X) 6= Y] .
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The optimal error over all possible classifiers f : X → {−1, 1} for a given probability measure D is called
the Bayes error (minimum generalization error) associated with D:
erd0−1 (D) := inf
f∈{−1,1}X
erd0−1 (f,D). (10)
It is easily verified that, if ηD (x) is defined as the conditional probability (under D) of a positive label given
x, ηD (x) = PD [Y = 1 | X = x], then the classifier f?D : X → {−1, 1} given by
f?D (x) =
{
1 if ηD (x) ≥ 1/2
−1 otherwise
achieves the Bayes error. Such a classifier is termed a Bayes classifier. In general, ηD is unknown so the
above classifier cannot be constructed directly.
By defining `d0−1 : Θ × F 3 (θ, f) 7→ `d0−1 (θ, f) := erd0−1 (f, Pθ) ∈ R+, the binary classification
problem can be compactly represented by the tuple
(
Θ, (X × {−1, 1})n ,F , `d0−1
)
. Using the Bayes rule, the
distribution Pθ (which is a short hand for PPθ ) can be decomposed as follows:
Pθ [X = x,Y = 1] = Pθ [X = x] · Pθ [Y = 1 | X = x]
= Mθ (x) · ηθ (x) ,
where Mθ (x) := Pθ [X = x] and ηθ (x) := Pθ [Y = 1 | X = x].
2.5 Cost-sensitive Binary Classification
Suppose we are given gene expression profiles for some number of patients, together with labels for these
patients indicating whether or not they had a certain form of a disease. We want to design a learning
algorithm which automatically recognizes the diseased patient based on the gene expression profile of a
patient. In this case, there are different costs associated with different types of mistakes (the health risk for
a false label “no” is much higher than for a false “yes”), and the cost-sensitive error function (for c ∈ (0, 1))
can be used to capture this:
dc (y, yˆ) := Jyˆ 6= yK · {c¯ · Jy = 1K + c · Jy = −1K} ,
where c¯ := 1 − c. Then the performance measure (loss function) associated with the above cost-sensitive
error function is given by
`dc : Θ×F 3 (θ, f) 7→ `dc (θ, f) := erdc (f, Pθ) ∈ R+,
where erdc (f, Pθ) is given by
E
(X,Y)∼Pθ
[Jf (X) 6= YK · {c¯ · JY = 1K + c · JY = −1K}] .
For any η : X → [0, 1], and f : X → {−1, 1}, define the conditional generalization error (given x ∈ X ) as
erdc (f, η;x) := E
Y∼η(x)
[dc (Y, f (x))]
= c¯ · η (x) · Jf (x) 6= 1K
+ c · ¯η (x) · Jf (x) 6= −1K,
where ¯η (x) := 1− η (x). Then erdc (f, η;x) is minimized by
f? (x) := arg min
f∈{−1,1}X
E
Y∼η(x)
[dc (Y, f (x))]
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= sign
(
c¯ · η (x)− c · ¯η (x))
= sign (η (x)− c) ,
since erdc (f
?, η;x) = c¯ · η (x) ∧ c · ¯η (x). In order to find the optimal classifier for each θ ∈ Θ (associated
joint probability measure Pθ on X × {−1, 1}) w.r.t. the cost-sensitive loss function, we note that
inf
f∈{−1,1}X
`dc (θ, f)
= inf
f∈{−1,1}X
erdc (f, Pθ)
= inf
f∈{−1,1}X
E
X∼Mθ
[
E
Y∼ηθ(X)
[dc (Y, f (X))]
]
= E
X∼Mθ
[
inf
f∈{−1,1}X
E
Y∼ηθ(X)
[dc (Y, f (X))]
]
= `dc (θ, f
?
θ ) ,
where Mθ (x) := Pθ [X = x], ηθ (x) := Pθ [Y = 1 | X = x], and f?θ is given by
f?θ (x) :=
{
1, if ηθ(x) ≥ c
−1, otherwise . (11)
We instantiate the regret, risk and minimax risk of the cost-sensitive classification problem as follows
∆`dc (θ, f) :=`dc (θ, f)− `dc (θ, f?θ )
R∆`dc
(
θ, fˆ
)
:= E
S∼Pnθ
[
E
f∼fˆ(S)
[∆`dc (θ, f)]
]
R?∆`dc := inf
fˆ
sup
θ∈Θ
R∆`dc
(
θ, fˆ
)
,
respectively, where S = {(Xi,Yi)}ni=1. The following lemma from [19] will be used later.
Lemma 1 ([19]). Consider the binary classification problem (Θ, (X × {−1, 1})n ,F , `dc). For any f ∈ F
and c ∈ (0, 1),
∆`dc (θ, f) =
1
2
· E
X∼Mθ
[|ηθ (X)− c| · |f (X)− f?θ (X)|] ,
where f?θ is given by (11).
2.6 Parameter Estimation Problem
The main goal of a parameter estimation problem is to accurately reconstruct the parameters (with A = Θ,
and A = θˆ) of the original distribution from which the data is generated, using the loss function of the type
ρ : Θ × Θ → R (which satisfies symmetry and the triangle inequality). This problem is represented by the
tuple (Θ,On,Θ, ρ). The minimax risk of this problem is defined as
R?ρ := inf
θˆ
sup
θ∈Θ
E
On1∼Pnθ
[
E
θ˜∼θˆ(On1 )
[
ρ
(
θ, θ˜
)]]
. (12)
2.7 f-Divergences
The hardness of the binary classification problem depends on the distinguishability of the two probability
distributions associated with it. The class of f -divergences ([2, 7]) provide a rich set of relations that can be
used to measure the separation of the distributions in a binary experiment.
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Definition 1. Let f : (0,∞) → R be a convex function with f(1) = 0. For all distributions P,Q ∈ P (O)
the f -divergence between P and Q is,
If (P,Q) = E
Q
[
f
(
dP
dQ
)]
=
∫
O
f
(
dP
dQ
)
dQ
when P is absolutely continuous with respect to Q and equals ∞ otherwise.
Many commonly used divergences in probability, mathematical statistics and information theory are
special cases of f -divergences. For example:
1. The Kullback-Leibler divergence (with fKL (u) = u log u)
IKL (P,Q) = D (P || Q) = E
Q
[
dP
dQ
log
dP
dQ
]
2. The total variation distance (with fTV (u) = |u− 1|)
ITV (P,Q) = dTV (P,Q) = E
Q
[∣∣∣∣dPdQ − 1
∣∣∣∣] .
Also for general measures µ and ν on O, we define dTV (µ, ν) =
∫ |dµ− dν|.
3. The χ2-divergence (with fχ2 (u) = (u− 1)2)
Iχ2 (P,Q) = χ2 (P || Q) = E
Q
[(
dP
dQ
− 1
)2]
4. The squared Hellinger distance (with fHe2 (u) = (
√
u− 1)2)
IHe2 (P,Q) = He2 (P,Q) = E
Q
(√dP
dQ
− 1
)2
Integral Representations of f-divergences: Representation of f -divergences and loss functions as
weighted average of primitive components (in the sense that they can be used to express other measures but
themselves cannot be so expressed) is very useful in studying certain geometric properties of them using the
weight function behavior. The following restatement of a theorem by [14] provides such a representation for
any f -divergence (confer [18] for a proof):
Theorem 1. Define c¯ := 1− c, for c ∈ [0, 1], and let f be convex such that f(1) = 0. Then the f -divergence
between P and Q can be written in a weighted integral form as follows:
If (P,Q) =
∫ 1
0
Ifc (P,Q) γf (c) dc, (13)
where
fc(t) = c¯ ∧ c− c¯ ∧ (ct), t ∈ R+ (14)
and
γf (c) :=
1
c3
f ′′
( c¯
c
)
. (15)
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For c ∈ [0, 1], the term Ifc(P,Q) in (13) is called the c-primitive f -divergence and can be written as
Ifc(P,Q) =
∫ {
c¯ ∧ c− c¯ ∧
(
c
dP
dQ
)}
dQ (16)
= c¯ ∧ c−
∫
c¯dQ ∧ cdP (17)
= c¯ ∧ c− 1
2
+
1
2
∫
|cdP − c¯dQ| (18)
=
1
2
dTV (cP, c¯Q)− 1
2
|1− 2c| , (19)
where the first equality (16) is due to the definition of f -divergence and (14), and the third equality (18) is
due to the following observation:∫
|p− q| =
∫
q≥p
q − p+
∫
q<p
p− q
=
∫
q≥p
q +
∫
q<p
p−
∫
p ∧ q
= 1−
∫
q<p
q + 1−
∫
q≥p
p−
∫
p ∧ q
= 2− 2
∫
p ∧ q.
Comparison between f-Divergences: Consider the problem of maximizing or minimizing an f -divergence
between two probability measures subject to a constraint on another f -divergence. This problem is captured
by the following definition:
Definition 2 (Joint Range). Consider two f -divergences FP,Q := If (P,Q) and GP,Q := Ig (P,Q). Their
joint range is a subset of R2 defined by
J := {(FP,Q, GP,Q) : P,Q ∈ P (O) ,O is measurable} ,
Jk := {(FP,Q, GP,Q) : P,Q ∈ P ([k])} , k ∈ N.
The region J seems difficult to characterize since we need to consider P,Q over all measurable spaces; on
the other hand, the region Jk for small k is easy to obtain. The following theorem relates these two regions
(J and Jk).
Theorem 2 ([10]). J = conv (J2) .
By Theorem 2, the region J is no more than the convex hull of J2. In certain cases, it is easy to obtain a
parametric formula of J2. In those cases, we can systematically prove several important inequalities between
two f -divergences via their joint range. For example using the joint range between the total variation and
Hellinger divergence, it can be shown that ([21, 16]):
dTV (P,Q) ≤ He (P,Q)
√
1− He
2 (P,Q)
4
. (20)
We extend the above result to the c-primitive f -divergence as follows:
Ifc (P,Q) ≤ (c ∧ c¯) ·He (P,Q)
√
1− He
2 (P,Q)
4
. (21)
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Figure 1: Joint range (J2) of Hellinger distance and a c-primitive f -divergence (c=0.7) (· · · ), convex hull of
J2 (—), and a parametric curve
{(
He2 (P,Q) , (c ∧ c¯) ·He (P,Q)
√
1− He2(P,Q)4
)
: He2 (P,Q) ∈ [0, 2]
}
(—).
We use a mathematical software to plot (see Figure 1) the joint range between the c-primitive f -divergence
and the Hellinger divergence which is given by the convex hull of
J2 := {(Fp,q, Gp,q) : p, q ∈ [0, 1]} ,
where Fp,q = 2
(
1−√pq −√p¯q¯), and Gp,q = 12 (|cp− c¯q|+ |cp¯− c¯q¯| − |2c− 1|). Then using this joint range,
we verify that the bound given in (21) is indeed true.
Sub-additive f-Divergences: Some f -divergences satisfy the sub-additivity property, which will be use-
ful in analyzing the hardness of learning problems with repeated experiments (samples). The following
lemma shows that both total variation and squared Hellinger divergences satisfy this property.
Lemma 2. For all collections of distributions Pi, Qi ∈ P (Oi), i ∈ [k]
dTV
(
k⊗
i=1
Pi,
k⊗
i=1
Qi
)
≤
k∑
i=1
dTV (Pi, Qi),
9
and
He2
(
k⊗
i=1
Pi,
k⊗
i=1
Qi
)
≤
k∑
i=1
He2 (Pi, Qi).
3 Hardness of the Cost-sensitive Classification Problem
In this section we follow the presentation of [17]. Before studying the hardness of the cost-sensitive classifi-
cation, we study the hardness of the auxiliary problem of parameter estimation.
3.1 Minimax Lower Bounds for Parameter Estimation Problem
We derive the cost-dependent lower bound for R?ρ (defined in (12)) by extending the standard Le Cam and
Assouad’s techniques. We start with the two point method introduced by Lucien Le Cam for obtaining
minimax lower bounds.
Proposition 1. For any c ∈ (0, 1), the minimax risk R?ρ (given by (12)) of the parameter estimation problem
with (pseudo metric) loss function ρ : Θ×Θ→ R is bounded from below as follows:
R?ρ ≥ sup
θ 6=θ′
{ρ (θ, θ′) · (c ∧ c¯− Ifc (Pnθ , Pnθ′))},
where fc is given by (14).
By setting c = 12 in Proposition 1, we recover Le Cam’s ([13]) minimax lower bound for parameter
estimation problem:
R?ρ ≥
1
2
sup
θ 6=θ′
{
ρ (θ, θ′) ·
(
1− 1
2
dTV (P
n
θ , P
n
θ′)
)}
,
since If 1
2
(P,Q) = 14dTV (P,Q) (from (18) with c =
1
2 ). Now we provide an auxiliary result which will be
useful in deriving the cost-dependent minimax lower bounds via Assouad’s lemma ([3]).
Corollary 1. Let pi be any prior distribution on Θ, and let µ be any joint probability distribution of a
random pair (θ, θ′) ∈ Θ×Θ, such that the marginal distributions of both θ and θ′ are equal to pi. Then for
any c ∈ (0, 1), the minimax risk R?ρ (given by (12)) of the parameter estimation problem is bounded from
below as follows:
R?ρ ≥ E
(θ,θ′)∼µ
[ρ (θ, θ′) · (c ∧ c¯− Ifc (Pnθ , Pnθ′))] .
Using the above corollary and extending the standard Assouad’s lemma, we derive the cost-dependent
minimax lower bound for the parameter estimation problem.
Theorem 3. Let d ∈ N, Θ = {−1, 1}d and ρ = ρHa, where the Hamming distance ρHa is given by (1). Then
for any c ∈ (0, 1), the minimax risk of the parameter estimation problem satisfies
R?ρHa ≥ d
(
c ∧ c¯− max
θ,θ′:ρHa(θ,θ′)=1
Ifc (Pnθ , Pnθ′)
)
.
By setting c = 12 in Theorem 3, we recover the standard Assouad’s lemma ([3]):
R?ρHa ≥
d
2
(
1− 1
2
max
θ,θ′:ρHa(θ,θ′)=1
dTV (P
n
θ , P
n
θ′)
)
.
We use the following two properties of the Hellinger distance He2 (P,Q) to derive a more practically
useful version of Assouad’s lemma:
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• Ifc (P,Q) ≤ (c ∧ c¯) ·He (P,Q), for all distributions P,Q ∈ P (O) (refer (21))
• He2
(⊗k
i=1 Pi,
⊗k
i=1Qi
)
≤ ∑ki=1 He2 (Pi, Qi), for all distributions Pi, Qi ∈ P (Oi), i ∈ [k]
Armed with these facts, we prove the following version of Assouad’s lemma:
Corollary 2. Let O be some set and c ∈ [0, 1]. Define
P (O) :=
{
Pθ ∈ P (O) : θ ∈ {−1, 1}d
}
be a class of probability measures induced by the parameter space Θ = {−1, 1}d. Suppose that there exists
some function α : [0, 1]→ R+, such that
He2 (Pθ, Pθ′) ≤ α (c) , if ρHa (θ, θ′) = 1,
i.e. the two probability distributions Pθ and Pθ′ (associated with the two parameters θ and θ
′ which differ only
in one coordinate) are sufficiently close w.r.t. Hellinger distance. Then the minimax risk of the parameter
estimation problem with parameter space Θ = {−1, 1}d and the loss function ρ = ρHa is bounded below by
R?ρHa ≥ d · (c ∧ c¯) ·
(
1−
√
α (c)n
)
. (22)
The number of training samples n appear in the minimax lower bound (22). Thus the hardness of the
problem can be expressed as a function of the sample size along with other problem specific parameters.
3.2 Minimax Lower Bounds for Cost-sensitive Classification Problem
A natural question to ask regarding cost-sensitive classification problem is how does the hardness of the
problem depend upon the cost parameter c ∈ [0, 1]. Let F ⊆ {−1, 1}X be the action space and h ∈ [0, c ∧ c¯]
be the margin parameter whose interpretation is explained below. Then we choose a parameter space Θh,F
such that:
1. ∀θ ∈ Θh,F , f?θ ∈ F , where f?θ is given by (11). That is we restrict the parameter space s.t. the Bayes
classifier associated with each choice of parameter lies within the predetermined function class F .
2.
|ηθ (X)− c| ≥ h a.s. ∀θ ∈ Θh,F . (23)
This condition is a generalized notion of Massart noise condition with margin h ∈ [0, c ∧ c¯] [15]. The
motivation for this condition is well established by [15]. They have argued that under certain “margin”
type conditions [20] like this, it is possible to design learning algorithms for the binary classification
problem, with better rates compared to the case where no such condition is satisfied.
Thus we consider the problem represented by (Θh,F , (X × {−1, 1})n ,F , `dc) and the minimax risk R?∆`dc
(in terms of regret) of it given by
inf
fˆ
sup
θ∈Θh,F
E
{(Xi,Yi)}ni=1∼Pnθ
[
E
f∼fˆ({(Xi,Yi)}ni=1)
[∆`dc (θ, f)]
]
. (24)
The following is a generalization of the result proved in [15, Theorem 4] for c = 12 .
Theorem 4. Let F be a VC class of binary-valued functions on X with VC dimension (refer Appendix B)
V ≥ 2. Then for any n ≥ V and any h ∈ [0, c ∧ c¯], the minimax risk (24) of the cost-sensitive binary
classification problem (Θh,F , (X × {−1, 1})n ,F , `dc) is lower bounded as follows:
R?∆`dc ≥ K · (c ∧ c¯) ·min
(√
(c ∧ c¯)V
n
, (c ∧ c¯) · V
nh
)
where K > 0 is some absolute constant.
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When h = 0 (or being too small), we get a minimax lower bound of order (c ∧ c¯) 32 ·
√
V
n , and when h = c∧c¯,
we obtain a bound of the order (c ∧ c¯) · Vn . When c = 1/2 in Theorem 4, we recover the standard minimax
lower bounds for balanced binary classification (with zero-one loss function) presented in [15, Theorem 4]:
R?∆`0−1 ≥ K ′ ·min
(√
V
n
,
V
nh
)
,
for some constant K ′ > 0.
4 Conclusion
We have investigated the influence of cost terms on the hardness of the cost-sensitive classification prob-
lem (Theorem 4) by extending the minimax lower bound analysis for balanced binary classification [15,
Theorem 4].
It would be interesting to study the hardness of the following classification problem settings which are
closely related to the binary cost-sensitive classification problem that we considered in this paper:
1. Cost-sensitive classification with example dependent costs ([25, 26]).
2. Binary classification problem w.r.t. generalized performance measures ([12]) such as arithmetic, geo-
metric and harmonic means of the true positive and true negative rates. These measures are more
appropriate for imbalanced classification problem ([5, 9]) than the usual classification accuracy.
References
[1] Naoki Abe, Bianca Zadrozny, and John Langford. An iterative method for multi-class cost-sensitive
learning. In Proceedings of the tenth ACM SIGKDD international conference on Knowledge discovery
and data mining, pages 3–11. ACM, 2004.
[2] Syed Mumtaz Ali and Samuel D Silvey. A general class of coefficients of divergence of one distribution
from another. Journal of the Royal Statistical Society. Series B (Methodological), pages 131–142, 1966.
[3] Patrice Assouad. Deux remarques sur l’estimation. Comptes rendus des se´ances de l’Acade´mie des
sciences. Se´rie 1, Mathe´matique, 296(23):1021–1024, 1983.
[4] Ulf Brefeld, Peter Geibel, and Fritz Wysotzki. Support vector machines with example dependent costs.
In European Conference on Machine Learning, pages 23–34. Springer, 2003.
[5] Claire Cardie and Nicholas Nowe. Improving minority class prediction using case-specific feature weights.
In Proceedings of the Fourteenth International Conference on Machine Learning, pages 57–65, 1997.
[6] Philip K Chan and Salvatore J Stolfo. Toward scalable learning with non-uniform class and cost
distributions: A case study in credit card fraud detection. In KDD, volume 1998, pages 164–168, 1998.
[7] I Csisza´r. A class of measures of informativity of observation channels. Periodica Mathematica Hun-
garica, 2(1-4):191–213, 1972.
[8] Luc Devroye, La´szlo´ Gyo¨rfi, and Ga´bor Lugosi. A probabilistic theory of pattern recognition, volume 31.
Springer Science & Business Media, 2013.
[9] Charles Elkan. The foundations of cost-sensitive learning. In International joint conference on artificial
intelligence, volume 17, pages 973–978. Lawrence Erlbaum Associates Ltd, 2001.
12
[10] P Harremoes and I Vajda. On pairs of f -divergences and their joint range. IEEE Transactions on
Information Theory, 57(6):3230–3235, 2011.
[11] Ulrich Knoll, Gholamreza Nakhaeizadeh, and Birgit Tausend. Cost-sensitive pruning of decision trees.
In Machine Learning: ECML-94, pages 383–386. Springer, 1994.
[12] Oluwasanmi O Koyejo, Nagarajan Natarajan, Pradeep K Ravikumar, and Inderjit S Dhillon. Con-
sistent binary classification with generalized performance metrics. In Advances in Neural Information
Processing Systems, volume 27, pages 2744–2752, 2014.
[13] Lucien Le Cam. Asymptotic methods in statistical decision theory. Springer Science & Business Media,
2012.
[14] Friedrich Liese and Igor Vajda. On divergences and informations in statistics and information theory.
IEEE Transactions on Information Theory, 52(10):4394–4412, 2006.
[15] Pascal Massart and E´lodie Ne´de´lec. Risk bounds for statistical learning. The Annals of Statistics, pages
2326–2366, 2006.
[16] Y. Polyanskiy and Y. Wu. Lecture notes on information theory. http://people.lids.mit.edu/yp/
homepage/data/itlectures_v4.pdf, 2016.
[17] Maxim Raginsky. Minimax lower bounds (statistical learning theory). http://maxim.ece.illinois.
edu/teaching/fall15b/notes/minimax.pdf, 2015.
[18] Mark D. Reid and Robert C. Williamson. Information, divergence and risk for binary experiments.
Journal of Machine Learning Research, 12:731–817, 2011.
[19] Clayton Scott et al. Calibrated asymmetric surrogate losses. Electronic Journal of Statistics, 6:958–992,
2012.
[20] Alexandre B Tsybakov. Optimal aggregation of classifiers in statistical learning. Annals of Statistics,
32:135–166, 2004.
[21] Alexandre B. Tsybakov. Introduction to Nonparametric Estimation. Springer, 2009.
[22] VN Vapnik and A Ya Chervonenkis. On the uniform convergence of relative frequencies of events to
their probabilities. Theory of Probability and its Applications, 16(2):264, 1971.
[23] Yuhong Yang and Andrew Barron. Information-theoretic determination of minimax rates of convergence.
Annals of Statistics, 27:1564–1599, 1999.
[24] Bin Yu. Assouad, Fano, and Le Cam. In Festschrift for Lucien Le Cam, pages 423–435. Springer, 1997.
[25] Bianca Zadrozny and Charles Elkan. Learning and making decisions when costs and probabilities are
both unknown. In Proceedings of the 7th International Conference on Knowledge discovery and data
mining, pages 204–213. ACM, 2001.
[26] Bianca Zadrozny, John Langford, and Naoki Abe. Cost-sensitive learning by cost-proportionate example
weighting. In Proceedings of the Third IEEE International Conference on Data Mining, pages 435–442.
IEEE, 2003.
[27] Peilin Zhao, Furen Zhuang, Min Wu, Xiao-Li Li, and Steven CH Hoi. Cost-sensitive online classification
with adaptive regularization and its applications. In Data Mining (ICDM), 2015 IEEE International
Conference on, pages 649–658. IEEE, 2015.
13
A Proofs
Lemma 1. Consider the binary classification problem (Θ, (X × {−1, 1})n ,F , `dc). For any f ∈ F and
c ∈ (0, 1),
∆`dc (θ, f) =
1
2
· E
X∼Mθ
[|ηθ (X)− c| · |f (X)− f?θ (X)|] ,
where f?θ is given by (11).
Proof. Consider a fixed x ∈ X . Recall that
f?θ (x) = arg min
f∈{−1,1}X
E
Y∼ηθ(x)
[dc (Y, f (x))] = sign (ηθ (x)− c) .
Therefore inff∈{−1,1}X E
Y∼ηθ(x)
[dc (Y, f (x))] = E
Y∼ηθ(x)
[dc (Y, f
?
θ (x))]. This implies
E
Y∼ηθ(x)
[dc (Y, f (x))]− E
Y∼ηθ(x)
[dc (Y, f
?
θ (x))]
= c¯ ηθ (x) Jf(x) 6= 1K + c ¯ηθ (x)Jf(x) 6= −1K
− {c¯ ηθ (x) Jf?θ (x) 6= 1K + c ¯ηθ (x)Jf?θ (x) 6= −1K}
= Jf(x) 6= f?θ (x)K |ηθ (x)− c|
=
1
2
· |f(x)− f?θ (x)| · |ηθ (x)− c| .
Then the proof is completed by noting that
`dc (θ, f)− `dc (θ, f?θ ) = E
X∼Mθ
[
E
Y∼ηθ(X)
[dc (Y, f (X))]− E
Y∼ηθ(X)
[dc (Y, f
?
θ (X))]
]
=
1
2
E
X∼Mθ
[|f (X)− f?θ (X)| · |ηθ (X)− c|] .
Lemma 2. For all collections of distributions Pi, Qi ∈ P (Oi), i ∈ [k]
dTV
(
k⊗
i=1
Pi,
k⊗
i=1
Qi
)
≤
k∑
i=1
dTV (Pi, Qi),
and
He2
(
k⊗
i=1
Pi,
k⊗
i=1
Qi
)
≤
k∑
i=1
He2 (Pi, Qi).
Proof. Firstly (P,Q) 7→ dTV (P,Q) is a metric. Thus
dTV
(
k⊗
i=1
Pi,
k⊗
i=1
Qi
)
= dTV
(
P1 ⊗
(
k⊗
i=2
Pi
)
, Q1 ⊗
(
k⊗
i=2
Qi
))
≤ dTV
(
P1 ⊗
(
k⊗
i=2
Pi
)
, Q1 ⊗
(
k⊗
i=2
Pi
))
+ dTV
(
Q1 ⊗
(
k⊗
i=2
Pi
)
, Q1 ⊗
(
k⊗
i=2
Qi
))
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= dTV (P1, Q1) + dTV
(
k⊗
i=2
Pi,
k⊗
i=2
Qi
)
,
where the second line follows by definition, the third follows from the triangle inequality and the forth is
easily verified from the definition of dTV (·, ·). To complete the proof proceed inductively.
Let µ be a product measure on O1 × O2, written as µ = µ1 ⊗ µ2, where µi := µ ◦ pii denotes the
image measure of the projection pii : R2 3 (x1, x2) 7→ pii (x1, x2) = xi w.r.t. µ. Also let P = P1 ⊗ P2, and
Q = Q1 ⊗Q2. Define p := dPdµ , q := dQdµ , p1 := dP1dµ1 , p2 := dP2dµ2 , q1 :=
dQ1
dµ1
, and q2 :=
dQ2
dµ2
. Then, by Tonelli’s
theorem,
1− 1
2
He2 (P,Q) =
∫ √
pqdµ
=
∫ √
p1q1dµ1 ·
∫ √
p2q2dµ2
=
(
1− 1
2
He2 (P1, Q1)
)
·
(
1− 1
2
He2 (P2, Q2)
)
.
Thus we have
He2 (P,Q) = 2− 2
(
1− 1
2
He2 (P1, Q1)
)
·
(
1− 1
2
He2 (P2, Q2)
)
= He2 (P1, Q1) + He
2 (P2, Q2)− 1
2
He2 (P1, Q1) He
2 (P2, Q2)
≤ He2 (P1, Q1) + He2 (P2, Q2) .
To complete the proof proceed the above process iteratively.
Proposition 1. For any c ∈ (0, 1), the minimax risk R?ρ (given by (12)) of the parameter estimation problem
with (pseudo metric) loss function ρ : Θ×Θ→ R is bounded from below as follows:
R?ρ ≥ sup
θ 6=θ′
{ρ (θ, θ′) · (c ∧ c¯− Ifc (Pnθ , Pnθ′))},
where fc is given by (14).
Proof. Let c ∈ (0, 1) be arbitrary but fixed. Consider any two fixed parameters θ, θ′ ∈ Θ s.t. θ 6= θ′ and an
arbitrary estimator θˆ : On  Θ. Let Pnθ , and Pnθ′ (associated probability densities can be written as dPnθ
and dPnθ′) be the probability measures induced by θ and θ
′ respectively. For an arbitrary (but fixed) set of
observations on1 ∈ On, when c¯ · dPnθ′ (on1 ) ≥ c · dPnθ (on1 ), we have
c · dPnθ (on1 ) E
θ˜∼θˆ(on1 )
[
ρ(θ, θ˜)
]
+ c¯ · dPnθ′ (on1 ) E
θ˜∼θˆ(on1 )
[
ρ(θ′, θ˜)
]
= c · dPnθ (on1 ) E
θ˜∼θˆ(on1 )
[
ρ(θ, θ˜) + ρ(θ′, θ˜)
]
+ (c¯ · dPnθ′ (on1 )− c · dPnθ (on1 )) E
θ˜∼θˆ(on1 )
[
ρ(θ′, θ˜)
]
(i)
≥ c · dPnθ (on1 ) E
θ˜∼θˆ(on1 )
[
ρ(θ, θ˜) + ρ(θ′, θ˜)
]
(ii)
≥ c · dPnθ (on1 ) ρ (θ, θ′) , (25)
where (i) is due to c¯ · dPnθ′ (on1 ) ≥ c · dPnθ (on1 ), and (ii) is due to the triangle inequality. Similarly, for the
case where c¯ · dPnθ′ (on1 ) ≤ c · dPnθ (on1 ), we get
c · dPnθ (on1 ) E
θ˜∼θˆ(on1 )
[
ρ(θ, θ˜)
]
+ c¯ · dPnθ′ (on1 ) E
θ˜∼θˆ(on1 )
[
ρ(θ′, θ˜)
]
≥ c¯ · dPnθ′ (on1 ) ρ (θ, θ′) . (26)
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By combining (25) and (26), and summing over all on1 ∈ On, we get, for any two θ, θ′ ∈ Θ and any estimator
θˆ,
c · E
On1∼Pnθ
[
E
θ˜∼θˆ(On1 )
[
ρ(θ, θ˜)
]]
+ c¯ · E
On1∼Pnθ′
[
E
θ˜∼θˆ(On1 )
[
ρ(θ′, θ˜)
]]
(27)
≥ ρ (θ, θ′) ·
∫
cdPnθ ∧ c¯dPnθ′
= ρ (θ, θ′) · (c ∧ c¯− Ifc (Pnθ , Pnθ′)) , (28)
where the last equality follows from the definition of c-primitive f -divergences (17). By taking the supremum
of both sides over the choices of θ, θ′ (since then the two terms in (27) collapse to one), we have
sup
θ∈Θ
E
On1∼Pnθ
[
E
θ˜∼θˆ(On1 )
[
ρ(θ, θ˜)
]]
≥ sup
θ 6=θ′
{ρ (θ, θ′) · (c ∧ c¯− Ifc (Pnθ , Pnθ′))}.
The proof is completed by taking the infimum of both sides over θˆ.
Corollary 1. Let pi be any prior distribution on Θ, and let µ be any joint probability distribution of a
random pair (θ, θ′) ∈ Θ×Θ, such that the marginal distributions of both θ and θ′ are equal to pi. Then for
any c ∈ (0, 1), the minimax risk R?ρ (given by (12)) of the parameter estimation problem is bounded from
below as follows:
R?ρ ≥ E
(θ,θ′)∼µ
[ρ (θ, θ′) · (c ∧ c¯− Ifc (Pnθ , Pnθ′))] .
Proof. First observe that for any prior pi
R?ρ ≥ inf
θˆ
E
θ∼pi
[
E
On1∼Pnθ
[
E
θ˜∼θˆ(On1 )
[
ρ(θ, θ˜)
]]]
,
since the minimax risk can be lower bounded by the Bayesian risk. Then by taking expectation of both sides
of (28) w.r.t µ and using the fact that, under µ, both θ and θ′ have the same distribution pi, the proof is
completed.
Theorem 3. Let d ∈ N, Θ = {−1, 1}d and ρ = ρHa, where the Hamming distance ρHa is given by (1). Then
for any c ∈ (0, 1), the minimax risk of the parameter estimation problem satisfies
R?ρHa ≥ d
(
c ∧ c¯− max
θ,θ′:ρHa(θ,θ′)=1
Ifc (Pnθ , Pnθ′)
)
.
Proof. Recall that ρHa(θ, θ
′) =
∑d
i=1 ρi(θ, θ
′), where ρi(θ, θ′) := Jθi 6= θ′iK, and each ρi is a pseudo metric.
Let pi(θ) = 1
2d
,∀θ ∈ {−1, 1}d. Also for each i ∈ [d], let µi be the distribution in Θ×Θ such that any random
pair (θ, θ′) ∈ Θ×Θ drawn according to µi satisfies
1. θ ∼ pi
2. ρi(θ, θ
′) = 1, and ρHa(θ, θ′) = 1 (θ and θ′ differ only in the i-th coordinate).
Then the marginal distribution of θ′ under µi is∑
θ∈{−1,1}d
µi(θ, θ
′) =
1
2d
∑
θ∈{−1,1}d
Jθi 6= θ′i and θj = θ′j , j 6= iK = 12d = pi(θ′),
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since by construction of µ, ρHa (θ, θ
′) = 1 and for each θ′ there is only one θ that differs from it in a single
coordinate. Now consider
R?ρHa
(i)
≥ inf
θˆ
E
θ∼pi
[
E
On1∼Pnθ
[
E
θ˜∼θˆ(On1 )
[
ρHa
(
θ, θ˜
)]]]
(ii)
= inf
θˆ
d∑
i=1
E
θ∼pi
[
E
On1∼Pnθ
[
E
θ˜∼θˆ(On1 )
[
ρi
(
θ, θ˜
)]]]
≥
d∑
i=1
inf
θˆ
E
θ∼pi
[
E
On1∼Pnθ
[
E
θ˜∼θˆ(On1 )
[
ρi
(
θ, θ˜
)]]]
(iii)
≥
d∑
i=1
E
(θ,θ′)∼µi
[ρi (θ, θ
′) · (c ∧ c¯− Ifc (Pnθ , Pnθ′))]
(iv)
=
d∑
i=1
E
(θ,θ′)∼µi
[(c ∧ c¯− Ifc (Pnθ , Pnθ′))]
≥
d∑
i=1
min
θ,θ′:ρHa(θ,θ′)=1
(c ∧ c¯− Ifc (Pnθ , Pnθ′))
= d
(
c ∧ c¯− max
θ,θ′:ρHa(θ,θ′)=1
Ifc (Pnθ , Pnθ′)
)
,
where (i) is due to the fact that the minimax risk is lower bounded by the Bayesian risk, (ii) is due to
ρHa(θ, θ
′) =
∑d
i=1 ρi(θ, θ
′), (iii) is by Corollary 1, and (iv) is by the fact that ρi(θ, θ′) = 1 under µi for every
i.
Corollary 2. Let O be some set and c ∈ [0, 1]. Define
P (O) :=
{
Pθ ∈ P (O) : θ ∈ {−1, 1}d
}
be a class of probability measures induced by the parameter space Θ = {−1, 1}d. Suppose that there exists
some function α : [0, 1]→ R+, such that
He2 (Pθ, Pθ′) ≤ α (c) , if ρHa (θ, θ′) = 1,
i.e. the two probability distributions Pθ and Pθ′ (associated with the two parameters θ and θ
′ which differ only
in one coordinate) are sufficiently close w.r.t. Hellinger distance. Then the minimax risk of the parameter
estimation problem with parameter space Θ = {−1, 1}d and the loss function ρ = ρHa is bounded below by
R?ρHa ≥ d · (c ∧ c¯) ·
(
1−
√
α (c)n
)
. (29)
Proof. For any two θ, θ′ ∈ Θ with ρHa (θ, θ′) = 1, we have
Ifc (Pnθ , Pnθ′) ≤ (c ∧ c¯) ·He (Pnθ , Pnθ′)
≤ (c ∧ c¯) ·
√√√√ n∑
i=1
He2 (Pθ, Pθ′)
≤ (c ∧ c¯) ·
√
α (c)n
Substituting this bound into Theorem 3 completes the proof.
17
Theorem 4. Let F be a VC class of binary-valued functions on X with VC dimension (refer Appendix B)
V ≥ 2. Then for any n ≥ V and any h ∈ [0, c ∧ c¯], the minimax risk (24) of the cost-sensitive binary
classification problem (Θh,F , (X × {−1, 1})n ,F , `dc) is lower bounded as follows:
R?∆`dc ≥ K · (c ∧ c¯) ·min
(√
(c ∧ c¯)V
n
, (c ∧ c¯) · V
nh
)
where K > 0 is some absolute constant.
Proof. Instantiate Θ = A = B := {−1, 1}V−1, O = X × {−1, 1}, and A = bˆ in the general learning task.
Then the resulting parameter estimation problem can be represented by (B,On, B, ρHa). Let P (On) :=
{Pnb ∈ P (O)n : b ∈ B} be the class of probability measures induced by the parameter space B. Then the
minimax risk of this problem w.r.t. Hamming distance ρHa is given by
R?ρHa = inf
bˆ
max
b∈B
E
On1∼Pnb
[
E
b′∼bˆ(On1 )
[ρHa (b, b
′)]
]
.
Observe that PPb [X = x,Y = y] = PPb [X = x]·PPb [Y = y|X = x] for b ∈ B (by Bayes rule). For simplicity,
we will write PPb [·] as Pb [·]. Now we will construct these distributions.
Construction of marginal distribution Pb [X = x] , x ∈ X : Since F is a VC class with VC dimension
V , ∃ {x1, ..., xV } ⊂ X that is shattered, i.e. for any β ∈ {−1, 1}V ,∃f ∈ F s.t. f(xi) = βi,∀i ∈ [V ]. Given
p ∈ [0, 1/(V − 1)], for each b ∈ B, let
Pb [X = x] =

p, if x = xi for some i ∈ [V − 1]
1− (V − 1)p, if x = xV
0, otherwise
(30)
A particular value for p will be chosen later.
Construction of conditional distribution Pb [Y = y|X = x] , y ∈ {−1, 1} , x ∈ X : For each b ∈ B, let
ηb (x) := Pb [Y = 1|X = x] =

c− h, if x = xi for some i ∈ [V − 1] , and bi = −1
c+ h, if x = xi for some i ∈ [V − 1] , and bi = 1
0, otherwise.
(31)
Then the corresponding Bayes classifier can be given as follows:
f?b (x) =

−1, if x = xi for some i ∈ [V − 1] , and bi = −1
1, if x = xi for some i ∈ [V − 1] , and bi = 1
−1, otherwise
(32)
Now we show that {Pb : b ∈ B} ⊆ {Pθ : θ ∈ Θh,F}. First of all, from (31) we see that |ηb (x)− c| ≥ h
for all x (indeed, |ηb (x)− c| = h when x ∈ {x1, ..., xV−1}, and |ηb (x)− c| = c otherwise). Second, because
{x1, ..., xV } is shattered by F , there exists at least one f ∈ F , such that f?b (x) = f(x) for all x ∈ {x1, ..., xV }.
Thus, we get B ⊂ Θh,F .
Reduction to Parameter Estimation Problem: We start with the following observation
R?∆`dc ≥ inf
fˆ
max
b∈B
E
{(Xi,Yi)}ni=1∼Pnb
[
E
f∼fˆ({(Xi,Yi)}ni=1)
[`dc (b, f)− `dc (b, f?b )]
]
,
since B ⊂ Θh,F . Define Mθ (x) := Pθ [X = x], and ηθ (x) := Pθ [Y = 1 | X = x], for x ∈ X . By Lemma 1, for
any classifier f : X → {−1, 1} and any θ ∈ Θh,F , we have
`dc (θ, f)− `dc (θ, f?θ ) =
1
2
· E
X∼Mθ
[|ηθ (X)− c| · |f (X)− f?θ (X)|] .
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If θ ∈ Θh,F , then using the above equation and the margin condition (23) we get
`dc (θ, f)− `dc (θ, f?θ ) ≥
h
2
· E
X∼Mθ
[|f (X)− f?θ (X)|] =
h
2
· ‖f − f?θ ‖L1(Mθ) ,
where ‖f‖L1(Mθ) is given by (2) with p = 1 and µ = Mθ. Since there is no confusion, we can simply drop
Mθ and write the L1 norm as ‖·‖L1 . Hence we have
inf
fˆ
max
b∈B
E
{(Xi,Yi)}ni=1∼Pnb
[
E
f∼fˆ({(Xi,Yi)}ni=1)
[`dc (b, f)− `dc (b, f?b )]
]
≥ h
2
· inf
fˆ
max
b∈B
E
{(Xi,Yi)}ni=1∼Pnb
[
E
f∼fˆ({(Xi,Yi)}ni=1)
[‖f − f?b ‖L1]
]
.
Define
bf := arg min
b∈B
‖f − f?b ‖L1 .
Then for any b ∈ B, ∥∥∥f?bf − f?b ∥∥∥L1 ≤
∥∥∥f?bf − f∥∥∥L1 + ‖f − f?b ‖L1 ≤ 2 ‖f − f?b ‖L1 ,
where the first inequality is due to the triangle inequality and the second follows from the definitions of bf
and f?θ . Thus we have
inf
fˆ
max
b∈B
E
{(Xi,Yi)}ni=1∼Pnb
[
E
f∼fˆ({(Xi,Yi)}ni=1)
[`dc (b, f)− `dc (b, f?b )]
]
≥ h
4
· inf
fˆ
max
b∈B
E
{(Xi,Yi)}ni=1∼Pnb
[
E
f∼fˆ({(Xi,Yi)}ni=1)
[∥∥∥f?bf − f?b ∥∥∥L1
]]
=
h
4
· inf
bˆ
max
b∈B
E
{(Xi,Yi)}ni=1∼Pnb
[
E
b′∼bˆ({(Xi,Yi)}ni=1)
[‖f?b′ − f?b ‖L1]
]
.
For any two b, b′ ∈ B, we have
‖f?b′ − f?b ‖L1 =
∫
X
|f?b′(x)− f?b (x)|Pb [X = x] dx
= p
V−1∑
i=1
|f?b′(xi)− f?b (xi)|
= p
V−1∑
i=1
|b′i − bi|
= 2p · ρHa (b, b′) ,
where the second and third equalities are from (30) and (32). Finally we get
inf
fˆ
max
b∈B
E
{(Xi,Yi)}ni=1∼Pnb
[
E
f∼fˆ({(Xi,Yi)}ni=1)
[`dc (b, f)− `dc (b, f?b )]
]
≥ ph
2
· inf
bˆ
max
b∈B
E
{(Xi,Yi)}ni=1∼Pnb
[
E
b′∼bˆ({(Xi,Yi)}ni=1)
[ρHa (b, b
′)]
]
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=
ph
2
· R?ρHa . (33)
Applying Assouad’s Lemma: For any two b, b′ ∈ B we have
He2 (Pb, Pb′) =
V∑
i=1
∑
y∈{−1,1}
(√
Pb [X = xi,Y = y]−
√
Pb′ [X = xi,Y = y]
)2
= p
V−1∑
i=1
∑
y∈{−1,1}
(√
Pb [Y = y|X = xi]−
√
Pb′ [Y = y|X = xi]
)2
= p
V−1∑
i=1
Jbi 6= b′iK{(√c− h−√c+ h)2 + (√ ¯c− h−√ ¯c+ h)2}
= 2p
(
1−
√
c2 − h2 −
√
c¯2 − h2
)
ρHa (b, b
′) ,
where the second and third equalities are from (30) and (31). Thus the condition of the Corollary 2 is
satisfied with
2p
(
1−
√
c2 − h2 −
√
c¯2 − h2
)
≤ 4p h
2
c ∧ c¯ =: α (c) ,
where the inequality is from Lemma 3. Therefore we get
inf
fˆ
max
b∈B
E
{(Xi,Yi)}ni=1∼Pnb
[
E
f∼fˆ({(Xi,Yi)}ni=1)
[`dc (b, f)− `dc (b, f?b )]
]
≥ ph(V − 1)
2
(
c ∧ c¯− c ∧ c¯ ·
√
4p
h2
c ∧ c¯n
)
=
ph(V − 1)
2
(
c ∧ c¯− 2h√c ∧ c¯ · pn) ,
where the first inequality is due to (22) and (33). If we let p = c∧c¯9nh2 , then the term in the parentheses will
be equal to c∧c¯3 , and
inf
fˆ
max
b∈B
E
{(Xi,Yi)}ni=1∼Pnb
[
E
f∼fˆ({(Xi,Yi)}ni=1)
[`dc (b, f)− `dc (b, f?b )]
]
≥ (c ∧ c¯)
2(V − 1)
54nh
,
assuming that the condition p ≤ 1/(V − 1) holds. This will be the case if h ≥
√
c∧c¯(V−1)
9n . Therefore
R?∆`dc ≥
(c ∧ c¯)2(V − 1)
54nh
, if h ≥
√
c ∧ c¯(V − 1)
9n
. (34)
If h ≤
√
c∧c¯(V−1)
9n , we can use the above construction with h˜ =
√
c∧c¯(V−1)
9n . Then, because Θh˜,F ⊆ Θh,F
whenever h˜ ≥ h, we see that
inf
fˆ
sup
θ∈Θh,F
E
{(Xi,Yi)}ni=1∼Pnθ
[
E
f∼fˆ({(Xi,Yi)}ni=1)
[`dc (θ, f)− `dc (θ, f?θ )]
]
≥ inf
fˆ
sup
θ∈Θh˜,F
E
{(Xi,Yi)}ni=1∼Pnθ
[
E
f∼fˆ({(Xi,Yi)}ni=1)
[`dc (θ, f)− `dc (θ, f?θ )]
]
≥ (c ∧ c¯)
2(V − 1)
54nh˜
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=
(c ∧ c¯) 32
18
√
V − 1
n
, if h ≤
√
c ∧ c¯(V − 1)
9n
. (35)
Observe that (c∧c¯)
2(V−1)
54nh ≤ (c∧c¯)
3
2
18
√
V−1
n if h ≥
√
c∧c¯(V−1)
9n , and
(c∧c¯)2(V−1)
54nh >
(c∧c¯) 32
18
√
V−1
n otherwise. Then
combining (34) and (35) completes the proof.
Lemma 3. For h ∈ [0, c ∧ c¯], we have 1−√c2 − h2 −√c¯2 − h2 ≤ 2 h2c∧c¯ .
Proof. Let A = 1−√c2 − h2 −√c¯2 − h2. Take series expansion of A w.r.t. h to get
A =
1
2
(
1
c
+
1
c¯
)
h2 +
1
8
(
1
c3
+
1
c¯3
)
h4 +
1
16
(
1
c5
+
1
c¯5
)
h6 +
5
128
(
1
c7
+
1
c¯7
)
h8
+
7
256
(
1
c9
+
1
c¯9
)
h10 +
21
1024
(
1
c11
+
1
c¯11
)
h12 +
33
2048
(
1
c13
+
1
c¯13
)
h14 + · · · .
Now 12
(
1
c +
1
c¯
) ≤ 1c ∨ 1c¯ = 1c∧c¯ (since average is less than maximum). Thus
A ≤ h
[
h
c ∧ c¯ +
1
4
h3
(c ∧ c¯)3 +
1
8
h5
(c ∧ c¯)5 +
5
64
h7
(c ∧ c¯)7 +
7
128
h9
(c ∧ c¯)9 +
21
512
h11
(c ∧ c¯)11 + · · ·
]
.
Now we have
h ≤ c ∧ c¯ =⇒ h
c ∧ c¯ ≤ 1
=⇒
(
h
c ∧ c¯
)α
≤ h
c ∧ c¯ ,∀α ≥ 1.
Thus
A ≤h
[
h
c ∧ c¯ +
h
c ∧ c¯
{
1
4
+
1
8
+
5
64
+
7
128
+
21
512
+ · · ·
}]
≤h
[
2h
c ∧ c¯
]
=
2h2
c ∧ c¯ ,
where the second inequality follows from the fact that (can be shown with the aid of computer or using the
properties of gamma function)
1
4
+
1
8
+
5
64
+
7
128
+
21
512
+ · · · ≤ 1.
B VC Dimension
A measure of complexity in learning theory should reflect which learning problems are inherently easier
than others. The standard approach in statistical theory is to define the complexity of the learning problem
through some notion of “richness”, “size”, “capacity” of the hypothesis class.
The complexity measure proposed in [22], the Vapnik-Chervonenkis (VC) dimension is a combinatorial
measure of the richness of classes of binary-valued functions when evaluated on samples. VC-dimension is
independent of the underlying probability measure and of the particular sample, and hence is worst-case
estimate with regard to these quantities.
We use the notation xm1 for a sequence (x1, . . . , xm) ∈ Xm, and for a class of binary-valued functions
F ⊆ {−1, 1}X , we denote by F|xm1 the restriction of F to xm1 :
F|xm1 = {(f (x1) , . . . , f (xm)) | f ∈ F} .
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Define the m-th shatter coefficient of F as follows:
Sm (F) := max
xm1 ∈Xm
∣∣F|xm1 ∣∣.
Definition 3. Let F ⊆ {−1, 1}X and let xm1 = (x1, . . . , xm) ∈ Xm. We say xm1 is shattered by F if∣∣F|xm1 ∣∣ = 2m; i.e. if ∀b ∈ {−1, 1}m,∃fb ∈ F s.t. (fb (x1) , . . . , fb (xm)) = b. The Vapnik-Chervonenkis (VC)
dimension of F , denoted by VCdim (F), is the cardinality of the largest set of points in X that can be shattered
by F :
VCdim (F) = max {m ∈ N | Sm (F) = 2m}.
If F shatters arbitrarily large sets of points in X , then VCdim (F) =∞. If VCdim (F) <∞, we say that F
is a VC class.
22
