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Abstract
We consider Leja sequences of points for polynomial interpolation on the complex unit disk U and the
corresponding sequences for polynomial interpolation on the real interval [−1, 1] obtained by projection. It
was proved by Calvi and Phung in Calvi and Phung (2011, 2012) [3,4] that the Lebesgue constants for such
sequences are asymptotically bounded inO(k log k) andO(k3 log k) respectively, where k is the number of
points. In this paper, we establish the sharper bound 5k2 log k in the real interval case. We also give sharper
bounds in the complex unit disk case, in particular 2k. Our motivation for producing such sharper bounds is
the use of these sequences in the framework of adaptive sparse polynomial interpolation in high dimension.
c⃝ 2012 Elsevier Inc. All rights reserved.
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1. Introduction
1.1. Polynomial interpolation on nested sequences
Let Ek = {z0, . . . , zk−1} be a set of k pairwise distinct points in a compact set X contained
either in R or C. Any function f ∈ C(X) admits a unique polynomial interpolant of degree k−1
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at these points defined by
ΠEk f (z) :=
k−1
i=0
f (zi )li (z), (1.1)
where
l j (z) =
k−1
i=0
i≠ j
z − zi
z j − zi =
w(z)
w′(z j )(z − z j ) with w(z) =
k−1
i=0
(z − zi ), (1.2)
are the associated Lagrange polynomials. The stability of the interpolation process is quantized
by the Lebesgue constant
ΛEk := max f ∈C(X)−{0}
∥ΠEk f ∥L∞(X)
∥ f ∥L∞(X) = maxz∈X λEk (z), (1.3)
where
λEk (z) :=
k−1
i=0
|li (z)|, (1.4)
is the so-called Lebesgue function. There exists an immense literature dealing with the practical
construction of sets of points such that the Lebesgue constant has moderate growth with k.
In this paper, we are interested in the case where Ek is defined as the k first points of a single
infinite sequence
(zi )i≥0 ∈ XN. (1.5)
Our main motivation for studying such a setting comes from computational challenges in
the context of high dimensional parametric PDEs. The solution u to such PDEs depends on a
parameter vector y = (y1, . . . , yd) in a tensor product domain Xd with d ≫ 1. Typical choices
for X are the real interval [−1, 1] or the complex unit disk U := {|z| ≤ 1}.
Recent results in [7,8,5] have shown the effectiveness of approximating the solution map
y → u(y) to such PDEs by multivariate polynomials in the parametric variables (y1, . . . , yd).
Here, the multivariate polynomial spaces are of the general form
PS = Span{yν = yν11 · · · yνdd : ν = (ν1, . . . , νd) ∈ S}, (1.6)
where S ∈ Nd is an index set that is assumed to satisfy the monotonicity property
ν ∈ S and µi ≤ νi , i = 1, . . . , d ⇒ µ ∈ S. (1.7)
It was shown in [5] that certain adaptively generated sequence of sparse index sets
S1 ⊂ S2 ⊂ · · · ⊂ Nd , (1.8)
with #(Sk) = k allow to break the curse of dimensionality in the sense that the polynomial
approximation error decays with k at a rate that does not deteriorate as d gets large.
One way to construct such polynomial approximations is by interpolation, and it is then crucial
for computational simplicity to have an incremental procedure: the solution u should be evaluated
at only one new point in Xd each time Sk is updated to Sk+1. Such incremental interpolation sets
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can be built based on a single interpolation sequence (zi )i≥0 in X : to any set S having the above
monotonicity property, we associate the interpolation set
ΓS := {zν := (zν1 , . . . , zνd ) : ν ∈ S}. (1.9)
It is not difficult to prove that such a set is unisolvent for PS and thus the corresponding
interpolation operator ΠS is well defined.
Regarding its stability, we show in [6] that the corresponding Lebesgue constant LS is
bounded according to
LS ≤

ν∈S
d
j=1
(Λν j + Λν j−1), (1.10)
where Λk := ΛEk+1 is the corresponding univariate Lebesgue constant for the set Ek+1 ={z0, . . . , zk} and where we have set Λ−1 = 0. The above right-side quantity can be controlled
only by the cardinality of the index set S, regardless of its exact shape and of the dimension d ,
provided that precise information is given on the growth of the univariate Lebesgue constant Λk :
for example, it is shown in [6] that it is bounded by #(S)2 if Λk ≤ k + 1. Let us stress that an
asymptotic bound in O(k) for Λk would not be sufficient to derive such a bound for LS due to
the presence of a possibly large multiplicative constant in front of k: for example if S = {0, 1}d ,
it is immediate that
LS = Λd1 ≥ 2da = #(S)a, a :=
logΛ1
log 2
,
and a might be large. This motivates our search for precise quantitative estimates on the
univariate Lebesgue constants Λk , for sequences (zi )i≥0 built either on the interval [−1, 1] or
the complex unit disk U .
1.2. Leja sequences
Leja sequences on a compact set X are defined by picking an initial point e0 ∈ X and defining
inductively
e j = Argmaxz∈X

j−1
l=0
(z − el)
 . (1.11)
We mean by (1.11) that e j can be any number maximizing the product in the right hand side.
Note that such a sequence is in general not uniquely defined since the above maximum can be
attained at several points. This procedure may be viewed as a greedy selection that mimics the
Fekete points which are defined for a given k as the (z0, . . . , zk−1) maximizing the product
i≠ j |zi − z j | over X k and for which the Lebesgue constant is always smaller than k. We
refer to [9] for a survey on Leja sequences. Note that other methods exist to efficiently compute
approximate Fekete points [2,15], however they do not produce the sections of a single sequence,
which is our primary motivation. Other greedy approaches that do produce sections of a single
sequence have recently been studied in [13].
We denote by E = (e j ) j≥0 a given Leja sequence and by Ek = (e0, . . . , ek−1) the k-Leja
section. For general domains X , there is no theoretical guarantee that Lebesgue constant ΛEk
behaves polynomially. However, in the case of the unit disk U which is of interest to us, recent
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results of Calvi and Phung in [3] have shown that with e0 picked on the boundary ∂U , there exists
a constant C such that
ΛEk ≤ Ck log k, k ≥ 2. (1.12)
Such Leja sequences have a simple geometric structure identified in [1]: when e0 = 1, the section
E2n coincides as a set with the set of the 2n roots of unity, and for a more general e0 ∈ U it
coincides with the set of such roots multiplied by e0.
In addition Calvi and Phung have studied the sequence R = (r j ) j≥0 obtained by projection
of a sequence E with e0 = 1 onto the real interval [−1, 1], taking the real parts of the e j and
eliminating every r j such that ek = e¯ j for some k < j . They prove for the corresponding sections
Rk = (r0, . . . , rk−1) an estimate of the form
ΛRk ≤ Ck3 log k, k ≥ 2. (1.13)
Note that, according to the previous observation, when e0 = 1, then the section R2n+1
coincides as a set with the so-called Gauss–Lobatto or Clenshaw–Curtis points cos(2−nkπ) for
k = 0, . . . , 2n . Also note that the sequence R is not a Leja sequence on [−1, 1].
Motivated by the previous remarks on high dimensional polynomial interpolation, we are
interested in sharper estimates with explicit multiplicative constants. In this paper, we establish
the estimate
ΛRk ≤ 5k2 log k, k ≥ 2, (1.14)
in the case of the real interval, which is asymptotically sharper than (1.13). We also establish the
estimate
ΛEk ≤ 2k, k ≥ 1 (1.15)
in the case of the unit disk, which is slightly sharper (1.12). Our techniques of proof share several
common points with those in [3,4].
The rest of paper is organized as follows. In Section 2, we recall the properties of Leja
sequences on the unit disk identified in [3] and the construction of the so-called simple Leja
sequences. In order to prove (1.15), we start from an upper bound for the particular values k = 2n
for which Ek coincides as a set with the 2n roots of unity, then we establish a new property on
Leja sections on the unit disk and combine the two results in a similar fashion as in [3]. This
leads to a first bound k log k. We then establish recursive estimates for the Lebesgue constants
ΛEk finally leading to the bound 2k. In Section 3, we prove (1.14) using similar techniques as in
the complex case.
Throughout this paper, to any finite set S of numbers, we associate the function
wS(x) :=

s∈S(x − s). (1.16)
Any integer k ≥ 1 can be uniquely expanded according to
k = 2p0 + · · · + 2psk−1 , p0 < · · · < psk−1, (1.17)
where sk is the number of ones in the binary representation of k and the p j ’s are integers. We
emphasize the dependence of p0 in k when needed by sometimes writing p0(k).
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2. Lebesgue constant of the Leja sequences on the unit disk
As in [4], we denote the concatenation of two finite sequences A := (a0, . . . , ar−1) and
B := (b0, . . . , bs−1) by A ∧ B := (a0, . . . , ar−1, b0, . . . , bs−1) and the product of a complex
number ρ with the sequence B by ρB := (ρb0, . . . , ρbs−1).
2.1. Construction of a Leja-sequence
We introduce the notation
UN = {ρ jN }0≤ j≤N−1, ρN = ei2π/N , (2.1)
for the set of the N roots of unity. We first recall a result in [1] giving the particular structure of
Leja sequences on the complex unit disk starting at e0 = 1.
Theorem 2.1. Let k ≥ 1 and Ek be a k-Leja section of a Leja sequence E with e0 = 1. If k = 2n
for some n ≥ 0 then Ek = U2n as sets. If 2n < k < 2n+1, then there exists ρ a 2n-root of −1
and Uk−2n a {k − 2n}-Leja section starting at 1 such that Ek = E2n ∧ ρUk−2n .
Note that in this statement we necessarily have ρ = e2n . Theorem 2.1 was used in [3] to
provide a simple form for the polynomials wEk , k ≥ 1 for any Leja sequence E on the unit disk
with e0 = 1. We use it here also to give a more intuitive form of these polynomials. We suppose
that k ≥ 1 is given by the binary expression (1.17). We claim that
wEk (z) =
sk−1
i=0
(z2
pi + e2pik ). (2.2)
To see this, we use induction on k. First, since e1 = −1, thenwE1(z) = z−1 = z+e1. Assuming
that the result holds up to k − 1 for some k ≥ 1, we denote n = psk−1. If k = 2n , i.e. sk = 1 then
by Theorem 2.1
wEk (z) = wU2n (z) = z2
n − 1 = z2n + e2n2n , (2.3)
because e2n is a 2n-root of −1. If 2n < k < 2n+1, then by Theorem 2.1, Ek = E2n ∧ ρUk−2n ,
hence
wEk (z) = wE2n (z)wρUk−2n (z) = (z2
n − 1)ρk−2nwUk−2n

z
ρ

, (2.4)
where ρ = e2n . The induction assumption applied to the {k − 2n}-Leja section Uk−2n for which
uk−2n = ekρ implies
wUk−2n

z
ρ

=
sk−2
i=0

z
ρ
2pi
+

ek
ρ
2pi 
= 1
ρk−2n
sk−2
i=0
(z2
pi + ek 2pi ) (2.5)
so that (2.2) is proved using the fact that e2
n
k = −1. It can easily checked that (2.2) holds also
when e0 ∈ ∂U and is different from 1. Formula (2.2) shows in particular that
maxz∈U |wEk (z)| = |wEk (ek)| = 2sk (2.6)
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which has also been proved in [3, Lemma 4]. We claim that the converse of the result in
Theorem 2.1 is also true. Although no explicit proof is given for this simple fact, the proof is
very similar to that of [1, Theorem 5].
Lemma 2.2. Let n ≥ 0 and 2n + 1 ≤ k ≤ 2n+1. If E2n = (e j )0≤ j≤2n−1 and Uk−2n =
(u j )0≤ j≤k−2n−1 are respectively a 2n and {k − 2n}-Leja sections starting at 1 and if ρ is a
2n-root of − 1, then Ek = E2n ∧ ρUk−2n is a k-Leja section.
Proof. We use the notation el for all the elements in Ek , i.e. el = ρul−2n , l = 2n, . . . , k− 1. On
the one hand, if 1 ≤ j ≤ 2n − 1, then e j maximizes |wE j | because E2n is a 2n-Leja section. On
the other hand, if j = 2n, . . . , k − 1, then similarly to (2.4),
wE j (z) = (z2
n − 1)ρ j−2nwU j−2n

z
ρ

,
where we have used that E2n coincides as a set with the set of 2n roots of unity. Since u j−2n
is a 2n-root of unity and ρ2
n = −1, then |e2nj − 1| = |(ρu j−2n )2
n − 1| = 2 meaning that e j
maximizes |z2n − 1|. Moreover e j
ρ
= u j−2n maximizes |wU j−2n |, therefore e j maximizes |wE j |,
which completes the proof. 
An immediate application of the previous lemma is that if E2n = (e j )0≤ j≤2n−1 is a 2n-Leja
section starting at 1, then E2n+1 := E2n ∧e
iπ
2n E2n is a 2n+1-Leja section starting at 1. This implies
the following easy construction of a particular Leja sequence,
• Set E0 := (e0 = 1), then E1 = E0 ∧ (−1)E0 = (1,−1).
• Since ei π2 = i , then E2 = E1 ∧ i E1 = (1,−1, i,−i)
• Given En has been constructed, then set E2n+1 = E2n ∧ e
iπ
2n E2n , i.e.
e2n+ j = e iπ2n e j , j = 0, . . . , 2n − 1. (2.7)
By an immediate induction, it is shown in [1] that the e j are given for this construction by
e j = exp

iπ
s
l=0
al2−l

for j =
s
l=0
al2l , al ∈ {0, 1}. (2.8)
2.2. Upper estimate for the Lebesgue constants of the set of roots of unity
The value of the Lebesgue constant corresponding to the set of N -roots of unity UN is given
in [12], namely
ΛUN = λUN

e
iπ
N

= 1
N
N−1
j=0
1sin

2 j+1
2N π

. (2.9)
It is also shown in the same paper that
ΛUN =
2
π
log N +O(1). (2.10)
We give here a short proof for (2.9) and precise an upper bound for the O(1) in (2.10). For that,
we first give the following trigonometric property.
182 M.A. Chkifa / Journal of Approximation Theory 166 (2013) 176–200
Lemma 2.3. Let N ≥ 2 and let s be an N-root of −1, then
|zN + 1|

1
|z − s| +
1
|z − s¯|

≤ 4|1− s| , z ∈ AN , (2.11)
where AN := {eiθ : θ ∈ [0, πN ]}.
Proof. We introduce
VN := {s j := e(2 j+1) iπN , j = 0, . . . , N − 1}, (2.12)
the set of N -root of −1 and V+N := {t ∈ VN : ℑ(t) > 0} where ℑ(t) is the imaginary part of t .
Without loss of generality, we suppose that N is even. We have VN =t∈V+N { t, t¯ }, therefore
zN + 1 =

t∈VN (z − t) =

t∈V+N
(z − t)(z − t¯). (2.13)
Since s and its conjugate s¯ are both in VN and play a symmetric role in (2.11). We may suppose
that s ∈ V+N , in which case, we have
|zN + 1|

1
|z − s| +
1
|z − s¯|

=

|z − s| + |z − s¯|

gs(z) (2.14)
where
gs(z) :=

t∈V+N :t≠s
|z − t | |z − t¯ |. (2.15)
Let z := eiθ ∈ AN with 0 ≤ θ ≤ πN and t := eiφ ∈ V+N . We have
|z − t | = 2
sin

θ − φ
2
 = 2 sin

φ − θ
2

and
|z − t¯ | = 2
sin

θ + φ
2
 = 2 sin

φ + θ
2

,
where we have used the fact that 0 ≤ θ ≤ πN ≤ φ < π to deal with the signs. Therefore
|z − t | + |z − t¯ | = 4 sin

φ
2

cos

θ
2

≤ 4 sin

φ
2

= 2|1− t |,
and
|z − t | |z − t¯ | = 2

cos θ − cosφ

≤ 2

1− cosφ

= 4 sin2 φ
2
= |1− t |2.
This implies in particular that z → |z − s| + |z − s¯| and z → gs(z) are maximals in AN at 1,
which by (2.14) completes the proof for N even. In the case where N is an odd integer, we have
VN = {−1} ∪s∈V+N { t, t¯ }, and the proof is similar up to a separate treatment of s = −1. 
We now can easily prove (2.9). Since the Lebesgue constant is invariant when replacing UN
by ρUN with |ρ| = 1, then ΛUN = ΛVN . Using the definition (1.2) of Lagrange polynomials, we
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deduce
λVN (z) =
1
N
N−1
j=0
|zN + 1|
|z − s j | . (2.16)
This function is sub-harmonic, so that its maximum on the unit disk U is attained on its boundary
∂U . In addition VN is invariant by multiplication with ρN = e 2iπN and by conjugation, hence
λVN (z) = λVN (z¯) = λVN

z
ρN

. (2.17)
It is therefore sufficient to study λVN on the arc AN := {eiθ : θ ∈ [0, πN ]}. We have that
ΛVN = maxz∈AN λVN (z). (2.18)
Let us observe that if N is an even integer, then
λVN (z) =
1
N
N
2 −1
j=0
|zN + 1|

1
|z − s j | +
1
|z − s¯ j |

, z ∈ AN , (2.19)
and if N is an odd integer, then
λVN (z) =
1
N
|zN + 1|
|z + 1| +
1
N
N−1
2 −1
j=0
|zN + 1|

1
|z − s j | +
1
|z − s¯ j |

, z ∈ AN . (2.20)
According to (2.11), the term 1N
|zN+1|
|z+1| and the terms paired in s j and s¯ j are maximal in AN at 1.
This implies that ΛVN = λVN (1). The proof of (2.9) is then complete since
λUN

e
iπ
N

= λVN (1) =
1
N
N−1
j=0
1sin

2 j+1
2N π

. (2.21)
The formulas (2.19) and (2.20) also implies
λVN (1) =
σN
N
+ 1
N

N
2

−1
j=0
4
|1− s j | =
σN
N
+ 2
N

N
2

−1
j=0
1
sin

2 j+1
2N π
 , (2.22)
where σN = 0 if N is even and σN = 1 if N is odd. The function x → 1sin x − 1x is increasing in[0, π2 ], hence
π
N

N
2

−1
j=0

1
sin

(2 j+1)π
2N
 − 1
(2 j+1)π
2N

≤
 π
2
π
2N

1
sin x
− 1
x

dx
≤
 π
2
0

1
sin x
− 1
x

dx = log 4
π
,
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therefore
2
N

N
2

−1
j=0
1
sin

2 j+1
2N π
 ≤ 2
π

log
4
π
+

N
2

−1
j=0
2
2 j + 1

.
It is easily checked that
N
2

−1
j=0
2
2 j + 1 ≤ 2+ log N ,
therefore
ΛUN ≤
2
π
log N + 2
π

log
4
π
+ 2

+ σN
N
, N ≥ 2. (2.23)
2.3. Superlinear estimates
It is easily checked that if F = ( f j ) j≥0 is a Leja sequence on U with f0 ∈ ∂U then
E = (e j := f jf0 ) j≥0 is also a Leja sequence on U with e0 = 1 and ΛFk = ΛEk . We may
thus restrict our analysis to Leja sections that start at 1. Such sections are not uniquely defined,
for example (1,−1, i) and (1,−1,−i) are two 3-Leja sections. However, the following lemma
implies that the Lebesgue constants of all k-Leja sections starting at 1 are the same, and therefore
the Lebesgue constant of any k-Leja section Ek with e0 ∈ ∂U depends only on k.
Lemma 2.4. Let n ≥ 0, k an integer with 2n ≤ k < 2n+1 and Ek := (ek)0≤ j≤k−1 and
Fk := ( fk)0≤ j≤k−1 two k-Leja sections on U with e0 = f0 = 1, then there exists ρ a 2n-root of
unity such that
Ek = ρFk (2.24)
where the above equality is meant as sets.
Proof. We use induction on n. When n = 0 then k = 1 is the only case and the result holds
obviously. We suppose now that n ≥ 0 and that the result holds for any k with 2n ≤ k < 2n+1.
Let k an integer with 2n+1 ≤ k < 2n+2 and Ek and Fk two k-Leja sections with e0 = f0 = 1.
According to Theorem 2.1, there exists ρ1 and ρ2 that are 2n+1-roots of −1, and Uk′ and Vk′ two
k′-Leja sections starting at 1 with k′ = k − 2n+1, such that
Ek = E2n+1 ∧ ρ1Uk′ , Fk = F2n+1 ∧ ρ2Vk′ ,
and E2n+1 = F2n+1 = U2n+1 as sets. By the induction hypothesis, there exists ρ a 2n-root of unity
such that Uk′ = ρVk′ as sets, therefore
ρ1ρ
ρ2
Fk = ρ1ρ
ρ2
F2n+1 ∧
ρ1ρ
ρ2
ρ2Vk′ = ρ1ρ
ρ2
E2n+1 ∧ ρ1Uk′ = E2n+1 ∧ ρ1Uk′ = Ek,
as sets, where we have used the fact that (ρ1ρ
ρ2
)2
n+1 = 1 to obtain ρ1ρ
ρ2
E2n+1 = E2n+1 as sets. 
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For the remainder of this section, we simply denote Λk for the Lebesgue constant of any k-Leja
section Ek with e0 ∈ ∂U . First, since any 2n-Leja section E2n starting at 1 coincides as a set with
U2n , then by (2.23)
Λ2n ≤ 2
π

9
4
+ log 2n

. (2.25)
For more general values of k, we have the following estimate.
Theorem 2.5. For any k ≥ 1, we have
Λk ≤ k
2p0(k)
2
π

9
4
+ log 2n

, (2.26)
with n = psk−1 i.e. 2n ≤ k < 2n+1 and where p0(k) is the largest integer p such that 2p
divide k.
The proof of Theorem 2.5 can be obtained with the same arguments used in [3]. Here, we
exploit a symmetry property of Leja sections, given by Lemma 2.6 to provide a new proof. This
property is also helpful for the analysis of the Lebesgue constants on the real interval addressed
in Section 3. For a sequence Zk = (z j )0≤ j≤k−1 of points on U , we introduce the notation
B(Zk) = (zk−1− j )0≤ j≤k−1 to denote the sequence of points of Zk with backward indexing.
Lemma 2.6. For any n ≥ 0 and any 2n-Leja section E2n = (e j )0≤ j≤2n−1 with e0 ∈ ∂U ,B(E2n )
is also a 2n-Leja section on U .
Proof. We use induction on n. If n = 0, then E2n = (e0) and there is nothing to prove.
Let n ≥ 0 and we assume that for any 2n-Leja section E2n = (e j )0≤ j≤2n−1 with e0 ∈
∂U ,B(E2n ) is also a 2n-Leja section. Now let E2n+1 = (e j )0≤ j≤2n+1−1 a 2n+1-Leja section
with e0 ∈ ∂U . We introduce the sequences E2n = (e j )0≤ j≤2n−1 and F2n = (e j )2n≤ j≤2n+1−1,
then E2n+1 = E2n ∧ F2n so that B(E2n+1) = B(F2n ) ∧ B(E2n ). E2n is by construction a 2n-
Leja section with e0 ∈ ∂U . Moreover, by Theorem 2.1, F2n is also a 2n-Leja section and
e2n ∈ ∂U . Consequently, the induction assumption implies that B(F2n ) and B(E2n ) are both
2n-Leja sections. We only need to prove that their concatenation is a 2n+1-Leja section, which is
equivalent to say that ek maximizes |wSk (z)| over the disk, with Sk := {ek+1, ek+2, . . . , e2n+1−1},
for all k = 0, . . . , 2n+1 − 1.
If k = 2n, . . . , 2n+1 − 1, then ek indeed maximizes |wSk (z)| because B(F2n ) is a 2n-Leja
section. Since E2n and E2n+1 coincide as sets respectively with U2n and U2n+1 , then F2n coincides
with the set of 2n-roots of −1, so that for k = 0, . . . , 2n − 1,
wSk (z) =
2n−1
j=k+1
(z − e j )
2n+1−1
j=2n
(z − e j ) =

2n−1
j=k+1
(z − e j )

(z2
n + 1).
Since ek ∈ E2n = U2n , then |e2nk + 1| = 2, meaning that ek maximizes |z2
n + 1|. Also, since
B(E2n ) is a 2n-Leja section, ek maximizes
2n−1
j=k+1 |z−e j |, hence, ek maximizes |wSk (z)| which
completes the proof. 
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Proof of Theorem 2.5. We start by the observation from [3] that given A := (a0, . . . , ar−1)
and B := (b0, . . . , bs−1) two sequences of pairwise distinct points in X such that
A ∩ B = ∅ and La0, . . . , Lar−1 and Lb0, . . . , Lbs−1 the associated Lagrange polynomials,
then the Lagrange polynomials P0, . . . , Pr−1, Q0, . . . , Qs−1 associated with A ∧ B =
(a0, . . . , ar−1, b0, . . . , bs−1), are given by
Pj (z) = Laj (z)
wB(z)
wB(a j )
, j = 0, . . . , r − 1, and
Q j (z) = Lbj (z)
wA(z)
wA(b j )
, j = 0, . . . , s − 1.
(2.27)
Consequently
ΛA∧B ≤ ΛA MB,A + ΛB MA,B, (2.28)
where MA,B := sup z∈X
b∈B
|wA(z)||wA(b)| and MB,A is defined similarly. Now let k ≥ 1 and n = psk−1. We
have 2n ≤ k < 2n+1. The bound in (2.25) coincides with the bound in (2.26) when k = 2n . We
suppose then that 2n < k < 2n+1. Let Ek be a k-Leja section with e0 = 1, then by Theorem 2.1,
Ek = E2n ∧Uk′ and
Uk′ := (u j := e j+2n )0≤ j≤k′−1 (2.29)
is also a k′-Leja section, with k′ = k − 2n . Therefore (2.28) implies
Λk ≤ Λ2n Mk + Λk′ Nk (2.30)
with
Mk = sup z∈U
j=0,...,2n−1
|wUk′ (z)|
|wUk′ (e j )|
and Nk = sup z∈U
j=0,...,k′−1
|wE2n (z)|
|wE2n (ui )|
. (2.31)
Since wE2n (z) = wU2n (z) = z2
n − 1, and every u j is a 2n-root of −1, then Nk = 1. In [3], it is
established using trigonometric arguments that Mk ≤ 2n . Inspection of the proof therein reveals
however the sharper bound 2n−p0(k). Here, we use Lemma 2.6 to give a simpler justification. We
first complete Uk′ to obtain U2n a 2n-Leja section that coincides as a set with the 2n-roots of −1.
We write U2n = Uk′ ∧ Vk′ . We have then for z ∈ U and j = 0, . . . , 2n − 1
|wUk′ (z)|
|wUk′ (e j )|
= |wUk′ (z)| |wVk′ (e j )||wU2n (e j )|
= |wUk′ (z)| |wB(Vk′ )(e j )||(e j )2n + 1| ≤
2sk′2s2n−k′
2
(2.32)
where we have used that the e j ’s are 2n-roots of unity and the formula (2.6) applied with the
Leja sections Uk′ and B(Vk′). Here B(Vk′) is a {2n − k′}-Leja section because B(U2n ) is a 2n-
Leja section according to Lemma 2.6. Now we claim that
sm + s2n−m = n + 1− p0(m), n ≥ 0, 1 ≤ m ≤ 2n, (2.33)
with the convention s0 = 0. This result is immediate when m = 2n because s2n = 1 and
p0(2n) = n. To prove it for any n and m, we use induction on n. The case n = 0 is obvious. For
1 ≤ m ≤ 2n+1 − 1, we observe that
s2n+1−m = 1+ s2n−m when m < 2n,
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so that the induction hypothesis implies (2.33) with m and n + 1 in this case. If 2n < m ≤
2n+1 − 1, then l = 2n+1 − m satisfies p0(l) = p0(m) and 1 ≤ l < 2n so that the induction
hypothesis implies (2.33) with l and n + 1, that is also (2.33) with m and n + 1.
The application in (2.32) of (2.33) with k′ and n and the identity p0(k) = p0(k′+2n) = p0(k′)
imply that Mk ≤ 2n−p0(k). Combining this estimate for Mk and the value Nk = 1, we use (2.30)
to imply
Λk ≤ 2
nΛ2n
2p0(k)
+ Λk′ , (2.34)
so that an induction on k =sk−1j=0 2p j yields
Λk ≤ 1
2p0(k)
sk−1
j=0
2p jΛ2p j ≤
k
2p0(k)
Λ2n , (2.35)
which completes the proof. 
2.4. Linear estimates
The bound (2.26) is asymptotically sharp for certain values of k, for instance k = 2n since it
then gives Λk ≤ 2π

9
4 + log k

, and we know from [12] that Λk = 2π log k + O(1). However,
numerical evidence shows that (2.26) is a pessimistic bound. For example if k is an odd integer,
(2.26) only gives Λk . k log k while numerical computations indicate that Λk ≤ k. In [3] it is
conjectured thatΛk ≤ k. In the following, we show thatΛk ≤ 2k, and therefore that the Lebesgue
constant grows at worse linearly. We begin first by some additional relations that are valid for all
Leja sequences on any real or complex domain X .
Theorem 2.7. Let E be a Leja sequence on X. For any k ≥ 1, one has for any z ∈ X
λEk+1(z) ≤ λEk (z)+

λEk (ek)+ 1

. (2.36)
In particular ΛEk+1 ≤ 2ΛEk + 1. Moreover
λEk (z) ≤ λEk+1(z)+

λEk (ek)− 1

. (2.37)
Proof. We fix k ≥ 1 and denote by l0, . . . , lk−1 the Lagrange polynomials associated with the
section Ek and by L0, . . . , Lk the Lagrange polynomials associated with the section Ek+1. We
have by Lagrange interpolation formula, for j = 0, . . . , k − 1
l j (z) =
k
i=0
l j (ei )L i (z) = L j (z)+ l j (ek)Lk(z)
hence
|l j (z)| ≤ |L j (z)| + |l j (ek)| |Lk(z)| and |L j (z)| ≤ |l j (z)| + |l j (ek)| |Lk(z)|.
The summation over all j ∈ {0, . . . , k − 1} implies
λEk (z) ≤ λEk+1(z)+

λEk (ek)− 1

|Lk(z)|, (2.38)
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and
λEk+1(z) ≤ λEk (z)+

λEk (ek)+ 1

|Lk(z)|. (2.39)
We observe that
Lk(z) = wEk (z)
wEk (ek)
, z ∈ X,
hence by the Leja definition (1.11), |Lk(z)| ≤ 1 for any z ∈ X and (2.36) follows from (2.39).
Moreover, since λEk (ek) ≥ 1 because the Lebesgue function is always greater than one, then
(2.37) follows from (2.38). 
We now return to Leja sequences on the unit disk U with e0 ∈ ∂U . The particular structure of
such sequences implies additional relations between the Lebesgue constants Λk .
Theorem 2.8. One has for any k ≥ 1 and n ≥ 0,
Λ2nk ≤ Λ2nΛk . (2.40)
In particular Λ2k ≤
√
2Λk .
Proof. Let E := (e j ) j≥0 be a Leja sequence on U with e0 ∈ ∂U . We observe that E2 := (e22 j ) j≥0
is also a Leja sequence on U with e20 ∈ ∂U . Indeed, by the structure of E , we have e2 j+1 = −e2 j
for any j ≥ 0, therefore for k ≥ 1k−1
j=0
(z2 − e22 j )
 =
k−1
j=0
(z − e2 j )(z + e2 j )
 =
2k−1
j=0
(z − e j )
 ,
is maximal at z = e2k , so that |k−1j=0(z − e22 j )| is maximal on e22k . By an immediate induction
on n ≥ 0, we see that E2n :=

(e2n j )2
n

j≥0 is a Leja sequence on U with e
2n
0 ∈ ∂U .
Now let n ≥ 1 and k ≥ 1 be fixed. We denote by l0, . . . , l2nk−1 the Lagrange polynomials
associated with the section E2nk and by L0, . . . , Lk−1 the Lagrange polynomials associated with
the section E2
n
k of the first k elements of E
2n . For a fixed i ∈ {0, . . . , k − 1}, we introduce
Qi0, . . . , Q
i
2n−1 the Lagrange polynomials associated with Fi := (e2n i+q)0≤q≤2n−1. By the
structure of Leja sequences on U expressed in Theorem 2.1, we have that Fi is a 2n-Leja section
on U for any i ∈ {0, . . . , k − 1}, therefore
Fi = e2n i U2n (2.41)
as a set. Consequently, for any j ∈ {0, . . . , k − 1} and p ∈ {0, . . . , 2n − 1},
l2n j+p(z) = Q jp(z)
k−1
i=0
i≠ j
2n−1
q=0
z − e2n i+q
e2n j+p − e2n i+q
= Q jp(z)
k−1
i=0
i≠ j
z2
n − (e2n i )2n
(e2n j )2
n − (e2n i )2n
= Q jp(z)L j (z2n ),
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where we have used (2.41) in the second line. Therefore
λE2n k (z) =
k−1
j=0
λF j (z)|L j (z2
n
)|, (2.42)
and for all z ∈ U ,
λE2n k (z) ≤
k−1
j=0
ΛF j |L j (z2
n
)| = Λ2nλE2nk (z
2n ) ≤ Λ2nΛk, (2.43)
where we have used ΛF j = Λ2n as the F j are all 2n-Leja sections and ΛE2nk = Λk as E
2n
k
is a k-Leja section. This completes the proof of (2.40) and the value Λ2 =
√
2 implies that
Λ2k ≤
√
2Λk . 
The result that follows is valid for all Leja sequences on the unit disk with e0 ∈ ∂U . For the
sake of clarity, we only use the simple Leja sequence defined in (2.8) and that we denote also by
E for the remainder of this section.
Lemma 2.9. For any k ≥ 1, we have
λEk (ek) ≤ k. (2.44)
Proof. First, let us observe that by the definition (2.8) of the simple Leja sequence E , we have
(e2 j )2 = e j , j ≥ 0, thus E2 = E and E2n = E where E2n , n ≥ 1, are the sequences introduced
in the proof of Theorem 2.8. Consequently, if k = 2nk1 with k1 an odd integer, then by (2.43)
λEk (ek) ≤ Λ2nλE2nk1 (e
2n
k ) = Λ2nλEk1 (ek1) ≤ 2nλEk1 (ek1), (2.45)
where we have used Λ2n ≤ 2n and (2.8) to obtain e2nk = ek1 . The inequality (2.45) shows that it is
sufficient to prove (2.44) for k odd which we now assume. We write k = 2N + 1 with N ≥ 1 an
integer. Let l0, . . . , l2N be the Lagrange polynomials associated with Ek and let L0, . . . , L N−1
be the Lagrange polynomials associated with EN . For j = 0, . . . , N − 1, we have
l2 j (z) = z − e2 j+1e2 j − e2 j+1
z − e2N
e2 j − e2N
N−1
i=0
i≠ j
z − e2i
e2 j − e2i
z − e2i+1
e2 j − e2i+1 . (2.46)
Since for any Leja sequence e2 j+1 = −e2 j , and in addition for the simple Leja sequence E we
have e22 j = e j , then
l2 j (z) = z + e2 j2e2 j
z + e2N+1
e2 j + e2N+1
N−1
i=0
i≠ j
z2 − ei
e j − ei =
z + e2 j
2e2 j
z + e2N+1
e2 j + e2N+1 L j (z
2),
which implies in particular
|l2 j (e2N+1)| = |L j (e22N+1)| = |L j (e22N )| = |L j (eN )|. (2.47)
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We can prove similarly that
|l2 j+1(e2N+1)| = |L j (eN )| (2.48)
and
|l2N (e2N+1)| =
N−1
i=0
 (e2N+1)2 − eieN − ei
 = 1. (2.49)
The combination the three previous equalities gives
λEk (ek) = 1+ 2λEN (eN ), (2.50)
so that an induction on k completes the proof. Let us observe also that this recursion yields
ΛEk (ek) = k for the values k = 2n − 1, n ≥ 0. This result was proved in [3, Theorem 9]. 
We are now in a position to prove the following result.
Theorem 2.10. For any k ≥ 1, we have
ΛEk ≤ 2k. (2.51)
Proof. We use induction on k. The result is true for k = 1, 2, 3, since direct computation shows
that Λk ≤ k ≤ 2k for these values. Now we suppose the bound (2.51) holds for any j < 4k, then
using the inequalities Λk+1 ≤ 2Λk + 1 and Λ2k ≤
√
2Λk proved in Theorems 2.7 and 2.8, we
obtain
Λ4k ≤ 2Λk ≤ 4k ≤ 8k, (2.52)
Λ4k+1 ≤ 2Λ4k + 1 ≤ 4Λk + 1 ≤ 8k + 1 ≤ 2(4k + 1), (2.53)
and
Λ4k+2 ≤
√
2Λ2k+1 ≤
√
2(2Λ2k + 1) ≤ 4Λk +
√
2 ≤ 8k + 4 = 2(4k + 2). (2.54)
In addition using (2.37) and (2.44), we deduce
Λ4k+3 ≤ Λ4k+4 + 4k + 2 ≤ 2Λk+1 + 4k + 2 ≤ 4(k + 1)+ 4k + 2 = 2(4k + 3). (2.55)
Therefore (2.51) holds for any j < 4(k + 1) which completes the proof. 
The result (2.51) implies obviously Λk ≤ 2k since the Lebesgue constant of k-Leja sections
on the unit disk depends only on k. As stated earlier, it is conjectured in [3] that Λk ≤ k and it
is proved that Λk = k for values k = 2n − 1, n ≥ 0. We observe that an induction assumption
Λ j ≤ j, j < 4k would have implied Λ j ≤ j for the values j = 4k, 4k + 1, 4k + 2 by the
same arguments of the previous proof but not for j = 4k + 3. Numerical computations shows
that ΛEk = λEk (ek) for values k = 1, . . . , 129. This is always true for values k = 2n, n ≥ 0
according to (2.9) and k = 2n − 1, n ≥ 0 according to [3, Theorems 8 and 9]. We conjecture that
for any Leja sequence E with e0 ∈ ∂U , we have ΛEk = λEk (ek). This implies obviously Λk ≤ k
for any value of k.
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3. Lebesgue constant of the projection on [−1, 1] of Leja sequences on the unit disk
In this section, we address the growth of Lebesgue constants of the projection on the real
interval X := [−1, 1] of Leja sequence on U starting at e0 = 1. We consider a Leja sequence
E = (e j ) j≥0 on the unit disk with e0 = 1 and project it onto the real interval [−1, 1] and denote
by R = (r j ) j≥0 the sequence obtained. We make sure that no point is repeated on R simply by
not projecting the e j such that e j = e¯k for some k < j . Such sequence R is called an ℜ-Leja
sequence in [4]. The elimination process can be avoided using the rule
R = (−1, 1) ∧
∞
j=1
ℜ

E2 j ,2 j+2 j−1−1

, (3.1)
proved in [4, Theorem 2.4]. Here we have used the notation
El,m := (el , . . . , em), (3.2)
for a sequence E and m ≥ l, andℜ(S) for the sequence of the real parts element-wise of S. Since
E ⊂ ∂U , we may write
R = (rk = cosφk)k≥0. (3.3)
Obviously, the values φ0 = 0 and φ1 = π are valid for any R-Leja sequence. The rule (3.1),
combined with a cardinality argument, implies that the sections R2n+1, n ≥ 0 of the first 2n + 1
elements in R are given by
R2n+1 = (−1, 1) ∧
n
j=1
ℜ

E2 j ,2 j+2 j−1−1

. (3.4)
It also implies that for n ≥ 0 and k such that 2n + 1 ≤ k < 2n+1 + 1, rk is explicitly given by
rk = ℜ(e2n+k−1), (3.5)
which is also equivalent to choosing
φk = arg(e2n+k−1). (3.6)
In the particular case where E is the simple Leja sequence given in (2.8), then the corresponding
ℜ-Leja sequence R is given by r0 = 1, r1 = −1 and for k ≥ 1 with the binary expansion
k = 2n +n−1j=0 a j 2 j ,
rk+1 = ℜ(e2n+k) = cos

π
2n+1
+ π
n−1
j=0
a j 2− j

. (3.7)
We observe that in this case (φk)k≥0 can be defined recursively by φ0 = 0, φ1 = π, φ2 = π2 and
φ2k+1 = φk+12 , φ2k+2 = φ2k+1 + π, k ≥ 1. (3.8)
This recursion provide a very simple process to construct an ℜ-Leja sequence. As stated in
Theorem 2.1, given E a Leja sequence with e0 = 1, the section E2n+1 coincides with the set
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U2n+1 of the 2n+1-roots of unity. Projecting this section onto [−1, 1], the Gauss–Lobatto points
vnj := cos( jπ2n ), j = 0, . . . , 2n are obtained. That is, as a set,
R2n+1 =

vnj : j = 0, . . . , 2n

. (3.9)
In particular the corresponding Lebesgue constant is known to satisfy
ΛR2n+1 ≤ 1+
2
π
log(2n). (3.10)
See [11, Formulas 5 and 13]. For more general value of k, we have the following estimate.
Theorem 3.1. Let R be an ℜ-Leja sequence, n ≥ 0 and k an integer such that 2n + 1 < k <
2n+1 + 1, then the Lebesgue constant corresponding to the section Rk is bounded by
ΛRk ≤ 4n−p0(k
′)

5+ 8
π
log 2n

(3.11)
where k′ = k − (2n + 1).
Let us observe that for any c such that 8
π
< c, we have 5 + 8
π
t ≤ ct for t large enough and
therefore the bound (3.11) implies
ΛRk ≤ ck2 log k, (3.12)
for k large enough. For example, with c = 5, we find that
ΛRk ≤ 5k2 log k (3.13)
for k ≥ 9. The bound (3.13) can be checked for any k − ℜ-Leja section with 2 ≤ k ≤ 8. See
Fig. 3.1 for an example.
Proof of Theorem 3.1. The section Rk := (r0, . . . , rk−1) can be expressed as
Rk = R2n+1 ∧ R2n+1,k−1. (3.14)
To lighten the notation, we introduce the shorthands
Sk = R2n+1,k−1 and Tk := Rk,2n+1 , (3.15)
which are also used in Sections 3.1 and 3.2. We thus have
Rk = R2n+1 ∧ Sk and Rk ∧ Tk = R2n+1+1. (3.16)
Our strategy for bounding ΛRk is similar to the complex case, yet with a slight difference. If
l0, . . . , lk−1 are the Lagrange polynomial associated to Rk , then by a similar reasoning as the one
leading to (2.28), we obtain
ΛRk ≤ NkΛR2n+1 + Λn,k (3.17)
where
Nk := max x∈[−1,1]
v∈R2n+1
|wSk (x)|
|wSk (v)|
and Λn,k := maxx∈[−1,1]

k−1
j=2n+1
|l j (x)|

.
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We first address in Section 3.1 the problem of bounding Nk . We prove that
Nk ≤ 4
n+1−p0(k′)
2
. (3.18)
We then address in Section 3.2 the problem of bounding Λn,k and prove that
Λn,k ≤ 4
n+1−p0(k′)
2

3
2
+ 2
π
log(2n)

. (3.19)
These two bounds and the bound (3.10) inserted in (3.17) imply the claimed result (3.11). 
3.1. A bound on Nk
The bound Nk ≤ 4n+1 is established in [4]. Inspection of the proof therein however reveals
the sharper bound 4n+1−p0(k′). For convenience, we give the proof of our bound (3.18), where
we use the additional symmetry property given in Lemma 2.6. In addition, we give a simple
expression for the polynomials wSk that we also use in Section 3.2. For that purpose, we first
recall the elementary result given in [14, Formula (5.5)].
Lemma 3.2. Let u = eiθ be a complex number and U2m = {ρ j2m }0≤ j≤2m−1 be the set of 2m-roots
of unity defined in (2.1), then for x = cos(φ) ∈ [−1, 1],
wℜ(uU2m )(x) =
2m−1
j=0

cosφ − cos

θ + 2 j
2m
π

= 1
22m−1

cos(2mφ)− cos(2mθ)

. (3.20)
Now let k ≥ 1 with binary representation k = 2p0 + · · · + 2psk−1 and let Ek be a k-Leja section
on the unit disk U with e0 ∈ ∂U . Using (2.2), we see that as a set
Ek =
sk−1
j=0

e
iπ
2
p j ek

U2p j =
sk−1
j=0
exp

i

θk + π2p j

U2p j , (3.21)
with θk := arg(ek), i.e. ek = eiθk . The previous lemma implies that
wℜ(Ek )(cosφ) =
1
2k−sk
sk−1
j=0

cos(2p jφ)+ cos(2p j θk)

. (3.22)
In particular, we have the following corollary.
Corollary 3.3. Assume that n, k and k′ are defined as in Theorem 3.1. Let l ′ = 2n − k′ and the
binary representation of k′ and l ′ be given by
k′ =
sk′−1
j=0
2p j and l ′ =
sl′−1
j=0
2q j ,
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then
wSk (cosφ) =
1
2k′−sk′
sk′−1
j=0

cos(2p jφ)+ cos(2p jφk)

, (3.23)
and
wTk (cosφ) =
1
2l ′−sl′
sl′−1
j=0

cos(2q jφ)+ cos(2q jφk−1)

, (3.24)
where Tk and Sk are defined by (3.15) and φk and φk−1 are such that rk = cos(φk) and
rk−1 = cos(φk−1).
Proof. Using the rules (3.1) and (3.4) and a cardinality argument, we find that
Sk = ℜ

E2n+1,2n+k−2

and Tk = ℜ

E2n+k−1,2n+1+2n−1

. (3.25)
By the particular structure of Leja sequences expressed in Theorem 2.1, we have that
E2n+1,2n+1+2n−1 is a 2n-Leja section, therefore E2n+1,2n+k−2 is a k′-Leja section, which implies
(3.23) with φk = arg(ek+2n−1). By Lemma 2.6, the backward sequence B(E2n+1,2n+1+2n−1) is a
also 2n-Leja section, therefore B(E2n+k−1,2n+1+2n−1) is a l ′-Leja section, which implies (3.23)
with φk−1 = arg(ek+2n−2). The proof is complete since according to (3.6), rk = cos(φk) and
rk−1 = cos(φk−1). 
The identities (3.23) and (3.24) imply in particular that
|wSk (x)| ≤ δk′ and |wTk (x)| ≤ δl ′ , x ∈ [−1, 1] (3.26)
where δm = 4sm2m . We have that Sk ∧ Tk = R2n+1,2n+1 and by (3.9),
R2n+1,2n+1 = R2n+1+1 \ R2n+1 =

cos

2 j + 1
2n+1
π

: j = 0, . . . , 2n − 1

, (3.27)
is the set of roots of Chebyshev polynomial of the first kind of degree 2n , therefore
wSk (cosφ)wTk (cosφ) =
1
22n−1
cos(2nφ). (3.28)
Consequently, for x ∈ [−1, 1] and vnj = cos( jπ2n ), j = 0, . . . , 2n , we have
|wSk (x)|
|wSk (vnj )|
= |wSk (x)| |wTk (v
n
j )|
|wSk (vnj )| |wTk (vnj )|
≤ 22n−1 4
sk′
2k′
4sl′
2l ′
= 4
n+1−p0(k′)
2
,
where we have used | cos(2n j2n π)| = 1 and the identities k′+l ′ = 2n and sk′+sl ′ = n+1−p0(k′).
We thus have proved that
Nk ≤ 4
n+1−p0(k′)
2
. (3.29)
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3.2. A bound on Λn,k
We introduce the notation wn := wR2n+1 . One way to bound Λn,k is by
Λn,k ≤ ΛSk max x∈[−1,1]
s∈Sk
|wn(x)|
|wn(s)| . (3.30)
This approach has been used in [4] and gave a bound O(23n log 2n). In the present section, we
present a different approach that allows us to reach the sharper bound (3.19). The Lagrange
polynomials l2n+1, . . . , lk−1 can be expressed as
l j (x) = wn(x)
wn(r j )
wSk (x)
w′Sk (r j )(x − r j )
, j = 2n + 1, . . . , k − 1. (3.31)
Since R2n+1+1 = Rk ∧ Tk = R2n+1 ∧ Sk ∧ Tk , then wn+1(x) = wn(x)wSk (x)wTk (x) and
w′n+1(r j ) = wn(r j )w′Sk (r j )wTk (r j ), j = 2n + 1, . . . , k − 1.
This implies in particular that
l j (x) = wn(x)wTk (r j )
w′n+1(r j )
wSk (x)
x − r j . (3.32)
In order to simplify the expressions of these polynomials l j , we use the formula of wn and
its derivative. Since R2n+1 coincides as a set with the Gauss–Lobatto points, also called the
Chebyshev–Lobatto points, then
wn(cosφ) = − 1
22n−1
sinφ sin(2nφ), φ ∈ R. (3.33)
See [4, Formula (3.4)]. The derivation with respect to φ of the two sides in the previous equality
implies
w′n

cos

jπ
2n

= (−1) j 2
n
22n−1
, j = 1, . . . , 2n − 1. (3.34)
Now, since for j = 2n + 1, . . . , k − 1, r j = cos(φ j ) belongs to R2n+1 and is different from 1
and −1, then φ j = Jπ2n+1 mod (2π) for some J = 1, . . . , 2n+1 − 1. By the previous lemma, this
implies |w′n+1(r j )| = 2
n+1
22n+1−1
. Inserting this result and (3.33) into the expression of l j given by
(3.32), we deduce
|l j (cosφ)| ≤ 2
2n+1−1
2n+1
δl ′
22n−1
|wSk (cosφ) sinφ|
| cosφ − cosφ j | (3.35)
where δl ′ := 4
sl′
2l′ is the bound of wTk that we proved in (3.26). Since δl
′δk′ = 4n+1−p0(k
′)
22n
, then the
previous inequality implies
|l j (cosφ)| ≤ 4
n+1−p0(k′)
2
|wSk (cosφ)|
2n+1δk′
|2 sinφ|
| cosφ − cosφ j | , (3.36)
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and consequently
Λn,k ≤ 4
n+1−p0(k′)
2
maxφ∈R

|hSk (φ)|
2n+1
k−1
j=2n+1
|2 sinφ|
| cosφ − cosφ j |

, (3.37)
where hSk (φ) := wSk (cosφ)δk′ . According to (3.26), we have that hSk is bounded by 1. Moreover h
′
Sk
is bounded by k
′
2 . Indeed, the differentiation of each factor (cos(2
p jφ) + cos(2p jφk)) in (3.23)
gives −2p j sin(2p jφ), which leads to
|h′Sk (φ)| ≤
1
δk′
1
2k′−sk′
sk′−1
j=0
2p j 2sk′−1 = k
′
2
.
We use these estimates on hSk and its derivative to obtain the claimed bound (3.19) on Λn,k . In
view of (3.37), this bound follows from the next lemma. The proof of this lemma uses the same
lines of proof of [10, Theorem 2.4] where the asymptotic behavior of the Lebesbgues constant of
Chebyshev points is studied.
Lemma 3.4. The function defined on R by
H : φ → |hSk (φ)|
2n+1
k−1
j=2n+1
|2 sinφ|
| cosφ − cosφ j |
is bounded by

3
2 + 2π log 2n

.
Proof. We introduce the set of angles Ψn :=

ψ j := 2 j+12n+1 π, j = 0, . . . , 2n − 1

and propose
to study the function H on each interval [ψl − π2n+1 , ψl + π2n+1 ]. For j = 2n + 1, . . . , k− 1, r j =
cos(φ j ) belongs to R2n+1+1 \ R2n+1, therefore according to (3.27), the angle φ j belongs to Ψn .
We distinguish two cases: the case when l is such that ψl = φ j for some j = 2n + 1, . . . , k − 1
and the opposite. We recall that
2| sinφ|
| cosφ − cosφ j | =
cot

φ − φ j
2

+ cot

φ + φ j
2

≤
cot

φ − φ j
2
+
cot

φ + φ j
2
 .
• If ψl is different from all the φ j , j = 2n + 1, . . . , k − 1, then by maxφ∈R |hSk (φ)| ≤ 1, we
have
H(φ) ≤ 1
2n+1

ψ∈Ψn
ψ≠ψl
|2 sinφ|
| cosφ − cosψ |
≤ 1
2n+1
2n−1
j=0
j≠l
cot

φ − ψ j
2
+
cot

φ + ψ j
2


.
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Since φ+ψ j2 =
φ−ψ2n+1− j−1
2 + π , and as j varies in {0, . . . , 2n − 1}, 2n+1 − j − 1 varies in
{2n, . . . , 2n+1 − 1}, then
H(φ) ≤ 1
2n+1
2n+1−1
j=0
j≠l
cotφ − ψ j2
 .
• If ψl is equal to some φ j with j = 2n + 1, . . . , k − 1, then
H(φ) ≤ |hSk (φ)|
2n+1
cot

φ − ψl
2
+ |hSk (φ)|2n+1
cot

φ + ψl
2

+ |hSk (φ)|
2n+1
2n+1−1
j=0
j≠l
cot

φ − ψ j
2
+
cot

φ + ψ j
2


.
By the mean value theorem and the inequality |u cot u| ≤ 1 for |u| ≤ π2 , we deduce
|hSk (φ)|
cot

φ − ψl
2
 = |hSk (φ)− hSk (ψl)||φ − ψl | |φ − ψl |
cot

φ − ψl
2

≤ 2 maxφ∈R |h′Sk (φ)| ≤ k′.
With the same change in indexing as the previous case, we deduce
H(φ) ≤ k
′
2n+1
+ 1
2n+1
2n+1−1
j=0
j≠l
cot

φ − ψ j
2
 . (3.38)
Since k′ ≤ 2n , then in both cases H(φ) ≤ 12 + Γn,l(φ), where Γn,l(φ) :=
1
2n+1
2n+1−1
j=0
j≠l
cot

φ−ψ j
2
. We only need to study Γn,l on [ψl − π2n+1 , ψl + π2n+1 ] to complete
the proof. It is convenient to write Γn,l(φ) = βn,l(φ − π2n+1 ) where
βn,l(θ) := 1
2n+1
2n+1−1
j=0
j≠l
cot

θ − θ j
2
 , θ j = jπ2n , (3.39)
and study βn,l in Il := [θl − π2n+1 , θl + π2n+1 ]. It is easily checked that βn,l(θ) = βn,l−1(θ − π2n ).
Since θ − π2n ∈ Il−1, it is sufficient to study one of the functions βn,l on Il for one particular
value of l. We choose l = 0, and remark that
βn,0(θ) = 1
2n+1
2n
j=−(2n−1)
j≠0
cot

θ − θ j
2
 = 12n+1
2n
j=−(2n−1)
j≠0
cot

|θ − θ j |
2

. (3.40)
We use the notation N = 2n . Since θ ∈ [− π
2n+1 ,
π
2n+1 ], then we have
−2 j + 1
4N
π ≤ θ − θ j
2
≤ −2 j − 1
4N
π,
therefore, the monotonicity of the cotangent function on [0, π2 ] implies,
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• cot

|θ−θ j |
2

≤ cot

|2 j+1|
4N π

for j = −(N − 1), . . . ,−1.
• cot

|θ−θ j |
2

≤ cot

|2 j−1|
4N π

for j = 1, . . . , N .
Consequently
βn,0(θ) ≤ 12N
−1
j=−(N−1)
cot

|2 j + 1|
4N
π

+ 1
2N
N
j=1
cot

|2 j − 1|
4N
π

≤ 1
N
N
j=1
cot

2 j − 1
4N
π

= 1
N
N−1
j=0
cot

2 j + 1
4N
π

,
where we have used the change of index j → − j in the first sum and that |2 j − 1| = 2 j − 1 for
j = 1, . . . , N . Using the bound [11, Formula (13)], for the last quantity, we deduce
βn,0(θ) ≤ 1+ 2
π
log N ,
which implies H(φ) ≤ 32 + 2π log 2n . This complete the proof of (3.19) and therefore the proof
of Theorem 3.1. 
3.3. Numerical illustration
We have computed numerically the Lebesgue constants Λk of the Leja sections on the unit
disk and the Lebesgue constants ΛRk with R is the ℜ-Leja sequence given by (3.7), up to the
value k = 129. Fig. 3.1 display their behavior with respect to k.
In the complex case, we notice the regular patterns in the graph of k → Λk , which reveal the
particular role of divisibility by powers of 2 in k. This role also appears in the estimate (2.26),
due to the presence of 2pk in the denominator. The worst values of Λk appear for the values
k = 2n − 1 for which it was proved in [3] that Λk = k. The conjecture Λk ≤ k seems reasonable
in view of this graph.
In the real case, the patterns are also present yet less noticeable. One can also see that ΛRk ≥ k
for certain values of k. However, the graph does not give any clear intuition on the best asymptotic
estimate that should be expected.
We may think of other sequences of points in [−1, 1] for which the Lebesgue constant
could behave better than for the sequence R. As an example, we have numerically computed,
for k = 1, . . . , 129, the Lebesgue constants when using the k-sections of the two following
sequences:
• The standard Leja sequence L on [−1, 1] with starting point r0 = 1, which is iteratively built
by taking
r j ∈ Argmaxx∈[−1,1]
j−1
l=0
|x − rl |. (3.41)
The computation of this sequence becomes intensive for larger values of k.
• The sequence M on [−1, 1] with starting point r0 = 1, which is iteratively built by
maximization of the Lebesgue function of its sections according to
r j ∈ Argmaxx∈[−1,1]λM j−1(x), (3.42)
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Fig. 3.1. Exact Lebesgue constants Λk (left) and ΛRk (right) for k = 1, . . . , 129.
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Fig. 3.2. Exact Lebesgue constants associated to the k-sections of R, L and M , for k = 1, 3, . . . , 129.
where M j denotes the j-section of M . The computation of this sequence is as intensive as
that of L .
Fig. 3.2 displays the comparison between the Lebesgue constants for the three sequences R, L
and M . We observe that the behavior for the sequences L and M is very similar and generally
better than for the sequence R, to the exception of isolated values such as k = 2n + 1 for which
the Rk coincide with the Gauss–Lobatto points giving therefore ΛRk . log k. Note however that
we do not know of bounds for ΛLk and ΛMk that are comparable to the polynomially growing
bounds obtained for ΛRk .
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