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Abstract
We use matrix stability analysis for a singlerate and multirate predictor-corrector scheme
(PC) used to solve the incompressible Navier-Stokes equations (INSE) in overlapping grids.
By simplifying the stability analysis with the unsteady heat equation in 1D, we demonstrate
that, as expected, the stability of the PC scheme increases with increase in the resolution
and overlap of subdomains. For singlerate timestepping, we also find that the high-order PC
scheme is stable when the number of corrector iterations (Q) is odd. This difference in the
stability of odd- and even-Q is novel and has not been demonstrated in the literature for
overlapping grid-based methods. We address the odd-even behavior in the stability of the
PC scheme by modifying the last corrector iterate, which leads to a scheme whose stability
increases monotonically with Q. For multirate timestepping, we observe that the stability
of the PC scheme depends on the timestep ratio (η). For η = 2, even-Q is more stable than
odd-Q. For η ≥ 3, even-Q is more stable than odd-Q for a small nondimensional timestep
size and the odd-even behavior vanishes as the timestep size increases. The stability analysis
presented in this work gives novel insight into a high-order temporal discretization for ODEs
and PDEs, and has helped us develop an improved PC scheme for solving the incompressible
Navier-Stokes equations.
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1. Introduction
Numerical solution of partial differential equations (PDEs) is central to much of today’s
engineering analysis and scientific inquiry. Techniques such as the finite element method
(FEM), the finite volume method (FVM), and the spectral element method (SEM) are
used to approximate solutions of PDEs on a collection of volumes or elements whose union
constitutes a mesh that covers the entire computational domain, Ω. Construction of an op-
timal mesh (grid) is not a trivial task and often becomes a bottleneck for complex domains.
Overlapping Schwarz (OS) based methods circumvent issues posed by conformal grids by
allowing the domain to be represented as the union of simpler subdomains, each of which
can be meshed independently with relatively simple mesh constructions. The nonconform-
ing union of these meshes allows combinations of local mesh topologies that are otherwise
incompatible, which is a feature of particular importance for complex 3D domains. As a
results, OS-based methods have become popular for solving different classes of problems
such as incompressible flow [1, 2, 3, 4, 5], compressible flow [6, 7, 8, 9, 10], electromagnetics
[11, 12], heat transfer [13, 14, 15], and particle tracking [16], and have been implemented us-
ing various discretization approaches such as the finite difference method (FD), FEM, FVM,
and SEM.
The focus of this work is the stability of the temporal discretization used in the Schwarz-
SEM framework for solving the incompressible Navier-Stokes equations (INSE) on overlap-
ping grids [1, 17, 18, 19]. The Schwarz-SEM framework is based on the spectral element
method for monodomain conforming meshes [20, 21], which has demonstrated exponential
convergence of the solution (with the order of the polynomial used for quadrature on each
element) and up to third-order temporal convergence. The Schwarz-SEM framework uses
a high-order spatial interpolation approach [1] for exchanging overlapping grid solution to
maintain the exponential convergence and a high-order predictor-corrector (PC) timestep-
ping approach to maintain the temporal convergence of the underlying SEM solver. The
spatial and temporal discretization used in the Schwarz-SEM framework brings forth sev-
eral considerations from a stability, accuracy, and computational-cost point of view. These
factors include the extrapolation order used for the interdomain boundary data at the pre-
dictor step, the number of corrector (Schwarz) iterations at each timestep, and the amount
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of grid overlap required between adjacent subdomains. Here, we present stability analysis to
understand how each of these factors impact the singlerate and multirate predictor-corrector
scheme used in the Schwarz-SEM framework, and develop a more efficient timestepping
approach for the INSE.
Since analysing the stability of the incompressible Navier-Stokes equations in two- or
three-dimensions is not straightforward due to the complexity of the PDE, we simplify our
analysis by considering the unsteady heat equation in 1D using the finite difference (FD)
method. We specifically choose the unsteady heat equation due to the similarity in the
eigenvalue spectrum of the diffusion operator and the parabolic unsteady Stokes operator,
and use the matrix method for stability analysis [22] to analyze the predictor-corrector
scheme of the Schwarz-SEM framework. PC schemes have been analyzed extensively for
differential equations with some of the earliest work done dating back to 1960s [23, 24, 25],
but their understanding in the context of overlapping grids is limited. Peet et al. [26] use
matrix method for stability analysis to study a singlerate-based PC scheme for overlapping
grids, but their results fail to describe certain aspects of the stability behavior that we
have observed in the Schwarz-SEM framework. Mathew et al. [27] and Wu et al. [28] use
theoretical analysis to understand stability behavior of their methods for solving PDEs on
overlapping grids, but their method is based on a different temporal discretization compared
to the BDFk/EXTm-based predictor-corrector scheme that we are interested in. Meng et
al.’s conjugate heat transfer method [13] focuses on nonoverlapping fluid-solid interfaces
and have different boundary conditions (mixed Dirichlet and Neumann) compared to the
Schwarz-SEM framework (purely Dirichlet). Love et al. have analyzed a midpoint-based
predictor-corrector scheme for Lagrangian shock hydrodynamics, where they demonstrate
a difference in the stability of odd and even corrector iterates [29]. While the temporal
discretization used by Love et al. is different from our method, their result on the difference
in stability of odd and even iterate is similar to what we have observed in the Schwarz-SEM
framework. We have also found similar evidence of difference in the stability of odd- and
even-iterates of high-order predictor-corrector schemes in the context of ODEs (Fig. 3.2.4
in [21] and Fig. 1 in [30]). In [30], Stetter has analyzed an third-order accurate Adam
Bashforth- (AB) and second-order accurate Adam-Moulton-based (AM) method for ODE of
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the form ∂y
∂t
= λy and the stability results therein indicate that the high-order PC scheme is
relatively more stable for odd-iterates when λ is real-valued. While this observation is not a
part of Stetter’s discussion, empirical evidence in our work shows that this behavior might
be applicable to high-order PC schemes in general when λ is real-valued.
The results presented in this paper provide novel insight into the stability characteristics
of a singlerate and multirate predictor-corrector scheme for overlapping grids. We also
develop an improved PC scheme for singlerate timestepping that addresses the shortcomings
in the stability characteristics of the existing PC scheme. The remainder of the paper is
organized as follows. Section 2 introduces the matrix method for stability analysis, the
overlapping Schwarz method for solving PDEs, and the FD-based discretization for solving
the unsteady heat equation in a 1D monodomain grid. In Section 3, we extend the solution
of the unsteady heat equation in a monodomain to overlapping grids using the singlerate and
multirate predictor-corrector scheme from the Schwarz-SEM framework. In Section 4, we
analyze the stability of the singlerate PC scheme and demonstrate that our simplified analysis
qualitatively captures the stability behavior that we have observed in the Schwarz-SEM
framework. Here, we also developed an improved PC scheme for singlerate timestepping. In
Section 5, we analyze the multirate PC scheme for an arbitrary timestep ratio. Finally in
Section 6, we summarize our findings and discuss possible directions for future work.
2. Preliminaries
In this section, we introduce the matrix method for stability analysis, summarize the
overlapping Schwarz method for solving PDEs in overlapping subdomains, and describe
our temporal and spatial discretization for solving the unsteady heat equation in a single
conforming grid.
2.1. Matrix method for stability analysis
In the matrix method for stability analysis [22], if the system of equations to advance
the solution in time can be represented as
un = Gun−1, (1)
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where un denotes the solution u at time tn, a sufficient and necessary condition for stability
is that the spectral radius of the propogation operator is ρ(G) < 1. For our stability analysis,
we represent our predictor-corrector scheme into a system of this form (1) and use the spectral
radius of G to understand how various factors of interest impact the stability of the method.
We also use this approach to design a novel singlerate PC scheme that significantly improves
the stability characteristics of the current method (Section 4).
2.2. Overlapping Schwarz method
The OS method for solving a PDE in overlapping domains was introduced by Schwarz in
1870 [31]. Figure 1 shows the composite domain Ω used in Schwarz’s initial model problem,
which is partitioned into two overlapping subdomains: a rectangle (Ω1) and a circle (Ω2).
We use ∂ΩsI to denote the “interdomain boundary”, namely the segment of the subdomain
boundary ∂Ωs that is interior to another subdomain, and these interdomain boundaries ∂Ω1I
and ∂Ω2I are highlighted in Fig. 1(b).
There are two popular approaches for solving a PDE using the OS method. In the Schwarz
alternating method, the PDE is solved sequentially in overlapping subdomains while using
the most recent solution to obtain the boundary condition at interdomain boundaries. As
an example, consider the Poisson equation −∇2u = f with Dirichlet boundary conditions
(u|∂Ω = ub) on a domain partitioned into S = 2 overlapping subdomains. Using us,q to
denote the solution u in Ωs at the qth Schwarz iteration, the Schwarz alternating method
Figure 1: (left to right) (a) Composite domain Ω (b) modeled by overlapping rectangular (Ω1) and circular
(Ω2) subdomains. ∂ΩsI denotes the segment of the subdomain boundary ∂Ω
s that is interior to another
subdomain Ωr.
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for solving the Poisson equation is
−∇2u1,q = f in Ω1, u1,q = ub on ∂Ω1\∂Ω1I , u1,q = u2,q−1 on ∂Ω1I ,
−∇2u2,q = f in Ω2, u2,q = ub on ∂Ω2\∂Ω2I , u2,q = u1,q on ∂Ω2I ,
(2)
with q = 1 . . . Q for Q Schwarz iterations. Starting with an initial condition us,[0], the Poisson
equation is solved sequentially (first in Ω1 and then in Ω2) with interdomain boundary
data exchange before each Schwarz iteration. The primary drawback of the alternating
Schwarz method is that it does not scale with the number of subdomains (S). The sequential
dependencies of the alternating method are overcome by the simultaneous Schwarz method
where the PDE is solved simultaneously in all subdomains with interdomain boundary data
exchange prior to each Schwarz iteration:
−∇2us,q = f in Ωs, us,q = ub on ∂Ωs\∂ΩsI , us,q = ur,q−1 on ∂ΩsI . (3)
Naturally, the advantage of simultaneous Schwarz is its parallelism, which makes it well
suited for large scale problems in an arbitrary number of overlapping subdomains. The PC
scheme used in the Schwarz-SEM framework is based on the simultaneous Schwarz method,
which we describe in Section 3.
2.3. Unsteady heat equation in a monodomain grid
Since we are interested in the stability analysis of the unsteady diffusion equation, we
first introduce our spatial and temporal discretization in the context of a monodomain grid.
Consider the solution u(x, t) for the unsteady diffusion equation
ut = νuxx, x ∈ [0, 1], ν > 0, (4)
with homogeneous boundary condition on the left boundary, u(0, t) = 0 and a time-dependent
inhomogeneous boundary condition on the right boundary, u(1, t) = γ(tn).
We model the domain with M + 2 uniformly-spaced grid points (Fig. 2), such that
∆x = 1
M+1
. For notational purposes, we introduce unj to represent the solution u at jth grid
u0 = 0 uM+1 = γ(tn)Ω
M + 1j = 0 1
Figure 2: Monodomain grid with M = 11.
6
point at time tn, R as the standard restriction matrix (5) that casts the solution from the
M+1 grid points u¯n = [un1 , u
n
2 , . . . u
n
M+1]
T to the M degrees of freedom un = [un1 , u
n
2 , . . . u
n
M ]
T ,
and u¯nb = [0, 0, . . . , 0, γ(t
n)]T as a vector of length M + 1 with zeros and the inhomogeneous
boundary condition γ(tn). We have omitted un0 from our vectors (u¯
n, un, and u¯b) due to the
homogeneous boundary condition at x = 0. The M ×M + 1 restriction operator R is an
identity matrix, with a column of zeros appended to it:
R =

1 0
. . . . . . . . . 0 0
0 1
. . . . . . . . . 0 0
. . . . . . . . . . . . . . . 0 0
. . . . . . . . . . . . . . . 0 0
. . . . . . . . . . . . . . . 0 0
0
. . . . . . . . . . . . 1 0

. (5)
We use the standard 2nd-order accurate central finite difference operator for uxx that is of
size M + 1×M + 1, and is defined as A¯ii = 2/∆x2 and A¯i−1,i = A¯i+1,i = −1/∆x2, i.e.,
A¯ =
1
∆x2

2 −1 . . . . . . . . . 0
−1 2 −1 . . . . . . 0
. . . . . . . . . . . . . . . 0
. . . . . . . . . . . . . . . 0
. . . . . . . . . . . . . . . −1
0
. . . . . . . . . −1 2

. (6)
Using a kth-order accurate BDFk scheme for discretizing ut, it is straightforward to show
that the solution of the unsteady heat equation is time-advanced from tn−1 to tn at the
degrees of freedoms as
un = −
k∑
l=1
βlH
−1un−l − ν∆tH−1RA¯u¯nb , (7)
where ∆t is the timestep size (assumed to be the same at all timesteps), βl is the coefficient for
the BDFk scheme, H = β0I + ν∆tA is the Helmholtz matrix, I is a M ×M identity matrix,
and A = RA¯RT . The system in (7) also depends on the time-dependent inhomogeneous
boundary condition, γ(tn).
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u10 = 0
u2N+1 = 0
Ω1 Ω2
u1N+1 = u2K
u20 = u1N+1−K
KΔx
u1i
u2i
Figure 3: Overlapping grids with N = 7 and K = 4.
3. Unsteady heat equation in overlapping grids
For solving the unsteady diffusion equation with overlapping grids, we split the mon-
odomain grid (Ω) into two grids (Ω1 and Ω2) with equal number of grid points (N + 2) and
overlap width K∆x, such that the grid points in the overlap Ω1 ∩Ω2 coincide. Note that we
use coincident grids because our focus is the temporal discretization of the method and not
the interpolation of interdomain boundary data.
Figure 3 shows the overlapping grids obtained from the monodomain grid of Fig. 2,
which are setup such that M = 2N − K + 1. Algebraically, this decomposition is realized
through restriction matrices, Ri that extract N of the M values from a given vector u on Ω
as ui = Riu:
R1 =
M︷ ︸︸ ︷
1 0
. . . . . . . . . 0 0 . . . 0
0 1
. . . . . . . . . 0 0 . . . 0
. . . . . . . . . . . . . . . 0 0 . . . 0
. . . . . . . . . . . . . . . 0 0 . . . 0
. . . . . . . . . . . . . . . 0 0 . . . 0
0
. . . . . . . . . . . . 1 0 . . . 0

, R2 =
M︷ ︸︸ ︷
0 . . . 0 1 0
. . . . . . . . . 0
0 . . . 0 0 1
. . . . . . . . . 0
0 . . . 0
. . . . . . . . . . . . . . . 0
0 . . . 0
. . . . . . . . . . . . . . . 0
0 . . . 0
. . . . . . . . . . . . . . . 0
0 . . . 0 0
. . . . . . . . . . . . 1

. (8)
︸ ︷︷ ︸
N
︸ ︷︷ ︸
M−N
︸ ︷︷ ︸
M−N
︸ ︷︷ ︸
N
For simplicity, we impose homogeneous boundary conditions at the left boundary of Ω1
(u1,n0 = 0) and right boundary of Ω
2 (u2,nN+1 = 0). Here, we have used u
s to represent the
solution at the N degrees of freedom of Ωs, and us,nj to represent the solution at jth grid
point of Ωs at tn. The homogeneous boundary conditions on ∂Ω\∂ΩsI allow us to use the
method developed for the monodomain grid (7), with the difference that the boundary data
for the interdomain boundary grid points (u1N+1 and u
2
0) is obtained from the correspond-
ing overlapping grid in each subdomain. To effect this interdomain exchange, we define an
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interpolation operator, Bij = (I − RTi Ri)RTj , that extracts the value from Ωj at ∂ΩiI ∩ Ωj
and maps it to Ωi. The operator Bij serves the same purpose as the high-order interpola-
tion functionality provided by findpts in the Schwarz-SEM framework for interpolating the
interdomain boundary data [32].
3.1. Singlerate timestepping
The singlerate timestepping scheme described in this section was originally developed
and analyzed by Peet and Fischer [26], and has shown shown to preserve the temporal
convergence of the Schwarz-SEM framework for the incompressible Navier-Stokes equations
[1]. In singlerate timestepping, we use the same timestep size ∆t across all overlapping
subdomains to integrate the PDE of interest.
For notational purposes, we introduce us,n,q to denote the solution u in Ωs at the qth
Schwarz iteration at time tn. Thus, assuming that the solution is known up to tn−1 and
has been converged using q = 1 . . . Q Schwarz iterations, us,n−1,Q denotes the converged
solution at tn−1. Similar to (7), the solution of the unsteady heat equation is advanced in
time by using a BDFk scheme to discretize the time-derivative and replacing the fixed inho-
mogeneous boundary condition for the monodomain case with the interpolated interdomain
boundary data for the overlapping grids. Since the solution is only known up to tn−1, the
initial Schwarz iterate (q = 0, the predictor step) uses interdomain boundary data based on
mth-order extrapolation in time from the solution at previous timesteps in the overlapping
subdomain. The Q subsequent Schwarz iterations (the corrector steps) directly interpolate
the interdomain boundary data from the most recent iteration. Thus, the boundary data for
∂ΩsI at the predictor and corrector steps is
q = 0 : ui,n,0|∂ΩiI = Bij
m∑
l=1
αlu
j,n−l,Q, (9)
q = 1 . . . Q : ui,n,q|∂ΩiI = Bijuj,n,q−1, (10)
where αl are coefficients for the EXTm scheme and Bij is the interpolation operator. Using
(9)-(10), the PC approach for solving the unsteady heat equation in overlapping subdomains
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is
q = 0 : ui,n,0 = −
k∑
l=1
βlH
−1
i u
i,n−l,Q +
m∑
l=1
αlH
−1
i Jiju
j,n−l,Q, (11)
q = 1 . . . Q :ui,n,q = −
k∑
l=1
βlH
−1
i u
i,n−l,Q +H−1i Jiju
j,n,q−1, (12)
where
Hi = β0Ii + ν∆tAi, Jij = −ν∆tRiABij, Ai = RiARTi . (13)
All the matrices in (13) are of size N ×N except the restriction operator Ri (8). In Section
4, we analyze the stability of this singlerate timestepping scheme (11)-(12) using the matrix
method for stability analysis.
We note that the BDFk/EXTm scheme in (11)-(12) will be kth-order even if m = 1,
provided that sufficient corrector iterations are done. By using mth order extrapolation at
the predictor step, we significantly reduce Q. Numerical experiments in the Schwarz-SEM
framework show that a BDF3/EXT1 scheme can take as many as 50 corrector iterations
at each time step to achieve third-order temporal convergence. In contrast, a BDF3/EXT3
typically requires only 3-5 corrector iterations.
3.2. Multirate timestepping for the unsteady heat equation in overlapping grids
In [17], we extended the singlerate timestepping scheme described in the previous section
to support an arbitrary timestep ratio in an arbitrary number of overlapping subdomains
for the incompressible Navier-Stokes equations. This novel multirate timestepping scheme
is parallel-in-space and allows each subdomain to integrate the PDE with a time-step based
on the local CourantFriedrichsLewy (CFL) number of its mesh. We have demonstrated that
the MTS maintains the temporal accuracy of the underlying BDFk/EXTk-based timestepper
and accurately models complex turbulent flow and heat transfer phenomenon even when the
timestep ratio is as high as 50. Here, we use the MTS scheme developed for the Schwarz-SEM
framework to solve the unsteady heat equation in overlapping grids and analyze it using the
matrix method for stability analysis.
For MTS, we consider only integer timestep ratios,
η :=
∆tc
∆tf
∈ Z+, (14)
10
Figure 4: Schematic showing discrete time-levels for the multirate timestepping with an arbitrary timestep
ratio.
where ∆tc corresponds to the subdomain (Ω
c) with larger/coarser time-scales and ∆tf cor-
responds to the subdomain (Ωf ) with smaller/faster time-scales. Figure 4 shows a schematic
of the discrete time-levels for the MTS scheme with an arbitrary timestep ratio. Here, the
black circles ( ) indicate the timestep levels for both Ωf and Ωc and the blue circles ( )
indicate the sub-timestep levels for Ωf .
Due to the difference in the timestep size, Ωf has η sub-timesteps and Ωc has a single
timestep to integrate the solution from tn−1 to tn. Similar to the singlerate timestepping
scheme, high-order temporal accuracy is achieved in the multirate setting by extrapolating
the interdomain boundary data obtained from the solution at previous (sub-) timesteps. For
the predictor step, the interdomain boundary data dependency is shown in Fig. 5(left):
i = 1 : uc,n,0|∂ΩcI = Bcf
( m∑
j=1
α1j u
f,n−1− j−1
η
,Q
)
. (15)
i = 1 . . . η : uf,n−1+
i
η
,0|∂ΩfI = Bfc
( m∑
j=1
αij u
c,n−j,Q
)
. (16)
Note that the extrapolation coefficients αij required for extrapolating the interdomain bound-
ary data for each sub-timestep Ωf are determined using the routines described in [33].
After the predictor iteration, Q corrector iterations are done where the solution in Ωf is
obtained from Ωc using the converged solution at previous timesteps (uc,n−1,Q and uc,n−2,Q)
and the solution from the most recent iteration at the current timestep (uc,n,q−1). For the only
timestep of Ωc, the solution is directly interpolated from the most recent iteration (uf,n,q−1).
The interdomain boundary data dependency for the q = 1 . . . Q corrector iterations is shown
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in Fig. 5(right):
i = 1 : uc,n,q|∂ΩcI = Bcfuf,n,q−1, (17)
i = 1 . . . η : uf,n−1+
i
η
,q|∂ΩfI = Bfc
(
γi1u
c,n,q−1 + γi2uc,n−1,Q + γi3uc,n−2,Q
)
. (18)
Note that we compute the interpolation coefficients γij assuming linear interpolation when
m = 1 or 2, and quadratic interpolation when m = 3. This approach ensures that the desired
temporal accuracy O(∆tm) is maintained for the BDFk/EXTm-based scheme.
Equations (15)-(18) are used to solve the unsteady heat equation with multirate timestep-
ping in two overlapping grids with a formulation similar to (11)-(12). The predictor step
(q = 0) for the only timestep of Ωc and η sub-timesteps of Ωf is:
uc,n,0 = −
k∑
l=1
βlH
−1
c u
c,n−l,Q +
m∑
l=1
αlH
−1
c Jcfu
f,n−1− l−1
η
,Q, (19)
i = 1 . . . η : uf,n−1+
i
η
,0 = −
k∑
l=1
βlH
−1
f u
f,n−1+ i−l
η
,Q +
m∑
l=1
αilH
−1
f Jfcu
c,n−l,Q, (20)
and the Q corrector iterations are
uc,n,q = −
k∑
l=1
βlH
−1
c u
c,n−l,Q +H−1c Jcfu
f,n,q−1, (21)
i = 1 . . . η : uf,n−1+
i
η
,q = −
k∑
l=1
βlH
−1
f u
f,n−1+ i−l
η
,Q (22)
+H−1f Jfc
(
γi1u
c,n,q−1 + γi2uc,n−1,Q + γi3uc,n−2,Q
)
.
The H and J operators used here for multirate timestepping are similar to the operators
of singlerate timestepping (13), with the only difference that the timestep size used in their
construction is different for each subdomain.
Figure 5: Schematic showing the dependence of the interdomain boundary data for the (left) predictor and
(right) corrector iterations for an arbitrary timestep ratio.
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We analyze the stability of the multirate timestepping scheme described here (19)-(22)
in Section 5 using the matrix method for stability analysis.
4. Stability of singlerate PC method
In this section, we analyze the stability of the singlerate PC scheme by casting it as
zn = Gzn−1, where G = CQP is a product of the matrix P corresponding to the predictor
step with the EXTm scheme (11) and matrix C corresponding to the Q corrector steps (12).
Introducing the notation zn,q to denote the vector of solutions in both overlapping sub-
domains
zn,q = [u1,n,q
T
u2,n,q
T
u1,n−1,Q
T
u2,n−1,Q
T
u1,n−2,Q
T
u2,n−2,Q
T
u1,n−3,Q
T
u2,n−3,Q
T
]T , (23)
the predictor step (11) is
u1,n,0
u2,n,0
u1,n−1,Q
u2,n−1,Q
u1,n−2,Q
u2,n−2,Q
u1,n−3,Q
u2,n−3,Q

︸ ︷︷ ︸
zn,0
=

−β1H−11 α1H−11 J12 −β2H−11 α2H−11 J12 −β3H−11 α3H−11 J12 0 0
α1H
−1
2 J21 −β1H−12 α2H−12 J21 −β2H−12 α3H−12 J21 −β3H−12 0 0
I1 0 0 0 0 0 0 0
0 I2 0 0 0 0 0 0
0 0 I1 0 0 0 0 0
0 0 0 I2 0 0 0 0
0 0 0 0 I1 0 0 0
0 0 0 0 0 I2 0 0

︸ ︷︷ ︸
P

u1,n−1,Q
u2,n−1,Q
u1,n−2,Q
u2,n−2,Q
u1,n−3,Q
u2,n−3,Q
u1,n−4,Q
u2,n−4,Q

︸ ︷︷ ︸
zn−1,Q
(24)
where the interdomain boundary data is extrapolated from the previous timesteps in the
overlapping subdomain. Similarly, the matrix C corresponding to the Q corrector iterations
from (12) is given by (25) where the solution zn,q depends on the interdomain boundary
data interpolated from the most recent Schwarz iteration (zn,q−1). Using (24) and (25), the
solution is advanced in time as zn,Q = Gzn−1,Q, G = CQP , and the spectral radius of G
is used to determine the stability of the PC scheme for different grid sizes, overlap widths,
extrapolation orders, and corrector iterations. We note that using the parameters N and K,
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the grid overlap width is determined as K∆x = K/(2N −K + 2).
u1,n,q
u2,n,q
u1,n−1,Q
u2,n−1,Q
u1,n−2,Q
u2,n−2,Q
u1,n−3,Q
u2,n−3,Q

︸ ︷︷ ︸
zn,q
=

0 H−11 J12 −β1H−11 0 −β2H−11 0 −β3H−11 0
H−12 J21 0 0 −β1H−12 0 −β2H−12 0 −β3H−12
0 0 I1 0 0 0 0 0
0 0 0 I2 0 0 0 0
0 0 0 0 I1 0 0 0
0 0 0 0 0 I2 0 0
0 0 0 0 0 0 I1 0
0 0 0 0 0 0 0 I2

︸ ︷︷ ︸
C

u1,n,q−1
u2,n,q−1
u1,n−1,Q
u2,n−1,Q
u1,n−2,Q
u2,n−2,Q
u1,n−3,Q
u2,n−3,Q

︸ ︷︷ ︸
zn,q−1
(25)
4.1. Stability Results for different BDFk/EXTm schemes
In this section, we look at the stability of different BDFk/EXTm schemes with Q. We set
N = 32 and K = 5, and in each case, we vary the nondimensional timestep size (ν∆t/∆x2)
to see how the spectral radius of the propogation operator changes.
Figure 6 shows the spectral radius for the BDFk/EXTm schemes for k = 1 . . . 3 and
m ≤ k. We observe that the BDFk/EXT1 schemes are unconditionally stable, and the
use of high-order extrapolation (m > 1) for interdomain boundary data requires correct
iterations for stability. These results are also indicated in [26]. A novel result that comes
forth from Fig. 6 is that for high-order extrapolation, i.e., BDFk/EXT2 and BDFk/EXT3
schemes, odd Q is relatively more stable than even Q. To the best of our knowledge, this
behavior has not been observed in the current literature for overlapping grids. In terms of
general ODEs and PDEs for a single domain, there is a sparse evidence of such behavior.
We will discuss this in the context of existing literature and connect it to the Schwarz-SEM
framework for INSE in Section 4.2.
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(a) BDF1/EXT1 (b) BDF2/EXT1 (c) BDF2/EXT2
(d) BDF3/EXT1 (e) BDF3/EXT2 (f) BDF3/EXT3
Figure 6: Spectral radius ρ(G) versus nondimensional time ν∆t∆x2 for different BDFk/EXTm schemes with
Q = 0 . . . 7, N = 32 and K = 5.
4.1.1. Effect of increasing subdomain overlap
The subdomain overlap width has an impact on the convergence of Schwarz-based meth-
ods [34]. For practical purposes, one would like to minimize the overlap width to minimize
the total number of elements needed for modeling a domain. Thus, we look at the impact
of overlap width on the stability of the PC scheme. Since we are mainly interested in the
high-order extrapolation scheme (m = 1 is unconditionally stable as shown in the previ-
ous section), we look at the results for the BDF2/EXT2, BDF3/EXT2, and BDF3/EXT3
schemes, with N = 32, and change the grid overlap parameter, K.
Figure 7 show that increasing the overlap width increases the stability range over which
a given scheme is stable for a specified number of corrector iterations Q. We also notice that
high-order extrapolation schemes are less stable as compared to their low order counterparts,
e.g., the BDF3/EXT3 scheme is less stable than the BDF3/EXT2 scheme, for a given Q.
15
(a) BDF2/EXT2
(b) BDF3/EXT2
(c) BDF3/EXT3
(i) N = 32, K = 3 (ii) N = 32, K = 5 (iii) N = 32, K = 7
Figure 7: Spectral radius ρ(G) versus nondimensional time ν∆t∆x2 for (a) BDF2/EXT2, (b) BDF3/EXT2, and
(c) BDF3/EXT3 scheme with N = 32 and varying K: (left to right) (i) K = 3, (ii) K = 5, and (iii) K = 7.
4.1.2. Effect of increasing grid resolution while keeping overlap fixed
For certain applications (e.g, Fig. 1.1 of [35]), geometric constraints can limit the max-
imum allowable overlap width between different subdomains. In these cases, if the overlap
width is not enough for a stable predictor-corrector scheme with m > 1, the application
of the Schwarz-SEM framework is limited. Thus, we look at the impact of increasing the
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(a) BDF2/EXT2
(b) BDF3/EXT2
(c) BDF3/EXT3
(i) N = 32, K = 5 (ii) N = 65, K = 10 (iii) N = 98, K = 15
Figure 8: Spectral radius ρ(G) versus nondimensional time ν∆t∆x2 for (a) BDF2/EXT2, (b) BDF3/EXT2, and
(c) BDF3/EXT3 scheme with N and K varying such that K∆x is fixed: (left to right) (i) N = 32, K = 5,
(ii) N = 65, K = 10, and (iii) N = 98, K = 15.
grid resolution, while keeping the overlap width fixed in Fig. 8. These results show that
increasing the grid resolution has a stabilizing effect on the PC scheme.
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4.2. Difference between stability behavior for odd and even Q
Figure 6 shows that for the high-order BDFk/EXTm scheme used in the Schwarz-SEM
framework, odd-Q leads to a relatively more stable formulation than even-Q. Love et al. have
described similar behavior for a second-order predictor-corrector scheme using a FD-based
staggered grid formulation for Lagrangian shock hydrodynamics [29]. Similarly, Stetter’s
stability analysis of a high-order Adam Bashforth- (AB3) and Adam Moulton-based (AM2)
predictor-corrector scheme for ODEs shows a difference in the stability of odd- and even-Q,
although this is not a part of Stetter’s discussion.
Figure 9 shows the stability diagram for the AB3/AM2-based PC scheme used to solve
du
dt
= λu by Stetter. We observe that when λ is real-valued, the timestepping scheme is
relatively more stable for odd-Q as compared to the even-Q. These stability results for
the AB3/AM2-based scheme are similar to the results of the high-order predictor-corrector
scheme in our work because we solve the unsteady heat equation, where the diffusion operator
has negative real eigenvalues. We have also found that stability analysis of a BDFk/EXTm-
based scheme for du
dt
= λu shows a similar behavior for odd- and even-Q. Finally, this
behavior is also evident in the Schwarz-SEM framework where the PC scheme is applied to
Figure 9: Stability diagram for the AB3/AM2 predictor-corrector scheme for different number of corrector
iterations. The curve corresponding to each Q is labelled where it intersects with the horizontal-axis to show
that the PC scheme is more stable for odd-Q.
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the INSE with the diffusion order replaced by the unsteady Stokes operator [21].
4.2.1. Stability with Q in the Schwarz-SEM framework
The odd-even pattern that we have observed in the Schwarz-SEM framework is straight-
forward to demonstrate by considering the exact Navier-Stokes eigenfunctions by Walsh [36],
in a periodic domain Ω = [0, 2pi]2.
Walsh introduced families of eigenfunctions that can be defined using linear combinations
of cos(px) cos(qy), sin(px) cos(qy), cos(px) sin(qy), and sin(px) sin(qy), for all integer pairs
(p, q) satisfying λ = −(p2 + q2). Taking as an initial condition the eigenfunction uˆ =
(−ψy, ψx), a solution to the NSE is u = eνλtuˆ(x). Here, ψ is the streamfunction resulting from
the linear combinations of eigenfunctions. Interesting long-time solutions can be realized by
adding a relatively high-speed mean flow u0 to the eigenfunction, in which case the solution
is uexact = e
νλtuˆ[x − u0t], where the brackets imply that the argument is modulo 2pi in x
and y.
In the Schwarz-SEM framework, we model this periodic domain using two overlapping
meshes such that the periodic background mesh with a hole in its center has 240 elements,
which is covered with a circular mesh with 96 elements, as shown in Fig. 10(a). The flow pa-
rameters are ν = 0.05, u0 = (1, 0.3), ψ = (1/5)sin(5y)+(1/5)cos(5x)− (1/4)sin(3x)sin(4y),
and λ = −25. The flow is integrated up to time T = 1 convective time units (CTU) with
a fixed ∆t = 2 × 10−4. The polynomial order for representing the solution is set to N = 7.
Figure 10(b) shows the vorticity contours for the solution at Tf = 1 with ∆t = 2× 10−4.
Since the exact solution is known, we compute the error in time as ||e||2,∞, where e =
u−uexact and the norm is the 2-norm of the point-wise maximum of the vector field. Figure
10(c) shows the error in solution versus time for different Q, and as evident, the solution
is stable for Q = 1 and 3 but unstable for Q = 2 and 4. We have also observed similar
behavior for odd- and even-Q in highly turbulent flow calculations using the Schwarz-SEM
framework.
Based on the stability analyses presented in this section and the numerical experiments
that we have done with the Schwarz-SEM framework, we conjecture that for BVP (dom-
inated) with negative real eigenvalues, high-order PC schemes lead to a difference in the
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Figure 10: (left to right) (a) Spectral element mesh for each overlapping subdomain. The background mesh
has 240 elements and is covered by a circular mesh with 96 elements. (b) Vorticity contours at Tf = 1 with
N = 7 and Q = 3. (c) Error variation for the Navier-Stokes eigenfunctions test case with different Q using
∆t = 2× 10−3 and N = 7.
stability between odd- and even-corrector iterations. In future work, we will continue this
work to determine the fundamental reasoning behind this odd-even pattern, and look at
the stability of high-order PC methods for general boundary value problems, including the
unsteady Stokes problem in our SEM-based framework.
4.3. Improving the Stability for Even-Corrector Iterations
In the predictor-corrector scheme discussed so far, since odd-Q is more stable than even-
Q, we have to increase Q by 2 (e.g., increase Q = 1 to Q = 3) if the number of corrector
iterations is not sufficient from a stability standpoint. Since each corrector iteration requires
an additional PDE solve and thus increases the computational cost the calculation, we modify
our PC scheme to improve the stability for even-Q.
In [30], Stetter improves the stability of the AB3/AM2 PC scheme by using a linear
combination of solution from each corrector iteration to determine the final solution as
un =
Q∑
q=0
γqu
n,q,
Q∑
q=0
γq = 1, (26)
where γq is some weight corresponding to the solution of qth iterate at each timestep. Using
this approach, Stetter shows that the stability region for the PC scheme can be extended for
any λ. Since we are primarily concerned with the inferior stability properties of even-Q, we
extend Stetter’s idea to modify only the last corrector iteration when Q is even.
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The proposed predictor-corrector scheme is
q = 0 :un,0i = −
k∑
l=1
βlH
−1
i u
i,n−l +
m∑
l=1
αlH
−1
i Jiju
n−l
j , (27)
q = 1 . . . Q− 1 :un,qi = −
k∑
l=1
βlH
−1
i u
i,n−l +H−1i Jiju
n,q−1
j , (28)
q = Q :un,qi = −
k∑
l=1
βlH
−1
i u
i,n−l +H−1i Jij
(
γun,Q−1j + (1− γ)un,Q−2j
)
, (29)
where γ is a parameter that uses the combination of the two most recent solutions (instead
of just the most recent solution) at the last corrector iteration. We set γ = 1 when Q is odd
to recover the original PC scheme (11-12), and 0 < γ < 1 when Q is even. The rationale
behind this new predictor-corrector scheme is that we do not want to modify the convergence
properties of the original PC scheme if Q is odd. Thus, we modify only the last corrector
iteration (un,Q), when Q is even.
Figure 11 shows the stability plot for the modified predictor-corrector schemes for dif-
ferent values of γ for Q = 2, and Q = 3 with γ = 1. The parameters for grid size are
N = 32 and K = 5 and we use the BDF3/EXT3 scheme for time-integration. We see that
Q = 2, γ = 1 leads to the original scheme and Q = 2, γ = 0 restores the behavior of the
original scheme with Q = 1. It is also apparent that the stability of the PC scheme has
significantly improved for Q = 2, in comparison to the original scheme (Fig. 6), and it is no
longer more unstable than Q = 1 when γ = 0.25 or 0.5. Figure 12 compares the stability
plots for the original and improved predictor-corrector scheme (γ = 0.5 for even-Q), and we
see that the proposed formulation leads to a scheme with monotonically increasing stability
with Q.
The improved predictor-corrector scheme for even-Q can be readily extended to the
Schwarz-SEM framework. Using the exact Navier-Stokes eigenfunctions, Fig. 13 shows
the error variation for Q = 1, 2, 3 and 4 with the original scheme, and compares it to the
improved PC scheme with Q = 2 and 4 for γ = 0.5. In [35], we have also verified that the
improved PC scheme maintains mth-order temporal accuracy of the underlying SEM-based
solver.
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Figure 11: Spectral radius ρ(G) versus nondimensional time ν∆t∆x2 for the BDF3/EXT3 scheme with N = 32,
K = 5 for different γ.
(a) Original PC scheme (b) Improved PC scheme
Figure 12: Spectral radius ρ(G) versus nondimensional time ν∆t∆x2 for the BDF3/EXT3 scheme with N = 32
and K = 5 comparing the original and improved predictor-corrector scheme. γ = 0.5 for even-Q in the
improved PC scheme.
5. Stability of multirate PC method
Next, we analyze the multirate PC scheme described in Section 3.2 using the matrix
method for stability analysis. For a timestep ratio η, advancing the solution from tn−1 to tn
requires the PDE of interest to be solved η times in Ωf and once in Ωc. Thus, casting the
multirate timestepping scheme into a system zn = Gzn−1 is not as straightforward as it is
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Figure 13: Error variation for the Navier-Stokes eigenfunctions test case from Section 4.2.1 with different Q
using ∆t = 2× 10−3 and N = 7 comparing the original ( ) and improved ( ) predictor-corrector scheme.
for the singlerate scheme. For simplicity, we describe the method to cast the multirate PC
scheme (19)-(22) for η = 2, and this method readily extends to arbitrary η.
For notational purposes, we define
zn = [uc,n
T
uf,n
T
uf,n−1/2
T
uc,n−1
T
uf,n−1
T
uf,n−3/2
T
uc,n−2
T
uf,n−2
T
uf,n−5/2
T
uc,n−3
T
uf,n−3
T
]T ,(30)
where uf and uc are the solution vectors for subdomain Ωf and Ωc, respectively, and we
use zn,q to represent the vector with solutions at qth corrector iteration. To account for the
sub-timestep solution for Ωf in zn, we modify our methodology of building the predictor
and corrector matrices. The predictor matrix is now a product of η matrices, of which η− 1
matrices correspond to the sub-timesteps of Ωf , and 1 matrix for the last sub-timestep of Ωf
and the only step of Ωc. For η = 2, the predictor matrix is P = P2P1 where P1 outputs the
solution uf,n−
1
2
,0 and P2 outputs the solution u
c,n,0 and uf,n,0. The matrices P2 and P1 are

uf,n−
1
2
,0
uc,n−1,Q
uf,n−1,Q
uf,n−
3
2
,Q
uc,n−2,0
uf,n−2,Q
uf,n−
5
2
,Q
uc,n−3,Q
uf,n−3,0

=

α11H
−1
f Jfc −β1H−1f −β2H−1f α12H−1f Jfc −β3H−1f 0 α13H−1f Jfc 0 0 0 0
I1 0 0 0 0 0 0 0 0 0 0
0 I2 0 0 0 0 0 0 0 0 0
0 0 I2 0 0 0 0 0 0 0 0
0 0 0 I1 0 0 0 0 0 0 0
0 0 0 0 I2 0 0 0 0 0 0
0 0 0 0 0 I2 0 0 0 0 0
0 0 0 0 0 0 I1 0 0 0 0
0 0 0 0 0 0 0 I2 0 0 0

︸ ︷︷ ︸
P1

uc,n−1,Q
uf,n−1,Q
uf,n−
3
2
,Q
uc,n−2,Q
uf,n−2,Q
uf,n−
5
2
,Q
uc,n−3,Q
uf,n−3,Q
uf,n−
7
2
,Q
uc,n−4,Q
uf,n−4,Q

︸ ︷︷ ︸
zn,Q
,
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
uc,n,0
uf,n,0
uf,n−
1
2
,0
uc,n−1,Q
uf,n−1,Q
uf,n−
3
2
,Q
uc,n−2,Q
uf,n−2,Q
uf,n−
5
2
,Q
uc,n−3,Q
uf,n−3,Q

︸ ︷︷ ︸
zn,0
=

0 −β1H−1c α21H−1c Jcf α22H−1c Jcf −β2H−1c α23H−1c Jcf 0 −β3H−1c 0
−β1H−1f α1H−1f Jfc −β2H−1f −β3H−1f α2H−1f Jfc 0 0 α3H−1f Jfc 0
I2 0 0 0 0 0 0 0 0
0 I1 0 0 0 0 0 0 0
0 0 I2 0 0 0 0 0 0
0 0 0 I2 0 0 0 0 0
0 0 0 0 I1 0 0 0 0
0 0 0 0 0 I2 0 0 0
0 0 0 0 0 0 I2 0 0
0 0 0 0 0 0 0 I1 0
0 0 0 0 0 0 0 0 I2

︸ ︷︷ ︸
P2

uf,n−
1
2
,0
uc,n−1,Q
uf,n−1,Q
uf,n−
3
2
,Q
uc,n−2,Q
uf,n−2,Q
uf,n−
5
2
,Q
uc,n−3,Q
uf,n−3,Q

.
Thus, the predictor step to time-advance the solution in Ωf and Ωc from tn−1 to tn is
zn,0 = P2P1z
n,q. Similarly, the system for corrector iterations is

uc,n,q−1
uf,n,q−1
uf,n−
1
2
,q
uc,n−1,Q
uf,n−1,Q
uf,n−
3
2
,Q
uc,n−2,Q
uf,n−2,Q
uf,n−
5
2
,Q
uc,n−3,Q
uf,n−3,Q

=

I1 0 0 0 0 0 0 0 0 0 0
0 I2 0 0 0 0 0 0 0 0 0
γ11H
−1
f Jfc 0 0 γ12H
−1
f Jfc −β1H−1f −β2H−1f γ13H−1f Jfc −β3H−1f 0 0 0
0 0 0 I1 0 0 0 0 0 0 0
0 0 0 0 I2 0 0 0 0 0 0
0 0 0 0 0 I2 0 0 0 0 0
0 0 0 0 0 0 I1 0 0 0 0
0 0 0 0 0 0 0 I2 0 0 0
0 0 0 0 0 0 0 0 I2 0 0
0 0 0 0 0 0 0 0 0 I1 0
0 0 0 0 0 0 0 0 0 0 I2

︸ ︷︷ ︸
C1

uc,n,q−1
uf,n,q−1
uf,n−
1
2
,q−1
uc,n−1,Q
uf,n−1,Q
uf,n−
3
2
,Q
uc,n−2,Q
uf,n−2,Q
uf,n−
5
2
,Q
uc,n−3,Q
uf,n−3,Q

︸ ︷︷ ︸
zn,q−1
,

uc,n,q
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︸ ︷︷ ︸
zn,q
=

0 H−1c Jcf 0 −β1H−1c 0 0 −β2H−1c 0 0 −β3H−1c 0
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0 0 I2 0 0 0 0 0 0 0 0
0 0 0 I1 0 0 0 0 0 0 0
0 0 0 0 I2 0 0 0 0 0 0
0 0 0 0 0 I2 0 0 0 0 0
0 0 0 0 0 0 I1 0 0 0 0
0 0 0 0 0 0 0 I2 0 0 0
0 0 0 0 0 0 0 0 I2 0 0
0 0 0 0 0 0 0 0 0 I1 0
0 0 0 0 0 0 0 0 0 0 I2
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︸ ︷︷ ︸
C2

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
,
and thus, the corrector step is zn,q = C2C1z
n,q−1. We note that the solution uf,n−1/2,q is ef-
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fected via C1, and u
f,n,q and uc,n,q are determined using C2. For Q corrector iterations, thus,
the multirate PC scheme is zn = Gzn−1, where G = CQP , C = C2C1, and P = P2P1, for
η = 2.
This methodology can readily be extended for arbitrary η where the predictor matrix
is P = Pη . . . P1 and the corrector matrix is C = Cη . . . C1. For example, for η = 3, the
predictor matrix P is P = P3P2P1, where P1 determines u
f,n−1/3,0, P2 determines uf,n−2/3,0,
and P3 determines u
f,n,0 and uc,n,0. Similarly the corrector matrix C is C = C3C2C1 where
C1 determines u
f,n−1/3,q, C2 determines uf,n−2/3,q, and C3 determines uf,n,q and uc,n,q.
Using this approach, we determine the growth matrix G = CQP for any arbitrary η. The
spectral radius of G is used to understand the stability behavior of the multirate timestepping
scheme for different parameters such as the extrapolation order of interdomain boundary data
during the predictor step (m), grid resolution (N), overlap width (K), and the number of
corrector iterations (Q).
5.1. Stability results for different BDFk/EXTm schemes
In this section, we present the spectral radius (ρ(G)) versus nondimensional time plots
(ν∆tc/∆x
2) for different timestep size ratios. We start with η = 2, and then look at increas-
ing values of η.
Figure 14 shows the stability plots for BDFk/EXTm scheme for different number of cor-
rector iterations (Q) with η = 2 and grid parameters N = 32 and K = 5. We conclude from
Fig. 14 that using high-order extrapolation for interdomain boundary data (m) decreases
the nondimensional time at which the spectral radius of G is greater than 1. This result
is similar to the stability results for the singlerate timestepping scheme (Fig. 6). We also
see that using an odd-Q decreases the stability of the scheme, which is in contrast to the
decreased stability for even-Q with the singlerate timestepping method (η = 1). To deter-
mine if the behavior of odd- and even-Q is universal for all η, we look at the results for
η > 2. Additionally, since we are interested in third-order temporal accuracy, we focus on
the high-order scheme with k = 3 and m = 3.
Figure 15 shows the spectral radius versus nondimensional time plot for η = 1, 2, 3, 4, 5,
and 10 with different Q. The plots in Fig. 15 use a semi-log scale for the x-axis to show the
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(a) BDF1/EXT1 (b) BDF2/EXT1 (c) BDF2/EXT2
(d) BDF3/EXT1 (e) BDF3/EXT2 (f) BDF3/EXT3
Figure 14: Spectral radius ρ(G) versus nondimensional time ν∆tc∆x2 for different BDFk/EXTm schemes for
η = 2 with Q = 0 . . . 7, with grid parameters N = 32 and K = 5.
stability behavior of the multirate timestepping scheme for a large range of nondimensional
timestep size ν∆tc/∆x
2. We observe that for η = 1, odd-Q is more stable than even-Q,
and for η = 2, even-Q is more stable than odd-Q. For η ≥ 3, however, the odd-even
pattern goes away for a large nondimensional timestep size (ν∆tc/∆x
2 > 2× 104). We also
observe that the singlerate timestepping scheme (η = 1) requires fewer corrector iterations to
guarantee unconditional stability in comparison to the multirate timestepping scheme. Here,
unconditional stability means that ρ(G) < 1 irrespective of the nondimensional timestep size.
Figure 15 shows that for the grid parameters considered here (N = 32 and K = 5), η = 1
requires Q = 3 and η ≥ 2 requires Q = 6 for unconditional stability to solve the unsteady
heat equation using overlapping grids with third-order temporal accuracy in the FD-based
framework.
We notice similar behavior in stability if we increase the grid overlap by changing the grid
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(a) η = 1 (b) η = 2 (c) η = 3
(d) η = 4 (e) η = 5 (f) η = 10
Figure 15: Spectral radius ρ(G) versus nondimensional time ν∆tc∆x2 for the BDF3/EXT3 scheme with different
η and Q = 0 . . . 7, with grid parameters N = 32 and K = 5.
parameter K = 5 to 10. Fig. 16(b), similar to Fig. 15(b), shows that even-Q is more stable
than odd-Q for η = 2. For η ≥ 3, we observed that the odd-even pattern in stability goes
away for a large nondimensional timestep size, and as expected, increasing the grid overlap
makes the PC scheme more stable.
In the following section, we will show that the stability behavior that we have observed
for large nondimensional timestep size in the 1D model problem qualitatively captures the
general stability behavior of the PC-based multirate timestepping scheme for solving the
INSE in the Schwarz-SEM framework. In future work, we will extend this analysis to make
more rigorous predictions and establish theoretical bounds on the stability of the PC-based
multirate timestepping scheme. This will require us to understand how the nondimensional
timestep size of the 1D model problem is related to the timestep size for the unsteady Stokes
problem in the Schwarz-SEM framework. We will also investigate why the odd-even stability
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(a) η = 1 (b) η = 2 (c) η = 3
(d) η = 4 (e) η = 5 (f) η = 10
Figure 16: Spectral radius ρ(G) versus nondimensional time ν∆tc∆x2 for the BDF3/EXT3 scheme with different
η and Q = 0 . . . 7, with grid parameters N = 32 and K = 10.
pattern manifests for η = 1 and 2, and not for η ≥ 3.
5.2. Validation with Schwarz-SEM Framework
In this section, we consider the Navier-Stokes eigenfunctions by Walsh from Section 4.2.1
using multirate timestepping in the Schwarz-SEM framework. Figure 17 shows a snap-
shot of the local grid CFL for the overlapping grids (Fig. 10) used to model the periodic
domain. Due to the difference in the grid sizes, the maximum CFL number in the circu-
lar mesh (CFL=0.2497) is twice as much as the maximum CFL in the background mesh
(CFL=0.1093). Thus, we can use at least a timestep ratio of η = ∆tc/∆tf = 2 with the
larger timestep size (∆tc) for the background mesh and the smaller timestep size (∆tf ) for
the circular mesh.
To understand the stability properties of the PC-based multirate timestepping scheme
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Figure 17: CFL comparison for the overlapping spectral element mesh for same timestep size. (left) Ωc and
(right) Ωf . The CFL is maximum (0.11 in Ωc and 0.25 in Ωf ) where the ratio of flow velocity to grid spacing
is highest in each subdomain.
in the Schwarz-SEM framework, we set ∆tc = 5 × 10−3, N = 7, k = 3, and m = 3 with
different timestep ratio (η = 2− 4) and corrector iterations (Q = 1− 5). Preliminary results
using the Schwarz-SEM framework show that we observe the stability behavior that we had
expected from the analysis of the 1D model problem. Figure 18(a) shows that for η = 2,
odd-Q is less stable than even-Q, as we had expected from the results in Fig. 15(b) and
16(b). Figure 18(b) and (c) shows that for η = 3 and 4, respectively, we do not observe the
odd-even stability pattern in the Schwarz-SEM framework, which we had observed for large
nondimensional timestep size in the FD-based framework (Fig. 15(c) and (d)). We note that
we have observed this same behavior for similar numerical experiments in the Schwarz-SEM
framework for different N .
Based on numerical experiments in the Schwarz-SEM framework with the singlerate and
multirate timestepping PC scheme, we conclude that the asymptotic behavior (in terms of
the nondimensional timestep size) that we observe for different Q and η in the 1D model
problem, qualitatively captures the stability behavior that we observe in the Schwarz-SEM
framework. We note that from a practical standpoint, the results in the current work are
sufficient because the odd-even behavior seems to vanish for η >= 10, which is the limit
in which we are interested as high timestep ratios help us realize the maximum potential
of MTS. For example, we have used η = 50 to model a thermally buoyant plume with two
overlapping grids in [17] and demonstrated the computational savings associated with MTS
in comparison to STS. Nonetheless, in future work we will look at methods that can allow
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(a) η = 2 (b) η = 3 (c) η = 4
Figure 18: Error variation for the Navier-Stokes eigenfunctions test case from Section 4.2.1 with different Q
for η = 2− 4. We set k = 3, m = 3, ∆tc = 5× 10−3, and N = 7 for the results presented here.
us to make more rigorous predictions on the impact of Q and η on the stability properties
of the multirate timestepping scheme.
6. Conclusion & future work
We have used the matrix stability method to analyze the stability of a singlerate and
multirate predictor-corrector scheme used in the Schwarz-SEM framework for the incom-
pressible Navier-Stokes equations. We simplify the analysis by considering the unsteady
heat equation in 1D with a finite-difference-based spatial discretization, and results indicate
that the stability of our BDFk/EXTm-based timestepping scheme increases with increase
in resolution and overlap of the subdomains. We also observe that for singlerate timestep-
ping, the PC scheme is more stable when odd number of corrector iteration (Q) are used
in comparison to an even-Q. Based on empirical analyses and the results in the literature,
it appears that this difference in the stability of odd- and even-Q is a universal behavior of
PC schemes for ODEs of the form y′ = λy if λ has a negative real part. In future work,
we will further investigate this stability behavior and look at the stability of our PC scheme
with the unsteady Stokes operator in the context of SEM. For multirate timestepping, we
have observed that the difference in stability of odd- and even-Q varies with the timestep
ratioη. For timestep ratio η = 2, even-Q is more stable than odd-Q. For η ≥ 3, even-Q is
more stable than odd-Q for a small nondimensional timestep size, and the odd-even behavior
vanishes as we increase the timestep size. In future work, we will further explore the stability
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behavior of the multirate PC scheme in the context of the Schwarz-SEM framework. We will
also consider the multirate scheme for a system of ODEs of the form y′ = λy to determine
if the stability behavior can be generalized for ODEs and PDEs in general, similar to the
results for the singlerate timestepping scheme.
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