Eigenvalues of Toeplitz Operators on the Annulus and Neil Algebra by Broschinski, Adam
ar
X
iv
:1
30
3.
33
14
v2
  [
ma
th.
FA
]  
27
 A
ug
 20
13
EIGENVALUES OF TOEPLITZ OPERATORS ON THE ANNULUS AND NEIL
ALGEBRA
ADAM BROSCHINSKI∗
Abstract. By working with all collection of all the Sarason Hilbert Hardy spaces for the annulus
algebra an improvement to the results of Aryana and Clancey on eigenvalues of self-adjoint Toeplitz
operators on an annulus is obtained. The ideas are applied to Toeplitz operators on the Neil algebra.
These examples may provide a template for a general theory of Toeplitz operators with respect to an
algebra.
1. Introduction
In this article, eigenvalues for self-adjoint Toeplitz operators with real symbols associated to
the Neil algebra and the algebra of bounded analytic functions on an annulus are investigated.
The Neil algebra A is the subalgebra of H∞ consisting of those f whose derivative at 0 is 0.
Pick interpolation in this, and other related more elaborate subalgebras of H∞, is a current active
area of research with [DP], [DPRS], [BBtH], [BH1][BH2] [JKM], and [K] among the references.
For the algebra A(A) of functions analytic on the annulus A and continuous on the closure
of A the results obtained here give finer detail than those of Aryana and Clancey [Ar1], [AC] (see
also [Ar2] and [C]) in their generalization of a result of Abrahamse [A1]. The proofs are accessible
to readers familiar with basic functional analysis and function theory on the annulus as found in
either [F] or [S1]; in particular, they make no use of theta functions.
The approach used and structure exposed here applies to many other algebras, including H∞(R)
for a (nice) multiply connected domain in C and finite codimension subalgebras of H∞, though
the details would necessarily be more complicated and less concrete than for the two algebras
mentioned above.
The article proper is organized as follows. The algebras A(A) and A are treated in Sections 2
and 3 respectively. These sections can be read independently. Only the standard theory of H2 is
needed for Section 3. The article concludes with Section 4; it provides an additional rationale for
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considering families of representations when studying Toeplitz operators associated to the algebras
A and A(A).
I thank the reviewer for their suggestions which greatly this improved manuscript.
2. Toeplitz operators on the annulus
Fix 0 < q < 1 and let A denote the annulus,
A = Aq = {z ∈ C : q < |z| < 1}.
The boundary B of A has two components
Bq = {z ∈ C : |z| = q}
and
B1 = {z ∈ C : |z| = 1}.
It is well known that for A the analog of the classical Hilbert Hardy space H2 on the disc is a
one parameter family of Hilbert spaces that can be described in several different ways [AD], [S1],
or [A1]. For our purposes the following is convenient. Following [S1] we will use the universal
covering space of the annulus, Â = {(r, t) ∈ R2 : q < r < 1 and − ∞ < t < ∞} with locally
conformal coordinates given by the map φ(r, t) 7→ reit, to define modulus automorphic functions.
A Modulus Automorphic function, F, on Â is a meromorphic function on Â that satisfies
|F(r, t)| = |F(r, t + 2npi)| for all q < r < 1, 0 ≤ t < 2pi and n ∈ Z.
So, although f ≔ F ◦ φ−1 may be multivalued on A, the function | f | is single valued. Because
an analytic function is determined, up to a unimodular constant, by it modulus, if F is modulus
automorphic, then there exists a unimodular constant, λF, such that F(r, t + 2pi) ≡ λF F(r, t). The
index of F, denoted by index(F), is the unique α ∈ [0, 1) such that α = (2pii)−1 log λF. Let µ j
denote the multiple of arclength measure on B j weighted so that µ j(B j) = 2pi and let µ = µ1 + µq.
Given α ∈ [0, 1), define an analog of H2(D) in the following way
H2α(A) ≔ {F ◦ φ−1 : index(F) = α and
∫
B
∣∣∣F ◦ φ−1∣∣∣2 dµ < ∞}.
In [S1, Section 7] Sarason established the following important properties of H2α(A):
H2α(A) ⊆ L2(A) for all α ∈ [0, 1)
and, letting χ(z) = z,
H2α(A) = {χα f : f ∈ H20(A)}.
Moreover, Sarason showed that the Laurent polynomials are dense in H20(A) and thus H20(A) admits
an analog to Fourier Analysis on the disk.
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Turning to multiplication and Toeplitz operators on the H2α spaces, let C(A) denote the Banach
algebra (in the uniform norm) of continuous functions on the closure of A. The annulus algebra,
A(A), is the (Banach) subalgebra of C(A) consisting of those f which are analytic inA. It is easy to
see that each H2α space in invariant for A(A) in the sense that each a ∈ A(A) determines a bounded
linear operator Mαa on H2α defined by
Mαa f = a f .
Moreover, the mapping piα : A(A) → B(H2α) defined by piα(a) = Mαa is a unital representation of the
algebra A(A) into the the space B(H2α) of bounded linear operators on the Hilbert space H2α.
Next let φ ∈ L∞ denote a real-valued function on B. The symbol φ determines a family, one
for each α, of Toeplitz operators. Specifically, let Tαφ denote the Toeplitz operator on H
2
α defined
by
H2α ∋ f 7→ Pαφ f ,
where Pα is the projection of L2(B) onto H2α. A function g ∈ H2α is outer if {ag ∈ H2α : a ∈ A(A)} is
dense in the Hilbert space H2α (see [S1, Theorem 14]).
The following is the main result on the existence of eigenvalues for Toeplitz operators on A.
Theorem 2.1. Fix a real-valued φ ∈ L∞. Let α ∈ [0, 1) and a nonzero g ∈ H2α be given. If Tαφ g = 0,
then g is outer and moreover there exists a nonzero c ∈ R such that
(1) φ |g|2 = c log
∣∣∣χq−1/2∣∣∣ .
If there is an α and an outer function g ∈ H2α such that Equation (1) holds, then Tαφ g = 0,
where α is necessarily the index of g. Thus α is congruent modulo 1 to,
(2) 1
4pi log q
(∫
B1
log |φ| dµ1 −
∫
Bq
log |φ| dµq
)
.
In particular, there exists at most one α such that Tαφ has eigenvalue 0 and the dimension of this
eigenspace is at most one.
Before we prove Theorem 2.1, we pause to collect two corollaries. We say that λ is an eigen-
value of φ relative to A(A) if there exists an α ∈ [0, 1) and nontrivial solution g to Tαφ g = λg.
Corollary 2.2. If
ess sup{φ(z) : z ∈ Bq} = m < 0 < M = ess inf{φ(z) : z ∈ B1}
or
ess sup{φ(z) : z ∈ B1} = m < 0 < M = ess inf{φ(z) : z ∈ Bq},
then each λ ∈ (m, M) is an eigenvalue of φ relative to A(A), the latter case only happening when the
c from Theorem 2.1 is negative. Further, M (resp. m) is an eigenvalue if and only if log|χq−1/2|
φ−M ∈ L
1
(resp. log|χq−1/2|)
φ−m
∈ L1).
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Corollary 2.3. The set of eigenvalues of φ relative to A(A) is either empty, a point, or an interval.
The following Corollary of Theorem 2.1 and Corollary 2.2 generalizes the main result of [AC]
for the annulus.
Corollary 2.4. With the hypotheses of Corollary 2.2, if either∫
B
log |φ − M| dµ = −∞
or ∫
B
log |φ − m| dµ = −∞,
then for each α the Toeplitz operator Tαφ has infinitely many eigenvalues in the interval (−m, M).
The remainder of this section is organized as follows. Subsection 2.1 contains the proof of
Theorem 2.1. The corollaries are proved in Subsection 2.2.
2.1. Proof of Theorem 2.1. Let
A(A)∗ ≔ { f ∗ : f ∈ A(A)}.
In the context of Theorem 2.1, suppose Tαφg = 0. Using the fact that, if a ∈ A(A), then ag ∈ H2α it
follows that
0 =
〈
Tαφ g, ag
〉
=
∫
B
φ |g|2 a∗ dµ.
Since φ |g|2 is real-valued ∫
B
φ |g|2 a dµ = 0
too. Thus φ |g|2 annihilates A(A) ⊕ A(A)∗. In fact we know the following about measures that
annihilate A(A) ⊕ A(A)∗.
Proposition 2.5. A measure ν << µ who’s Radon-Nikodym derivative with respect to µ is in L1(B)
annihilates A(A) ⊕ A(A)∗ if and only if there exists a c ∈ C such that
dν
dµ = c log
(
χq−
1
2
)
.
Proof. If ν annihilates A(A) ⊕ A(A)∗, then for each n ∈ Z∫
B
χn dν =
∫
B
χn
dν
dµ dµ =
1∑
j=0
∫ 2pi
0
dν
dµ(q
jeit)q jeint dt and
∫
B
χ
n dν =
∫
B
χ
n dν
dµ dµ =
1∑
j=0
∫ 2pi
0
dν
dµ(q
jeit)q je−int dt.
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Hence ∫ 2pi
0
dν
dµ (e
it)eint dt = −
∫ 2pi
0
dν
dµ (qe
it)qneint dt and∫ 2pi
0
dν
dµ(e
it)e−int dt = −
∫ 2pi
0
dν
dµ (qe
it)qne−int dt.
By replacing n with −n in the last equation we can see that
qn
∫ 2pi
0
dν
dµ (qe
it)eint dt = q−n
∫ 2pi
0
dν
dµ (qe
it)eint dt.
Hence for all n ∈ Z (
qn − q−n
) ∫ 2pi
0
dν
dµ(q
jeit)eint dt = 0.
That means that for all 0 , m ∈ Z and j = 0, 1∫ 2pi
0
dν
dµ(q
jeit)eimt dt = 0.
So dνdµ must be equal to a constant, a, almost everywhere on each boundary with a ≔
dν
dµ
∣∣∣∣
B1
=
− dνdµ
∣∣∣∣
Bq
. If we choose c ∈ R to be a
log q−
1
2
, then dνdµ = c log
∣∣∣∣zq− 12 ∣∣∣∣ almost everywhere on B.
Now let ν be a measure such that dνdµ = c log
∣∣∣∣zq− 12 ∣∣∣∣ almost everywhere on B. Since span{zn, zn | n ∈
Z} is dense in A(A) ⊕ A(A)∗ it will suffice to show that for n ∈ Z∫
B
χn dν =
∫
B
χnc log
∣∣∣∣χq− 12 ∣∣∣∣ dµ = 0 and∫
B
χ
n dν =
∫
B
χ
n
c log
∣∣∣∣χq− 12 ∣∣∣∣ dµ = 0
to prove that ν annihilates A(A) ⊕ A(A)∗. If n = 0, then∫
B
c log
∣∣∣∣χq− 12 ∣∣∣∣) dµ = ∫
B1
c log
(
q−
1
2
)
dµ1 +
∫
Bq
c log
(
q
1
2
)
dµq = 0.
If n , 0, then for j = 1, q, ∫
B j
c log
∣∣∣∣χq− 12 ∣∣∣∣ = c log ( jq− 12 ) ∫
B j
χn dµ1 = 0.
A similar computation shows that
∫
B χ
n
c log
∣∣∣∣χq− 12 ∣∣∣∣ dµ = 0.
Combining the fact that if Tαφ g = 0, then φ |g|
2 annihilates A(A) ⊕ A(A)∗ and the above propo-
sition we see that if Tαφg = 0, then there exists some c ∈ R such that φ |g|
2
= c log
∣∣∣∣χq− 12 ∣∣∣∣.
The next objective is to show that g is outer. First we need the following definition. A function
θ in H2β is inner if |θ| = 1 on B. Sarason in [S1, Theorem 7] proved a version of inner-outer
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factorization for the annulus: given f ∈ H2α, there is a β and an inner function ψ ∈ H2β and outer
function F ∈ H2α−β such that
(3) f = ψF.
Let g = ψF denote the inner-outer factorization of g as an H2α function as in Equation (3) and
let β ∈ [0, 1) be the index of ψ. Since index(ψ) + index(F) = index(g), we have that χβF ∈ H2α.
Similarly we have that C ≔ χ−βψ ∈ H2 which means that its restrictions to each of the boundary
components B1 and Bq is representable as a Fourier series whose coefficients we will denote by
Ĉq(n) and Ĉ1(n) respectively. Moreover by [S1, Lemma 1.1] we know that Ĉ1(n) = q−nĈq(n). Since
we showed above that φ |g|2 = c log
∣∣∣∣χq− 12 ∣∣∣∣ for some c ∈ R, for any n ∈ Z
0 =
〈
Tαφ g, χnχβF
〉
=
∫
B
φ |g|2 |χ|2β χ−βψχn dµ
=
∫
B
c log
(∣∣∣χq−1/2∣∣∣) |χ|2β Cχn dµ
= c log(q1/2)
(
qn+2βĈq(n) − Ĉ1(n)
)
= c log(q)Ĉq(n)
(
qn+2β − q−n
)
.
(4)
From Equation (4) it follows that, for each n, either Ĉq(n) = 0 or n + β = 0. Since β ∈ [0, 1)
and Ĉq(m) , 0 for some m, it follows that Ĉq(n) = 0 for n , 0 and β = 0. Thus ψ is a unitary
constant and g is outer.
Next assume that g ∈ H2α is outer and equation (1) holds. By Proposition 2.5,〈
Tαφ g, ag
〉
=
∫
B
φ |g|2 a dµ =
∫
B
c log
∣∣∣∣χq− 12 ∣∣∣∣ a = 0,
for every a ∈ A(D). Further since g is outer {ag | a ∈ A(A)} is dense in H2α. Thus Tαφg = 0 which
proves the second part.
To prove the third part of the Theorem, simply choose α to be the index of g. From [S1,
Theorem 6] we know that, modulo one, the index of g is
−1
2pi log q
(∫
B1
log |g| dµ1 −
∫
Bq
log |g| dµq
)
.
Applying the fact that |g| =
(
c log|χq−1/2|
φ
)1/2
the above expression simplifies to
1
4pi log q
(∫
B1
log |φ| dµ1 −
∫
Bq
log |φ| dµq
)
.
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Finally, suppose that Tαφ g = 0 and also T
β
φh = 0. From what has already been proved g and h
are outer and there exists nonzero c, d ∈ R such that
φ |g|2 = c log
∣∣∣χq−1/2∣∣∣ , φ |h|2 = d log ∣∣∣χq−1/2∣∣∣
on B. Since φ is almost everywhere nonzero we have that |g|2 = cd |h|
2 and because g and h are
outer, they are equal up to a complex scalar multiple, see [S1, Theorem 7.9].
2.2. Proofs of the corollaries. To prove Corollary 2.2, observe that the first (resp. second) dis-
played inequality implies, for m < λ < M, that
(5) ψ = log
∣∣∣χq−1/2∣∣∣
φ − λ
takes nonnegative (resp. nonpositive) values and is essentially bounded above (resp. below) and
below (resp. above) away from zero. Hence by [S1, Theorem 9] there exists an outer function g
such that such that |g|2 = ψ (resp. |g|2 = −ψ). From Theorem 2.1 there is a α such that Tαφ g = λg.
The case λ = M (resp. λ = m) is similar, but now, while ψ is still essentially bounded below away
from zero, it need not be integrable. If ψ is integrable, than the argument above shows it is an
eigenvector with eigenvalue M (resp. m). On the other hand, if M (resp. m) is an eigenvalue, then
there is an outer function g so that ψ = |g|2 and hence ψ is integrable.
It suffices to prove Corollary 2.3 for M = ess inf{φ(z) : z ∈ B1} and m = ess sup{φ(z) : z ∈ Bq}.
By Corollary 2.2 if m < M then the set of φ relative to A(A) contains the interval (m, M) and
otherwise 2.1 says that the set of eigenvalues is at most a point. So we must show that if λ > M or
λ < m then λ is not an eigenvalue. To this end, suppose λ > M. Since λ > M = ess inf{φ(z) : z ∈
B1}we have that µ ({φ(z) − λ < 0 : z ∈ B1}) > 0. On the other hand, if λ is an eigenvalue, then there
is a nonzero d ∈ R and multivalued outer function h ∈ L2(B) such that (φ − λ) |h|2 = d log
∣∣∣χq−1/2∣∣∣
which implies that either (φ − λ)|Bq is positive almost everywhere or (φ − λ)|B1 is positive almost
everywhere. This is a contradiction since we know that (φ − λ) is negative on the inner boundary
of the annulus and not positive almost everywhere on the outer boundary. This proves Corollary
2.3 for λ > M. The proof for the case λ < m proceeds analogously. The details are omitted.
It suffices to prove Corollary 2.4 when M = ess inf{φ(z) : z ∈ B1} and m = ess sup{φ(z) : z ∈
Bq}. Assume that
∫
B log |φ − M| dµ = −∞. Given m < λ < M, by Corollary 2.2, there is a unique,
up to scalar multiple, outer function gλ of Tφ−λ whose modulus squared is given by ψ in equation
(5). By Theorem 2.1, the index αλ ∈ [0, 1) of gλ is congruent, modulo one, to
βλ ≔
1
4pi log q
(∫
B1
log |φ − λ| dµ1 −
∫
Bq
log |φ − λ| dµq
)
.
Notice that as λ approaches M on Bq we have that
∫
Bq
log |φ − λ| < ∞ since φ ∈ L∞ and ess sup{φ(z) :
z ∈ Bq} < M. It follows from the monotone convergence theorem that βλ approaches −∞
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as λ approaches M. Hence αλ takes every value in the interval [r, 1) infintely often for every
choice of 0 ≤ r < 1. Which completes the proof in the case M = ess inf{φ(z) : z ∈ B1}
and
∫
B log |φ − M| dµ = −∞. The the proof for the case m = ess sup{φ(z) : z ∈ Bq} and∫
B log |φ − m| dµ = −∞ proceeds similarly.
3. Toeplitz operators on the Neil parabola
Let A denote the Neil Algebra; i.e., A is the unital subalgebra of the disc algebra A(D)
consisting of those f with f ′(0) = 0. Each subspace V ⊆ C ⊕ Cz determines a subspace
H2V = H
2 ⊖V
of the classical Hardy space H2 which is invariant for A in the following sense. Each a ∈ A
determines a bounded linear operator MVa on H2V defined by
MVa f = a f .
Moreover, the mapping piV : A → B(H2V) defined by piV(a) = MVa is a unital representation.
Here B(H2V) is the algebra of bounded operators on H2V. A further discussion of the collection of
representations piV can be found in Section 4.
Let φ denote a real-valued function on the unit circle T. The symbol φ determines a family,
one for each V, of Toeplitz operators. Specifically, let TVφ denote the Toeplitz operator on H
2
V
defined by
H2V ∋ f 7→ PVφ f ,
where PV is the projection of L2(T) onto H2V.
Letting χ(z) = z we get the following as the main result on the existence of eigenvalues for
Toeplitz operators on H2V.
Theorem 3.1. Fix a real-valued φ ∈ L∞ and let V ⊆ C ⊕ Cz and nonzero g ∈ H2V be given. If
TVφ g = 0, then g is outer and moreover there is a c ∈ C such that, on T,
(6) φ |g|2 = cχ + (cχ)∗.
Conversely, if there is a c ∈ C and outer function g ∈ H2 such that Equation (6) holds, then
TVφ g = 0, where V is uniquely determined by the values g(0) and g′(0).
In particular, there exists at most one V such that TVφ has eigenvalue 0 and the dimension of
this eigenspace is at most one.
Before turning to the proof of Theorem 3.1, we pause to state the analogs of corollaries 2.2,
and 2.3. By analogy with the case of the annulus, we say that λ is an eigenvalue of φ relative to
A if there exists a V ⊆ C ⊕ Cz and nontrivial solution to TVφ g = λg.
EIGENVALUES FOR TOEPLITZ OPERATORS 9
Corollary 3.2. If there is a c ∈ C such that
ess sup{φ(z) : cz + (cz)∗ < 0} = m < 0 < M = ess inf{φ(z) : cz + (cz)∗ > 0},
then each λ ∈ (m, M) is an eigenvalue of φ relative to A. Further, for each such λ there is an
essentially unique outer function fλ such that
(φ − λ)| fλ|2 = cχ + (cχ)∗.
(Here c is independent of λ.)
Moreover, M (resp. m) is an eigenvalue if and only if cχ+(cχ)∗
φ−M (resp. cχ+(cχ)
∗
φ−m
) is in L1.
Corollary 3.3. The set of eigenvalues of φ relative to A is either empty, a point, or an interval.
If we are given a φ that satisfies Corollary 3.2 and a λ ∈ (m, M) the following corollary allows
us to determine exactly what H2V space the resulting outer function fλ is in. But first for z ∈ D and
t real, let
H(z, t) = e
it
+ z
eit − z
.
Corollary 3.4. Under the hypotheses of corollary 3.2 let
hc(z) ≔ exp
(
1
2pi
∫ pi
−pi
H(z, t) log
∣∣∣ceit + c∗e−it∣∣∣1/2 dt) ,
and
gλ(z) ≔ exp
(
1
2pi
∫ pi
−pi
H(z, t) log |φ(t) − λ|−1/2 dt
)
.
The eigenvector fλ of TVφ associated with the eigenvalue λ is in the H2V space where (nontrivial)
V ⊆ C ⊕ Cz is orthogonal to
hc(0)gλ(0) + (hc(0)g′λ(0) + h′c(0)gλ(0)) z
Moreover since hc and gλ are outer functions neither hc(0) or gλ(0) are zero.
There is no analog of Corollary 2.4 or of the main result of [AC] for the Neil parabola. In
fact Corollary 3.4 implies that if e ⊆ C ⊕ Cz is spanned by 1, then no Toeplitz operator on H2e
has eigenvalues. Although an easier way to see that no Toeplitz operator on H2e has eigenvalues is
to note that H2e = zH2. Moreover for similar reasons no Toeplitz operator on H2V has eigenvalues
if V = {0} or V = C ⊕ Cz. In fact the following corollary says that there are many nonzero
proper V, not just e, such that TVφ has no eigenvalues. To prove this we identify each nonzero
proper V with an element of the complex projective line, P1(C), which is X = C2 \ {0} modulo
the equivalence relation v ∼ w if and only if there is a complex number λ such that v = λw. Let
pi : X → P1(C) denote the quotient mapping of v ∈ C2 \ {0}. The space P1(C) can be realized as a
Riemann surface by the charts Φ j : C → P1(C) defined by Φ0(ζ) =
(
ζ 1
)T
and Φ1(ξ) =
(
1 ξ
)T
.
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Indeed, the transition mappings between these charts are ζ = 1
ξ
and ξ = 1
ζ
. A map F : R → P1(C)
is differentiable if the maps Φ−10 ◦ F and Φ−11 ◦ F are differentiable where defined. Finally, if I is an
interval in R and g : I → X is twice differentiable, then so is pi ◦ g and in this case the Hausdorff
dimension of the range of pi◦g is at most one and in this sense the range is a relatively small subset
of P1(C). For a discussion of properties of the Hausdorff dimension see [Sc].
Corollary 3.5. The function, Λ, from (m, M) to P1(C) defined by
Λ : λ 7→ pi

 hc(0)gλ(0)h′c(0)gλ(0) + hc(0)g′λ(0)


is locally Lipschitz with respect to λ on (m, M). Thus in addition toV = span{1} there exist nonzero
proper V ⊆ C ⊕ Cz such that TVφ has no eigenvalues.
The remainder of this section is organized as follows. Subsection 3.1 contains the proof of
Theorem 3.1. The corollaries are proved in Subsection 3.2.
3.1. Proof of Theorem 3.1. Let µ denote normalized arclength measure on T and let
A∗ ≔ { f ∗ : f ∈ A}.
In the context of Theorem 3.1, suppose TVφ g = 0. Using the fact that, if a ∈ A, then ag ∈ H
2
V it
follows that
0 =
〈
TVφ g, ag
〉
=
∫
T
φ |g|2 a dµ.
Since φ |g|2 is real-valued it is also the case that∫
T
φ |g|2 a dµ = 0.
Thus φ |g|2 annihilates A ⊕ A∗. In fact we know the following about measures that annihilate
A⊕A∗.
Proposition 3.6. A measure ν << µ who’s Radon-Nikodym derivative with respect to µ is in L1(T)
annihilates A⊕A∗ if and only if there exists a c ∈ C such that
dν
dµ = cχ + (cχ)
∗.
Proof. Assume that ν annihilates A⊕A∗, then for each n ∈ Z \ {1,−1}∫
T
χn dν =
∫
T
χn
dν
dµ dµ = 0
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Hence for any n different from ±1 the corresponding Fourier coefficent of dνdµ is zero. Thus there
exists c ∈ C such that all the Fourier coefficients of dνdµ − cχ + (cχ)∗ are 0, which implies that
dν
dµ = cχ + (cχ)∗ almost everywhere on T.
Now let ν be a measure such that dνdµ = cχ + (cχ)∗ almost everywhere on T. Since the span of
the set {zn | n ∈ Z \ {1,−1}} is dense in A⊕A∗ it will suffice to show that for n ∈ Z \ {1,−1}∫
T
χn dν =
∫
T
χn (cχ + (cχ)∗) dµ = 0
to prove that ν annihilates A⊕A∗. But for n ∈ Z \ {1,−1}∫
T
χn (cχ + (cχ)∗) dµ =
∫
T
cχn+1 +
(
cχn−1
)∗
= 0.
Combining the fact that if TVφ g = 0, then φ |g|
2 annihilates A ⊕A∗ and the above proposition
we see that if TVφ g = 0, then there exists some c ∈ C such that φ |g|
2
= cχ + (cχ)∗.
The next objective is to show g is outer. To this end, let g = ΨF denote the inner-outer
factorization of g as an H2 function. Observe that, znF ∈ H2V for integers n ≥ 2. Thus, for such n,
0 =
〈
T vφg, Fz
n
〉
=
∫
T
φ|g|2Ψzn dµ
= 〈(cz + (cz)∗)Ψ, zn〉L2 .
It follows, writing Ψ =
∑∞
k=0 Ψkz
k
, that
cΨn−1 + c
∗
Ψn+1 = 0
for n ≥ 2. In particular,
Ψ2k+1 = (− c
c∗
)kΨ1
for k ≥ 1 and likewise,
Ψ2k+2 = (− c
c∗
)kΨ2.
Because Ψ ∈ H2 these last two equations imply that Ψk = 0 for k ≥ 1; i.e., Ψ is a unimodular
constant and thus g is outer, and the first part of the Theorem is established.
The proof of the converse uses the following lemma.
Lemma 3.7. Given a nonzero V $ C ⊕ Cz, if g is outer and in H2
V
, then the set
{ag : a ∈ A}
is dense in H2V.
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Proof. Let f ∈ H2V be given. Since g is outer there exists a sequence of functions {an} ⊆ H∞(D)
such that ang converges to f in H2(D). Let bn ≔ an − a′n(0), so each bn ∈ A. To show that bng
also converges to f it suffices to show that a′n(0) converges to zero. To do this note that for each
nonzero proper V there exists a pair (α, β) ∈ C2 not both zero such that if h ∈ H2V, then there exists
a ζ ∈ C and q ∈ H2(D) such that h = ζα + ζβz + z2q. Since g(0) , 0 this means that
f (0)
g(0) · g
′(0) = f ′(0).
Because an(0)g(0) converges to f (0) and (ang)′(0) converges to f ′(0) we have that
lim
n→∞
an(0) = f (0)g(0)
lim
n→∞
a′n(0) =
f ′(0) − f (0)g(0) · g′(0)
g(0) = 0
To prove the converse, suppose that g is outer and there is a c ∈ C such that Equation (6) holds.
Let V be the nonzero subspace of C ⊕ Cz such that g(0) + g′(0)z ∈ V⊥. In particular, g ∈ H2V. It
follows that, for any a ∈ A,
〈TVφ g, ag〉 =
∫
T
φ |g|2 a∗ dµ = 0
and thus, in view of Lemma 3.7, TVφ g = 0.
Finally, suppose that TVφ g = 0 and TWφ h = 0. From what has already been proved g and h are
outer and there exists c, d ∈ C such that
φ |g|2 = cχ + (cχ)∗, φ |h|2 = dχ + (dχ)∗
on T. It follows that φ is positive almost everywhere both where cχ + (cχ)∗ and (dχ) + (dχ)∗ are
positive. Hence c = td for some positive real number t. But then, t |g| = |h| and because g and h are
outer, they are equal up to a (complex) scalar multiple.
3.2. Proofs of the corollaries. To prove Corollary 3.2, observe that the hypotheses imply, for
m < λ < M, that
ψ =
cχ + (cχ)∗
φ − λ
is nonnegative, in L1 and moreover
(7)
∫
T
log |ψ| dµ > −∞
because the same is true withψ replaced by cχ+(cχ)∗, φ is essentially bounded and sgn (cχ + (cχ)∗) =
sgn(φ). Hence there is an outer function g ∈ H2 such that
(φ − λ) |g|2 = cχ + (cχ)∗.
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From Theorem 3.1 there is a nonzero proper V such that
TVφ g = λg.
The case λ = M (resp. λ = m) are similar, with the only issue being that a hypothesis is needed
to guarantee that ψ, as defined above, is integrable.
Turning to the proof of Corollary 3.3, because Corollary 3.2 implies the interval (m, M) is
contained in the set of eigenvalues of φ with respect to A, it suffices to show if λ > M or λ < m,
then λ is not an eigenvalue. Accordingly suppose λ > M. In this case the measure of the set
S = {z ∈ T : φ(z) > λ} is less than pi2 . On the other hand, if λ is an eigenvalue, then there is a
non-zero c and outer function h ∈ H2 such that
(φ − λ) |h|2 = cχ + (cχ)∗
But then the measure of the set S is pi2 , a contradiction. Which proves the corollary when λ > M.
The proof of the case λ < m proceeds analogously. It now follows that set of eigenvalues contains
(m, M) and is contained in [m, M] and the proof of the corollary is complete.
To prove corollary 3.4 use (6) and the fact that fλ is outer to see that
fλ(z) = exp
∫
T
H(z, ·) log
(
cχ + (cχ)∗
φ − λ
)1/2
dµ

= exp
(∫
T
H(z, ·) log |cχ + (cχ)∗|1/2 dµ
)
exp
(∫
T
H(z, ·) log |φ − λ|−1/2 dµ
)
=hc(z)gλ(z).
Thus fλ(0) = hc(0)gλ(0) and f ′λ(0) = hc(0)g′λ(0) + h′c(0)gλ(0) and the conclusion follows.
To prove Corollary 3.5 we will first show that the maps
λ 7→ gλ(0) and
λ 7→ g′λ(0)
are twice differentiable with respect to λ on (m, M). Those questions boil down to checking if
λ 7→
∫
T
H(0, ·) log |φ − λ| dµ and
λ 7→
∫
T
H′(0, ·) log |φ − λ| dµ
are twice differentiable with respect to λ on (m, M). For a given λ0 ∈ (m, M) there is a δ > 0 such
that φ− λ is essentially bounded above and away from zero for |λ− λ0| < δ. It follows that for such
λ, the functions H(0, t) log(|φ(t)−λ|) and H′(0) log(|φ(t)−λ|) as well as (φ(t)−λ)−1 are all bounded
above and below. Thus a standard application of the dominated convergence theorem establishes
the desired differentiability. A similar argument shows that in fact both functions are infinitely
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differentiable. SinceΦ1◦Λ is twice differentiable on (m, M) it is locally Lipschitz. Because (m, M)
can be written as a countable union of intervals withΦ1◦Λ Lipschitz on each interval the Hausdorff
dimension of Φ1 ◦Λ((m, M)) is at most 1. So Λ((m, M)) cannot be all of P1(C) \ {[0, 1]} since Φ1 is
injective on its range. Let L = {V | V is a nonzero proper subspace of C + Cz}. Finally for each
nonzero proper V choose a f ∈ H2V with f (0) and f ′(0) not both zero and let τ : L → P1(C)
be defined by map τ : V 7→ [ f (0), f ′(0)]. The map τ is a bijection between L and P1(C), thus
if τ(V) < Λ((m, M)), then by 3.3 and 3.4 we have that TVφ has no eigenvalues. Additionally if m
(resp. M) is an eigenvalue of φ relative to A then we need to add the condition that τ(V) , Λ(m)
(resp. τ(V) , Λ(M)) for the above conclusion to hold.
4. Bundle shifts
It is natural to ask what distinguishes the families of representations {piα : 0 ≤ α < 1} and
{piV : V ⊆ C ⊕Cz} of the algebras A(A) and A as multiplication operators on the spaces {H2α : 0 ≤
α < 1} and {H2V : V ⊆ C ⊕ Cz} respectively.
For the annulus, an answer is that Sarason recognized that the collection of representations
(piα,H2α) played the same role on the annulus as the single representation determined by the shift
operator S given by
(8) A(D) ∋ f → f (S )
plays for the disc algebra A(D). For A the representations piV generate a family of positivity
conditions sufficient for Pick interpolation in A [DPRS]. Likely it is a minimal set of conditions
too. Corollary 4.2 below can be interpreted as saying that the representations (piV,H2V;V ⊆ C⊕Cz)
should play the role of the rank one bundle shifts for the Neil algebra A. In a dual direction [DP]
found a minimal set of test functions for A. For similar results on multiply connected domains see
[BH1] and [BH2].
For positive integers n, the algebra Mn(B(H)) of n × n matrices with entries from B(H) is
naturally identified with B(Cn⊗H), the operators on the Hilbert space Cn⊗H ≡ ⊕n1H. In particular,
it is then natural to give an element X ∈ Mn(B(H)) the norm ‖X‖n it inherits as an operator on
Cn ⊗ H. If A is a subalgebra of B(H), then the norms ‖ · ‖n of course restrict to Mn(A), the n × n
matrices with entries from A, and A together with this sequence of norms is a concrete operator
algebra.
Turning to the disc algebra, an element F ∈ Mn(A(D)) takes the form F = (F j,k)nj,k=1 for
F j,k ∈ A(D). In particular, Mn(A(D)) is itself an algebra and comes naturally equipped with the
norm,
‖F‖n = sup{‖F(z)‖ : z ∈ D}.
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where ‖F(z)‖ is the usual operator norm of the n × n matrix F(z). The representation pi : A(D) 7→
B(H2) given by pi(a) = Ma extends naturally to Mn(A(D)) as 1n ⊗ pi : Mn(A(D)) → B(⊕nH2) by
1n ⊗ pi(F) =
(
pi(F j,k)
)n
j,k=1 .
Moreover, the maps 1n ⊗ pi are isometric. Thus the algebra A(D) can be viewed as an operator
algebra by identifying A(D) together with the sequence of norms (‖ · ‖n) with its image in B(H2)
under the mappings 1n ⊗ pi. Of course, any subalgebra of A(D) can also then be viewed as an
operator algebra by inclusion.
Given an operator algebra A, a representation ρ : A → B(H) is completely contractive
if ‖1n ⊗ ρ(F)‖n ≤ ‖F‖n for each n and F ∈ Mn(A). If A and B are unital, then ρ is a unital
representation if ρ(1) = 1. The representation ρ on B(H) is pure if⋂
a∈A
ρ(a)H = (0).
It is immediate that the representations of A(D) determined by S as well as the representations piα
of A(A) and piV of A are unital, completely contractive, and pure.
Following Agler [Ag], a completely contractive (unital) representation pi : A → B(H) of
A on the Hilbert space H is extremal if whenever ρ : A → B(K) is a completely contractive
representation on the Hilbert space K and V : H → K is an isometry such that
pi(a) = V∗ρ(a)V
then in fact
Vpi(a) = ρ(a)V.
Given a Hilbert space N , let H2N denote the Hilbert Hardy space of N-valued analytic functions on
the disc with square integrable boundary values. Associated to N is the representation ρ : A(D) →
B(H2N ) defined by
ρ(ϕ) f = ϕ f .
Thus, ρ(ϕ) is multiplication by the scalar-valued ϕ on the vector-valued H2 space H2N . Of course,
H2N is naturally identified with N ⊗ H2 and the representation ρ is then the identity on N tensored
with the representation of A(D) in Equation (8). If ρ is a completely contractive unital pure ex-
tremal representation ofA(D), then there exists a Hilbert spaceN so that, up to unitary equivalence,
ρ : A(D) → B(H2N) is given by ρ(ϕ) f = ϕ f .
For A it turns out that the subspaces of H2N identified in [R] give rise to the extremal repre-
sentations. Indeed, given a Hilbert space N and a subspace V of the subspace N ⊕ zN of H2N , the
mapping piV : A → B(H2N ⊖V) defined by
piV(a) f = a f ,
is easily seen to be a unital pure completely contractive representation of A.
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Theorem 4.1. The representations piV are unital pure completely contractive extremal representa-
tions. Moreover, if ν is a unital pure extremal completely contractive representation of A, then ν is
unitarily equivalent to piV for some Hilbert space N and V ⊆ N ⊕Nz.
Finally we will say a representation has rank one if there does not exist a nontrivial orthogonal
pair of subspaces invariant for the representation.
Corollary 4.2. The representations piV for V ⊆ C ⊕ Cz have rank one. Moreover if the represen-
tation pi is a unital pure extremal completely contractive rank one representation of A, then there
is a V ⊆ C ⊕ Cz such that pi is unitarily equivalent to piV.
The remainder of the section is organized as follows. Subsection 4.1 proves that the represen-
tations piV are extremal. Subsection 4.2 contains the proof of the remainder of Theorem 4.1. The
corollary is proved in 4.3.
4.1. The Extremal Representations of A. While it is easy to see that the representations piV :
A → B(H2V) are unital, pure, and completely contractive showing that they are also extremal is a
bit harder. To prove they are extremal we will first prove a proposition which gives us an easy to
verify sufficient condition for a representation to be extremal.
The first lemma we need is a well known generalization of Sarason’s Lemma [S2]. Given a
representation ρ : A → B(K), a subspace M of K is invariant for ρ if ρ(a)M ⊆ M for all a ∈ A.
A subspace H of K is semi-invariant for ρ if there exist invariant subspaces M and N such that
H = N ⊖M. Note that, letting V : H → K denote the inclusion, the mapping A ∋ a 7→ V∗ρ(a)V is
also a representation of A.
Lemma 4.3. Let ν : A → B(H) be a representation of A in B(H) and ρ : A → B(K) be a
representation of A in B(K) and V : H → K an isometry. If ν(a) = V∗ρ(a)V for all a ∈ A, then VH
is a semi-invariant for ρ.
Proof. Let
N ≔
∨
a∈A
ρ(a)VH,
the smallest (closed) subspace of K containing all of the spaces ρ(a)VH. Notice that the elements
of the form
N∑
i=0
ρ(ai)Vhi where {hi} ⊆ H, {ai} ⊆ A, and N > 0
form a dense subset of N . Since ρ is a representation, for any a ∈ A, {hi} ⊆ H, {ai} ⊆ A,and N > 0
we have that
ρ(a)
 N∑
i=0
ρ(ai)Vhi
 = N∑
i=0
ρ(a · ai)Vhi ∈ N
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and thus N is ρ(a) invariant. To complete this direction of the proof we only need to show that
M ≔ N ⊖ VH is also invariant for ρ(a). Notice that ν(a) = V∗ρ(a)V implies
V∗ρ(a)
 N∑
i=0
ρ(ai)Vhi
 = N∑
i=0
V∗ρ(a · ai)Vhi
=
N∑
i=0
ν(aa j)h j
=
N∑
i=0
ν(a)ν(ai)hi
= ν(a)
N∑
i=0
V∗ρ(ai)Vhi.
Thus V∗ρ(a)|N = ν(a)V∗|N . If m ∈ M, then m ∈ N and by the Fredholm alternative V∗m = 0.
Thus, if a ∈ A, then V∗ρ(a)m = ν(a)V∗m = 0, which, again by the Fredholm alternative, implies
ρ(a)m ∈ M.
The next lemma allows us to improve semi-invariance to invariance if ν(a) is an isometry and
‖ρ(a)‖ = 1.
Lemma 4.4. If H ⊆ K is a semi-invariant subspace for a contraction T and S ≔ PHT |H is an
isometry, then H is an invariant subspace for T .
Proof. Since H is semi-invariant for T and S = PHT |H we know that there exists two T invariant
spaces N and M such that N = N ⊕ H and
T =

A B C
0 S F
0 0 K

Where A : M→M, B : M→ H, C : M→ N⊥, F : H → N⊥, and K : N⊥ → N⊥. Since T is a
contraction we have I − T ∗T ≥ 0 thus, for all h ∈ H,
0 ≤
〈
(I − T ∗T )

0
h
0
 ,

0
h
0

〉
=
〈
−A∗Bh
(I − B∗B − S ∗S ) h
− (C∗B + F∗S ) h
 ,

0
h
0

〉
= ‖h‖2 − ‖Bh‖2 − ‖S h‖2 = −‖Bh‖2
so Bh = 0 for all h ∈ H. Thus H is a T invariant subspace.
Combining Lemmas 4.3 and 4.4 yields the following proposition.
Proposition 4.5. Let ν : A → B(H) be a contractive representation of A in B(H) and {ai}i∈J ⊆ A
be a set that generates a dense subalgebra of A with ‖ai‖ = 1 for all i ∈ J. If ν(ai) is an isometry
for all i ∈ J, then ν is extremal.
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Proof. Let ρ : A → B(K) be a contractive representation of A in B(K) and V : H → K be an
isometry such that ν(a) = V∗ρ(a)V for all a ∈ A. By lemma 4.3, VH is a semi-invariant subspace
of K for ρ. By lemma 4.4, VH is invariant for ρ(ai) for each i ∈ J. Because ρ is a representation
we have that VH is invariant for ρ(a) for each a in the algebra generated by the set {ai}i∈J . Thus
VH is invariant for ρ.
Now since VH is ρ(a) invariant and ν(a) = V∗ρ(a)V for all a ∈ A we have that
Vν(a) = VV∗ρ(a)V = PVHρ(a)V = ρ(a)V for all a ∈ A.
Thus ν is extremal.
Now it is easy to show that all of the piV’s are extremal representations of A.
Corollary 4.6. The representation piV is an extremal representation of A.
Proof. Since piV(1), piV(z2), and piV(z3) are isometries and 1, z2, and z3 generate A, by proposition
4.5 we know that piV is extremal.
4.2. Proof of Theorem 4.1. Let ν : A → B(H) be a pure extremal representation of A on some
separable Hilbert space H. By [P, Corollary 7.7], the representation ν has an C(T)-dilation; i.e.,
there exists a completely contractive representation ρ : L∞(D) → B(K) and an isometry V : H → K
such that ν(a) = V∗ρ(a)V for all a ∈ A. Moreover since ν is extremal Vν(a) = ρ(a)V for all a ∈ A
and VH is invariant for ρ. Finally let
E =
∞∨
i=0
ρ(zi)VH ⊆ K.
Since zi ∈ A for all i ∈ N and i , 1,
∞∨
i=0
i,1
ρ(zi)VH =
∞∨
i=0
i,1
Vν(zi)H = VH.
In particular, E = ρ(z)VH ∨ VH.
First we will show that S = ρ(z)|E is a pure isometry on E; if f , g ∈ K, then
〈ρ(z) f , ρ(z)g〉 = 〈ρ(z)∗ρ(z) f , g〉 = 〈ρ(zz) f , g〉 = 〈 f , g〉 .
Since S is the restriction of an isometry to an invariant subspace S is an isometry. To show that S
is pure note that
ρ(z2)E = ρ(z2) (ρ(z)VH ∨ VH) = ρ(z3)VH ∨ ρ(z2)VH ⊆ VH.
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Since ν is pure we have ⋂
b∈A(D)
ρ(b)E ⊆
⋂
b=z2a
a∈A
ρ(a)ρ(z2)E
⊆
⋂
a∈A
ρ(a)VH
=
⋂
a∈A
Vν(a)H = {0}.
Thus S is a pure shift on E.
Since S is a pure shift there is a Hilbert space N and a unitary map W : E → H2N such that
WS = MzW. Since the subspace S 2E lies in VH and VH is a subspace of E, there exists a subspace
V of N ⊕ zN such that WVH = H2V = H2N ⊖V. Let U : H → H2V be defined by U = WV , this is
a unitary map such that
U∗piV(a)Uh = U∗MaUh = ν(a)h for all h ∈ H,
i.e. piV is unitarily equivalent to ν.
4.3. Proof of Corollary 4.2. Suppose V ⊆ C ⊕ Cz and M and N are orthogonal subspaces of H2V
invariant forA. Choosing non-zero ϕ and ψ from M and N respectively, it follows that 〈zmϕ, znψ〉 =
0 for natural numbers m , 1 , n. Hence if µ is normalized arclength measure on T and χ(z) = z,
0 =
∫
T
ϕψχ j dµ
for all j and therefore ϕψ = 0. Since both ϕ and ψ are in H2, each is non-zero almost everywhere
whenever it is not the zero function. Thus at least one must be zero, which is a contradiction. So if
V ⊆ C ⊕ Cz, then piV is rank one.
By theorem 4.1 it suffices to check the second part of the corollary for piV where V ⊆ N⊕Nz.
If N is one dimensional then N is unitarily equivalent to C and we are done. If N is not one
dimensional, then choose a pair of non-zero vectors e and f in N such that 〈e, f 〉 = 0 and let
E = z2H2e and F = z2H2 f .
Both E and F are non-trivial subspaces of H2V for any V and are A invariant. They are also
orthogonal by construction. Hence piV is not rank one.
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