We propose an indifference-zone approach for a ranking and selection (R&S) problem with the goal of finding the best-subset from a finite number of competing simulated systems given a level of correct-selection probability. Here the "best" system refers to the system with the largest or smallest performance measures. We present a best-subset selection procedure that can effectively eliminate the non-competitive systems and return only those alternatives as the selection result where statistically confident conclusions hold. Numerical experiments document that our procedure works well by selecting the correct best-subset with very high probability.
experimenter would not discriminate between competing systems. The value P * denotes the threshold of desired probability of correctly selecting the best alternative Pr{CS}, it is expected that Pr{CS} ≥ P * .
The original indifference-zone R&S procedure was proposed by Bechhofer (1954) as a single stage procedure. From a given {δ , P * }, the procedure can determine the number of required observations from each of competing systems. A major disadvantage of Bechhofer's procedure is its assumption for common, known variance across all systems, which is difficult to justify for simulations.
To address this issue, Dudewicz and Dalal (1975) presented a two-stage procedure (D-D), in which variances are estimated at the end of first stage and are used to calculate the number of observations required at the second stage. A weighted average of the first and second stage sample means is then used to select the best system. Rinott (1978) modified the D-D procedure to the R procedure, which yields a greater Pr{CS} in some cases, but may require a larger total number of observations. For this reason, it is not appropriate to use the R procedure when the number of competing systems is large, especially when run time is an issue.
In order to handle the case involving a large number of alternatives, Nelson et al. (2001) presented the NSGS procedure, which uses the data from the first stage sampling to screen out alternatives that are not competitive, and thereby avoid the (typically much larger) second-stage sample for these systems.
The two-stage procedures with screening can be extended to more than two stages or to sequential-stage procedures, where a screening procedure is applied at each stage until only the best alternative is left, such as the fully-sequential procedures KN (Kim and Nelson 2001) and KN+/KN++ (Kim and Nelson 2006) . These procedures are effective in eliminating inferior systems and thus more efficient than the R procedure.
In recent years, researchers put their attentions on improving the applicability and efficiency of Indifference-zone Selection (IZS) procedures. Hong and Nelson (2005) proposed sequential procedures (HN) that attempt to balance the cost of sampling and switching to minimize the total computational cost. Hong and Nelson (2007) also presented procedures that are capable of selecting the best alternative in the situations when the alternatives are revealed (generated) sequentially during the experiment. Osogami (2009) proposed a two-stage indifference-zone approach (TSSD) with the goal of reducing both the number of simulated samples of the performance and the frequency of configuration changes. Tsai and Nelson (2010) applied the Control Variates (CV) technique in fully-sequential indifference-zone selections to develop a more efficient R&S procedure.
As a common characteristic, almost all existing procedures (KN/KN+/KN++, HN, TSSD) are designed to select only a single system (which will then be claimed as the best) whose mean performance measure (µ b ) is within an indifference-zone (δ ) to the true-best system's mean (µ B , unknown). All others will be screened out in the early stage or be disregarded in the final stage (due to exceeding the computation budget limitation).
Subset Selection Formulation
The other major type of R&S is Subset Selection, which is first presented by Gupta (1965) . The goal of subset selection procedures is to identify a subset of random size that contains the best system, with user-specified probability P * and without the specification of an indifference-zone (i.e., δ = 0). Like Bechhofer's indifference-zone procedures, Gupta's subset selection procedure requires equal and known variances among competing alternatives. To solve this issue, Sullivan and Wilson (1989) developed two subset selection procedures which extends Gupta's work by allowing unknown and unequal variance, and specification of a non-zero indifference-zone.
Compared with indifference-zone procedures, subset selections are less popular in practice. Existing subset selection procedures provide no guarantee on the performance of all alternative systems among the selected subset, they only claim that their selection subset contains the best but do not claim that the whole subset selected is "good". This lack of a guarantee makes it difficult to use the results from subset-selection procedures in practice.
Discussion
However, in practice, decision makers want a method that examines alternatives and provides them with a subset of alternatives that are close to the best, so that they can choose the final decision from the "bestsubset", instead of unconditionally trusting the best solution provided by a computer. Such a requirement is not only due to the fact that people are unwilling to leave their decision making responsibilities to computers, but also has its practical reason -it is usually neither possible nor necessary to include all constraints into a computer model when evaluating system designs by simulation. Further, some of constraints may not be negligible when performing practical implementations. Indeed, the simulation model is only an abstraction of the real system, but not a full replication. Consequently, the best system selected by computer for the abstraction may not be best for the real system, and could even be infeasible or simply unrealistic in practice. Hence, we suggest that a best-subset involving multiple potential alternatives should be more useful than the only one choice, as it allows the decision maker to choose among a set of alternatives based on criteria not in the model, such as social or political feasibility.
This work is motivated by a practical policy selection problem from a local government agency. We developed an agent-based simulation model of emergency response and are using the model to examine a set of alternative emergency response policies. The ideal deliverable for the customer is a methodology that can select a subset of alternative policies which all demonstrate good performance in the simulation model, so the customer can choose among them using other factors to select the policy to implement in practice.
However, our review of the literature suggests that there has not yet a solution for the problem selecting statistically guaranteed best-subset. The results from indifference-zone methods that select only a single best alternative were not acceptable (because of skepticism of the output of computer models) and the results of subset selection methods were not useful (because of the lack of guarantees on the performance of all systems included in the subset). Therefore, we developed this methodology to select the best-subset from a finite number of competing alternatives while guaranteeing a pre-specified correct-selection probability level.
For relevant research, Kim (2005) developed a fully sequential procedure for comparison systems with a standard. Andradóttir, Goldsman, and Kim (2005) , Andradóttir and Kim (2010) , Batur and Kim (2005) and Batur and Kim (2010) considered the problem of finding a set of feasible or near-feasible systems among a finite number of simulated systems in the presence of stochastic constraints. However, none of these research efforts addresses the best-subset selection problem. The problem is difficult because the actual best system is unknown, which makes it hard to recognize and eliminate the inferior systems during the screening stage as well as to establish appropriate stopping criteria.
The contribution of this paper is the development of a fully sequential R&S procedure to select the bestsubset while satisfying the pre-specified correct-selection probability requirement. According to Osogami (2009) , the KN series are still the most efficient algorithms in terms of the number of samples needed. So we extend KN in order to develop this new procedure that selects the best-subset by efficiently screening out obviously inferior alternatives in the early stages.
The rest of the article is organized as follows. The mathematical formulation of the problem is provided in Section 3. In Section 4, we introduce a fully sequential procedure named as best-subset selection procedure. Section 5 provides a numerical example which illustrates the effectiveness of the procedure. And the paper ends with conclusions and possible future research directions in Section 6.
PROBLEM FORMULATION
In this section, we formulate the best subset-selection problem and define notations. Assuming that there are in total k ≥ 2 competing simulation systems, let X i j be a univariate real-valued output data from replication (or batch) j of system i, and the performance measures of different systems are defined as
We will assume that a larger mean is better, and we let
, where system [1] is the best system (unknown to us).
Our problem is to find the best-subset I, here we refer the best system as the system with the largest mean, and any system whose performance measure is within λ -distance to the best will be considered as item belonging to the best-subset, so we can define I as
For solving this problem, we assume that
, that is, X i j 's are distributed as normal distributions with mean of x i and variance of σ 2 i . It should be mentioned that this assumption is quite mild since it requires neither common variance nor independent sampling (which implies that our selection procedure allows using common random numbers (CRN) to increase the precision when comparing two or more alternative configurations by simulation). Besides that, the assumption of normality is generally plausible when the basic observations of system performance are either within-replication averages (from a transient or steady-state simulation) or batch means with a large batch size (from a steady-state simulation). The non-normality of basic observations may be a problem. Kim and Nelson (2001) show that fully sequential R&S procedures tend to be robust to non-normality. Also, any non-normality can be mitigated by using batches of non-normal data as basic observations (as in Kim and Nelson (2001) ). In future work, we may test the robustness of our procedures to non-normal data, both with and without batching.
For stochastic systems, it is not always possible to guarantee that we select the best-subset which contains all systems that within λ -distance to the best. Instead, we apply the idea of indifference-zone again to the λ -boundary to find a set of best systems. Specifically, we adopt a similar approach that was used in Andradóttir, Goldsman, and Kim (2005) and Andradóttir and Kim (2010) by asking a decision maker to specify a range [λ − , λ + ] around the λ -boundary such that λ + > λ − . Then three regions can be defined:
This is the definitely best region (S B ). Any system in this range should be retained in the final best-subset. We call any system inside this range as "desired". • λ − < x B − x i ≤ λ + : This is the transition region (S T ). For any system inside this region, it does not matter whether it is selected into the final best-subset or not. In other words, it is all right to exclude a system in this region from the best-subset (even if x B − x i ≤ λ ), or to accept a system into the best-subset as long as the system i is within this region. Therefore we call any system inside this region as an "acceptable" system. • λ + < x B − x i : This is the elimination region (S E ). Any system in this region should be screened out in the screen phase and should not be contained in the final best-subset. We use the term "undesired" to refer to any system in this region.
For convenience, we chose the parameters λ − and λ + so that λ = (λ − + λ + )/2, and define ε = (λ + − λ − )/2. Essentially, λ is a target value that behaves as a cutoff point between desired and undesired systems, and ε is the level of precision to the specification of λ , that is, ε specifies how much we are willing to be off from λ . In other words, ε defines an indifference-zone around λ and plays a similar role as the δ defined in Kim and Nelson (2001) and Kim and Nelson (2006) .
BEST SUBSET SELECTION PROCEDURE
In this section, we present a procedure that eliminates all undesired systems and to return a resultant set that contains all the desired systems plus, possibly, some acceptable systems. This method is also described more completely along with proof in Wang et al. (2011) .
Setup:
Select the overall desired probability of correct selection (PCS) (confident level) P * = 1 − α (0 < P * < 1), boundary parameter λ > 0 and common first-stage sample size n 0 ≥ 2. Choose a small value for the indifference-zone parameter ε (ε > 0), which indicates the half-width of transition region. Calculate η as described below:
where I is the indicator function. In the special case that c = 1, we have the closed-form solution
Initialization:
Let I = {1, 2, . . . , k} be the set of systems in contention, N be the set of best systems, and h 2 = 2cη(n 0 − 1).
Obtain n 0 outputs X i j ( j = 1, 2, . . . , n 0 ) from each system i (i = 1, 2, . . . , k) and letX i (n 0 ) = (∑ n 0 j=1 X i j )/n 0 denote the sample mean of the first n 0 outputs from system i.
For all i = calculate the sample variance of the difference between system i and .
Set the observation counter r = n 0 and go to Screening.
Screening:
DefineȲ i (r) =X i (r) −X (r) For each system combination (i, ) (where i ∈ I, ∈ I, i = ), ifȲ i (r) − λ ≥ +R i (r) (i ∈ I, ∈ I), then eliminate system from set I, where
Stopping Rule: If ∀i ∈ I and ∀ ∈ I,Ȳ i (r) − λ ≤ −R i (r), then stop and return I as the best subset N. Otherwise, take one additional output X i,r+1 from each system i ∈ I, set r = r + 1 and go to Screening.
From the experimental result shown in the following section, we can observe that the procedure returns subset N containing all desired systems, plus some acceptable ones, and without any undesired systems, with very high probability (probability of correct selection -PCS). A proof of the result (Theorem 1) can be found in Wang et al. (2011) Theorem 1 Assume that X i j , i = 1, 2, . . . , k are normally distributed, the best subset selection procedure guarantees
EXPERIMENTAL RESULTS
In this section we illustrate the performance of the best-subset selection procedure by two numerical experiments.
The first experiment is to demonstrate that the best-subset selection procedure can correctly select the best-subset with required probability. In the setup stage, we choose the confidence level as P * = 1−α = 0.95 and take n 0 = 10 samples from each alternative. The boundary/indifference-zone parameters are chosen as (λ − , λ + ) = (5, 5.5) so that the transition region width 2ε = λ + − λ − = 0.5, which means, any system whose mean value is within 5 unit distance of the true best system's should be selected for inclusion ("desired"), and it is also acceptable for the final selection set to include any system whose mean differs from the true best greater than 5 but less than 5.5. For example, suppose the best system's mean is 100, then all systems whose means are greater or equal to 95 should be selected, and any system whose mean is greater or equal to 94.5 but less than 95 could be selected, but all others (mean less than 94.5) should be excluded from the final selection set.
We use a set of normal random variables X i j with different means and variances to represent the competitive systems (X i j ∼ N x i , σ 2 i ). The number of total alternative systems k = 3. The mean and variance values are shown in Table 1 . Such a configuration is known as the slippage configuration (SC) since system 2, 3 are just at the edge of the desired boundary. According to the region definitions (see Section 3) and parameters setting for this case, we know that both system 2 and 3 should be included in the final set and the selected best-subset should contains all alternatives {1, 2, 3}, but it is difficult to make the correct selection. We run 10, 000 independent replications. The percentage of correct selection (Pr{CS}) and the number of samples required in the replications are summarized in Table 2 . From Table 2 we can see that the percentage of correct selection Pr{CS} = 0.9546 which satisfies the requirement of PCS ≥ 0.95 very well. Now let us consider a more complex scenario in the second experiment, where we have k = 16 competitive systems (X i j ∼ N x i , σ 2 i ). The mean and variance configurations are shown in Table 3 . All other parameters are the same as in the first experiment (P * = 1 − α = 0.95, (λ − , λ + ) = (5, 5.5) , 2ε = λ + − λ − = 0.5). Here we only test configurations with a common variance for all configurations (σ 2 i = 1.0). Wang et al. (2011) details the performance of the best-subset selection procedure where the alternative systems have a range of different variances. For this experiment, we run 30 batches where each batch consists of 500 replications (15, 000 in total, independent replications). The benefit of using batches is to enable plotting box-plot of correct selection frequency for each alternative system, as shown in the Figure 1 . The number of samples required in the replications is summarized in Table 4 .
From Figure 1 we can see that our best-subset procedure works well. With a very high probability, all desired systems (x i ≥ 95) were selected, and no undesired systems were kept in the final selection. For the systems within the transition region, it is obvious that the frequency-of-being-selected drops very quickly as the distance to the best system increasing, which means those non-competitive system can be effectively eliminated during the screening procedures.The resultant percentage of correct selection Pr{CS} = 0.99973 is very high, which may suggest certain conservation existing when handling a large set of alternatives.
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Desired
Acceptable Un-desired Figure 1 : Numerical results of the best-subset selection procedure. The possible source of conservation may come from the application of Bonferroni inequality to control the overall incorrect selection probability by combining pairwise-comparison results in together (i.e. the 2α k(k−1) term when calculating η), and possible techniques to reduce this conservatism will be studied in future work.
CONCLUSION
In this paper, we consider a new R&S problem which requires choosing the best-subset from a set of alternative systems. We extended the existing KN procedure to a new best-subset selection procedure to solve this problem and demonstrated its ability to select all systems that are close enough to the best system so that the decision maker is indifferent to the difference. As this work was motivated by the problem of policy selection via an emergency response simulation model, we will apply this method to the model to examine the effects of a range of alternative emergency response policies. We believe that this procedure can provide results that are more useful to policy makers than the current selection of the best system or subset selection procedures.
For future work, we are continuing research into how to improve the efficiency of the procedure, in particular in the case where there is a large set of alternatives, while maintaining the desired probability of
