Objective: Better identification of at-risk groups could benefit HIV-1 care programmes. We systematically identified HIV-1 risk factors in two nationally representative cohorts of women in the Demographic and Health Surveys.
Introduction
Approaching the public health goals for global HIV-1 such as '90-90-90' (90% of those with HIV-1 aware of their status, 90% in regular treatment, and 90% of those on treatment virally suppressed) requires effective identification of at-risk and infected individuals [1, 2] . Despite large efforts to expand testing, treatment, and retention services, only 45% of HIV-infected individuals in Sub-Saharan Africa knew their HIV-1 status in 2013, and estimated antiretroviral therapy (ART) coverage in 2016 exceeded 60% of all those infected in only five countries [3] [4] [5] [6] . A potential approach to improving HIV-1 testing and diagnosis is to better target individuals and populations for testing and care. Existing HIV-1 control programs, such as the US President's Emergency Plan for AIDS Relief, increasingly use data-driven approaches to align resources towards high-burden populations [7, 8] .
Current understanding of HIV-1 risk factors in SubSaharan Africa commonly come from nationally representative surveys such as the Demographic and Health Surveys (DHS) that include HIV-1 testing and report prevalence stratified by prespecified groups such as age, education, place of residence, and number of sexual partners [9] [10] [11] . Such HIV-1 testing and epidemiologic stratification was carried out in two nationally representative DHS surveys conducted among samples of nearly 6000 (in 2007) and 15 000 (in 2013-2014) Zambian women and men [12, 13] . However, selective identification of risk factors by testing one or only a few factors at a time may lead to incomplete understanding of or even misleading notions about possible risk factors [14, 15] . Traditional risk factors (age, sex, education, place of residence, and number of sexual partners) explain less than 10% of the variation in HIV-1 infection, and represent only a small fraction of the information available in the surveys [12, 13] . Although risk factors such as age and sex are intuitive and important, unintuitive or under-recognized correlates that may identify novel high-risk groups and generate new hypotheses for further study and intervention design.
We present an approach for systematically assessing the relationship between HIV-1 status and many putative risk factors. We exploit the breadth of DHS surveys to conduct an X-wide association study (XWAS) of HIV-1 risk, where X stands for all social, behavioral, environmental, and economic factors that are reliably available in DHS. This approach systematically associates each available variable with HIV-1 status, as is done in current-day genomics investigations [e.g. genome-wide association studies (GWASs)]. We have previously utilized the approach to systematically study the association of environmental exposures, dietary indicators, clinical biomarkers, and micronutrient blood tests associated with outcomes such as type II diabetes, blood pressure, mortality, and income [16] [17] [18] [19] . An advantage of this approach is that variables are examined using a systematic approach, thus avoiding selective reporting bias, while controlling for the rate of false positives [20, 21] .
Methods Overview
We used the 2007 and 2013-2014 DHS surveys from Zambia, where HIV-1 prevalence among women 15-49 years old was estimated at 16.1 and 15.1%, respectively [13] . (We analyzed both men and women, separately, and focus on women with additional results for men in the Appendix.) We linked HIV-1 status with all the indicators in the individual women's surveys. We split the data in each survey into training ('discovery') and replication data, analyzed the association of each variable with HIV-1 status in univariate and adjusted analyses, and examined the stability of the findings over time and in population subgroups. Figure 1 illustrates the analysis steps.
HIV-1 status
The HIV-1 testing procedure in the surveys involved identifying eligible household members, obtaining consent, collecting dried blood spots, and testing in a centralized lab. Two ELISA tests were used for screening and confirmation of HIV-positive tests, with western blot confirmation for discordant results. In both surveys, every test was definitively identified as positive or negative (i.e. there were no indeterminate tests). We then linked the HIV-1 test results with the individual survey data.
Selection of social, behavioral, environmental, and economic indicators We used the following process to identify and create the variables for the XWAS (Table 1 includes the variable selection process metadata). Starting with the raw data after removal of placeholder variables (e.g. birthdates of children 6-20 for mothers with 5 children), we recast all variables with 30 or fewer levels as binary variables. Variables with 30 or more levels were treated as continuous. This decision rule aimed to preserve meaningfully continuous variables and discretize nonordinal variables. Then, we kept only those variables with at least 90% complete data to avoid what some consider unacceptable levels of missingness [22] . This led to dropping over 40% of the variables in each survey. We removed variables with no variation (e.g. an indicator variable for completion of the survey), and kept the first occurrence in any pair of collinear variables with correlation coefficient at least 0.99. The entire set of variables is in Supplementary [2013] [2014] , randomly into two equally sized (AE1) datasets for discovery and replication. We conducted three XWAS analyses in the discovery dataset ( Fig. 1d ): a univariate analysis; an analysis adjusted for known HIV-1 correlates (ex ante analysis); and an analysis that, in addition to the ex ante factors, adjusted for the 10 variables that explained the greatest portion of the variation in the univariate analysis (ex post analysis).
In the first step we estimated univariate logistic regression models of the following form:
where HIV p represents the HIV-1 status of person 'p', and . To control for multiple hypothesis testing, we calculated the Benjamini-Hochberg (BH) false discovery rate (FDR), the estimated proportion of discoveries made that were false [23] . The BenjaminiHochberg method assumes independence between statistical tests, and therefore, counts correlated variables as [24] .
In the ex ante analysis, we adjusted for five predetermined (ex ante) controls: urban or rural residence, DHS wealth index (a five-level scale from poorest to wealthiest, with poorest as reference), age, whether or not the respondent indicated, she had previously been tested for HIV, and whether she indicated that she never had sex at the time of the interview [25] . Specifically, the model was implemented as follows:
where covariates for urban residence, wealth, age, past testing, and sexual debut are indexed by person (p), and X i p again denotes the ith exposure variable for person 'p.'
In the ex post analysis, we adjusted for the 10 variables that had the highest explanatory power (using Nagelkerke R 2 ) among those replicated in the univariate analysis. The purpose of this analysis was to improve the identification of strong correlates that identify HIV-1 status even after controlling for the most explanatory variables [26] . The 10 variables were selected separately in the 2007 and 2013-14 surveys.
We had two levels of replication, within-survey replication and between-survey replication ( Fig. 1e and f) . We deemed a within-survey 'replicated finding' for b i as one that had FDR less than 5% in the discovery dataset and the sign for b i was in the same direction in the replication dataset with a nominal P value less than 0.05 (Fig. 1e) . The second level of replication is between-survey replication where we sought within-survey replication in both the 2007 and 2013-2014 surveys (Fig. 1f) .
Next, we assessed the predictive capability of HIV positivity of the variables found in all three modeling scenarios. For example, if variables X a . X b . X c were tentatively replicated in the univariate modeling scenario in the 2007 survey, we fit a model:
and assessed the Nagelkerke R 2 and the area under the curve for the model.
We then assessed pairwise correlations among all of the replicated variables to assess the clustering of HIV-1 risk factors and variables. That is, we wanted to identify the clusters of variables that potentially measure a latent HIV-1 risk factor (e.g. if a host of household possession variables are all related to HIV-1 and are correlated among themselves, that may indicate that wealth, a likely latent variable they measure, is a risk factor for HIV). We visualized pairwise correlations in a heatmap [27, 28] .
Finally, we tested the association of all replicated univariate findings in nine subgroups ( Fig. 1g ): (1-3) three age bins (15 to <23; 23 to <33; and 33-49); (4 and 5) two wealth groups [wealth quintiles 1-3 (poorer) and wealth quintiles 4 and 5 (wealthier)]; (6 and 7) two residence groups (urban and rural); and (8 and 9) two groups based on whether or not the respondent indicated that they had ever received an HIV-1 test.
To promote reproducibility of this work, the analytic code is available in a Github repository, and the figures can be accessed at www.chiragjpgroup.org/hiv_zambia; all analyses were performed using Stata 14 (Statacorp, College Station, Texas, USA) and R v3.2.2 (http://cran.r-project.org/). Table 2 shows all the variables that were replicated in both surveys in at least one analysis. All replicated variables (in any analysis) appear in Supplementary Tables SA1.2 Several variables stand out for their association with HIV-1 and for raising potentially useful targets for future investigation. Three variables were associated with HIV-1 in all three analyses and both surveys: having exactly one birth in the past 5 years (increased risk), currently breastfeeding (decreased risk), and desiring to delay having children for more than 2 years (decreased risk). Eleven additional variables were associated with HIV-1 positivity in all but one of the ex post analyses (including several variables that were used as ex post control): being formerly and not currently married, including divorce and widowhood (three variables, all increase risk), variables related to being the head of the household (three variables, all increase risk), the number of children Replicated in analysis. Specifically, these variables were above the false discovery rate 5% threshold in the discovery dataset, and had a nominal P value less than 0.05 in the replication dataset. Variables indicated with double asterisk were used as controls in the ex ante and/or post analysis, and were tested in a model with only the ex post variables as independent predictors.
Results

Our surveys included information on 5715
(three variables, fewer children confer increased risk), currently using a condom for contraception (increased risk), and an indicator for ownership of a bicycle in the household (decreased risk). Figure 3 shows the sub-group associations for the variables that were replicated in univariate analyses in the overall sample in both surveys and in at least 17 out of the 18 subgroups examined (nine subgroups, as noted above, in each of the two surveys). A total of eight variables met these criteria (including several that were associated with HIV-1 in all full-sample analyses, denoted with the symbol asterisk ( Ã ): the indicators for widowhood and being formerly in a union Ã , being the head of the household Ã , having exactly two people in the household (relative to all other household sizes), age, reporting a genital ulcer in the past 12 months, owning a bicycle Ã , and currently breastfeeding Ã .
Two general categories of variables were associated with HIV-1 in the ex ante and ex post analyses but not in the univariate analyses (i.e. variables whose association with HIV-1 was 'uncovered' after adjustment, shown at the bottom variables in Table 2 ). These include variables related to the number of children who were different from those replicated in all or nearly all analyses (again, fewer children confer increased risk), and the anthropometric measurements BMI and Rohrer's index (higher index associated with lower HIV-1 risk). may be partly a reflection of the variable construction process (e.g. being married would be expected to be strongly negatively correlated with being divorced), and partly of the likely stable social and environmental patterns in Zambia over this time period (Supplementary  Figures SA1 
Discussion
We describe the findings from the first XWAS of HIV-1 risk in nationally representative sero-surveys. Out of all the variables tested (688 in 2007 and 727 in 2013-2014, of which 688 were overlapping), we identify several candidate variables that are associated with HIV-1 whenever examined in multiple analyses and may present opportunities for identifying previously under-recognized risks. These include positive associations with widowhood/ divorce/being formerly in union, being the head of the household, having a small household size, and reporting a genital ulcer in the past 12 months; and negative associations with breastfeeding and bicycle ownership. The reasons for these consistent associations may have different implications. A causal relationship may have implications for targeting and design of prevention interventions. A noncausal relationship (that is observed because of confounding or reverse causation) may still have benefits for testing programs that are interested in increasing testing among high-prevalence groups. The nature of the associations, therefore, deserves further discussion.
The reason for the positive association of widowhood with HIV-1 may be because of widows' engagement in high-risk behaviors for basic income and sustenance; it may also be partly caused by HIV-1 positivity among the widows' now-deceased husbands. Our study cannot tease apart the dominant causal pathway, and both may contribute to the association. The similar effect among divorced women is more consistent with risky behaviors following the loss of a spouse. Recent evidence also supports a causal role: a nationally representative survey of HIV-1 incidence in Rwanda from 2013 to 2014 found elevated rate of new infections in widows [29] . If widowhood and divorce lead to increased HIV-1 risk, then targeting of prevention interventions such as preexposure prophylaxis may mitigate the associated risk. If HIV-1 prevalence is higher among these women because of preexisting risk, then this finding may still help in guiding HIV-1 identification for early treatment and care that may reduce their risk of infecting others.
The relationship between current breastfeeding and HIV-1 risk is also notable. It is not a known factor that decreases risk of HIV-1 acquisition [30, 31] . This association may indicate the decreased propensity to breastfeed among HIV-positive women. Although public health guidelines for breastfeeding among HIV-infected women has shifted over the past decade, breastfeeding has been recommended by the World Health Organization since 2010 [32, 33] . As we find decreased risk of HIV-1 among women who breastfeed in both 2007 and 2013-2014 (in all three analyses and 17 subgroups), this finding may indicate the challenges of changing breastfeeding behaviors and the importance of finding effective approaches to behavior change in this domain.
The variables that we highlight were replicated in multiple analyses, but this study also identifies factors whose less consistent association with HIV-1 may nevertheless warrant additional consideration. Several variables related to method of contraception were positively associated with HIV-1 status in the univariate analyses, including hormonal contraceptives, condoms, and female condoms. Wealth was associated with HIV-1 in the univariate analysis (higher risk among wealthier women), but not in the adjusted models. No variable identifying educational attainment was associated with HIV-1 in the adjusted models. These assessments improve on the extant assessment of epidemiologic risk that are commonly presented along with the DHS data (and commonly used by the Joint United Nations Program on HIV and AIDS and others) [4, 13] . The DHS stratifies HIV-1 risk by age, residence, marital status, education, and wealth. XWAS improves on such stratifications by reducing potential bias from failure to consider other relevant covariates, and by using an FDR that accounts for multiple comparisons.
The extent to which our findings are generalizable to other contexts is unknown. Extending HIV-1 XWAS to additional surveys across sub-Saharan Africa and over time, however, is readily feasible and will enable greater understanding of the generalizability and stability over time of our findings. We note that the putative variables we identified in common in the 2007 and 2013-2014 surveys had similar association sizes in both surveys. These similar association sizes and correlations point to the stability of social, behavior, and environment over time in Zambia.
The limitations of this study deserve explicit mention. First, we only tested variables with at least 90% complete data. Although we retained approximately 700 variables for analysis, some important variables could have been excluded because of missingness. Second, the error rate among self-reported variables may also bias results. Errors are more likely for some variables than for others. Any nondifferential bias (e.g. individuals that report inaccurately in both HIV-1-positive and HIV-1-negative individuals) will lead to loss of power and correlations that are closer to null; however, we emphasize that sample sizes in our investigation are large. Third, self-reported variables may exhibit differential bias if participants answer differentially based on HIV-1 status. Differential bias may distort effects in unpredictable ways. Fourth, we could not assess association with incident or recent infection to mitigate chances of reverse causality. Although some DHS surveys also measure CD4 þ cell counts (that may proxy for duration of infection), the Zambia surveys did not, and we did not control for duration of infection (except through some indirect controlling by adjusting for age). It is plausible, for example, that a decrease in BMI is a consequence of HIV-1 rather than a cause. Challenges to causal identification are a generic issue in large-scale cross-sectional association studies, but such analyses nevertheless remain an important method to identify potential risk factors [34] .
In conclusion, we report the findings from the first XWAS of HIV-1 risk from nationally representative surveys of social, economic, environmental, and behavioral factors in Zambia. We identify strong and consistent associations with widowhood, breastfeeding, and several other self-reported indicators that may be amenable to further investigations and interventions and that may be used to guide screening policies.
