Abstract. We investigate a class of Gabor-type matrices and develop simplified Gabor-type matrix operations. The usual matrix-multiplication in the class is proved to be easily performed with O(ab log b)::::;;O(N log N) complexity. Consequently, we are able to propose fast algorithms for determining the inverse of Gabor frame operators and the square roots of the Gabor frame operators as well as the dual Gabor and tight Gabor wavelets. A necessary and sufficient condition is derived for a Gabor triple (g,a,b) to generate a Gabor frame. It is very easy to predetermine the quality of a given (g,a,b) and the stability of Gabor synthesis. © 1997 Society of Photo-Optical Instrumentation Engineers. 
Introduction
Since appropriate Gabor wave functions (for example, Gaussian functions) are optimal-localized in the joint time and frequency domain, interesting studies have been done concerning Gabor representations in signal and image processing. The main inconvenience of Gabor wave functions results from their nonorthogonality. There are generally no straightforward methods available to determine Gabor coefficients.
The latest active studi-6 on the subject is via an auxiliary biorthogonal function y introduced by Bastiaans.1 The main interest in this paper is to consider finite discrete Gabor representations. o We give an easy way for obtaining both the dual Gabor wavelet i and the tight Gabor wavelet g t. Then the Gabor coefficients are given via inner products, which are performed by the short-time Fourier transform (STFT). Moreover, we are able to give a simple way for computing the composition of Gabor operators as well as the inverse and the square root of the inverse of a Gabor frame operator. This leads to an easy Gabor reconstruction.
o The interest for the tight Gabor wavelet g t is due to the fact that it gives a quasi-orthogonal representation. 7 The representation is entirely analogous to an orthonormal one. It is much simple and stable.
In the 2-D case, we consider that 2-D Gabor window functions are separable. In this case, the associated Gabor operators, dual Gabor wavelets and tight Gabor wavelets are easily determined by tensor products from the I-D results.8 Therefore, we consider only I-D cases.
We arrange the contents of the paper as follows. We give the definition of Gabor-type matrices in the next section. In Section 3, we develop the simplified Gabor-type operations. We apply the results of Section 3 to Section 4 and present fast algorithms in Section 4 for determining the dual and tight Gabor wavelets, which play important roles in the subject of discrete Gabor transform (DGT). Easy algorithms are also proposed in Section 4 for computing S-1 and S-II2, where S is a Gabor frame operator. We present numerical results in Section 5. Finally, we give a brief conclusion of the whole paper.
Notation and Preliminaries

Frame, Dual Frame, and Tight Frame
We briefly recall the definition of a frame in a (finite or infinite dimensional) Hilbert space. Detailed information can be found in Refs. 9 and 10. • {(J;')k =(S-I4>h}i_l is the associated dual frame. 
Gabor-type Matrix
By the structural properties of Gabor matrices described in Ref. 8 , we know that the Gabor matrix S corresponding to a given Gabor triple (g,a,bi holds the banded and block features. We formulate S as (1) (2) l= 1,2, ... ,q. column-vector of A. For a row vector c=(co,cI "",C,-I)' we use C=circ(c)=circ(co,cj "",C,_I) to denote the circulant matrix whose first row vector is c.
Yk=XkCk'
for k= 1,2, ... ,r.
Lemma 1 is a direct consequence from the monograph of Davis.ll Equivalently, if
c,)
and
can be formulated as
(1). 3 Gabor-type Matrix Operations
Gabor-type Matrix-Vector (GTMV) Multiplication
Given a Gabor (a,b)-type matrix SECNXN and any signal XECN, the following algorithmZ is used to obtain y=x*S.
We only need to use informations provided by the associated b X a nonzero-block matrix 8 to determine y with o(N b) complexity.
Algorithm 1 (GTMY-multiplicatiori).
Let S be a Gabor 
where
Ub,l
UZ,I
UI,l U3,1
(8)
Ub~l,I
Ul,t
Next we restate the theorem obtained in Ref. 4 . It implies that Gabor-type matrix multiplication can be performed by the associated nonzero-block matrices. 
Simplified Gabor-Type Matrix Multiplication
In the following, we always assume that ab divides the matrix order N .
is the circulant matrix II whose first row vector is
By Lemma I, we derive from Eq. (8) that
for each 1= I,2, ... ,a.
-
--This yields immediately that .9'{8)=8'[Y(81).9"(8z)].
The proof is complete. By Theorem 2, noticing that Uk,tVk,t=Vk,rllk,l, we see that
Therefore, the discrete Fourier transforms of the nonzeroblock matrices associated to both S1*S2 and SZ*S1 are the same. This implies an interesting result that SI and S2 are commutative. 4 
Qiu: Gabor-type matrix algebra and fast computations ...
Proof. (ii) If the condition Qf Eg. (9) is satisfied, we can easily obtain a bXa matrix B(-I)=(Sk,zhxa by Eq. (IO). Since Gabor-type matrix is completely determined by the associated nonzero-block matrix, we can build _the Gabor-type matrix 0 whose nonzero-block matrix is B(-1). By Theorem 2 and inversing the preceding argument in the first part (i), we deduce that Ute nonzero-block matrix corresponding to 5*0 is exactly B[, which is associated to If{' Thus, 5*0=IN• Therefore, 5 is invertible and 0=5-, whose nonzero-block matrix is determined by Eq. (10).
We have completed the proof.
Theorem 4.
In addition to the assumptions of Theorem 3, assuming 5 is a Gabor (a,b)-type positive sernidefinite matrix,13 letting p~1 be a given integer, then 1. Slip is Gabor (a,b)-type and positive semidefinite. We have actually obtained parts I and 3.
All the entries of .9""'(S)=(ik Z
If we take p = 2, part 2 is clear by noticing that 5=5112*SI12.
If 5 is positive definite, then 5-1 exists and is positive definite. Repeating the above argument and using Theorem 3, 5-lIp_is a Gabor-type matrix with the nonzeroblock matrix S( -lip) defined in part 4. The proof of part 4 is complete.
Remark.
From the preceding theorems, we see that Gabor-type matrix operations can be easily performed.
By Theorem 2, the usual matrix multiplication of Gabortype matrices are accomplished by three simple operations:
• taking FFr
• doing the element-by-element multiplications • taking IFFf.
By Theorems 3 and 4, for a positive definite Gabor-type matrix 5, the p'th root 5l1p with p e'l (in particular, 5-1 and S-112) are easily achieved:
• taking FFr .
• computing with p'th roots "element-by-element"
• taking IFFf.
The following interesting consequences are easy to check. 
Applications to Discrete Gabor Transforms
In this section we consider the DGT with respect to a Gabor triple (g,a,b) where ab divides the signal length N.
The case that a b =N is corresponding to the critical sampling.
Since Gabor matrix 5 corresponding to a Gabor triple (g,a,b) is always positive sernidefinite, we formulate easily the following consequence of Theorem 4 .
Let (g,a,b) be a Gabor triple, 5eCNXN and B ec>Xa be the Gabor rnatJjx and nonzero-block matrix associateg to (g,ti,b); .9""'(B) is the discrete Fourier transform of B. Then,
• All the entires of .9""'(8) are nonnegative.
• Triplet (g,a,b) generates Gabor frame if and only if all the entries of .9""'(B) be strictly positive.
• Suppose (g,a,b) generates frame, then Step 1: By the fast Fourier transform (7), we calculate 
Numerical Results
In this section, we illustrate some-of the numerical results. All the numerical experiments were carried out using MATLAB on a SUN4 SPARe Workstation. Table I gives time and FLOPs required for the computations of the dual and tight Gabor wavelets shown in Figure 1 . The reconstruction relative errors are shown in the last column of the table. For the oversampling case I and critical sampling case II, the reconstruction errors are with a random signal. Case I is much more stable. For undersampling case III, we do experiments for Gabor reconstruction with a signal taken from the associated Gabor space. Table 2 shows time and FLOPs taken for computations of the dual and tight Gabor wavelets with the same Gabor wavelet as in Table 1 5 and assuming that (g ,a,b) generates frame, then S-I, S-I/2,the dual and tight Gabor wavelets g and g t are determined via the following steps:
Qiu: Gabor-type matrix algebra and fast computations ... Figure 2 . Figure 1 shows the Gabor wavelet and the computed dual and tight Gabor wavelets. The Gabor wavelet is a Gaussian shape signal of signal length N=640. Case struction relative error with a random image is of the order of 10-10 via either the calculated 2-D dual Gabor wavelet or tight Gabor wavelet.
Conclusions
We have studied a class of Gabor-type matrices, which is a matrix algebra. We have shown that the Gabor-type matrix operations can be very easily performed. The Gabor-type matrices can be characterized completely by the associated small-sized nonzero-block matrices. Especially, we have proposed an algorithm that realizes the complicated usual Gabor-type matrix multiplication by the simple element-byelement multiplication. Interesting applications to discrete Gabor transforms have been formulated. We have presented fast algorithm for computations of the dual Gabor wavelet. Much more importantly, we have proposed simple formulations for computing the inverse of Gabor frame matrix, the square root of the inverse of the Gabor frame matrix as well as the tight Gabor wavelet. An easy practical condition for (g,a,b) to generate Gabor frame has been obtained.
