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RADAR . . . . . . . . . . Radio Detection and Ranging
RGB . . . . . . . . . . . . . Rot Grün Blau
SAR . . . . . . . . . . . . . Synthetic Aperture Radar
SPOT . . . . . . . . . . . Système Pour l’Observation de la Terre
SVAT . . . . . . . . . . . . Soil-Vegetation-Atmosphere-Transfer(-Modell)
SWE . . . . . . . . . . . . Schnee-Wasser-Äquivalent
SWIR . . . . . . . . . . . . short wave infrared
TC . . . . . . . . . . . . . . . Tasseled-Cap
TIMS . . . . . . . . . . . . Thermal Infrared Multispectral Scanner
TIR . . . . . . . . . . . . . . thermal infrared
TM . . . . . . . . . . . . . . Thematic Mapper
TRMM . . . . . . . . . . . Tropical Rainfall Measuring Mission
UBA . . . . . . . . . . . . . Umweltbundesamt
UBL . . . . . . . . . . . . . Urban Boundary Layer
UCL . . . . . . . . . . . . . Urban Canopy Layer
UHI . . . . . . . . . . . . . . Urban Heat Island
UN . . . . . . . . . . . . . . United Nations – Vereinte Nationen
USGS . . . . . . . . . . . United States Geological Survey
UTM . . . . . . . . . . . . . Universal Transverse Mercator
VNIR . . . . . . . . . . . . visible and near-infrared
WGS 84 . . . . . . . . . World Geodetic System 1984
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Zusammenfassung
Die Veränderungen des Klimas sind heutzutage weitgehend unbestritten. Der urbane Raum
ist davon besonders betroffen. Zum einen werden die Klimaänderungen durch die Siedlungs-
struktur noch verstärkt und zum anderen sind hier, bedingt durch die Zunahme der Stadtbe-
völkerung, besonders viele Menschen von den negativen Folgen des Klimawandels betroffen.
Ziel aktueller Forschungsarbeit muss es also sein, die Zusammenhänge und Auswirkungen
des Klimawandels zu verstehen und dabei die natürlichen Ursachen von den anthropogen
induzierten Einflüssen zu trennen. Erst das Verständnis des Zusammenwirkens der verschie-
denen Faktoren ermöglicht es, Handlungsempfehlungen abzuleiten, um auf die Folgen der
Klimaänderung zu reagieren oder diese zu vermeiden. Die Fernerkundung ermöglicht die flä-
chendeckende Beobachtung klimatischer Veränderungen auf verschiedenen maßstäblichen
Ebenen. Die rasante Entwicklung der Satellitentechnologie ermöglicht dabei einen immer
detaillierteren Blick auf unsere Erdoberfläche. Diese geometrisch hochaufgelösten Daten
bieten die Chance, bestehende Modelle zum Klimawandel, zum Wasserhaushalt oder zur
Siedlungsentwicklung zu verdichten und die Konsequenzen des menschlichen Handels auf
der Erdoberfläche zu analysieren.
Die Aufgabe dieser Arbeit bestand darin, die Einsatzmöglichkeiten geometrisch hochauflö-
sender Fernerkundungsdaten, am Beispiel von IKONOS-Daten, zur Informationsgewinnung
für hydrologische Modelle, die im urbanen Raum anwendbar sind, zu prüfen. Dazu wurden
zunächst die besonderen klimatischen Bedingungen des urbanen Raumes untersucht. Des
Weiteren wurde der Einsatz von Fernerkundungsdaten zur Beobachtung von Klimaparame-
tern untersucht und verschiedene Fernerkundungsmethoden zur Bestimmung der einzelnen
hydrologischen Variablen vorgestellt.
Für die Modellierung des Energie- und Wasserhaushalts urbaner Räume sind nicht nur ge-
eignete klimatisch-hydrologische Modelle, sondern auch entsprechend verdichtete Inputda-
ten notwendig. Dies bezieht sich nicht nur auf Parameter wie Niederschlag und Bodenfeuch-
te, sondern auch auf die Landnutzung. Gerade in urbanen Räumen, deren Flächennutzung
häufig sehr heterogen ist und innerhalb kleiner Flächen einem häufigen Wechsel unterliegt,
sind besonders detaillierte Informationen zur Landnutzung und zur Oberflächenbedeckung
notwendig, um auch für kleinere Gebiete, wie Stadtteile oder Quartiere, valide Aussagen
über die klimatischen und hydrologischen Bedingungen treffen zu können. Ausgehend von
bereits existierenden hydrologischen Modellen wurde zunächst ein für den urbanen Raum
angepasstes Modell vorgestellt und die entsprechenden Anforderungen an den Parameter
Landnutzung definiert.
Am Beispiel des Untersuchungsgebietes Heidenau konnte gezeigt werden, dass geome-
trisch hochauflösende Daten, in diesem Fall IKONOS, differenzierte Flächennutzungsinfor-
mationen zur Anwendung hydrologischer Modelle im Bezugsraum Stadt bereitstellen kön-
nen.
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1 Einleitung
1.1 Einführung in die Thematik
Die Erdoberfläche unterliegt einem ständigen Wandel. Dies ist zum Teil auf natürliche Prozes-
se, wie Vulkanismus, die Erosion durch Wind und Wasser und den Zyklus der Jahreszeiten
zurückzuführen. Aber auch der Mensch trägt zu diesen Veränderungen bei. Anthropogene
Eingriffe in die Natur finden dabei auf vielfältige Weise statt. Wälder werden abgeholzt, um
diese Flächen für landwirtschaftliche Zwecke nutzbar zu machen. Im Zuge der Rohstoffge-
winnung reißt der Mensch riesige Wunden in die Erde. Wasserwege werden verbreitert, be-
gradigt und vertieft, um diese schiffbar zu machen, oder mit dem Ziel der Energiegewinnung
angestaut.
Lebten die Menschen vor nur einigen Jahrzehnten noch vorwiegend im ländlichen Raum in
kleinen Siedlungen, so konzentriert sich das menschliche Leben, in gewissem Grade auch
angetrieben durch die fortschreitende Technisierung unserer Gesellschaft, immer mehr in
wachsenden Siedlungskernen. Während im Jahr 1950 noch weniger als 30 % der weltweiten
Bevölkerung in Städten wohnten, so sind es zum gegenwärtigem Zeitpunkt bereits etwas
mehr als 50 %. Schätzungen der Vereinten Nationen (UN) gehen davon aus, dass bis zum
Jahr 2050 bereits nahezu 70 % der Weltbevölkerung in Städten leben werden (vgl. Abbildung
1.1; UNITED NATIONS, 2012).
9
10
90
100
[%] [Mrd.]
7
8
70
80
5
6
50
60
3
4
30
40
1
2
10
20
0
Weltbevölkerung [Mrd.] Weltbevölkerung in urbanen Gebieten [%]
Weltbevölkerung in ruralen Gebieten [%]
Abbildung 1.1: Entwicklung der Stadtbevölkerung in urbanen und ruralen Gebieten (nach UNI-
TED NATIONS, 2012).
Insbesondere in Asien, aber auch in Südamerika und Afrika werden sich Megacitys entwi-
ckeln, deren Anforderungen an den genutzten Raum, insbesondere in Bezug auf die Verfüg-
barkeit von Wasser, kaum mehr befriedigt werden können (vgl. UNITED NATIONS, 2012).
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Einerseits werden durch die Zuwanderung aus dem Umland immer mehr Flächen für Sied-
lungen und auch Verkehrswege in Anspruch genommen werden. Andererseits kommt es, je
nach betrachteter Region, aber auch zu einem zum Teil enormen Anstieg der Bevölkerungs-
dichte. Verstärkt wird dieser Effekt noch durch die Tatsache, dass selbst bei gleich bleiben-
den relativen Werten durch die ständig wachsende Weltbevölkerung dennoch ein Anstieg der
Stadtbevölkerung zu verzeichnen sein wird. Besonders deutlich ist dieser Effekt erkennbar,
wenn man die Entwicklung der Bevölkerungsdaten der Entwicklungsländer mit denen der
bereits enwickelten Staaten vergleicht (vgl. Abbildung 1.2 und 1.3).
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Abbildung 1.2: Bevölkerungsentwicklung in
den entwickelten Ländern in urbanen und
ruralen Gebieten (nach UNITED NATI-
ONS, 2012).
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Abbildung 1.3: Bevölkerungsentwicklung in
den Entwicklungsländern in urbanen und
ruralen Gebieten (nach UNITED NATI-
ONS, 2012).
Wachsende Siedlungen sind dabei nicht nur durch eine Zunahme von Wohnraum geprägt.
Mit dieser Entwicklung geht auch eine Flächeninanspruchnahme durch Gewerbe- und Indus-
trieflächen sowie durch entsprechende Verkehrsflächen einher. Klimatisierter Wohnraum, die
Energieerzeugung, Industrie und Verkehr erzeugen dabei Emissionen in Form von Abwärme
und Luftschadstoffen, wie Kohlendioxid (CO2), Schwefeloxide (SOx), troposphärisches Ozon
(O3) oder Stickoxide (SOx). Alle diese Prozesse haben eine Einfluss auf das Klima, erzielen
Effekte auf die Qualität unseres Lebensraumes und können somit auch Auswirkungen auf die
Gesundheit des Menschen haben.
Die Veränderungen des Klimas sind heutzutage weitgehend unbestritten. Anders verhält es
sich mit der Frage nach den Ursachen. Einerseits stellt die Veränderung des Klimas einen
Prozess dar, der auf Grund natürlicher Vorgänge sukzessive fortschreitet. Andererseits be-
steht die Frage, inwieweit der Mensch durch sein vielseitiges Handeln auf der Erdoberfläche
zu diesen Veränderungen beiträgt und welche Konsequenzen das veränderte Klima für den
Menschen mit sich bringt.
Das Ziel von aktueller Forschungsarbeit muss es sein, die Zusammenhänge und die Aus-
wirkungen der natürlichen Veränderungen zu verstehen und sie von den Auswirkungen an-
thropogen induzierter Einflüsse zu trennen. Dafür werden Daten benötigt, aus denen sich
Informationen darüber gewinnen lassen, wie die beschriebene Kopplung charakterisiert ist.
Daraus abzuleitende Handlungsempfehlungen können sich dann sowohl auf Reaktionen auf
bereits bestehende Folgen der Klimaveränderung beziehen (Adaption) als auch Maßnahmen
beinhalten, Auswirkungen dieser Art zu vermeiden (Mitigation) (vgl. BUNDESMINISTERIUM
FÜR BILDUNG UND FORSCHUNG, 2007, S. 11).
Sowohl für die Analysen als auch für das Ableiten von Maßnahmen werden Informationen
bzw. Daten unterschiedlichster Ausprägung benötigt. Die Qualität dieser Informationen kann
2
1.2 Zielsetzung
einen direkten Einfluss auf die Qualität dieser Maßnahmen haben. Die kontinuierliche Be-
obachtung der Erdoberfläche macht die quantitative Beschreibung der Veränderungen und
die Wirksamkeit von Maßnahmen erst sichtbar. Das Erfassen der benötigten Informatio-
nen kann dabei auf unterschiedliche Art und Weise erfolgen. Zum einen besteht die Mög-
lichkeit, vor Ort direkte Messungen physikalischer Parameter durchzuführen. Dazu gehören
Temperatur- und Niederschlagsmessungen oder die Messungen von Schadstoffgehalten in
der Luft (in situ). Mit Hilfe der Fernmessung besteht die Möglichkeit, lokale Messungen auch
über größere Entfernungen durchzuführen und die gewonnenen Informationen zentral zu
sammeln.
Vor allem flächendeckende Objekte und solche, die sich in größerer Entfernung vom eigentli-
chen Beobachter befinden, lassen sich mit Messmethoden dieser Art jedoch nicht ohne Wei-
teres analysieren. In solchen Fällen wird der Wert der Fernerkundung deutlich. Sowohl Mes-
sobjekt als auch Messmittel müssen sich dabei nicht in direkter Umgebung des Beobachters
befinden. Technologien dieser Art bieten ein wichtiges Werkzeug der Informationsgewinnung,
um die Beschreibung von natürlichen und anthropogen verursachten Prozessen klimatischer
Veränderungen in unterschiedlichen maßstäblichen Ebenen zu unterstützen. Diese Arbeit
möchte einen Beitrag in diesem Zusammenhang leisten.
1.2 Zielsetzung
Die Basis dieser Arbeit bildet ein Forschungsvorhaben, das durch das Bundesministerium
für Wirtschaft und Technologie sowie die AiF (Allianz Industrie Forschung) gefördert wor-
den ist. Im Rahmen dieses Forschungsprojektes zwischen der Ingenieurgesellschaft Falasch
und dem Institut für Photogrammetrie und Fernerkundung war es die Aufgabe der Profes-
sur für Geofernerkundung, verschiedene Parameter zur Unterstützung hydrologischer Mo-
delle zur Verfügung zu stellen. Ausgehend von diesem gemeinsamen Forschungsvorha-
ben ergeben sich, eingebettet in die gesamte Thematik des Stadtklimas, folgende Teilzie-
le:
• Erarbeitung der Thematik des Stadtklimas, seine Ursachen und Eigenschaften
• Erarbeitung der Thematik städtischer Wärmeinseln und deren Zusammenhang mit un-
terschiedlichen Oberflächenformen
• Erarbeitung von Maßnahmen zur Verbesserung des städtischen Klimas für verschiede-
ne Nutzungsformen
• Darlegung der für klimatische und hydrologische Fragestellungen notwendigen ferner-
kundlichen Grundlagen
• Erarbeitung der Nutzungsmöglichkeiten von Fernerkundungsdaten bei der Bestimmung
unterschiedlicher hydrologischer Parameter
• Erarbeitung und Erprobung verschiedener Verfahren zur Gewinnung von Informationen
des Parameters Landnutzung und deren Bewertung hinsichtlich ihrer Qualität.
Den Untersuchungsraum stellt in diesem Fall die Stadt Heidenau in Sachsen mit ihrem Kli-
ma dar. Daher gilt es zunächst zu klären, wodurch das urbane Klima gekennzeichnet ist,
welche Folgen sich daraus für den Menschen ergeben und welche Möglichkeiten es gibt,
das städtische Klima positiv zu beeinflussen. Darüber hinaus stellt sich die Frage, welche
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fernerkundlichen Methoden zur Erfassung von Klimaparametern verwendet werden können
und welche besonderen Anforderungen an die Beobachtung des urbanen Raumes geknüpft
sind. Um die Auswirkungen der fortschreitenden Urbanisierung auf das lokale Klima abschät-
zen zu können, sind Modelle notwendig, mit deren Hilfe es möglich ist zu simulieren, wie die
einzelnen Faktoren miteinander interagieren. Für diese hydrologischen Modelle werden zu-
nehmend auch Fernerkundungsdaten als Informationsquelle verwendet. Sind existierende
Modelle für den Einsatz im urbanen Raum geeignet? Welchen Beitrag können geometrisch
hochauflösende Fernerkundungsdaten leisten, um die Klimamodellierung und die Ableitung
von planerischen Maßnahmen im urbanen Raum zu unterstützen?
Der dargestellte Gedankengang lässt sich in der zentralen Frage dieser Arbeit zusammen-
fassen:
Welchen Beitrag kann die Fernerkundung bei der Beantwortung klimatisch-
hydrologischer Fragestellungen im urbanen Umfeld leisten?
1.3 Aufbau der Arbeit
Die vorliegende Arbeit gliedert sich in sieben Kapitel, deren Verknüpfungen untereinander in
Abbildung 1.4 schematisch dargestellt sind. Das sich der Einleitung in Kapitel 1 anschließen-
de Kapitel 2 beschäftigt sich mit der Frage, wodurch das städtische Klima gekennzeichnet
ist und worin die Ursachen für die unterschiedlichen klimatischen Bedingungen der Stadt im
Vergleich zum Umland begründet liegen. Nur aus dem Verständnis von Ursachen und Aus-
wirkungen heraus können sowohl geeignete Beobachtungsmethoden als auch Maßnahmen
abgeleitet werden. Einige dieser Maßnahmen werden für bestimmte Flächennutzungen am
Ende des Kapitels vorgestellt.
Bevor in Kapitel 4 erörtert wird, welche fernerkundlichen Methoden für die Beobachtung ver-
schiedener Klimaparameter verwendet werden können, ist es notwendig, das Wesen der
Fernerkundung und die Gesetzmäßigkeiten, die der Informationsgewinnung zu Grunde lie-
gen, zu erläutern. Kapitel 3 widmet sich daher den Grundlagen der Fernerkundung. Für die
Modellierung hydrologischer Prozesse wird eine Reihe von Klimaparametern (Niederschlag,
Bodenfeuchte etc.) als Eingangsdaten benötigt. Kapitel 4 befasst sich daher mit der Frage,
welche Klimaparameter mit Hilfe von Fernerkundungssensoren erfasst werden können. Dar-
in werden zunächst die Unterschiede und die Vorteile fernerkundlicher Daten gegenüber der
konventionellen Datenerhebung erläutert. Im Anschluss werden verschiedene fernerkundli-
che Verfahren zur Erfassung der einzelnen Parameter vorgestellt.
Kapitel 5 beginnt mit der Vorstellung von Studien, die sich mit dem Nachweis stadtklimati-
scher Phänomene mit Hilfe von Fernerkundungsdaten befassen. Da diese zumeist die Abwei-
chung klimatischer Bedingungen zwischen Stadt und Umland betrachten und innerstädtische
Unterschiede nur verallgemeinert berücksichtigen, wird ein Modellansatz vorgestellt, der es
ermöglicht, der heterogenen Flächenstruktur urbaner Räume Rechnung zu tragen.
Für ein hydrologisches Modell, welches im urbanen Raum anwendbar sein soll, werden de-
taillierte Flächeninformationen benötigt. Ausgehend von den für das hydrologische Modell
notwendigen Flächennutzungsparametern soll im Kapitel 6 am Beispiel des Stadtgebietes
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Abbildung 1.4: Schematischer Aufbau der Arbeit (eigene Darstellung).
von Heidenau untersucht werden, ob sich geometrisch hochauflösende IKONOS-Daten eig-
nen, um diese Parameter bereitzustellen. Die verwendeten Daten werden zunächst vorge-
stellt und die vor der eigentlichen Datenauswertung notwendigen Vorverarbeitungsschrit-
te dargelegt. Im Anschluss werden verschiedene Klassifikationsverfahren zur Parameter-
gewinnung erläutert, bevor diese dann jeweils auf das Untersuchungsgebiet angewendet
werden. Den Abschluss des Kapitels bildet die Genauigkeitsanalyse der getesteten Verfah-
ren.
Im abschließenden Kapitel 7 erfolgt eine Bewertung hinsichtlich der Genauigkeit der Auswer-
tung der Fernerkundungsdaten selbst und eine Auseinandersetzung mit der Frage, welche
Konsequenzen dies für die Parameterbereitstellung für das hydrologische Modell hat. Ab-
schließend erfolgen Überlegungen, welche weiteren Einsatzmöglichkeiten sich für geome-
trisch hochauflösende Fernerkundungsdaten bieten, um die Beobachtung und die Modellie-
rung des lokalen Klimas zu unterstützen.
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Die Urbanisierung führt zu tief greifenden Veränderungen sowohl der Erdoberfläche als auch
der darüber liegenden Atmosphäre. Die Modifikationen der Strahlung, der Feuchtigkeit, der
Wärme und der Windbedingungen beeinflussen nicht nur das Strahlungsgleichgewicht son-
dern auch das hydrologische Gleichgewicht. So werden durch die Luftverschmutzung bei-
spielsweise zusätzliche Kondensationskerne in die Atmosphäre verbracht, die die Wolkenbil-
dung begünstigen. Dies hat gleichermaßen Auswirkungen auf die Strahlungsbilanz und auf
den Niederschlag. Die beim Städtebau verwendeten Materialien sind häufig nicht oder nur
wenig wasserdurchlässig. Niederschläge fließen deshalb häufig ab und stehen somit nicht
für die Verdunstung zur Verfügung. Neben den Veränderungen im städtischen Wasserhaus-
halt führt die verminderte Verdunstung auch zu Veränderungen im Wärmehaushalt. Jedoch
sorgt nicht nur die Verwendung bestimmter Materialien, sondern auch die Gebäudehöhe und
-anordnung für klimatische Unterschiede zwischen Stadt und Umland. Je nach Art der Bebau-
ung sind Modifikationen des lokalen Windfeldes und des Strahlungshaushalts unterschiedlich
stark ausgeprägt (vgl. OKE, 1996).
Diese Veränderungen des Klimas werden unter dem Begriff Stadtklima zusammengefasst.
Neben der Beeinflussung des Energie- und Wasserhaushalts kann auch die Verschlech-
terung der Luftqualität zu gesundheitlichen Beeinträchtigungen der Stadtbewohner führen.
Laut UNITED NATIONS (2012) und HEINEBERG (2006) werden im Verlauf des 21. Jahrhun-
derts mehr als 70 % der Bevölkerung in Städten leben, so dass immer mehr Menschen den
negativen Folgen des städtischen Klimas ausgesetzt sein werden. Um geeignete Gegen-
maßnahmen ergreifen zu können, ist es notwendig, sich mit den Ursachen des städtischen
Klimas auseinanderzusetzen.
2.1 Ursachen des Stadtklimas
Für die Ausprägung des städtischen Klimas sind sowohl makroskalige als auch mikroskalige
Einflussgrößen verantwortlich. Zu den makroskaligen Einflussfaktoren gehören zum Beispiel
die Breitenlage bzw. die Klimazone, das Relief sowie die Topographie und die Entfernung
zu großen Wasserkörpern. Diese wirken meist großräumig und sind für das städtische Kli-
ma weniger prägend als die meso- bzw. mikroskaligen Faktoren. Zu diesen gehören nach
HUPFER et al. (2005) und KUTTLER (2009):
• die Stadtgröße
• die Einwohnerzahl
• die Art der urbanen und ruralen Flächennutzungstypen
• der Grad der Versiegelung
• die Intensität der dreidimensionalen Strukturierung des Stadtkörpers
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• die Emissionsstärke und -art gasförmiger, flüssiger und fester Luftbeimengungen
• sowie fühlbare und latente Abwärme aus technischen Prozessen.
Durch die Dreidimensionalität des Stadtkörpers und die damit verbundene Oberflächenver-
größerung stellen Städte Strömungshindernisse für den Luftaustausch dar. Des Weiteren
sind die städtischen Oberflächen durch veränderte hydrologische und thermische Eigen-
schaften gekennzeichnet. Zu den wesentlichen Merkmalen zählt die Versiegelung. Unter
Versiegelung versteht man die teilweise oder vollständige Abdichtung der Oberfläche durch
undurchlässige Materialien. Dies führt dazu, dass der Stoffaustausch zwischen Boden und
Atmosphäre nur noch eingeschränkt oder gar nicht mehr stattfinden kann. Das Verhältnis der
versiegelten Fläche zur gesamten Stadtfläche wird als Versiegelungsgrad bezeichnet (vgl.
KUTTLER, 2009).
Welchen Einfluss die genannten Faktoren auf die Energie- und Wasserbilanz des urbanen
Raumes haben, soll im Folgenden erörtert werden. Dazu werden zunächst die Eigenschaf-
ten des städtischen Klimas und die charakteristischen Merkmale städtischer Oberflächen
erläutert.
2.2 Eigenschaften des städtischen Klimas
Bevor auf die Eigenschaften des städtischen Klimas näher eingegangen wird, sollen zunächst
einige grundlegende Begriffe und Zusammenhänge erläutert werden. Der Strahlungshaus-
halt lässt sich mit Hilfe der Strahlungsbilanz quantifizieren. Für das System aus Erde und
Atmosphäre lautet diese (vgl. KUTTLER, 2009):
Q∗ = K ↓ −K ↑ +L ↓ −L ↑ −L ↑refl. (W/m2) (2.1)
mit
Q∗ = Strahlungsbilanz (W/m2)
K ↓ = direkte und diffuse Globalstrahlung (W/m2)
K ↑ = kurzwellige Reflexion (= K ↓ ·α) (W/m2)
L ↓ = langwellige atmosphärische Gegenstrahlung (W/m2)
L ↑ = langwellige Ausstrahlung (W/m2)
L ↑refl. = langwellige Reflexion (= L ↓ ·(1− )) (W/m2)
 = langwelliger Emissionsgrad
α = Albedo
Die zur Erdoberfläche gerichteten Strahlungsflüsse sind dabei mit einem positiven Vorzei-
chen gekennzeichnet, die von der Erdoberfläche weg gerichteten Strahlungsflüsse hingegen
erhalten ein negatives Vorzeichen. Für die Energiebilanz muss neben der Strahlungsbilanz
auch die Wärmebilanz berücksichtigt werden. Diese beinhaltet neben der Strahlungsbilanz
auch die turbulenten Wärmestromdichten, die Bodenwärmestromdichte sowie die anthropo-
gene und metabolische Wärmestromdichte (vgl. KUTTLER, 2009):
Q∗ +QH +QE +QB +Qanthr +Qmet = 0 (W/m2) (2.2)
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mit
Q∗ = Strahlungsbilanz (W/m2)
QH = turbulente fühlbare Wärmeflussdichte (W/m2)
QE = turbulente latente Wärmeflussdichte (W/m2)
QB = Bodenwärmeflussdichte (W/m2)
Qanthr = anthropogene Wärmeflussdichte (W/m2)
Qmet = metabolische Wärmeflussdichte (W/m2)
Der Wärmetransport im Boden kommt immer dann zustande, wenn zwischen verschiedenen
Tiefen eine Temperaturdifferenz herrscht, wobei der Transport immer von der wärmeren zur
kälteren Schicht erfolgt. Neben dem Temperaturgradienten ist der Bodenwärmestrom noch
von der Wärmeleitfähigkeit abhängig. Im Gegensatz zur Wärmeleitung im Boden, bei der
die Wärme von Bodenteilchen zu Bodenteilchen weitergegeben wird, erfolgt der Austausch
fühlbarer und latenter Wärme mit Hilfe von Luftpaketen. Der Austausch ist also an Luftbewe-
gung gebunden. Der fühlbare Wärmestrom ist dabei vom Temperaturunterschied zwischen
Atmosphäre und Erdoberfläche sowie vom Austauschkoeffizienten abhängig. Anders als die
Wärmeleitfähigkeit des Bodens ist dieser Austauschkoeffizient jedoch nicht konstant, sondern
variiert in Abhängigkeit von verschiedenen meteorologischen Bedingungen, wie der Oberflä-
chenstruktur der Umgebung, der Windgeschwindigkeit und dem Temperaturgradienten der
Luft (vgl. HÄCKEL, 1999).
Der latente Wärmestrom ist von großer Bedeutung für das Klima. Bei der Verdunstung von
Wasser wird der Oberfläche Verdunstungswärme in Form latenter Wärme entzogen. Das
hat die Abkühlung der Oberfläche zur Folge. Diese Wärmeenergie wird vom Wasserdampf
aufgenommen und transportiert und gelangt in die Atmosphäre, wo sie bei der Kondensation
des Wasserdampfes wieder freigesetzt wird. Der Transport des Wasserdampfes erfolgt dabei
ebenfalls in Form von Luftpaketen. Wie viel latente Energie aufgenommen werden kann,
hängt vom Gradienten der spezifischen Feuchte ab (vgl. KUTTLER, 2009).
Die anthropogene Wärme in Form von Abwärme entsteht zum Beispiel bei technischen Pro-
zessen in der Industrie, aber auch bei der Energieerzeugung oder der Gebäudeklimatisie-
rung. Die durch menschliche Produktion freigesetzte Wärme spielt vor allem in Städten eine
Rolle, da diese hier einen größeren Beitrag zu Energiebilanz leistet. Unter der metabolischen
Wärme versteht man die von Organismen durch deren Stoffwechsel freigesetzte Wärme. Die-
se spielt jedoch im Vergleich zu den anderen Größen der Energiebilanz eine untergeordnete
Rolle (vgl. KUTTLER, 2009).
In Tabelle 2.1 sind die wesentlichsten Unterschiede der Klimaelemente zwischen Stadt und
Umland dargestellt. Im Vergleich zum Umland ist die Globalstrahlung im städtischen Raum,
verursacht durch die städtische Dunstglocke (K ↓), geringer. Die Globalstrahlung ist dabei
jahreszeitlichen Schwankungen unterlegen, die sowohl auf die unterschiedlichen Konzen-
trationen anthropogener Spurenstoffe als auch auf den Sonnenstand zurückzuführen sind.
Darüber hinaus sind die stärkeren Streuprozesse in der städtischen Atmosphäre dafür ver-
antwortlich, dass die diffuse Strahlung gegenüber der direkten Strahlung überwiegt. Die kurz-
wellige Reflexion (K ↑) an städtischen Oberflächen ist von der Flächennutzung abhängig
und variiert je nach Farbe, Struktur und Ausrichtung zur Sonne. Da diese von der Albedo
der Bodenbedeckung abhängig ist, ergeben sich vor allem im Winter sehr große Differenzen,
da die Schneedeckendauer in der Stadt auf Grund von höheren Temperaturen, Straßenräu-
mung und Verschmutzung des Schnees häufig wesentlich kürzer anhält als im Umland (vgl.
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KUTTLER, 2009). Die geringere Albedo städtischer Flächen liegt zudem in den oft dunkle-
ren Oberflächen und Mehrfachreflexionen in Straßenschluchten begründet. Die langwelligen
Strahlungsflussdichten fallen im städtischen Bereich höher aus. Diese werden außer durch
die Oberflächentemperaturen und den Zustand der Atmosphäre auch durch die langwelligen
Emissionsgrade beeinflusst.
Tabelle 2.1: Abweichung des Stadtklimas gegenüber dem Umland
(nach HÄCKEL (1999) und KUTTLER (2009)).
Einflussgrößen Veränderungen gegenüber dem
nicht bebauten Umland
Globalstrahlung (horizontale Fläche) -10 % bis -20 %
Gegenstrahlung bis +10 %
UV-Strahlung
Winter
Sommer
-30 %
-5 %
Albedo +/-
Sonnenscheindauer -5 % bis -15 %
Sensibler Wärmestrom bis +50 %
Wärmespeicherung im Untergrund
und in Bauwerken
bis +40 %
Lufttemperatur
Jahresmittel
Winterminima
in Einzelfällen
+2 K
bis +10 K
bis +15 K
relative Feuchte in Bodennähe
im Winter
im Sommer
-2 % bis -10 %
-2 %
-8 %
Niederschlag
Niederschlagshöhe
Zahl der Regentage
Schneefall
+5 % bis +10 %
+10 %
-5 % bis -10 %
Bewölkungsgrad +5 % bis +10 %
Nebel
Großstadt
Kleinstadt
weniger
mehr
Windverhältnisse
Windgeschwindigkeit
Windstille
Spitzenböen
-10 % bis -30 %
+5 % bis +20 %
-10 % bis -20 %
Luftverunreinigung
gasförmige Stoffe
Kondensationskerne
Staub
+5 fach bis +25 fach
+10 fach bis +100 fach
+10 fach bis +50 fach
Vegetationsperiode bis zu 10 Tage länger
Dauer der Frostperiode bis -30 %
Tabelle 2.2 gibt einen Überblick über die Strahlungseigenschaften einer Reihe städtischer
und natürlicher Oberflächen. Neben den erhöhten Lufttemperaturen im städtischen Bereich
und einem größeren Aerosolgehalt der städtischen Atmosphäre ist auch die häufigere Be-
wölkung dafür verantwortlich, dass die atmosphärische Gegenstrahlung erheblich erhöht ist
(vgl. HÄCKEL, 1999).
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Tabelle 2.2: Strahlungseigenschaften von typischen Baumaterialien, Stadtflächen und natürli-
chen Oberflächen (aus HUPFER et al. (2005)).
Oberfläche Reflexionsgrad
α
Emissionsgrad
(λ = 4− 100µm)
Straßen
Asphalt
Mittelwert: Straße
0,05-0,20
0,18
0,95
Wände
Beton
Beton, weiß
Ziegel
Naturstein
Holz
Kalkmörtel
Mittelwert: Wände
0,10-0,35
0,71
0,20-0,40
0,20-0,35
0,27
0,30
0,71-0,90
0,90-0,92
0,85-0,95
0,90
0,91
Dächer
Teer und Splitt
Dachziegel
Schiefer
Wellblech
0,08-0,18
0,10-0,35
0,10
0,10-0,16
0,92
0,90
0,90
0,13-0,28
Fenster
Glas: Sonnenhöhe
> 60°
Glas: Sonnenhöhe
10°-60°
0,08
0,09-0,52
0,87-0,94
0,87-0,92
Anstriche
weiß
rot, braun, grün
schwarz
0,50-0,90
0,20-0,35
0,02-0,15
0,85-0,95
0,85-0,95
0,90-0,98
Stadtgebiet
Wertebereich
Mittelwert: Stadt
0,10-0,30
0,15
0,85-0,95
Natürliche Oberflächen
Trockener, heller Sandboden
Getreidefeld
Wiese
Laubwald
Nadelwald
Wasserflächen
Dunkler Ackerboden
Neuschneedecke
Altschneedecke
0,25-0,45
0,10-0,25
0,15-0,25
0,15-0,20
0,10-0,15
0,03-0,10
0,07-0,10
0,75-0,90
0,40-0,70
0,91
0,90
0,90
0,97
0,90-0,98
0,99
Die langwellige Ausstrahlung wird von den höheren Oberflächentemperaturen beeinflusst und
hängt in Straßenschluchten zusätzlich vom Himmelssichtfaktor (Sky View) ab. Dieser gibt
den Anteil der von einer Oberfläche ausgehenden Strahlung an, der direkt in Richtung Him-
mel abgegeben wird und nicht auf andere Oberflächen trifft. Für ebene Flächen ergibt sich
daher ein Wert von Eins. In Straßen ist dieser jedoch deutlich eingeschränkt (vgl. Abbildung
2.1).
Auch die turbulenten Ströme der fühlbaren und latenten Wärme sind im städtischen Bereich
stark verändert. Die Modifikation der turbulenten Ströme ist sowohl von der Flächennutzung
als auch von der Tages- und Jahreszeit abhängig. Die Zunahme des fühlbaren Wärmestroms
ist dabei maßgeblich für die Erwärmung der Stadtatmosphäre verantwortlich. Dies und die
tagsüber von den Baumaterialien gespeicherte Wärme führen dazu, dass die Lufttemperatu-
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Abbildung 2.1: Sky View – Himmelssichtfaktor (eigene Darstellung).
ren im Jahresmittel um ca. 2 K erhöht sind. Je nach Stadtstruktur, Stadtgröße und Wetterlage
können diese jedoch auch deutlich höher ausfallen (vgl. KUTTLER, 2009).
Im Gegensatz zum Umland ist für die städtische Wärmebilanz neben der Strahlungsbilanz
und den latenten Wärmeströmen auch die anthropogene Wärmestromdichte entscheidend.
Diese kann je nach Energieverbrauchsverhalten und Wirtschaftsstruktur unterschiedliche Grö-
ßenordnungen annehmen. Hohe anthropogene Wärmeströme ergeben sich vor allem in Städ-
ten mit hoher Einwohnerdichte und hohem Pro-Kopf-Energieverbrauch. Des Weiteren spielen
auch die geographische Breite und die topographische Lage eine Rolle. Während im Winter
die anthropogene Wärmeproduktion vor allen durch das Heizen der Gebäude hoch ist, spielt
in Siedlungsgebieten mit heißen Sommern vor allem der Energieverbrauch für die Gebäude-
kühlung eine entscheidende Rolle. Neben dem Energieverbrauch der Privathaushalte stellen
vor allem Industrieanlagen und Kraftwerke anthropogene Wärmequellen dar (vgl. HUPFER
et al., 2005).
2.3 Städtische Wärmeinseln
Für das Phänomen der höheren Luft- und Oberflächentemperaturen in urbanen Räumen im
Vergleich zum Umland hat sich der Begriff der städtischen Wärmeinsel (Urban Heat Island
(UHI)) etabliert. Damit wird die inselartige städtische Überwärmung gegenüber dem kühle-
ren Umland beschrieben. Streng genommen ist diese Bezeichnung jedoch nicht korrekt, da
das Stadtgebiet meist nicht einheitlich erwärmt ist, sondern sich auf Grund der heterogenen
Struktur der Flächennutzung kleinere Wärmezentren innerhalb der Stadt ausbilden. Städti-
sche Wärmeinseln weisen jedoch nicht nur als Folge unterschiedlicher Baustrukturen und
Topographien variierende Intensitäten auf, sondern unterliegen überdies noch jahres- und
tageszeitlichen Schwankungen. Um die Effekte der Urbanisierung und die Ausbildung städ-
tischer Wärmeinseln besser modellieren zu können, unterteilte OKE (1976) die städtische
Atmosphäre in zwei verschiedene Layer (vgl. Abbildung 2.2).
Die urbane Hindernisschicht (Urban Canopy Layer (UCL)) bezeichnet dabei den Teil der At-
mosphäre, der von mikroskaligen Prozessen gesteuert wird und sich von der Erdoberfläche
bis zur mittleren Gebäudehöhe erstreckt. Das Klima wird hier hauptsächlich durch die nä-
here Umgebung, wie die Gebäudegeometrie und die verwendeten Materialien, beeinflusst.
Die urbane Grenzschicht (Urban Boundary Layer (UBL)) schließt sich direkt an den UCL
an und stellt den Teil der atmosphärischen Grenzschicht dar, der durch die darunter liegen-
de Stadt beeinflusst wird (vgl. OKE, 1976). Die Entstehung der Wärmeinsel in der urbanen
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Abbildung 2.2: Aufbau der Stadtatmosphäre (nach OKE (1976, 1996)).
Grenzschicht resultiert im Wesentlichen aus den turbulenten Wärmeströmen. Des Weite-
ren stellen Siedlungen und Industrieanlagen zusätzliche Quellen anthropogener Wärme dar.
Die Wärmeinsel der städtischen Grenzschicht unterliegt auf Grund ihrer Ausdehnung in die
Atmosphäre dem Einfluss des übergeordneten Windfeldes, in dessen Folge es zum leewär-
tigen Abdriften der städtischen Abluftfahne (Urban Plume) kommt (siehe Abbildung 2.2; vgl.
HUPFER et al., 2005). Die Wärmeinsel der urbanen Grenzschicht ist unter anderem auf den
Versiegelungsgrad und die geringere Vegetation zurückzuführen. Daneben sorgt auch die
Dreidimensionalität der Gebäude für eine Vergrößerung der Oberfläche, so dass es zu Mehr-
fachreflexionen kommt. Der Entwicklung städtischer Wärmeinseln werden folgende Ursachen
zugrunde gelegt (vgl. OKE, 1982, 1996; HUPFER et al., 2005):
Urbane Hindernisschicht: Durch hohe Gebäude vergrößert sich die Oberfläche und damit
die Möglichkeit von Mehrfachreflexionen. Dies führt zu einer verminderten Absorption
kurzwelliger Strahlung. Die Luftverschmutzung begünstigt den Anstieg der langwelligen
Gegenstrahlung, zusätzlich vermindern hohe Gebäude und der dadurch verminderte
Himmelssichtfaktor (Sky View) den Verlust langwelliger Strahlung. Weitere Ursachen
werden in anthropogenen Wärmequellen durch Verkehr, Industrie, Beheizen oder Küh-
len der Gebäude gesehen. Die in der Stadt üblicherweise verwendeten Materialien für
Gebäude und Straßen besitzen einerseits eine hohe Wärmespeicherkapazität, was den
Anstieg der fühlbaren Wärme zur Folge hat, andererseits sind diese häufig wasserun-
durchlässig, wodurch der Oberflächenabfluss verstärkt, die Evapotranspiration jedoch
vermindert wird. Die auf Grund der Oberflächenrauigkeit verminderte Windgeschwin-
digkeit führt zudem zur Abnahme des turbulenten Wärmetransportes.
Urbane Grenzschicht: Die Luftverschmutzung erhöht die Absorption kurzwelliger Strah-
lung. Wie auch in der urbanen Hindernisschicht entstehen durch Abwärme anthropo-
gene Wärmequellen. Der erhöhte Wärmestrom in der urbanen Hindernisschicht führt
auch in der urbanen Grenzschicht zu einem Anstieg der fühlbaren Wärme. Die erhöhte
Rauigkeit und die dadurch erhöhte Turbulenz führen zusätzlich zur Einmischung fühl-
barer Wärme von oben.
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2.4 Thermische Eigenschaften städtischer
Oberflächen
Für den Energieaustausch zwischen einer Oberfläche und der Atmosphäre sind sowohl die
Ausrichtung zur einfallenden Sonnenstrahlung als auch Oberflächeneigenschaften, wie Far-
be, Zusammensetzung, Grad der Versiegelung, Oberflächenrauigkeit und Wasserversorgung,
von entscheidender Bedeutung. Die Versiegelung der Oberfläche sorgt dafür, dass die Ver-
sickerung stark eingeschränkt ist und Niederschläge schneller abfließen. Die dadurch eben-
so eingeschränkte Verdunstung sorgt zudem dafür, dass die Oberflächentemperaturen und
der fühlbare Wärmestrom auf Kosten des latenten Wärmestroms zunehmen. Bei natürlichen
Oberflächen hingegen ist der Oberflächenabfluss meist geringer. Durch die dadurch ermög-
lichte Versickerung und Speicherung ist auch Verdunstung möglich, so dass die Oberflächen-
temperaturen auf diesen Flächen niedriger sind.
In Tabelle 2.3 sind die thermischen Eigenschaften einiger künstlicher und natürlicher Materia-
lien aufgelistet. Asphaltflächen, die eine sehr häufige Versiegelungsart in Städten darstellen,
weisen im Vergleich zu natürlichen Böden deutliche Unterschiede in den thermischen Eigen-
schaften auf.
Tabelle 2.3: Thermische Eigenschaften künstlicher und natürlicher Materialien (HUPFER et al.
(2005) und ZMARSLY et al. (2007), zitiert in KUTTLER (2009)).
Material Anmerkung Dichte Spezifische
Wärme-
kapazität
Wärme-
kapazitäts-
dichte
Wärme-
leitfähig-
keits-
koeffizient
Tempera-
turleitfähig-
keitskoeffi-
zient
Wärme-
eindring-
koeffizient
ρ c ζ λ a b
kg
m3
· 103 J
kg·K ·103 Jm3·K ·106 Wm·K m
2
s
· 106 J
m2·s0,5·K
Asphalt 2,11 0,92 1,94 0,75 0,38 1.205
Beton Gasbeton
Schwerbet.
0,32
2,40
0,88
0,88
0,28
2,11
0,08
1,51
0,29
0,72
150
1.785
Naturstein
Backstein
Lehmziegel
durchschn.
durchschn.
2,68
1,83
1,92
0,84
0,75
0,92
2,25
1,37
1,77
2,19
0,83
0,84
4,93
0,61
0,47
2.220
1.065
1.220
Holz weich
hart
0,32
0,81
1,42
1,88
0,45
1,52
0,09
0,19
0,20
0,13
200
535
Stahl 7,85 0,50 3,93 53,30 13,60 14.475
Glas 2,48 0,67 1,66 0,74 0,44 1.110
Gipsplatte durchschn. 1,42 1,05 1,49 0,27 0,18 635
Dämm-
material
Polystyrol
Kork
0,02
0,16
0,88
1,80
0,02
0,29
0,03
0,05
1,50
0,17
25
120
Lehmboden
(40 %
Poren-
volumen)
trocken
gesättigt
1,60
2,00
0,89
1,55
1,42
3,10
0,25
1,58
0,18
0,51
600
2.210
Wasser
4°C
unbewegt 1,00 4,18 4,18 0,57 0,14 1.545
Luft
10°C
unbewegt
turbulent
0,0012
0,0012
1,01
1,01
0,0012
0,0012
0,025
≈125
20,50
10·106
5
390
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So sind der Wärmeleitfähigkeitskoeffizient und der Wärmeeindringkoeffizient von Asphalt
dreimal größer als der trockenen Lehmbodens. Asphaltflächen absorbieren viel Strahlungs-
energie, die einerseits über die Wärmeleitung in die Tiefe transportiert wird (Bodenerwär-
mung) und andererseits in Form der langwelligen Ausstrahlung und des sensiblen Wärme-
stroms an die darüber liegende Luftschicht abgegeben wird (Lufterwärmung).
2.5 Hydrologische Eigenschaften städtischer
Oberflächen
Neben der Energiebilanz ist auch die urbane Wasserbilanz für die folgenden Betrachtungen
von Bedeutung. Diese setzt sich aus folgenden Gliedern zusammen (vgl. HUPFER et al.,
2005):
N + F + ETP + dR+ dS + dA+ I = 0 (2.3)
mit
N = Niederschlag
F = Wasserfreisetzung durch Verbrennungsprozesse
W = kanalisierte Wasserzufuhr aus Flüssen oder Staubecken
ETP = Evapotranspiration
dR = Nettoabfluss
dS = Nettowasserspeicherung im Boden
dA = Nettofeuchteadvektion
I = Interzeption
Die Evapotranspiration bezeichnet die Gesamtverdunstung, welche sich aus der Evaporati-
on und der Transpiration zusammensetzt. Die Evaporation bezeichnet dabei die Verdunstung
freier Wasserflächen oder benetzter Oberflächen. Die Transpiration hingegen meint die ak-
tive Wasserabgabe durch Organismen, hauptsächlich durch Pflanzen (vgl. ZMARSLY et al.,
2007). Die Evapotranspiration ist demzufolge von der Zusammensetzung der Oberfläche ab-
hängig, gleiches gilt für die Terme dR und dS. Damit unterliegen diese Größen nur indirekt
anthropogenen Einflüssen, wohingegen die Wasserfreisetzung aus Verbrennungsprozessen
und die Wasserzufuhr direkt durch den Menschen beeinflusst werden.
Die Verdunstung stellt die Verbindung zwischen Energie- und Wasserbilanz her, weshalb ihr
eine besondere Bedeutung zukommt. Durch versiegelte Oberflächen wird Niederschlag rasch
abgeführt. Versickerung ist eingeschränkt oder findet gar nicht statt. Durch diesen Prozess
findet auf versiegelten Flächen kaum Verdunstung statt, so dass die eintreffende Strahlungs-
energie nicht in latente Energie umgewandelt wird und somit ausschließlich für die Boden-
und Lufterwärmung zur Verfügung steht. Bei natürlichen Böden findet je nach Wassersät-
tigungsgrad Versickerung statt, so dass der Oberflächenabfluss hier geringer ausfällt. Die
so vorhandene Bodenfeuchte ermöglicht die Umwandlung der eintreffenden Strahlungsener-
gie in latente Energie, wodurch der Oberfläche Wärme entzogen wird. Somit sind natürli-
che Oberflächen meist deutlich kühler als versiegelte Oberflächen (vgl. HUPFER et al., 2005;
KUTTLER, 2009).
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In Tabelle 2.4 sind die Wasserhaushaltskomponenten einiger versiegelter Flächen dargestellt.
Wie daraus ersichtlich ist, weisen Asphaltflächen mit 72 % den mit Abstand größten Abfluss
auf. Die Versickerung hingegen ist auf diesen Flächen mit 5 % des Gesamtniederschlags am
geringsten. Flächen mit Rasengittersteinen sind im Vergleich zu Asphaltflächen weniger stark
versiegelt, so dass hier die Versickerung mit 50 % deutlich höher und der Abfluss mit 5 % am
geringsten ausfällt. Auch die Verdunstung ist auf beiden Flächen unterschiedlich ausgeprägt.
Während auf Asphaltflächen nur etwa 20 % des Jahresniederschlags verdunsten, sind es bei
den Rasengittersteinen bis zu 45 % des Jahresniederschlags.
Tabelle 2.4: Wasserhaushaltskomponenten versiegelter Flächen in Berlin (Messperiode: April
1985 bis März 1986) aus WESSOLEK (2001), zitiert in KUTTLER (2009)).
Niederschlag Abfluss Versickerung Verdunstung
mm ∆(%Nd) mm ∆(%Nd) mm ∆(%Nd) mm ∆(%Nd)
Kunststeinplatten 631 100 104 16 319 51 208 33
Betonverbundsteine 631 100 103 16 379 60 149 24
Rasengittersteine 631 100 32 5 318 50 282 45
Straße (Asphalt) 631 100 455 72 51 8 126 20
Wie bereits erläutert, stellt die Verdunstung eine wesentliche stadtklimatische Komponente
dar, da hiermit ein erheblicher Energieaufwand verbunden ist, der nicht mehr für die Erwär-
mung der Atmosphäre zur Verfügung steht (vgl. KUTTLER, 2009).
Tabelle 2.5 listet die Abflussbeiwerte für verschiedene städtische Oberflächen und Bebau-
ungsarten auf. Der Abflussbeiwert stellt dabei das Verhältnis des abfließenden Wasser zum
Gesamtniederschlag dar.
Tabelle 2.5: Abflussbeiwerte (Ψ ) für Oberflächen und Bebauungsarten (aus HUPFER et al.,
2005).
Oberfläche Abflussbeiwert Ψ Bebauungsart Mittlerer Abfluss-
beiwert Ψ
Dachflächen, Straßendecken 0,85-1,0 sehr dicht 0,7-0,9
Fugendichtes Pflaster 0,80-1,0 geschlossen 0,5-0,7
Gewöhnliches Pflaster 0,50-0,7 offen 0,3-0,5
Chaussierung und Mosaikpflaster 0,40-0,6 gartenreiche
Außenviertel
0,2-0,3
Promenadenbefestigung 0,15-0,3 unbebautes
Gelände
0,1-0,2
Unbefestigte Flächen 0,10-0,2 Sportplätze,
Gleisanlagen
0,1-0,2
Parkanlagen und Gärten 0,00-0,1 Parkanlagen 0,0-0,1
Wie Tabelle 2.5 zu entnehmen ist, ergeben sich für stark versiegelte Flächen, wie Dachflä-
chen und Straßenbeläge, hohe Abflussbeiwerte. Auf natürlichen Oberflächen, wie Parkan-
lagen und Gärten, hingegen ist der Anteil der Versickerung und Verdunstung am Gesamt-
niederschlag höher, so dass sich hier entsprechend niedrige Abflussbeiwerte ergeben. Die
durch die Versickerung und Speicherung des Niederschlages ermöglichte Verdunstung führt
dazu, dass auf diesen Flächen die Oberflächen- und Lufttemperaturen niedriger sind als auf
versiegelten Flächen (vgl. HUPFER et al., 2005).
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2.6.1 Windfeld
Im städtischen Bereich sorgt die Bebauung für eine erhöhte Bodenrauigkeit, in deren Folge
die Windgeschwindigkeiten im Vergleich zum Umland im Durchschnitt niedriger sind. Da da-
durch weniger Luftaustausch mit der Atmosphäre stattfindet, verschlechtert sich die Luftqua-
lität und die nächtliche Überwärmung nimmt zu (vgl. KUTTLER, 2009) Zur Beschreibung der
Bodenrauigkeit bedient man sich des Rauigkeitsparameters und der Verdrängungsschichtdi-
cke, um die Unebenheit von Flächen zu charakterisieren. Der Rauigkeitsparameter gibt dabei
an, in welcher Höhe über Grund die Windgeschwindigkeit Null wird. Da die Auswirkungen der
Bebauung auf das Windfeld im weiteren Verlauf der Arbeit aus fernerkundlicher Sicht keine
zentrale Rolle spielen, wird für ausführliche Informationen zum Windfeld auf die einschlä-
gige Literatur, wie beispielsweise HUPFER et al. (2005) und HELBIG & BAUMÜLLER (1999)
verwiesen.
2.6.2 Luftverschmutzung
Die urbane Luftqualität wird durch zahlreiche Emissionsquellen beeinflusst. Dazu gehören in
den Ballungszentren Europas vor allem der Kfz-Verkehr, Industrie und Gewerbe sowie Kraft-
und Heizwerke. Die Zusammensetzung der partikelförmigen Luftbeimengungen hängt von
der Emissionsart ab. Wie Tabelle 2.6 zu entnehmen ist, ist der Kfz-Verkehr für etwa 40 %
der NOx- und 30 % der CO-Freisetzungen verantwortlich, welche maßgeblichen Einfluss auf
die Ozonbildung ausüben. Darüber hinaus verändern Emissionen die Zusammensetzung der
Atmosphäre und führen so, wie bereits erläutert, zu einer Veränderung der Strahlungs- und
Energiebilanz.
Tabelle 2.6: Emissionen nach ausgewählten Sektoren in Deutschland (Angaben für 2010, aus
UBA (2012)).
NOx CO SO2 PM CO2
Gesamt: 1.319,50 kt 3.322,30 kt 449,30 kt 265,90 kt 835,99 kt
Quelle kt % kt % kt % kt % kt %
Kfz-Verkehr 537,61 40,74 976,75 29,40 0,83 0,18 43,59 16,39 145,43 17,40
Industrie-
prozesse
89,12 6,75 808,8 24,34 84,64 18,84 110,39 41,52 53,64 6,42
Energie-
wirtschaft
300,07 22,74 165,82 4,99 236,12 52,55 12,64 4,75 349,06 41,75
Haushalte 70,18 5,32 954,6 28,73 49,14 10,94 32,93 12,38 101,94 12,19
Die Daten weiterer Emissionsquellen – als Zeitreihen seit dem Jahr 1990 – werden in jähr-
lichen Abständen durch das Umweltbundesamt (UBA) veröffentlicht und ermöglichen somit
die kontinuierliche Analyse der Emissionsentwicklung in verschiedenen Sektoren in der Bun-
desrepublik Deutschland (vgl. UBA, 2012).
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2.7 Maßnahmen zur Verbesserung des städtischen
Klimas
Nachdem im vorangegangen Abschnitt die Veränderungen des städtischen Klimas durch die
Urbanisierung erläutert wurden, sollen nun die Möglichkeiten zur Verbesserung des Stadtkli-
mas diskutiert werden. Aus klimatischer Sicht sollte es das Ziel der Planung sein, die Luft-
qualität zu verbessern und die Wärmebelastung zu verringern, um für die Stadtbevölkerung
ein angenehmes Klima zu schaffen und so auch die gesundheitlichen Risiken zu minimieren.
Zur Verbesserung der Luftqualität sollten Maßnahmen angestrebt werden, mit deren Hilfe
die aus dem Kfz-Verkehr resultierenden Emissionen verringert werden können. Dies könnte
außer durch den Einsatz emissionsarmer Fahrzeuge auch durch den Ausbau des öffentli-
chen Nahverkehrs erreicht werden. Bei der Planung neuer Wohngebiete besteht überdies
die Möglichkeit, diese so anzulegen, dass die Anzahl der Versorgungsfahrten mit dem Pkw
minimiert werden kann. Eine weitere Möglichkeit der Verbesserung des städtischen Klimas
besteht in der Verringerung des Energiebedarfs von Gebäuden. Durch eine entsprechende
Wärmedämmung verringert sich der Energiebedarf für das Heizen und Kühlen und damit
auch der Ausstoß von CO2. Des Weiteren sollte bei Baumaßnahmen darauf geachtet wer-
den, dass Luftleitbahnen erhalten oder gar verbessert werden, um den Frischluftzufluss aus
dem Umland zu gewährleisten. Zur Verbesserung der Luftqualität und zur Verringerung der
Wärmebelastung spielen vor allem Wasser- und Grünflächen eine große Rolle. Die Schaffung
zusätzlicher Grünflächen kann beispielsweise auf Industriebrachen oder Baulücken erfolgen.
Ebenso sollte die Möglichkeit von Fassaden- und Dachbegrünungen in Betracht gezogen
werden. Diese wirken sich nicht nur positiv auf das Gebäudeklima aus, sondern leisten einen
wichtigen Beitrag zur Verbesserung des Stadtklimas (vgl. KUTTLER, 2009).
Aus stadthydrologischer Sicht ist die Verringerung der Bodenversiegelung erstrebenswert,
da dadurch der Oberflächenabfluss verringert und die Verdunstung erhöht werden kann. Die
dafür benötigte Energie steht dann nicht mehr für die Erwärmung der Luft zu Verfügung. Im
Folgenden sollen einige Möglichkeiten der klimatischen Verbesserung einzelner Nutzungs-
formen aufgezeigt werden.
2.7.1 Wohnen
Bei der Planung von Wohnstandorten sind die Anforderungen an die klimatischen Bedingun-
gen besonders hoch. Die Mitteltemperaturen sollen sich in einem angenehmen Niveau be-
wegen. Gleiches gilt für die Schwüle. Ebenso unerwünscht ist häufiger und intensiver Nebel.
Die auftretenden Windgeschwindigkeiten müssen einen ausreichenden Luftaustausch ge-
währleisten, um die Immissionsbelastung gering zu halten, und sollen dennoch nicht zu hoch
sein. Durch eine geeignete Standortwahl ist die Erfüllung dieser Forderungen bei der Planung
neuer Wohngebiete möglich, jedoch ist auch die Intensität der Nutzung entscheidend, da die
nächtliche Überwärmung mit steigender Bebauungsdichte und sinkendem Vegetationsanteil
zunimmt. Besonders betroffen davon sind vor allem Wohngebiete in Ballungszentren. Bei
bereits existierenden Wohngebieten kann die Auflockerung der Baustruktur zur Verbesse-
rung der klimatischen Verhältnisse beitragen. Dieser Maßnahme sind jedoch unter anderem
durch die Kosten für die Sanierung oder den Wohnungsbedarf Grenzen gesetzt. Daher sollte
hier auch die Steigerung des Vegetationsanteils durch Fassaden- und Dachbegrünung sowie
die Begrünung von Innenhöfen in Betracht gezogen werden. Da durch die Dachbegrünung
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der Versiegelungsgrad verringert wird, leistet diese einen wichtigen Beitrag zur Verbesse-
rung des städtischen Klimas. Durch die Vegetation sind sowohl die Oberflächen- als auch die
Lufttemperaturen geringer. Des Weiteren ist die Wasserspeicherfähigkeit begrünter Dächer
höher. Dies sorgt zum einen für einen geringeren Abfluss und erhöht zum anderen die Luft-
feuchtigkeit. Dachbegrünungen haben vor allem Auswirkungen auf die Austauschprozesse
mit der Atmosphäre und wirken sich damit eher auf das Stadtklima insgesamt aus. Ihre Aus-
wirkungen auf die bodennahe Luftschicht sind von der Gebäudehöhe abhängig. Hier haben
Fassadenbegrünungen eine größere Wirksamkeit (vgl. HORBERT, 2000).
2.7.2 Straßen
Stadtstraßen weisen üblicherweise einen hohen Versiegelungsgrad auf. Zusätzlich dazu be-
einflusst der durch die Bebauung entlang der Stadtstraßen eingeschränkte Horizont den Wär-
mehaushalt und den Luftaustausch. In Folge dessen sind Stadtstraßen durch eine höhere
thermische Belastung gekennzeichnet. Ein hohes Verkehrsaufkommen führt zudem zu lufthy-
gienischen Einschränkungen. Um den Luftaustausch durch Kronenschluss nicht noch weiter
einzuschränken, sind in engen Straßen Fassadenbegrünungen Baumpflanzungen vorzuzie-
hen. In breiten Straßen hingegen kann die Pflanzung von Baumreihen in Betracht gezogen
werden, da diese die Fußwege beschatten und so zu einem angenehmeren Klima beitragen
können. Auch begrünte Mittelstreifen können dazu beitragen, die klimatischen Verhältnisse
zu verbessern (vgl. HORBERT, 2000; DEUTSCHER STÄDTETAG, 2012).
2.7.3 Plätze
Für die klimatischen Bedingungen innerstädtischer Plätze spielen neben der Grundfläche und
der Nutzung auch die Horizontabschirmung und der Versiegelungsgrad eine entscheidende
Rolle. So wirkt sich beispielsweise die Art der anliegenden Bebauung auf die Besonnung und
damit auch auf den Strahlungs- bzw. Wärmehaushalt aus. Neben den Baustrukturen haben
auch der Versiegelungsgrad und die Vegetation Einfluss auf die Lufttemperaturen und die
Luftfeuchtigkeit. Ein hoher Versiegelungsgrad sorgt für ein schnelles Abfließen des Nieder-
schlagswassers, welches dann nicht mehr für die Verdunstung zur Verfügung steht. Bäume
hingegen wirken sich nicht nur durch die Beschattung der Plätze positiv auf die Lufttempera-
turen aus sondern sorgen auch für Abkühlung durch die bei der Transpiration benötigte Ener-
gie. Die Reduzierung der Versiegelung und die Vergrößerung des Vegetationsanteils kön-
nen also einen wertvollen Beitrag dazu leisten, die bioklimatischen Bedingungen innerstädti-
scher Plätze zu verbessern. Als Bodenbelag sind fugenreiche Materialien, wie Mosaik- oder
Kleinpflaster, Asphaltdecken vorzuziehen. Diese bewirken nicht nur eine geringere Oberflä-
chenerwärmung sondern ermöglichen darüber hinaus die Versickerung von Niederschlag
und damit auch eine höhere Verdunstung (vgl. HORBERT, 2000; DEUTSCHER STÄDTETAG,
2012).
Auch die Art und Zusammensetzung der Vegetation auf innerstädtischen Plätzen spielt bei
der Verbesserung der klimatischen Bedingungen eine Rolle. Rasenflächen weisen zwar ho-
he Tagestemperaturen auf, jedoch ist die nächtliche Abkühlung dieser Flächen deutlich höher
als auf versiegelten Flächen. Gehölze und Sträucher weisen gegenüber Rasenflächen gerin-
gere Tagestemperaturen auf, jedoch ist auch die nächtliche Abkühlung in Abhängigkeit von
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der Bestandesdichte geringer. Eine hohe Bestandesdichte führt zudem zu einer Verschlech-
terung des Luftaustauschs. Die Vegetation städtischer Plätze sollte sich also nach Möglich-
keit sowohl aus zusammenhängenden Grünflächen (Rasen oder Bodendecker) als auch aus
Bäumen oder Sträuchern zusammensetzen, wobei auf eine gute Durchlüftung zu achten ist.
Die Anpflanzungen sorgen so nicht nur für bessere thermische Bedingungen, sondern dienen
auch der Bindung von Schadstoffen und tragen somit zur Verbesserung der lufthygienischen
Verhältnisse bei. Sind begrünte Plätze darüber hinaus noch mit anderen Freiräumen syste-
matisch verbunden, können sie sich nicht nur lokal positiv auswirken, sondern eine Verbes-
serung der klimatischen Bedingungen der Stadt bewirken (vgl. HORBERT, 2000; DEUTSCHER
STÄDTETAG, 2012).
2.7.4 Freiräume
Neben der Schaffung zusätzlicher Grünflächen auf Plätzen, Dächern und Straßen tragen
auch innerstädtische Freiräume zur Verbesserung der klimatischen Bedingungen bei. Neben
Parkanlagen und Friedhöfen zählen dazu auch Stadtbrachen und Kleingärten. Aus klima-
tischer Sicht sollen diese Flächen zwei Funktionen erfüllen. Einerseits dienen diese Flä-
chen der Erholungsnutzung, indem sie angenehme bioklimatische Bedingungen schaffen
und über gute lufthygienische Verhältnisse verfügen. Andererseits sollen sie auch zur Ver-
ringerung der Wärme- und Immissionsbelastung ihrer bebauten Umgebung beitragen. Die
Wirksamkeit dieser Freiräume zur Erfüllung dieser Funktionen ist von verschiedenen Fakto-
ren abhängig. Neben der Flächengröße, dem Relief und der Vegetationsstruktur entscheidet
auch die Charakteristik der angrenzenden Bebauung über die klimatische Qualität der inner-
städtischen Freiräume (vgl. HORBERT, 2000; DEUTSCHER STÄDTETAG, 2012). Zur Ableitung
planerischer Maßnahmen empfiehlt sich daher eine Analyse des Klimas und der Wechsel-
wirkungen angrenzender Nutzungen. Dennoch lassen sich einige allgemeine Forderungen
festlegen.
HORBERT (2000) empfiehlt eine lockere Vegetationsstruktur aus einer Kombination von of-
fenen Grünflächen und Einzelbäumen oder Baumgruppen, um sowohl die klimatische als
auch die lufthygienische Wirkung von Parkanlagen zu erhöhen. Wie auch bei innerstädti-
schen Plätzen erhöht sich die Reichweite der klimatischen Wirkung von Parkanlagen, wenn
diese mit anderen Grünflächen vernetzt sind. Ähnlich den Parkanlagen leisten auch Stadt-
brachen einen wichtigen Beitrag zur Entlastung der Innenstädte. Auf Grund der meist offe-
nen Vegetationsstrukturen sind die Austauschbedingungen günstig, so dass Stadtbrachen
zur Verbesserung der Luftqualität beitragen (vgl. HORBERT, 2000).
Darüber hinaus sind sie auch aus ökologischer Sicht sehr wertvoll, da sie häufig über einen
Artenreichtum verfügen, der dem anderer Stadtbiotoptypen überlegen ist, und haben damit
große Bedeutung für den Naturschutz (vgl. SUKOPP & BLUME, 1998).
2.7.5 Industrie
Innerstädtische Industrie- und Gewerbeflächen tragen zur Vergrößerung städtischer Wärme-
inseln bei und sind zudem noch für eine erhöhte Immissionsbelastung verantwortlich. Um
den negativen Einfluss auf die klimatischen Verhältnisse möglichst gering zu halten, soll-
ten der Versiegelungsgrad und die Bebauungsdichte möglichst gering sein. Des Weiteren
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sollten Dächer, Wände und Abstandsflächen für ausgleichende Begrünungsmaßnahmen ge-
nutzt werden. Um die Immissionsbelastung vor allem von Wohngebieten zu minimieren, emp-
fiehlt sich die Ansiedlung von Industrie- und Gewerbegebieten in Stadtrandlagen unter Be-
rücksichtigung klimatischer Wechselwirkungen zwischen Stadt und Umland (vgl. HORBERT,
2000).
Die genannten Empfehlungen stellen nur einen kleinen und allgemein gehaltenen Auszug aus
den möglichen Maßnahmen zur Verbesserung der bioklimatischen und lufthygienischen Be-
dingungen des urbanen Raumes dar. Welche Maßnahmen geeignet sind, muss für den Ein-
zelfall geprüft werden. Ausführlichere Betrachtungen zur Berücksichtigung klimatischer und
ökologischer Fragestellungen in der Stadtplanung sind unter anderem in HORBERT (2000),
STICH (1992) und SUKOPP & BLUME (1998) zu finden. Zusätzlich wird in SCHIRMER (1993)
die Einbeziehung klimatischer Aspekte auf verschiedenen Planungsebenen erörtert und an
Hand konkreter Projekte dargelegt.
Um geeignete Maßnahmen für eine klimagerechte Stadtentwicklung ergreifen zu können, ist
es notwendig, nicht nur die Folgen der klimatischen Veränderungen in urbanen Räumen zu
erkennen, sondern auch zu überprüfen, wie sich eine klimaangepasste Siedlungsentwicklung
umsetzen lässt. Hierzu müssen entsprechende Planungsinstrumente zur Verfügung stehen.
Im Rahmen des Forschungsprogramms ExWoSt (Experimenteller Wohnungs- und Städte-
bau) des Bundesministeriums für Verkehr, Bau und Stadtentwicklung (BMVBS) wurden im
Dezember 2009 Modellvorhaben zum Thema „Urbane Konzepte zum Klimawandel“ gestar-
tet mit dem Ziel, in den Modellregionen Handlungskonzepte und -strategien im Sinne einer
klimawandelgerechten Stadtentwicklung zu erarbeiten und zu erproben. Die Erarbeitung die-
ser Strategien erfolgte in einer umfangreichen Vorstudie dazu, inwiefern die bestehenden
städtebaulichen Leitbilder mit der Forderung nach einer klimaangepassten Siedlungsstruktur
vereinbar sind (vgl. BMVBS/BBSR, 2009b).
Für diese Untersuchung wurden bestehende Leitbilder (Neue Achsenmodelle, die Kompakte
Stadt, Dezentrale Konzentration, Edge City, die Zwischenstadt) einigen Prinzipien der resi-
lienten Stadtentwicklung (vgl. GODSCHALK, 2003) gegenübergestellt. Diese Gegenüberstel-
lung ergab, dass keines der Leitbilder in der Lage ist alle Kriterien an eine klimaangepasste
Stadt zu erfüllen. Jedoch wurden anhand der Analyse Anforderungen an eine klimaange-
passte Stadtenwicklung formuliert. Zu diesen gehören eine hinreichend hohe städtebauliche
Dichte, die Schaffung und der Erhalt von Freiflächen sowie ein engmaschiges Infrastruktur-
netz und die Vermeidung zu hoher Infrastrukturkonzentration (vgl. BMVBS/BBSR, 2009b).
Bezüglich dieser Kriterien werden die Leitbilder der Dezentralen Konzentration und der Kom-
pakten Stadt als am geeignesten bewertet (vgl. BMVBS, 2011). Des Weiteren erfolgte im
Rahmen dieser Studie eine Überprüfung der bestehenden Planungsinstrumente im Hinblick
auf die Umsetzung von Klimaschutzmaßnahmen. Demnach sind für die Bauleitplanung kei-
ne neuen Planungsintrumente notwendig, da die vorhandenen Instrumente als flexibel und
geeignet für Fragestellungen des Klimaschutzes und der Klimaanpassung eingeschätzt wer-
den (vgl. BMVBS/BBSR, 2009b). Auf der Basis einer Analyse der möglichen Auswirkun-
gen des Klimawandels auf verschiedene Bereiche des urbanen Raumes (menschliche Ge-
sundheit, Energie, Wasserhaushalt, Infrastruktur etc.) wurde im Rahmen des Forschungs-
programmes ExWoSt Potenziale für die Stadtenwicklung erarbeitet, die kommunalen Ent-
scheidungsträgern als Hilfestellung dienen sollen (vgl. BMVBS/BBSR, 2009c,d; BMVBS,
2011). Weiterführende Informationen zu den Ergebnissen der ExWoSt-Studie finden sich in
den bereits genannten Publikationen sowie in BMVBS/BBSR (2010) und in BMVBS/BBSR
(2009a).
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Neben der theoretischen Erarbeitung der möglichen Auswirkungen des Klimawandels und
der Entwicklung von Handlungsempfehlungen und Leitfäden werden im konkreten Anwen-
dungsfall Informationen über den Zustand des betrachteten Raumes benötigt. Die Fernerkun-
dung ermöglicht dabei die flächendeckende Beobachtung der Erdoberfläche zur Identifikation
von Flächen, auf denen Handlungsbedarf besteht. Durch eine kontinuierliche Beobachtung
mit Hilfe fernerkundlicher Sensoren besteht überdies die Möglichkeit, nicht nur die Konse-
quenzen des menschlichen Handelns auf der Erdoberfläche zu analysieren, sondern auch
die Wirksamkeit planerischer Maßnahmen zu überprüfen. Dabei stehen je nach Fragestel-
lung verschiedene Sensorsysteme zur Verfügung.
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3.1 Charakteristik der Fernerkundung als
Wissenschaft
Die Fernerkundung umfasst alle Methoden der Informationsgewinnung über die Erdoberflä-
che oder auch andere Körper, ohne mit diesen direkt in Kontakt zu treten. Als Aufnahmeplatt-
formen dienen vor allem Satelliten oder Flugzeuge. Die Informationsübertragung zwischen
Objekt und Sensor erfolgt dabei durch die elektromagnetische Strahlung. Je nach Quelle der
empfangenen Strahlung spricht man von passiven oder aktiven Systemen. Passive Systeme
zeichnen sich dadurch aus, dass ausschließlich die natürliche elektromagnetische Strahlung
verwendet wird. Hierbei kann es sich zum einen um die an der Erdoberfläche reflektierte
Sonnenstrahlung handeln oder auch um die Eigenstrahlung, die abhängig von der Tempe-
ratur eines Körpers abgegeben wird. Bei aktiven Systemen, wie beispielsweise Radar (radio
detection and ranging) und LIDAR (LIght Detection And Ranging), hingegen wird die Strah-
lung vom System selbst erzeugt und der Sensor nimmt den von der Erdoberfläche reflektier-
ten Anteil dieser Strahlung auf (vgl. ALBERTZ, 2009; LÖFFLER et al., 2005; LILLESAND et al.,
2004).
Neben der Intensität der Strahlung ist auch die spektrale Zusammensetzung von Bedeu-
tung. Bei Systemen, die die Sonne als ursprüngliche Strahlungsquelle nutzen, hängen die-
se beiden Größen vor allem von den Beleuchtungsverhältnissen des Geländes und den
Reflexionseigenschaften der Oberfläche und der darauf befindlichen Objekte ab. Hingegen
sind bei Thermalaufnahmen die Oberflächentemperatur und die Emissionsgrade der Ober-
flächenmaterialien ausschlaggebend (vgl. ALBERTZ, 2009). Da allen Fernerkundungssyste-
men die Nutzung der elektromagnetischen Strahlung als Informationsquelle gemein ist, sollen
zunächst die charakteristischen Eigenschaften der elektromagnetischen Strahlung erläutert
werden.
3.2 Elektromagnetische Strahlung
Die elektromagnetische Strahlung kann sowohl als Wellenstrahlung als auch als Teilchen-
strahlung aufgefasst werden. Im Modell der Wellenstrahlung stellt sie ein sich periodisch än-
derndes elektromagnetisches Feld dar, welches sich unter idealen Bedingungen (Vakuum)
mit Lichtgeschwindigkeit ausbreitet. Das elektrische und das magnetische Feld stehen da-
bei immer senkrecht aufeinander und senkrecht zur Ausbreitungsrichtung. Grundsätzlich gilt,
dass mit abnehmender Wellenlänge der Teilchencharakter der Strahlung zunimmt (vgl. AL-
BERTZ & WIGGENHAGEN, 2009; ALBERTZ, 2009; KRAUS & SCHNEIDER, 1988).
23
3 Grundlagen der Fernerkundung
Die Intensität der Strahlung ändert sich sinusförmig und der Abstand zweier Punkte gleicher
Phasenlage wird als Wellenlänge bezeichnet. Die Frequenz gibt die Anzahl der Schwingun-
gen pro Zeiteinheit an. Die Grundgleichung der elektromagnetischen Strahlung stellt den
Zusammenhang zwischen diesen Größen her:
c =
λ
ν
(3.1)
mit
c = Ausbreitungsgeschwindigkeit (Vakuum-Lichtgeschwindigkeit)
λ = Wellenlänge
ν = Frequenz
Zur Charakterisierung der elektromagnetischen Strahlung wird in der Fernerkundung übli-
cherweise die Wellenlänge verwendet, im Bereich der Radar-Fernerkundung ist die Angabe
der Frequenz gebräuchlicher.
In Abbildung 3.1 ist die Gesamtheit der elektromagnetischen Strahlung dargestellt, welche
auch als elektromagnetisches Spektrum bezeichnet wird. Dieses Spektrum wird nach der
Art der Entstehung und der Wirkung der Strahlung in verschiedene Wellenlängenbereiche
unterteilt, die jedoch ohne scharfe Grenzen ineinander übergehen.
Abbildung 3.1: Elektromagnetisches Spektrum (Anony, Wikimedia Commons, lizenziert unter
CreativeCommons-Lizenz by-sa-2.0-de).
Der Bereich zwischen 0,4µm und 0,7µm stellt das sichtbare Licht dar. Er umfasst nur einen
sehr kleinen Ausschnitt des Spektrums und hat dennoch eine enorme Bedeutung für das
menschliche Sehen. Der sichtbare Bereich beinhaltet die Wellenlänge der maximalen Strah-
lungsenergie der Sonne. Nahezu die Hälfte der gesamten Strahlungsleistung der Sonne fällt
in diesen Bereich. Eine weitere Besonderheit besteht in der Tatsache, dass die wolkenfreie
Atmosphäre weitgehend transparent für alle sichtbaren Wellenlängen ist, was bei keinem an-
deren Spektralbereich so gleichmäßig der Fall ist. Wolken hingegen sind sehr reflektiv im
sichtbaren Bereich, die globale Verteilung der Wolkendecke hat also immensen Einfluss auf
den Anteil der Strahlung, welcher vom System Erde/Atmosphäre absorbiert wird, ohne in
den Weltraum zurück reflektiert zu werden. Fernerkundungssysteme, die im sichtbaren Be-
reich arbeiten, sind also in der Lage Wolken, zu detektieren. Bei Abwesenheit von Bewölkung
nehmen diese Systeme die von der Erdoberfläche reflektierte Strahlung auf und bilden die
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darauf befindlichen Objekte, wie Wasserflächen oder Vegetation, entsprechend ihrer spezifi-
schen Eigenschaften ab (vgl. PETTY, 2006).
Auf der kurzwelligen Seite des sichtbaren Lichtes folgt das Ultraviolett (bis 10 nm), gefolgt von
der Röntgenstrahlung, der Gammastrahlung und am äußeren Ende der kosmischen Strah-
lung. Auf der längerwelligen Seite schließt sich die infrarote Strahlung (0,7–1.000µm) an, die
einen bedeutenden Bereich des in der Fernerkundung genutzten Teils des elektromagneti-
schen Spektrums darstellt. Dieser wird nach ALBERTZ (2009) nochmals in folgende Bereiche
unterteilt:
• nahes Infrarot 0,7 – 1,3 µm (NIR – near infrared)
• kurzwelliges Infrarot 1,3 – 3 µm (SWIR – short wave infrared)
• mittleres Infrarot 3 – 8 µm (MWIR – mid-wavelength infrared)
• thermalinfrarot 8 – 14 µm (TIR – thermal infrared)
• fernes Infrarot 14 – 1.000 µm (FIR – far infrared).
Der Bereich des Infrarots setzt sich aus zwei verschiedenen Strahlungsquellen zusammen.
Das nahe Infrarot ist Bestandteil der Sonnenstrahlung und verhält sich ähnlich wie das Licht.
Hingegen bildet die Erdoberfläche selbst und deren Temperatur eine wichtige Quelle therma-
ler Strahlung (vgl. LÖFFLER et al., 2005).
Im elektromagnetischen Spektrum folgen dem Infrarot die Mikrowellen (bis 1 m Wellenlänge)
sowie die Radiowellen. Auf Grund ihrer deutlich größeren Wellenlänge gegenüber Lichtwel-
len bestehen zum Teil signifikante Unterschiede in deren Eigenschaften. Der größte Vorteil
gegenüber dem optischen Bereich (bis 1.000µm) besteht in der weitgehenden Wetterunab-
hängigkeit. Da Mikrowellen die Atmosphäre ohne große Beeinflussung passieren, können sie
auch bei Bewölkung, Schnee oder Regen eingesetzt werden. Mikrowellen kommen vor allem
in der Radarfernerkundung zum Einsatz (vgl. LÖFFLER et al., 2005).
Durch die elektromagnetische Strahlung befindet sich jeder Körper in Wechselwirkung mit
seiner Umgebung, da er sowohl Strahlung an diese abgibt als auch von dieser empfängt. Die
Fernerkundung macht sich dabei die Tatsache zunutze, dass diese Wechselwirkungen von
den Materialeigenschaften der jeweiligen Objekte abhängen. Grundsätzlich unterscheidet
man drei verschiedene Prozesse beim Auftreffen elektromagnetischer Strahlung auf einen
Körper, da diese Strahlung zum Teil an dessen Oberfläche reflektiert wird, ein gewisser Teil
absorbiert wird und der verbleibende Teil den Körper durchdringt. Zur Beschreibung dieser
drei Prozesse werden die Begriffe Reflexionsgrad, Absorptionsgrad und Transmissionsgrad
verwendet, die den Anteil des reflektierten (Φρ) , absorbierten (Φα) oder transmittierten Strah-
lungsflusses (Φτ ) zum gesamten auf einen Körper treffenden Strahlungsfluss (Φ) ins Verhält-
nis setzen.
Daraus folgt:
ρ =
Φρ
Φ
α =
Φα
Φ
τ =
Φτ
Φ
(3.2)
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ρ = Reflexionsgrad
α = Absorptionsgrad
τ = Transmissionsgrad
Φ = gesamter Strahlungsfluss
Die Summe der drei Anteile beschreibt den insgesamt auf einen Körper auftreffenden Strah-
lungsfluss. Da auf der Erdoberfläche hauptsächlich strahlungsundurchlässige Objekte vor-
kommen, gilt aber in der Regel:
ρ+ α = 1 (3.3)
Wie sich diese Anteile zusammensetzen, hängt sowohl von den Eigenschaften des Körpers
als auch von der auftreffenden Wellenlänge ab und variiert demzufolge stark. Von besonderer
Bedeutung für die Fernerkundung ist der Reflexionsgrad, welcher maßgeblich von der Wel-
lenlänge abhängig ist. Durch die graphische Darstellung des Reflexionsgrades in Anhängig-
keit von der Wellenlänge entsteht für jede Oberfläche eine charakteristische Reflexionskurve,
welche zur Klassifizierung der Landbedeckung herangezogen werden kann (vgl. ALBERTZ,
2009).
Einige ausgewählte Reflexionskurven sind in Abbildung 3.2 für den Wellenlängenbereich zwi-
schen 400 und 2600 nm dargestellt.
Abbildung 3.2: Spektrale Signaturen verschiedener Oberflächen (aus ALBERTZ, 2009).
Hierin sind deutliche Unterschiede zwischen dem sichtbaren und dem infraroten Wellenlän-
genbereich erkennbar. Besonders deutlich wird dies für die Reflexionskurve der Vegetation,
welche einen starken Anstieg beim Übergang in den infraroten Bereich aufweist. Darüber
hinaus weist diese Kurve noch ein kleineres Maximum im Bereich des grünen Lichtes auf.
Die charakteristische Kurve im Bereich des sichtbaren Lichtes wird vor allem durch die Blatt-
pigmente verursacht, die hauptsächlich rotes und blaues Licht herausfiltern. Für grünes Licht
sind diese Pigmente hingegen relativ transparent. Dieses wird an die tieferen Blattschichten
gestreut und reflektiert und ist die Ursache dafür, dass das menschliche Auge Vegetation
als grün wahrnimmt. Auch für den Wellenlängenbereich des nahen Infrarots sind die Pig-
mente transparent, wodurch Vegetation auch hier in Folge starker Volumenstreuung einen
hohen Reflexionsgrad besitzt. Im Bereich des mittleren Infrarots besitzt die Reflexionskurve
der Vegetation zwei lokale Minima (bei etwa 1,4 µm und etwa 1,9 µm), wofür die Absorp-
tion durch das in den Blättern enthaltene Wasser verantwortlich ist. Verschlechtert sich der
26
3.2 Elektromagnetische Strahlung
Vitalitätszustand einer Pflanze, führt dies zu Veränderungen in der Reflexionskurve. Bei sin-
kendem Cholorphyllgehalt wird weniger Strahlung im blauen und vor allem im roten Bereich
absorbiert, was zu einer steigenden Reflexion in diesen Wellenlängenbereichen führt und
sich in der Laubfärbung widerspiegelt. Im Gegensatz dazu sinkt der Reflexionsgrad im Be-
reich des nahen Infrarots, da durch die geschädigte Zellstruktur weniger Volumenreflexion
stattfindet. Die Austrocknung der Blätter, also der sinkende Wassergehalt, hingegen hat ei-
ne Steigerung des Reflexionsgrades im Bereich des mittleren Infrarots zur Folge. Mit Hilfe
dieser Veränderungen der Reflexionskurve ist es also möglich, Veränderungen der Vegetati-
on mit Hilfe von Fernerkundung zu beobachten (vgl. KRAUS & SCHNEIDER, 1988; ALBERTZ,
2009).
Für die Reflexionskurven von vegetationslosen Böden hingegen spielt vor allem die chemi-
sche Zusammensetzung eine Rolle. Darüber hinaus hängt das Reflexionsvermögen noch
vom Wassergehalt ab. Mit zunehmender Feuchtigkeit sinkt die Reflexion im gesamten Spek-
tralbereich, weshalb feuchte Böden in Fernerkundungsdaten stets dunkler sind als trockene.
Die Reflexionsverhältnisse von Wasserflächen variieren sehr stark, da die am Sensor ankom-
mende Strahlung von verschiedenen Parametern abhängt. Neben der Beleuchtungs- und
der Beobachtungsrichtung spielen auch die Wassertiefe, die Reflexion am Boden und der
Schwebstoffgehalt eine Rolle. Je nach den Eigenschaften einer Wasserfläche werden diese
sehr unterschiedlich in Fernerkundungsdaten wiedergegeben (vgl. ALBERTZ, 2009).
Für Objekte oberhalb der Geländeoberfläche wirken sich Beleuchtungs- und Beobachtungs-
richtung besonders stark auf die Reflexionsverhältnisse aus. Im Mitlichtbereich überwiegen
die von der Sonne beschienenen Flächen, wohingegen im Gegenlichtbereich Schattenbe-
reiche dominieren (vgl. Abbildung 3.3). Dies führt dazu, dass beispielsweise Baumbestände
je nach Beobachtungsrichtung unterschiedliche Reflexionskurven aufweisen, obwohl es sich
um die gleiche Vegetationsart handelt.
Abbildung 3.3: Auswirkung des Mitlicht- und Gegenlichteffektes (aus ALBERTZ, 2009)
Das unterschiedliche Verhalten gegenüber der auftreffenden Strahlung ist für die Fernerkun-
dung von großer Bedeutung, da nur so unterschiedliche Bedeckungen der Erdoberfläche
unterscheidbar sind. Zu den wesentlichen Einflüssen auf die Reflexionseigenschaften eines
Objektes zählen dessen Material, also seine chemische Zusammensetzung, dessen physika-
lischer Zustand, also beispielsweise die Feuchtigkeit, und die Oberflächenrauigkeit. Darüber
hinaus hängt das Reflexionsverhalten noch von den geometrischen Verhältnissen (Beobach-
tungsrichtung, Einfallswinkel der Sonne) ab. Die Art der Reflexion wird vor allem von der
Oberflächenrauigkeit bestimmt. Ist die Rauigkeit klein im Vergleich zur Wellenlänge der auf-
treffenden Strahlung, findet gerichtete Reflektion statt, wobei gilt, dass der Reflexionswinkel
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dem Einfallswinkel entspricht. Da dies zur Folge haben kann, dass die so reflektierte Strah-
lung nicht den Sensor erreicht und damit keine Informationen über die Fläche zur Verfügung
stehen, müssen geeignete Aufnahmeparameter gewählt werden, um diesen störenden Effekt
möglichst zu vermeiden (ALBERTZ, 2009).
Besitzt die Oberfläche eine Rauigkeit, die in etwa der Wellenlänge entspricht, wird die Strah-
lung in alle Richtungen reflektiert und man spricht von diffuser Reflektion. Erfolgt diese Re-
flexion richtungsunabhängig, also in alle Richtungen gleich stark, so spricht man von ei-
ner Lambert’schen Fläche. Beide Arten der Reflexion kommen in der Natur jedoch selten
einzeln vor, sondern treten gemeinsam auf, so dass eine gemischte Reflexion vorliegt, bei
der die Strahlung zwar in alle Richtungen, aber ungleich stark reflektiert wird (ALBERTZ,
2009).
Es ist jedoch nicht nur wichtig, die auf einen Körper einfallende Strahlung zu betrachten,
sondern auch die Strahlung, die jeder Körper aussendet. Das wichtigste Gesetz in diesem
Zusammenhang ist das Planck’sche Strahlungsgesetz, das beschreibt, welches Emissions-
vermögen ein Körper in Abhängigkeit von der jeweils betrachteten Wellenlänge bzw. vom
Wellenlängenintervall hat (vgl. PETTY, 2006).
Bλ(T ) =
2 · h · c2
λ5 · (e h·ckB ·λ·T − 1)
(3.4)
c = Lichtgeschwindigkeit (m/s)
h = Planck’sche Strahlungskonstante 6,626·10−34 (J · s)
kB = Boltzmannkonstante 1,381·10−23 (J/K)
Abbildung 3.4 zeigt die Planck’sche Kurve, die sich als unsymmetrische Glockenkurve darge-
stellt. Dabei kennzeichnet λmax die Wellenlänge mit maximaler Strahlungsintensität. Prinzipi-
ell sendet ein Körper alle Wellenlängen des Spektrum auch aus, jedoch nimmt die Intensität
mit zunehmendem Abstand zu λmax ab (HÄCKEL, 1999).
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Abbildung 3.4: Planck’sches Strahlungsgesetz in Abhängigkeit von der Wellenlänge der emit-
tierten Strahlung für verschiedene Temperaturen – Modell: schwarzer Körper
(aus PETTY, 2006).
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Die Fläche unterhalb der Planck’schen Kurve stellt die gesamte emittierte Energie des Kör-
pers dar, diese erhält man durch Integration des Planck’schen Strahlungsgesetzes über den
gesamten Wellenlängenbereich. Führt man diese Integration durch, so erhält man das Stefan-
Boltzmann-Gesetz:
J = σ · T 4 (3.5)
J = gesamter abgegebener Strahlungsstrom (W/m2)
σ = Naturkonstante mit dem Wert 5,67·10−8 (W/m2 ·K4)
T = absolute Temperatur (K)
Wie der Gleichung 3.5 zu entnehmen ist, nimmt der Strahlungsstrom mit steigender Tempe-
ratur erheblich zu, da diese mit der vierten Potenz eingeht. Weiterhin ist zu entnehmen, dass
die Menge der abgestrahlten Energie allein von der Oberflächentemperatur des Körpers ab-
hängt und somit kein anderer Umweltfaktor, wie Luftdruck, Luftfeuchte oder Lufttemperatur,
Einfluss auf das Maß der Strahlungsabgabe hat. In dieser Form ist das Stefan-Boltzmann-
Gesetz allerdings nur für sogenannte schwarze Körper gültig. Die bezeichnen die Modell-
vorstellung eines perfekten Absorbers und perfekten Emitters. In der Natur kommen solche
Körper nicht vor, so dass reale Körper lediglich einen Teil der aus dem Stefan-Boltzmann-
Gesetz berechneten Strahlung abgeben. Dieser Teil hängt vom Emissionsvermögen bzw.
vom Emissionsgrad , einer Materialeigenschaft, ab, welcher sich als das Verhältnis zwi-
schen dem von einem realen Körper mit einer bestimmten Oberflächentemperatur abgege-
benen Strahlungsfluss (Φe) zum Strahlungsfluss eines schwarzen Körpers gleicher Tempera-
tur (Φs) darstellt und ebenfalls eine Wellenlängenabhängigkit aufweist (vgl. HÄCKEL, 1999).
(λ) =
Φe
Φs
(3.6)
Das Kirchhoff’sche Gesetz bringt den Zusammenhang zwischen der Absorptionsfähigkeit
und der Emission eines Körpers zum Ausdruck. Demach ist ein guter Absorber auch immer
ein guter Emitter (ALBERTZ, 2009).
(λ) = α(λ) (3.7)
Neben der Gesamtenergie, die ein Körper abgibt, ist noch die Wellenlänge der maximalen
Strahlungsenergie von Interesse. Da es sich um eine Extremwertbetrachtung handelt, erhält
man diese durch Differenzierung des Planck’schen Strahlungsgesetzes. Die daraus resultie-
rende Beziehung wird als Wien’sches Verschiebungsgesetz bezeichnet.
λmax =
η
T
(3.8)
η = Naturkonstante: 2880 (µm ·K)
T = absolute Temperatur (K)
Aus dem Wien’schen Verschiebungsgesetz ist ersichtlich, dass die Wellenlänge der maxi-
malen Strahlungsenergie mit steigender Temperatur abnimmt (vgl. HÄCKEL, 1999). Da die
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Sonne eine Oberflächentemperatur von ca. 6.000 K besitzt, liegt ihr Strahlungsmaximum im
Bereich des sichtbaren Lichtes (ca. 0,5µm). Neben der Solarstrahlung ist in der Fernerkun-
dung noch die von der Erdoberfläche abgestrahlte Thermalstrahlung von Bedeutung. Für
die Oberflächentemperatur kann näherungsweise eine Temperatur von 0° C (ca. 273 K) an-
genommen, woraus sich ein Strahlungsmaximum bei etwa 10µm ergibt.
Für die Fernerkundung ist im sichtbaren Bereich des solaren Spektrums nur die an der Erd-
oberfläche reflektierte Solarstrahlung verwertbar, die deutlich geringer ist als die der direk-
ten Solarstrahlung. Es wird von einem mittleren Reflexionsvermögen ausgegangen, da eine
Emission von Strahlung auf Grund der mittleren Temperatur kaum vorhanden ist (vgl. Abbil-
dung 3.4). Daraus ergibt sich, dass die Strahldichtekurven der reflektierten Solarstrahlung
und der Thermalstrahlung der Erdoberfläche nur im Bereich zwischen etwa 2,5 – 8µm über-
lappen und damit gemischte Strahlung auftritt (vgl. ALBERTZ, 2009).
3.3 Wechselwirkung mit der Atmosphäre
Da sich die Atmosphäre zwischen Fernerkundungssensor und Erdoberfläche befindet und
die elektromagnetische Strahlung diese vor Erreichen des Sensors zweimal durchläuft, ist
es für die Interpretation von Fernerkundungsdaten unerlässlich, die Veränderungen, denen
die elektromagnetische Strahlung auf diesem Weg unterworfen ist, zu kennen. Die Atmo-
sphäre setzt sich aus einer Vielzahl von Stoffen aller Aggregatzustände zusammen und kann
demzufolge auf vielfältige Weise beeinflusst werden. Grundsätzlich finden auch hier die Pro-
zesse der Transmission, Reflexion und Absorption statt, wie sie schon beim Auftreffen von
elektromagnetischer Strahlung auf Materie erläutert wurden. Die Zusammensetzung der At-
mosphäre ist dabei maßgeblich dafür verantwortlich, wie die Prozesse im Einzelnen ablau-
fen.
Für die Fernerkundung sind nur diejenigen Wellenlängenbereiche nutzbar, für die die At-
mosphäre durchlässig ist, das heißt einen hohen Transmissionsgrad besitzt. Diese Wellen-
längenbereiche werden als atmosphärische Fenster bezeichnet, von denen der Bereich des
sichtbaren Lichts das wohl wichtigste darstellt. Kürzere Wellenlängen, wie das Ultraviolett
oder die Röntgenstrahlen, werden dagegen von der Atmosphäre weitgehend absorbiert.
Maßgeblich verantwortlich dafür ist vor allem das in der Atmosphäre vorkommende Ozon.
Wasserdampf und Kohlendioxid hingegen besitzen vor hauptsächlich Bereich des Infrarots
ausgeprägte Absorptionsbänder. Die unterschiedlichen Transmissions- bzw. Absorptionsgra-
de lassen sich in der Fernerkundung in verschiedener Weise nutzen. Für die Beobachtung
der Erdoberfläche ist ein hoher Transmissionsgrad erforderlich, damit die von ihr reflektierte
Strahlung vom Sensor empfangen werden kann. Für klima- oder wetterbezogene Fragestel-
lungen hingegen können die Absorptionsbänder verwendet werden, um beispielsweise das
Vorkommen von Wasserdampf, aber auch anderer Bestandteile der Atmosphäre zu bestim-
men (vgl. ALBERTZ, 2009; LÖFFLER et al., 2005; HÄCKEL, 1999).
Reflexion erfolgt in der Atmosphäre hauptsächlich an Wassertröpfchen oder Eiskristallen der
Wolken, weshalb diese eine hohe Albedo besitzen. Durch die Reflexion an den Wolken wird
ein großer Anteil der einfallenden Solarstrahlung wieder in den Weltraum zurückgestrahlt und
ermöglicht so das Erkennen typischer Wolkenformen mittels Fernerkundung.
Neben Reflexion und Absorption spielt die Streuung der elektromagnetischen Strahlung an
den in der Atmosphäre vorhandenen Partikeln eine wesentliche Rolle. Je nach Größe der
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Partikel unterscheidet man zwischen selektiver und nicht selektiver Streuung. Liegt die Teil-
chengröße weit unterhalb der Wellenlänge, regt die auftreffende Strahlung die Ladungen des
Teilchens dazu an, in Phase zu schwingen. Diese spezielle Richtungs- und Wellenlängenab-
hängigkeit der gestreuten Strahlung wird als Rayleigh-Streuung bezeichnet. Die Wellenlän-
genabhängigkeit äußert sich darin, dass kurzwellige Strahlung stärker gestreut wird als lang-
wellige Strahlung und somit für das Himmelsblau verantwortlich ist. Da die Rayleigh-Streuung
hauptsächlich an den Molekülen der permanenten Gase der Atmosphäre stattfindet, ist sie
im Prinzip immer vorhanden und muss bei der Auswertung fernerkundlicher Daten berück-
sichtigt werden (vgl. KRAUS & SCHNEIDER, 1988; LÖFFLER et al., 2005).
Bei Teilchen, deren Größe in etwa der Wellenlänge entspricht, tritt die sogenannte Mie-
Streuung auf. Sie ist weniger wellenlängenabhängig, aber durch eine starke Richtungsabhän-
gigkeit gekennzeichnet. Da die Mie-Streuung vor allem durch Aerosole verursacht wird, kann
sie je nach Zustand der Atmosphäre sehr unterschiedlich ausfallen. Sowohl bei der Rayleigh-
als auch bei der Mie-Streuung handelt es sich um selektive Streuung. Nicht-selektive Streu-
ung tritt dagegen bei Teilchen auf, die wesentlich größer als die Wellenlänge sind. Bei Wolken
oder Nebel beispielsweise, deren Partikel sehr groß sind, werden alle Wellenlängen gleich
stark gestreut, weshalb uns diese weiß erscheinen (vgl. ALBERTZ, 2009; LÖFFLER et al.,
2005; KRAUS & SCHNEIDER, 1988).
Diese unterschiedlichen Bedingungen in der Atmosphäre machen es notwendig, fernerkund-
liche Daten auf der Basis von Satellitensystemen in der Form zu kalibrieren, dass deren radio-
metrische Eigenschaften sich auf einen einheitlichen Maßstab beziehen, um ihre Vergleich-
barkeit zu realisieren. Dieser Teil der Datenverarbeitung wird als atmosphärische Korrektur
bezeichnet und kann für viele Anwendungsfälle als obligatorischer Teil der Datenvorverar-
beitung angesehen werden. In den vergangenen Jahren wurde eine Vielzahl verschiedener
Verfahren unterschiedlicher Komplexität vorgestellt. Den besseren dieser Verfahren liegen
Strahlungstransfermodelle zu Grunde, so dass die unterschiedlichen meteorologischen Be-
dingungen während der Bildgenerierung berücksichtigt werden können. Die wichtigsten Pa-
rameter einer solchen Korrektur sind das Atmosphärenmodell, das Aerosolmodell sowie die
horizontale Sichtweite, die in engem Zusammenang mit der Aerosoloptischen Dichte (AOD)
steht (vgl. SCHMIDT et al., 2009).
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4 Fernerkundung in der Hydrologie
Bereits SCHULTZ (1988) erkannte in den 1980er Jahren, welche Vorteile das „elektronische
Zeitalter“ und der damit verbundene Fortschritt in der Fernerkundung für die Hydrologie mit
sich bringen würden. Dem Hauptproblem, dass meist nicht genügend aussagekräftige Daten
zur Verfügung stehen, um einen hydrologischen Prozess hinreichend genau zu beschreiben,
könne man aus seiner Sicht auf drei Arten begegnen. Eine Möglichkeit sei, noch mehr Daten
auf konventionelle Art zu sammeln. Diese hätten jedoch weiterhin den Nachteil, dass es sich
um Punktmessungen handelt, wohingegen Hydrologen vorrangig an flächenhaft erfassten In-
formationen zur Modellierung interessiert seien. Einen weiteren Ansatz sah er in der Verwen-
dung hochentwickelter mathematischer Modellierungen und deren Weiterentwicklung, die je-
doch Fehler in der gleichen Größenordnung verursachen könnten wie jene, die sie eigentlich
korrigieren sollten. So sah er nach damaligem Stand der Forschung in der Verwendung von
fernerkundlichen Daten das größte Potenzial zur Modellierung hydrologischer Fragestellun-
gen, da diese folgende Vorteile mit sich brächten (SCHULTZ, 1988):
• flächenhafte Messungen anstelle von Punktdaten
• alle Informationen werden an einer Stelle gesammelt und gespeichert
• eine relative hohe räumliche und zeitliche Auflösung
• die Daten sind digital verfügbar
• die Datenerfassungsgeräte stören nicht den Prozess, den sie aufzeichnen
• es können Informationen über entfernte Orte erfasst werden, die auf anderem Wege
nicht erreichbar sind
• ist ein erst einmal ein Netzwerk eingerichtet, können hydrologische Größen vergleichs-
weise preiswert erhoben werden.
Die wissenschaftliche und praktische Arbeit der Hydrologie umfasst neben der Überwachung
auch die Bewertung und Vorhersage der Qualität und Quantität des Wassers. Dazu werden
sowohl historische als auch aktuelle Daten erhoben und ausgewertet. Die daraus gewonne-
nen Erkenntnisse werden dann Entscheidungsträgern für planerische Zwecke zur Verfügung
gestellt. Dabei geht es einerseits darum, die vorhandenen Wasserressourcen effektiv zu ver-
wenden (z. B. Wasserversorgung, Energiegewinnung, Bewässerung, Erholungszwecke), und
andererseits darum Gefahren wie Überschwemmungen, Dürren und Gewässerverschmut-
zungen zu mindern oder zu verhindern. Dabei ist die Verfügbarkeit von genauen und zuver-
lässigen Daten unabdingbar (RANGO & SHALABY, 1998).
Die Verwendung von Fernerkundungsdaten hat dabei auf Grund der genannten Vorteile ge-
genüber der konventionellen Datenerhebung immer weiter an Bedeutung zugenommen. Die
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von SCHULTZ (1988) erkannten Potenziale haben bis heute nicht an Relevanz verloren. Ne-
ben diesen bieten Satellitendaten auch die Möglichkeit, Langzeitbeobachtungen durchzufüh-
ren. Nicht zuletzt sind die mit der Verwendung von Satellitendaten verbundenen Kosten we-
sentlich geringer, als würde man die gleiche Informationsfülle und -dichte auf konventionelle
Weise erreichen wollen (RANGO & SHALABY, 1998).
Welche Sensoren zum Einsatz kommen, hängt dabei von der jeweiligen Aufgabenstellung
ab. Zum einen muss geklärt werden, welches elektromagnetische Signal sich am besten für
die Bestimmung der jeweiligen hydrologischen Parameter eignet, und zum anderen ist so-
wohl die zeitliche als auch die räumliche Auflösung des verwendeten Sensors entscheidend,
da zur Beobachtung kleinräumiger Prozesse eine hohe räumliche Auflösung notwendig ist,
für sich schnell ändernde Prozesse jedoch auch eine hohe zeitliche Auflösung. Ein bedeu-
tender Unterschied bei der Verwendung von Fernerkundungsdaten für hydrologische Zwecke
besteht darin, dass Fernerkundungssensoren nie die hydrologischen Daten direkt messen,
sondern lediglich die emittierte oder reflektierte Strahlung eines Körpers der Erdoberfläche
oder der Bestandteile in der Atmosphäre in einem bestimmten Wellenlängenbereich. Die Her-
ausforderung besteht darin, diese elektromagnetischen Signale in hydrologische Informatio-
nen zu übersetzen (SCHULTZ, 1988). Im Folgenden soll geklärt welchen, welche Sensoren
für die Bestimmung der verschiedenen hydrologischen Parameter und Prozesse in Frage
kommen.
4.1 Niederschlag
Der Niederschlag stellt die wichtigste Komponente im hydrologischen Kreislauf dar und ist
daher in der Hydrologie von großer Bedeutung. Auf Grund dieser Tatsache liefern Nieder-
schlagsdaten wesentliche Informationen für Umwelt-Monitoring-Systeme (SCHULTZ & ENG-
MAN, 2000). Kenntnisse über die räumliche Verteilung und die zeitliche Variabilität der Nie-
derschläge sind für eine sinnvolle Verwendung der Wasserreserven und die Planung was-
serwirtschaftlicher Anlagen, wie beispielsweise Stauseen, notwendig. Konventionelle Nieder-
schlagsmesser liefern zwar direkte Messergebnisse, diese stellen allerdings nur sehr lokale
Informationen über die Niederschlagsmenge zur Verfügung (RANGO & SHALABY, 1998).
Die hydrologischen Anforderungen an Niederschlagsmessungen, unter anderem bezüglich
der Auflösung, der Beobachtungshäufigkeit und der Genauigkeit, werden in COLLIER (1996)
diskutiert. Angesichts der unzureichend repräsentativen Punktmessungen sollen für die Mo-
dellierung hydrologischer Prozesse bevorzugt flächenhafte Messungen angewendet werden.
Mit Hilfe von bodengestützten Radarmessungen sind Niederschlagsmessungen von einem
einzelnen Standort über weite Bereiche von bis zu 100 km möglich. Die üblicherweise ver-
wendeten Wellenlängen liegen für gewöhnlich im Wellenlängenbereich von 3 cm (X-Band),
5 cm (C-Band) und 10 cm (S-Band) des elektromagnetischen Spektrums. Aus der durch die
Niederschlagsteilchen rückgestreuten Energie lässt sich die Niederschlagsintensität ableiten.
Da das Radarsignal jedoch von der Teilchengröße abhängig ist, entstehen Unsicherheiten
bei der Abschätzung des Niederschlags. Mit Hilfe von Radarinstrumenten, die Strahlungs-
polarisationen und Dopplereffekte messen können, lässt sich die Niederschlagsbestimmung
präzisieren (vgl. KÖPKE & SACHWEH, 2012; COLLIER, 2000).
Einen guten Überblick über die verschiedenen Radarsysteme, wie Einzelpolarisationsradare
und Multiparameterradare, gibt COLLIER (2002).
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Da bodengestützte Radarsysteme jedoch vorrangig in den Industrieländern zur Verfügung
stehen, stellen Satellitendaten die einzige Möglichkeit dar, globale Niederschlagsinformatio-
nen zu sammeln. In der Niederschlagsfernerkundung werden dazu verschiedene Sensoren
verwendet. Geostationäre Satelliten, die im sichtbaren und im infraroten Wellenlängenbereich
messen, sind seit Beginn der meteorologischen Datenerfassung mittels Satelliten im Einsatz
und liefern heute Daten in einer sehr hohen zeitlichen Auflösung im Abstand von wenigen
Minuten (vgl. KÖPKE & SACHWEH, 2012).
Da Wolken im Bereich des sichtbaren und des infraroten Wellenlängenbereiches nicht durch-
lässig sind und die auftreffende Strahlung absorbiert und gestreut wird (vgl. Kapitel 3.3),
werden durch die Messung dieser Sensoren nur die Parameter der Wolkenoberseite erfasst.
Rückschlüsse auf den aus den Wolken resultierenden Niederschlag sind nur indirekt möglich
und müssen über physikalische und statistische Beziehungen zwischen den Eigenschaften
der Wolkenoberseite und dem Niederschlag am Boden erfolgen. Ein Beispiel hierfür stellt
der Global Precipitation Index (GPI) dar, welche eine statistische Beziehung zwischen den
Monatsmitteln der gemessenen Wolkenoberflächentemperaturen und den mittleren monatli-
chen Niederschlagsraten am Boden verwendet. Dieser ist jedoch ausschließlich in den Tro-
pen anwendbar, da durch die dominierenden vertikalen Transportprozesse mit der Höhe der
Wolken, welche aus der Wolkenoberflächentemperatur ableitbar ist, auch die Niederschlags-
menge steigt (vgl. KÖPKE & SACHWEH, 2012). In PETTY & KRAJEWSKI (1996) werden weite-
re Algorithmen zu Abschätzung des Niederschlags mittels des sichtbaren und des infraroten
Spektrums vorgestellt.
Eine weitere Möglichkeit zur Bestimmung des Niederschlags besteht in der Verwendung pas-
siver Mikrowellensysteme. Die von passiven Mikrowellensystemen gemessenen Strahldich-
ten sind das Produkt aller Einflüsse (Absorption, Emission, Streuung) der Wolken entlang des
Strahlungspfades. Mit Hilfe mehrkanaliger, passiver Mikrowellenradiometer ist es auf Grund
der Frequenzabhängigkeit der elektromagnetischen Eigenschaften der Wolken und der Nie-
derschlagspartikel möglich, in unterschiedliche Tiefen der Niederschlagswolken vorzudrin-
gen. Durch den Start der Tropical Rainfall Measuring Mission (TRMM) besteht nun seit dem
Jahr 1997 die Möglichkeit, die hier vorgestellten Methoden zur Niederschlagsvorhersage zu
kombinieren (KUMMEROW et al., 1998).
4.2 Bodenfeuchte
Die Bodenfeuchte stellt eine der entscheidenden Variablen im Energie- und Wasseraus-
tausch zwischen Erdoberfläche und Atmosphäre da. Die genaue Schätzung der räumlichen
und zeitlichen Variationen der Bodenfeuchte ist entscheidend für zahlreiche Umweltstudien.
Zur Bestimmung der Bodenfeuchte können verschiedene Bereiche des elektromagnetischen
Spektrum genutzt werden, wobei jeder seine Stärken und Schwächen besitzt.
Eine eher ungewöhnliche Methode stellt die Bestimmung der Bodenfeuchte mittels Gamma-
Strahlung dar. Diese basiert auf unterschiedlichen terrestrischen Strahlungsflüssen für tro-
ckene und feuchte Böden. Da das Wasser der oberen Bodenschichten zu einer Abschwä-
chung der Gammastrahlen führt, ist der gemessene Strahlungsfluss für nasse Böden gerin-
ger als für trockene. Da die Gammastrahlung weitgehend von der Atmosphäre abgeschwächt
wird, können für diese Methode ausschließlich flugzeuggetragene Systeme mit einer Flughö-
he unter 200 m eingesetzt werden (vgl. ENGMAN, 2000).
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Die Abschätzung der Bodenfeuchte mit Hilfe des Bereichs des sichtbaren Lichtes basiert auf
den niedrigeren Albedowerten feuchter Böden gegenüber trockenen Böden. LIU et al. (2003)
untersuchten 18 verschiedene Böden, die eine große Bandbreite typischer Bodeneigenschaf-
ten abdecken, und verglichen verschiedene Ansätze, die den Bereich des sichtbaren Lichtes
für die Bestimmung der Bodenfeuchte verwenden. Obwohl verschiedene Studien nachweisen
konnten, dass die Abschätzung der Bodenfeuchte mittels des sichtbaren Lichtes brauchba-
re Ergebnisse liefert, existieren zahlreiche Störfaktoren, wie z. B. die organische Auflage,
die Textur und die Oberflächenrauigkeit, die die Genauigkeit dieser Verfahren mindern (vgl.
WANG & QU, 2009; ENGMAN, 2000).
Das größte Problem bei der Auswertung optischer Daten ist die Beeinflussung durch Wolken.
Die vielversprechendsten Verfahren verwenden daher passive und aktive Mikrowellensenso-
ren auf Grund ihrer Fähigkeit, die Wolkendecke und die oberen Bodenschichten zu durch-
dringen. Jedoch ist die Auswertung der Daten ebenso komplex, da auch hier die Parameter
Bodentextur, Oberflächenrauigkeit und Vegetation Einfluss auf die Messwerte haben (vgl.
RANGO & SHALABY, 1998; JACKSON et al., 1996; SCHULTZ, 1988).
Passive Mikrowellensensoren messen die natürliche Thermalstrahlung in einer bestimmten
Wellenlänge. Die Messung stellt die Strahlungstemperatur (vergleichbar mit Beobachtungen
mit Thermalsensoren) dar, die Einflüsse der Atmosphäre, der kosmischen Strahlung und der
Landoberfläche enthält, wobei die kosmische Strahlung eine bekannte Größe darstellt und
die Einflüsse der Atmosphäre bei Wellenlängen größer als 5 cm vernachlässigbar sind. Für
die Strahlungstemperatur TB lässt sich folgende Beziehung zu den genannten Größen auf-
stellen (vgl. SCHMUGGE et al., 2002):
TB = M · TM + (1− M ) · TSKY (4.1)
Wird die physikalische Temperatur TM einer Oberfläche unabhängig bestimmt, kann der
Emissionsgrad M abgeleitet werden. Natürlicherweise treten verschiedene Vegetationsgra-
de auf, welche die Mikrowellenmessungen beeinflussen. Das Auftreten von Vegetation ver-
schlechtert die Sensivität des Algorithmus gegenüber Veränderungen der Bodenfeuchte.
Diese Dämpfung erhöht sich mit kürzerer Wellenlänge. Auch dies stellt somit einen Grund
dar, größere Wellenlängen zu verwenden (vgl. JACKSON et al., 1996; SCHMUGGE et al.,
2002).
Ein Algorithmus zur Abschätzung der Bodenfeuchte aus Strahlungstemperaturen, basierend
auf der Invertierung der Fresnel-Gleichungen, wurde von JACKSON (1993) vorgestellt. Die-
ser Algorithmus enthält die Bodentextur, die Oberflächenrauigkeit und die Temperatur eben-
so wie Korrekturparameter für die Vegetation. Er wurde für zahlreiche Auswertungen von
Boden- und Flugzeugmessungen, die das L-Band (21 cm) und S-Band (11 cm) verwenden,
genutzt. Für Wellenlängen, die größer als 5 cm sind, sind die Einflüsse der Oberflächenrau-
igkeit klein und die Einflüsse der meisten Vegetationsarten, mit Ausnahme von Wald, können
berücksichtigt werden. Ein Nachteil der Verwendung passiver Systeme liegt jedoch in deren
geometrischer Auflösung, welche sich mit steigender Wellenlänge und Flughöhe verschlech-
tert (JACKSON et al., 1996). Für die Ableitung der Bodenfeuchte aus Mikrowellenbeobach-
tungen macht man sich die Tatsache zunutze, dass sich die Emission zwischen Wasser-
und Landflächen stark unterscheidet. Dies liegt in den sehr verschiedenen Dielektrizitätskon-
stanten von Wasser (80) und trockenem Boden (< 5) begründet. Daraus resultiert, dass der
Emissionsgrad von Wasser bei etwa 0,4 liegt, wohingegen trockene Böden einen Emissions-
grad bis 0,95 aufweisen. Für feuchte Böden, also eine Mischung aus Boden und Wasser,
wird der Emissionsgrad zwischen diesen beiden Extremen liegen und bietet damit einen An-
satz, den Feuchtigkeitsgehalt des Bodens zu bestimmen. Basierend auf der Schätzung der
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Bodengemengedielektrizitätskonstante auf Basis der Fresnel-Gleichung ist die Abschätzung
des Bodenfeuchteanteils möglich (vgl. JACKSON et al., 1996; SCHMUGGE et al., 2002). Einen
Überblick über das Prinzip der Ableitung der Bodenfeuchte mit Hilfe passiver Mikrowellen ge-
ben auch NJOKU & ENTEKHABI (1996). Zahlreiche weitere Studien werden von WANG & QU
(2009) aufgegriffen.
Aktive Mikrowellensensoren, die das Verhältnis der ausgesandten Energie zur empfangenen
Energie messen, werden als Scatterometer bezeichnet. Diese Messung liefert den Rückstreu-
koeffizienten, welcher mit der Oberflächenreflektivität ins Verhältnis gesetzt wird, um daraus
die Bodenfeuchte abzuleiten. Im Gegensatz zu den passiven Verfahren haben allerdings die
Eigenschaften des Bodens und der vorhandenen Vegetation größeren Einfluss auf die Mes-
sungen. Um die Bodenfeuchte mit dem Rückstreukoeffizienten für unbedeckten Boden ins
Verhältnis zu setzen, benötigen alle Modelle zwei Bodenparameter, die Dielektrizitätskon-
stante und die Oberflächenrauigkeit. Um also das Modell zu invertieren und die Dielektrizi-
tätskonstante abzuleiten, muss die Oberflächenrauigkeit bekannt sein. Für eine feste Sensor-
konfiguration bezüglich Wellenlänge und Blickwinkel erhält man bei unterschiedlicher Polari-
sation unterschiedliche Ergebnisse, welche jedoch beide von denselben Variablen abhängen.
Deshalb verwenden die meisten Ansätze zur Bestimmung der Bodenfeuchte mit aktivem Ra-
dar zwei Polarisationen, da man mit zwei unabhängigen Messungen sowohl die Dielektrizi-
tätskonstante als auch die Oberflächenrauigkeit bestimmen kann (vgl. JACKSON et al., 1996).
BARRETT et al. (2009) geben einen tieferen Einblick in die aktuelle Entwicklung der Erfassung
der Bodenfeuchte mittels aktiver Mikrowellen und erläutern unter anderem die Datengewin-
nung mit Hilfe theoretischer Streuungsmodelle und die SAR-Datenfusion.
4.3 Evapotranspiration
Die Evapotranspiration (ET) stellt eine bedeutende Größe innerhalb des Wasserhaushalts
dar und ist vor allem in semiariden und ariden Gebieten häufig die dominante Wasser-
haushaltsgröße auf der Erdoberfläche (ENGMAN & GURNEY, 1991). Die Evapotranspirati-
on wird von folgenden Faktoren beeinflusst (vgl. WORLD METEOROLOGICAL ORGANIZATION,
2008):
• Sonnenstrahlung
• Lufttemperatur
• Windgeschwindigkeit
• Dampfdruckgradient
• Bodenfeuchte
• Bodentemperatur
• Oberflächeneigenschaften.
Die Abschätzung dieser die Evapotranspiration beeinflussenden Faktoren ist für verschiede-
ne Zwecke von Bedeutung. Dazu gehören die Planung von Bewässerungen, Berechnungen
des Wasser- und Energiehaushalts und Abflussvorhersagen als Eingangsgrößen für Boden-
erosionsmodelle und zahlreiche Klimastudien (vgl. RANGO & SHALABY, 1998; WORLD ME-
TEOROLOGICAL ORGANIZATION, 2008).
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Einige dieser Größen können mit Hilfe von Fernerkundungsdaten bestimmt werden. So kann
beispielsweise die Solarstrahlung aus Satellitenbeobachtungen der Wolkendecke mit Hilfe
geostationärer Satelliten im sichtbaren, im nahen und im thermischen Infrarotbereich des
elektromagnetischen Spektrums bestimmt werden. Die Albedo und die Vegetationsbede-
ckung sind ebenfalls aus Messungen im sichtbaren und im nahinfraroten Bereich ableitbar.
Die Bestimmung der Bodenfeuchte erfolgt mit Hilfe von aktiven und passiven Mikrowellensen-
soren und schlussendlich kann mit Hilfe von Thermalscannern die Oberflächentemperatur
bestimmt werden (vgl. RANGO & SHALABY, 1998; WORLD METEOROLOGICAL ORGANIZATI-
ON, 2008).
KUSTAS & NORMAN (1996) diskutieren einige Modelle zur Abschätzung der Evapotranspi-
ration und verschiedene Arten von Fernerkundungsdaten, die dabei zum Einsatz gebracht
werden. Eine Vielzahl der vorgestellten Modelle verwendet optische Sensoren, aber auch
Ansätze auf der Basis von passiven und aktiven Mikrowellensensoren werden vorgestellt.
Die vielversprechendsten Ansätze verwenden Kombinationen von Oberflächentemperaturen
und Vegetationsindizes auf der Basis optischer Daten. Optische Daten (Wellenlängen des
sichtbaren Bereichs bis in die Thermalstrahlung) müssen atmosphärisch korrigiert werden
und sind nur in wolkenfreien Gebieten einsetzbar, wohingegen Mikrowellensysteme wetter-
und tageszeitunabhängig verwendbar sind. Allerdings verfügen die optischen Systeme über
die bessere geometrische Auflösung und über kürzere Wiederholraten. Welche Daten zum
Einsatz kommen, hängt von der jeweiligen Aufgabenstellung und dem verwendeten Modell
zur Ableitung der Evapotranspiration ab. Einen Überblick über die verschiedenen Modellan-
sätze und ihre Vor- und Nachteile bieten KUSTAS & NORMAN (1996).
Im nachfolgenden Kapitel wird noch ausführlicher auf die Bedeutung der Evapotranspiration
bei der Modellierung von Oberflächenenergiebilanzen eingegangen.
4.4 Oberflächenwasser und Wasserqualität
Seen oder große Flüsse lassen sich mit Hilfe von optischen Fernerkundungssensoren relativ
einfach detektieren. Da Wasser die Wellenlängenbereiche des nahen und mittleren Infrarots
weitgehend absorbiert, ist die Reflektanz in diesen Wellenlängenbereichen gering. Böden
und Vegetation hingegen besitzen höhere Reflektanzen im Bereich des nahen und mittleren
Infrarots. In Bildern von Multispektralscannern, welche über ein Band im infraroten Bereich
verfügen, erscheinen Wasserflächen dunkel und besitzen einen guten Kontrast zu ihrer Um-
gebung (KITE & PIETRONIRO, 2000).
Einige Faktoren, die die Gewässerqualität beeinflussen wie Schwebstoffe Algen, gelöste or-
ganische Substanzen und thermische Freisetzungen, verändern die Energiespektren von
reflektierter Solarstrahlung oder auch von emittierter Wärmestrahlung und können daher
mittels Fernerkundung bestimmt werden. Die in Gewässer eingetragenen Stoffe verursa-
chen eine Veränderung der spektralen Eigenschaften des gesamten Wasserkörpers. Da dies
vielfach bereits im Bereich des sichtbaren Lichtes geschieht, können Fernerkundungssys-
teme, die in diesem Bereich aufzeichnen, für die Analyse der Wasserqualität verwendet
werden (vgl. PURKIS & KLEMAS, 2011). Thermische Verschmutzungen und Stoffeinträge,
die einen Temperaturunterschied zum Wasser aufweisen, können mit Hilfe von flugzeugge-
stützten Infrarotsensoren oder aktiven Mikrowellensystemen identifiziert werden (SCHULTZ,
1988).
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4.5 Grundwasser
Chemikalien und Krankheitserreger hingegen haben keinen direkten Einfluss auf die spektra-
len oder thermischen Eigenschaften des Wassers und können meist nur indirekt über andere
Parameter, die vom Eintrag der Chemikalien in das Wasser beeinflusst werden, bestimmt
werden. Mit Hilfe mathematischer Modellierungen können dann Rückschlüsse auf die einge-
tragenen Stoffe gezogen werden (vgl. SCHMUGGE et al., 2002). Schwebstoffe sind die häu-
figsten Schadstoffe in Süßwassersystemen. Sie erhöhen die Ausstrahlung oberirdischer Ge-
wässer im VNIR-Bereich (VNIR – visible and near-infrared) des elektromagnetischen Spek-
trums und können mit Hilfe der Reflektanzen in bestimmten Wellenlängenbereichen oder
mit Hilfe ausgewählter Bandkombinationen nachgewiesen werden. Auf Grund der geome-
trischen Auflösung der verwendeten Sensorsysteme (z. B. LANDSAT) sind diese Auswer-
tungen jedoch nicht für kleinere Flüsse oder gar Bäche anwendbar (vgl. SCHMUGGE et al.,
2002).
Ähnlich den Schwebstoffen lassen sich auch Chlorophyllkonzentrationen mit Hilfe empiri-
scher Beziehungen zwischen Chlorophyllgehalt und Reflektanzen in bestimmten spektralen
Bändern oder ihren Kombinationen bestimmen. In-situ-Messungen haben gezeigt, dass mit
steigendem Chlorophyllgehalt auch die Reflexion in den meisten Wellenlängenbereichen des
Spektrums zunimmt, im Absorptionsbereich des Chlorophylls (675 – 680 nm) verringert sich
hingegen die Reflektanz. Eine Vielzahl von Algorithmen konnte erfolgreich für die Bestim-
mung der Chlorophyllkonzentrationen von Meeren, Flüssen und Binnengewässern eingesetzt
werden. Jedoch konnte auch nachgewiesen werden, dass die Verwendung von LANDSAT-
Daten keine Bestimmung des Chlorophyllgehaltes in Gewässern erlaubt, die gleichzeitig viele
Schwebstoffe enthalten, da das spektrale Signal der Schwebstoffe zu dominant ist (vgl. RIT-
CHIE et al., 1994; DEKKER & PETERS, 1993). Um auch bei hohem Schwebstoffgehalt Aussa-
gen über die Chlorophyllkonzentration treffen zu können, werden Fernerkundungsdaten mit
schmalen spektralen Bändern benötigt, wie sie von Hyperspektralscannern aufgenommen
werden (vgl. RITCHIE & SCHIEBE, 2000).
4.5 Grundwasser
Die Ableitung von Informationen über das Vorkommen von Grundwasser aus Fernerkun-
dungsdaten ist nicht direkt möglich. Jedoch können Oberflächenmerkmale, welche aus Fer-
nerkundungsdaten gewonnen werden, als Indikatoren für Grundwasservorkommen dienen.
So können Landschaftsformen, Entwässerungsstrukturen oder Vegetationscharakteristika
Hinweise auf das Vorkommen von Grundwasser liefern und strukturelle Merkmale wie Störun-
gen und Bruchkanten auf mögliche Grundwasserkonzentrationen hindeuten (vgl. ENGMAN &
GURNEY, 1991).
Indikatoren für die Existenz von Grundwasser und Indikatoren für Flächen mit Grundwasserzu-
oder -abflüssen basieren auf geologischen und geomorphologischen Strukturen oder auf
multitemporalen Beobachtungen von Oberflächenwasser und Transpiration der Vegetation.
Auch multitemporale Beobachtungen mit Thermalsensoren können zur Detektion grundwas-
serführender Flächen verwendet werden, da diese zu bestimmten Jahreszeiten wärmer sind
als ihre Umgebung (SCHULTZ, 1988). BECKER (2006) untersucht das Potenzial bestehen-
der und geplanter Fernerkundungssensoren hinsichtlich der Detektion grundwasserführen-
der Flächen und sieht deren sinnvolle Verwendung in Kombination mit numerischen Modellen
und bodengestützten Informationen.
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4.6 Schnee und Eis
Global gesehen stellen Schnee und Eis einen riesigen Wasserspeicher dar. Wichtige Pa-
rameter sind die Ausdehnung der Schneeflächen und das Schnee-Wasser-Äquivalent. Vier
spektrale Bänder haben sich als besonders geeignet erwiesen, um die Schneebedeckung
mit Hilfe von Fernerkundung zu beobachten:
• Gammastrahlung
• der sichtbare Bereich und das nahe Infrarot
• thermales Infrarot
• Mikrowellen.
Die Beobachtung mittels Gammastrahlung ist jedoch aufgrund der atmosphärischen Ab-
sorption aus geringen Flughöhen mittels flugzeuggestützter Systeme sinnvoll (vgl. RANGO,
1996). Die Schneedecke kann mit einer Vielzahl von Sensoren bestimmt werden. Bei den
optischen Systemen kommen Daten der Satelliten SPOT (Système Pour l’Observation de
la Terre) und LANDSAT in Frage. Auf Grund der höheren Wiederholrate (ca. 12 h) werden
in vielen Studien jedoch AVHHR-Daten (Advanced Very High Resolution Radiometer) der
NOAA (National Oceanic and Atmospheric Administration) verwendet. Nachteilig ist hier je-
doch die recht geringe geometrische Auflösung von nur 1 km. Daher kommen diese Daten
nicht für die Schneekartierung kleinerer Becken und Tallagen in Frage, hier könnten MODIS-
Daten (Moderate-Resolution Imaging Spectroradiometer) Abhilfe schaffen. Nichtsdestotrotz
sind Daten von optischen Systemen geeignet, um die Ausdehnung von Schneeflächen und
ihre Veränderungen zu untersuchen. Die räumliche Ausdehnung und Lage von Schneede-
cken ist in vielerlei Hinsicht von Interesse. Zum einen dient dies als Indikator, wo im Falle
einer Schneeschmelze mit verstärktem Abfluss zu rechnen ist, und zum anderen hat die
unterschiedliche Albedo der Schneedecke im Vergleich zu den umgebenden Flächen oh-
ne Schnee Auswirkungen auf das lokale Klima, da diese einen sehr großen Unterschied im
Energie- und Feuchtigkeitsaustausch aufweisen. Diese unterschiedlichen Oberflächencha-
rakteristika müssen bei der Modellierung von Energiekreisläufen berücksichtigt werden (vgl.
RANGO, 1996; SCHMUGGE et al., 2002; RANGO et al., 2000).
Will man jedoch Aussagen über die Beschaffenheit des Schnees treffen, sind eher Mikrowel-
lensysteme geeignet. Die physikalische Eigenschaften des Schnees beeinflussen das Mikro-
wellensignal. Dazu zählen:
• Tiefe
• Wasseräquivalent
• Wassergehalt
• Dichte
• Korngröße und -form
• Temperatur
• Schichtung
• Schneezustand
• Landbedeckung.
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Dadurch ist es möglich, mit Hilfe von passiven Mikrowellensystemen Informationen über
die Ausdehnung, die Tiefe, das Schnee-Wasser-Äquivalent (SWE) und den Zustand des
Schnees (trocken/feucht) zu gewinnen. Da die Anzahl der Reflexionen innerhalb einer Schnee-
decke abhängig von deren Dicke und Dichte ist, besteht die Möglichkeit, das SWE aus den
Strahlungstemperaturen abzuleiten, da diese mit steigender Dicke sinken (vgl. HALLIKAI-
NEN & JOLMA, 1986). Da passive Systeme nur eine geringe räumliche Auflösung besitzen,
werden sie nur in flachen und relativ homogenen Gebieten verwendet. Aktive Systeme wie
ERS (European Remote-Sensing Satellite), JERS (Japanese Earth Resources Satellite) oder
RADARSAT bieten zwar eine deutlich bessere Auflösung, jedoch sind die Wellenlängenbe-
reiche, in denen sie arbeiten, nicht für die Detektion von Schnee ausgelegt (vgl. RANGO,
1996).
4.7 Hydrologische Modelle
Zu den physikalischen Eigenschaften eines Einzugsgebietes gehören die Fläche und die Ab-
grenzung zu benachbarten Flächen ebenso wie topographische Eigenschaften in Form von
Hangneigung, Länge und Querschnitt. Darüber hinaus sind auch die Bodenart und die Bo-
denbedeckung, wie zum Beispiel verschiedene Vegetationsarten, von Bedeutung. Die Cha-
rakteristik eines Einzugsgebietes ist Voraussetzung für die Abschätzung hydrologischer Mo-
dellparameter. Daher ist es notwendig, eine Verbindung zwischen den Eigenschaften eines
Einzugsgebietes und den hydrologischen Prozessen Wasserzufluss, Speicherung und Was-
serabgabe eines Gebietes herzustellen. Die meisten physikalischen Eigenschaften ändern
sich nicht oder sind lediglich jahreszeitlichen Schwankungen unterworfen. Angaben über die
Topographie können aus digitalen Geländemodellen (DGM) abgeleitet werden, welche zum
Beispiel mit Hilfe von Radardaten und LIDAR (LIght Detection And Ranging) erzeugt wur-
den. Informationen über Bodeneigenschaften und Vegetationszustände hingegen können
mit Hilfe optischer Fernerkundungssensoren gewonnen werden (vgl. RANGO & SHALABY,
1998).
Einige Flusseinzugsgebiete sind permanenten Landnutzungsänderungen unterworfen. Dies
ist vor allem in Metropolregionen der Fall, die sich ständig weiterentwickeln, jedoch ebenso
bei großflächigen Veränderungen der landwirtschaftlichen oder forstwirtschaftlichen Nutzflä-
che. Diese Veränderungen der Landnutzung beeinflussen die Modellparameter und damit
auch den Abfluss. Mit Hilfe der multitemporalen Bildauswertung können Landnutzungsän-
derungen dokumentiert und deren Einfluss auf hydrologische Parameter berechnet werden.
Ebenso ist es möglich, die Entwicklung der Landnutzungsänderungen zu extrapolieren und
somit Vorhersagen über die künftigen hydrologischen Bedingungen abzuleiten (SCHULTZ,
1996).
Modelle zum Wasserhaushalt gehören zu den komplexesten Modellen, da darin alle Kompo-
nenten des Wasserhaushalts an und unter der Erdoberfläche sowie in der Atmosphäre simu-
liert werden müssen (Niederschlag, Evaporation, Abfluss, Bodenfeuchte, Grundwasserströ-
mung). Um alle diese hydrologischen Variablen in einem Modell darzustellen, muss das Mo-
dell aus einzelnen Komponenten bestehen, die die jeweiligen Prozesse simulieren (SCHULTZ,
1996).
41
4 Fernerkundung in der Hydrologie
Die Einsatzmöglichkeiten verschiedener Fernerkundungssensoren für die Bestimmung der
einzelnen Variablen wurde in den vorangegangenen Abschnitten erläutert. Auf die Bedeu-
tung fernerkundlicher Methoden bei der Parametergewinnung zur Modellierung hydrologi-
scher Prozesse wird im folgenden Kapitel näher eingegangen. Dabei soll es weniger Aufga-
be dieser Arbeit sein, diese verschiedenen Modelle im Detail zu erläutern, als vielmehr einen
Überblick über die verwendeten Methoden zu geben und das Potenzial fernerkundlicher Da-
ten zu erörtern.
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Satellitenplattformen eröffnen ein großes Potenzial bei der Datenerfassung städtischer Ge-
biete. Diese stellen jedoch auf Grund ihrer hohen räumlichen und spektralen Variabilität ei-
ne große Herausforderung dar. Nicht nur der ständige kleinräumige Wechsel verschiedener
Oberflächen, auch die unregelmäßige Größe, Form und Orientierung von Objekten macht
die Fernerkundung in urbanen Räumen zu einer anspruchsvollen Aufgabe (vgl. NICHOL &
WONG, 2009). Die Kleinteiligkeit der Objekte erfordert den Einsatz geometrisch hochauf-
lösender Daten. Da diese jedoch meist nicht über eine ausreichende spektrale Auflösung
verfügen, liegt die Überlegung nahe, mehr als nur einen Sensor zu verwenden. Die Wahl des
Sensors hängt dabei vom jeweiligen Untersuchungsgegenstand ab. Da die Untersuchun-
gen zum Einsatz fernerkundlicher Daten für urbane Fragestellungen sehr vielfältig sind, soll
das Hauptaugenmerk an dieser Stelle vor allem auf stadtklimatischen Fragestellungen lie-
gen.
Um den Einfluss der Urbanisierung bestimmen zu können, wäre es am besten, wenn man
auf Beobachtungen aus der Zeit vor der Urbanisierung zurückgreifen könnte. Da dies in den
seltensten Fällen möglich ist, wird versucht, das städtische Klima mit Messwerten aus Sta-
tionen aus dem ländlichen Raum um die Stadt zu vergleichen. Dabei ist es wichtig, dass
vor einem Vergleich der Daten Effekte auf Grund der Topographie oder der Nähe zu großen
Wasserflächen eliminiert werden (OKE, 1996).
OKE (1982) stellte damals fest, dass sich die Literatur der letzten 150 Jahre vornehmlich
damit beschäftigt hat, das Phänomen urbaner Effekte zu erkennen und zu beschreiben und
Verflechtungen mit anderen Faktoren festzustellen. Dabei sei es wichtig, die verursachenden
Prozesse zu untersuchen, um daraus Modelle abzuleiten, mit deren Hilfe man die Auswir-
kung von Urbanisierungsprozessen voraussagen kann. Ansätze dazu fanden sich zu diesem
Zeitpunkt allerdings nur in Studien des vergangenen Jahrzehnts (vgl. OKE, 1982). Der Zu-
stand der Atmosphäre ist vom Massen- und Energieaustausch in verschiedenen räumlichen
und zeitlichen Maßstäben abhängig. Da Zu- und Abflüsse in urbanen Gebieten einem ständi-
gen Wechsel unterliegen und sehr heterogen über das Siedlungsgebiet verteilt sind, ist das
System Stadt/Atmosphäre sehr komplex und erschwert Untersuchungen zur urbanen Me-
teorologie. Weiterhin stellten fehlende Konzepte sowie die Kosten und Schwierigkeiten bei
der Beobachtung meteorologischer Prozesse zum damaligen Zeitpunkt ein Problem dar (vgl.
OKE, 1982).
Wurden städtische Wärmeinseln früher ausschließlich durch Messungen an festen Statio-
nen oder Klimamessfahrten untersucht, ermöglichen heute auch Fernerkundungssensoren
die Beobachtung klimatischer Prozesse. Neben Multispektralscannern, die zur Ableitung von
Landbedeckungen und Landnutzungen verwendet werden, stehen auch Thermalscanner zur
Bestimmung von Oberflächentemperaturen zur Verfügung. Im Vergleich zur Auswertung von
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Klimastationen liegen bei der Verwendung von Fernerkundungsdaten flächenhafte Informa-
tionen vor. Der Bestimmung der Oberflächentemperatur kommt dabei eine besondere Be-
deutung zu, da diese die unteren Luftschichten beeinflusst und damit Auswirkungen auf den
Energieaustausch, der das Wohlbefinden der Einwohner beeinflusst, hat (VOOGT & OKE,
2003). Zum Einsatz von Fernerkundung zur Beobachtung des städtischen Klimas und der
Ausbildung städtischer Wärmeinseln wurde eine Reihe von Studien mit unterschiedlichen
Schwerpunkten durchgeführt. Einige Studien widmen sich der räumlichen Verteilung ther-
maler Strukturen und deren Beziehung zu städtischen Oberflächenmaterialien. Ein weiterer
Fokus liegt in der Verknüpfung fernerkundlicher Beobachtungen mit städtischen Klimamodel-
len. Einige dieser Studien sollen im Folgenden exemplarisch vorgestellt werden. Um Ferner-
kundungsdaten für diese Zwecke einsetzen zu können, muss zunächst untersucht werden,
welche Zusammenhänge und Gesetzmäßigkeiten zwischen dem vom Sensor erfassten Si-
gnal und den klimatischen Größen bestehen.
5.1 Bestimmung der Oberflächentemperatur
In Kapitel 3 wurde das Wesen der Thermalstrahlung bereits erläutert. Wie schon erwähnt,
existieren in der Natur keine Objekte, die dem Modell des schwarzen Körpers entsprechen, so
dass alle Materialien, in Abhängigkeit von ihrem Emissionsvermögen, nur einen Teil der Ener-
gie abstrahlen, die ein schwarzer Körper gleicher Temperatur abstrahlen würde.
(λ) =
Strahlung eines Körpers einer bestimmten Temperatur
Strahlung eines schwarzen Körpers der gleichen Temperatur
(5.1)
Das Emissionsvermögen grauer Körper ist kleiner Eins, jedoch ist dieses für alle Wellen-
längen konstant. Körper, deren Emissionsvermögen wellenlängenabhängig ist, bezeichnet
man als selektive Strahler. Die meisten Thermalsensoren nutzen den Wellenlängenbereich
zwischen 8 und 14µm, da dieser ein atmosphärisches Fenster darstellt. Des Weiteren liegt
die mittlere Oberflächentemperatur der Erdoberfläche bei 0 ° C, woraus sich ein Strahlungs-
maximum bei etwa 10µm ergibt, was bedeutet, dass das Strahlungsmaximum der meisten
Oberflächen durch den Bereich von 8 bis 14µm abgedeckt wird. In Tabelle 5.1 sind die
Emissivitäten für eine Reihe von Materialien für diesen Wellenlängenbereich aufgeführt. Wie
daraus zu erkennen ist, hat auch der Zustand eines Materials Einfluss auf dessen Emissions-
vermögen. Liegt das Emissionsvermögen eines trockenen Bodens bei etwa 0,92, so steigt es
auf etwa 0,95, wenn der Boden feucht ist (vgl. LILLESAND et al., 2004).
Welchen Einfluss die Atmosphäre auf die durch Fernerkundungssensoren erfasste Strahlung
hat, wurde in Kapitel 3 beschrieben. Diese Effekte auf das gemessene Signal sind abhängig
vom Zustand und von der Zusammensetzung der Atmosphäre und müssen bei der Messung
der Oberflächentemperatur berücksichtigt werden. Um anschließend die Oberflächentem-
peratur bestimmen zu können, muss das Stefan-Boltzmann-Gesetz durch Berücksichtigung
des Emissionsvermögens erweitert werden, um es auf reale Körper anwenden zu können.
J = σ · T 4 −→ J =  · σ · T 4 (5.2)
Wie anhand von Gleichung 5.2 zu erkennen ist, können Körper gleicher Temperatur auf
Grund ihres unterschiedlichen Emissionsvermögens unterschiedliche Ausstrahlungen besit-
zen. Das Ausgabesignal eines Thermalsensors ist die Strahlungstemperatur, aus welcher die
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Tabelle 5.1: Typische Emissivitäten verschiedener Oberflächen im Bereich von 8–14µm (aus
LILLESAND et al. (2004)).
Oberfläche Typische mittlere Emissivität
(λ = 8− 14µm)
Klares Wasser 0.98-0.99
Nasser Schnee 0.98-0.99
Menschliche Haut 0.97-0.99
Raues Eis 0.97-0.98
Gesunde grüne Vegetation 0.96-0.99
Feuchter Boden 0.95-0.98
Asphaltierter Beton 0.94-0.97
Ziegel / Backstein 0.93-0.94
Holz 0.93-0.94
Basalt 0.92-0.96
Trockener Mineralboden 0.92-0.94
Portlandzement 0.92-0.94
Farbe 0.90-0.96
Trockene Vegetation 0.88-0.94
Trockener Schnee 0.85-0.90
Granit 0.83-0.87
Glas 0.77-0.81
Blech (verrostet) 0.63-0.70
Poliertes Metall 0.16-0.21
Aluminium-Folie 0.03-0.07
Poliertes Gold 0.02-0.03
kinetische Temperatur abgeleitet werden soll. Im Falle eines schwarzen Körpers wären kine-
tische Temperatur und Strahlungstemperatur identisch. Da bei realen Körpern allerdings das
Emissionsvermögen berücksichtigt werden muss, lautet die Beziehung zwischen Strahlung-
stemperatur und kinetischer Temperatur (vgl. LILLESAND et al., 2004):
Trad = 
1
4 · Tkin (5.3)
Dies bedeutet, dass die Strahlungstemperatur eines Körpers stets geringer ist als seine tat-
sächliche Temperatur. Berücksichtigt man das Emissionsvermögen verschiedener Oberflä-
chen nicht bei der Auswertung von Thermaldaten, so unterschätzt man die tatsächlichen
Temperaturen (vgl. LILLESAND et al., 2004).
5.2 Einsatz von Fernerkundung zur Untersuchung städtischer
Wärmeinseln
NICHOL (2009) und NICHOL & WONG (2009) untersuchten städtische Wärmeinseln in Hong-
kong. Sie kombinierten dazu das Thermalbild des ASTER-Sensors (Advanced Spaceborne
Thermal Emission and Reflection Radiometer) mit einer Landnutzungsklassifikation, die aus
SPOT-Daten abgeleitet wurde. Den aus den SPOT-Daten gewonnenen Landnutzungsklassen
wurden dazu entsprechende Strahlungswerte aus der MODIS-Bibliothek zugewiesen. Das
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so gewonnene Strahlungsbild wurde mit den Strahlungstemperaturen des ASTER-Sensors
verschnitten. Das Ergebnisbild enthält dann Oberflächentemperaturen in der Auflösung des
SPOT-Sensors. Ein Vergleich mit In-situ-Messungen zeigte zufriedenstellende Übereinstim-
mungen. Auf diese Weise konnte nicht nur die Darstellung der Oberflächentemperaturen ver-
bessert, sondern auch der Einfluss der Landbedeckung auf die Ausbildung von städtischen
Wärmeinseln nachgewiesen werden (vgl. Abbildung 5.1).
Abbildung 5.1: Ausschnitt der Wärmeinsel von Kowloon (China). Temperaturen in ° C. (a) Emis-
sivitätskorrigierte Oberflächentemperatur mit 90 m Auflösung, (b) Luftbild, (c)
Modulierte Oberflächentemperaturen mit 10 m Auflösung (aus: NICHOL, 2009).
Die Genauigkeit der verwendeten Methode hängt wesentlich von der Genauigkeit der Land-
nutzungsklassifikation und von den gewählten Emissionswerten aus der Spektralbibliothek
ab (vgl. NICHOL, 2009; NICHOL & WONG, 2009).
Das Pearl River Delta in China gehört zu einer Region, die einer raschen Urbanisierung un-
terliegt und daher von CHEN et al. (2006) ausgewählt wurde, um die Veränderungen der Aus-
prägungen städtischer Wärmeinseln zu untersuchen. LANDSAT-TM- und LANDSAT-ETM+-
Daten aus den Jahren 1990 bis 2000 bildeten dabei die Datengrundlage, um einerseits
Strahlungsstemperaturen und andererseits verschiedene Landbedeckungsklassen zu erfas-
sen. So konnte nachgewiesen werden, dass es im Zuge der Urbanisierung zur Ausbildung
großflächiger Wärmeinseln kommt. Dies ist vor allem in Shenzhen der Fall, das sich inner-
halb der letzten 25 Jahre von einem Dorf zu einer Stadt mit mehreren Millionen Einwohnern
entwickelt hat. Daher sollte hier auch die räumliche Variation der Wärmeinsel innerhalb des
Stadtgebietes untersucht werden. Dafür führten CHEN et al. (2006) verschiedene Indizes ein,
um den Zusammenhang zwischen der Temperatur und bestimmten Landnutzungstypen zu
analysieren. Neben dem NDVI (Normalized Differenced Vegetation Index) nutzen sie auch
den NDWI (Normalized Difference Water Index), den NDBaI (Normalized Difference Baren-
ess Index) (vgl. ZHA et al., 2003) und den NDBI (Normalized Difference Built-Up Index) (vgl.
ZHAO & CHEN, 2005).
NDBI =
TM5− TM4
TM5 + TM4
(5.4)
NDBaI =
TM6− TM5
TM6 + TM5
(5.5)
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Für den NDBI und die Temperatur konnten CHEN et al. (2006) eine positive Korrelation nach-
weisen, wohingegen sich für die anderen drei Indizes negative Korrelationen (|r| > 0,8) er-
gaben. Des Weiteren konnte durch die multitemporale Auswertung nachgewiesen werden,
dass die städtische Wärmeinsel proportional zur Größe der Stadt und zur Bevölkerungsdich-
te wächst.
Eine weitere Studie der städtischen Wärmeinseln asiatischer Megastädte wurde von TRAN
et al. (2006) durchgeführt. Für die Erstellung von Oberflächentemperaturkarten dienten Da-
ten des MODIS-Sensors aus den Jahren 2001 bis 2003. Diese wurden dazu verwendet, den
täglichen Verlauf und die Variationen der Wärmeinseln auf Grund der Jahreszeiten näher
zu untersuchen. Weiterhin kamen LANDSAT-ETM+-Daten zum Einsatz, um den Zusammen-
hang zwischen der Ausbildung städtischer Wärmeinseln und verschiedenen urbanen Oberflä-
chen zu erforschen. Als bedeutende Faktoren der räumlichen Variabilität städtischer Wärme-
inseln ergaben sich dabei der Vegetationsanteil und die Bebauungsdichte. TRAN et al. (2006)
empfehlen für großräumige Zeitreihenanalysen des städtischen Klimas die Verwendung von
MODIS- und AVHRR-Daten, um den Tagesverlauf städtischer Wärmeinseln besser erfassen
zu können. Darüber hinaus können Zeitreihenanalysen den Einfluss der Urbanisierung auf
das lokale Klima aufdecken. Nicht zuletzt können geometrisch hochauflösende Satellitenda-
ten dazu beitragen, den Zusammenhang zwischen Temperatur und Oberflächenbedeckung
besser zu verstehen und die Veränderungen des Klimas innerhalb urbaner Gebiete zu erfor-
schen (vgl. TRAN et al., 2006).
SCHERER et al. (1999) und FEHRENBACH et al. (2001) führten eine Klimastudie in der Re-
gion Basel durch mit dem Ziel, Handlungsempfehlungen für Planungsprozesse ableiten zu
können. Die Grundlage für die Landnutzungsklassifikation bildeten sowohl ein multitempora-
ler ERS-1-SAR-Datensatz sowie eine LANDSAT-TM-Szene. Diese wurden in einem weiteren
Schritt in Flächentypen differenziert, die neben den aus der Satellitenbildauswertung gewon-
nenen Landnutzungsklassen auch sozio-ökonomische Aspekte berücksichtigen. Da die Stadt
Basel nicht im flachen Gelände gelegen ist, sind neben der Landnutzung auch geländebe-
dingte Faktoren für das Klima wesentlich verantwortlich. Daher wurden neben den Multispek-
traldaten auch digitale Höhenmodelle verwendet, aus denen verschiedene Geländeparame-
ter, wie die Hangneigung und die Hangrichtung, abgeleitet wurden. Des Weiteren standen
für die Untersuchung zahlreiche meteorologische und klimatologische Daten zur Verfügung.
Diese umfassten neben der Lufttemperatur und der Luftfeuchtigkeit auch Windgeschwindig-
keiten in drei verschiedenen Höhen, Niederschläge, Windrichtungen und Strahlungsflüsse.
Auf der Grundlage dieser Informationen erfolgte eine Klassifikation des Untersuchungsge-
bietes in verschiedene Ventilationsklassen. Durch Verschneidung der Flächentypen mit den
Ventilationsklassen erfolgte die Gliederung des Untersuchungsgebietes in sogenannte Kli-
matope. SCHERER et al. (1999) definieren den Begriff des Klimatops als Flächen, die eine
charakteristische Kombination aus Klimafaktoren auf der einen Seite und eine ähnliche rela-
tive Bedeutung für ihre Umgebung auf der anderen Seite aufweisen. Anschließend wurde ein
regelbasiertes Klassifikationsschema erarbeitet, welches auf der Grundlage der Verteilung
der Klimatope die Erstellung von Planungsvorgaben ermöglicht. Für ausführliche Informa-
tionen zum Aufbau des Klassifikationsschemas sei auf FEHRENBACH et al. (2001) verwie-
sen.
Obwohl die Ausbildung von Wärmeinseln bereits seit Langem als wichtiges Klimaphänomen
von Wissenschaftlern erkannt wurde, ist es erst seit gut einem Jahrzehnt in den Fokus der
Stadtplanung gerückt. Dieses wachsende Interesse an der städtischen Temperaturverteilung
bei Stadtplanern und anderen Sozialwissenschaften kann auf die seit Jahren steigende Zahl
von Hitzetoten, die mittlerweile alle anderen wetterinduzierten Sterblichkeitsraten übersteigt,
47
5 Fernerkundung und Hydrologie im urbanen Kontext
zugeführt werden (vgl. NOAA, 2011). Während bekannt ist, dass Material, Form und Ge-
staltung von bebauten Gebieten Einfluss auf die Ausbildung städtischer Wärmeinseln hat,
wurden Bebauungsmuster, die die Erwärmung begünstigen, bisher kaum in der Literatur dis-
kutiert (STONE & NORMAN, 2006).
Daher untersuchten STONE & NORMAN (2006) den Zusammenhang zwischen dem Aufbau
von Grundstücken und der Ausbildung von Wärmeinseln in Atlanta, Georgia (USA). Es wur-
den 100.000 Einfamilienhausgrundstücke statistisch ausgewertet, wobei neben der Flächen-
größe vor allem die Flächenanteile versiegelter und begrünter Flächen sowie der Anteil baum-
bestandener Flächen des Grundstückes für die Analyse herangezogen wurden. Als ferner-
kundliche Datengrundlage standen Aufnahmen einer von der NASA (National Aeronautics
and Space Administration) durchgeführten Befliegung mit dem ATLAS-Sensor (Advanced
Thermal Land Applications Sensor) mit einer räumlichen Auflösung von 10 m und mit 15 Mul-
tispektralkanälen zur Verfügung. Der Kanal des thermischen Infrarots diente zur Ableitung
der grundstücksbezogenen Strahlungsflussdichte auf Basis des Planck’schen Gesetzes. Mit
Hilfe des aus den Daten abgeleiteten NDVI konnte der Anteil der Vegetations- und Versiege-
lungsflächen jedes Grundstückes bestimmt werden, um anschließend den Emissionsgrad der
Grundstücke zu berechnen. Die statistische Auswertung der Emissionen mit der Flächensta-
tistik ergab, dass die Größe und die Materialzusammensetzung im Zusammenhang mit der
Oberflächenerwärmung stehen. STONE & NORMAN (2006) ermittelten, dass kleinere, dichter
bebaute Grundstücke weniger zur Erwärmung beitragen als größere und weniger dicht be-
baute Grundstücke. Außerdem stellten sie fest, dass der Anteil an versiegelter Fläche sowie
Rasenfläche für die Erwärmung verantwortlich ist, wobei die Rasenflächen auf Grund ihrer
Korrelation mit der Grundstücksgröße den größten Einfluss auf das Maß der Oberflächener-
wärmung haben. Aus diesen Erkenntnissen leiten STONE & NORMAN (2006) entsprechende
Handlungsempfehlungen für die Raumplanung, wie die Reduktion der Rasen- und Versiege-
lungsflächen und die Pflanzung von Bäumen, ab.
QUATTROCHI & RIDD (1994) untersuchten das Thermalverhalten urbaner Oberflächen, um
den Zusammenhang zwischen der Zusammensetzung und der langwelligen Strahlung zu
bestimmen. Dazu werteten sie Befliegungsdaten aus, die mit dem TIMS-Sensor (Thermal
Infrared Multispectral Scanner) von Salt Lake City aufgenommen wurden. Für die Analyse
wurde je eine Befliegung zum Sonnenaufgang und zur Mittagszeit herangezogen, da die-
se Zeitpunkte die Extrempunkte der Solarstrahlung darstellen. Die geometrische Auflösung
von 5 m ermöglichte eine mikroskalige Betrachtung. Es wurden zunächst verschiedene Mate-
rialien anhand ihrer thermalen Eigenschaften voneinander abgegrenzt und anschließend zu
thermal ähnlichen Gebieten zusammengefasst, um Substrukturen, wie städtische Wärme-
inseln, besser erkennen zu können. Faktoren wie Wärmekapazität, Wärmeleitfähigkeit und
Bodenfeuchte haben großen Einfluss auf das Ausmaß der thermischen Energie, die von ei-
ner Oberfläche ausgeht, und auf die Dynamik der langwelligen Strahlung zwischen Tag und
Nacht. Die Unterteilung des Siedlungsgebietes in thermale Einheiten erlaubt ein besseres
Verständnis darüber, wie die Urbanisierung die lokale und regionale Energiebilanz beein-
flusst (QUATTROCHI & RIDD, 1994).
Die angegebenen Beispiele zeigen deutlich die hohe Vielfalt der verwendeten Sensorsyste-
me, die bei der Analyse städtischer Wärmeinseln zum Einsatz kommen. Für die Untersu-
chung von Temperaturunterschieden zwischen urbanen und ländlichen Räumen werden vor
allem Sensoren verwendet, die zwar über eine geringere geometrische Auflösung verfügen,
jedoch einen größeren Ausschnitt der Erdoberfläche abbilden und meist eine höhere Wieder-
holrate aufweisen. Neben den genannten Studien sei noch auf GALLO et al. (1993), GALLO
et al. (1995), STREUTKER (2002), RIGO et al. (2006) und GALLO & OWEN (2002) verwiesen.
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Jüngere Studien erforschen auch den Zusammenhang zwischen verschiedenen, für den ur-
banen Raum typischen Landbedeckungen und den daraus resultierenden Temperaturvertei-
lungen innerhalb urbaner Gebiete, um daraus Handlungsempfehlungen für die Stadtplanung
ableiten zu können. Dabei werden geometrisch besser aufgelöste Daten, wie beispielsweise
LANDSAT, aber vereinzelt auch IKONOS, Quickbird und flugzeuggestützte Aufnahmen ver-
wendet (GLUCH et al., 2006; LO & QUATTROCHI, 2003; LO et al., 1997; QUATTROCHI & RIDD,
1994; HAMDI et al., 2009; HAMDI, 2010; EUM et al., 2011).
5.3 Zusammenhang zwischen Temperatur und
Oberflächenbedeckung
Wie bereits angedeutet, steht nicht nur die gesamte Stadt als Wärmeinsel im Fokus von
Untersuchungen, sondern ebenso der Zusammenhang zwischen der Temperatur und der
Oberflächenbedeckung, um daraus Wärmeinseleffekte ableiten zu können. Die Urbanisie-
rung geht mit dem Verlust an Vegetation und der Versiegelung von Flächen einher. Die
dadurch verursachte Abnahme der Evapotranspiration und die Zunahme des Oberflächen-
abflusses begünstigt die Ausbildung städtischer Wärmeinseln. Mit Hilfe flugzeuggestützter
Daten des ATLAS-Sensors untersuchten LO et al. (1997) die thermischen Eigenschaften
verschiedener urbaner Oberflächen, um städtische Wärmeinseln zu detektieren. Der ATLAS-
Sensor verfügt über 15 Kanäle, die neben dem sichtbaren Bereich auch den nahen, den
mittleren und den thermalen Infrarotbereich abdecken. Der Vergleich der spezifischen Aus-
strahlung mit dem NDVI zeigte eine starke negative Korrelation zwischen beiden Größen.
Dies zeigt, dass ein höherer Vegetationsanteil für niedrigere Oberflächentemperaturen sorgt.
LO et al. (1997) schlussfolgern daraus, dass der NDVI einen guten Indikator darstellt, um die
Thermalstrahlung von Oberflächen abzuschätzen, wenn kein Thermalsensor zur Verfügung
steht. WENG et al. (2004) beschäftigten sich ebenfalls mit der Beziehung zwischen Oberflä-
chentemperatur und Vegetationsanteil. Dazu wendeten sie ein Entmischungsmodell auf ei-
ne LANDSAT-ETM+-Szene an, klassifizierten die Daten in Vegetation, trockenen Boden und
Schatten und fanden heraus, dass der so berechnete Vegetationsanteil eine größere negati-
ve Korrelation aufweist als der aus dem NDVI abgeleitete. Sie folgerten daraus, dass sich die
Entmischung besser eignet als der NDVI, um Rückschlüsse auf die Oberflächentemperatur
zu ziehen.
GILLIES & CARLSON (1995) und GILLIES et al. (1997) untersuchten ebenfalls den Zusam-
menhang zwischen der Oberflächentemperatur und dem Vegetationsanteil einer Fläche, je-
doch mit dem Ziel, mit Hilfe eines sogenannten SVAT-Modells (Soil-Vegetation-Atmosphere-
Transfer-Modell) Rückschlüsse auf die Bodenfeuchte und die Oberflächenenergiebilanz zie-
hen zu können. Die Analyse erfolgte mit Hilfe von AVHHR-Daten des NOAA. Die Scatterplots
zwischen der Oberflächentemperatur und dem NDVI weisen dabei eine typische Dreiecks-
form auf. GILLIES et al. (1997) wiesen an Hand dieser Dreiecksmethode nach, dass die Varia-
tion der Oberflächentemperatur von offenen Böden und Flächen mit geringer Vegetationsbe-
deckung vor allem von der Bodenfeuchte abhängig ist, wohingegen die Temperaturverände-
rungen innerhalb der dichten Vegetation deutlich geringer ausgeprägt sind.
YUAN & BAUER (2007) untersuchten ebenfalls städtische Wärminseleffekte auf der Basis
von LANDSAT-Daten. Sie untersuchten dabei zum einen den Zusammenhang zwischen dem
NDVI und der Oberflächentemperatur und zum anderen den Zusammenhang zwischen der
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Oberflächentemperatur und dem Anteil der versiegelten Fläche, welche mit Hilfe einer spek-
tralen Entmischung bestimmt wurde. Der Vergleich dieser beiden Ansätze ergab, dass der li-
neare Zusammenhang zwischen der Oberflächentemperatur und dem Anteil versiegelter Flä-
chen besser für die Analyse städtischer Wärmeinseln geeignet ist als der NDVI, da dieser jah-
reszeitlichen Schwankungen unterworfen ist (vgl. YUAN & BAUER, 2007).
5.4 Wasserhaushalt
Neben der Ausbildung von Wärmeinseln als solchen wurden zahlreiche Studien durchge-
führt, um die Einfluss städtischer Wärmeinseln auf den Niederschlag zu untersuchen. Bereits
in den 1970er Jahren wurde in den Vereinigten Staaten mit dem „Metropolitan Meteoroligi-
cal Experiment“ (METROMEX) (vgl. CHANGNON & SEMONIN, 1975; CHANGNON et al., 1977;
ACKERMAN et al., 1978; HUFF, 1973) eine groß angelegte Studie durchgeführt, um den Ein-
fluss großer Städte auf den Niederschlag zu erforschen. Die Ergebnisse dieser Studie zeigten
einen um 5–25 % erhöhten Sommerniederschlag in einer Entfernung von 50 bis 75 km in Lee
der Stadt (vgl. CHANGNON, 1979; VOGEL et al., 1978; CHANGNON et al., 1991). Mit Hilfe einer
numerischen Simulation untersuchte HJELMFELT (1982) die städtische Wärmeinsel von St.
Louis und folgerte aus seinen Ergebnissen, dass das Auftreten vertikaler Luftbewegungen
in Lee der Stadt vor allem auf urbane Effekte zurückzuführen ist. Ein Vergleich seiner Mo-
dellergebnisse mit der METROMEX-Studie unterstützte die These, dass Wolken- und Nie-
derschlagsanomalien mit Störungen in der Grenzschicht zusammenhängen, die durch die
städtische Wärmeinsel und die Oberflächenrauigkeit verursacht werden. Die METROMEX-
Ergebnisse legten außerdem nahe, dass die Flächenausdehnung und die Größe der An-
omalien im Verhältnis zur Größe des urbanen Gebietes ausgeprägt sind (CHANGNON, 1992).
Nachfolgende Studien (z. B. ROZOFF et al., 2003; JAUREGUI & ROMALES, 1996) beschäftig-
ten sich damit, diese Erkenntnisse zu bestätigen. So analysierten BORNSTEIN & LIN (2000)
sechs Niederschlagsereignisse über Atlanta zwischen Juli und August 1996 und wiesen
nach, dass drei dieser Stürme durch eine von der städtischen Wärmeinsel hervorgerufene
Konvergenzzone verursacht wurden.
Auch Modellierungen, wie sie beispielsweise von THIELEN et al. (2000) und BAIK et al.
(2001) durchgeführt wurden, bestätigen die Beobachtungen aus der METROMEX-Studie,
dass städtische Wärmeinseln Niederschläge über der Stadt und in Lee begünstigen. Mit dem
ATLANTA-Projekt (Atlanta Land Use Analysis: Temperature and Air Quality) wurde unter an-
derem durch die NASA ein Programm mit dem Ziel ins Leben gerufen, zu beobachten, zu
modellieren und zu analysieren, welche Auswirkungen das Wachstum der Stadt Atlanta auf
das regionale Klima hat. Die Analyse der Landnutzungsänderungen für den Ballungsraum
Atlanta erfolgte dabei auf Basis von LANDSAT-MSS-Daten. Für die Analyse der Energief-
lüsse städtischer Oberflächen wurden neben Satellitendaten verschiedener Sensoren auch
hochauflösende Thermaldaten ausgewertet, welche mit dem flugzeuggetragenen ATLAS-
Sensor erfasst wurden. Die Ergebnisse der Satellitendatenauswertung wurden anschließend
mit Klimabeobachtungen von Wetterstationen im Bereich von Atlanta verglichen (QUATTRO-
CHI et al., 1998).
Während ältere Studien meist auf Daten von Regenmessern oder auf Modellsimulationen
basierten, um den Einfluss städtischer Gebiete auf den Niederschlag zu untersuchen, stellt
die satellitenbasierte Analyse der Niederschlagsveränderungen, wie sie von SHEPHERD et al.
(2002) durchgeführt wurde, die Möglichkeit dar, flächendeckende Beobachtungen über einen
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längeren Zeitraum durchzuführen. SHEPHERD et al. (2002) verwendeten Daten des Nieder-
schlagsradars der TRMM, um für einen Zeitraum von drei Jahren monatliche Niederschlags-
raten abzuleiten, mit deren Hilfe Niederschlagsmuster mehrerer Metropolregionen (Atlanta,
Montgomery, Nashville, San Antonio, Waco, Austin, Dallas) untersucht wurden, um den Ein-
fluss der Urbanisierung auf den Niederschlag zu quantifizieren. Die Ergebnisse bestätigen
die Resultate vorangegangener Studien, dass die Niederschläge in Lee der Stadt größer
ausfallen und die städtische Wärmeinsel die Niederschlagsmuster beeinflusst. Des Weiteren
wiesen SHEPHERD et al. (2002) durch Vergleiche mit Bodenbeobachtungen nach, dass aus
Satellitendaten gewonnene Niederschlagsberechnungen geeignet sind, um Niederschlags-
anomalien auf Grund städtischer Wärmeinseln nachzuweisen. Auch bei der Untersuchung
der Niederschlagsmuster für Houston setzten SHEPHERD & BURIAN (2003) Daten des Nie-
derschlagsradars der TRMM erfolgreich ein, um nachzuweisen, welchen Einfluss die Urbani-
sierung auf Niederschlagsereignisse hat. Einen guten Überblick über aktuelle Modellstudien
und den Einsatz von Satellitendaten gibt SHEPHERD (2005).
Neben dem Einfluss der städtischen Wärmeinseln auf die Niederschlagsverteilung ist jedoch
auch die Veränderung des Wasserhaushalts selbst durch die Urbanisierung von Interesse.
Die mit der Urbanisierung einhergehende Veränderung der Erdoberfläche hat Auswirkun-
gen auf die Wasserhaushaltsgrößen. Der Einfluss dieser Landnutzungsänderungen auf den
Wärme- und Wasserhaushalt wurde unter anderem von CARLSON & ARTHUR (2000) unter-
sucht. Sie werteten dazu AVHHR- und LANDSAT-Daten verschiedener Zeitpunkte aus, um
den Prozess der Urbanisierung im Untersuchungsgebiet Chester County, PA, zu dokumen-
tieren. Mit Hilfe der Dreiecksmethode von GILLIES & CARLSON (1995) und GILLIES et al.
(1997) bestimmten sie anschließend die Evapotranspiration für die jeweiligen Aufnahmezeit-
punkte und wiesen nach, dass die Zunahme der versiegelten Flächen mit der Abnahme der
Evapotranspiration einhergeht. Dies bedeutet zugleich, dass der Oberflächenabfluss dieser
Flächen höher ausfällt.
MONTZKA et al. (2008) verwendeten Daten verschiedener Sensoren (SPOT, ASTER, LAND-
SAT ETM+) zur Landnutzungsklassifikation als Datengrundlage für das Wasserhaushalts-
modell GROWA – GROßräumiges WAsserhaushaltsmodell , um die Evapotranspiration und
den Gesamtabfluss in Abhängigkeit von der Landnutzung für das Einzugsgebiet der Rur
zu bestimmen (vgl. KUNKEL & WENDLAND, 2002). Weitere Studien zur Verwendung von
Satellitendaten in hydrologischen Modellen finden sich zum Beispiel in SCHMUGGE et al.
(2002), KITE & PIETRONIRO (1996), WENG (2001), ARTHUR-HARTRANFT et al. (2003) und
WENG (2009). In diesen Studien werden meist jedoch Daten der Sensoren AVHHR, AS-
TER, SPOT oder LANDSAT verwendet, bei denen auf Grund ihrer geometrischen Auflö-
sung keine Differenzierung verschiedener urbaner Versiegelungsflächen vorgenommen wer-
den kann. Für eine Untersuchung des Einflusses verschiedener Oberflächenmaterialen auf
die thermischen und hydrologischen Bedingungen in urbanen Räumen sind diese daher nur
bedingt geeignet. Es besteht daher aus fernerkundlicher Sicht Forschungsbedarf, um den
Wärme- und Wasserhaushalt urbaner Räume differenzierter modellieren zu können (vgl.
WENG, 2009).
Neben dem Bedarf an detaillierten Informationen zu den verwendeten Oberflächenmateriali-
en erfordert die Untersuchung des Wasserhaushalts urbaner Räume noch geeignete hydro-
logische Modelle, in denen diese Flächeninformationen einbezogen werden können. In den
am häufigsten verwendeten Gebietswasserhaushalts-Modellierungen
• WaSiM-ETH (vgl. SCHULLA & JASPER, 1998),
• BAGLUVA (vgl. BUNDESANSTALT FÜR GEWÄSSERKUNDE, 2003),
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• ArcEGMO (vgl. ARCEGMO, 2012),
• AKWA-M (vgl. MÜLLER & MÜNCH, 2000),
• SLOWCOMP (vgl. FUNKE et al., 2006)
werden diese anthropogenen Flächenüberprägungen nur sehr verallgemeinert bzw. sehr we-
nig differenziert berücksichtigt. Daher ist auch die Entwicklung eines hydrologischen Modells,
das an die urbanen Gegebenheiten angepasst ist, notwendig.
Die Modellierung des Wasserhaushalts ist für Kommunen im Zuge von stadtplanerischen
Maßnahmen in vielfacher Hinsicht relevant. Häufig handelt es sich hier um die Ermittlung des
Versiegelungsgrades, da über diesen oftmals die entsprechenden Regenwasserentgelte be-
rechnet werden. Darüber hinaus ermöglichen diese Informationen auch die Bestimmung des
Abflusses als Information für die Leitungsnetzdimensionierung bei Planungen der Kanalisa-
tion. Über die Wasserhaushaltsgröße Evapotranspiration (Verdunstung) und deren Kopplung
an den Wärmehaushalt lassen sich zudem stadtklimatische Fragen beantworten. Durch den
Anteil versiegelter Flächen im urbanen Raum und den daraus resultierenden höheren Ab-
fluss ist die Verdunstung niedriger als im unbebauten Umland. Diese Reduzierung der Ver-
dunstung erhöht den Strom fühlbarer Wärme und trägt dadurch zur Erwärmung der unteren
Schichten der Atmosphäre bei.
Die Entwicklung eines Niederschlags-Abfluss-Modellsystems in Baugebieten erfolgte am Bei-
spiel der Stadt Heidenau bei Dresden innerhalb eines Forschungsprojektes in Zusammenar-
beit mit einem Dresdner Ingenieurbüro, welches auch für die Beschaffung der notwendigen
Klima- und Bodeninformationen verantwortlich war. Die Anpassung des Wasserhaushaltsmo-
dells auf den großmaßstäblichen Bereich wurde gemeinsam diskutiert und vom Ingenieurbü-
ro technisch umgesetzt. Die Auswertung der fernerkundlichen Daten hingegen wurde aus-
schließlich durch eigene Arbeiten erbracht. Nachfolgend sollen die wesentlichen Bausteine
des Modells kurz dargestellt werden, bevor im folgenden Kapitel die Datenaufbereitung und
-auswertung zur Parametergewinnung in Form von Flächennutzungsinformationen ausführ-
lich dargelegt wird.
Mit BAGLUVA (Verfahren nach BAGROV und GLUGLA zur Bestimmung vieljähriger Mittel-
werte von tatsächlicher Verdunstungs- und Abflusshöhe) steht ein modulares Wasserhaus-
haltsverfahren zur Verfügung, um die vieljährigen Mittelwerte der tatsächlichen Verduns-
tung und des Gesamtabflusses zu berechnen (vgl. BUNDESANSTALT FÜR GEWÄSSERKUNDE,
2003). Da bei der Betrachtung vieljähriger Mittelwerte die Änderung des Bodenspeichers ver-
nachlässigt werden kann, lautet die vereinfachte Wasserhaushaltsgleichung:
R = Pkorr − ETa (5.6)
mit
R = Abfluss
Pkorr = korrigierter Niederschlag
ETa = tatsächliche Verdunstung
Die Berechnung der tatsächlichen Verdunstung erfolgt über die Grasreferenzverdunstung und
das Anbringen von Korrekturfaktoren bezüglich der Hangneigung und der Landbedeckung.
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Da dieses Modell die heterogene Flächenstruktur urbaner Gebiete jedoch nur sehr verall-
gemeinert berücksichtigt, ist eine Weiterentwicklung des Modells notwendig, um den beson-
deren Bedingungen des bebauten und versiegelten Raumes gerecht zu werden. Um die zu
berechnenden Modellfaktoren nachvollziehbar und effektiv zu ermitteln, empfiehlt sich auch
für das verdichtete Modell ein modularer Aufbau (vgl. Abbildung 5.2).
Abbildung 5.2: Struktur des Modells NAMiB (Niederschlag-Abfluss-Modellsystems in Baugebie-
ten; aus: WESSOLLEK et al., 2009).
Aus den Eingangsdaten werden in einer Datenbank automatisch die Parameter berechnet
bzw. bestimmt, die zur Modellierung der hydrologischen Verhältnisse und zu den Wasser-
haushaltsberechnungen für die kommunalen Raumeinheiten benötigt werden. Für die aus-
gewählten Basiselemente (Stadtteile, Quartiere etc.) erfolgt zunächst die Berechnung der
Modellfaktoren. Anschließend werden auf der Grundlage der Flächennutzung und des Reliefs
die entsprechenden Korrekturfaktoren ermittelt, bevor diese dann in der Modellberechnung
berücksichtigt werden.
Die benötigten Klimadaten sind bundesweit verfügbar und können vom Deutschen Wetter-
dienst (DWD) bezogen werden. Sie beinhalten unter anderem Klimaparameter, wie langjähri-
ge Mittelwerte, aktuelle Monats-, Dekaden- und Tageswerte der Temperatur und des Nieder-
schlags sowie Wind- und Globalstrahlungsverhältnisse. Die für die Modellregion Heidenau
notwendigen geohydrologischen Informationen, wie die geologische Schichtung und hydro-
logische Parameter (Grund- und Schichtwasserleiter, Abflussrichtungen etc.), wurden mit-
telmaßstäblichen Kartenwerken (Geologische Karten 1:25.000, Lithofazieskarten 1:50.000,
Hydrologische Karte der DDR) entnommen. Die überdies notwendigen Bodeninformationen
wurden aus der Bodenkundlichen Karte Sachsen (1:50.000) sowie Karten der mittelmaß-
stäblichen bodenkundlichen Standortkartierung (MMK, 1:100.000) abgeleitet. Da stadtbo-
denkundliche Kartierungen nur für ausgewählte Großstädte existieren, wurde eine begrenz-
te Anzahl von Pedohydrotoptypen erarbeitet, die sowohl den Freiraum als auch anthropo-
gen veränderte Flächen berücksichtigen. Diese Pedohydrotoptypen kennzeichnen mittlere
Bodenverhältnisse nach Substrat- und Bodentypen und geologischen Verhältnissen sowie
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Bodenfeuchteregimen, Durchfluss- und Speicherkriterien und einer Vielzahl weiterer boden-
physikalischer Parameter (vgl. WESSOLLEK et al., 2009).
Als Datengrundlage der innerhalb des Modells zu berechnenden reliefbedingten Korrektur-
faktoren diente ein aus Radardaten generiertes Digitales Geländemodell. Für die Bestim-
mung der Korrekturfaktoren müssen aus diesen Reliefdaten Hangneigung und Exposition
abgeleitet werden. Die verwendeten Höheninformationen und deren Klassifikation sind im
nachfolgenden Kapitel 6 erläutert.
Im BAGLUVA-Modell erfolgte die Bestimmung der Landbedeckung an Hand des CORINE-
Datensatzes (Coordinated Information on the European Environment) in Form der Landnut-
zungsformen der Ebene 3. Um detaillierte Aussagen zum Wasserhaushalt urbaner Gebiete
treffen zu können, ist jedoch eine weitere Untergliederung nach dem Versiegelungsgrad not-
wendig (vgl. BUNDESANSTALT FÜR GEWÄSSERKUNDE, 2003; BERNHOFER & ATV-DVWK,
2002). Durch die Nutzung geometrisch hochauflösender Satellitendaten steht eine kosten-
günstige Alternative für die großräumige Erhebung der aktuellen Flächennutzung in Kommu-
nen zur Verfügung. Es stellt sich also im Folgenden die Frage, ob geometrisch hochauflösen-
de Satellitendaten (in diesem Fall Daten des Sensors IKONOS) geeignet sind, um detaillierte-
re Flächennutzungsinformationen für die Anwendung in urbanen Wasserhaushaltsmodellen
zu liefern.
Ausgehend vom verdichteten hydrologischen Modell wurden für den Parameter Flächennut-
zung zunächst aus hydrologischer Sicht folgende Klassen erarbeitet:
• Bebauung:
– Ziegel
– Betonelemente
– Glas, Metall
– Dachpappe
– Begrünte Dachfläche
• Versiegelte Freifläche:
– Asphalt, Bitumen, Schwarzdecke
– Betonplatten > 40x40 cm
– Betonplatten < 40x40 cm
– Rasengittersteine
– Natursteinpflaster
– Schlackesteine
– Schotterdecke
• Vegetationslose Freifläche:
– Humose Ackerfläche
– Lockere Aufschüttungen
– Lockere Abbauflächen
54
5.4 Wasserhaushalt
– Abtragungsflächen
– Verfestigte Wege
– Wasserflächen
• Kleingrünfläche:
– Lückenhaft, < 12 cm mittlere Höhe
– Dicht, mittlere Höhe 12 cm
– Dicht, mit Busch- und Strauchgruppen
• Großgrün:
– Laubwald < 90 Jahre
– Laubwald > 90 Jahre
– Schonung
– Nadelwald < 20 Jahre
– Nadelwald > 20 Jahre.
Mit Blick auf das Untersuchungsgebiet und die geometrische Auflösung der verwendeten
Daten konnten im Vorfeld folgende Feststellungen getroffen werden: Die Bestimmung der
Hauptklassen wird als weitgehend unkritisch angesehen. Die Abgrenzung der Gebäude von
den übrigen versiegelten Flächen soll auf Basis des normalisierten Oberflächenmodells erfol-
gen. Die Unterscheidung verschiedener Dachmaterialien der Klasse Bebauung soll auf Basis
des verwendeten Satellitenbildes vorgenommen werden. Die versiegelten Freiflächen sollen
ebenfalls nach verschiedenen Baumaterialien unterschieden werden. Es lässt sich bereits
jetzt feststellen, dass nicht alle erforderlichen Klassen extrahiert werden können.
Einige Klassen, wie z.B. die Betonplatten < 40x40 cm, könnten theroretisch sich zwar mit Hilfe
einer Texturanalyse bestimmt werden. Da die Elemente jedoch kleiner als die Pixelgröße sind,
ist eine Extraktion auf diesem Wege nicht möglich. Die Bestimmung der Kleingrünflächen
kann ebenfalls mit Hilfe des Satellitenbildes vorgenommen werden. Die Klasse Nadelwald
kommt im Untersuchungsgebiet Heidenau nicht vor, so dass diese Klasse entfällt. Für die Ab-
grenzung der Klasse Großgrün kann neben spektralen Eigenschaften auch das normalisierte
Oberflächenmodell zur Unterscheidung verschiedener Wuchshöhen herangezogen werden.
Ob eine weitere Unterscheidung in verschiedene Alterklassen erreichbar ist, kann im Vorfeld
nicht abgeschätzt werden. Innerhalb der vegetationslosen Freiflächen lässt sich die Klasse
Wasserflächen auf Grund ihrer spektralen Signatur gut von den übrigen Klassen extrahieren.
Inwiefern eine Abgrenzung auf spektralem Wege zwischen den übrigen vegetationslosen Flä-
chen erfolgen kann, muss die Auswertung der Daten zeigen. Die Unterscheidung zwischen
lockeren Aufschüttungen, lockeren Abbauflächen und Abtragungsflächen wird in diesem Zu-
sammenhang kritisch gesehen.
Obwohl bereits vor der Auswertung festgestellt wurde, dass die verwendeten Satellitendaten
nicht für die Unterscheidung aller Klassen geeignet sind, sollte dennoch deren Verwend-
barkeit für die Parametergewinnung für das hydrologische Modell geprüft werden, da diese
eine kostengünstigere Alternative zu Luftbildbefliegungen darstellen und zudem im Vergleich
zu diesen auch in kürzeren Zeitabständen aktuell zur Verfügung stehen. Der Schwerpunkt
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der Auswertung lag dabei vor allem bei der Klassifikation verschiedener verwendeter Ober-
flächenmaterialien, da diese auf Grund ihrer unterschiedlichen hydrologischen und thermi-
schen Eigenschaften, wie in den vorangegangen Kapiteln ausführlich dargestellt wurde, un-
terschiedliche Auswirkungen auf die Verdunstung haben.
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6 Parametergewinnung am Beispiel der
Stadt Heidenau
6.1 Das Untersuchungsgebiet – Heidenau
Als Untersuchungsgebiet im Rahmen dieser Forschungsarbeit diente die Stadt Heidenau in
Sachsen. Heidenau liegt zwischen Dresden und Pirna im oberen Elbtal. Mit einer Fläche von
ca. 11 km2 und 16.500 Einwohnern ist Heidenau die drittgrößte Stadt im Landkreis Sächsi-
sche Schweiz/Osterzgebirge (STADT HEIDENAU, 2012).
Mehrere Gründe sprachen für die Wahl der Stadt Heidenau. Im Rahmen der sächsischen
Regionalplanung stellt Heidenau ein Grundzentrum dar, deren Aufgabe es ist, „für die Be-
völkerung ihres Verflechtungsbereiches die Voraussetzungen zur Sicherung der Grundver-
sorgung im Gesundheitswesen sowie im Einzelhandel und Dienstleistungsbereich für den
allgemeinen Bedarf schaffen bzw. erhalten. Darüber hinaus sollen sie entsprechend ihrer
Arbeitsplatzzentralität Entwicklungsfunktionen für ihren übergemeindlichen Wirkungsbereich
übernehmen“ (REGIONALER PLANUNGSVERBAND OBERES ELBTAL/OSTERZGEBIRGE, 2009,
S. 18).
Auf Grund der genannten Einwohnerzahl und der damit einhergehenden Bevölkerungsdichte
kann davon ausgegangen werden, dass aus Sicht der Parametergewinnung nicht ausschließ-
lich urbane Strukturen in Daten vorhanden sein werden. Diese Überlegung bezieht sich einer-
seits auf die Tatsache, dass eine möglichst heterogene Struktur verschiedener Oberflächen-
nutzungen mit natürlichen Flächen (z. B. Vegetation) auf der einen Seite und durch den Men-
schen geschaffene Oberflächenformen (z. B. Bebauung) auf der anderen Seite vorhanden
sind. Andererseits galt es aber auch zu berücksichtigen, dass die Vielfalt vom Menschen ge-
schaffener Flächen in dieser Unterschiedlichkeit vertreten ist. Dazu gehört insbesondere das
Vorhandensein industrieller Flächen mit ihren spezifischen Bauwerken. Mit mehr als 23.000
Einwohnern im Verflechtungsbereich der Stadt Heidenau und einer Arbeitsplatzquote von 237
Arbeitsplätzen pro 1.000 Einwohnern wird Heidenau diesen Anforderungen gerecht (REGIO-
NALER PLANUNGSVERBAND OBERES ELBTAL/OSTERZGEBIRGE, 2009).
Nicht zuletzt sei an dieser Stelle auch erwähnt, dass die Lage der Stadt in Bezug zu Dres-
den und die damit einhergehende uneingeschränkte Erreichbarkeit, die gerade mit Blick auf
die im Folgenden dargestellten Analysen mit Hilfe fernerkundlicher Daten von unschätzba-
ren Wert war, da die Ortskenntnis bzw. die Möglichkeit, sich eine solche zu erarbeiten, vor
allem bei den durchgeführten Genauigkeitsanalysen eine wichtige Rolle spielte. Weiterhin
bestand bereits während der Bearbeitung ein Interesse der Sadtwerke Heidenau an den nun
vorliegenden Ergebnissen.
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6.2 Datengrundlage
6.2.1 IKONOS-Satellitenszene
Die Basis der Untersuchungen bildeten Daten des IKONOS-Satellitensystems. Bei IKONOS
handelt es sich um einen kommerziellen Erdbeobachtungssatelliten, der von der Firma
GeoEye betrieben wird. Der Bezug der Daten erfolgte über European Space Imaging (EU-
SI), ein Tochterunternehmen mit Sitz in München, das für den Vertrieb der Daten in Europa
zuständig ist. IKONOS verfügt über vier Multispektralkanäle, welche die Wellenlängenberei-
che des Blau, Grün, Rot sowie des nahen Infrarots abdecken. Die geometrische Auflösung
der multispektralen Bänder beträgt 3,2 m. Zusätzlich steht noch ein panchromatischer Kanal
mit einer geometrischen Auflösung von 0,82 m zur Verfügung (GEOEYE, 2012). Die Band-
breiten der Kanäle und weitere technische Daten des IKONOS-Satelliten sind in Tabelle 6.1
zusammengestellt.
Tabelle 6.1: Allgemeine technische Daten des IKONOS-Satellitensystems (GEOEYE, 2012).
Start: September 1999
Flughöhe: 681 km
Wiederholrate: 2,9 Tage
Geometrische Auflösung: 0,82 m (panchromatisch)
3,2 m (multispektral)
Spektrale Auflösung: Blau (0,45–0,52 µm)
Grün (0,52–0,60 µm)
Rot (0,63–0,69 µm)
nIR (0,76–0,90 µm)
Swadth-Breite: 11,3 km
Äquatorüberflug: 10:30 Uhr (wahre Ortszeit)
Abbildung 6.1: Lage der verwendeten IKONOS-Szene in Sachsen (© OPENSTREETMAP CON-
TRIBUTORS (2012)).
Die im Rahmen der Forschungsarbeit verwendete Szene wurde im September 2004 aufge-
nommen. Da die Daten im Prozessierungslevel Standard Geometrically Corrected geliefert
wurden, liegen diese bereits georeferenziert vor. Dieser Prozessierungslevel beinhaltet eben-
falls ein Resampling der Pixelgröße auf 1 m im panchromatischen Kanal bzw. auf 4 m für die
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multispektralen Kanäle. Die wichtigsten Spezifikationen der verwendeten Szene sind in Ta-
belle 6.2 zusammengestellt. Die Wolkenbedeckung der Szene wird mit 2 % angegeben. Be-
troffen ist jedoch nur der südöstliche Rand der Aufnahme, das Stadtgebiet von Heidenau und
damit das eigentliche Untersuchungsgebiet ist wolkenfrei.
Tabelle 6.2: Daten der Satellitenszene von Heidenau in Sachsen (GEOEYE, 2012).
Sensor: IKONOS-2
Lieferant: European Space Imaging, GeoServe
Radiometrische Auflösung: 11 bit
Datenformat: GeoTIFF
Prozessierungslevel: Standard Geometrically Corrected
Aufnahmezeitpunkt: 02.09.2004 10:17 GMT
Wolkenbedeckung: 2 %
Projektion: UTM, WGS 84
Eckkoordinaten:
linke obere Ecke:
rechte obere Ecke:
X 416.646,064 m
Y 5.605.906,295 m
X 424.185,064 m
Y 5.644.231,295 m
6.2.2 Automatisierte Liegenschaftskarte – ALK
Die Daten der Automatisierten Liegenschaftskarte (ALK) wurden über das Landesvermes-
sungsamt Sachsen (heute GeoSN) bezogen und lagen zunächst im für den Datenaustausch
üblichen Format EDBS (Einheitliche Datenbankschnittstelle) vor. Für die Verwendung als
Referenzdaten für die Genauigkeitsanalyse mussten diese zunächst in das Shape-Format
umgewandelt werden. Die Layer, welche mit Hilfe des ATKIS/ALK-Managers (ATKIS: Amt-
liches Topographisch-Kartographisches Informationssystem) der Gesellschaft für Informati-
onstechnologie mbH aus den EDBS-Daten extrahiert wurden, sind in Tabelle 6.3 zusammen-
gestellt.
Tabelle 6.3: Informationen zur Automatisierten Liegenschaftskarte (ALK).
Lieferant: Landesvermessungsamt Sachsen
(heute GeoSN)
Datenformat: EDBS
Projektion: DHDN (Deutsches Hauptdreiecks-
netz)
Ausdehnung: Xmin 5.643.383,819 m
Xmax 5.655.723,377 m
Ymin 5.417.183,586 m
Ymax 5.425.660,820 m
Layer: Flurstücke
Gebäude
Nutzung
Topographie
Straßen
Gewässer
Gebäude aus Luftbildern
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6.2.3 Höhendaten – DEM/DSM
Die im Rahmen der Forschungsarbeit verwendeten Höhendaten wurden von der Firma IN-
TERMAP, NEXTMap bezogen (vgl. Tabelle 6.4). Bei den Radardaten handelt es sich um flug-
zeuggestützte Aufnahmen des firmeneigenen interferometrischen SAR (Synthetic Aperture
Radar)- Systems der Firma Intermap Technologies mit einer Flughöhe von 8.400 m über mitt-
lerer Seehöhe und Blickrichtung Westen (vgl. INTERMAP TECHNOLOGIES INC., 2007).
Tabelle 6.4: Informationen zu den Höhendaten der Firma NEXTMap.
Lieferant: INTERMAP, NEXTMap Deutschland
Produkte: DSM, DEM
Datenformat: 8 Bit - GeoTIFF
Datengenerierung: Interferometric Synthetic Aperture
Radar (InSAR)
Aufnahmezeitpunkt: 27.06.2006 – 10.07.2006
Projektion: ETRS89
Ausdehnung: West: 13.749979°
Ost: 14.000021°
Nord: 51.000021°
Süd: 50.874979°
Der Datenlieferant gibt eine Lagegenauigkeit von 2 m und eine Höhengenauigkeit besser
1 m an. Vergleichende Untersuchungen mit einem digitalen Bodenmodell, welches zwischen
2004 und 2006 durch das Institut für Photogrammetrie und Fernerkundung der TU Dresden
erstellt und mittels Laserscannings erfasst wurde, ergaben, dass diese Genauigkeitsangaben
für ebenes Gelände zutreffend sind. In Hanglagen treten jedoch größere Höhendifferenzen
auf (vgl. TROMMLER, 2008).
Zur Konsistenzprüfung des Oberflächenmodells (vgl. Abbildung 6.2) wurde zudem ein nor-
malisiertes Oberflächenmodell (vgl. Abbildung 6.3) erstellt, welches sich aus der Differenz
zwischen Oberflächen- und Geländemodell ergibt. Die dabei auftretenden negativen Diffe-
renzen führte TROMMLER (2008) auf einen systematischen Fehler in den Radardaten zurück
und eliminierte die negativen Differenzen, indem in diesen Bereichen die Höhen des Oberflä-
chenmodells durch die Höhen des Geländemodells ersetzt wurden. Das daraus resultierende
korrigierte Oberflächenmodell bildete die Datengrundlage im Rahmen dieser Forschungsar-
beit.
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Abbildung 6.2: Digitales Oberflächenmodell (© INTERMAP, NEXTMap).
Abbildung 6.3: Normalisiertes Oberflächenmodell (© INTERMAP, NEXTMap).
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6.3 Datenvorverarbeitung
Die wichtigsten Aufgaben der Vorverarbeitung bestehen in der Beseitigung von geometri-
schen und radiometrischen Fehlern der Bilddaten. In den meisten Fällen werden die Daten
dem Nutzer schon in einer vorverarbeiteten Form zur Verfügung gestellt, in der die sensor-
bedingten Kalibrierungsschritte durchgeführt wurden und die Daten als at-sensor -Radianzen
vorliegen. In einem weiteren Schritt, der atmosphärischen Korrektur, müssen diese nun noch
in at-surface-Radianzen umgewandelt werden (vgl. REES, 2001).
Bei der geometrischen Korrektur steht die Zuordnung der Bildkoordinaten zu den entspre-
chenden Koordinaten auf der Erdoberfläche im Fokus. Diese kann über die Sensorposition
und den Blickwinkel des Sensors hergestellt werden. Da die daraus resultierende Lagege-
nauigkeit meist nicht ausreichend ist, werden zusätzlich sogenannte Ground Control Points
(GCP) verwendet, um die Transformation der Bildkoordinaten in ein erdgebundenes Koor-
dinatensystem, z. B. geographische Koordinaten, durchzuführen. Diese Transformation wird
mit Hilfe einer Übertragungsfunktion dargestellt. Die einfachste Funktion dieser Art ist dabei
eine reine Translation. In komplexeren Funktionen hingegen können zusätzlich noch Rota-
tionen und Maßstabsfaktoren sowie weitere lokale Verzerrungen berücksichtigt werden. Je
komplexer die Transformationsfunktionen werden, desto mehr Passpunkte in Form der GCPs
werden benötigt (vgl. REES, 2001).
Darüber hinaus umfasst die Vorverarbeitung noch die Bildfusion und die Ableitung zusätzli-
cher Informationen.
6.3.1 Radiometrische Korrekturen
Wie Tabelle 6.2 zu entnehmen ist, lagen die Daten der IKONOS-Szene als 11-bit-kodierte Di-
gital Numbers (DN) ohne physikalische Einheit vor. Um eine atmosphärische Korrektur durch-
führen zu können, wurden diese Werte zunächst in at-sensor -Radianzen überführt. Diese
Umrechnung erfolgte auf der Basis von Gleichung 6.1 (vgl. TAYLOR, 2009):
L =
DN
calCoef ·Bandwidth (6.1)
mit
L = spektrale Radianz (mW/cm2 · sr · nm)
calCoef = Kalibrierungskoeffizient (DN · cm2 · sr/mW )
Bandwidth = Bandbreite (nm)
Die zur Berechnung der Radianzen benötigten Bandbreiten und Kalibrierungskoeffizienten
sind in Tabelle 6.5 zusammengestellt (vgl. COOK et al., 2001).
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Tabelle 6.5: Kalibrierkoeffizienten (nach: COOK et al., 2001; TAYLOR, 2009).
Band Untere Grenze Obere Grenze Bandbreite Bandmitte Kalibrier-
koeffizient
(nm) (nm) (nm) (nm) (mW/cm2 ·sr)
Pan (TDI 13) 525,8 928,5 403 721,1 161
Blau 444,7 516,0 71,3 480,3 728
Grün 506,4 595,0 88,6 550,7 727
Rot 631,9 697,7 65,8 664,8 949
nIR 757,3 852,7 95,4 805,0 843
Die anschließende atmosphärische Korrektur erfolgte mit Hilfe der Software ENVI FLAASH
(fast line-of-sight Atmospheric Analysis of spectral hypercubes) in der Version 4.3 der Fir-
ma ITT Visual Information Solutions. Da hierfür ein Radianzenbild in der Einheit µWcm2·sr·nm
benötigt wird, wurde Gleichung 6.1 wie folgt modifiziert zu Gleichung 6.2:
L =
103 ·DN
calCoef ·Bandwidth (6.2)
Für die atmosphärische Korrektur in FLAASH erfolgte neben der Auswahl des Atmosphären-
und des Aerosolmodells (vgl. Tabelle 6.6) noch die Eingabe der szenenspezifischen Parame-
ter (z. B. Sensor, Bildmittelpunkt, Aufnahmezeitpunkt).
Tabelle 6.6: Modtran4-Modellatmosphären (nach: ITT VISUAL INFORMATION SOLUTIONS, 2009).
Modellatmosphäre Abkürzung Wasserdampfsäule Lufttemperatur am Boden
[g cm−2] [°C]
Sub-Arctic Winter subaw 0,42 -16
Mid-Latitude Winter midwi 0,85 -1
U.S. Standard USSTD 1,42 15
Sub-Arctic Summer subas 2,08 14
Mid-Latitude Summer midsu 2,92 21
Tropical tropic 4,11 27
Die für die atmosphärische Korrektur der IKONOS-Szene gewählten Parameter sind in Abbil-
dung 6.4 dargestellt. Die Sichtweite wurde mit Hilfe der Daten des Deutschen Wetterdienstes
(vgl. Tabelle 6.7) auf 30 km festgelegt. Die Auswahl des Atmosphärenmodells erfolgte an
Hand von ITT VISUAL INFORMATION SOLUTIONS (2009), welches für den Breitengrad und
das Aufnahmedatum den Atmosphärentyp Sub-Artic-Summer empfiehlt. Diese Empfehlung
basiert auf der Breiten- und Jahreszeitenabhängigkeit der Oberflächentemperatur und deckt
sich mit den Daten des Deutschen Wetterdienstes (vgl. Tabelle 6.7).
Die aus der Korrektur resultierenden Reflektanzen haben einen theoretischen Wertebereich
zwischen 0 und 1. Durch eine leichte Überkorrektur traten jedoch auch einige negative Werte
auf. Da bei den gewählten Parametern die geringste Anzahl negativer Reflektanzen auftrat
(etwa 0,5 % der Pixel), wurden die verbleibenden Pixel vor der Weiterverarbeitung auf Null
gesetzt.
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Abbildung 6.4: ENVI-FLAASH-Eingabemaske.
Tabelle 6.7: Wetterdaten für den 02. September 2004 (DWD).
Lufttemperatur: 16,3°C
Relative Luftfeuchte: 62 %
Luftdruck: 994,10 hPa
Bedeckungsgrad: 2,0 %
Sichtweite: 20–50 km
In Abbildung 6.5 und 6.6 ist der Effekt der atmosphärischen Korrektur am Vergleich zwischen
dem Ausgangsdatensatz und dem korrigierten Datensatz deutlich zu erkennen. Während der
Ausgangsdatensatz eher matt und kontrastarm wirkt, ist das korrigierte Bild deutlich klarer, da
der Dunstschleier durch die atmosphärische Korrektur beseitigt wurde. Die erhaltenen Satel-
litendaten sind nun unabhängig vom Aufnahmezeitpunkt und seinen Beleuchtungsverhältnis-
sen und erlauben somit eine reproduzierbare Analyse des erfassten Gebietes.
Abbildung 6.5: IKONOS-Szene vor der at-
mosphärischen Korrektur (© EUSI).
Abbildung 6.6: IKONOS-Szene nach der
atmosphärischen Korrektur (© EUSI).
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6.3.2 Bildfusionen
Das Ziel der Verfahren der Bildfusion ist die Kombination der hohen geometrischen Auflö-
sung des panchromatischen Bandes mit den Informationen der multispektralen Bänder. Im
Ergebnis liegt ein multispektrales Bild mit der geometrischen Auflösung des panchromati-
schen Kanals vor.
Für die Bildfusion (resolution merge) wurden verschiedene Verfahren der Software ERDAS
IMAGINE 8.7 getestet:
IHS-Transformation: Hierbei werden zunächst die Daten des RGB-Farbraumes in den IHS-
Farbraum (Intensity, Hue, Saturation) transformiert. Nach der Anpassung beider Histo-
gramme wird der Intensity-Kanal durch den panchromatischen Kanal ersetzt. Anschlie-
ßend erfolgt eine Rücktransformation in den RGB-Farbraum (vgl. LILLESAND et al.,
2004). Diese Transformation kann jedoch nur für dreikanalige Bilder erfolgen.
Verfahren der Multiplikation: Die Bildfusion wird hierbei durch eine einfache Multiplikation
des panchromatischen Kanals mit den Multispektraldaten erzeugt (vgl. LEICA GEOSYS-
TEMS, 2003). Dies führt jedoch oft zu Farbverschiebungen.
Brovey-Transformation: Bei dieser Transformation erfolgt die Fusion durch die Multiplika-
tion des panchromatischen Kanals mit den normierten Grauwerten der multispektra-
len Bänder. Die Normierung erfolgt durch die Division der Grauwerte eines spektralen
Bandes durch die Summe der Grauwerte aller spektralen Kanäle. Diese Transformation
wurde entwickelt, um den Kontrast in den niedrigen und hohen Grauwertbereichen zu
verstärken. Ebenso wie die IHS-Transformation erfolgt diese nur für dreikanalige Bilder
(vgl. LEICA GEOSYSTEMS, 2003).
Hauptkomponententransformation: Der Hauptkomponententransformation geht eine sta-
tistische Analyse voraus, bei der die Varianz-Kovarianz-Matrix der einzelnen Kanäle
eines Bildes berechnet wird. Zur Beseitigung der linearen Abhängigkeiten, also der
Korrelationen der Kanäle, muss die Varianz-Kovarianz-Matrix in eine Diagonalmatrix
überführt werden. Über die Bestimmung der Eigenwerte und Eigenvektoren kann diese
Drehung erfolgen, die die Hauptkomponententransformation darstellt. Die Eigenwerte
entsprechen dann der Varianz der jeweiligen Komponente und sind in der Diagonalma-
trix nach absteigenden Werten sortiert. Der Informationsgehalt ist damit in der ersten
Komponente am größten und nimmt für die folgenden Komponenten immer weiter ab.
Die letzte Komponenten enthalten in aller Regel die Rauschanteile des Bildes. Neben
der Beseitigung der Korrelationen in den Originaldaten kann auf diesem Wege also
auch eine Datenreduktion erfolgen, indem nur die Komponenten für die anschließende
Klassifikation verwendet werden, die den größten Informationsgehalt aufweisen. Die
Hauptkomponententransformation ist datenabhängig, das bedeutet, dass sich für jede
Szene unterschiedliche Rotationsmatrizen ergeben, was den Vergleich verschiedener
transformierter Bilder erschwert (vgl. LILLESAND et al., 2004; SCHOWENGERDT, 2007).
Darüber hinaus kann die Hauptkomponententransformation auch für die Bildfusion ver-
wendet werden. Dabei werden zunächst die Hauptkomponenten des multispektralen
Datensatzes berechnet. Danach wird die erste Hauptkomponente durch den geome-
trisch höher aufgelösten panchromatischen Kanal ersetzt, wobei dieser jedoch unter
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Beibehaltung des Histogramms auf den Wertebereich (min-max) der ersten Hauptkom-
ponente skaliert wird. Im Anschluss erfolgt eine inverse Hauptkomponententransforma-
tion, in deren Ergebnis ein multispektrales Bild mit der geometrischen Auflösung des
panchromatischen Kanals von 1 m vorliegt.
Neben der Wahl des Fusionsverfahrens stehen noch verschiedene Resampling-Verfahren
zur Verfügung. Ausschnitte der Ergebnisse der drei möglichen Resampling-Verfahren sind in
den Abbildungen 6.7 bis 6.9 für das Fusionsverfahren der Hauptkomponententransformation
gegenübergestellt.
Abbildung 6.7: Resampling-Methode: Nea-
rest Neighbor; Fusion: Hauptkomponen-
tentransformation (Ausschnitt; © EUSI).
Abbildung 6.8: Resampling-Methode: Bi-
lineare Interpolation; Fusion: Haupt-
komponententransformation (Ausschnitt;
© EUSI).
Abbildung 6.9: Resampling-Methode:
Cubic Convolution; Fusion: Hauptkom-
ponententransformation (Ausschnitt;
© EUSI).
Die Nearest-Neighbor-Interpolation vermittelt dabei am wenigsten den Eindruck einer Ver-
besserung der geometrischen Auflösung, da diese die typischen Treppeneffekte verursacht.
Die bilineare Interpolation und die Resampling-Methode cubic convolution hingegen liefern
deutlich bessere Ergebnisse.
Da das Verfahren der cubic convolution etwas kontrastreicher ist, wurde bei den getesteten
Fusionsverfahren, sofern möglich, diese Resampling-Methode gewählt.
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Die Abbildungen 6.10 bis 6.13 stellen die eigentlichen Ergebnisse der verschiedenen Fusi-
onsverfahren gegenüber.
Abbildung 6.10: Fusion: Multiplikationsver-
fahren; Resampling-Methode: cubic con-
volution (Ausschnitt; © EUSI).
Abbildung 6.11: Fusion: IHS-
Transformation; Resampling-Methode:
Bilineare Interpolation (Ausschnitt;
© EUSI).
Abbildung 6.12: Fusion: Brovey-
Transformation; Resampling-Methode:
cubic convolution (Ausschnitt; © EUSI).
Abbildung 6.13: Fusion: Hauptkomponen-
tentransformation; Resampling-Methode:
cubic convolution (Ausschnitt; © EUSI).
Das Ergebnis der Multiplikation verfügt zwar über eine gute Schärfe, jedoch sind hier star-
ke Farbverschiebungen zu erkennen, die den Kontrast vermindern. Da bei der Fusion mit
Hilfe der IHS-Transformation nicht die Resamplingmethode cubic convolution gewählt wer-
den konnte, wirkt das Ergebnisbild weniger scharf. Im Vergleich zum Multiplikationsverfahren
sind jedoch die Farbverschiebungen weniger stark ausgeprägt. Das beste Resultat ist mit der
Hauptkomponententransformation erreicht worden. Dies betrifft sowohl die Schärfe als auch
die Farbtreue im Vergleich zum Ausgangsdatensatz. Auch die Brovey-Transformation liefert
in Bezug auf die Schärfe ein gutes Ergebnis. Nachteilig wirken sich hier jedoch Farbverschie-
bungen und die Tatsache aus, dass es nur für dreikanalige Bilder anwendbar ist. Daher wurde
für die Auswertung der Daten die Bildfusion auf Basis der Hauptkomponententransformation
verwendet.
Die Wirkungsweise und der Gewinn an geometrischer Genauigkeit multispektraler Informa-
tionen wird durch den direkten Vergleich der Bilder vor und nach der Transformation deutlich
(vgl. Abbildungen 6.14 und 6.16).
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Abbildung 6.14: Panchromatischer Ka-
nal der IKONOS-Szene (Ausschnitt;
© EUSI).
Abbildung 6.15: Multispektrale Farbdarstel-
lung (RGB) der IKONOS-Szene (Aus-
schnitt; © EUSI).
Abbildung 6.16: Ergebnis der Bildfusion;
Fusion: Hauptkomponententransformati-
on; Resampling-Methode: cubic convolu-
tion (Ausschnitt; © EUSI).
6.3.3 Geometrische Rektifizierung
Wie der Datenübersicht (vgl. Tabelle 6.2 und 6.3) zu entnehmen ist, liegen die verschie-
denen Daten in unterschiedlichen Koordinatensystemen vor. Um eine gemeinsame Aus-
wertung zu ermöglichen, ist zunächst die Überführung in ein einheitliches Referenzsystem
notwendig. Da die ALK die Arbeitsgrundlage der Kommunen darstellt, wurden sowohl die
Höhendaten als auch die Satellitenbilddaten in das Koordinatensystem der ALK transfor-
miert.
Da nach der Transformation noch Lageabweichungen zwischen den Daten der ALK und der
IKONOS-Szene von ca. 15 m (vgl. Abbildung 6.17) auftraten, musste zusätzlich eine geo-
metrische Korrektur der Satellitendaten durchgeführt werden. Die Anpassung der Satelliten-
daten erfolgte mit Hilfe des GCP-Tool der Software ERDAS IMAGINE 8.7. Dabei wurden 45
Referenzpunkte in der IKONOS-Szene und der ALK bestimmt, mit deren Hilfe dann die Trans-
formation durchgeführt wurde. Der mittlere Fehler lag bei 0,14 Pixeln, dies entspricht 14 cm.
Durch die Überlagerung der Satellitendaten mit der ALK wurde zusätzlich eine visuelle Qua-
litätskontrolle vorgenommen (vgl. Abbildung 6.18).
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Abbildung 6.17: IKONOS-Szene und ALK
vor der Co-Registrierung (Ausschnitt;
© EUSI).
Abbildung 6.18: IKONOS-Szene und ALK
nach der Co-Registrierung (Ausschnitt;
© EUSI).
Diese Qualitätskontrolle konnte die Lagegenauigkeit für große Bereiche der Szene bestäti-
gen. Abweichungen ergaben sich lediglich am Bildrand und in Bereichen, welche größere
Höhenunterschiede aufweisen.
6.3.4 Generierung von Zusatzinformationen aus den
IKONOS-Daten
6.3.4.1 Bandratios
Aus multispektralen Satellitenbildern lässt sich eine Reihe von Informationen ableiten. Weit
verbreitet ist dabei die Verwendung von Ratios, die meist darauf abzielen, spektrale Eigen-
schaften der verschiedenen Oberflächennutzungen geeignet miteinander zu kombinieren, um
Unterschiede bzw. Veränderungen leichter erkennen zu können.
Zur Klassifikation verschiedener Vegetationsarten oder Vegetationsschäden wird häufig das
Verhältnis der Reflektanz im Bereich des nahen Infrarots und im Bereich des Rot verwendet.
Dabei macht man sich den starken Anstieg in der spektralen Signatur zwischen dem roten
und dem nahinfraroten Wellenlängenbereich bei etwa 200 nm (Red Edge) zunutze. Dieser
Anstieg ist typisch für grüne Vegetation, während die meisten anderen natürlichen Oberflä-
chen in diesem Bereich nur geringe Änderungen der Reflektanz aufweisen (vgl. JONES &
VAUGHAN, 2010).
Abbildung 6.19 zeigt den zweidimensionalen Merkmalsraum des nahen Infrarots und des
Rot. Die verschiedenen Oberflächen bilden Cluster in diesem Merkmalsraum. Auf Grund der
hohen Reflexion im nahen Infrarot und der niedrigen Reflexion im Bereich des Rot befindet
sich das Vegetationscluster im linken oberen Bereich. Die Bodenpixel hingegen befinden sich
entlang einer Diagonalen im unteren Bereich des Merkmalsraum (Bodenlinie oder auch Soil
Line). Trockene Böden finden sich dabei am oberen Ende der Bodenlinie, da sie sowohl im
roten als auch in nahinfraroten Bereich eine hohe Reflektanz besitzen. Feuchte Böden hin-
gegen besitzen eine niedrige Reflektanz in beiden Wellenlängenbereichen und sind daher im
unteren Bereich der Bodenlinie zu finden (vgl. JONES & VAUGHAN, 2010).
Die Ratiobilder entstehen aus der Division der Reflektanz eines Pixels eines spektralen Ban-
des durch die Reflektanz desselben Pixels eines anderen Bandes. Der große Vorteil dieser
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Abbildung 6.19: 2D-Merkmalsraum (Rot/NIR) der IKONOS-Szene (eigene Darstellung).
Ratiobilder besteht darin, dass dadurch Effekte, die auf Grund unterschiedlicher Beleuch-
tungsverhältnisse entstehen, eliminiert werden können. Durch die Beleuchtungsverhältnisse
und die Geländegeometrie können gleiche Objektklassen durchaus unterschiedlich in den
Ausgangsdaten dargestellt sein, je nachdem, ob sie in sonnenbeschienenen oder beschat-
teten Bereichen liegen. Da der Einfluss der Beleuchtung in allen spektralen Kanälen ähnlich
ist, kann er durch die Ratiobildung beseitigt werden (vgl. LILLESAND et al., 2004; LÖFFLER
et al., 2005; REES, 2001).
Jede Oberfläche hat eine spezifische spektrale Signatur, deren Verlauf (Anstieg oder Abfall)
zwischen zwei Bändern mit Hilfe der Ratios beschrieben werden kann. Bei gesunder Vegeta-
tion ist ein starker Anstieg der spektralen Signatur beim Übergang vom roten in den nahinfra-
roten Bereich zu verzeichnen; dieser Anstieg und damit auch das Verhältnis der Grauwerte
sinkt, je geschädigter die Vegetation ist. Vegetationsindizes gehören zu den am häufigsten
verwendeten Ratios. Der bekannteste unter ihnen ist der Normalized Vegetation Index (vgl.
Formel 6.3), der zur Klassifikation von Vegetation verwendet wird. Eine Übersicht über die
zahlreichen weiteren Vegetationsindizes enthält (vgl. JONES & VAUGHAN, 2010, S. 169 ff.).
NDV I =
NIR−R
NIR+R
(6.3)
NIR = Reflektanz im Spektralbereich des nahen Infrarots
R = Reflektanz im Bereich des roten Lichts
Neben Vegetationsindizes sind auch andere Bandkombinationen für die Ratiobildung mög-
lich, wobei die Anzahl der möglichen Ratios von der Anzahl der verfügbaren spektralen Bän-
der abhängt. Durch die Kombination verschiedener Ratios kann so ein Farbkomposit erzeugt
werden, dass durch Verstärkung der spektralen Unterschiede die Interpretierbarkeit der Da-
ten erhöht. Die Kombination jeweils zweier spektraler Bänder ist jedoch nur sinnvoll, wenn
diese wenig korreliert sind, da sonst der Kontrast im Ratiobild gering ist (vgl. LILLESAND
et al., 2004).
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6.3.4.2 Tasseled-Cap-Transformation
Im Gegensatz zur Hauptkomponententransformation ist die Tasseled-Cap-Transformation sen-
sorabhängig und wurde von KAUTH & THOMAS (1976) zunächst für LANDSAT MSS entwi-
ckelt. Bei der Auswertung von Zeitreihenbeobachtungen von LANDSAT-Daten für landwirt-
schaftliche Zwecke bemerkten sie, dass sich in den Scatterplots Muster erkennen ließen, die
die Wachstumsphasen der Vegetation widerspiegeln und die Form einer Zipfelmütze (tas-
seled cap) aufweisen. Durch die Transformation sollte die Klassifizierbarkeit verschiedener
Getreidearten und die Unterscheidung von Getreide zu anderen Vegetationsarten verbessert
werden. Der Mützenrand wird dabei durch die Bodenlinie gebildet, welche als erste Achse
des neuen Koordinatensystems definiert wurde. Diese ist durch die Signaturen von vegetati-
onslosen Flächen geprägt und wird deshalb auch als soil brightness bezeichnet. Die zweite
Achse des neuen Koordinatensystems, welche mit greenness bezeichnet wird, steht senk-
recht auf der ersten und zeigt in Richtung der Vegetationsentwicklung und kann daher, ähn-
lich wie der NDVI, zur Vegetationsanalyse verwendet werden. Die dritte und vierte Achse,
die senkrecht zu den ersten beiden stehen, bezeichneten sie mit yellow stuff und non-such.
Für die nachfolgenden LANDSAT-Sensoren wurden weitere Rotationsmatrizen entwickelt, für
welche die Achsenbezeichnungen brightness, greenness, wetness und haze üblich sind (vgl.
SCHOWENGERDT, 2007; RICHARDS & JIA, 2006; LILLESAND et al., 2004).
Da es sich bei der Tasseled-Cap-Transformation um eine sensorabhängige Transformation
handelt, muss für jeden neuen Sensor eine spezifische Rotationsmatrix entwickelt werden.
Einen entsprechenden Ansatz für IKONOS liefert HORNE (2003):
u1 = 0,326 · xblue + 0,509 · xgreen + 0,560 · xred + 0,567 · xnir (6.4)
u2 = −0,311 · xblue − 0,356 · xgreen − 0,325 · xred + 0,819 · xnir (6.5)
u3 = −0,612 · xblue − 0,312 · xgreen + 0,722 · xred − 0,081 · xnir (6.6)
u4 = −0,650 · xblue + 0,719 · xgreen − 0,243 · xred − 0,031 · xnir (6.7)
ui = Achsenbezeichnung der Tasseled-Cap-Transformation
xi = Reflektanz im jeweiligen Spektralband
Die Tasselep-Cap-Transformatiom wurde im Model Maker der Software ERDAS IMAGINE
umgesetzt. In den Abbildungen 6.20 und 6.21 ist das Ergebnis dieser Transformation für die
ersten drei Bänder im Vergleich mit dem Echtfarbenbild der IKONOS-Szene dargestellt.
Für eine genauere Betrachtung sind die einzelnen Bänder in den Abbildungen 6.22 und 6.25
für einen kleinen Szenenausschnitt separat abgebildet. Da das erste Band (Tasseled-Cap-
Komponente 1) hauptsächlich auf einer Summierung der einzelnen Originalkanäle basiert
(vgl. Gleichung 6.4), entspricht dies weitgehend dem Informationsgehalt des panchroma-
tischen Kanals. Der zweite Tasseled-Cap-Kanal hingegen basiert auf der Subtraktion der
sichtbaren Kanäle vom nahen Infrarot. Da die Vegetation im Vergleich zu künstlichen Ober-
flächen im nahen Infrarot höhere Reflektanzen aufweist, sind diese im Ergebnis durch die
höheren Grauwerte des zweiten Tasseled-Cap-Kanals gekennzeichnet. Gebäude und Stra-
ßen hingegen haben deutlich niedrigere Grauwerte (vgl. Abbildung 6.23). Die Kanäle 3 und
4 repräsentieren nur 1,8 % bzw. 0,4 % der Gesamtvarianz (vgl. Tabelle 6.8) und wirken daher
etwas verrauscht. Im dritten Kanal fällt jedoch auf, dass sich die verschiedenen Dachbe-
deckungen stark unterscheiden. Die roten Ziegeldächer besitzen sehr hohe Grauwerte, die
Dächer in den Gewerbegebieten, bei denen es sich häufig um Flachdächer aus Dachpappe
oder Metall handelt, haben hingegen deutlich niedrigere Grauwerte.
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Abbildung 6.20: IKONOS-Szene – RGB
(Ausschnitt, © EUSI).
Abbildung 6.21: IKONOS-Szene – TC-
Komponenten 1/2/3
(Ausschnitt, © EUSI).
Abbildung 6.22: TC-Komponente 1
(Ausschnitt, © EUSI).
Abbildung 6.23: TC-Komponente 2
(Ausschnitt, © EUSI).
Abbildung 6.24: TC-Komponente 3
(Ausschnitt, © EUSI).
Abbildung 6.25: TC-Komponente 4
(Ausschnitt, © EUSI).
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Tabelle 6.8: Statistische Auswertung der Tasseled-Cap-Transformation (Varianzen).
TC-Komponente Anteil an der
Gesamtvarianz
[%]
Kumulierter Anteil an
der Gesamtvarianz
[%]
1 62,96 62,96
2 34,81 97,76
3 1,84 99,61
4 0,39 100,00
6.3.4.3 Texturlayer
Die Textur, also die Oberflächenstruktur einer Fläche, stellt in der visuellen Bildinterpretation
ein gutes Kriterium dar, um verschiedene Objektarten voneinander abzugrenzen. Um diese
in der digitalen Bildverarbeitung anwenden zu können, ist es nötig, die Texturen zu quantifi-
zieren. Die so erhaltenen Parameter können in Form zusätzlicher Layer bei der Klassifikation
verwendet werden (vgl. ALBERTZ & WIGGENHAGEN, 2009).
Die Textur entsteht durch Grauwertunterschiede benachbarter Bildelemente. Daher ist leicht
verständlich, dass für die Bestimmung von Texturmerkmalen nicht nur der Bildpunkt selbst,
sondern auch seine Nachbarschaft in die Betrachtung einfließen muss. Die Berechnung von
Texturen erfolgt mit Hilfe eines Fensters in Form einer quadratischen Matrix an jeder Position
des Bildes. Die Größe der Matrix entscheidet dabei darüber, wie viele benachbarte Pixel be-
rücksichtigt werden. Neben der Berechnung der Streuung oder des Gradienten innerhalb der
Nachbarschaftsmatrix bestehen zahlreiche weitere Maße zur Beschreibung von Texturmerk-
malen (vgl. HABERÄCKER, 1995).
Die verwendeten Texturinformationen gehen auf HARALICK et al. (1973) zurück. Es handelt
sich hierbei um die Grauwertematrix (co-occurence-Matrix), die richtungsabhängige Häufig-
keit von Grauwertkombinationen angibt. Für die pixelbasierte Klassifikation erfolgte die Be-
rechnung der co-occurence-Matrix mit Hilfe der Software ENVI der Firma ITT Visual Informa-
tion Solutions. Die Texturmerkmale wurden dann als zusätzliche Layer bei der Klassifikation
berücksichtigt. Für die segmentbasierte Klassifikation bestand die Möglichkeit, diese Textur-
parameter auch innerhalb der Softwareumgebung zu berechnen. Da diese Texturmerkmale
ebenfalls auf HARALICK et al. (1973) beruhen, wird die Vergleichbarkeit der Klassifikationsver-
fahren gewahrt. Folgende Merkmale wurden sowohl beim pixelbasierten als auch beim seg-
mentbasierten Ansatz genutzt (HARALICK et al., 1973; DEFINIENS AG, 2007a; HALL-BEYER,
2007; REES, 2001):
• Homogenity
• Contrast
• Dissimilarity
• Entropy
• Angular 2nd Moment
• Mean
• Standard Deviation
• Correlation.
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6.3.4.4 Hauptkomponententransformation
Darüber hinaus wurde noch eine Hauptkomponententransformation (PCA) durchgeführt, wel-
che bereits im Rahmen der Bildfusion (vgl. Kapitel 6.3.2) erläutert wurde. Wie Tabelle 6.9 zu
entnehmen ist, verhält sich die Verteilung der Varianzen ähnlich zu den Varianzen im Ergeb-
nis der Tasseled-Cap-Transformation.
Tabelle 6.9: Statistische Auswertung der Hauptkomponententransformation (Varianzen).
Hauptkomponente Anteil an der
Gesamtvarianz
[%]
Kumulierter Anteil an
der Gesamtvarianz
[%]
1 67,00 67,00
2 32,56 99,56
3 0,36 99,93
4 0,07 100,00
Zum Vergleich enthält Tabelle 6.10 die Verteilung der Varianzen zwischen den originären
Kanälen der IKONOS-Szene.
Tabelle 6.10: Statistische Auswertung der originären IKONOS-Szene (Varianzen).
Hauptkomponente Anteil an der
Gesamtvarianz
[%]
Kumulierter Anteil an
der Gesamtvarianz
[%]
1 12,36 12,36
2 19,41 31,76
3 32,96 64,72
4 35,28 100,00
Im Gegensatz zur Tasseled-Cap-Transformation ist jedoch der Informationsgehalt der letzten
beiden Kanäle noch geringer (Bildrauschen; vgl. Abbildung 6.26 und 6.27).
Abbildung 6.26: Hauptkomponente 3
(© EUSI).
Abbildung 6.27: Hauptkomponente 4
(© EUSI).
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6.4 Datenauswertung
6.4.1 Grundlagen der Datenauswertung –
Klassifikationsverfahren
Im Gegensatz zur visuellen Interpretation werden bei der digitalen Auswertung die meis-
ten Arbeitsschritte rechnergestützt ausgeführt. Da die Bilddaten in digitaler Form vorliegen,
können die Bildelemente mit Hilfe statistischer Verfahren ausgewertet werden, um daraus
Objektklassen abzuleiten. Ebenso vielfältig wie die Anzahl der verfügbaren Sensoren und
auch Anwendungsgebiete ist die Zahl verschiedener Klassifikationsverfahren. Einige sollen
im Folgenden vorgestellt werden.
6.4.1.1 Überwachte Klassifikationsverfahren
Bei diesen Klassifikationsverfahren legt der Bearbeiter fest, in welche Klassen die Satelli-
tenszene unterteilt werden und auf Grundlage welcher Zuordnungsvorschriften dies erfolgen
soll. Dafür müssen Trainingsgebiete ausgewählt werden, mit deren Hilfe die spektralen Ei-
genschaften der einzelnen Objektklassen festgelegt werden. Der daraus entstehende Inter-
pretationsschlüssel wird anschließend genutzt, um die Bildelemente einer Szene derjenigen
Klasse zuzuordnen, deren Eigenschaften sie am besten erfüllen.
Bei der pixelbasierten Klassifikation werden vor allem die spektralen Merkmale der Objekt-
klassen für die Auswertung verwendet. Wie bereits in Kapitel 3 erläutert, weist jede Landbe-
deckungsklasse in den verschiedenen Wellenlängenbereichen eine spezifische Reflektanz
auf. Die spektralen Muster, die bei der Aufnahme multispektraler Bilder entstehen, bilden die
Grundlage der Klassifikation. Die spektralen Kanäle eines Sensors erzeugen dabei ein mul-
tidimensionales Koordinatensystem, welches auch als spektraler Merkmalsraum bezeichnet
wird. Durch die unterschiedlichen Reflexionseigenschaften der Objektklassen in den jeweili-
gen Spektralbereichen liegen die Messwerte für jede dieser Objektklassen in verschiedenen
Bereichen des Merkmalsraumes. Da die Pixel einer Objektklasse jedoch nicht alle den glei-
chen Wert aufweisen, sondern kleine spektrale Unterschiede aufweisen, bilden sich für jede
Objektklasse Punktwolken im spektralen Merkmalsraum. Im Idealfall sollten sich diese Punkt-
wolken nicht überlappen, so dass jeder Bildpunkt eindeutig einer Objektklasse zuzuordnen
ist. In der Realität ist dies jedoch meist nicht der Fall (vgl. LILLESAND et al., 2004; KRAUS,
1990). Abbildung 6.28 zeigt die Punktwolken einiger Objektklassen am Beispiel eines zwei-
dimensionalen Merkmalsraumes, die durch die Auswahl von Trainingsgebieten entstanden
sind.
Die Zuordnung der übrigen Bildelemente erfolgt nun über deren Lage im spektralen Merk-
malsraum. Für den Vergleich der Bildelemente mit den durch die Trainingsgebiete festge-
legten Objektklassen und damit auch für die Entscheidung über die Zugehörigkeit zu einer
Klasse steht eine Reihe von Verfahren zur Verfügung. Neben der Wahl eines geeigneten
Klassifikationsverfahrens ist die Bestimmung der Trainingsgebiete von großer Bedeutung für
die Klassifikationsgüte. Im Gegensatz zum anschließenden Klassifikationsprozess, der weit-
gehend automatisiert durchgeführt wird, liegt die Trainingsphase in den Händen des Bearbei-
ters. Das Ziel der Trainingsphase ist es, Beispielflächen für die gewünschten Objektklassen
zu finden, die deren spektrale Merkmale sowohl vollständig als auch repräsentativ beschrei-
ben.
75
6 Parametergewinnung am Beispiel der Stadt Heidenau
Abbildung 6.28: 2D-Darstellung der Trainingsgebiete verschiedener Oberflächenklassen (aus
LILLESAND et al., 2004).
Die Klassifikation mittels des Minimum-Distance-Verfahrens stellt ein recht einfaches und
wenig rechenintensives Verfahren dar, da hier die Zuordnung eines Bildpunktes über dessen
Abstand zu den Schwerpunkten der Objektklassen im Merkmalsraum erfolgt. Da dieses Ver-
fahren jedoch nicht die unterschiedliche Streuung der Objektklassen berücksichtigt, ist es vor
allem dann ungeeignet, wenn die Objektklassen im Merkmalsraum nahe beieinander liegen
und eine hohe Varianz besitzen (vgl. LILLESAND et al., 2004).
Eine Möglichkeit, der Streuung der Trainingsgebiete Rechnung zu tragen, besteht in der Ver-
wendung des Parallelepiped-Verfahrens. Der Bereich einer Objektklasse im Merkmalsraum
wird dabei zum Beispiel über das Vielfache der Standardabweichung der zum Trainingsgebiet
gehörenden Pixel in jedem Spektralkanal definiert, woraus sich im zweidimensionalen Merk-
malsraum Rechtecke um die Punktwolken bilden; im multidimensionalen Raum spricht man
von Hyperboxen. Bildpunkte, die außerhalb dieser Rechtecke liegen, bleiben unklassifiziert.
Nachteilig an diesem Verfahren ist jedoch, dass diese Rechtecke nicht den Korrelationen
zwischen den Grauwerten der einzelnen Kanäle Rechnung tragen (vgl. LILLESAND et al.,
2004).
Das am häufigsten verwendete Verfahren bei der überwachten, pixelbasierten Klassifikati-
on stellt die Maximum-Likelihood-Methode dar. Bei dieser wird zu Beginn zunächst für je-
des Trainingsgebiet der jeweiligen Objektklasse die Wahrscheinlichkeitsdichte in Form einer
k-dimensionalen Normalverteilung berechnet. Im Anschluss erfolgt die Ermittlung der Wahr-
scheinlichkeitsdichten der zu klassifizierenden Bildelemente für die jeweiligen Objektklassen
und die Zuordnung zu derjenigen Objektklasse, für die das Bildelement die größte Wahr-
scheinlichkeitsdichte besitzt. Wie in Abbildung 6.29 ersichtlich ist, ergeben sich im zweidi-
mensionalen Merkmalsraum Ellipsen gleicher Wahrscheinlichkeitsdichte um die Trainingsge-
biete.
Die Längen der Hauptachsen der Ellipsen ergeben sich dabei als Vielfaches h der Standard-
abweichung. Wie auch bei der Parallelepiped-Methode bleiben Bildelemente, die außerhalb
dieser Ellipsen liegen, unklassifziert; dabei entscheidet die Wahl des Faktors h über die Grö-
ße der Zurückweisungsklasse. Der Faktor kann aber auch so gewählt werden, dass die Zu-
ordnung eines Pixels zu einer Klasse in jedem Fall erfolgt, auch wenn seine maximale Wahr-
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Abbildung 6.29: 2D-Darstellung der Wahrscheinlichkeitsdichtefunktion verschiedener Oberflä-
chenklassen (aus LILLESAND et al., 2004).
scheinlichkeit sehr gering ist. Diese Ellipsen sind mit den Rechtecken des Parallelepiped-
Verfahrens vergleichbar, es ist jedoch in Abbildung 6.29 erkennbar, dass sich diese viel bes-
ser an die Punktwolken anschmiegen als die Rechtecke und damit die Korrelationen zwi-
schen den Kanälen besser berücksichtigt werden. Wie auch bei den vorangegangenen Ver-
fahren gilt, dass die Fehlklassifikationen geringer sind, je größer die Grauwertunterschiede
zwischen den Objektklassen sind, da deren Mittelwerte dann im spektralen Merkmalsraum
weiter auseinander liegen. Die Zahl der Fehlklassifikationen ist ebenfalls geringer, je gerin-
ger die Standardabweichungen sind, da diesen eine einheitlichere Grauwertverteilung der
Objektklassen zu Grunde liegt. Wie in Abbildung 6.29 ersichtlich ist, handelt es sich bei den
Klassen C, H und W um relative homogene Trainingsgebiete, weshalb die Ellipsen gleicher
Wahrscheinlichkeitsdichte nah beieinander liegen. Anders verhält es sich bei der Klasse U
(Urban). Da im städtischen Bereich viele verschiedene Oberflächenbedeckungen auftreten,
ist die Grauwertverteilung innerhalb des Trainingsgebietes sehr heterogen und die Ellipsen
liegen weiter auseinander.
Im Vergleich zu den vorangegangenen Verfahren ist die Klassifikation mittels der Maximum-
Likelihood-Methode rechenintensiver, besonders wenn eine große Zahl verschiedener Ob-
jektklassen unterschieden werden soll oder viele spektrale Kanäle, beispielsweise von hy-
perspektralen Sensoren, für die Auswertung verwendet werden. Eine Möglichkeit, die Daten-
menge zu reduzieren, besteht in den vorgestellten Verfahren der Index-Berechnung und der
Hauptkomponententransformation, um die Klassifikation auf die notwendigsten Informationen
zu beschränken (vgl. LILLESAND et al., 2004; KRAUS, 1990).
6.4.1.2 Unüberwachte Klassifikationsverfahren
Während bei der überwachten Klassifikation die gewünschten Objektklassen im Vorfeld mit
Hilfe von Trainingsgebieten definiert werden und deren spektrale Trennbarkeit untersucht
wird, werden bei der unüberwachten Klassifikation keine Trainingsgebiete verwendet. Viel-
mehr werden die Pixel eines Bildes in eine durch den Bearbeiter festgelegte Anzahl von
Spektralklassen unterteilt. Als Grundlage für die Spektralklassen dienen die Punktwolken
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(Cluster), die sich auf Grund der unterschiedlichen spektralen Merkmale zwischen verschie-
denen Oberflächenbedeckungen ergeben. Diesen müssen dann mit Hilfe von Referenzdaten
Landbedeckungsklassen zugeordnet werden.
Eine weit verbreitete Methode zur Berechnung der Cluster stellt der ISODATA-Algorithmus
dar (Iterative Self-Organizing Data Analysis). Zu Beginn legt der Algorithmus beliebige Schwer-
punkte für die Cluster fest. Alle Bildpunkte werden nun zunächst entsprechend ihrer Lage im
Merkmalsraum einem dieser Cluster zugeordnet. Anschließend wird für die so entstandenen
Punktwolken die Statistik bewertet. Liegen die Mittelpunkte zweier Cluster zu nahe beiein-
ander, so werden diese zu einem verschmolzen. Umgekehrt kann ein Cluster auch zerlegt
werden, wenn die Standardabweichung einen vorher festgelegten Grenzwert überschreitet.
Mit Hilfe der neu entstandenen Schwerpunkte startet der Algorithmus von vorn. Dieser ite-
rative Prozess endet, wenn sich die Statistik der Cluster von einer Iteration zur nächsten
nicht mehr signifikant ändert oder eine maximale Anzahl von Iterationen erreicht wird (vgl.
LILLESAND et al., 2004).
6.4.1.3 Segmentbasierte Klassifikation
In der digitalen Bildverarbeitung versteht man unter der Segmentierung die Fusionierung
benachbarter Bildelemente auf der Basis von Ähnlichkeitskriterien (spektrale Eigenschaften,
Textur, Form). Dabei erfolgt eine Zerlegung des Bildbereiches ist sich nicht überlappende
Segmente (vgl. HARALICK & SHAPIRO, 1985).
Solch ein Verfahren stellt auch die Cluster-Methode der unüberwachten Klassifikation dar. In
diesem Fall werden die Pixel jedoch ausschließlich auf Grund ihrer spektralen Eigenschaf-
ten zusammengefasst (Merkmalsraum-basiert). Im Folgenden sollen jedoch Verfahren der
Segmentierung betrachtet werden, bei denen räumlich benachbarte Bildelemente fusioniert
werden (Ortsraum-basiert). Die durch die Fusionierung entstandenen Segmente besitzen ne-
ben den spektralen Informationen auch eine Topologie. Diese beinhaltet Merkmale wie die
Fläche, den Umfang, die Länge und viele weitere Formparameter. Des Weiteren existieren
auch Lagebeziehungen zu den benachbarten Objekten (z. B. Anzahl der Nachbarobjekte)
(vgl. NEUBERT, 2006).
Diese zusätzlichen Merkmale stellen bei der Klassifikation nützliche Informationen dar, um
Objektklassen voneinander abzugrenzen. Aus diesem Grund ist die Qualität der Segmentie-
rung von großer Bedeutung. Das Ziel der Segmentierung ist es, das Bild in die vom Nutzer
gewünschten Bedeckungseinheiten zu unterteilen. Dies gestaltet sich je nach Bildinhalt un-
terschiedlich schwierig. Insbesondere Vegetationsflächen sind häufig schwer voneinander
abzugrenzen, da es sich hier meist um sehr heterogene Flächen handelt. Entscheidend für
die Qualität der Segmentierung sind neben den Eigenschaften des Bildmaterials selbst das
verwendete Homogenitätsmaß und dessen Parameter. Je nach Wahl der Segmentierungs-
parameter können Über- oder auch Untersegmentierungen auftreten. Übersegmentierungen
liegen vor, wenn ein gewünschtes Objekt in mehrere Segmente unterteilt ist, welche erst
noch fusioniert werden müssen. Bei der Untersegmentierung liegt das Gegenteil vor, da hier
die Segmente mehr als nur eine der Zielklassen enthalten und eine weitere Zerlegung der
Segmente notwendig ist. In Abhängigkeit vom Bildinhalt können beide Varianten im Ergebnis
vorkommen.
Die Segmentierungsverfahren lassen sich in zwei verschiedene Verfahrensweisen untertei-
len. Zum einen handelt es sich um kantenbasierte (edge based) Verfahren, bei denen die de-
tektierten Bildkanten als Segmentgrenzen interpretiert werden. Hierzu können verschiedene
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Kantendetektoren wie z. B. SOBEL- oder LAPLACE-Operatoren verwendet werden. Die Flä-
chen, die von den extrahierten Kanten umschlossen werden, stellen dann die Segmente dar.
Durch geringen Kontrast oder Bildstörungen können die Grenzen jedoch unterbrochen sein
und müssen erst durch ein Closing-Verfahren zu Polygonen zusammengeschlossen wer-
den. Ein weit verbreitetes, kantenbasiertes Verfahren stellt die Watershed-Segmentierung
dar. Hierbei werden die Grauwerte als Geländehöhen interpretiert. Lokale Minima, die Niede-
rungen darstellen, werden sukzessive geflutet und die neu überfluteten Bereiche zum bereits
bestehenden Segment hinzugefügt. Die Bergrücken und -kämme dieses virtuellen Gelände-
modells werden durch die hohen Werte der Kanten repräsentiert, wodurch die Segmente
abgegrenzt werden (vgl. BÄHR & VÖGTLE, 2005).
Regionenbasierte Verfahren stellen die zweite Gruppe von Segmentierungsverfahren dar.
Diese sind weniger anfällig gegenüber Bildstörungen, wie es bei den kantenbasierten Ver-
fahren der Fall ist. Beim Split-and-merge-Verfahren, bei dem es sich um ein sogenanntes
Top-Down-Verfahren handelt, wird zunächst das gesamte Bild auf das Homogenitätskrite-
rium hin überprüft. Ist dies nicht erfüllt, wird das Bild in Quadranten aufgeteilt, für welche
dann jeweils wieder eine Überprüfung des Homogenitätskriteriums durchgeführt wird. Im
Falle der Nichterfüllung erfolgt eine weitere Unterteilung der Quadranten. Dieser Prozess
wird so lange fortgesetzt, bis das Homogenitätskriterium in allen Quadranten erfüllt ist. Das
Pixel repräsentiert dabei den kleinstmöglichen Quadranten. Der Nachteil dieses Verfahrens
besteht darin, dass die bei der Segmentierung entstehenden Regionen rechteckig sind und
somit nicht immer den natürlichen Objektgrenzen entsprechen (vgl. HARALICK & SHAPIRO,
1985).
Das Region-Growing-Verfahren stellt ein Bottom-Up-Verfahren dar und wird am häufigsten in
der Fernerkundung eingesetzt. Dabei werden zunächst so genannte Saatzellen (seed pixel)
über das Bild verteilt. Von diesen ausgehend werden benachbarte Pixel auf das Homogeni-
tätskriterium hin untersucht. Ist dieses erfüllt, so wird das benachbarte Pixel mit der Saatzelle
verschmolzen. Erfüllt das benachbarte Bildelement das Homogenitätskriterium nicht, so wird
es zu einer neuen Saatzelle. Wenn alle Bildelemente einem Bildobjekt zugeordnet sind, en-
det die Segmentierung. Sowohl die Wahl des Homogenitätskriteriums als auch das Verfahren,
nach dem die Saatzellen über das Bild verteilt werden, hat Einfluss auf die Qualität der Seg-
mentierung. Die anhand der Saatzellen erzeugten Regionen können schrittweise wiederum
zu neuen Segmenten zusammengefasst werden (region merging). Verschiedene Algorith-
men zur Überprüfung der Ähnlichkeit können in HARALICK & SHAPIRO (1985) nachgelesen
werden.
6.4.1.4 Das eCognition-Segmentierungsverfahren
Bei dem in der Software eCognition verwendeten Segmentierungsverfahren handelt es sich
um ein Region-Merging-Verfahren. Dabei werden zunächst alle einzelnen Bildelemente als
Segmente aufgefasst und auf Basis der lokalen Homogenität miteinander fusioniert. Bei jeder
Verschmelzung wird das Homogenitätskriterium (merging costs) erneut überprüft. Das Seg-
ment wird dabei mit demjenigen Nachbarn verschmolzen, für den der Anstieg der Heterogeni-
tät am geringsten ist. Übersteigt der Anstieg der Homogenität einen festgelegten Schwellwert
(least degree of fitting), so erfolgt keine weitere Fusionierung. Der Prozess endet, wenn für
das angegebene Homogenitätskriterium keine Verschmelzungen mehr möglich sind. Je nach
der Wahl des Schwellwertes entstehen Objekte unterschiedlicher Größe, weshalb dieser
auch als Scale-Parameter bezeichnet wird (vgl. BAATZ & SCHÄPE, 2000).
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Dieser Scale-Parameter bestimmt sich durch die gewichtete Standardabweichung der spek-
tralen Kanäle. Die einzelnen spektralen Kanäle können dabei unterschiedlich gewichtet wer-
den. Neben dem Scale-Parameter selbst wird die Segmentierung noch durch weitere Para-
meter beeinflusst. Es besteht die Möglichkeit, die radiometrische (Color ) und die geometri-
sche (Shape) Homogenität zu gewichten. Der Parameter shape ist wiederum in die Steuerpa-
rameter Kompaktheit (Compactness) und Linienglätte (Smoothness) unterteilt (vgl. Abbildung
6.30).
Abbildung 6.30: Charakteristik des Homogenitätskriteriums.
Der Parameter Compactness bestimmt sich dabei aus dem Verhältnis der Grenzlänge des
Objektes zur Anzahl der Pixel. Das kompakteste Element ist ein Quadrat. Da sich der Pa-
rameter Smoothness aus dem Quotienten der Grenzlänge des Objektes zur Hüllgeometrie
(bounding box) berechnet, entstehen bei höherer Gewichtung dieses Parameters eher glat-
trandige Objekte. Die Parameter Color und Shape sowie Compactness und Smoothness
sind jeweils gegenläufig. Die Summe ihrer Gewichte ergibt sich zu Eins (vgl. DEFINIENS AG,
2007b).
Wie sich die verschiedenen Gewichtungen der einzelnen Parameter auswirken, sollen die
Ausschnitte in den Abbildungen 6.31 bis 6.36 veranschaulichen. Die für die Beispiele ge-
wählten Parameter sind in Tabelle 6.11 zusammengefasst.
Tabelle 6.11: Unterschiedliche Konfiguration der Segmentierungsparameter.
Parameter Konfig. 1
Abbildung
6.32
Konfig. 2
Abbildung
6.33
Konfig. 3
Abbildung
6.34
Konfig. 4
Abbildung
6.35
Konfig. 5
Abbildung
6.36
Scale 30 30 30 30 70
Color 1 0,1 0,1 0,5 0,7
Shape 0 0,9 0,9 0,5 0,3
Compactness 0 1 0 0,5 0,7
Smoothness 0 0 1 0,5 0,3
Die ausschließliche Verwendung des Farbparameters führt zwar zu farblich homogenen Flä-
chen, hat aber auch eine starke Übersegmentierung zur Folge (vgl. Abbildung 6.32). Das Er-
gebnis der maximalen Wichtung des Shape-Parameters (0,9) und die maximale Gewichtung
des Parameters Compactness (1) hingegen führt zu einer Untersegmentierung (vgl. Abbil-
dung 6.33), da hier die spektralen Eigenschaften der Objekte nahezu außer Acht gelassen
werden. Durch die maximale Gewichtung des Shape-Parameters und gleichzeitig maximale
Wahl des Parameters Smoothness (vgl. Abbildung 6.34) werden kleine Flächen nicht hin-
reichend berücksichtigt. Entscheidend ist also, die Parameter ausgewogen zu wählen (vgl.
Abbildung 6.35).
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Abbildung 6.31: Segmentierung –
Original (© EUSI).
Abbildung 6.32: Segmentierung –
Konfiguration 1 (© EUSI).
Abbildung 6.33: Segmentierung –
Konfiguration 2 (© EUSI).
Abbildung 6.34: Segmentierung –
Konfiguration 3 (© EUSI).
Abbildung 6.35: Segmentierung –
Konfiguration 4 (© EUSI).
Abbildung 6.36: Segmentierung –
Konfiguration 5 (© EUSI).
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Das Beispiel in Abbildung 6.35 enthält zwar immer noch einige Übersegmentierungen, diese
können jedoch durch die Wahl eines größeren Scale-Faktors und die Anpassung der weite-
ren Parameter weitgehend beseitigt werden (vgl. Abbildung 6.36). Die Parameterkombination
entscheidet über das Segmentierungsergebnis und hängt maßgeblich vom Bildinhalt ab.
Im Rahmen des Segmentierungsprozesses besteht die Möglichkeit, mehrere Segmentierun-
gen mit unterschiedlichen Parametern durchzuführen. Dadurch entsteht eine hierarchische
Struktur der Segmentierungslevel, die für die Klassifikation verwendet werden können (vgl.
Abbildung 6.37).
Abbildung 6.37: Levelhierarchie im Segmentierungsprozess (nach: DEFINIENS AG, 2007b).
Durch diese hierarchische Struktur können nicht nur Nachbarschaftsbeziehungen innerhalb
einer Segmentierungsebene verwendet werden, sondern auch Beziehungen zu Segmenten
der darüber liegenden (Superobjects) oder darunter liegenden (Subobjects) Ebene in den
Klassifikationsprozess eingebunden werden.
6.4.1.5 Verfahren der Genauigkeitsanalyse
Die Genauigkeitsanalyse der Klassifikation basiert auf einer Konfusionsmatrix, welche ein
übliches Werkzeug darstellt, um die Qualität einer Klassifikation zu bewerten (vgl. LILLE-
SAND et al., 2004). Hierzu werden die klassifizierten Daten den Referenzdaten gegenüber-
gestellt. Da für das Untersuchungsgebiet keine entsprechenden Referenzinformationen zur
Verfügung standen, wurden Testflächen zur Überprüfung der Genauigkeit erzeugt. Dies und
die anschließende Analyse erfolgten mit Hilfe des Tools Accuracy Assessment der Software
ERDAS IMAGINE. Hier besteht die Möglichkeit, diese Testpixel nach verschiedenen Kriterien
erzeugen zu lassen. Neben der Anzahl der erzeugten Testpixel entscheidend der Nutzer noch
darüber, wie diese innerhalb der klassifizierten Szene verteilt werden sollen. Hierzu stehen
drei Modi zur Verfügung:
Random: Es werden keine Regeln festgelegt. Die Verteilung erfolgt völlig zufällig.
Equalized Random: Bei dieser Variante werden für alle Klassen gleich viele Testpixel er-
zeugt.
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Stratified Random: Die Anzahl der Testpixel pro Klasse richtet sich nach deren Häufigkeit
im klassifizierten Datensatz. Je größer der Flächenanteil einer Klasse ist, desto mehr
Testpixel werden für diese erzeugt.
Da es sich bei urbanen Räumen um sehr heterogene Gebiete handelt, wurde für die Auswer-
tung die Equalized-Random-Methode gewählt. Insgesamt wurden dabei 2.000 Testpixel er-
zeugt. Diese wurden an Hand des IKONOS-Datensatzes manuell klassifiziert. Anschließend
wurde nach je 500 dieser Referenzpunkte die Konfusionsmatrix mit den daraus ableitbaren
Genauigkeitsmaßen berechnet. Da die Genauigkeiten zwischen den einzelnen Berechnungs-
stufen (500, 1.000, 1.500, 2.000) keine signifikanten Veränderungen aufwiesen, wurde auf die
Erzeugung weiterer Referenzpunkte verzichtet.
Die nachfolgenden Tabelle 6.12 zeigt beispielhaft die vereinfachte Darstellung einer Konfusi-
onsmatrix einer Klassifikation mit drei Objektklassen, die auf einen Datensatz mit 100 Pixeln
angewendet wurde.
Tabelle 6.12: Klassifikation: Überwachte Klassifikation – statistische Zusammenfassung.
Klasse 1 2 3 Reference
Totals
Classified
Totals
Number
Correct
Producer
Accuracy
Users
Accuracy
κ
1 35 15 5 45 55 35 78 % 64 % 0,3388
2 10 20 0 45 30 35 44 % 67 % 0,3939
3 0 10 5 10 15 5 50 % 33 % 0,2593
Auf der Hauptdiagonale dieser Matrix befindet sich jeweils die Anzahl der korrekt klassifizier-
ten Testpixel für jede Objektklasse. Alle Werte abseits der Hauptdiagonalen stellen Fehler
in der Klassifikation dar. Hier gibt es zwei mögliche Fehlerarten. So besteht die Möglichkeit,
dass Objekte fälschlicherweise einer Objektklasse zugeordnet wurden, die eigentlich eine
andere Klasse darstellen. Hierbei handelt es sich um einen Fehler 2. Art. Das bedeutet, dass
mehr Flächen dieser Klasse zugeordnet wurden als dies in der Realität der Fall ist. Diese
Überschätzungen einer Klasse finden sich bei zeilenweiser Betrachtung der Matrix in den
Zellen abseits der Hauptdiagonalen (vgl. LILLESAND et al., 2004).
So wurden beispielsweise laut Tabelle 6.12 fünf Pixel der Klasse 1 zugeordnet, obwohl es
sich laut Referenz um Klasse 3 handelt. Umgekehrt ist es auch möglich, dass eine Objekt-
klasse zu wenig klassifiziert wurde und deren Flächen teilweise als andere Objekte identifi-
ziert wurden. Hierbei handelt es sich um Fehler 1. Art. Diese Unterschätzungen kann man
bei spaltenweiser Betrachtung der Konfusionsmatrix ablesen (vgl. LILLESAND et al., 2004).
Aus Tabelle 6.12 ist ersichtlich, dass zehn der Referenzpixel nicht der Klasse 2 zugeordnet
wurden, sondern an Stelle dessen als Klasse 3 klassifiziert wurden.
Zusätzlich sind in der Tabelle noch verschiedene Genauigkeitsmaße enthalten, die aus der
Konfusionsmatrix abgeleitet wurden. Die Gesamtklassifkationsgüte ergibt sich aus dem Ver-
hältnis der korrekt klassifizierten Referenzpixel aller Objektklassen zur Gesamtanzahl der
Referenzpixel (Overall Accuracy / Gesamtgenauigkeit). Darüber hinaus lassen sich noch Ge-
nauigkeitsmaße für jede einzelne Objektklasse bestimmen.
Die Erkennungsgüte gibt an, wie gut das Klassifikationsergebnis mit der Referenz überein-
stimmt (vgl. LILLESAND et al., 2004; CONGALTON, 1991). Sie ergibt sich aus dem Verhältnis
der Anzahl der korrekt klassifizierten Pixel einer Klasse zur Summe der Referenzpixel dieser
Klasse und wird auch als Producer Accuracy bezeichnet.
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Die Klassifikationsgüte hingegen berechnet sich aus dem Verhältnis der Anzahl der korrekt
klassifizierten Pixel einer Klasse zur Summe aller klassifizierten Punkte dieser Klasse. Die-
ses Genauigkeitsmaß beinhaltet also die Überschätzungen und gibt Auskunft darüber, wie
groß die Wahrscheinlichkeit ist, dass ein klassifiziertes Pixel einer bestimmten Objektklasse
auch in der Realität dieser Klasse entspricht. Dieses Genauigkeitsmaß wird auch als Users
Accuracy bezeichnet (vgl. LILLESAND et al., 2004; CONGALTON, 1991).
Die drei bisher genannten Genauigkeitsmaße berücksichtigen jedoch immer nur einen Teil
der Konfusionsmatrix. Bei der Gesamtklassifikationsgüte wird nur die Hauptdiagonale einbe-
zogen. Bei den anderen beiden Maßen erfolgt jeweils nur die Betrachtung der Zeilen bzw.
Spalten. Ein weiteres Maß für die Güte einer Klassifikation stellt die Kappa-Analyse in Form
der KHAT-Statistik dar. Dieses Maß gibt den Unterschied zwischen der Klassifikationsgenau-
igkeit des verwendeten Klassifikationsverfahrens und einer zufälligen Übereinstimmung zwi-
schen den Referenzdaten bei der Verwendung einer zufälligen Klassenzuweisung an und gibt
somit Auskunft darüber, inwiefern die als korrekt klassifzierten Werte auf einer tatsächlichen
Übereinstimmung beruhen. Die korrekt klassifizierten Werte befinden sich auf der Haupt-
diagonale der Konfusionsmatrix, die zufälligen Übereinstimmungen werden durch die nicht
diagonalen Werte repräsentiert (vgl. CONGALTON, 1991, 2008).
Die Gleichung für Kappa lautet:
κ =
n ·
k∑
i=1
nii −
k∑
i=1
ni+n+i
n2 −
k∑
i=1
ni+n+i
(6.8)
mit
n = Gesamtzahl aller Referenzpunkte
nii = Anzahl der korrekt klassifizierten Referenzpunkte einer Klasse
ni+ = Anzahl aller klassifizierten Punkte einer Klasse
n+i = Anzahl der Referenzpunkte einer Klasse
k = Anzahl der Klassen
i = Index der jeweiligen Klasse in der Konfusionsmatrix
Der auf diese Art berechnete Kappa-Koeffizient bezieht sich auf die gesamte Konfusions-
matrix. Darüber hinaus ist es noch möglich, Aussagen über die Übereinstimmungen der ein-
zelnen Objektklassen zu treffen. Dies geschieht über die Berechnung des bedingten Kappa-
Koeffizienten (vgl. NÆSSET, 1996; CONGALTON, 2008).
κ =
nnii − ni+n+i
nni+ − ni+n+i (6.9)
Für die Kappa-Koeffizienten ergibt sich ein theoretischer Wertebereich zwischen 0 (die Klas-
sifikation ist nicht besser als eine zufällige Klassenzuordnung) und 1 (100 % Übereinstim-
mung). Die Gesamt-Kappa-Statistik beträgt für das oben vorgestellte Beispiel 0,3361 und
stellt damit laut der Einteilung von LANDIS & KOCH (1977) ein ausreichendes (fair) Ergebnis
dar (vgl. Tabelle 6.13).
Die in diesem Kapitel dargestellte Form der Genauigkeitsanalyse von Klassifikationsverfah-
ren stellt die Grundlage der Bewertungen im folgenden Kapitel dar.
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Tabelle 6.13: Bewertung der Kappa-Statistik (aus: LANDIS & KOCH, 1977).
Kappa-Statistik Strength of Agreement
<0,00 Poor
0,00 - 0,20 Slight
0,21 - 0,40 Fair
0,41 - 0,60 Moderate
0,61 - 0,80 Substantial
0,81 - 1,00 Almost Perfect
6.4.2 Angewendete Verfahren der
Landnutzungsklassifikation
Nachdem die Daten verschiedenen Vorverarbeitungsschritten unterzogen wurden, stand nun
die Entwicklung eines geeigneten Interpretationsverfahrens im Mittelpunkt, um die gewünsch-
ten Objektklassen aus den Satellitendaten zu extrahieren.
Die Datengrundlage für die Klassifikation bildeten dabei folgende Datensätze:
1. Atmosphärisch korrigierte Originalszene des IKONOS-Sensors
2. Ergebnis der Hauptkomponententransformation
3. Ergebnis der Tasseled-Cap-Transformation
4. NDVI
5. Ausgewählte Texturlayer
6. Bodenmodell (DGM)
7. Normalisiertes Oberflächenmodell
8. Ausgewählte Layer der ALK als thematische Information.
6.4.2.1 Pixelbasierte Verfahren
Als erste Vorabanalyse für die Interpretation der Flächennutzung wurden die Datensätze 1
bis 7 mit Hilfe der Software ERDAS IMAGINE einer unüberwachten Klassifikation unterzogen
mit dem Ziel, die Trennbarkeit der gewünschten Klassen zu testen. Dazu wurde der ISODATA-
Algorithmus mit einer Klassenanzahl von 20, 50 und 100 Klassen durchgeführt, welche im An-
schluss den geplanten Zielklassen zugeordnet wurden. Im Rahmen dieser Voruntersuchun-
gen zeigte sich, dass die spektralen Signaturen einiger Objektklassen zu starke Ähnlichkeiten
aufwiesen, um diese gegeneinander abgrenzen zu können. Als problematisch erwiesen sich
hier vor allem beschattete Flächen. Diese wiesen erhebliche spektrale Ähnlichkeiten zu den
Wasserflächen auf. Weiterhin kam es innerhalb der Vegetationsflächen zu Fehlklassifikatio-
nen. Der Konfusionsmatrix und der statistischen Zusammenfassung (vgl. Tabelle 6.14 und
6.15) ist zu entnehmen, dass die meisten Fehlklassifikationen zwischen den Vegetations-
klassen und weniger in Abgrenzung zu den restlichen Klassen auftreten.
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Tabelle 6.14: Konfusionsmatrix: ISODATA (100 Klassen / 2.000 Referenzpunkte).
Referenzdaten
Nr. Klasse 1 2 3 4 5 6 7 8 9 10
1 Bäume 107 10 28 7 1 0 2 6 0 0
2 Grünflächen 133 149 105 20 15 3 2 15 2 9
3 Buschwerk 34 2 5 0 0 0 0 0 0 0
4 Dachpappe u. ä. 0 1 3 58 15 1 17 34 73 2
5 Dach - Ziegel (rot) 0 0 0 2 66 0 0 1 0 3
6 Dach - Metall 0 0 0 24 21 201 1 24 4 37
7 Wasser 4 2 1 6 1 0 165 10 2 2
8 Straße 0 0 0 19 1 2 0 24 15 10
9 Splitt/Schotter 0 0 0 0 5 0 0 2 21 1
10 Acker/vegetationslos 12 21 11 38 85 1 9 78 46 158
Tabelle 6.15: Klassifikation: ISODATA – statistische Zusammenfassung.
Nr. Klasse Reference
Totals
Classified
Totals
Number
Correct
Producer
Accuracy
Users
Accuracy
κ
1 Bäume 290 161 107 36,90 % 66,46 % 0,6077
2 Grünflächen 186 453 149 80,11 % 32,89 % 0,2601
3 Buschwerk 153 41 5 3,27 % 12,20 % 0,0492
4 Dachpappe u, ä, 174 204 58 33,33 % 28,43 % 0,2161
5 Dach - Ziegel (rot) 210 72 66 31,43 % 91,67 % 0,9069
6 Dach - Metall 208 312 201 96,63 % 64,42 % 0,6029
7 Wasser 198 193 165 83,33 % 85,49 % 0,8390
8 Straße 195 71 24 12,31 % 33,80 % 0,2665
9 Splitt/Schotter 164 29 21 12,80 % 72,41 % 0,6995
10 Acker/vegetationslos 222 459 158 71,17 % 34,42 % 0,2623
Ebenso kann dieser Matrix entnommen werden, dass es zwischen den verschiedenen Ver-
siegelungsklassen, aber auch zwischen diesen und den Objektklassen Acker und Schotter
zu teilweise erheblichen Fehlklassifikationen kommt. Diese lassen sich zum einen auf spek-
trale Ähnlichkeiten der verwendeten Materialien und zum anderen auf die unterschiedlichen
Beleuchtungsverhältnisse und den daraus resultierenden Schattenfall zurückführen. Zusam-
menfassend lässt sich sagen, dass die Klassifikationsgenauigkeit der drei unüberwachten
Klassifikationen unter 50 % liegt und damit keine auch nur annähernd zufriedenstellende Ge-
nauigkeit geliefert hat. In Abbildung 6.38 sind die erreichten Gesamtgenauigkeiten für die drei
Klassifikationsdurchläufe dargestellt.
Es wird deutlich, dass sich mit der Vergrößerung des Stichprobenumfangs die erreichten
Genauigkeitsmaße nur noch sehr wenig ändern. Es kann also davon ausgegangen werden,
dass bereits ab 2.000 Referenzpunkten die Genauigkeitsmaße ein stabiles Niveau erreichen
(vgl. Abbildung 6.38).
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Abbildung 6.38: Klassifikation: ISODATA – Gesamtgenauigkeit (Overall Accuracy).
Auf der Grundlage der so gewonnenen Erkenntnisse wurde im Anschluss eine überwachte
Klassifikation der Datensätze durchgeführt. Die Auswahl der dazu notwendigen Trainingsge-
biete wurde dabei anhand der Erfahrungen der unüberwachten Klassifikation vorgenommen.
Die Klassifikation erfolgte dabei zunächst anhand weniger Testflächen. Da dadurch keine
zufriedenstellende Genauigkeit erreicht werden konnte, wurde die Anzahl der Trainingsge-
biete sukzessive erhöht, um der Variation der Klassensignaturen über den gesamten Bildbe-
reich Rechnung zu tragen. Trotz dieser interaktiven Verbesserungen der Datengrundlage für
den überwachten Klassifikationsprozess wird deutlich, dass die bereits in der unüberwach-
ten Klassifikation sichtbar problematischen Abgrenzungen auch mit Hilfe der überwachten
Klassifikation nicht wesentlich besser gelöst werden konnten.
Die gesamte Klassifikationsgenauigkeit liegt mit 60,7 % zwar über der Genauigkeit der un-
überwachten Klassifikation, ist jedoch insgesamt nicht zufriedenstellend (κ= 0,5624). In der
zur Genauigkeitsanalyse gehörenden Konfusionsmatrix und der statistischen Zusammenfas-
sung (vgl. Tabelle 6.16 und 6.17) lassen sich die gleichen Tendenzen der Fehlklassifikationen
wie auch schon bei der unüberwachten Klassifikation finden.
Tabelle 6.16: Konfusionsmatrix: Überwachte Klassifikation (2.000 Referenzpunkte).
Referenzdaten
Nr. Klasse 1 2 3 4 5 6 7 8 9 10
1 Bäume 177 17 51 6 0 0 3 4 0 0
2 Grünflächen 63 138 74 18 11 0 5 28 11 44
3 Buschwerk 32 19 16 2 0 0 0 0 0 0
4 Dachpappe u. ä. 14 7 11 64 9 0 20 42 11 4
5 Dach - Ziegel (rot) 1 1 1 6 179 1 2 9 4 36
6 Dach - Metall 0 0 0 25 2 194 1 10 1 5
7 Wasser 2 2 0 1 0 0 163 7 0 1
8 Straße 0 2 0 48 5 13 1 85 20 29
9 Splitt/Schotter 1 0 0 4 1 0 2 1 114 12
10 Acker/vegetationslos 0 0 0 0 3 0 1 5 2 84
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Tabelle 6.17: Klassifikation: Überwachte Klassifikation – statistische Zusammenfassung.
Nr. Klasse Reference
Totals
Classified
Totals
Number
Correct
Producer
Accuracy
Users
Accuracy
κ
1 Bäume 290 258 177 61,03 % 68,60 % 0,6328
2 Grünflächen 186 392 138 74,19 % 35,20 % 0,2856
3 Buschwerk 153 69 16 10,46 % 23,19 % 0,1683
4 Dachpappe u, ä, 174 182 64 36,78 % 35,16 % 0,2899
5 Dach - Ziegel (rot) 210 240 179 85,24 % 74,58 % 0,7160
6 Dach - Metall 208 238 194 93,27 % 81,51 % 0,7937
7 Wasser 198 176 163 82,32 % 92,61 % 0,9180
8 Straße 195 203 85 43,59 % 41,87 % 0,3559
9 Splitt/Schotter 164 135 114 69,51 % 84,44 % 0,8305
10 Acker/vegetationslos 222 95 84 37,84 % 88,42 % 0,8698
6.4.2.2 Segmentbasierte Verfahren
Im Gegensatz zu den pixelbasierten Klassifikationsansätzen greifen segmentbasierte Ansät-
ze auch auf die Nachbarschaft eines Bildelementes (Pixel) für die Klassifikation zurück, indem
zunächst spektral ähnliche Pixel zu Segmenten aggregiert werden. Dies ist insbesondere bei
geometrisch hochauflösenden Sensorsystemen, zu denen auch IKONOS gehört, sinnvoll, da
sich hier die natürlichen Objekte in der Regel auf mehrere Bildelemente erstrecken. Dar-
über hinaus reduziert die Segmentbildung den Einfluss aufnahmesystembedingter, zufälliger
Schwankungen in den Pixelwerten auf das Klassifikationsergebnis.
Im Rahmen dieser Arbeit wurde für die segmentbasierte Klassifikation die Software eCo-
gnition Developer 7 der Firma Definiens verwendet. Durch die Bildung von Segmenten kön-
nen neben spektralen Eigenschaften der Objekte auch Formparameter (z. B. Flächengröße
oder -form) und Nachbarschaftsbeziehungen der Segmente in den Klassifikationsprozess
eingebunden werden. Zusätzlich besteht die Möglichkeit, externe Informationen, z. B. aus
thematischen Karten, in den Auswerteprozess zu integrieren. Durch die Kombination dieser
verschiedenen Optionen steht eine wesentlich größere Fülle an Informationen und Entschei-
dungskriterien zur Verfügung, als dies bei der pixelbasierten Klassifikation der Fall ist. Jedoch
resultiert daraus aber unter Umständen ein nicht unerheblich erhöhter Arbeitsaufwand bei der
Suche nach den optimalen Interpretationskriterien.
Da es sich sowohl bei der Segmentierung als auch bei der Entwicklung einer geeigneten Klas-
sifikationsstrategie um empirische Prozesse handelt, wurde das Untersuchungsgebiet in fünf
kleinere Teilszenen gegliedert. Dies spart einerseits Rechenzeit während der Testphase und
ermöglicht es andererseits, die Übertragbarkeit des Auswerteprozesses auf andere Teilsze-
nen zu überprüfen. Alle notwendigen Prozessierungsschritte wurden zunächst anhand einer
der Teilszenen entwickelt und anschließend auf die anderen angewandt.
Segmentierung
Wie bereits erwähnt, handelt es sich bei der segmentbasierten Klassifikation um einen zwei-
stufigen Prozess, da der eigentlichen Klassifikation zunächst die Segmentierung vorausgeht.
Da die verwendete Szene sowohl kleinere Objekte wie Einzelgebäude als auch großflächige
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Objektklassen wie beispielsweise Ackerflächen abdeckt, war es nicht möglich, nur ein Seg-
mentierungslevel zu erzeugen, welches alle gewünschten Objektlassen gleichermaßen gut
repräsentiert. Ein kleiner Scale-Faktor, wie er für einen heterogenen Siedlungsbereich, in
dem eher kleine Objekte vorkommen, notwendig ist, führt zu einer Übersegmentierung der
großflächigen Objektklassen, wie Ackerflächen oder auch Wasserflächen. Um dieser ent-
gegenzuwirken, muss der Scale-Faktor für diese Bereiche größer gewählt werden. Dies hat
jedoch eine Untersegmentierung im urbanen Raum zur Folge. Daher wurden drei verschiede-
ne Segmentierungslevel erzeugt, um den unterschiedlichen Klassenbeschreibungen gerecht
zu werden. In Tabelle 6.18 sind neben den verwendeten Parametern auch die bei der Seg-
mentierung berücksichtigten Datensätze aufgelistet.
Tabelle 6.18: Segmentierungsparameter der verwendeten Segmentierungslevel.
Scale-Faktor Gewichtung Daten
Farbe Form Compactness Smoothness
1.000 0,5 0,5 0,2 0,8 CIR,
Höhendaten,
ALK
150 0,7 0,3 0,5 0,5 CIR,
Höhendaten
10 0,9 0,1 0,2 0,8 CIR,
Höhendaten
Klassifikation
Die gesamte Klassifikation erfolgte auf der Grundlage des in Abbildung 6.39 dargestellten
Klassifikationsschemas.
Im ersten Schritt erfolgte die Trennung in Vegetationsflächen und Flächen ohne Vegetati-
on mittels des NDVI. Anschließend wurden diese Metaklassen weiter unterschieden. Aus
den vegetationslosen Flächen sind die Gebäude auf der Basis der Satellitendaten sowie der
ALK extrahiert worden. Ursprünglich sollte für diese Abgrenzung das normalisierte Ober-
flächenmodell verwendet werden, indem die Objekthöhe als Unterscheidungsmerkmal zwi-
schen Gebäuden und ebenerdigen, vegetationslosen Flächen genutzt wird. Dies erwies sich
allerdings als ungeeignet, da hier nicht alle Gebäude eindeutig abgrenzbar waren. Ursächlich
hierfür ist vor allem die geringere geometrische Auflösung gegenüber der IKONOS-Szene,
die „unscharfe“ Gebäudekanten zur Folge hat. Die Untergliederung in verschiedene Dach-
bedeckungen erfolgte auf der Grundlage der unterschiedlichen spektralen Eigenschaften der
verschiedenen Dachtypen.
Die im Untersuchungsgebiet vorkommenden Straßen wurden ebenfalls mit Hilfe der ALK
klassifiziert. Zunächst war eine Unterscheidung in verschiedene Belagsklassen geplant. Da
sich hier, bedingt durch die unterschiedlichen Beleuchtungssituationen, Schattenfall und Baum-
kronenverdeckung, keine zufriedenstellende Zuordnung erreichen ließ, wurde auf eine Klas-
sifikation in Belagsklassen verzichtet.
Die Differenzierung von Acker-, Wasser-, Schotter- und anderen versiegelten Flächen erfolg-
te wiederum auf der Basis ihrer spezifischen spektralen Eigenschaften. Da es sich bei den
Wasser- und Ackerflächen um großflächige Objekte handelt, wurden diese in den oberen Le-
vel klassifiziert. Die Schotterflächen und die verbliebenen Versiegelungsflächen sind eher im
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Abbildung 6.39: Klassifikationsschema der segmentbasierten Klassifikation.
stark strukturierten Siedlungsbereich zu finden, weshalb hier die Klassifikation im untersten
Level vorgenommen wurde.
Abschließend erfolgte noch die Aufteilung der Klasse Vegetation. Da es sich hier in erster
Linie um die Unterscheidung verschiedener Wuchshöhen handelt (Kleingrün, Bäume, Busch-
werk), wurde die Abgrenzung dieser Unterklassen mit Hilfe des normalisierten Oberflächen-
modells vorgenommen (Variante 1). Erste Tests in der Genauigkeitsanalyse zeigten jedoch
für diese Klassifikationsstrategie eine ungenügende Genauigkeit. Als alternativer Ansatz er-
folgte die Aufteilung der Vegetationsklassen zunächst mit Hilfe von Texturparametern in die
Klassen Großgrün und Kleingrün. Die Untergliederung der Klasse Großgrün in die Teilklas-
sen Bäume und Buschwerk erfolgte in einem zweiten Schritt an Hand des normalisierten
Oberflächenmodells (Variante 2). Die Klassifikationsstrategie für die vegetationslosen Flä-
chen wurde auch in der zweiten Klassifikationsvariante beibehalten.
Das Ergebniss des Klassifikationsprozesses ist in Abbildung 6.40 sowie in Form zweier Aus-
schnitte in den Abbildungen 6.41 und 6.42 dargestellt.
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Abbildung 6.40: Klassifikationsergebnis der segmentbasierten Klassifikation.
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Abbildung 6.41: Klassifikationsergebnis
der segmentbasierten Klassifikation –
Ausschnitt 1.
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Abbildung 6.42: Klassifikationsergebnis
der segmentbasierten Klassifikation –
Ausschnitt 2.
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Genauigkeitsanalyse
Der Vergleich der Konfusionsmatrizen, die in den Tabellen 6.19 bis 6.22 dargestellt sind, zeigt,
dass die Klassifikationsvariante 2 eine höhere Gesamtgenauigkeit aufweist. Die Klassifikati-
onsgüte der Nicht-Vegetations-Klassen fällt mit Werten zwischen 80 % und 98 % deutlich
höher aus als die Klassifikationsgüte der Vegetationsklassen mit 69 % bis 77 %. Hierbei zeigt
sich, dass die Fehlklassifikationen überwiegend innerhalb der Vegetationsklassen auftreten.
Da für die Unterscheidung der Vegetationsklassen auf Grund ihrer Wuchshöhen auf das nor-
malisierte Oberflächenmodell zurückgegriffen wurde, liegt die Vermutung nahe, dass dieses
keine ausreichende Genauigkeit aufweist.
Tabelle 6.19: Konfusionsmatrix: Segmentbasierte Klassifikation (2.000 Referenzpunkte, Var. 1).
Referenzdaten
Nr. Klasse 1 2 3 4 5 6 7 8 9 10
1 Bäume 160 26 14 0 0 0 0 0 0 0
2 Grünflächen 15 109 72 1 0 0 0 1 0 2
3 Buschwerk 97 37 58 0 0 0 0 5 0 3
4 Dachpappe u. ä. 9 2 3 161 11 9 0 4 0 1
5 Dach - Ziegel (rot) 6 0 0 1 190 0 0 3 0 0
6 Dach - Metall 0 0 1 2 0 197 0 0 0 0
7 Wasser 0 0 1 0 0 0 198 0 0 1
8 Straße 3 5 2 4 6 2 0 169 1 8
9 Splitt/Schotter 0 3 2 3 0 0 0 5 163 24
10 Acker/vegetationslos 0 4 0 2 3 0 0 8 0 183
Tabelle 6.20: Segmentbasierte Klassifikation – statistische Zusammenfassung, Variante 1.
Nr. Klasse Reference
Totals
Classified
Totals
Number
Correct
Producer
Accuracy
Users
Accuracy
κ
1 Bäume 290 200 160 55,17 % 80,00 % 0,7661
2 Grünflächen 186 200 109 58,60 % 54,50 % 0,4983
3 Buschwerk 153 200 58 37,91 % 29,00 % 0,2312
4 Dachpappe u, ä, 174 200 161 92,53 % 80,50 % 0,7864
5 Dach - Ziegel (rot) 210 200 190 90,48 % 95,00 % 0,9441
6 Dach - Metall 208 200 197 94,71 % 98,50 % 0,9833
7 Wasser 198 200 198 100,00 % 99,00 % 0,9889
8 Straße 195 200 169 86,67 % 84,50 % 0,8283
9 Splitt/Schotter 164 200 163 99,39 % 81,50 % 0,7985
10 Acker/vegetationslos 222 200 183 82,43 % 91,50 % 0,9044
Die Klassifikationsgüte der Dachfläche Ziegel ist mit über 95 % sehr hoch. Laut Konfusi-
onsmatrix liegen die meisten Fehlklassifikationen in Form von Zuschlägen aus der Klasse
Bäume vor. Die Ursache hierfür ist in den trotz Georektifizierung genannten Lageabweichun-
gen zwischen den Daten der ALK und der IKONOS-Szene zu suchen. Da der Gebäudelayer
im Rahmen der Segmentierung berücksichtigt wurde, finden sich diese Lageabweichungen
auch in den erzeugten Segmenten in Bezug auf die Satellitenszene wieder. Diese repräsen-
tieren also nicht ausschließlich die Dachfläche, sondern beinhalten auch einen Teil der häufig
angrenzenden Vegetationsfläche.
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Tabelle 6.21: Konfusionsmatrix: Segmentbasierte Klassifikation (2.000 Referenzpunkte, Var. 2).
Referenzdaten
Nr. Klasse 1 2 3 4 5 6 7 8 9 10
1 Bäume 243 25 62 0 2 0 0 2 1 2
2 Grünflächen 16 135 19 0 0 0 0 1 0 3
3 Buschwerk 13 11 62 2 0 0 0 1 0 0
4 Dachpappe u. ä. 9 2 3 158 11 6 0 4 0 1
5 Dach - Ziegel (rot) 6 0 0 1 187 0 0 1 0 0
6 Dach - Metall 0 0 1 4 0 198 0 0 0 0
7 Wasser 0 1 1 0 0 0 195 0 0 1
8 Straße 3 3 3 4 7 4 0 172 1 16
9 Splitt/Schotter 0 3 2 3 0 0 0 5 162 23
10 Acker/vegetationslos 0 5 0 2 3 0 0 9 0 176
Tabelle 6.22: Segmentbasierte Klassifikation – statistische Zusammenfassung, Variante 2.
Nr. Klasse Reference
Totals
Classified
Totals
Number
Correct
Producer
Accuracy
Users
Accuracy
κ
1 Bäume 290 337 243 83,79 % 72,11 % 0,6738
2 Grünflächen 186 174 135 72,58 % 77,59 % 0,7529
3 Buschwerk 153 89 62 40,52 % 69,66 % 0,6715
4 Dachpappe u, ä, 174 194 158 90,80 % 81,44 % 0,7968
5 Dach - Ziegel (rot) 210 195 187 89,05 % 95,90 % 0,9542
6 Dach - Metall 208 203 198 95,19 % 97,54 % 0,9725
7 Wasser 198 198 195 98,48 % 98,48 % 0,9832
8 Straße 195 213 172 88,21 % 80,75 % 0,7867
9 Splitt/Schotter 164 198 162 98,78 % 81,82 % 0,8019
10 Acker/vegetationslos 222 195 176 79,28 % 90,26 % 0,8904
Durch die segmentbasierte Klassifikation erfolgte hier aber eine Zuweisung zur Gebäudeklas-
se. Hierin liegt auch ein Teil der Fehlklassifikationen in der Klasse Dach/Dachpappe begrün-
det, die mit ca. 81 % die niedrigste Klassifikationsgüte der drei Gebäudeklassen aufweist. Ne-
ben der Fehlzuordnung von benachbarten Vegetationsflächen in diese Gebäudeklasse durch
die genannten Lageabweichungen wurden noch Dachflächen der anderen Gebäudeklassen
als Dachpappe klassifiziert. Dies wird auf die unterschiedlichen Beleuchtungsverhältnisse
zurückgeführt.
Für die Objektklasse Wasser beträgt die Klassifikationsgüte etwa 98 % und liegt damit noch
über der Klassifikationsgüte der unüberwachten Klassifikation (ca. 85 %) und der pixelbasier-
ten überwachten Klassifikation (ca. 92 %). In dieser Genauigkeitssteigerung ist der Vorteil
der segmentbasierten Verfahren gegenüber den pixelbasierten erkennbar. Während bei den
pixelbasierten Verfahren die spektrale Ähnlichkeit zwischen Wasserflächen und beschatte-
ten Bereichen zu Fehlklassifikationen führte, konnte dies durch den objektbasierten Ansatz
weitgehend behoben werden, da hier neben den spektralen Merkmalen auch die Flächengrö-
ße in die Klassenbeschreibung einbezogen werden konnte. Bei den im Untersuchungsgebiet
vorkommenden Wasserflächen handelt es sich im Wesentlichen um die beiden Fließgewäs-
ser Elbe und Müglitz. Bei den wenigen zuviel als Wasser klassifizierten Pixeln handelt es
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sich um das angrenzende Ufer der gegenüber der Elbe deutlich kleineren und schmaleren
Müglitz.
Die Klassifikation der Straßen und der anderen versiegelten Flächen wurde in zwei Schritten
durchgeführt. Zunächst erfolgte die Klassifikation der Straßen mit Hilfe der ALK. Da damit
nicht alle versiegelten Flächen, die keine Gebäude darstellen, erfasst werden konnten, wur-
den diese im Verlauf des Klassifikationsverfahrens separat klassifiziert und anschließend zur
bestehenden Klasse Straße hinzugefügt. In diesem zweistufigen Verfahren liegen auch die
Ursachen für die unterschiedlichen Fehlklassifikationen begründet. Durch die Abgrenzung
der Straßen auf Basis der ALK-Daten lassen sich die Zuschläge aus den Vegetationsklas-
sen erklären, da es sich hier um straßennahes Grün handelt, welches in den Referenz-
daten als Vegetation klassifiziert wurde. Hingegen liegt der Grund für die Fehlklassifikatio-
nen in Bezug auf die vegetationslosen Freiflächen in deren spektraler Ähnlichkeit mit den
nicht durch die ALK erfassten und somit separat erfassten Versiegelungsflächen begrün-
det.
Darüber hinaus wurden auch einige Referenzpunkte der Gebäudeklassen als Straßen bzw.
versiegelte Flächen klassifiziert, was wiederum auf die Lageabweichung zwischen den Daten
der ALK und den Satellitendaten zurückzuführen ist. Insgesamt liegt die Klassifikationsgüte
für die Straßen und die versiegelten Flächen bei ca. 80 %, was vor allem auf die spektra-
le Ähnlichkeit der versiegelten Flächen und der unversiegelten Freiflächen zurückzuführen
ist. Wie der Konfusionsmatrix zu entnehmen ist, liegt auch die Genauigkeit der klassifizier-
ten Splitt- und Schotterdecke nur bei etwa 82 %. Aus der Matrix ist ersichtlich, dass hier
hauptsächlich Fehlklassifikationen zur Klasse „vegetationslose Freifläche“ vorliegen, wofür
die spektrale Ähnlichkeit dieser Klassen ursächlich ist. Damit besitzen diese beiden Klas-
sen die geringste Klassifikationsgüte innerhalb der Nicht-Vegetationsklassen. Die Genauig-
keit liegt mit etwa 80 % jedoch deutlich über der der unüberwachten Klassifikation für diese
Klassen.
Auch gegenüber der überwachten Klassifikation ist für die versiegelten Flächen eine erhebli-
che Genauigkeitssteigerung zu verzeichnen. Für die Klasse Splitt- und Schotterdecke ergibt
sich eine vergleichbare Genauigkeit. Die mit 90 % doch recht hohe Klassifikationsgüte der
vegetationslosen Freiflächen zeigt abermals den Vorteil der segmentbasierten Klassifikation
gegenüber pixelbasierten Ansätzen, da in dieser Klasse auch die unbebauten Ackerflächen
enthalten sind, welche unter anderem mit Hilfe ihrer Flächengröße klassifiziert werden konn-
ten. Die Gesamtgenauigkeit der Klassifikationsvariante 2 liegt mit 84,4 % im oberen Bereich
der überlicherweise bei der Auswertung von Fernerkundungsdaten erreichbaren Genauig-
keiten. Gleiches gilt auch noch für die Gesamtgenauikeit der Klassifikationsvariante 1 mit
79,4 %. Vor allem die Fehlklassifikationen zwischen den drei Vegetationsklassen wirken sich
negativ auf die Gesamtgenauigkeit aus. Auch die Analyse der Kappa-Statistik zeigt, dass die
Güte der Klassifikation als substantial (Variante 1) bzw. almost perfect (Variante 2) bewertet
werden kann (vgl. Tabelle 6.13).
Die Bestimmung der versiegelten Fläche und die Unterscheidung verschiedener verwende-
ter Materialien werden auf der Basis des verwendeten Datenmaterials als zufriedenstellend
bewertet.
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6.4.3 Verarbeitung der Höheninformationen
Wie dem Modellaufbau (vgl. Abbildung 5.2) zu entnehmen ist, benötigt dieses neben den be-
reits vorgestellten Eingangsdaten auch noch Höheninformationen in Form eines digitalen Ge-
ländemodells. Die im Rahmen dieser Arbeit verwendeten Höhendaten wurden in Kapitel 6.2.3
vorgestellt. Abbildung 6.43 stellt das für die im Folgenden berechneten Parameter (Hangnei-
gung und Hangrichtung) zu Grunde liegende digitale Geländemodell dar.
Abbildung 6.43: Digitales Geländemodell (DGM) des Untersuchungsgebietes (© INTERMAP,
NEXTMap).
Für die Modellierung von Niederschlag-Abfluss-Prozessen sind vor allem die Hangneigung
und die Hangrichtung von Bedeutung. Da sich die Berechnung der Verdunstung auf eine
horizontale Fläche bezieht, ist es notwendig, Korrekturfaktoren für die Hangneigung und die
Hangrichtung anzubringen, da der aus der einfallenden Strahlung resultierende Energieein-
trag von diesen Variablen abhängt. Des Weiteren sind diese Größen auch für die Intensität
und die Richtung des Abflusses von Bedeutung. Obwohl diese Analysen nicht den Schwer-
punkt dieser Arbeit bildeten, sollen sie an dieser Stelle nicht unerwähnt bleiben und die Ge-
nerierung dieser Informationen aus dem digitalen Geländemodell soll im Folgenden näher
erläutert werden.
6.4.3.1 Hangneigung
Die Hangneigung beschreibt die Änderung der Höhe innerhalb einer bestimmten Strecke. Sie
gibt also das Gefälle für ein bestimmtes Hangstück gegenüber einer gedachten Horizontalflä-
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che an (vgl. LESER, 2005). Diese Strecke ist in diesem Fall durch die Pixelgröße definiert. Die
Generierung der Hangneigung erfolgte innerhalb der Software ERDAS IMAGINE, die diese
als Standardwerkzeug zur Verfügung stellt. Zur Berechnung der Hangneigung eines Pixels
werden die Höhenunterschiede innerhalb einer 3x3-Pixel-Nachbarschaft (vgl. Matrix 6.10)
verwendet.
a b cd e f
g h i
 (6.10)
Zunächst werden innerhalb dieser Nachbarschaft die mittleren Höhenunterschiede in x- und
y-Richtung berechnet:
δx1 = c− a (6.11)
δx2 = f − d (6.12)
δx3 = i− g (6.13)
δy1 = a− g (6.14)
δy2 = b− h (6.15)
δy3 = c− i (6.16)
δx =
δx1 + δx2 + δx3
3
· xs (6.17)
δy =
δy1 + δy2 + δy3
3
· ys (6.18)
mit
a..i = Höhenwerte der Pixel innerhalb der Matrix
xs = Pixelgröße in x-Richtung
ys = Pixelgröße in y-Richtung
Die Hangneigung ergibt sich dann als
Slope = arctan(s) · 180
pi
(6.19)
s =
√
(δx)2 + (δy)2
2
(6.20)
Das Ergebnis dieser Berechnung ist in Abbildung 6.44 dargestellt.
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Abbildung 6.44: Resultat der Berechnung der Hangneigung.
Für die Verwendung im hydrologischen Modell wurden daraus sechs verschiedene Hangnei-
gungsklassen (vgl. Tabelle 6.23) abgeleitet. Diese sind in Abbildung 6.45 dargestellt.
Tabelle 6.23: Hangneigungsklassen.
Slope Hangneigungsklasse
0°-1° eben
1°-3° flach geneigt, flachwellig
3°-5° mäßig geneigt, wellig
5°-10° Mittelhang, stark wellig
10°-25° stark geneigt, kuppig
>25° steil
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500 0250 Meters
Abbildung 6.45: Klassifikation der Hangneigung in sechs Hangneigungsklassen.
6.4.3.2 Hangrichtung
Die Hangrichtung oder Exposition beschreibt die Ausrichtung des Hanges bezüglich Sonnen-
einstrahlung, Wind, Niederschlag und anderen klimatisch wirksamen Faktoren. Den wesent-
lichsten Faktor stellt jedoch die Besonnung dar, da der daraus resultierende Energieeintrag
auf für andere klimatische Faktoren von Bedeutung ist (vgl. LESER, 2005). Die Berechnung
der Hangrichtung erfolgte ebenfalls innerhalb der Software ERDAS IMAGINE.
Wie bei der Hangneigung wird auch bei der Berechnung der Hangrichtung die 3x3-Pixel-
Nachbarschaft berücksichtigt und es werden zunächst die mittleren Höhenunterschiede in x-
und y-Richtung berechnet (vgl. Gleichung 6.17 und 6.18).
Die Hangrichtung ergibt sich dann aus:
Aspect = 180 + θ · 180
pi
(6.21)
θ = arctan
δx
δy
[rad] (6.22)
Die Hangrichtung wird dabei als Winkel zur Nordrichtung (0°) angegeben. Eine Hangrichtung
von 90° entspricht demzufolge der Ostrichtung, 180° Süden und 270° Westen. Das Ergebnis
dieser Berechnung ist in Abbildung 6.46 dargestellt. Auch hier sollten für die Verwendung
im hydrologischen Modell entsprechende Hangrichtungsklassen (vgl. Abbildung 6.47) erstellt
werden.
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Abbildung 6.46: Resultat der Berechnung der Hangrichtung – Exposition (Aspect).
500 0250 Meters
Abbildung 6.47: Klassifikation der Hangrichtung in acht Hangrichtungsklassen.
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Die Genauigkeit der berechneten Parameter hängt von der Qualität des zugrundeliegenden
digitalen Geländemodells ab, welche in Kapitel 6.2.3 bereits diskutiert wurde. Laut TROMM-
LER (2008) lassen sich die Hangneigungen mit einer höheren Genauigkeit als die Hangrich-
tungen aus dem verwendeten Geländemodell ableiten.
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7.1 Bewertung der Datenauswertung
Die Genauigkeit der unüberwachten Klassifikation (unter 50 %) und der überwachten Klassi-
fikation (ca. 60 %) liegt jeweils deutlich unter den Erwartungen. Dies ist zum einen darauf zu-
rückzuführen, dass die Klassenzuweisung ausschließlich auf Basis der spektralen Informatio-
nen vorgenommen wurde. Zum anderen sind die Ursachen in der Tatsache begründet, dass
es sich um geometrisch hochauflösende Daten handelt. Während bei geometrisch geringer
aufgelösten Daten häufig Mischpixel vorliegen, erstrecken sich Objekte in geometrisch hoch-
aufgelösten Daten meist über mehrere Pixel, so dass bereits geringe Grauwertunterschiede
benachbarter Bildelemente dazu führen können, dass diese verschiedenen Objektklassen
zugeordnet werden. Des Weiteren spielen die Verdeckung durch Gebäude und Bäume sowie
der Schattenfall der Objekte eine wesentliche Rolle.
Da die pixelbasierte Klassifikation (unüberwacht und überwacht) keine zufriedenstellenden
Ergebnisse lieferte, wird nachfolgend vor allem auf die Ergebnisse der segmentbasierten
Klassifikation eingegangen.
Vergleicht man die geforderten Klassen für das hydrologische Modell mit den letztendlich
klassifizierten Oberflächendeckungen, so wird deutlich, dass nicht alle der für das Modell
notwendigen Flächennutzungen klassifiziert werden konnten. Dass einige der Zielklassen
aus den verwendeten IKONOS-Daten auf Grund ihrer geometrischen Auflösung nicht ableit-
bar sind, wurde bereits im Rahmen der Vorüberlegungen festgestellt, so dass hier schon vor
Beginn der Klassifikation eine Verallgemeinerung der Klassenbeschreibung vorgenommen
wurde (vgl. Kapitel 4.4).
Die Abgrenzung der Gebäude sollte ursprünglich unter Verwendung des normalisierten Ober-
flächenmodells vorgenommen werden. Dies konnte im Rahmen der Klassifikation jedoch
nicht realisiert werden, weil die Gebäudekanten durch die Rasterweite von 2 m nicht deutlich
erkennbar waren. Diese unscharfen Gebäudekanten und die Tatsache, dass sich in unmittel-
barer Nähe von Wohngebäuden häufig Bäume befanden, führten dazu, dass die Gebäude-
flächen auf diesem Wege zu groß geschätzt wurden. Durch den von Gebäuden und Bäumen
verursachten Schatten konnte eine Trennung dieser aneinandergrenzenden Klassen auch
auf spektralem Wege nicht zuverlässig erreicht werden.
Daher wurde die Abgrenzung der Gebäude mit Hilfe der ALK-Daten vorgenommen. Die Un-
terscheidung verschiedener verwendeter Dachmaterialien erfolgte mit Hilfe der spektralen Ei-
genschaften dieser Materialien. Begrünte Dächer ließen sich dabei im Untersuchungsgebiet
nicht ausmachen. Die Dachbedeckung Ziegel weist eine sehr hohe Klassifikationsgüte (ca.
95 %) auf, da diese sich sehr gut von den übrigen Materialien trennen ließ. Die Gebäudeklas-
se Dachpappe weist innerhalb der Gebäudeklassen die niedrigste Klassifikationsgenauigkeit
auf (ca. 81 %). Neben den angesprochenen Lageabweichungen zwischen den verwende-
ten Satellitendaten und den Daten der ALK ist dies vor allem auf Beleuchtungsunterschiede
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zurückzuführen, durch welche Zuschläge aus den anderen Klassen durch Schattenfall zu
verzeichnen sind. Die ursprünglich geplante Unterscheidung der Bebauungsklassen Beton-
elemente und Metall/Glas konnte im Rahmen der Klassifikation nicht erreicht werden, da
diese sich mit den verfügbaren spektralen Informationen nicht erreichen ließen. Hinsichtlich
ihrer unterschiedlichen thermischen Eigenschaften (vgl. Tabelle 2.3 ist eine Unterscheidung
aus stadtklimatischer Sicht aber empfehlenswert.
Die Unterscheidung verschiedener Baumaterialien der versiegelten Freiflächen wurde bereits
im Vorfeld diskutiert und eine Verallgemeinerung der Klassenbeschreibung vorgenommen.
Auch eine Abgrenzung der Klassen Asphalt, Beton und Schotterdecke war auf spektralem
Wege nicht möglich. Die Klassen Beton und Schotterdecke weisen große spektrale Ähnlich-
keiten auf. Die Abgrenzung zur Klasse Asphalt ist auf Grund der Beleuchtungsverhältnisse
nicht zuverlässig möglich. Fehlklassifikationen ergaben sich hier auch durch die spektrale
Ähnlichkeit zu einigen Unterklassen der vegetationslosen Freiflächen.
Bei der Klassifikation der Wasser- und Ackerflächen zeigt sich der Vorteil des objektba-
sierten Ansatzes. Durch die Segmentbildung vor der Klassifikation wurden diese Flächen
durch die Wahl eines entsprechenden Homogenitätskriteriums zu größeren Objekten zu-
sammengefasst. Kleine spektrale Unterschiede benachbarter Bildpunkte, die bei pixelba-
sierten Klassifikationsansätzen zu den bekannten unerwünschten Salt-and-Pepper -Effekten
führen, konnten so vermieden werden und somit sank auch die Anzahl der Fehlklassifikatio-
nen.
Die Klassifikation von lockeren Aufschüttungen, lockeren Abbauflächen und Abtragungsflä-
chen ist allein auf der Basis von Satelliteninformationen nicht möglich. Diese vegetations-
losen Freiflächen lassen sich durch spektrale Informationen nicht zuverlässig voneinander
unterscheiden. Darüber hinaus ist es an Hand des Datenmaterials nicht ersichtlich, ob es
sich um eine Aufschüttung oder um eine Abtragung handelt. Hier konnten die durch das hy-
drologische Modell geforderten Zielklassen mit Hilfe der IKONOS-Daten nicht bereitgestellt
werden.
Die Differenzierung der für das hydrologische Modell geforderten verschiedenen Vegetati-
onsklassen wird als nicht zufriedenstellend bewertet. Auch hier zeigt sich die Ungenauigkeit
des normalisierten Oberflächenmodells, welches zur Abgrenzung unterschiedlicher Wuchs-
höhen verwendet wurde. Eine Differenzierung nach bestimmten Altersgruppen kann mit Hilfe
von Satellitendaten allein nicht erfolgen. Hier sind Zusatzinformationen, zum Beispiel in Form
eines Baumkatasters, notwendig.
7.2 Bewertung hinsichtlich der
Parametergewinnung
Auch wenn nicht alle geforderten Klassen auch tatsächlich mit Hilfe der verwendeten Da-
ten extrahiert werden konnten und bereits im Vorfeld eine Verallgemeinerung der Zielklassen
vorgenommen wurde, ist jedoch die Klassifikationsgüte der neu formulierten Zielklassen als
weitgehend zufriedenstellend zu betrachten. Für die Modellierung hydrologischer Prozesse
wurden die benötigen Flächennutzungsinformationen meist aus Satellitendaten abgeleitet,
die über eine schlechtere geometrische Auflösung verfügen, weshalb diese für den urba-
nen Raum nur eingeschränkt aussagekräftig sind. Da urbane Räume eine sehr heterogene
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Struktur bezüglich der Flächennutzung aufweisen, sind hier detailliertere Informationen not-
wendig, um die hydrologischen und thermischen Bedingungen für innerstädtische Teilflächen
zu bestimmen. Dass hier eine Differenzierung nach verschiedenen Oberflächenmaterialien
möglich ist, konnte für das Untersuchungsgebiet und die verwendeten IKONOS-Daten nach-
gewiesen werden. Mit nur vier Kanälen ist die spektrale Auflösung der IKONOS-Daten den-
noch nicht ausreichend, um eine weitere Differenzierung nach Oberflächenmaterialien durch-
zuführen. Hier könnten Hyperspektraldaten Abhilfe schaffen. Diese sind jedoch aus Satelli-
tensystemen nicht in ausreichender geometrischer Auflösung verfügbar, so dass in diesem
Fall flugzeuggetragene Systeme zum Einsatz kommen müssten, die wie im Falle von HyMap
mit einer Rasterweite von 5 m über eine höhere Bodenauflösung verfügen. Insgesamt konnte
gezeigt werden, dass die Bereitstellung differenzierter Flächennutzungsinformationen, die für
die Verdichtung hydrologischer Modelle notwendig sind, mit Hilfe von IKONOS-Daten mög-
lich ist. Durch die Unterscheidung verschiedener Oberflächenmaterialien kann zudem eine
Untersuchung der innerstädtischen thermischen Bedingungen erfolgen, um daraus stadtpla-
nerische Maßnahmen zur Stadtklimaverbesserung ableiten zu können.
7.3 Ausblick
Die im Rahmen dieser Arbeit vorgestellten Möglichkeiten der Verwendung fernerkundlicher
Daten im Bereich der städtischen Planung bzw. des Untersuchung des Stadtklimas können
nur einen kleinen Ausschnitt dessen beleuchten, was in Zukunft eine größere Rolle spielen
wird. Dazu gehören unter anderem Fragestellungen rund um die Entwicklung städtischer
Wärmeinseln, wie sie bereits in Kapitel 5.2 vorgestellt worden sind.
Die bisherigen Untersuchungen zu städtischen Wärmeinseln konzentrierten sich bisher häu-
fig auf den Zusammenhang zwischen der Temperatur und dem Vorhandensein von Vege-
tation. Mit Hilfe differenzierter Informationen über die versiegelten Flächen können die Zu-
sammenhänge zwischen der Temperatur und verschiedenen Baumaterialien untersucht wer-
den.
Im Rahmen der Parametergewinnung für das in Kapitel 4.4 vorgestellte hydrologische Modell
war die Betrachtung der Temperatur nicht Gegenstand der Untersuchungen. Dennoch soll
an dieser Stelle die Möglichkeit genutzt werden, einen vorausschauenden Blick auf die Mög-
lichkeiten thermaler Fernerkundungsdaten zu werfen und ebenso darauf, wie diese in Ver-
bindung mit detaillierteren, aus geometrisch hochaufgelösten Daten gewonnenen Flächen-
nutzungsinformationen genutzt werden können, um neue Erkenntnisse über die Zusammen-
hänge des städtischen Klimas zu gewinnen und die Ableitung entsprechender planerischer
Maßnahmen zu unterstützen.
Für das Untersuchungsgebiet Heidenau wurden daher die Oberflächentemperaturen auf der
Basis einer LANDSAT ETM+-Szene von USGS (2012) mit den Gebäuden verschiedener
Dachmaterialien überlagert (vgl. Abbildung 7.1). Hierbei ist deutlich zu erkennen, dass Stadt-
gebiete mit Gewerbe- und Industrieflächen höhere Temperaturen gegenüber den Wohnge-
bieten aufweisen. Gewerbe- und Industrieflächen sind im Vergleich zu Wohngebieten zudem
durch einen höheren Versiegelungsgrad gekennzeichnet.
Es stellt sich jedoch die Frage, ob ausschließlich die Abwesenheit von Vegetation für die
Ausbildung dieser lokalen Wärmeinseln verantwortlich ist oder in welcher Form die verwen-
deten Baumaterialien einen Einfluss ausüben. Diese Zusammenhänge können nicht auf der
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Abbildung 7.1: Thermalaufnahme der Stadt Heidenau abgeleitet aus LANDSAT ETM+, (Sep-
tember 2005) überlagert mit dem Ergebnis der segmentbasierten Klassifikation
(Gebäudeklassen; eigene Darstellung, © USGS).
Basis einer einzelnen Thermalaufnahme analysiert werden, sondern erfordern die Auswer-
tung multitemporaler Daten. Es kann jedoch davon ausgegangen werden, dass beide Effekte
einen Anteil an der resultierenden Erwärmung der Oberfläche haben. Darüber hinaus be-
darf es auch hier auf Grund der heterogenen Flächenstruktur geometrisch höher aufgelös-
ten Thermaldaten. Diese sind derzeit nur durch flugzeuggestützte Systeme oder Drohnen-
technik realisierbar. Diese Frage liefert den Ausgangspunkt für weitergehende Untersuchun-
gen.
Nicht nur für die Untersuchung des Stadtklimas im Besonderen, sondern auch für die Beob-
achtung der Siedlungsentwicklung können geometrisch hochauflösenden Daten einen wichti-
gen Beitrag leisten. Die Heterogenität des urbanen Raumes verlangt nach geometrisch hoch-
auflösende Daten, wie sie lange Zeit nur durch Luftbilder realisiert werden konnten. Mittler-
weile sind jedoch auch Satellitensysteme wie IKONOS oder Quickbird in der Lage, diese
Anforderungen zu erfüllen. Im Gegensatz zur traditionellen Luftbildbefliegung verfügen Sa-
tellitensysteme über eine deutlich höhere Wiederholrate, so dass Zersiedlungen schneller
detektiert werden und entsprechend reagiert werden kann. Im Sinne eines Monitorings sind
Satellitendaten den Aufnahmen aus der Luftbildbefliegung gegenüber also im Vorteil. Geo-
metrisch hochauflösende Daten können somit nicht nur als Datengrundlage für die Steuerung
der Siedlungsentwicklung dienen, sondern ebenfalls Informationen darüber liefern, welche
Auswirkungen die Umsetzung planerischer Maßnahmen haben.
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7.4 Fazit
Zu Beginn der Arbeit wurde in Kapitel 1.1 die zentrale Frage für der nachfolgenden Untersu-
chungen formuliert:
Welchen Beitrag kann die Fernerkundung bei der Beantwortung klimatisch-
hydrologischer Fragestellungen im urbanen Umfeld leisten?
Zur Annäherung an die zentrale Frage wurden ebenfalls in Kapitel 1.1 Teilziele definiert. So
wurde zunächst erarbeitet, wodurch das städtische Klima gekennzeichnet ist und wodurch
die besonderen klimatischen Bedingungen des urbanen Raumes verursacht werden. Die
durch die Urbanisierung verursachten Veränderungen der Eroberfläche führen zur Modifi-
kation des Energie- und Wasserhaushalts. Das Einbringen zusätzlicher Kondensationskei-
me, verursacht durch Emissionen, und die dadurch begünstigte Wolkenbildung wirken sich
sowohl auf die Strahlungsbilanz als auch auf den Niederschlag aus. Gleichzeitig sorgt je-
doch der höhere Versiegelungsgrad des urbanen Raumes dafür, dass Niederschläge schnell
abfließen. Die dadurch verminderte Verdunstung führt wiederum zu Veränderungen des Wär-
mehaushalts. Die Veränderungen des Wärmehaushaltes werden zudem durch Emissionen
in Form von Abwärme und durch die veränderten thermischen Eigenschaften städtischer
Oberflächen verstärkt. Dies alles hat im Vergleich zum Umland in urbanen Räumen höhere
Temperaturen zur Folge, weshalb sie als städtische Wärmeinseln bezeichnet werden. Für
die Verbesserung des städtischen Klimas wurden an Hand verschiedener Nutzungsformen
Maßnahmen vorgestellt (vgl. Kapitel 2).
Um den Einsatz von Fernerkundungsdaten zur Beobachtung von Klimaparametern zu prü-
fen und die Vor- und Nachteile verschiedener existierender Systeme zu erläutern, wurde in
Kapitel 3 auf die wesentlichen Grundlagen der Fernerkundungsdaten eingegangen. Im An-
schluss wurden für die jeweiligen hydrologischen Parameter verschiedene Fernerkundungs-
methoden, unabhängig vom Beobachtungsmaßstab, vorgestellt (vgl. Kapitel 4). Bereits an
dieser Stelle konnte die vielseitige Verwendbarkeit fernerkundlicher Daten unter Beweis ge-
stellt werden.
Für die Modellierung des Energie- und Wasserhaushalts urbaner Räume sind nicht nur geeig-
nete klimatisch-hydrologische Modelle notwendig, darüber hinaus müssen für diese Modelle
auch entsprechend verdichtete Inputdaten vorliegen. Dies bezieht sich nicht nur auf Parame-
ter wie Niederschlag und Bodenfeuchte, sondern auch auf die Landnutzung. Gerade in urba-
nen Räumen, deren Flächennutzung häufig sehr heterogen ist und innerhalb kleiner Flächen
einem häufigen Wechsel unterliegt, sind besonders detaillierte Informationen zur Landnut-
zung und zur Oberflächenbedeckung notwendig, um auch für kleinere Gebiete, wie Stadttei-
le oder Quartiere, valide Aussagen über die klimatischen und hydrologischen Bedingungen
treffen zu können. Ausgehend von bereits existierenden hydrologischen Modellen wurde in
Kapitel 5 zunächst ein verdichtetes Modell vorgestellt. Die entsprechenden Anforderungen
an den Parameter Landnutzung wurden definiert. Am Beispiel des Untersuchungsgebietes
Heidenau konnte gezeigt werden, dass geometrisch hochauflösende Daten, in diesem Fall
IKONOS, differenzierte Flächennutzungsinformationen zur Anwendung hydrologischer Mo-
delle im Bezugsraum Stadt bereitstellen können (vgl. Kapitel 6).
Die Zeichen des Klimawandels sind bereits heute häufig spürbar. Der urbane Raum ist da-
von in vielerlei Hinsicht betroffen. Zum einen sind die veränderten klimatischen Bedingungen
in Städten besonders deutlich und werden durch diese sogar verstärkt. Zum anderen sind
durch den hohen Anteil der Weltbevölkerung, welche heute schon in Städten lebt, besonders
viele Menschen von den Auswirkungen des Klimawandels betroffen (vgl. BMVBS, 2011). Die
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Fernerkundung kann dabei für viele planerische Bereiche flächendeckende Datengrundlagen
liefern, um eine klimagerechte Stadtentwicklung und eine nachhaltige Planung zu unterstüt-
zen (vgl. TAUBENBÖCK et al., 2010).
Die rasante Entwicklung der Satellitentechnologie ermöglicht dabei einen immer detaillier-
teren Blick auf unsere Erdoberfläche. Diese geometrisch hochaufgelösten Daten erfordern
zwar auch andere Auswertemethoden, bieten jedoch auch die Chance, bestehende Mo-
delle zum Klimawandel, zum Wasserhaushalt oder zur Siedlungsentwicklung zu verdichten
und die Konsequenzen des menschlichen Handels auf der Erdoberfläche zu analysieren.
Erst über ein besseres Verständnis des Zusammenwirkens verschiedener Faktoren lassen
sich entsprechende Maßnahmen ableiten. Dabei ist es nicht nur wichtig, den Klimawandel
als globales Problem zu betrachten, sondern auch die lokalen Auswirkungen und Ursachen
zu analysieren und zu verstehen. Eine nachhaltige Siedlungsentwicklung auf lokaler Ebene
kommt langfristig auch dem globalen Klima zugute. Gerade im Hinblick auf die prognos-
tizierte Bevölkerungs- und Siedlungsentwicklung (vgl. UNITED NATIONS, 2012) kommt der
Beobachtung urbaner Räume besondere Bedeutung zu, für die detaillierte flächendecken-
de Informationen hoher Aktualität, wie sie von geometrisch hochauflösenden Satellitendaten
bereitgestellt werden, unabdingbar sind.
Die Beantwortung der eingangs gestellten zentralen Fragestellung kann auf zwei Ebenen
erfolgen. Grundsätzlich bleibt festzuhalten, dass die Fernerkundung eine Vielzahl von Da-
ten und Methoden zur Verfügung stellen kann, um in unterschiedlichen Anwendungsfällen
und Maßstabsebenen Informationen zu liefern. Welcher Art diese Informationen sind und
welche Einschränkungen in deren Nutzung bestehen, wurde ausführlich dargelegt. Die Ent-
wicklungen werden fortschreiten und die Bereitschaft der Gesellschaft – ideeller wie ma-
terieller Natur – wird darüber entscheiden, ob fernerkundliche Technologien in der Zukunft
einen entscheidenden Beitrag zur Umweltbeobachtung werden leisten können – ein Bedarf
besteht.
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