Cartan matrices and Morita equivalence for blocks of the symmetric groups  by Scopes, Joanna
JOURNAL OF ALGEBRA 142, 441455 (1991) 
Cartan Matrices and Morita Equivalence 
for Blocks of the Symmetric Groups 
JOANNA SCOPES 
St. John’s College, Oxford OX1 3JP, England 
Communicaled by Gordon James 
Received January 2, 1990 
One of the problems of representation theory is to determine Cartan 
matrices and to examine how far they are related to defect groups (see, for 
example, [2, Problem 221). This problem can be extended to examine the 
relationship between module categories and defect groups as in the 
following conjecture of Donovan for a fixed p group D [ 1, Conjecture M]. 
Conjecture. Up to Morita equivalence there are only a finite number of 
block algebras with a defect group isomorphic with D. 
In this paper we prove that Donovan’s conjecture holds for blocks of the 
symmetric groups from the following theorem, and hence that the number 
of Cartan matrices for such blocks with a given defect group is finite. 
THEOREM 1. The blocks of the symmetric groups with a given weight 
w > 0 over a field of characteristic p can be collected into families according 
to the shapes of their cores. Each family consists of Morita equivalent blocks.’ 
The number of such families is at most flf= 1 [(i - l)(w - 1) + 11, and each 
family contains a block of some G,, where N is less than or equal to 
p2( p - 1)2 (w - 1)2/4 + wp. 
An account of group representation theory can be found in [3], of 
Morita theory in [3, Sect. 3D], and of the representation theory of the 
symmetric groups in [4, 61. The additional non-standard notation we 
require is given in Section 1. In Sections 24 we demonstrate a sufficient 
condition for Morita equivalence between blocks and use this to prove 
Theorem 1 in Section 5. In Section 6 we give some examples and indicate 
some links between this theorem and other results. 
1. NOTATION 
A non-increasing sequence 2 = (A,, . . . . A,) of positive integers whose sum 
is n is called a partition of n (written I t-n) and can be displayed using a 
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Young diagram [A] [4, Definition 3.11. Given any field F we can define 
the Specht module S$ for each 2 t--n [4, Definition 4.31. The Branching 
Theorem [4, Theorem 9.21 shows how Specht modules restrict and induce. 
If the characteristic of the field, p say, does not divide n the Specht modules 
give all the irreducible modules of FGn [4, Theorem 4.121. Ifp divides n all 
the irreducible modules are given by the modules D” = S”/S” n SAL, where 
2 is p-regular [4, Theorem 11.51. 
Given i k n and an integer q 2 0 we can remove rim q-hooks from Jb to 
leave a q-core [6, Theorem 2.7.161. The number of hooks removed is called 
the q-weight. By Nakayama’s conjecture two Specht modules Si and SF 
belong to the same p block of FG, if and only if 2 and p have the same 
p-core, where p is the characteristic of F [6, Theorem 6.1.211. A block is 
thus labelled by a p-core and a weight w. The defect of a block is a function 
of the characteristic p and the weight w  [6, Theorem 6.2.45-J. 
When considering a partition A = (A,, . . . . A,) we shall use the concept of 
p-numbers. A sequence B1 > p2 > . . . > B,, t 3 s, of non-negative integers 
satisfying 
pJl:‘J::f’ ;;I 
3 
is called a sequence of b-numbers for II. When t = s we have the sequence 
of first column hook lengths for 1 [4, Definition 18.21. A P-sequence (or 
set) can be displayed on an abacus, labelled as in Fig. 1, with a bead at 
each pi [6, pp. 78-791. The number of runners, q > 0, is arbitrary but in 
practice relates to the characteristic of a chosen field. 
For example, Fig. 2 shows the partition (4, 3*, 1) displayed using a live 
element b-set on three runners. 
When using a display with q runners we will say that the numbers 
i, q + i, 2q + i, etc., belong to the (i + 1)st column for i = 0, ,..., q - 1, and 
that m - 1 is one place to the left of m for m 3 1. 
Given such a display we consider two types of rearrangement, first 
sliding a bead up one space from position m to m-q. This corresponds 
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FIGURE 2 
to removing a rim q-hook from the Young diagram [;1] as in 
[6, Lemma 2.7.13-J. When all the beads are as high as possible we have a 
p-set for the q-core of ;1. We will define the weight of a bead to be the 
number of places it is moved to reach its position in the core, and the 
weight of a column to be the sum of the weights of its beads. The weight of 
2 is the sum of the column weights. Second, we consider sliding a bead one 
place to the left, from position m to m - 1. This corresponds to removing 
a node from [A]. For both types of rearrangement we will identify moving 
beads with the corresponding operations on p-numbers, Young diagrams, 
and partitions. 
The situation we examine is the following. Let F be an algebraically 
closed field of characteristic p > 0. Let B be a block of F’Gi, with weight w 
and core b = (b, , . . . . b,), a partition of n -pw. Let r= {yi, . . . . yr+pw} be the 
(Y +pw) element B-set for b. Let r,, j= 1, . . . . p, be the number of beads in 
the jth column of the associated abacus with p runners. As all the beads in 
a core have weight zero we note that the numbers rj can be used to deter- 
mine the core b. If I is a partition of n such that the Specht module S) 
belongs to block B then we can represent 1” by an (Y +pw) element B-set, 
A say. Let A(j), j = 1, . . . . p, be the column weights of the corresponding 
abacus. 
Now suppose that for some i > 2, Ti = rip 1 + k, where k > w. Let B be 
the block of FG,+, of weight w and core b, where B has an (r spw) ele- 
ment B-set i= obtained from r by sliding the bottom k beads of column i 
into column i- 1, so that the number of beads in the jth column of the 
abacus corresponding to r, P, say, satisfies 
Tj= r,, j# i, i- 1, 
i=,=r,+,, 
TieI = r,. 
For example, in characteristic three we can consider the block B of G,, of 
weight 2 with core (4,2). As r = w =2 we have r+pw = 8 so use eight 
beads, giving r= (11,8, 5,4,3,2, LO}, r,=TZ=2, and r,=4. Now 
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r3 > Tr + 2 so we can take B to be the block of G,, with core (3, 1) and 
with ri = r’3 = 2 and rz = 4. We display the partitions b and b as in Fig. 3. 
We observe that if 1 is a partition of n-k such that Si belongs to B 
then 1 can be represented by an (r +pw) element /?-set. We will denote by 
e the central idempotent of FG, corresponding to B, and by I? that of 
FG, _ k corresponding to B. 
We will use the symbol > to denote both the lexicographic ordering on 
partitions and that on finite sets of integers [4, Definition 3.41. All modules 
will be right modules and the category of finitely generated modules of a 
ring R will be written mod.. If a module it4 has a sequence of submodules 
M=M,>M,> ... > M, = { 0}, where M,/M,+ , E Ni for i = 0, . . . . t - 1, we 
will write M- Cj:A Ni. 
2. RESTRICTION PROM 6, TO Gnpk 
In this section we show that restriction of modules leads to a natural 
correspondence between the partitions of n whose Specht modules belong 
to B and those of n-k whose Specht modules belong to B, where 
Ti = f ip 1 + k for some choice of i where k > w. 
LEMMA 2.1. Let A be a partition of n and suppose that SC belongs to the 
block B. Then there exists a partition 1 of n -k such that Sa belongs to B 
and 
Proof: Suppose ji is a partition of n -k and S$ is a factor of Sk JG”_I, 
using the Specht filtration given in [4, Theorem 9.31. The diagram [j] can 
be obtained from [a] by removing k nodes. The multiplicity of S$ as a fac- 
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tor is the number of ways in which the node removal can be effected. The 
(r +pw) bead abacus of ji is obtained from that of A by successively moving 
k beads one place to the left, where the beads moved correspond to those 
rows from which nodes are removed. The module Ss belongs to B if and 
only if the overall effect is one of moving k beads from column i to column 
i - 1 by [6, Theorem 6.1.211. The lemma follows if we can show that when- 
ever there is a bead in row j in the (i - 1)st column of the abacus for i 
there is a bead in the same row in the ith column, as this will determine 
which beads we can move. 
Define u by /l(‘-l)=w--, (1) 
then A”’ < 0 \ . (2) 
Equation (1) implies that all the beads in column i - 1 in the abacus for 
A lie in the first r,-, + w - u rows. Equation (2) implies that there are 
beads in the first Ti - u rows of column i. Now ri = Tip 1 + k, so 
This gives the first result; the second follows using [4, Remark, p. 703. I 
We now have a map of partitions, the effect of which is to interchange 
the ith and (i- 1)st columns of the associated abaci. It is clear that the 
map is 1 - 1. Moreover as two blocks with the same weight in the same 
characteristic have the same number of ordinary irreducible representations 
[6, Theorem 6.2.11, the map Qb: ,I + 1 is onto. 
LEMMA 2.2. The map @: A+ 1 preserves the lexicographic ordering of 
partitions. 
ProoJ Given i E N and p a prime define the map 4i on N by 
#Ja) = a + 1 if a belongs to column i- 1 of an abacus with p runners 
q5Ja)=a- 1 if a belongs to column i of an abacus with p runners 
h(a) = a otherwise. 
Let A and p be partitions whose corresponding Specht modules belong to 
block B. Let A and A4 be the associated r +pw element b-sets. 
Let A\(A nM)= (x,, . . . . x,}, x,>x,+,, I= 1, . ..) t- 1. 
Let M\(n n M) = {Y,, . . . . Y,}, y,>y,+,, I=1 )..., t-l. 
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Let X = @(A) and ,ii = G(p), and let their corresponding p-sets be /I and M. 
Then 
Z\(An W = {dj(xl ), . . . . PAX,)} 
and 
Jf\(AnW= {DAYS), . . . . dj(yt)>. 
Now if 2 > p then as sets of numbers using the lexicographic ordering, 
/i > M. Similarly /i > M implies that 1> p and we obtain 
n>~~on>Mon\(nn~)>M\(/1nM). 
Assume ;1> p. It follows that x, > y,. We have three cases to consider. 
Case 1. x, belongs to column i- 1. In this case q5i(x,)=x, + 1 >4;(y,) 
for all 1. Hence /7\(/7nAZ)>A7\(AnM), so X>ji. 
Case 2. x1 belongs to column i. Clearly #;(x,)>~(Y,) for all 12 3 as 
x, >y, >yz>y,> . . . . If y, does not belong to column i - 1 then 
q5;(y2) < 4;(xi). If y, belongs to column i- 1 then y, <x, - 1 as 
Y,<Yl <Xl, so y2 <x1 - 1 -p. Hence 4;(v2) < d;(xi). 
If y, lies in column i then q5;(u1) < q&;(x,). If y, lies in column j, where 
j#i, i-l, then y,<x,-2, so ~l=~i(~l)<q4;(~,). Suppose y, lies in 
column i- 1. The bead corresponding to x, in the abacus for ;1 must have 
positive weight, and all beads lying below x1 in the ith column, at positions 
L>x,, correspond to /?-numbers in /i nA4. If there are z such beads 
their total weight is at least z. Suppose x, = (i - 1) + (X- 1) p; then 
X3 Ti - z + 1. If y, = x1 - 1 then the bead corresponding to y, in the 
abacus of p has weight at least X-Tip i, which makes the weight of p 
greater than w, as 
Hencey,#x,--1, soyl+p~xl andh(yl)<di(xI). 
Thus #;(~~)>+4~(y,) for all Z, and il\(;lnH)>li;r\(/inii;r), so X>ji. 
Case 3. x1 does not belong to column i nor to column i - 1. By similar 
arguments we see that q4;(x1) > bi(yr) for all 1 B 2, and that if y, does not 
lie in column i- 1 then #;(xi) > di(yl). If y, lies in column i- 1 then 
y, <xi- 1 so again di(~~l)<q5i(x,), and we have l>j. 1 
In addition we have 
LEMMA 2.3. The map @ preserves p-singularity. 
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Proof: Let 1= (A.,, . . . . A,) be a p-singular partition of N, where for 
some 24 
Let f > s and let { fli, . . . . /I,} be a b-set for 1; then by definition 
Bu +, = B, -j for j=O, l,..., p-l. 
Moreover as AU+,_,>0 we have fiu+pP,>t-~-(p-l). 
Let u = u + (p - 1). On the abacus corresponding to A we have a string 
of p beads starting at B,. There are more than t - u places to the left of this 
bead, but only t - u beads to the left, so there is at least one gap to the left. 
Hence the abacus contains a continuous sequence of p beads coming after 
the first gap. Conversely this is a sufficient condition for a partition to be 
p-singular. 
Now suppose A is a p-singular partition of n whose corresponding Specht 
module belongs to block B. Consider a sequence of p beads coming after 
the first gap in the (r +pw) bead abacus for 1. Such a sequence would cross 
the ith and (i- 1)st columns of the abacus in one of the four ways shown 
in Fig. 4. 
The abacus of X is obtained from that of ;1 by interchanging the ith and 
(i - 1)st columns. This action clearly preserves p-singularity if /I, does not 
lie in column i. If B, lies in column i we know by the proof of Lemma 2.1 
that fl, +p E A, so we can treat this case as for the case b, lies in column 
I > i. Thus if A is p-singular so is 2, and the converse is equally clear. 1 
i-l i i-l i 
I I I I .i.+.-. --) .-.+. i 
+. ~ I -. I 1 
/3,, lies in column 1 < i - 1 PO lies in column 1 = i - I 
i-l i i-l i 
~ I +.i ! I .d - .-. - .- -.i 
p,, lies iii column 1 = i /3,, lies in colunin 1 > i 
FIGURE 4 
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LEMMA 2.4. (1) 0; Je- k! &. 
(2) D; y-k!D;. 
(3) The blocks B and B have the same decomposition matrix. 
(4) The blocks B and B have the same Cartan matrix. 
Proqf: Let 1, > ;1, ‘. . > A,, be the p-regular partitions whose Specht 
modules belong to B; then X, > 2, > ... > 1, are the p-regular partitions 
whose Specht modules belong to B by Lemmas 2.2 and 2.3. Suppose 
By [4, Corollary 12.31, a; =0 if A >;1/-, and if ;1=;1, then aj” = 1; in 
particular s”l = D’l. 
Now by Lemma 2.1 
so 
D$ LB-k! 0; and 02 r”-k!D$. 
Suppose that for j < 1 
D&yk!D$ and D$t”-k!D$; 
then 
j=l-1 
- 1 k!aTD$+(D”‘)JB t” 
j=l 1 
j=l- 1 
- 1 (k!)* aTDAj + (D”‘) LB r”. 
j= 1 
Hence using Lemma 2.1 
D$Jg-k!D$ and D$!t”-k!D$ 
and 
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Thus (1) and (2) are proved by induction, and (3) and (4) follow 
immediately. 1 
EXAMPLE 2.5. Consider the blocks B and B of Gi2 and 6i0 whose cores 
were given in Fig. 3. The 3-regular partitions whose corresponding Specht 
modules belong to B are (10,2), (7, 5), (7, 2*, l), (4*, 3, l), and (4, 3*, l’), 
while those of B are (9, l), (6,4), (6,2*), (4*, 2), and (3*, 2, l*). The 
3-singular partitions of B are (7, 2, 13), (4, 24), (4, 2*, 14), and (4, 2, 16) 
and those of Bare (6, 14), (3, 23, l), (3, 2*, 13), and (3, 1’). 
3. RESTRICTION FROM 6, TO G,-, x Gk 
Having established a natural correspondence between Specht modules 
and simple modules in the blocks B and B we now investigate this 
correspondence in more detail, leading to a demonstration of Morita 
equivalence in Section 4. 
Let A be a partition of n whose corresponding Specht module Sj belongs 
to block B and let A= @(A). Let s be a fixed, standard A-tableau whose 
entries in the nodes corresponding to [A] \ [A] are all greater than n - k. 
Let I be any standard A-tableau whose entries in these same nodes are all 
greater than n -k. Then r is completely determined by a pair (t, n), where 
i is the standard X-tableau obtained from t by removing the nodes of [A] 
outside [A], and rr is the permutation in GfnPk+ i, _,,, n1 for which the 
tableaux src and t agree on the nodes in [A.] \ [A]. In this situation we will 
write t = (i, rc). Every pair (i, 7~) is obtained in this way. 
It follows from the proof of [4, Theorem 9.31 that the module SA lB= 
(p JFG,-J ..? has a basis given by 
(e, . +? I t is a standard A-tableau whose entries in 
[A] \ [A] are greater than n - k} 
= {eci, n) . e? 1 i is a standard X-tableau, n E 6 in ~ k + i, ,,,, n1 }. 
Let 0 be an element of GtnPk+l,...,n). Then 
(e(i, x) .4 g = (e(i,nj a) .I? 
= (e(i, 1[o) .4, 
so S” .e is an F( G,_, x G,)-module whose restriction to FG, -k is s” 1~. 
LEMMA 3.1. Si.C~$SXOFFGkas an F(G,-,x6,)-module. 
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ProoJ Choose the permutation z E 6 (n--k + ,, __,, nI such that the number 
j lies in a higher row than j- 1 in the tableau sx for each j greater than 
n-k + 1. Let (T,, . . . . i,,, } be the standard X-tableaux. From the proof of 
[4, Theorem 9.33 it follows that 
span{e(+,.el j=l, . . ..m) 
is an FGnPk- submodule of s” .2. Let h E Gfiek and let {A,,} be the 
coefficients given by 
(e(,J, . e) h = f hj,ec,, xj . c?. 
I= I 
Let v be an element of 6 (n ~ k + ,, ,,., n). Then 
Ce(c, \,I . I?] h = [ec+-Lvj. t?] h 
= [[e+, .CT] C’V] h 
= CCe(i+, .e] h] c’v 
= f hj,eci,,,,.t? 
[ 1 nplv I= 1 
I=1 
/=I 
This shows that for a fixed v the span of the set {e(,,,,,.Sl j= 1, . . . . m} is an 
FG n-k -submodule of S” . e giving 
S”.CS@ s” 
k! 
as an FG,-,-module. 
Now choose a basis x1, . . . . x, of S” such that for all h in GnVk h acts on 
the set x1, . . . . x, as it acts on the set e(il,X). 2, . . . . e(7m,n). 2. Define a linear 
map v from s” .t? to s” OFFGk by 
This is clearly an F(6, _ k x G,)-module isomorphism and completes the 
proof. i 
COROLLARY 3.2. DA . t? z D” OF FG, as an F( 6, _ k x 6, )-modtde. 
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Proof: This follows from Lemma 3.1 by considering composition factors 
of s” lS,&& .? and its quotient D” OF FG,. 1 
COROLLARY 3.3. Under the correspondence of simple modules, the 
projective indecomposable modules of B and B have the same Loewy 
structures. 
ProoJ If P is a projective B-module then P t” Jez Ok!2 P. From 
Corollary 3.2 we see that DAJgr Ok! D”. By Frobenius reciprocity we 
obtain D” 9” r Ok! D”. Hence P and the corresponding projective in B 
have the same Loewy structures. 1 
4. MORITA EQUIVALENCE 
In this section we draw on the results of Section 3 and show that the 
blocks B and B are Morita equivalent. We shall construct a pair of exact 
functors G and G’, 
Category of finitely 
generated B modules 
* Category of finitely 
G’ generated i? modules, 
where G is a left adjoint of G’. 
The construction will be made in four parts; in each we shall obtain a 
pair of functors, G, and GJ, where G, is a left adjoint of G;. G will be the 
composition of the set of G,, j= 1, 2, 3,4, and G’ the composition of the set 
Gj. The four pairs of functors will act on the various module categories as 
below. 
We define the pairs (G, , G; ) and (G4, Gi ) by the standard method of 
moving between modules of an algebra and a block. We define G, and G; 
by restriction and coinduction, respectively. All these functors are exact. 
For G, and G; consider the module categories of F(G,-, x EJk) and 
FGnmk as the categories of ((F6,)“P-FG,_,)- and (F-FGnek)- 
bimodules, respectively. Let A be the trivial (F- (FG,)“P)-bimodule. 
Given an ((F’Gk)“P- FG,_,)-bimodule M define G,(M) = A OFGkOP M. 
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Given an ((FGJ’P - F(.ZP,)-bimodule 
define G,(h) = 10 h. 
Given an (F - FG,-,)-bimodule 
1 
homomorphism Mh’ M, 
N define G;(N) = 
Given an (F- F6,P,)-bimodule homorphism NA fi define G;(h’) by 
composition with h’. 
Using Lemma 4.1 it can be seen that G, is a left adjoint of G;. 
LEMMA 4.1. If R, , R,, and R, are rings over a field E, and we have an 
(R,-R,)-bimodule M, an (R,-R,)-bimodule N, and an (R,-RI)- 
bimodule A, then 
Horn R,-R3(R,&3y Hom&,A.,~ ,&LJ) 
E Horn R2-,q(,&R, 0 R,MR~, R$R~) 
as vector spaces over E. 
Proof: This Lemma is a bimodule version of [3, Theorem 2.191 and is 
proved in exactly the same manner. 1 
From Corollary 3.2 it follows that for any XE mod., G,G,(X) .e viewed 
as a left (FG,)“P-module is projective, hence G,G, is exact on the image 
of G2G1. We observe that FACFGkjOp is a free F-module, so by 
[3, Theorem 2.221, G; is also exact. 
We now have two exact functors, G = G,G,G,G, and G’ = G; G;G;Gi, 
and G is a left adjoint of G’. Again by Corollary 3.2, 
G,G,(D”) .t?g D” OF F6,, 
as an F( 6, k x 6,)-module, which is (FGk)Op OF D” as an 
((FGk)OP - F6,P,)-bimodule, from which it is clear that 
G(D’) g D” as FA 0 CFGkjOp (FGk)Op g FF. 
In order to determine G’(D’) we consider Hom,(FFcFGk)OP, FNFGn_lr) 
for an arbitrary (F- F6,-,)-bimodule N. This is isomorphic to 
(FBk,OPF@FNFGnmk as an ((FGk)OP - F6, _ k)-bimodule. In particular 
G;G;(S’)rS’ OFF 
as an F( 6, _ k x G’k )-module. 
But as an F&-module F is isomorphic to the Specht module Sk. By 
[4, Remark, p. 70, and Theorem 16.43 the module (S”0 Sk) TGfl has a 
Specht series whose factors are given by the Littlewood-Richardson Rule, 
(S%JSk)~G~=&?Qsv, 
Y 
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where CI, = 0 unless ,ij d vj for all j, and no two nodes of [v]\ [A] lie in the 
same column, in which case ~1, = 1. The results of Section 2 imply that the 
only partition v of n satisfying ;ci< vj for all j, and with S” belonging to 
block B, is ;1. Hence G’(S”) E 9. This in turn implies that G’(O”) E D” as 
G’ is exact. 
We are now in a position to prove 
THEOREM 4.2. The blocks B and B are Morita equivalent. 
Proof: Denote by II/ the isomorphism 
Hom,(G(M), N) -+ Hom,(M, G’(N)) 
Consider the map 
for ME mod, and NE mods. 
M W+(w) ) GIG(M). 
When M has composition length one this is a non-zero map of the form 
D/- + G’G(@) g D”, 
hence an isomorphism. When M has composition length greater than one 
we may consider the commutative diagram 
o- Ml - M- M, -0 
I I I 
0 - G’G( M, ) - G’G( M) - G’G(M,) - 0 
where M, and M, have composition length less than M. 
If the maps M, + G’G(M,) for i= 1,2 are isomorphisms, so is the map 
M + G’G(M) by the Five Lemma [7, Lemma 4, Sect. VIII.41. Hence the 
map 
M tWdc(ul) ) GIG(M) 
is an isomorphism for all finitely generated B-modules and provides a 
natural isomorphism between the functors G’G and the identity on mod,. 
Similarly the map 
N - GG’( N) 
C’(idc~w~) 
is an isomorphism for all finitely generated B-modules N and provides a 
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natural isomorphism between the functors GG’ and the identity on mods. 
Hence mod, and mod8- are equivalent categories, and B and B are Morita 
equivalent. 1 
5. PROOF OF THE MAIN THEOREM 
We are now in a position to prove Theorem 1. 
5.1. Proof of Theorem 1 
Let F be an algebraically closed field of characteristic p. Let B and B’ be 
blocks of weight w >O of FG, and FG,, respectively, where N> M. 
Suppose there exists a sequence of blocks of weight w, B, = B’, 
B 1, . . . . B, = B, L > 1, such that each pair (Bj, B,- 1 ) is in the relationship 
described in Sections 24; then we will say that B’ is an ancestor of B. 
Divide the blocks of the symmetric groups over F of weight w > 0 into 
families, where two blocks belong to the same family if and only if they 
have a common ancestor or if one is an ancestor of the other. Each family 
contains a unique block which is an ancestor of all other blocks in the 
family. Take such a block. Let 0 be the /?-set of first column hook lengths 
of its core. Then for all 26idp, O,$OiP,+w-1. By [4, Example 
23.6(i)], 0, =0 so for all 2<idp, Oi< (i- l)(w- 1). Hence the number 
of families is finite, being at most 
Moreover the greatest first column hook length in the core is less than 
p(p - l)(w - 1). Now if 1 is a partition of m > 1 with greatest hook length 
x, then m < (x + 1)*/4. Hence every block of weight w is Morita equivalent 
to a block of FG, for some N <p*(p - 1)” (w - 1)*/4 + wp. 1 
COROLLARY 5.2. Donovan’s conjecture holds for blocks of the symmetric 
groups. 
COROLLARY 5.3. The number of Cartan matrices of blocks of the 
symmetric groups with a given defect group is finite. 
6. EXAMPLES 
Having established the general theorem we now give a few examples. 
EXAMPLE 1. Blocks of defect 1. All blocks of defect 1 in characteristic 
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p of the symmetric groups have weight 1 [6, Eq. 6.2.441. Theorem 1 shows 
that all such blocks are Morita equivalent to the principal block of 6,. 
EXAMPLE 2. Blocks of defect 2. By [6, Eq. 6.2.441 we see that there 
are no blocks of FG,, of defect 2 if F has characteristic 2, and that in odd 
characteristic blocks of defect 2 have weight 2, in which case there are at 
most p! equivalence classes of blocks, and all such blocks have appeared in 
the first 2p +p2(p - 1)2/4 groups. The Ext’ quivers of the principal blocks 
of defect 2 are given in [S, 91. 
When p= 3 we need only consider five blocks, namely the principal 
blocks of 6, and G,, the principal block of 6, and its conjugate, and the 
block of G,, with core (3, 12). The p-set of first column hook lengths, 0, 
of the block with core (4,2) satisfies Oj < (i - 1) for all i but is Morita 
equivalent to the principal block of G,, as are all blocks with core 
(2n, 2n - 2, . . . . 4, 2) or (2~ - 1, 2n - 3, . . . . 3, 1) for n > 2. A comparison of 
the p-regular partitions in such blocks shows how Lemma 2.4 complements 
the results of [S], where decomposition numbers are found by row and 
column removal. 
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