A Condition-Based Maintenance Model for a Single Component in a System with Scheduled and Unscheduled Downs

Introduction
Nowadays, the development of advanced sensor and ICT technology makes the remote acquisition of condition monitoring data (e.g., temperature of an engine, wearing of a brake) less costly. Based on the condition of a component/system, one can improve the diagnostics and prognostics of failures in order to reduce the maintenance related costs (e.g., downtime costs, set-up costs), which is the main idea behind condition-based maintenance (CBM); see Jardine et al. [13] and Peng et al. [24] . Considerable attention from researchers has been attracted to study CBM for complex engineering systems. These occur in many industries (aviation, oilgas refinery, energy, automotive, semiconductor industry, and so on). It is usually not feasible to implement optimized with respect to the optimal risk value of the hazard function; see Jardine et al. [12] and Vlok et al. [32] . Another type of model is the filtering model; see e.g. Wang et al. [34] , who apply such a model to marine diesel engines. Motivated by the maintenance services practice at an OEM in the compressed air and generator industry, a recent contribution has been made by Poppe et al. [25] . They consider the same model as our model and look at the effect of using a second threshold level just below the hard failure level that initiates a maintenance action with a separate setup. This maintenance action is executed after a short preparation period. They show that the average cost can be reduced significantly if this extra type of maintenance action is much cheaper than the normal corrective maintenance action. Their calculations are based on a different approximate evaluation procedure and a different degradation process.
The stream of multi-component CBM models consists of only a limited number of papers. Bouvard et al. [3] converted a condition-based maintenance problem into a similar age-based maintenance clustering problem (cf. [36] ), which yielded an optimal schedule with a dynamic maintenance interval. Wijnmalen and Hontelez [35] used a heuristic algorithm for computing control limits for components in systems under different discounted scenarios, which is formulated within a Markov decision framework. Castanier et al. [5] introduced a model to coordinate inspection/replacement of a two-component system via a Markov renewal process and minimize the long-run maintenance cost. However, this model becomes intractable when it would be extended to systems with many components. For systems with many components subject to soft failures, Zhu et al. [38] proposed a model with a control limit policy per component and a the joint maintenance interval of the system (in this system all maintenance actions are executed at the scheduled downs). Moreover, for larger scale problems, there is research based on Monte Carlo simulation and genetic algorithms; see Marseguerra et al. [21] and Barata et al. [2] . Alternatively, Tian et al. [28] proposed two maintenance policies for multi-component systems using the proportional hazard model, and Tian and
Liao [29] propose the use of an artificial neural network. To compare age/time-based and condition-based maintenance policies, Koochaki et al. [15] evaluated the cost effectiveness of a three-component series system in the context of opportunistic maintenance via simulation. In their model, only unscheduled opportunities are considered, while our model includes both scheduled and unscheduled opportunities. De Jonge et al. [6] consider policies for a system with identical components for which the degradation is modelled by a so-called P-F curve.
The contribution of this paper is as follows. First, we introduce a new single-component CBM model with both scheduled and unscheduled opportunities for executing a maintenance action without separate downtime and setup costs. Second, we derive an efficient and accurate approximate evaluation procedure for a given control policy. Third, we show that the approximate evaluation can be well used to optimize the control limit, and we show the savings when both unscheduled and scheduled downs are used as opportunities by the CBM component. Fourth, we demonstrate that our model can be well used as a building block for multi-component CBM problems with many components. Hence, we also contribute to the literature in multi-component CBM models. For the use of our model as a building block for a multi-component system with a mix of condition-based, age-based, and failure-based components, we refer to [37] .
The outline of this paper is as follows. The description of the system and the assumptions are given in Section 2. The approximate evaluation procedure is described in Section 3. In Section 4, we describe a case for lithography machines used within the semiconductor industry, and we apply our evaluation and optimization procedures. In Section 5, numerical experiments are performed to investigate the accuracy of our approximate evaluation and the optimization based on the approximate evaluation. Further, we show the potential savings that can be obtained by using both unscheduled and scheduled downs as opportunities 
System Description
Consider a complex engineering system consisting of multiple components. One critical component is monitored continuously and maintained according to a condition-based maintenance policy. We call such a component a "CBM component". The degradation state of the CBM component X(t) can be monitored continuously over time t, t ∈ [0, ∞). We assume that the degradation process X(t) is monotonic. When the degradation state X(t) exceeds a predetermined warning limit H, the system operates under an unsatisfied condition. Hence, a maintenance action will be triggered immediately to restore the degradation level of the CBM component to its initial level. Such a system down due to the maintenance of the CBM component is called "CBMD" (a down due to the CBM component, see Figure 1 ). In this model, the warning limit H is a given parameter from technical experts, who have the knowledge on the physics of failures.
Apart from this CBM component, all other components in the system are subject to either a failure-based or a periodic maintenance policy:
• Failure-based maintenance policy: For the components that are under a failure-based maintenance policy, the maintenance or replacement will be conducted immediately after the failure of the component. This will lead to unscheduled downs (USDs) of the system (see Figure 1 ). We assume that the interarrival times of the failures follow an exponential distribution with rate λ, so that the corrective maintenance actions cause USDs according to a homogeneous Poisson process. According to the Palm-Khintchine theorem (see e.g. [26] ), even if the failure times of some components do not follow exponential distributions, the combination of a large amount of non-Poisson renewal processes will still have Poisson properties. Hence, this assumption about corrective maintenance is realistic if a failure-based maintenance policy is used for a sufficiently large amount of components in the system.
• Periodic maintenance policy: In many industries (aviation, oil-gas refinery, energy, automotive, semiconductor industry, and so on), periodic maintenance actions (inspection, cleaning, lubrication) for the system are taken every fixed interval (see e.g. [30] . This is a common practice because it facilitates the planning and coordination of maintenance resources (service engineers, maintenance equipments, spare parts) and users of complex engineering systems can take them into account in their production schedules. Let τ be the length of this fixed interval. When determining the fixed interval length, one can also take other factors than periodic maintenance into account, such as industrial regulations (e.g., a requirement that each system has to have an annual inspections like for cars in many countries) or commercial aspects (maintenance may be outsourced and the service company may want to show its presence sufficiently often). The periodic maintenance is planned and hence leads to scheduled downs (SDs) of the system (see Figure 1 ).
When a system down occurs (USD, SD, or CBMD), the system operation will be interrupted and it will cause high downtime costs for the system. Also, setup costs for maintenance will be incurred, either for sending a maintenance crew to the field or for bringing the system to a maintenance location. Downtime and setup costs for the multi-component system can be reduced by combining maintenance actions. In our model, we use the system downs caused by failure-based maintenance (at USDs) and periodic maintenance (at SDs) for other components as opportunities for the CBM component that we consider. We can do that by executing preventive maintenance before X(t) reaches the warning limit H (see Figure 2 ). Obviously, we then loose a fraction of the useful lifetime of the CBM component.
In this paper, we distinguish three types of maintenance actions for the CBM component:
1. Corrective Maintenance at a CBMD (CM): When the system stops due to a CBMD, namely, at a time point where X(t) crosses H (see Figure 2 ), a corrective maintenance (CM) action is taken with a cost c CM , which includes the downtime and setup costs and the costs for replacing the failed CBM component by a spare part (which may be a new or a ready-for-use component).
Preventive
Maintenance at an USD (PM-USD): When the system has an USD at a time instant t, it provides an opportunity for the CBM component to be maintained together with the component that failed and caused the USD. If the degradation X(t) exceeds a control limit C (X(t) ≥ C, see Figure 2 ), a preventive maintenance (PM) action will be taken with a cost c P M −U SD . This cost factor consists of the costs for replacing the CBM component by a spare part. In this case, no downtime and setup costs have to included. Hence, we assume that c P M −U SD < c CM (and generally c P M −U SD will be much smaller than c CM ).
3. Preventive Maintenance at a SD (PM-SD): When the system has an SD at time nτ , n ∈ N, it provides an opportunity for the CBM component to be maintained together with the components for which periodic maintenance takes place at this SD. If the degradation X(t) exceeds the control limit C (X(t) ≥ C, see Figure 2 ), a preventive maintenance (PM) action will be taken with a cost c P M −SD .
As for the previous action, this cost factor consists of the costs for replacing the CBM component by a spare part, and no downtime and setup costs have to be included. Hence, we assume that Under that assumption, it is reasonable to use the same control limit C. (In practice, it is possible that c P M −SD is somewhat smaller than c P M −U SD because a spare part for a replacement at a SD may be provided from a central warehouse instead of a local warehouse and thus one avoid the charged costs for keeping spare parts available in local warehouses at close distance of installed systems.)
The interval τ for periodic maintenance is in terms of weeks or months and is small in comparison to the Moreover, we assume that the CBM component is restored as good as new by any maintenance action (CM, PM-USD, or PM-SD), as shown in Figure 2 .
The average costs per time unit under a given control limit are denoted by Z(C). The objective is to minimize Z(C) over all possible control limits 0 < C ≤ H.
An exact evaluation of the average costs Z(C) can be done via simulation, and the optimization can be based on this evaluation by simulation. Because we have no proof that Z(C) has a unique local minimum, we use enumeration for the optimization. However, simulation requires relatively large computation times.
Hence, we develop an approximate evaluation procedure and that procedure can also be used within the optimization procedure.
Approximate Evaluation
The approximate evaluation starts with the definition of so-called maintenance cycles. We define a maintenance cycle as the time interval between two consecutive maintenance actions for the CBM component.
We may distinguish two types of maintenance cycles. When the previous maintenance cycle ended with a PM-SD action, the next maintenance cycle starts at a SD. When the previous maintenance cycle ended with a CM or PM-USD action, the next maintenance cycle does not start at a SD. Hence, the time points at the beginning of the maintenance cycles do not constitute renewal points. Nevertheless, we pretend that these points are renewal points and we pretend that all cycles start at a SD. That are the only two approximate steps that we make. We denote the expected costs and the expected length per maintenance cycle by K(C)
and L(C), respectively. By the renewal reward theorem, the average costs per time unit Z(C) are equal to
Below, we derive formulas for K(C) and L(C). They both follow from the analysis of a single maintenance cycle.
For each maintenance cycle, we denote the time since the start of the cycle byt, and we pretend that the start of the cycle coincides with a SD; see also cycle. Notice that the degradation process can be described by many different kinds of stochastic processes, e.g., a random coefficient model, a Gamma process, or a monotonic Markov Process. Because the degradation process is assumed to be monotonic, the probability that the degradation at timet exceeds a threshold χ is equal to the probability that the passage time T χ of the threshold χ is less than timet:
Let F Tχ (t) and f Tχ (t) be the cumulative density function (c.d.f.) and the probability density function (p.d.f.) of the passage time T χ . Hence, the c.d.f. and p.d.f. of the passage time T C and T H can also be derived based on the degradation process X(t). Because X(t) will first cross the control limit C before reaching H, it holds that T C < T H in each maintenance cycle. The CBM component will be replaced preventively if there are opportunities between T C and T H , and the first opportunity in the interval [T C , T H ) will be used.
If no opportunity appears between T C and T H , the CBM component will fail at time T H and then a CM action is executed.
To describe the possible events in a maintenance cycle, we distinguish two scenarios:
• Scenario 1: (n − 1)τ ≤ T C < nτ for some n ∈ N and T H < nτ
In this case, no SD occurs between T C and T H . The first USD after T C will appear at T C + T U SD , where T U SD has an exponential distribution with rate λ. If T C + T U SD < T H , then the maintenance cycle will end with a PM-USD action at time T C + T U SD . This happens with probability 
• Scenario 2: (n − 1)τ ≤ T C < nτ for some n ∈ N and T H ≥ nτ
In this case, a SD occurs before T H , and thus the maintenance cycle ends either with a PM-USD action or a PM-SD action. As in Scenario 1, The first USD after T C appears at T C + T U SD , where T U SD has an exponential distribution with rate λ. If T C + T U SD < nτ , then the maintenance cycle will end with a PM-USD action at time T C + T U SD . This happens with probability
If T C + T U SD ≥ nτ , a PM-SD action will be taken at time nτ . This happens with a probability
Define P 1 , P 2 , and P 3 as the probabilities that a maintenance cycle ends with a PM-USD action, a PM-SD action, and a CM action, respectively. From the descriptions of the two scenarions, it follows that:
This leads to the following formula for the expected costs K(C) per maintenance cycle:
From the above scenarios, we find the following formula for the expected length L(C) of a maintenance cycle:
Using integration by parts, we obtain
Hence, the formula L(C) can be rewritten as
The formulas (3)-(5) for P 1 , P 2 , P 3 and formula (7) for L(C) can be evaluated numerically once explicit expressions are given for f T C and f T H |T C (v|u); and K(C) and Z(C) are obtained by (6) and (1). Such explicit expressions are obtained when a specific degradation process is assumed; see Section 4. The integrals in formulas (3)-(5) and (7) can be evaluated by numerical integration, and the infinite sums in these formulas require an appropriate truncation (notice that the probability P r{(n − 1)τ ≤ T C < nτ } → 0 for n → ∞ and similarly for the n-th term in each of these infinite sums; this can be used for the truncation of these infinite sums).
Case Study
As a demonstration of our model, we provide a case of lithography machines used in the semiconductor industry. What we describe below is based on a study that we did at a manufacturer of lithography machines;
see [30] . Because of their confidentiality, we are not allowed to give the real-life data for cost factors and parameters of degradation processes. Instead, we give modified data, which are still somewhat representative.
More importantly, the description below shows how our model could be used in practice.
The lithography machines are complex engineering systems processing the pure-silicon-made wafers to semiconductor integrated circuits, also known as micro-chips. The laser unit in the machine is considered as one of the most important components, whose degradation is continuously monitored. The measurement of its physical condition is the output power in Watts. When the degradation of output power exceeds a certain limit, bad chips are produced and a maintenance action is needed. Considering the laser unit as the CBM component, the degradation of output power over time is obtained from the historical data of multiple laser units.
As mentioned in the literature review in Section 1, there are several approaches to model the stochastic degradation paths of a component. In this case, we model the degradation process X(t) per maintenance cycle by the following two approaches: (i) the Random coefficient model (cf. [19] ), because it is relatively flexible and convenient for describing the degradation paths derived from the physics of failures; (ii) the Gamma process (cf. [31] ), which is a process that is often used in the literature.
Fitting Option 1 -Random coefficient model: X(t; Φ, Θ) is a random variable with a given set of constant parameters Φ = {φ 1 , ..., φ Q }, Q ∈ N 0 , and a set of random parameters, Θ = {θ 1 , ..., θ V }, V ∈ N 0 , with given probability distributions. For example, based on the physics of failures, it may be known that the degradation behavior is described by a simple polynomial function:
For the laser unit, the behavior is well described by the following linear function: 
The
can be further rewritten when a distribution is given for θ 1 . For the laser unit, it is reasonable to assume that θ 1 follows a Weibull distribution with shape parameter β and scale parameter α. Then the p.d.f. of the passage time T χ can be written as
Taking χ = C in equation (9) gives the formula for the p.d.f. of T C , f T C , which is needed in the formulas (3)-(5) and (7) to compute P 1 , P 2 , P 3 and L(C). Because of the RCM that we assumed, the value of T H is directly coupled to the value of T C . If T C = u, then T H = (H/C) · u, i.e., (T H |T C = u) is deterministic and this property can be used to first simplify the formulas for P 1 , P 2 , P 3 and L(C) (see also [38] , where this is shown for a different CBM model). ♦ Fitting Option 2 -Gamma process: X(t) is a Gamma process with shape parameter γ, scale parameter η, and initial degradation level 0 att = 0. The random increments throughout the process are independently and identically distributed. This implies that the degradation increment X(t 2 ) − X(t 1 ) between two time pointst 1 andt 2 , 0 ≤t 1 <t 2 , is Gamma distributed with shape parameter γ(t 2 − t 1 ) and scale parameter η
, and this increment is independent of the degradation process until time pointt 1 . Then, for each χ > 0, equation (2) can be rewritten as (use that X(t) is Gamma distributed with shape parameter γt and scale parameter η): (see also [27] ). ♦
The degradation parameters (i.e., α, β, γ and η) can be estimated from real-life data. For this estimation, one can follow the standard methods in the literature (see [27] ). In Table 1 , we give modified input data for the laser units (as stated above, because of their confidentiality, we are not allowed to give the real-life data).
We apply both the random coefficient model (Fitting Option 1) and the Gamma process (Fitting Option 2)
for the degradation process.
The optimal control limit C * in terms of a percentage of H can be found by minimizing the average costs Z(C) via enumeration, where the evaluations are done via the approximate evaluation procedure of Section 3. As a comparison, we also simulate the average costsẐ(C * ) under control limit C * (see Appendix
A for a description of the simulation procedure). Figure 5 shows the behavior of the average costs Z(C) as a function of the control limit C (as percentage of H) for both degradation processes. In this figure, we also give the simulated costs, together with the lower bound and upper bound of the 95% confidence interval.
We can observe that the approximate costs are within the confidence intervals for all values of the control limit C.
The most important numerical results are also given in Table 2 . Under the use of the random coefficient model, the optimal maintenance policy obtained via the approximate evaluation has a control limit that is 85.71% of the threshold (C * /H = 85.71%) and a minimum cost rate of 45.09 Euro per day (see also Figure   5 -A). In the case of the Gamma process, the optimal maintenance policy obtained via the approximate evaluation has a control limit that is 87.18% of H with a minimum cost rate around 40.99 Euro per day (see also Figure 5 -B).
To further investigate the differences between our approximate results and the simulation results, Table   2 shows: (i) the results obtained via the approximate evaluation, being C * , its minimum cost rate Z(C * ), its probabilities P 1 , P 2 , P 3 , and its expected cycle length L(C * ); (ii) the simulation results under the optimal control limit C * obtained via approximate evaluation, whereẐ(C * ) denotes the simulated average costs, Table 2 : The optimal maintenance policies under the parameter setting given in Table 1 Fitting P 1 ,P 2 ,P 3 denote the simulated probabilities for the three maintenance actions at the end of a maintenance cycle, andL(C * ) denotes the simulated mean cycle length; (iii) the optimal control limitĈ * obtained via simulation-based optimization with its minimum cost rateẐ(Ĉ * ), its probabilitiesP 1 ,P 2 ,P 3 for the three maintenance actions, and its mean cycle lengthL(Ĉ * ).
Based on the results in Table 2 , we observe that the absolute value | Ẑ (C * ) − Z(C * ) /Ẑ(C * )|, denoted as Gap 1, is only 0.16% in the RCM case and 0.05% in the GP case, which shows that our approximate evaluation is very close to the true costs under the same control limit C * . The absolute value | Ẑ (Ĉ * )−Ẑ(C * ) /Ẑ(Ĉ * )|, denoted as Gap 2, is only 0.04% in the RCM case and 1.06% in the GP case. This implies that the deviation of C * fromĈ * does not lead to a large deviation for the simulated optimal costs, which is due to the fact that the average costs functionẐ(C) is flat in the neighborhood of its minimum. Hence, in practice, the optimal maintenance policy obtained via our approximate evaluation results in average costs that are very close to the true minimum average costs. Also notice that the approximated values for P 1 , P 2 , P 3 and L(C) are close to the simulated valuesP 1 ,P 2 ,P 3 andL(C). Therefore, we can conclude that the gaps are small and our approximate evaluation is accurate in this case study.
Numerical Experiments
In this section, we conduct the following numerical experiments based on full factorial test beds. In Section 5.1, we investigate the accuracy of the approximate evaluation. In Section 5.2, we optimize the control limit based on approximate evaluations and we investigate the gap with the true optimal control limit. In Throughout this section, we follow the same notation as in Section 4 to distinguish results obtained via the approximate evaluation and simulated results.
Accuracy of the approximate evaluation
The accuracy of our approximate evaluation can be assessed based on the gap between the approximation . Finally, we vary the control limit C, which we express as percentage of H. We use the following three values for the control limit C: 30%, 50%, 70%. Each of the other three parameters has a basic value multiplied by a set of factors, {50%, 100%, 150%}. The basic values are found back in Table 3 . For each parameter, the chosen values are ordered in increasing order and denoted with subindices 1, 2, 3. Hence, we have a full factorial test bed Λ with instances (C j , σ l , λ k , τ m ),
where j, l, k, m = {1, 2, 3}. This test bed, denoted as Test Bed 1, consists of |Λ| = 81 instances.
Notice that no cost parameters are chosen as factors in this test bed, since the average costs Z(C) are fully determined by the probabilities of the three maintenance actions and the expected cycle length. This also helps to reduce the size of the test bed. To compare the approximate and simulation results, we compare the obtained values for the probabilities P 1 , P 2 , P 3 and the mean cycle length L(C). To see how much the approximate and simulation results differ, we define a deviation vector δ 1 , δ 2 , δ 3 , δ 4 = P 1 −P 1 ,P 2 −P 2 ,P 3 − There are three levels for each parameter C, σ, λ, τ . We categorize the instances containing a specific level of a certain parameter into a subset. For example, the subset of instances containing level C 1 for C is defined as Λ C1 = (C 1 , σ l , λ k , τ m )|l, k, m ∈ {1, 2, 3} . For each of these subsets, the average of the absolute deviation vectors (denoted by AAD) and the maximum of the absolute deviation vectors (denoted by MAD) are summarized in Table 4 . The computation time of the approximate evaluation was in the order of a few seconds per instance.
The first insight from Table 4 is that the AAD and MAD of δ 1 , δ 2 , δ 3 and δ 4 are small for the RCM case. For this case, the approximate evaluation is accurate under all parameter settings. For the GP case, the AAD and MAD values for δ 1 and δ 4 are equally small as in the RCM case. For δ 2 and δ 3 , the AAD and MAD values are larger than in the RCM case. The AAD values are still sufficiently small, but the MAD values show that the deviations for P 2 and P 3 go up to 6%.
Quality of the heuristic policy obtained via approximate evaluation
The results for the case of Section 4 show that the optimal policy obtained via our approximate evaluation was close to optimal. In this section, we verify the quality of the optimal control limit policy C * which is obtained when the approximate evaluation is used in the optimization procedure. This policy may deviate from the true optimal policyĈ * and thus is a heuristic. We consider the same gaps as in Section 4: (i) Gap 1, Ẑ (C * ) − Z(C * ) /Ẑ(C * ), shows the accuracy in average costs of the approximate evaluation for control limit policy C * ; (ii) Gap 2, Ẑ (Ĉ * ) −Ẑ(C * ) /Ẑ(Ĉ * ), shows how much the heuristic policy C * deviates in true average costs from the true optimal policyĈ * . In this experiment, we take the same instances as in Test Bed 1 in Section 5.1. However, the control limit is no longer an input variable since the control limit is optimized in this experiment. The resulting test bed is denoted by Ω and consists of instances (σ l , λ k , τ m ), l, k, m = {1, 2, 3}. This test bed is denoted as test bed 2 and consist of |Ω| = 27 instances. For the cost factors, we use the same factors as in Section 4; see Table   1 for their values. The deviation (Ĉ * − C * )/H, Gap 1, and Gap 2 for all 27 instances are listed in Table   13 of Appendix B. For each factor, we categorize the instances containing a specific level into a subset. For example, the subset of all instances containing σ 1 is defined as Ω σ1 = (σ 1 , λ k , τ m )|k, m ∈ {1, 2, 3} . For each of these subsets, the average and maximum absolute deviation, denoted by AAD and MAD are listed in Table 5 for both fitting options for the degradation process. The computation times of the results obtained via approximate evaluation were in the order of a few minutes per instance.
The first insight from Table 5 is that the AAD and MAD values are almost all small for the RCM case.
The MAD value for (Ĉ * − C * )/H in the whole test bed is 6.57%, which is significant. This MAD value is obtained for the instance (σ 1 , λ 2 , τ 3 ) (see Table 13 ). The value for Gap 1 for this instance is only 0.09%, which is again low, and the value for Gap 2 is 0.41%. The latter value is the highest value for Gap 2 among all instances, but is still low. In general, even if the absolute value for (Ĉ * − C * )/H is somewhat larger, the values for Gap 1 and Gap 2 are very low. This is due to the accuracy of the approximate evaluation and the flatness of the average costsẐ(C) in the neighbourhood of the optimum. We can conclude that the quality of our heuristic is excellent for the RCM case.
For the GP case, the AAD and MAD value for (Ĉ * − C * )/H in the whole test bed is 2.72% and 7.33%, respectively. This is reasonable, but less good than in the RCM case. The AAD and MAD value for Gap 1 is 3.59% and 7.13%, respectively. This is relatively high, and shows that the approximate evaluation for the control limit policy C * is much less accurate than in the RCM case. Fortunately, the AAD and MAD value for Gap 2 is 1.21% and 3.93%, respectively. This is less good than in the RCM case, but it shows that the average costs of the heuristic policy C * are close to the optimal costs. We may conclude that the quality of our heuristic is good for the GP case.
Cost reduction potential
As stated in the introduction, our model for a single CBM component with USDs and SDs as opportunities for preventive maintenance is new. Hence, in this section, we compare the optimal control limit policy within our model to three other policies. This shows the value of using both USDs and SDs and thus also the value of our new model. The three other policies that we consider are: 1) an only-SD-opportunistic policy, which means that only SDs are considered as opportunities; 2) an only-USD-opportunistic policy, which means that only USDs are considered as opportunities; 3) a failure-based policy, which means that neither USDs or SDs are considered as opportunities for preventive maintenance. For the only-SD-opportunistic policy and the only-USD-opportunistic policy, we use a control limit policy with an optimized control limit. This For this experiment, we can use the same test bed as in Section 5.2, i.e., Test bed 2. The average costs of the optimal control limit policy that uses USDs and SDs are denoted by Z. The average costs of the optimal only-SD-opportunistic policy and the optimal only-USD-opportunistic policy are denoted byZ 1 andZ 2 , respectively. The average costs under the failure-based policy are denoted byZ 3 . BecauseZ 3 is the same in all instances and under both fitting options, we useZ 3 as the basis for three comparisons that we make: A) the cost savings percentage of including opportunities at both USDs and SDs, denoted by 0 = (Z 3 −Z)/Z 3 ; B) the cost savings percentage of using only opportunities at SDs, denoted by 1 = (Z 3 −Z 1 )/Z 3 ; C) the cost savings percentage of using only opportunities at USDs, denoted by 2 = (Z 3 −Z 2 )/Z 3 . The mean cost savings, and their minimum and maximum over subsets of instances and the whole test bed are given in Table 6 . The results per instance are listed in Table 14 in Appendix B. All results in this experiment are based on the approximate evaluation procedure. Let us first consider the results for the RCM case in Table 6 . We see that the cost savings are on average equal to 8.4% when only USDs are used as opportunities for preventive maintenance; see the mean value for 2 over the whole test bed. This percentage increases strongly as a function of the rate with which these USDs occur. For the subset Ω λ3 , the mean time between two successive USDs is 1/λ 3 = 1/3 = 0.33 time units (recall that the mean lifetime E[T H ] = 1 time unit) and the average value of 2 is 11.5%. The average costs savings when only SDs are used are equal to 22.6%, and these savings decrease strongly as a function of the maintenance interval length. For the subset Ω τ3 , the maintenance interval length τ 3 = 0.3 time units and the average value of 1 is 14.1%. This percentage may be compared to the 11.5% for 2 in subset Ω λ3 , and shows that it is slightly better to have SDs with deterministic interarrival times than an (almost) equal amount of USDs with exponential interarrival times (notice that this includes the effect of slightly cheaper preventive maintenance costs at SDs than at USDs). The cost savings when both USDs and SDs are used are equal to 28.9%; see the mean value for 2 over the whole test bed. This is significantly more than when only SDs or only USDs are used. Hence, it is beneficial to use both SDs and USDs if possible. Finally, we observe that the average values of 0 , 1 , 2 decrease only slightly as a function of the standard deviation of the lifetime, or, equivalently, the stochasticity of the degradation process.
When we consider the results for the GP case, we see exactly the same effects as for the RCM case.
In fact, the cost savings percentages are remarkably similar in both cases. On one hand, this is surprising because the degradation behavior under RCM is really different than under GP. On the other hand, we saw already that the stochasticity of the degradation process has a limited effect on the cost savings. This seems to be related to each other.
Demonstration for a multi-component systems
In this section, we demonstrate that our single component model can be used as a building block for the analysis of multi-component systems. Let us consider a system consisting of 20 CBM components with degradation processes that are modeled by the random coefficient model described in Section 4. The components are numbered from 1 to 20. In Table 7 , the following input parameters are given: 1) α i and β i are the scale and shape parameters of the Weibull distribution for the factor θ 1 used in the description of the degradation process for component i; PM-SD, and CM action, respectively. The rest of the parameter setting is the same as in the case described in Section 4 (see Table 1 ); for all components, H = 88, τ = 91 days and λ = 8.86 * 10 −3 USDs per time unit. The rate λ denotes the rate for USDs that occur because of failures of other components than the 20 CBM components.
For each CBM component, we follow a control limit policy with control limit C i . We optimize them via an iterative procedure. In an initial iteration, for each component i, we apply our single-component model with rate λ for the USDs and interval length τ for the SDs. We use the approximate evaluation procedure and optimize the control limit C i . This gives a first optimized level C * i for component i. What we also get is an estimate λ i = P 3 /L(C * i ) that denotes the number of corrective maintenance actions for component i per time unit. These are extra USDs that can be used by the other CBM components. This is used in the further iterations.
In each next iteration, for each CBM component i, we take the USDs caused by other CBM components into account, and we approximate their arrival process by a Poisson process. The total rate of the USDs then becomes equal to λ + j∈{1,...,20}\{i} λ j . Subsequently, we recalculate the optimal control limit C * i for component i and we recalculate the rate λ i with which USDs are caused. This iterative process is continued until we have convergence for the optimal control limits C * i . At the end of this procedure, we also obtain the average costs Z i (C * i ) for each component i and the total costs i∈{1,...,20} Z i (C * i ). In addition, we apply simulation to obtain the true average costsẐ i (C * i ) for each component i and the true total costs i∈{1,...,20}Ẑ i (C * i ). We have no guarantee for the convergence of the above procedure, but we obtained convergence for all instances to which this procedure was applied. This holds also for the generalized procedure of [37] for systems with a mix of CBM, age-based, and failure-based components.
For our problem, the above procedure leads to the results listed in Table 8 . In the last column, we list the relative gap |(Ẑ i (C * i ) − Z i (C * i ))/Ẑ i (C * i )|, and similarly for the total costs. The computation time was 30.2 minutes on a PC with a 2.5 GHz processor and 4 G RAM. This shows that a system with 20 Table 8 also show that components with the shortest lifetimes (the components with the highest indices) and
highest costs for maintenance actions get the lowest control limits C * i . Further, we observe that the gaps |(Ẑ i (C * i ) − Z i (C * i ))/Ẑ i (C * i )| are small and the gap for the total costs is almost zero.
Conclusions
In this paper, we introduced a new model for a single CBM component that is part of a complex engineering system and has both USDs and SDs as opportunities for preventive maintenance. For the degradation process, we applied both a random coefficient model and a Gamma process. We developed an efficient approximate evaluation procedure for control limit policies and showed that this procedure leads to good heuristic solutions when used for the optimization of the control limit. We also showed that the average costs can be reduced significantly when using both USDs and SDs instead of only SDs, only USDs, or no opportunities at all. Finally, we demonstrated that our model can also be used for solving multi-component systems within a reasonable computation time.
Appendices A: Simulation procedure
In this appendix, we described the setup of the simulations to evaluate given maintenance policies.
A maintenance policy is described by the control limit C. Suppose that this control limit C is given.
We simulate the unscheduled downs by a Poisson process with a rate λ and we take a given model with given parameters for the degradation of the CBM component. The simulation consists of m = 100 subruns, which are numbered as 1, . . . , m. Per subrun we simulate over a time horizon T max that is sufficiently large to obtain accurate simulated results (e.g., 10 6 times larger than L(C)). In each subrun i, we have a finite number of maintenance cycles that we number as 1, . . . , k i , and we keep track of the following variables: 
B: Detail results for the Test beds 1 and 2
In this appendix, we give detailed results for the test beds 1 and 2. Tables 9 and 9 contain the detailed results for test bed 1 under the use of the random coefficient model. Tables 11 and 12 contain the detailed results for test bed 1 under the use of the Gamma process. Tables 13 and 14 contain detailed results for   Test bed 2. 21 Table 9 : Detailed results for the first 40 of the 81 instances of Test bed 1 under the use of the random coefficient model Instance Simulation Deviation P 1 ,P 2 ,P 3 ,L(C) δ 1 , δ 2 , δ 3 , δ 4 
