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Chapter 1
Introduction
Is String Theory a Fundamental Theory of Nature?
An optimist would claim so. He would point out that it incorporates all the rules
of quantum field theory while at the same time it is a theory of gravity. That
the combination of those two is indeed a unique property was learned by trial
and (much) error through previous attempts to reconcile the two most important
theories of established physics: general relativity describing gravity and quantum
field theory describing the other forces. The problem of earlier theories of quantum
gravity is their non-renormalizability, whereas string theory is in fact UV finite.
If pressed a little bit, the optimist would have to admit that there exist other
attempts to pull off the task of quantizing gravity, like loop quantum gravity, but
he would gladly continue that string theory not only incorporates gravity, but
also in a very natural way gauge theories and, under the condition of accepting
supersymmetry, matter i.e. fermions. Indeed, all the types of particles that make
up the Standard Model — gauge bosons, Higgs bosons and fermions — have
together with the graviton their place in the oscillation spectrum of the string.
Moreover, consistency is so restrictive that there are only five different perturbative
string theories, which are — together with 11-dimensional supergravity — related
to each other by dualities. So in a way string theory is unique.
A pessimist would claim that string theory fails the above question in two ways:
firstly it is not even a (complete) theory and secondly it does not describe nature.
It is true that perturbative string theories are in fact merely a tool to construct
the Feynman diagrams of some deeper theory. From our experience with quantum
1
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field theories we know that such expansions miss important physics, one notorious
example being confinement. In the same way perturbative string theories only
provide part of the whole picture; they lack non-perturbative information. How-
ever, in recent years a lot of progress has been made on this point. For instance,
dualities linking the different string theories relate in some cases weak coupling to
strong coupling so that perturbative calculations in the first theory provide non-
perturbative information on the second theory. Furthermore, an important class
of non-perturbative solitons has been found: branes. The fundamental degrees of
freedom of the underlying (non-perturbatively valid) theory, baptized M-theory,
may remain largely unknown, at least most people working on string theory are
now convinced that this theory must exist. Rather than being a completed theory,
M-theory remains very much work in progress.
The pessimist would hit harder if he were to bring up the lack of experimental
evidence. Indeed, despite all of the promises string theory does not make a single
hard verifiable prediction. Neither do rival theories of quantum gravity. It is
possible to construct configurations in string theory that resemble to a high extent
the Standard Model, for instance by using intersecting D-branes. However, as of
yet there is no way to single out these models as a preferred vacuum. This touches
on another weak point: through the web of dualities, in theory there may be
a unique string theory, in practice there is an overabundance of possible vacua.
Indeed, we can study string theory around a certain background, but we lack
a kind of global potential function assigning values to all possible backgrounds
and allowing us to select the ground state. Under these circumstances it is not
possible to fulfill an old promise and make predictions about all or some of the
free parameters of the Standard Model.
Since string theory leans heavily on supersymmetry the discovery, hopefully
at LHC, of supersymmetric partners of particles in the Standard Model is looked
forward to. However, supersymmetry is shared with many other theories, most
notably the Supersymmetric Standard Model, so that the experimental discovery
of supersymmetry would hardly be full confirmation of string theory. Because of
the extremely high energies involved, perhaps the future of experimental verifi-
cation of string theory lies not in particle accelerators, but in its astrophysical
and cosmological predictions. At this point the optimist would remark that string
theory has already passed an important test in (partially) solving a theoretical
problem that arises when describing a typical general relativistic object, a black
hole, in a quantum mechanical way: it succeeds in calculating the semi-classically
predicted entropy of a (nearly) supersymmetric black hole by counting its mi-
3crostates. Unfortunately, many tough nuts rest to crack in these domains like the
explanation of the observed small positive cosmological constant and the construc-
tion of string theory in time-dependent backgrounds. Most probably, it is just the
fate of contemporary fundamental physics that the time span between theory and
experimental verification becomes ever larger.
However, the discussion so far left out that string theory is sometimes an
incredibly powerful tool in other fields of physics and mathematics. In this small
space we can only give a few examples. Most notably there is the connection
with gauge theories. It turns out that many properties of gauge theory have a
geometric interpretation in terms of D-branes. Some time ago ’t Hooft noted
that the large N limit of gauge theories very much looked like a string theory. A
first concrete realization of such a connection was the AdS/CFT correspondence,
which states that N = 4 Super-Yang-Mills theory is dual to string theory on
AdS5 × S5. Other examples are the incorporation of Montonen-Olive duality of
gauge theory in the larger S-duality of string theory and the recent advances in the
non-perturbative calculation of the chiral sector of N = 1 Super-Yang-Mills. Then
there is the natural incorporation in string theory of non-(anti)commutative field
theories and, perhaps more exotic, the connection between topological strings and
knot theory. Again, the pessimist would be quick to point out that many of these
connections are not proven in a strict mathematical sense. Indeed, for instance
the AdS/CFT correspondence and S-duality are in fact conjectures, but in the
meantime an impressive amount of indirect evidence has been found.
While the argument between the optimist and the pessimist could go on for a
while, I would like to note that string theory is in any case a generating functional
of a lot of beautiful problems, which is reason enough for me to work on it. So let
us get started!
Plan
Chapter 2 opens with a broad overview of string theory. It glances over per-
turbative string theories first and then turns to non-perturbative effects with an
emphasis on D-branes. The last part of the chapter introduces the subject of this
thesis, the low-energy effective action of a single D-brane (abelian) and of multiple
coinciding D-branes (non-abelian). It gives an overview of past attempts and suc-
cesses in constructing these effective actions. The method developed in this thesis
is based on an extension of the instanton equations.
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Chapter 3 gradually builds up. It starts with the familiar instanton equations
in four-dimensional Yang-Mills theory and first extends them to more than four
dimensions. It turns out that there are two important types: the complex and the
octonionic equations. In the complex case we find the holomorphicity condition
and a condition called after Donaldson, Uhlenbeck and Yau (DUY). The original
work in this chapter starts when these equations are in turn extended from Yang-
Mills to Born-Infeld theory.
In chapter 4 we review solutions to these equations and show that they have
an interpretation in D-brane physics. As such it is reasonable to require these
configurations to be solutions of the full D-brane effective action, which we aim to
construct. The configuration of intersecting D-branes will be important later on
when we devise a check on our action. We comment on solutions without small
field strength limit and outline future work on the octonionic generalization of the
BIon.
Chapter 5 treats the approach of [a] to construct the abelian Born-Infeld action
from the requirement that solutions of the extended complex equations should solve
the equations of motion. Starting from the action in [1], we also derive the all-
order in α′ result for the terms in the DUY condition with 4 derivatives. Although
the calculation is involved, the result can be written in a compact and elegant way.
Chapter 6 summarizes papers [b] and [f], where the non-abelian D-brane effec-
tive action was constructed up to order α′4. The computer program written to
perform the large calculations necessary to obtain these results can be found on
the website [h], together with a concise manual and a large sample of its output.
In chapter 7 we describe the spectrum check, performed in [c] and [e], on both
the bosonic sector as well as the fermionic sector found by the Groningen group in
[2]. The check is based on the spectrum of strings stretching between intersecting
D-branes.
While all these chapters constitute a whole, chapter 8 lies somewhat outside
the main line of development. Still, the ultimate goal of the efforts in this chapter
is again the construction of the D-brane effective action, but this time using the
old method of requiring Weyl invariance of the non-linear σ-model. We want to
work in N = 2 superspace because we expect the calculations to be easier. Since
there were some problems in the past constructing a superspace in the presence of
boundaries, we had to sort this out first, which is precisely the content of [g] and
this chapter.
Note that all papers that I co-authored are indicated by letters in contrast to
5all other referred articles, which are labelled by numbers. [d] is a contribution to
the proceedings of a workshop in Corfu, where I presented a talk, and summarizes
articles [a], [b] and [c].

Chapter 2
A Landscape Picture
In this chapter we will give a short review of string theory. Its purpose is to
introduce to the non-expert the broad context for the research in this thesis and
at the same time it is an excellent opportunity for the author to go through the vast
“general knowledge” of string theory again some four years after his first exposure
to it. Regrettably, it would be virtually impossible to provide the non-expert with
all the necessary background to understand the technical details in the following
chapters. This would require an introduction as thick as the excellent reviews [3],
[4] or [5], to which I humbly refer.
In the first section we treat string theory in the most strict sense, i.e. as one
of the five original perturbative string theories. These are auxiliary quantum field
theories on the world-sheet of a one-dimensional object — a string — that provide
the technology to calculate interaction amplitudes perturbatively in the coupling
constant gs. The bottom line is that they define the theory essentially as a set of
Feynman diagrams.
However, we know from quantum field theory that a perturbative expansion
is usually not the whole story. At strong coupling, gs ≫ 1, non-perturbative
effects show up, some of the most famous of which are D-branes [6]. These can
be compared to solitons in quantum field theory. Next to D-branes we will talk in
the second section about the equally famous dualities that exist between different
string theories and in some cases even relate strong coupling to weak coupling
so that the scope of the perturbative analysis can be extended to these strong
coupling regimes through calculations in the dual weak coupling regimes. We
also comment on the status of the non-perturbatively defined underlying theory,
7
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M-theory. It will become clear that this is still very much work in progress —
although very exciting.
The subject of this thesis will be the effective action on the world-volume of
D-branes. In the last section of this chapter we will give a definition and outline
the possible ways of calculating it.
2.1 Perturbative String Theory
2.1.1 The Polyakov Action and its Symmetries
Perturbative string theories are quantum field theories on the world-sheet of the
string, which is the two-dimensional surface swept out when the string moves in
space-time as shown in figure 2.1. We parameterize it with the coordinates τ = σ0
(time) and σ = σ1 (length). Thinking about the analogue situation of a particle
in relativity, the most natural Poincare´-invariant action that springs to mind is
to take the area of the world-sheet. This leads to the Nambu-Goto action [7],
which is cumbersome to quantize because it contains a square-root. Fortunately,
by introducing an auxiliary world-sheet metric hab, it is possible to construct a
quadratic action, the Polyakov action1. Integrating out the auxiliary metric, one
recovers the Nambu-Goto action. The Polyakov action reads
SP[X,hab] = SX [X,hab]− λχ, (2.1.1)
with
SX [X,hab] = − 1
4πα′
∫
dτdσ
√
−hhabηµν∂aXµ∂bXν,
χ =
1
4π
∫
dτdσ
√
−hR,
(2.1.2)
where the coordinates Xµ(τ, σ) parameterize the embedding of the world-sheet
into target space-time. h is the determinant of the metric hab while R denotes the
two-dimensional Ricci scalar. The world-sheet metric hab has Minkowski signa-
ture so that the eigenvalue associated to the timelike dimension is negative. The
parameter α′ of dimension length-squared defines the fundamental string length
α′ = l2s . Sometimes the parameter T =
1
2πα′ , which can be interpreted as the
1This action was found by Deser and Zumino [8] and by Brink, Di Vecchia and Howe [9] in
generalizing to a theory with local world-sheet supersymmetry. However, it is usually named
after Polyakov [10] because he used it in his path integral treatment of string theory.
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ττ
σσ
(a) (b) (c) (d)
Figure 2.1: String world-sheets embedded in space-time. The world-sheet
is parameterized by the coordinates τ and σ. Each point (τ, σ) on the
world-sheet is at point Xµ(τ, σ) in space-time. (a) World-sheet of a prop-
agating closed string. (b) By using the symmetries of the world-sheet
(Weyl and reparameterization invariance) surface (a) can be mapped into
a sphere with standard metric. The incoming and outgoing string states
are then mapped to a tiny circle which shrinks to a point when we take the
original states to infinity. They can then be replaced by a point-like inser-
tion, a vertex operator, indicated by a cross. (c) World-sheet of an open
string. (d) By using again the symmetries the world-sheet of (c) can be
mapped into a disk. The incoming and outgoing string states are replaced
by vertex operators. Comparing (b) and (d) we note that open string
world-sheets have boundaries, in contrast to closed string world-sheets.
tension, is used instead. χ is a total derivative and thus a topological invariant.
As we will soon discuss, it plays an important role in the string loop expansion.
Figure 2.1 shows two types of strings. Indeed, taking periodic boundary con-
ditions Xµ(τ, σ+2π) = Xµ(τ, σ) leads to closed strings while Neumann boundary
conditions at the endpoints ∂σX
µ|0,π = 0 result in open strings2. The latter
boundary conditions prevent momentum from flowing off the ends of the string so
that the ends are free. We will see later on that Dirichlet boundary conditions are
also possible and correspond to open strings ending on D-branes. As figure 2.2
shows, string theories with open strings will always contain closed strings as well.
Classically strings wave. For closed strings the left- and right-moving waves
are independent while for open strings the boundary conditions force the left-
and right-moving modes to combine into standing waves. Projecting onto states
2For closed strings the length is usually normalized to 2π, for open strings to π.
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(a) (b)
Figure 2.2: Open strings imply closed strings. Indeed, the process of
joining two open strings (a) looks locally, in the neighbourhood of the
interaction, the same as the process of joining the ends of one open string
to form a closed string (b). Allowing the one without the other would
require some non-local constraint.
that are invariant under world-sheet parity introduces two more types of strings:
unoriented open and closed strings.
The Polyakov action is not only invariant under world-sheet general coordinate
transformations, but also under a rescaling of the world-sheet metric hab → Λhab,
called a Weyl transformation. The latter property is unique to two world-sheet di-
mensions, i.e. it would not be true for higher-dimensional membranes. These three
local symmetries, reparameterizations of the two coordinates and Weyl symmetry,
can, barring topological subtleties, be used to put hab = ηab. Even after choosing
this conformal gauge, a combination of Weyl and reparameterization invariance
remains as a classical symmetry: the conformal symmetry, which is generated by
the infinite-dimensional Virasoro algebra. As such, perturbative string theory be-
longs to the class of conformally invariant field theories in two dimensions, which
are in some cases exactly solvable because of their high amount of symmetry (see
[11] for a review on bosonic conformal field theory and [12] for supersymmetric
conformal field theory with applications to string theory). Due to subtleties of nor-
mal ordering the quantum Virasoro algebra will in general differ from its classical
counterpart by the introduction of a central charge c.
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State Conditions (Mass)2 Field
|0; k〉 M2 = −k2 = − 1α′ T
|e; k〉 eµk
µ = 0
eµ ∼= eµ + kµ M
2 = −k2 = 0 Aµ
Table 2.1: The lowest mass states for the open bosonic string. We find a tachyon
with low-energy field T and a photon(gluon) with field Aµ. eµ is the polarization
vector.
2.1.2 Spectrum
A first interesting result of quantizing action (2.1.2) is the spectrum of physical
states and their masses. Indeed, the quantized oscillation modes of the string
determine the particle content of our theory! As usual in theories with local
symmetries the spectrum contains unphysical states, which have to be separated
from the physical ones. This requires some technical machinery (light-cone gauge,
old covariant quantization or BRST quantization) that we will not delve into.
Table 2.1 lists the lowest mass levels for the open bosonic string. To each of
the particles in the table a field in the low-energy effective theory is associated. In
the first line one finds a scalar particle with negative mass-squared, the tachyon.
The presence of such a particle indicates, just as in the case of the Higgs field, that
one is perturbing around an unstable vacuum. If there is no other — stable —
vacuum, the energy is unbounded from below and the theory is inconsistent. For
the open bosonic string theory it is conjectured that a true vacuum exists. Indeed,
in modern language, there is a space-filling D-brane present on which open strings
can end. We will elaborate on D-branes in section 2.2.2. The tachyon indicates that
this D-brane is not stable: it can decay such that a closed string vacuum results.
The difference in energy density between the two vacua is thus equal to the D-
brane tension. Evidence for this conjecture is found in bosonic string field theory
[13][14]. In any case, in supersymmetric string theory the tachyon can consistently
be removed from the spectrum by the Gliozzi-Scherk-Olive(GSO)-projection [15].
Of more interest to us is the second particle, which has all the properties of an
abelian gauge boson Aµ i.e. it is massless and gauge symmetry is implemented as
in the Gupta-Bleuler treatment of electrodynamics: eµk
µ = 0 is the Lorentz gauge
and eµ ∼= eµ+kµ is the residual symmetry. In fact, the simplest way to handle the
local symmetries of the Polyakov action and obtain these conditions for physical
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State Conditions (Mass)2 Field(s)
|0; k〉 M2 = −k2 = − 4α′ T
|l; k〉
lµνk
µ = lµνk
ν = 0
lµν ∼= lµν + aµkν + kµbν
aµk
µ = bµk
µ = 0
M2 = −k2 = 0 Gµν , Bµν ,Φ
Table 2.2: The lowest mass states for the closed bosonic string. We find a tachyon
with field T and a reducible tensor representation resulting in the fields Gµν ,Bµν
and Φ. lµν is the polarization tensor.
states, old covariant quantization, is very similar to Gupta-Bleuler quantization.
By assigning N different labels to the endpoints of open strings, Chan-Patton
factors [16][17], it is possible to introduce a U(N) gauge group3. Indeed, labelling
the endpoints of open strings in this way, one introduces N2 different types of
strings filling out the adjoint representation of U(N). In modern language this
amounts to introducing N D-branes; see figure 2.5. The bulk part of this thesis
will be about constructing an effective action for this non-abelian gauge particle.
For an example of a spectrum calculation see section 7.2, where the spectrum is
constructed for open strings with endpoints on two different intersecting D-branes
in type II string theory — which we will introduce in a moment — both in the
bosonic and the fermionic sector.
For completeness we state the bosonic closed string spectrum in table 2.2. The
first particle is again a tachyon T , but this time there is no other stable vacuum
known. The second line comprises three different irreducible representations of
the Little group — which is in the massless case SO(D − 2) — namely a trace-
less symmetric representation (the graviton with field Gµν), an anti-symmetric
representation (with field Bµν) and a scalar representation (the dilaton Φ).
Since the bosonic spectrum contains tachyons — for which for the closed string
no stable vacuum is known — and no fermions, one should in fact turn to world-
sheet supersymmetric string theories. For the world-sheet fermions there are two
types of boundary conditions, Ramond(R) and Neveu-Schwarz(NS). This RNS-
model [18] comes with a world-sheet supersymmetric extension of the Polyakov
action [8][9]. It is remarkable that by introducing world-sheet fermions and world-
3Unoriented string theories will lead to the gauge groups SO(N) or USp(2N).
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Name Type of Strings Bosonic Spectrum Susy
Type I unoriented open + closed G,Φ, A
SO(32)
[1] , C[2] N = 1
Type IIA closed strings G,B[2],Φ, C[1], C[3] N = 2
Type IIB closed strings G,B[2],Φ, C[0], C[2], C
+
[4] N = 2
Type HE heterotic closed strings G,B[2],Φ, A
E8×E8
[1] N = 1
Type HO heterotic closed strings G,B[2],Φ, A
SO(32)
[1] N = 1
Table 2.3: The five consistent supersymmetric perturbative string theories. They
all live in 10 space-time dimensions. Choosing NS boundary conditions in both the
right-moving and the left-moving sector (NS-NS) leads for type II string theories
to the same spectrum as the bosonic closed string: G,B[2],Φ. Choosing R-R
boundary conditions leads to antisymmetric tensors of different dimensions: C[n],
n even in type IIB and odd in type IIA. As an unoriented theory, Type I does
not include B[2], but adds an antisymmetric 2-tensor C[2] from the R-R sector
instead. It introduces the gauge boson A[1] with gauge group SO(32) via Chan-
Patton factors. Heterotic theories [19] combine the left-moving side from bosonic
string theory with the right moving side from supersymmetric string theory. The
central charge mismatch is filled in by introducing extra left-moving fields with
gauge group indices.
Space-time fermions come from the mixed sectors, NS-R or R-NS, of the closed
string or from the R sector of the open string. The heterotic theories and type I
contain one gravitino and one spinor, while the type II theories have two gravitinos,
two spinors and a double amount of supersymmetry. However, for type IIA the
spinors are of different chirality while for type IIB they have the same chirality.
The same applies to the gravitinos. This implies that type IIB is chiral theory, i.e.
it has definite handedness.
sheet supersymmetry, one obtains in the end space-time fermions in the spectrum
and space-time supersymmetry! Here the GSO-projection plays a non-trivial role,
for instance in preserving the spin-statistics theorem. Space-time supersymmetry
thus comes in a rather roundabout way, a problem on which we comment later
on. See table 2.3 for the particle spectrum of the five perturbative superstring
theories.
The introduction of many strings will back-react on the background in which
a “probe” string moves. Indeed, in the presence of a coherent state of gravitons
Gµν(X) − ηµν , antisymmetric tensor particles Bµν(X) and dilatons Φ(X), the
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Polyakov action reads
SbulkP,curv.[X,hab] =
− 1
4πα′
∫
dτdσ
√
−h ((habGµν(X) + ǫabBµν) ∂aXµ∂bXν + α′RΦ(X)) . (2.1.3)
Here ǫab is a tensor normalized so that
√−hǫ01 = 1. This action describes a
set of scalar fields — the Xµ — of which the kinetic term has a field dependent
coefficient; it contains Gµν(X). This kind of action is often called a non-linear
σ-model. For open strings, the following boundary term is added:
SboundaryP,curv. [X,hab] = −
∫
dσaAµ∂aX
µ = −
∫
dτ
(
Aµ∂τX
µ|σ=0 − Aµ∂τXµ|σ=π
)
,
(2.1.4)
where Aµ(X) corresponds to a coherent state of gauge bosons. In chapter 8 we
will study the supersymmetric version of this action in the presence of a boundary.
2.1.3 Amplitudes
Let us now take a look at an n-point scattering amplitude, i.e. an amplitude with n
incoming and outgoing string states at infinity. As explained in figure 2.1, one can
after an appropriate transformation localize these states at a point and replace
them by the insertion of a vertex operators V(ji,ki) where ji and ki denote the
internal state and momentum of the ith external string. The n-point amplitude
is given schematically by the following path integral over the coordinates X(τ, σ)
and the world-sheet metric h(τ, σ) 4,
Sj1,...,jn(k1, . . . , kn) =
∑
topologies
∫
[dXdh]
Vdiff×Weyl
exp (−SX − λχ)
n∏
i=1
V(ji,ki) . (2.1.5)
As we mentioned already, χ depends only on the topology of the world-sheet;
it is the Euler number given by
χ = 2− 2g − b , (2.1.6)
where g is the number of handles and b the number of holes in the world-sheet.
Taking the string coupling constant to be gs = e
λ, the different topologies are
weighted with g2g+b−2s . See figure 2.3 for examples. In other words, each closed
4In the Polyakov path-integral approach a Wick rotation is first made so that the signature
of the world-sheet becomes Euclidean. The path integral over all metrics is then better defined.
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Figure 2.3: Vacuum amplitudes (that means without vertex operators).
(a) Amplitudes without boundaries: zero (sphere), one (torus) and two
loops. These amplitudes involve only closed strings. (b) Amplitudes with
boundaries: zero loops (disc), one open loop (annulus), one closed loop
(disc+handle or torus+hole) and two open loops. For unoriented string
theories one should include unoriented surfaces as well, which are obtained
from an oriented surface by cutting a hole an sewing in a Mo¨bius strip.
This is called adding a cross-cap to the surface.
string loop — a handle — introduces a factor of g2s and each open string loop —
a hole — introduces a factor of gs. It follows that gc ∼ g2o ∼ gs where gc is the
closed string coupling constant and go the open string coupling constant. From
the last term in the action (2.1.3) we see that the constant part of the dilaton, Φ0,
sets gs = expΦ0. Therefore, the string coupling gs is not a fundamental constant,
but instead set by the vacuum expectation value of the dilaton.
In the path integral (2.1.5) we have to divide out the local symmetries to avoid
overcounting equivalent configurations. To do this properly one has to use the
Faddeev-Popov procedure and introduce ghost fields for every local invariance; to
be specific: a bc-ghost system for the Weyl/diffeomorphism invariance and a βγ-
ghost system for the local world-sheet supersymmetry of the superstring. But the
Weyl symmetry is not guaranteed to be present in the quantum theory. Indeed,
in flat space one can show that the Weyl anomaly is equal to
〈T aa〉 = −ctot
12
R , (2.1.7)
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where Tab is the world-sheet energy-momentum tensor, R the Ricci scalar and ctot
the total central charge appearing in the quantum Virasoro algebra. Classically,
the energy-momentum tensor should be traceless in a Weyl invariant theory so
that the central charge really measures the departure from this. The total central
charge is the sum of the central charges of the matter sector and the ghost sector.
As an example, for the bosonic string cghost = −26 and cX = D such that the
number of dimensions has to be D = 26.
In curved space, i.e. using the non-linear σ-model (2.1.3), quantum Weyl in-
variance requires the renormalization group β-functions to vanish, which leads to
conditions on Gµν , Bµν and Φ. For the open string one must add the bound-
ary term (2.1.4) such that one obtains in the end an additional condition on Aµ.
The solutions of all these conditions are the backgrounds in which strings can
consistently propagate. These equations can be considered as target space-time
equations of motion and one can wonder whether they could be derived from an
action principle. In fact, as we will see this is one of the ways to calculate the
effective action.
This is a good point to point out to the reader that so far two coupling constants
for two entirely different quantum theories were in fact introduced:
• α′: controls the auxiliary 2-dimensional quantum theory on the world-sheet.
In a flat background and some other special backgrounds this theory can be
completely solved (to all orders in α′). In a generic curved background this
is not possible anymore and one has to calculate for instance the β-functions
order per order in α′. This corresponds to higher derivative terms in the
effective action.
• gs: controls the loop expansion in the underlying target space theory. Only
recently explicit calculations have been successfully completed up to two
loops [20].
The attractiveness of string theory lies in the fact that all the amplitudes are
at each order UV finite [21]. The amplitudes will contain divergences but they
can be related to poles of intermediate particles going on-shell, which means that
these particles propagate over long distances. So these divergences are in fact IR
effects. Only UV divergences would signify a break-down of the theory while IR
divergences can be dealt with precisely as in field theory.
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2.1.4 Problems
Perturbative string theories have a number of well-known problems:
• Abundance of possible vacua. We have seen above that the Polyakov action
could be defined in a background curved space-time and that the β-functions
constrain the background fields. Still, there is an enormous amount of free-
dom and many vacua are possible. To make contact with the real world, one
would look for vacua that look like a product of 4-dimensional Minkowski
space and a 6-dimensional compact and tiny internal space. The geome-
try of the 6-dimensional internal manifold determines the physics in the 4
non-compact dimensions to a high degree. The most promising of such com-
pactifications are the ones that preserve (part of) supersymmetry because
firstly the strategy is to work towards the Supersymmetric Standard Model
to avoid the hierarchy problem. The remaining supersymmetry is then bro-
ken at a lower energy level. A second and more pragmatic reason is that a
state of unbroken supersymmetry in many cases also solves the equations of
motion. The geometry of the 6-dimensional manifold is then Calabi-Yau.
Many vacua resemble our world i.e. 4-dimensional flat Minkowski, 6 dimen-
sions compactified and more or less the Standard Model spectrum of parti-
cles. However, we have no way to single out these vacua from first principles.
Moreover, most of these vacua have moduli i.e. free parameters characteriz-
ing the internal manifold that do not seem to change the (effective) energy
of the vacuum: they correspond to flat directions of the effective potential.
If these moduli are 4-dimensionally space-time dependent, they give rise to
extra massless scalar fields that are not observed. A possible solution is to fix
these moduli at certain values by considering compactifications with fluxes
[22]. This means that expectation values for some of the antisymmetric
tensors given in table 2.3 are turned on.
Alternative views on the vacua problem are based on statistical physics [23]
or even, partially, on the anthropic principle [24].
• Curved backgrounds. The conformal field theory on the world-sheet can
only be exactly worked out in a few special backgrounds among which are
flat space, pp-waves and group manifolds. Worse yet, for the definition of the
world-sheet action there were in the supersymmetric case two candidates, the
RNS (Ramond-Neveu-Schwarz) and the Green-Schwarz action [25]5. They
5The RNS action is treated in all the reviews [3][4][5], while for the GS action you have to
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have complementary features. The RNS action can be quantized covariantly
and calculating scattering amplitudes is easier since the powerful machin-
ery of conformally invariant field theories can be used. As a drawback,
space-time supersymmetry is somewhat hidden and, even more seriously, R-
R backgrounds cannot be incorporated at all. The Green-Schwarz action on
the other hand has manifest space-time supersymmetry and it is possible to
incorporate R-R backgrounds. The most severe drawback is that it can only
be quantized in the light-cone gauge. In this light-cone gauge both actions
can be shown to be equivalent. Fortunately, rather recently a manifestly
supersymmetric action and a way to covariantly quantize it was discovered
by Berkovits [26] and elaborated upon by Grassi, Policastro, Porrati and van
Nieuwenhuizen [27].
• Only perturbative definition. The most severe objection in fact is that for
a quantum field theory a perturbative definition is hardly enough. Indeed,
for string theories it can be shown that the perturbative expansion looks like
[28]
∞∑
l=0
glsO(l!) , (2.1.8)
and diverges. This means that the sum cannot be unambiguously evaluated
without non-perturbative information. One expects non-perturbative effects
of the order
exp (−O (1/gs)) . (2.1.9)
Obviously, the perturbative expansion is not a good description anymore
when gs → ∞. This kind of behaviour is in fact very common in quantum
field theory where effects of the order exp
(−O (1/g2)) are typically encoun-
tered. There the perturbative approach can be saved by introducing classical
instanton backgrounds around which to perturb and then summing over all
possible instantons.
The first two problems could be summarized by saying that we lack a background-
independent formulation. Together with the last problem this strongly suggests
that perturbative string theory is only a tool that can probe aspects of a more
fundamental theory.
look in [3].
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2.2 More Between Heaven and Earth than
Strings
2.2.1 T-duality
Surprisingly, it is possible that two string theories of different perturbative type
and/or in different backgrounds are completely equivalent. These transforma-
tions between equivalent theories generally define a discrete group and are called
dualities. A first example is T-duality [29], which relates space-time geometries
possessing a compact isometry group. T-duality is a perturbative duality in the
sense that it is valid order per order in the loop expansion in gs.
We consider the simplest case, bosonic theory in flat space with one dimension,
say the lth, compactified on a circle with radius R,
X l ∼= X l + 2πR . (2.2.1)
The compact isometry is of course translation along X l. The mass-shell condition
for an open string now reads
M2 =
( n
R
)2
+
(wR
α′
)2
+ (oscillator contr.) . (2.2.2)
As before — when we calculated the spectrum — the oscillation contribution
depends on which quantum state of the string is excited i.e. which particle it rep-
resents. As for the particle, there is furthermore a contribution from the (center
of mass) momentum, which is discretized because of the periodic boundary con-
ditions. Indeed, the operator exp (2πiRpl) translates the string once around the
periodic dimension and must leave states invariant so that
pl =
n
R
. (2.2.3)
The states labelled by n are called Kaluza-Klein states. Since strings have a
tension, there is an additional contribution proportional to the length of the string.
Closed strings can wrap around the compactified dimension. The states labelled
by w, the winding number, correspond to strings winding w times around the
compact dimension. The winding number is conserved as closed strings cannot
unwind without breaking. We see that the mass does not change if we send
R → α′R and interchange Kaluza-Klein states with winding states: n ↔ w. This
still holds if we consider the oscillation modes as well so that we found a duality
of the full world-sheet conformal field theory i.e. the theory on R and the theory
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on Rˆ = α
′
R are completely equivalent. This means that closed strings cannot
probe distances smaller than
√
α′, a typical phenomenon that will appear in more
complex geometries as well.
Consider now open strings. In this case the momentum in the compactified
dimension is still quantized. On the other hand, because of their tension open
strings will contract as much as possible and unlike for wrapped closed strings,
there is nothing to prevent that. So there are Kaluza-Klein states, but there is only
zero winding. Applying T-duality as for the closed string, interchanging winding
and momentum, one finds winding states with zero momentum. Since open strings
differ only at the endpoints from closed strings, we want to explain this using only
the endpoints: fixing the endpoints at a certain position in the direction X l, the
string cannot have (center of mass) momentum in this direction anymore. On the
other hand, fixing the endpoints prevents the open string from contracting and
winding is possible. In this interpretation the endpoints of the open string are
in the T-dual picture constrained to a hyperplane X l = xl. Put in another way,
T-duality interchanges Neumann boundary conditions, allowing the ends to move
freely, with Dirichlet boundary conditions, constraining the ends. The hyperplanes
on which strings end were given the name D(irichlet)-branes in [30].
Let us discuss in more detail the case of open strings in a constant diagonal
N ×N background6:
Al = diagA
[
− θA
2πR
]
= −iΛ−1 ∂Λ
∂X l
,
Λ(X l) = diagA
[
exp
(
− iθA
2πR
)]
,
(2.2.4)
where the θA are constants and diagA indicates a diagonal matrix of which the
element at position AA is given in square brackets and A runs from 1 to N . Locally
this is pure gauge, but not globally since the gauge parameter picks up a phase
diagA [−iθA] (2.2.5)
under X l → X l + 2πR. The canonical momentum pl conjugate to the center of
mass position of the string is given by
pl =
∫ π
0
dσ
∂L
∂X˙ l
=
1
2πα′
∫ π
0
dσ ∂τXl +Al|π −Al|0 , (2.2.6)
where we have used the Polyakov action (2.1.2) with the boundary term (2.1.4).
The momentum is quantized as in eq. (2.2.3). Consider in the T-dual picture a
6Contrary to the rest of the thesis the gauge field is hermitian in this discussion.
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string stretching from D-brane A to D-brane B. We define the “momentum” vl
appearing in the mode expansion of the string as
vl =
1
2πα′
∫ π
0
dσ ∂τXl, (2.2.7)
so that
vl =
n
R
+AAA −ABB = 1
2πα′
(2πn+ θB − θA)Rˆ . (2.2.8)
The distance in the lth direction between the endpoints is
Xˆ(π)−Xˆ(0) =
∫ π
0
dσ ∂σXˆl =
∫ π
0
dσ ∂τXl = 2πα
′vl = (2πn+θB−θA)Rˆ , (2.2.9)
where the hat denotes quantities in the T-dual picture and we have used that
T-dualizing interchanges Neumann and Dirichlet boundary conditions:
∂σXˆl = ∂τXl . (2.2.10)
The distance between the two endpoints A and B is invariable; they are indeed
fixed at hyperplanes at positions θA and θB respectively. In the T-dual picture n
becomes the winding number. The open string analogue of eq. (2.2.2) reads
M2 = v2l + (oscillator contr.) =
(2πn+ θB − θA)2 Rˆ2
(2πα′)2
+ (oscillator contr.) .
(2.2.11)
If the oscillators do not contribute, i.e. for the lowest lying modes, the mass is
proportional to the string length. The minimal mass is attained when n = 0 and
is then proportional to the distance between the branes.
2.2.2 D-branes
Let us now consider open strings in the presence of a p-dimensional D-brane, which
can be obtained by applying T-duality in 9−p dimensions. Consequently, one has
next to Neumann boundary conditions in p + 1 dimensions, Dirichlet boundary
conditions in the remaining 9− p dimensions:
∂σX
µ = 0, µ = 0, . . . , p X i = xi, i = p+ 1, . . . , 9 . (2.2.12)
Since T-duality interchanges Neumann and Dirichlet boundary conditions, it is
now obvious that T-duality in a direction perpendicular to a Dp-brane results in
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a D(p+1)-brane, while T-duality in a longitudinal direction results in a D(p− 1)-
brane. The presence of a Dp-brane will break translation invariance in the 9 − p
transversal directions and it will break Lorentz invariance SO(9, 1) to SO(p, 1)×
SO(9−p). As a consequence the spectrum of massless states from table 2.1 changes
into:
Aµ, µ = 0, . . . 9 −→
{
Aa, a = 0, . . . , p
Φi, i = p+ 1, . . . , 9
. (2.2.13)
Aa describes a p-dimensional gauge theory living on the brane while the Φi are the
Goldstone bosons associated with the breaking of translational symmetry. They
are collective coordinates describing the position of the branes consistent with the
fact that D-branes are in fact dynamical objects. Indeed, we have already seen
that a background value for Aµ has in the T-dual picture the interpretation of the
position of the D-brane.
Although D-branes were already discovered from the above T-duality argument
in [30], it was not until [6] that it was realized that D-branes were in fact a missing
link as they can act as sources for the R-R fields C[n], which fundamental strings
cannot. Indeed, the world-volume of a p-brane couples in a natural way to a
(p+1)-form potential as follows ∫
Vp+1
C[p+1] , (2.2.14)
where the integral is over the D-brane world-volume Vp+1. In fact, this is an electric
coupling, but the same potential C[p+1] can couple magnetically to a D(6−p)-brane
as follows: the Hodge dual of the field strength F[p+2] = dC[p+1] in 10 dimensions
is a (8-p)-form (∗F )[8−p], which has a (7-p)-form C
′
[7−p] as potential; the latter
(7-p)-form is suitable for coupling to a D(6 − p) brane.
Considering the possible R-R forms in table 2.3, we see that IIB theories should
contain D(−1)- (D-instantons), D1-, D3-, D5- and D7-branes, while IIA theories
contain D0-, D2-, D4- and D6-branes. Since T-duality sends a Dp-brane to a
D(p+1)- or a D(p− 1)-brane, we must conclude that it also interchanges type IIA
and type IIB theories, which is indeed the case. We learn in addition that there
must be a D9-brane in IIB, which we will discuss at the end of the section, and a
D8-brane in IIA. These are not associated to propagating states, so they do not
show up in the spectrum.
In [6] the coupling of a D-brane to NS-NS and R-R states of closed strings
was calculated. By comparison to the corresponding low-energy field theory am-
plitudes, its tension τp and its charge µp can be determined. This could be done
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directly from diagram 2.4a, but because of normalization issues of both open and
closed string vertex operators, it is easier to calculate diagram 2.4b. The diagram
shows two Dp-branes feeling each other’s force by exchanging a closed string. In
this closed string channel we label the world-sheet coordinates as (τ, σ). But, by
world-sheet duality the diagram can also be looked at in terms of an open string
with endpoints on the two Dp-branes, moving around in a loop. World-sheet time
and length are interchanged in the open string channel (τ ′, σ′) = (σ, τ). In this
channel the diagram has no vertex operators and can be most easily calculated
with the aid of the Coleman-Weinberg formula
A =
∫ ∞
0
dt
2t
Tr
(
1 + exp(πiF )
2
e−2πα
′tL0
)
(2.2.15)
Here t is a modulus characterizing the cylinder: it measures the periodicity of τ ′,
τ ′ ∼= τ ′ + 2πt. This modulus represents the only degree of freedom that is left
over from the integral over all possible metrics on a cylinder [dh], when reparam-
eterization and Weyl invariance are taken into account. Tr denotes the trace over
all possible open string states, both from the NS sector and from the R sector.
The GSO projection 12 (1 + expπiF ), where F is the world-sheet fermion number,
projects out unwanted states like the tachyon. We see that each open string state
is propagated by the world-sheet Hamiltonian α′L0 over a distance 2πt and is thus
running around the cycle of the cylinder.
Taking the limit t → 0 amounts to an infinitesimally small loop in the open
string channel, clearly an UV effect. However, through a Weyl transformation
we can blow up the radius of the loop, which since the Weyl transformation acts
isotropically results at the same time in an infinitely long cylinder. So in the closed
string channel this is in fact an IR limit as the closed string states propagate over
a long distance. The amplitude will then be dominated by the exchange of the
lowest mass closed string states,
A = ANS-NS +AR-R = 0
t→0≈ (1− 1)iVp+12π(4π2α′)3−pG9−p(y) ,
(2.2.16)
with Gd(y) =
1
4πd/2
Γ(d/2 − 1)y2−d the scalar Green’s function in d dimensions.
Working out the formula would reveal that the attractive force from the NS-NS
sector (graviton and dilaton) is exactly cancelled by the repulsive force of the R-R
sector: ANS-NS = −AR−R. This is typical for supersymmetric states — D-branes
preserve half of the supersymmetry — as the contribution of the fermions exactly
cancels the contribution of the bosons. In calculating tension and charge we will
be interested in the two contributions separately.
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Figure 2.4: D-brane couplings. The numbers 1 and 2 label the two Dp-
branes. (a) The tadpole: coupling of a D-brane to a closed string state
(NS-NS or R-R). Left: string theory diagram. Right: the corresponding
low-energy field theory diagram. In the field theory the coupling to an NS-
NS particle (graviton or dilaton) contributes a factor of Tp, the coupling
to an R-R particle a factor of µp. (b) Interaction between two Dp-branes
via a closed string state. Left: string theory diagram. Right: field theory
diagram. The propagator in the field theory contributes (κ10)
2
G9−p(y)
. (c) The
string theory diagram of (b) can be interpreted in two ways. In the closed
string channel as a tree level diagram (a sphere with an incoming and
an outgoing D-brane state) and in the open string channel as a one loop
diagram (an annulus).
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Consider now the low-energy action
S = SNS-NS + SR-R + SDBI , (2.2.17)
with
SNS-NS = e
−2Φ0
2(κ10)2
∫
d10x(−G˜)1/2
(
R− 1
2
∂µΦ∂
µΦ
)
+ · · · ,
SR-R = − 1
4κ210
∫
d10x(−G)1/2 ∣∣F[p+2]∣∣2 + µp
∫
Vp+1
Cp+1 .
(2.2.18)
The action SNS-NS consists of the Einstein-Hilbert action and a kinetic term for
the dilaton while SR-R consists of a kinetic term for the R-R field and the coupling
eq. (2.2.14). SDBI is the Dirac-Born-Infeld action (2.3.1)7. We read off that the
gravitational coupling constant is κ = κ10e
Φ0 = κ10gs. The R-R p-form charge
is µp and the tension appearing in front of the D-brane effective action is τp.
Computing the corresponding diagrams in the field theory and comparing to the
string theory result, one finds
τp =
π1/2
κ
(
4π2α′
) 3−p
2 =
π1/2
κ10gs
(
4π2α′
) 3−p
2 =
Tp
gs
µp = Tp =
π1/2
κ10
(
4π2α′
) 3−p
2 .
(2.2.19)
Next to the physical tension we have introduced Tp = τpgs, where the g
−1
s depen-
dence is removed.
The D-brane charges must obey a Dirac quantization condition. Indeed, con-
sider a Dp-brane, which is an electric source for C[p+1]. By Gauss’ law the charge
of this brane µp must be proportional to the flux Q through a 8 − p sphere sur-
rounding the brane:
µp =
1
2κ210
Q =
1
2κ210
∫
S8−p
∗F[p+2] =
1
2κ210
∫
S7−p
C[7−p], (2.2.20)
since ∗F[p+2] = F[8−p] = dC[7−p] everywhere, except on a Dirac string. S
7−p is
a sphere surrounding the Dirac string. For the Dirac string to be invisible for
7SNS-NS contains the metric G˜ in the Einstein frame, which is rescaled with respect to the
metric as it appears in string theory with a dilaton dependent factor. In this way one obtains the
standard form of the Einstein-Hilbert action. In SR-R and SDBI (see eq. (2.3.1)) on the other
hand the metric appears in the string frame.
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a “magnetic” D(6 − p)-brane travelling around the Dirac string, we need that
exp(iµ6−pQ) = 1 so that
2κ210µpµ6−p = 2κ
2
10µeµm = 2πn . (2.2.21)
For the D-brane charge, eq. (2.2.19), this is indeed satisfied with n = 1. The
3-point graviton amplitude learns that κ = 2πgc ∼ gs. Commonly one chooses the
additive normalization of the dilaton field Φ0 such that
κ2 =
1
2
(2π)7 g2sα
′4 , (2.2.22)
from which follows
τp = g
−1
s µp =
1
gs(2π)pα′(p+1)/2
. (2.2.23)
The ratio of the tension of the fundamental string T = 12πα′ to the D1-brane (D-
string) is then precisely gs. As a further application note that the lowest-order
approximation of SDBI is Yang-Mills theory with coupling constant
1
g2YM
= τp(2πα
′)2 =
1
gs(2π)p−2α′
p−3
2
. (2.2.24)
The tension τp of a D-brane is of the order e
−Φ0 = g−1s as could be expected
since its coupling to the graviton is described by the disc diagram of figure 2.4a.
As a consequence plugging in a D-brane background in the path integral will lead
to the non-perturbative effects of the order exp(−1/gs) that were anticipated in
section 2.1.4. To have a non-zero contribution these D-branes have to be localized
in both time and space: D(-1)-branes (D-instantons) [31] or wrapped Dp-branes
in Euclidean space-time [32].
As mentioned already, a D-brane breaks half of the supersymmetry. The fact
that it does not break all supersymmetry makes it a BPS(Bogomolny-Prasad-
Sommerfield)-state. Central charges appear in the supersymmetry algebra [33].
For the anticommutator of a left-moving and a right-moving supersymmetry charge,
these are precisely the R-R charges. In the BPS-mechanism, invariance of the D-
brane under a supersymmetry will force the mass to be equal to the charge, which
explains µp = Tp in eq. (2.2.19). We will later take another approach to BPS-states
where we will show that they are at an global minimum of the action [34].
Labelling the endpoints of open strings by introducing N Chan-Patton labels
translates in the new language into introducing N D-branes. For each brane, we
have a copy of the gauge sector originating in strings beginning and ending on that
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Figure 2.5: N D-branes. (a) Non-coinciding D-branes: the only massless
states arise from strings beginning and ending on the same brane since
strings beginning and ending on different branes have a mass proportional
to the distance between the branes. The gauge group is
∏
N U(1). (b)
Coinciding D-branes: next to strings beginning and ending on the same
brane, the lowest-level states of strings beginning and ending on different
branes become massless as well, adding up to a total of N2 different states.
These fill out the adjoint representation of U(N), the new gauge group.
Gauge groups of the type SO(N) can be introduced by adding orientifold
planes.
brane. In this way we end up with the gauge group U(1)× U(1)× · · · ×U(1). As
we saw in eq. (2.2.11) the low lying modes of a string have masses proportional to
the length of the string so that if the D-branes coincide, there are extra massless
states coming from strings beginning and ending on different coinciding D-branes.
Keeping track of the orientation of strings, we count a total of N2 massless states
making up the adjoint representation of U(N), which will be the new gauge group.
All this is pictured in figure 2.5. Giving a vacuum expectation value to some (or
all) of the diagonal elements of Φi lets the branes move apart and breaks the U(N)
gauge group. This provides a geometrical picture of the Higgs effect.
Pushing the coinciding D-brane picture a little bit further we arrive at an
interesting point. Indeed, considering the way that the collective coordinates Φi
of the branes originate under T-duality from dimensional reduction of the gauge
potential Aµ as in eq. (2.2.13), we must conclude that they also take values in the
adjoint of U(N) i.e. the space-time coordinates denoting the positions of the D-
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branes are enlarged to matrices [35]. The interpretation of the diagonal elements
is easy: they are the positions of each of the N D-branes, but the off-diagonal
components remain mysterious. The resulting non-commutative geometry leads to
very interesting effects such as dielectric branes and fuzzy funnels [36]. Difficult
questions that further arise are what happens when the background fields become
dependent on these matrix-valued coordinates [37][38] and how one can define
matrix general coordinate invariance [39]. There seem to be still a lot of unresolved
issues.
From the previous discussion it becomes clear that introducing open strings
with free endpoints into the theory is in fact the same as inserting a D9-brane.
Obviously, when there are N space-filling D9-branes, they are always coinciding.
In type I theory there are 16 D9-branes and one orientifold O9-plane. The latter
produces another 16 image D9-branes, makes the theory unoriented and changes
the gauge group to SO(32). It can be shown that the orientifold plane has a
negative RR charge of −24 = −16 so that its charge exactly cancels the charge
of the 16 original D9-branes. This is necessary for the consistency of the theory
because if there were a net charge, the flux lines would have nowhere to go. This
is a modern interpretation of the one-loop infinity cancellation in [40].
Apart from the microscopic description of D-branes as hyperplanes on which
strings can end, they also have a description as solutions of the equations of motion
of the low-energy effective theory: IIA or IIB supergravity, where they look like
higher-dimensional extensions of charged black holes, black p-branes [41]. In fact,
they were proposed first in this picture as the sought after sources of the R-R fields.
The connection between the two pictures can be made, for instance by extracting
the long-range background field surrounding a set of Dp-branes from amplitude
calculations and comparing to the black p-brane solution [42].
This is a good point to stress the power of string theory and D-branes as a tool
to study gauge theories. We have already seen how coinciding D-branes generate
a non-abelian gauge group and how D-branes moving apart provide a geometrical
picture of the Higgs effect. There are many other examples but let us list only
few. We will see in chapter 4 how a D3-D1 intersection provides a realization of
the Dirac monopole [43][44]. More or less in the same vain D1-branes stretching
between separated D3-branes provide a geometric picture of the mathematical
ADHM classification of instanton solutions [45]. In chapter 7 we will see how the
quantization of magnetic flux on a torus has a natural explanation in terms of
the T-dual picture of intersecting branes. The most famous example is of course
the Maldacena conjecture [46], which provided the first concrete realization of an
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observation made by ’t Hooft that the large N limit of gauge theories looks like a
string theory [47]. The argument relies on the equivalence between D3-branes and
black 3-branes. Indeed, the first are in the low-energy limit described by N = 4
Super-Yang-Mills theory while the latter are in the low-energy limit described
by string theory on the near-horizon region of the 3-brane, which is AdS5 × S5.
Interestingly, the range of validity of perturbative Yang-Mills theory, g2YMN ≪ 1, is
completely opposite to the range of validity where we can use classical supergravity
(instead of the whole string theory) in the dual picture, g2YMN ≫ 1. This means
we can study the strongly coupled gauge theory by means of classical supergravity
which is ample motivation to look for the gravity dual of other gauge theories.
On the other hand, it makes the conjecture hard to prove. Another more recent
example is the work of Dijkgraaf and Vafa, where string theory provided the
motivation for an algorithm to construct the exact effective superpotential of the
chiral glueball superfield in N = 1 gauge theories via perturbative calculations in
an auxiliary matrix model [48]. Only later on were these results also proven in
field theory [49]. Another important development is the natural incorporation of
non-commutative gauge theories in string theory as a low-energy limit when the
NS-NS background field B[2] is turned on [50]. More recently, it was discovered
that playing the same trick with the R-R background field C[2] switched on leads
to non-(anti)commutative supersymmetric gauge theories [51].
Although the focus is clearly on D-branes, we will briefly review some other
non-perturbative results.
2.2.3 Non-perturbative Dualities
We have seen that T-duality relates type IIA and type IIB string theory. In fact,
T-duality also relates the two heterotic string theories. Still these are perturbative
dualities. However, there are also dualities relating a strongly coupled theory
to a weakly coupled theory [52][53]. One example is electromagnetic duality in
Yang-Mills theory, which interchanges light electric charges with heavy magnetic
monopoles [54]. In fact, this only works out well if there is enough supersymmetry,
namely in N = 4 Super-Yang-Mills [55]. In that case it turns out to be part of a
discrete SL(2,Z) group of dualities, S-duality.
Type IIB string theory is self-dual under a similar SL(2,Z) duality group.
Under this duality fundamental strings and D1-branes are interchanged. In fact,
since type IIB string theory contains N = 4 Super-Yang-Mills theory on a D3-
brane, it incorporates the S-duality of Yang-Mills [56][57]! Type I SO(32) and
30 Chapter 2. A Landscape Picture
heterotic SO(32) also turn out to be related by S-duality.
Special cases are the strong coupling limit of type IIA and heterotic E8 × E8
theory. Focusing on type IIA we take gs → ∞ and find that the lowest mass
states are in fact the D0-branes. The mass of a system of n (marginally) bound
D0-branes is
nτ0 =
n
gsα′1/2
. (2.2.25)
This evenly spaced spectrum looks like a Kaluza-Klein spectrum with periodic
dimension
R10 = gsα
′1/2 . (2.2.26)
So one could make the bold assumption that as gs →∞ this dimension is decom-
pactified and one ends up with an 11-dimensional theory. The low-energy effective
theory would then be nothing but 11-dimensional supergravity. Eleven dimensions
is the maximum number of dimensions allowing a (locally) supersymmetric field
theory and this theory is unique. The assumption can be justified by arguing on
low-energy effective actions and by comparing the BPS spectra of the theories.
We have seen that string theory in 11 dimensions is not consistent, but in fact
the strong coupling limit of type IIA is not a string theory anymore! In fact lit-
tle is know about this theory and its fundamental degrees of freedom beyond the
low-energy limit and its ties to type IIA. It has been given the name M-theory.
Let us briefly mention the M-theory origin of the various branes of type IIA
string theory. The bosonic sector of 11-dimensional supergravity consists of the
metric G and a 3-form. The black brane that is electrically charged under the
3-form is called the M2-brane while the magnetically charged object is the M5-
brane. D0-branes are in the strong coupling limit, as we have just discussed,
Kaluza-Klein states. The fundamental type IIA strings are M2-branes wrapped
on the 11th dimension while the D2-branes originate in transversal M2-branes. The
D4-branes are wrapped M5-branes while the NS5-branes (the magnetic duals of
the fundamental strings) are transversal M5-branes. D6-branes, as the magnetic
dual of D0-branes, have as strong coupling limit Kaluza-Klein monopoles. The
M-theory origin of D8-branes is still unclear.
In [58] a proposal was made was for the microscopic description of M-theory
based on D0-branes: Matrix-theory. Usually, the name M-theory is not only used
for the strong coupling limit of type IIA, but more generally for the (unknown)
underlying theory incorporating the five perturbative string theories, and M-theory
in the narrow sense.
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2.2.4 Problems Revisited
After all we have learned about non-perturbative string theory the question arises
whether we have made any progress in solving the problems listed in section 2.1.4.
As for the last problem we know now the nature of some of the non-perturbative
instanton effects: these are the D-instantons or wrapped Euclidean D-branes. Fur-
thermore, we have become more convinced that their indeed exists an underlying
description, M-theory although we do not know the details. The background prob-
lem still stands. We know now that some backgrounds are related by perturbative
or non-perturbative dualities to other backgrounds, but the multitude of differ-
ent backgrounds remains. As for the inability to make calculations in other than
a few backgrounds, we find a new tool in dualities, but on the other hand the
problem becomes worse as we realize that there are corners of the moduli space of
backgrounds where strings are not even the right degrees of freedom.
2.3 D-brane Effective Actions
2.3.1 Definition
String theory can be thought of as an infinite-component field theory. Indeed,
every particle in the spectrum, massless or massive, corresponds to a field. This
approach is taken seriously in string field theory [13]. However, as massive particles
can only be detected at very high energies, characterized by the string scale α′−1/2,
for phenomenology we will be exclusively interested in the massless8 particles,
of which fortunately there are only a finite number. For the open superstring
ending on a Dp-brane these will be the “gluon” Aa, transverse scalars Φi and their
fermionic superpartners; see table 2.1 and eq. (2.2.13).
The low-energy effective action is defined as the result of “integrating out” all
the massive and massless modes circulating in loops. Moreover, we only allow
the massless modes as external states. This means that the effective action should
generate at tree-level an S-matrix, which reproduces the string-theory S-matrix for
massless external states. We can expect the effective action to be non-local, i.e. it
will contain an infinite number of derivatives, and we can expect it to be highly
complicated. Remarkably, for the abelian open superstring there exists a relatively
simple closed expression valid to all orders in α′: the Dirac-Born-Infeld action.
The catch is that this expression is only valid in the slowly varying field strength
8The way in which these particles acquire their measured masses is still unknown.
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limit. You could compare this success with the gravitational sector, deriving from
the closed string, where only the first few orders in α′ are known. The results
are less spectacular in the non-abelian case however where achievements are only
perturbative in α′.
An inconvenient property of the effective action is its ambiguity. Indeed, in
field theory the following equivalence theorem exists: different Lagrangians lead
to the same on-shell S-matrix, in our case equal to the string theory S-matrix,
if there exists a field redefinition φ = φ′ + T (φ′) transforming these Lagrangians
into each other. Therefore we have to be careful when comparing results in the
literature that look at first sight very different.
2.3.2 Dirac-Born-Infeld and Wess-Zumino
Let us consider the abelian case and take the limit of constant gauge field strengths.
Under these conditions the bosonic part of the effective action for the fields cou-
pling to a Dp-brane can be obtained to all orders in α′ and consists of two contri-
butions: the Dirac-Born-Infeld term and the Wess-Zumino term. The Dirac-Born-
Infeld [59][60] term reads
SDBI = −Tp
∫
dp+1x e−Φ [− det (P [G+ B]ab + 2πα′Fab)]1/2 , (2.3.1)
with Tp the already calculated D-brane tension, G the metric, B the NS-NS 2-
form, Φ the dilaton (see table 2.2) and F the field strength of A (see table 2.1),
F = dA. Furthermore,
P [T ]a1...an =
∂Xµ1
∂xa1
· · · ∂X
µn
∂xan
Tµ1···µn (2.3.2)
denotes the pullback of the tensor T . We have seen that the D-brane also couples
to the R-R fields C[n]. These interactions are described by the Wess-Zumino term
9:
SWZ = µp
∑
n
∫
Vp+1
P
[
C[n]e
B
]
e2πα
′F , (2.3.3)
where µp is the already calculated charge. Here all multiplications are in fact
wedges of forms. The formula should be interpreted as follows: take an allowed
R-R field C[n], i.e. even for type IIB and odd for type IIA, then select from the
expansions of the exponentials a form with the appropriate dimension p+1−n so
9We leave out terms arising in a massive IIA background [61][62].
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that we can integrate over the world-volume of the D-brane. In this way, one finds
the coupling considered in eq. (2.2.14) as the leading term. The Wess-Zumino
term was first introduced in [63] based on observations of the D-brane boundary
state in the presence of a constant gauge field in [64]. An easy way to see that we
must add other terms to the term in eq. (2.2.14) is through an argument based on
invariance under T-duality [61][65]. Moreover, in [66] it was shown that the Wess-
Zumino term is necessary to cancel the anomaly of chiral fermions on intersections
of branes or on branes wrapping cycles on curved manifolds.
This action is invariant under a number of local symmetries. First of all, there
is the freedom to reparameterize world-volume as well as space-time coordinates,
then there is not only the gauge symmetry of Aa but also the gauge symmetries of
B and C[n]. The latter are realized as follows. The bulk field B and the boundary
field A appear in the combination F = P [B] + 2πα′F in the world-sheet action.
We see from the string world-sheet action eqs. (2.1.3) and (2.1.4) that the tensor
gauge symmetry associated to B,
δB = dξ , (2.3.4)
where ξ is a 1-form, must because of the boundary be completed with
δA = − P [ξ]
2πα′
. (2.3.5)
Indeed, the combination F is then invariant under the tensor gauge symmetry
and it is this combination that must appear in the effective action as well. In
addition, the Wess-Zumino action is invariant under the following collective gauge
transformation of the R-R fields [62]:
δC = dµ+H ∧ µ+ λeB (2.3.6)
where C =
∑
n C[n], H = dB and the forms µ =
∑
n µ[n−1] and the scalar λ
generate the gauge transformation. It is understood that forms of the appropriate
dimensions are selected to match the dimensions on both sides.
The main theme of this thesis will be to loosen the two assumptions and try to
calculate the effective D-brane action in the abelian case with derivative corrections
or in the non-abelian case. It turns out that in the non-abelian case there is no
appropriate analogue of the slowly varying field strength limit so that derivative
corrections must always be included.
As the dependence on B can be found from the dependence on F , we will
put B = 0. Furthermore, we will work in a flat background Gµν = ηµν and
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we will not study corrections involving derivatives of pullbacks of the bulk fields
Gµν , Bµν ,Φ, C[p+1] [67]. Next, we first employ space-time diffeomorphisms to align
the fiducial world-volume of the D-brane along X i = 0 with i = p + 1, . . . , 9 and
then world-volume diffeomorphisms to match the world-volume coordinates with
the remaining space-time coordinates, Xa = xa. This gauge is called the static
gauge. As a consequence the induced metric reads P [G]ab = ηab + ∂aΦ
i∂bΦi,
where the Φi = X i are the scalars that describe the transverse position of the
D-brane. Furthermore, we will usually consider D9-branes or Dp-branes where
we put Φi = 0. The pull-backs become trivial and the Dirac-Born-Infeld action
reduces to its Born-Infeld form. The expression for lower-dimensional D-branes
including the Φi can be derived from dimensionally reducing the expression for
the D9-brane.
2.3.3 Ancient History of Born-Infeld
Before moving on it is interesting to have a look at the reason why the Born-
Infeld action was introduced in the first place [59], namely as an improvement of
the Maxwell action which would allow the energy of the field configuration of an
electric point source to be finite. At that time people were worried that using
the Maxwell equations it is impossible to describe an electron as a point source
without having not only a singularity for the electromagnetic field at the origin,
but also infinite energy. Only much later on the principles of renormalization were
discovered, solving the issue in a completely different way.
The Born-Infeld action in 3 + 1 flat dimensions can be written as
SBI = −T4
∫
d4x
√
1 +
1
2
b2FµνFµν − b4
(
1
4
Fµν∗Fµν
)2
, (2.3.7)
where T4 = 1/b
2 is the tension, ∗Fµν = 12ǫµνλκF
λκ the dual field strength and we
replaced the dimension length-squared constant 2πα′ by b. The Bianchi identities
are the same as in Maxwell theory, dF = 0, while the equations of motion become
d∗G = 0 with
Gµν =
2
T4b2
∂LBI
∂(Fµν)
=
−Fµν + ∗Fµν b2 ( 14Fλκ∗Fλκ)√
1 + 12b
2FρξF ρξ − b4
(
1
4Fρξ
∗F ρξ
)2 . (2.3.8)
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Defining the electromagnetic fields Ei, Bi, Di and Hi for i = 1, . . . , 3 as follows:
Ei = F0i, Bi =
1
2
ǫijkF
jk,
Di = G0i, Hi = −1
2
ǫijkGjk,
(2.3.9)
the set of field equations is exactly the same as for Maxwell theory in a substance
with dielectric constant and susceptibility being certain functions of the fields.
Indeed, the constitutive equations, which can be derived from eq. (2.3.8), read
Di =
Ei +Bi
(
~E · ~B
)
√
1 + b2
(
~B2 − ~E2
)
− b4
(
~E · ~B
)2 ,
Hi =
Bi − Ei
(
~E · ~B
)
√
1 + b2
(
~B2 − ~E2
)
− b4
(
~E · ~B
)2 .
(2.3.10)
Putting the magnetic field B to zero we find for the Lagrangian
LBI = −T4
√
1− b2 ~E2 (2.3.11)
which sets a maximal value | ~E| ≤ Emax with Emax = 1/b just as there is an upper
limit for the velocity in special relativity. In fact, if ~E is constant, after T-duality
along the direction of ~E the speed of the brane is precisely b ~E so that the upper
limit on the electric field follows from the upper limit on the velocity. Inserting a
point source at the origin ρ(~r) = qδ(~r) we find for the radial component of D
Dr =
q
4πr2
. (2.3.12)
Eq. (2.3.10) becomes
Dr =
Er√
1− b2E2r
(2.3.13)
such that
Er =
q
4π
√
r4 +
(
bq
4π
)2 . (2.3.14)
Note that Er attains the maximal value Emax at the origin. We can also calculate
the energy:
H =
∫
d3x
(
T4b
2EiD
i − LBI − T4
)
=
q
3
2 b−
1
2Γ(14 )
2
12π
≈ 0.349 q 32 b− 12 . (2.3.15)
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Here we subtracted the zeroth order contribution. The result is then indeed finite!
Another interesting point is that the usual electromagnetic duality can be gen-
eralized to Born-Infeld theory in the following way [56]:
Fµν −→ cosα Fµν + sinα ∗Gµν ,
Gµν −→ cosα Gµν + sinα ∗Fµν .
(2.3.16)
The equations of motion are invariant under this transformation. As a collorary,
for self-dual field configurations Fµν = ±∗Fµν (in Euclidean Born-Infeld theory)
this transformation implies that the equations of motion (and thus the Lagrangian)
reduce to the equations of motion and the Lagrangian of Maxwell theory. For in-
stance the non-abelian Born-Infeld theory with the symmetric trace prescription
has electromagnetic duality. As a consequence, instanton equations in four di-
mension do not receive α′ corrections. If electromagnetic duality, eq. (2.3.16), is
to be kept, this is expected to hold even when derivative corrections are taken
into account. In [68] it is shown via the β-function method that a related set of
solutions does not acquire corrections if the full D-brane effective action is taken
into account. As we will see it is a totally different matter when there are more
than four dimensions.
2.3.4 Different Roads to Rome
The Born-Infeld action for open strings in 10 dimensions — in modern language
the D9-brane action — was first obtained in [69] and [70] and extended to lower-
dimensional branes in [71]. In [6] it was realized that D-branes take a prominent
place as non-perturbative solitons, which led to a renewed interest in D-brane
effective actions. The supersymmetric version [72][73][74] comes about as follows.
First a manifestly N = 2 supersymmetric action with an additional local fermionic
symmetry, κ-symmetry, is written down. The cancellation of terms under the κ-
transformation involves a subtle interplay between the Born-Infeld and the Wess-
Zumino part. Fixing κ-symmetry with a gauge choice leads to a supersymmetric
version of the Born-Infeld action. The supersymmetry transformation takes on a
complicated form since it contains a compensating κ-transformation to stay in the
κ-gauge.
However, as shown in [75] physically it is hard to make sense of the limit of
large but slowly varying fields. Indeed, small derivatives imply that the fields
stay large over an extended region. An estimate of the total energy indicates that
gravitational effects, present in the closed sector of string theory, can no longer
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be neglected and the system is at risk of collapsing to a black hole. So derivative
corrections should be taken into account. Let us introduce the notation L(r,q) for
the contributions to the Lagrangian from derivative terms of the form
g−2YM α
′q+r∂2qF r+2 . (2.3.17)
Derivative corrections were first studied in [76]. There it was shown that for the
superstring L(r,1) = 0, ∀r so that the first correction has four derivatives. The
contribution L(2,2) to the Born-Infeld part was calculated in the same article.
Only much later all terms with four derivatives,
∑∞
r=2 L(r,2), were found in [1] and
a conjecture has been made for terms with more derivatives [77]. The conjecture
gives a prescription to calculate derivative corrections to the Born-Infeld part from
derivative corrections to the Wess-Zumino part. However, the conjecture is not
entirely well-defined (there are ordering ambiguities) and since the results for the
Wess-Zumino term with more than four derivatives — calculated in [1] — are
incomplete, the results following from the conjecture for the Born-Infeld term are
also expected to be only partial. All terms in the Born-Infeld part of
∑∞
q=2 L(2,q)
were found in [78] and the procedure therein was extended to the non-abelian case
in [79], but there it leads only to partial information. Despite the limitations of
the conjecture in [77], the terms predicted by it with six derivatives and four field
strengths agree with [78].
As we have seen, when several branes coincide the result is a non-abelian
gauge theory where the zeroth order in α′ is the Yang-Mills action [35]. However,
compared to the abelian case much less progress has been made; there is no all-
order in α′ result. Firstly, it is not known how to order the — now non-commuting
— field strengths and covariant derivatives and secondly new identities of the form
[Dµ, Dν ]Fρλ = [Fµν , Fρλ] , (2.3.18)
appear, relating commutators of covariant derivatives to commutators of field
strengths. It turns out that there is no unambiguous way to take the slowly
varying field strength limit without taking at the same time the abelian limit! Up
to order α′2 the non-abelian effective action can be extracted from the abelian one
by symmetrizing over the gauge indices [80][81].
In [82] a truncation of the non-abelian effective action was proposed where only
the terms are kept that come from symmetrizing over the gauge indices (Tseytlin’s
symmetrized trace proposal). Soon, it turned out that this proposal could not
capture essential physics; it made the wrong prediction for the spectrum of strings
stretching between intersecting branes [83][84]. The discrepancy starts at α′4.
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Actually, already at order α′3 corrections had been found in [85], contradicting
the symmetrized trace prescription that only produces terms at even order in α′
because of the antisymmetry of F . However, the terms in [85] turned out to be
wrong in the sector sensitive to the 5-point amplitude, but not to the 4-point
amplitude. Indeed, in string theory there are only contributions to the spectrum
of intersecting branes from even orders in α′ and these terms did make a non-zero
contribution. So the search was on for the correct order α′3 contribution.
We computed in [b] the correct bosonic terms at order α′3 and in [c] checked
that our terms did not contribute to the spectrum. Furthermore, our result was
confirmed in [2],[86],[87] and [88]. We also computed the bosonic terms at order
α′4 in [f]. These terms did pass the spectrum test [89], which is rather interesting
because this is the first order where the symmetrized trace prescription fails this
test.
After this brief overview of the developments, let us now list the different ways
— used by the different groups above — of obtaining the action, eqs. (2.3.1) and
(2.3.3), and their (derivative and/or non-abelian) corrections. We make a basic
distinction between direct methods, which calculate the action straightforwardly
from string theory and indirect methods, which use a symmetry or other property
the action should have. The disadvantage of the indirect methods is that in most
cases the action is not completely fixed by requiring the desired property and
typically unknown coefficients remain.
Direct Methods
• String S-matrix method [17][90]. The first approach follows immediately
from the definition of the effective action. The idea is to calculate n-point
scattering amplitudes in perturbative string theory. Then the most general
gauge-invariant Lagrangian at the appropriate order is constructed or an
appropriate ansatz is made. Next its unknown coefficients are fixed by com-
paring the on-shell scattering amplitudes with the results of string theory.
In fact, we have used this method at a rudimentary level to determine τp
and µp in section 2.2.2. Since an n-point amplitude can only probe terms in
the effective action containing up to n gauge potentials Aµ and thus n field
strengths Fµν , the method is perturbative in the number of field strengths
although with a good ansatz it is possible to construct an infinite series of
derivative corrections. With an ansatz based on supersymmetry, in [78] the
maximum information was extracted from the 4-point amplitude when the
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Born-Infeld part of
∑∞
q=2 L(q,2) was calculated.
Because of its perturbative nature in F , the method is not powerful enough
even to produce the abelian Born-Infeld term. In the non-abelian case it has
been more successful mostly because in that case the other available methods
are not as powerful either. In [80] and [81] the bosonic sector up to order
α′2 was calculated from the 4-point amplitude. For the fermionic sector —
in the meantime already known from methods based on supersymmetry [91]
— this method was used in [92] and [93]. Partial information on order α′3
and α′4 was obtained from the same 4-point function in [75]. But the full
calculation of the bosonic sector at α′3 via the S-matrix requires a 5-point
amplitude. This was successfully completed in [88], correcting an older result
in [85].
• Partition function approach. This method was developed in [94] where it was
realized that the Polyakov path-integral with background fields produced —
barring renormalization subtleties described in more detail in [95][76] — the
effective action. This was based on the observation that the background
fields in the Polyakov action eqs. (2.1.3) and (2.1.4) act as sources for the
corresponding particles and functional derivatives with respect to these fields
pull down the appropriate vertex operators. In fact, the Born-Infeld term
was first calculated with this method in [69] and it was shown that there are
no corrections with two derivatives for the superstring in [76]. The method
has been extended to lower-dimensional branes in [57].
• Boundary state formalism. Here the boundary state representing the D-
brane is constructed [96] and then the coupling to the NS-NS or R-R bulk
fields is calculated. This method was used in [1] to construct all terms with
four derivatives in both the Born-Infeld and the Wess-Zumino part in the
abelian case. When the path-integral representation of the boundary state
is used, it becomes clear that the method is related to the partition function
approach.
• Requiring Weyl invariance of the non-linear σ-model. Here one looks at
the action for an open string in a curved background, eqs. (2.1.3) and
(2.1.4). Then one requires the Weyl anomaly of the σ-model to vanish,
which amounts to putting the β-functions to zero. The resulting equations
are equivalent to equations of motion deriving from an effective action. In
this way the abelian Born-Infeld action was obtained for the D9-brane with
a σ-model 1-loop calculation in [70] and for lower-dimensional branes in [71].
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A σ-model 2-loop calculation for the bosonic string was performed in [97],
yielding corrections with two derivatives. The β-functions are insensitive to
the topology of the world-sheet so that they contain no information about
higher string loops. Nevertheless, a proposal to generalize the Weyl invari-
ance method beyond the string tree-level was made in [98] based on [99]. The
equivalence of the effective action derived in the Weyl invariance approach to
the S-matrix effective action is to our knowledge not yet (rigorously) proven.
Indirect Methods
These are based on requiring
• Supersymmetry. Since world-sheet supersymmetric string theories eventu-
ally lead to space-time supersymmetry, the effective action has to be super-
symmetric. One should realize however that as the effective action receives
corrections, the supersymmetry transformations take on corrections as well
and can be very complicated.
If there is more than one supersymmetric invariant, they will all get arbi-
trary coefficients in this method and the effective action will only be fixed
modulo these coefficients. In [91] an iterative method based on supersym-
metry, the Noether method, was used to construct the non-abelian terms at
order α′2 including quadratic fermionic terms. This method was continued
up to order α′3 in [2] and in the abelian case up to order α′4 in [100]. An
alternative method, based on superspace Bianchi identities and perturbing
conventional constraints in superspace, was used to construct all terms at
order α′2 including quartic terms in the fermions [101].
In yet another approach the effective action for N = 4 Super-Yang-Mills is
calculated. If there is a unique deformation of Super-Yang-Mills theory, this
deformation should be as well the D3-brane effective action as the effective
action for N = 4 Super-Yang-Mills. Corrections which agree with the results
in [b] and [2] up to order α′3 were derived in this way in [86] and the corrected
version of [87]. [86] contains results up to order α′4, but they are in a form
that cannot be easily compared to our results in [f]. Results at order α′3 and
partial results at order α′4 were also derived in [102].
Requiring the existence of κ-symmetry was attempted in the non-abelian
case in [103], but this seemed to be problematic.
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• The existence of a certain class of BPS solutions. This is the method used
in this thesis in chapters 5 and 6. We will come back to it in much more
detail later. It demands the existence of a certain type of BPS solutions and
seems to be related to the supersymmetry method. Using this method we
succeeded in being the first to calculate the bosonic sector of the non-abelian
D-brane effective action at order α′3 [b] and at order α′4 [f].
• T-duality, duality, Seiberg-Witten map. The requirement of T-duality com-
bined with Lorentz covariance is enough to construct the Born-Infeld part.
The requirement of Montonen-Olive duality of the D3-brane also puts strong
constraints on the action [56][57]. But these requirements do not seem to be
strong enough to determine derivative corrections or non-abelian extensions.
Constraints based on the Seiberg-Witten map have been used in [104]. In
[77] Wyllard has used the Seiberg-Witten map to check his derivative cor-
rections [1]. S-duality between SO(32) type I en heterotic string theory on
the other hand was used to investigate the terms with six field strengths in
[105].

Chapter 3
Soliton Equations in
Yang-Mills and Born-Infeld
Theory
In this chapter we will generalize the familiar instanton equations in 4-dimensional
Euclidean Yang-Mills theory, first to more than four dimensions and then to Born-
Infeld theory. We will use the fact that these generalized instanton equations
should put the equations of motion to zero as a constraint to construct the D-brane
effective action in chapters 5 and 6. Our interest lies thus ultimately in D-brane
physics. The action for a Dp-brane can be derived from the supersymmetric action
of a D9-brane by dimensional reduction. The actions in this chapter should be
regarded as truncations of Dp-brane effective actions where we put all transverse
scalars to zero1. Keeping this 10-dimensional origin in mind we can rely on su-
persymmetry for certain lines of reasoning. Furthermore, we will only consider
time-independent magnetic field strengths and thus work with the p-dimensional
spatial part of the Lagrangians. Basically, we are only interested in the form of
the equations here and we will not study solutions until the next chapter.
See appendix A for the conventions about field strengths, complex coordinates
and Γ-matrices.2
1A little nuance is in order. The form of the equations is the same for “instanton” as for
“monopole” type configurations if we take Fij = DiΦj where j is a reduced dimension. So we
do not have to put the scalars Φj = 0, but we can instead hide them in the notation Fij .
2Especially, note that we work with anti-hermitian gauge field strengths, which introduces
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3.1 4d
We start with the familiar instanton equations in 4 dimensions. However, since
these 4 dimensions should in our case, as explained, be interpreted as the spatial
part of a higher-dimensional action with Minkowski signature it is more appropri-
ate to refer to them as soliton equations.
The usual Yang-Mills action,
− SYM = H = − 1
4g2YM
∫
d4xTr FijF
ij , (3.1.1)
has equations of motion
DiFij = 0 . (3.1.2)
Configurations satisfying the (anti-)self-duality condition,
Fij = ±∗Fij = ±1
2
ǫijklF
kl , (3.1.3)
automatically solve the equations of motion (3.1.2) by means of the Bianchi iden-
tities
DiFij = ±1
2
ǫijklD
iF kl = 0 . (3.1.4)
In generalizing, we will focus on two aspects of this solution. First of all, these
solutions satisfy a Bogomolny bound [34]:
H = − 1
4g2YM
∫
d4xTr FijF
ij
= − 1
8g2YM
∫
d4xTr (F ∓ ∗F )ij(F ∓ ∗F )ij ∓ 1
8g2YM
∫
d4x ǫijklTr FijFkl
≥ ∓ 1
2g2YM
∫
Tr F ∧ F = 8π
2
g2YM
|kinst| ,
(3.1.5)
where we know from the theory of characteristic classes that kinst = − 116π2
∫
Tr F∧
F is an integer labelling the second Chern class of the bundle. It depends only on
topological properties of the bundle. The inequality follows because the first term
in the second line is as a sum of squares always positive. Hence the configurations
an extra minus sign for the action compared to the hermitian conventions commonly used in
the physics literature. Furthermore, the fact that we work with the spatial part of a Minkowski
action instead of an Euclidean action puts in another minus sign.
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satisfying eq. (3.1.3) are not only a local minimum of the energy but a global
minimum for all field configurations belonging to the same topological class. The
well-known finite action, single instanton (kinst = 1) solutions to the (anti-)self-
duality condition (3.1.3) in SU(2) Yang-Mills were found in [106]. Static solutions
— solitons — in 3 + 1 dimensions in Yang-Mills theory with a Higgs field were
found by Prasad and Sommerfield [107] expounding on the monopole ansatz of
’t Hooft [108] and Polyakov [109]. One can consider the Higgs fields as arising
from dimensionally reducing an extra dimension Fi4 = DiΦ in which case the field
strength is again (anti)-self-dual and the bound is saturated.
Secondly, for a configuration not to break all supersymmetry the supersymme-
try transformation of the gaugino3 has to vanish for some spinors ǫ and ǫNL:
δχ = ǫNL +
1
2
FijΓ
ijǫ = 0 . (3.1.6)
The ǫNL generates the so called non-linear supersymmetry and can always be
adjusted so that the u(1) part of F does not break supersymmetry. Indeed, a single
D-brane keeps half of the supersymmetry, no matter what vacuum expectation
value the field strength takes. Henceforth we take F in su(N) and proceed with
the linear supersymmetry
δχ =
1
2
FijΓ
ijǫ = 0 . (3.1.7)
Using the (anti-)self-duality eq. (3.1.3) and the following property of Γ matrices
Γi1...inΓ1...p =
(−1)n(n−1)2
(p− n)! ǫ
i1...ipΓin+1...ip , (3.1.8)
where p is the number of dimensions so that in this case p = 4, it is easy to show
that for unbroken supersymmetry the generator ǫ must obey
δχ =
1
2
FijΓ
ij 1∓ Γ1234
2
ǫ = 0 , (3.1.9)
for the self-dual (upper sign) and anti-self-dual (lower sign) solution respectively.
As a consequence half of the supersymmetry is left unbroken. Indeed, in the (anti-)
self-dual case the generators with positive (negative) chirality put variation (3.1.9)
to zero. Let us stress that if we talk henceforth about a certain fraction of the
total supersymmetry, what we regard as “total” is the amount of supersymmetry
3The transformation of the gauge field contains the gaugino. Since we consider bosonic
backgrounds, it vanishes without further constraints.
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left unbroken by a single D-brane i.e. only the linear supersymmetry, which is half
of the bulk supersymmetry.
Solutions saturating a Bogomolny bound and leaving unbroken a non-trivial
subalgebra of the full supersymmetry algebra are called Bogomolny-Prasad-Som-
merfield(BPS) states and the conditions for the bound BPS equations. We see from
eq. (3.1.5) that the Hamiltonian is then equated to a term which only depends on
topological properties of the field configuration i.e. transformation functions of the
bundle and boundary conditions. This term is called a topological charge. In the
case of 4-dimensional Yang-Mills, this charge is given by the second Chern class.
3.2 More than Four!
Let us generalize the two properties of the previous section to dimensions p > 4
and start with the second one: the vanishing of the linear supersymmetry trans-
formation of the gaugino,
δχ =
1
2
FijΓ
ijǫ = 0 . (3.2.1)
Given a certain ǫ this should be regarded as an equation for F . While the original
symmetry of the action is SO(p), eq. (3.2.1) has a smaller symmetry group G,
the group that leaves ǫ invariant4. We recognize in FijΓ
ij the generator of an
infinitesimal rotation in the spinor representation. Consequently the solutions for
F of eq. (3.2.1) are specified precisely by the generators of the algebra of G. For
the classification of these solutions we therefore arrive naturally at a (for instance
in special holonomy) very well studied mathematical question: which subgroups
of SO(p) have invariant spinors. Later on, we will study two cases in more detail:
SU(k) ⊂ SO(2k) (the complex case) and SO(7)± ⊂ SO(8) (the octonionic case).
For our purposes these cases are the most interesting because they leave the least
supersymmetry and put the most severe constraints on the actions we will try to
construct. Actually, even the equations of the complex case can — in dimensions
lower than 8 — be obtained from the equations of the octonionic case by putting
some field strength components to zero so that the octonionic case imposes the
most severe constraints. The complex equations on the other hand are easier to
work with and can be used in all even dimensions, even in 10 and more dimensions
although the supersymmetry argument is strictly speaking not valid anymore. The
4When acting on spinors one should more properly speak about Spin(p) since SO(p) has no
spinor representations. However, we will not be concerned about global properties. So we will
be sloppy about this matter and write SO(p) everywhere.
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complex equations are the ones we will put into use to construct the (non-abelian)
D-brane effective action. For now we try to keep our derivation as general as
possible.
We indicate (one of) the G-invariant spinor(s) with |η0〉, which we take to be
commuting and orthonormal, 〈η0|η0〉 = 1, and move on to the demonstration of
the Bogomolny bound. Using the following property of Γ matrices
ΓijΓkl = ηjkηil − ηjlηik + ηjkΓil + ηilΓjk − ηjlΓik − ηikΓjl + Γijkl , (3.2.2)
one can “square” the gaugino variation (3.2.1)
FijΓ
ijFklΓ
kl = −2FijF ij + FijFklΓijkl . (3.2.3)
The trick is to “sandwich” this expression between 〈η0| and |η0〉,
H =− 1
4g2YM
∫
dpxTr FijF
ij
=
1
8g2YM
∫
dpx
[∑
A
∣∣FAklΓkl|η0〉∣∣2 − Tr FijFkl〈η0|Γijkl|η0〉
]
≥− 1
2g2YM
∫
Tr F ∧ F ∧ ∗T ,
(3.2.4)
so that we find a Bogomolny bound. In the above A runs over the gauge indices.
Furthermore, we introduced the tensor Tijkl = 〈η0|Γijkl|η0〉, which is obviously
invariant under G, and used (FijΓ
ij |η0〉)† = −〈η0|FijΓij . We will show below
that the last term in eq. (3.2.4) is a topological charge5, depending only on the
topological class of F and T so that configurations satisfying
FijΓ
ij |η0〉 = 0 , (3.2.5)
are, just as in the 4-dimensional case, at a global minimum of the energy inside
their topological class.
In the following we will show that this equation is in fact equivalent to the
one appearing in the pioneering work of Corrigan et al. [111]. There the following
first-order differential equation is proposed as a generalization of eq. (3.1.3):
Fij =
1
2λ
UijklF
kl , (3.2.6)
5Although we did not study this in detail, we expect that the topological charge also appears
in the supersymmetry algebra as a central charge [33]. Indeed, in the supersymmetry algebra of
6-dimensional [110] and 10-dimensional Super-Yang-Mills theory appears a topological current
which looks suspiciously like the topological charge above.
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where U is a totally antisymmetric tensor and λ a constant. A relationship like
this again implies by way of the Bianchi identities that the Yang-Mills equations
are satisfied. Applying eq. (3.2.6) twice and demanding consistency, one can show
that only certain values for λ are allowed. Using eq. (3.2.6) in the action,
H(F sol) = − 1
4g2YM
∫
dpxTr F solij F
sol,ij = − 1
2g2YMλ
∫
Tr F sol∧F sol∧∗U , (3.2.7)
we see that the solutions of eq. (3.2.6) saturate the Bogomolny bound of eq. (3.2.4)
for U = T and λ = 1, which implies immediately eq. (3.2.5). The converse can be
proved by multiplying eq. (3.2.5) with 〈η0|Γkl and using eq. (3.2.2). A problem
in this derivation is the presence of terms containing two Γ-matrices, 〈η0|Γij |η0〉.
However, in [112] it is shown from the reality of the field strengths FAij that if |η0〉
is an invariant spinor then so must C|η0〉∗,
FijΓ
ij |η0〉 = 0⇒ FijΓijC|η0〉∗ = 0 , (3.2.8)
where C is the charge conjugation matrix:
C = (Γ1...p)
k Γ2 . . .Γ2k , (3.2.9)
so that (Γi)
T
= (Γi)
∗
= C†ΓiC. Replacing in the above derivation |η0〉 with
C|η0〉∗ changes the sign of terms with two Γ matrices with respect to the other
terms so that these terms must vanish separately.
We note that the other values of λ 6= 1 that appear in [111] do not correspond
to an equation like (3.2.5) and that it is possible to establish the Bogomolny bound
directly from eq. (3.2.6) [113][112].
Finally, we will proof that a term of the form
W [F ] =
∫
P (F ) ∧ ∗T (3.2.10)
only depends on topological information (transformation functions of the bundle,
boundary conditions) and is invariant under small deformations of the connection
A. Here P (F ) is an invariant polynomial i.e. a polynomial in the components of
F such that P (g−1Fg) = P (F ) where g ∈ U(N), the gauge group. An example
is indeed P (F ) = Tr F ∧ F , but also the expressions that show up in section 3.3.
One can show that
dP (F ) = 0 , (3.2.11)
P (F ′)− P (F ) = dQ , (3.2.12)
3.2. More than Four! 49
where F and F ′ are the curvatures of two connections A and A′ on the same
bundle. The proof is standard, see e.g. [114]. From eq. (3.2.12) follows
W [F ′]−W [F ] =
∫
d (Q ∧ ∗T ) , (3.2.13)
if d∗T = 0. We will see that in the complex case ∗T = K ∧ · · · ∧ K and in the
octonionic case ∗T = ±T so that this condition becomes dK = 0 or dT = 0
respectively. If the manifold has no boundaries or Q = 0 on the boundary, which
is the case if F = F ′ on the boundary, expression (3.2.13) vanishes. This proves
that eq. (3.2.10) is invariant under deformation of A. On the other hand, let
K ′ = K + dV or T ′ = T + dV , then eq. (3.2.11) shows that W [F ] does not
change if there are no boundaries or V = 0 on the boundary. ThereforeW [F ] only
depends on the cohomology class of K and T respectively.
3.2.1 The Complex Case
We consider the subgroup SU(k) ⊂ SO(2k). In this case there exists an SU(k)
invariant 2-formK satisfyingKijK
jk = −δki . If integrable it allows us to introduce
complex coordinates. There are two invariant spinors, namely the “empty” state
|0〉 satisfying
Γα|0〉 = 0, ∀α ∈ {1, . . . , k} , (3.2.14)
and the completely filled state | ↑〉 = 2−k2 Γ1¯ · · ·Γk¯|0〉. Since the dimension of the
spinor representation6 is 2k the fraction of unbroken supersymmetry is 1/2k−1.
From C = (Γ1...p)
k Γ2 . . .Γ2k follows C|0〉∗ = (−i)k| ↑〉 such that according to
eq. (3.2.8) if eq. (3.2.5) holds for |0〉, it must also hold for | ↑〉. In complex
coordinates the equations for the invariant spinors become(
2Fαβ¯Γ
αβ¯ + FαβΓ
αβ + Fα¯β¯Γ
α¯β¯
)
|0, ↑〉 = 0 , (3.2.15)
where |0, ↑〉 means that the equation is valid for |0〉 and | ↑〉. From this follows
that, since each term has to vanish separately,
Fαβ = Fα¯β¯ = 0, (3.2.16)
and ∑
α
Fαα¯ ≡ Fαα¯ = 0. (3.2.17)
6Without using aWeyl condition, so we count here both negative and positive chirality spinors.
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Eq. (3.2.16) is the condition for a holomorphic vector bundle while eq. (3.2.17)
is called the Donaldson-Uhlenbeck-Yau(DUY) or stability condition [115]. It can
be easily shown that these conditions together solve the equations of motion: see
eq. (5.1.3).
Furthermore, we note that
Kij = −i〈0|Γij|0〉 = i〈↑ |Γij |↑〉,
Tijkl = −1
2
(K ∧K)ijkl = 〈0, ↑|Γijkl|0, ↑〉,
(3.2.18)
which can easily be calculated in complex coordinates. The more general expres-
sions
〈0|Γi1...i2n |0〉 =
in
n!
(K ∧ · · · ∧K)i1...i2n ,
〈↑ |Γi1...i2n |↑〉 =
(−i)n
n!
(K ∧ · · · ∧K)i1...i2n ,
∗( il
l!
l∏
1
K
)
= ik(−1)l
(
ik−l
(k − l)!
k−l∏
1
K
) (3.2.19)
will be useful later on. From this follows that when the Bogomolny bound is
saturated the following term remains
H =
(−1)k
2g2YM(k − 2)!
∫
Tr F ∧ F ∧
k−2∏
1
K . (3.2.20)
This term is topological if dK = 0, which means that K should be a Ka¨hler form.
3.2.2 The Octonionic Case
Next we consider a subgroup SO(7)± ⊂ SO(8). Some explanation is in order since
SO(7) can be embedded into SO(8) in three essentially different ways. SO(8) has
three 8-dimensional representations transforming into each other under triality:
a positive- and a negative-chirality spinor representation, and the vector repre-
sentation. Each of the ways of embedding SO(7) reduces only one of the three
8-dimensional representations to 1 + 7 while the other two remain irreducible.
We are interested in the two embeddings SO(7)± leaving a positive- respectively
negative-chirality spinor |η±〉 invariant. Since there is only one invariant spinor,
the fraction of unbroken supersymmetry is 1/16.
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Let us first explain how this case got its name. Single out one direction, say
the 8th. Eq. (3.2.6) becomes:
F8i =
1
2
T8ijkF
jk, (3.2.21)
where Tijkl is 4-form invariant under SO(7)±. Now fijk = T8ijk is invariant under
the subgroup of SO(8) that leaves invariant a spinor and a vector: this is precisely
G2, the automorphism group of the octonions. Define o = o
8 +
∑7
i=1 o
iei with
oi ∈ R for i ∈ {1, . . . , 8} and where the ei satisfy
eiej = −δij + fijkek . (3.2.22)
It can be shown that since fijk is invariant under precisely G2, this defines the
octonionic algebra [116]. The ei are then the unit imaginary octonions.
In the remainder of this section we focus on the positive-chirality spinor. For a
concrete representation of |η+〉 and the corresponding antisymmetric tensor T we
introduce complex coordinates. This means choosing an SU(4) within SO(7)+.
As a consequence the concrete representation of T in complex coordinates will
only be invariant under this SU(4) and not under the whole of SO(7)+. The
most general form of |η+〉 consistent with SU(4) invariance, the reality condition
C|η+〉∗ = |η+〉 and the normalization 〈η+|η+〉 = 1 is
|η+〉 = 1√
2
(
eiα|0〉+ e−iα|↑〉) . (3.2.23)
By choosing adapted complex coordinates we can always take α = 0.
In complex coordinates Tijkl = 〈η+|Γijkl|η+〉 reads
Tα1α¯2α3α¯4 = δα1α¯2δα3α¯4 − δα1α¯4δα3α¯2 ,
Tα1α2α3α4 = 2ǫα1α2α3α4 ,
Tα¯1α¯2α¯3α¯4 = 2ǫα¯1α¯2α¯3α¯4 ,
(3.2.24)
and antisymmetric combinations. Using this concrete representation one easily
finds for the square of T
TijklT
klmn = −4Tijmn + 12 δm[i δnj] , (3.2.25)
which can be used to derive the Bogomolny bound directly from eq. (3.2.6) [113].
In complex coordinates eq. (3.2.6) takes the form∑
α
Fαα¯ = 0 , (3.2.26)
Fα1α2 =
1
2
ǫα1α2α3α4F
α3α4 and (cc) . (3.2.27)
52 Chapter 3. Soliton Equations in YM and BI Theory
The DUY condition is the same as in the complex case while the holomorphicity
condition is deformed. In the next section we will lift both the complex equations
and the octonionic equations to Born-Infeld theory.
3.3 Lifting the Soliton Equations to Born-Infeld
As the Born-Infeld action is only valid for the abelian case, for the remainder of
this chapter we take either as gauge group U(1) or either we only allow the field
strengths to take values in the Cartan subalgebra. When we evaluate the group
trace Tr in the latter case, the action will just be a sum of N single brane actions.
We will not explicitly denote this summation. Evaluating the gauge trace as in
eq. (A.8) introduces an extra minus sign.
From [72][73][74] we borrow the follow identity, which we adapt to our conven-
tions7: (
ρ
(2k)
E + ρ
(2k)
O
)(
ρ
(2k)
E − ρ(2k)O
)
= det (δ + 2πα′F ) , (3.3.1)
with
ρ
(2k)
E ± ρ(2k)O =
k∑
n=0
(±1)(k−n)(2πα′)n
2nn!(2(k − n))! Fi1i2 . . . Fi2n−1i2nΓi2n+1...i2kǫ
i1...i2k , (3.3.2)
and [
ρ
(2k)
E , ρ
(2k)
O
]
= 0 . (3.3.3)
The subscripts E/O indicate whether the expressions contain 4n or (4n + 2) Γ-
matrices respectively. Later on it will be more important whether the expressions
are even or odd in the number of field strengths F . We will indicate the latter
distinction with the subscripts EF /OF .
In the above mentioned papers eq. (3.3.1) was used in the context of manifestly
N = 2 supersymmetric actions to construct a κ-invariant action for D-branes. The
matrix ρ plays a prominent role in the definition of κ-symmetry. The Born-Infeld
action follows when gauge fixing κ-symmetry and putting all fermions and scalars
to zero. However, since eq. (3.3.1) is more generally valid, the Bogomolny bound
below could be used in more general cases.
7For both the complex and the octonionic case we can take the dimension of the D-brane to
be even p = 2k.
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For the proof we base ourselves on [73] and use the rotation invariance of
both sides of eq. (3.3.1) to rotate to a special coordinate system where F2i−1,2i =
−F2i,2i−1 = fi and all other components zero so that
ρ
(2k)
E ± ρ(2k)O =
k∑
n=0
∑
i1<···<in
in+1<···<ik
(±1)k−n(2πα′)nfi1 . . . finΓ2in+1−1,2in+1 . . .Γ2ik−1,2ik
=
k∏
i=1
(2πα′fi ± Γ2i−1,2i) ,
(3.3.4)
where (i1, . . . , ik) is a permutation of the numbers (1, . . . , k). From this follows
indeed
(
ρ
(2k)
E + ρ
(2k)
O
)(
ρ
(2k)
E − ρ(2k)O
)
=
k∏
i=1
(
1 + (2πα′fi)
2
)
= det(δ + 2πα′F ) .
(3.3.5)
Swapping the two factors on the left hand side does not change anything in the
derivation so that eq. (3.3.3) follows.
Sandwiching det (δ + 2πα′F ) between 〈η0| and |η0〉 with 〈η0|η0〉 = 1 and where
|η0〉 is again a spinor invariant under a certain subgroup of SO(2k), we can con-
struct two Bogomolny bounds:
HBI = τ2k
∫
dpx
√
det (δ + 2πα′F )
= τ2k
∫
dpx
√
〈η0|
(
ρ
(2k)
E + ρ
(2k)
O
)(
ρ
(2k)
E − ρ(2k)O
)
|η0〉
= τ2k
∫
dpx
(
|〈η0|ρ(2k)E |η0〉|2 + |〈η0|ρ(2k)O |η0〉|2
+
∑
η 6=η0
|〈η|ρ(2k)E |η0〉|2 +
∑
η 6=η0
|〈η|ρ(2k)O |η0〉|2
) 1
2
,
(3.3.6)
where we inserted a complete set
∑
η |η〉〈η| = 1 and used the hermiticity properties(
ρ
(2k)
E
)†
= ρ
(2k)
E and
(
ρ
(2k)
O
)†
= −ρ(2k)O . τ2k is the D-brane tension introduced in
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eq. (2.2.19). From this follow the bounds
HBI ≥ τ2k
∫
dpx |〈η0|ρ(2k)E |η0〉|
≥ τ2k
∫
dpx |〈η0|ρ(2k)O |η0〉|.
(3.3.7)
Writing out8
∫
dpx |〈η0|ρ(2k)EF |η0〉| and
∫
dpx|〈η0|ρ(2k)OF |η0〉|, the Γ-matrices sand-
wiched between 〈η0| and |η0〉 will become antisymmetric tensors. Both terms are
of the form eq. (3.2.10) and are thus topological charges. So there are in fact two
possible bounds and two sets of equations that saturate these bounds:
〈η0|ρ(2k)OF |η0〉 = 〈η|ρ
(2k)
OF
|η0〉 = 〈η|ρ(2k)EF |η0〉 = 0, ∀|η〉 6= |η0〉 , (3.3.8a)
or 〈η0|ρ(2k)EF |η0〉 = 〈η|ρ
(2k)
OF
|η0〉 = 〈η|ρ(2k)EF |η0〉 = 0, ∀|η〉 6= |η0〉 . (3.3.8b)
The two sets differ only by their first equation. Note that only the first set, where
the first equation is odd in the field strength 2πα′F , has a limit for small field
strengths. Indeed, in the second set the first equation starts with (schematically)
1 + (2πα′F )2 so that solutions must have 2πα′F = O(1). We will study solutions
of both types in chapter 4.
After gauge fixing κ-symmetry, the supersymmetry variation of the gaugino is
given by [73][117]
δχ = ǫ− + Γ0
(
Γ
(2k)
EF
+ Γ
(2k)
OF
)
ǫ+ , (3.3.9)
where we introduced
Γ
(2k)
EF /OF
=
1√
det(δ + 2πα′F )
ρ
(2k)
EF /OF
. (3.3.10)
The part of the supersymmetry transformation not depending on F is the higher
order generalization of the non-linear supersymmetry, which we encountered in
Yang-Mills theory. For solutions of eqs. (3.3.8a) and (3.3.8b) the part of the
supersymmetry variation dependent on F vanishes if we take ǫ+ = |η0〉. In the
next chapter we will see for concrete examples that this is indeed the requirement
for having a supersymmetric configuration of D-branes.
3.3.1 The Complex Case
We introduce again the empty state |0〉 and the completely filled state |↑〉, which
are both invariant under SU(k) ⊂ SO(2k) and take |η0〉 = |0〉 or |η0〉 = | ↑〉. If
8From this point on we use the subscripts EF /OF explained below eq. (3.3.3).
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the field strengths are holomorphic, eq. (3.2.16), then 〈η0|ρ(2k)EF /OF |η〉 = 0 for all
η 6= η0. So the equations common to both cases (3.3.8a) and (3.3.8b) are already
satisfied. To examine the remaining equation let us calculate the F -dependent
part of the supersymmetry transformation:
(Γ
(2k)
EF
+ Γ
(2k)
OF
)|0, ↑〉 = (−i)k
k∏
α=1
2πα′f cα + Γαα¯√
1− (2πα′f cα)2
|0, ↑〉
= (∓i)k
k∏
α=1
√
1± f cα
1∓ f cα
|0, ↑〉 = (∓i)k exp (±tr arctanh 2πα′F c) |0, ↑〉 , (3.3.11)
where the upper and lower signs are for the cases |0〉 and | ↑〉 respectively and
the matrix F c is the complexified version of F defined in eq. (A.2). For the
intermediate steps we have used the SU(k) invariance to diagonalize F : F cαα = Fαα¯
and all others components zero. For definiteness we focus on the case |η0〉 = |0〉.
Using eq. (3.3.6) it is easy to show that:
〈0|Γ(2k)EF + Γ
(2k)
OF
)|0〉 = ±ik ⇐⇒ 〈0|ρ(2k)OF |0〉 = 0 , (3.3.12a)
〈0|Γ(2k)EF + Γ
(2k)
OF
)|0〉 = ±ik+1 ⇐⇒ 〈0|ρ(2k)EF |0〉 = 0 . (3.3.12b)
Note that in both equations the left hand side is a pure phase. If k is even, the
piece with Γ
(2k)
EF
provides the real part and the piece with Γ
(2k)
OF
the imaginary part;
if k is odd, it is the other way round. Finally we find for the case of eq. (3.3.8a)
and eq. (3.3.8b) respectively:
exp (tr arctanh 2πα′F c) = ±1⇐⇒ tr arctanh 2πα′F c = πin, n ∈ Z , (3.3.13a)
exp (tr arctanh 2πα′F c) = ±i⇐⇒ tr arctanh 2πα′F c = (±1 + 4n)iπ
2
, n ∈ Z ,
(3.3.13b)
Only the first equation has a small field strength limit. We must then put n = 0
and find that
Fαβ = Fα¯β¯ = 0 , (3.3.14a)
[arctanh 2πα′F ]αα¯ = 0 . (3.3.14b)
The latter equation is the higher-order generalization of the DUY condition of
eq. (3.2.17) while eq. (3.2.16) does not acquire any corrections.
From eq. (3.2.19) we find for the two topological charge terms corresponding
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to the cases of eqs. (3.3.8a) and (3.3.8b) respectively:
∫ ∣∣∣〈0|ρ(2k)EF |0〉
∣∣∣ = ± ∫ ⌊k/2⌋∑
t=0
(−1)t
(2t)!
(
2t∧
1
F
)
∧ expK
= ±
∫
cosF ∧ expK (3.3.15a)
∫ ∣∣∣〈0|ρ(2k)OF |0〉
∣∣∣ = ± ∫ ⌊(k−1)/2⌋∑
t=0
(−1)t
(2t+ 1)!
(
2t+1∧
1
F
)
∧ expK
= ±
∫
sinF ∧ expK , (3.3.15b)
where the plus or minus sign should be chosen as to make the expression positive
and just as many Ks are taken from the expansion of the exponential as needed
to obtain the right dimension for the integral.
3.3.2 The Octonionic Case
We focus on the case with small field strength limit, i.e. eq. (3.3.8a) with n = 0
and take η0 = η+. For the octonionic case k = 4 so that
ρ
(8)
OF
= πα′
(
FijΓ1...8 − (2πα
′)2
233!
ǫiji1...i6F
i1i2F i3i4F i5i6
)
Γij , (3.3.16a)
ρ
(8)
EF
= Γ1...8 +
(2πα′)2
222!4!
Fi1i2Fi3i4Γi5...i8ǫ
i1...i8 +
(2πα′)4
244!
Fi1i2Fi3i4Fi5i6Fi7i8ǫ
i1...i8 .
(3.3.16b)
If we define
Fˆij = Fij − (2πα
′)2
233!
ǫiji1...i6F
i1i2F i3i4F i5i6 , (3.3.17)
we see that the first part of eq. (3.3.8a), ρ
(8)
OF
|η+〉 = 0, is in fact exactly the same
as the lowest order eq. (3.2.5), but with F replaced by Fˆ . Thus we find eq. (3.2.6)
— in complex coordinates eqs. (3.2.26) and (3.2.27) — where F is replaced by
Fˆ . However, there is a further equation 〈η|ρ(8)EF |η+〉 = 0 for all η 6= η+. Using
eq. (3.2.3) it simplifies to
〈η|Fi1i2Fi3i4Γi1i2i3i4 |η+〉 = 0⇔ 〈η|
(
FijΓ
ij
)2 |η+〉 = 0 . (3.3.18)
Since 〈η+|Γkl spans all η 6= η+ we find that it is also equivalent to
[F, F dual]kl = 0 , (3.3.19)
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with
F dualij =
1
2
TijklF
kl . (3.3.20)
We see immediately that it is a sort of weaker version of eq. (3.2.6) for F i.e. it
is implied by this equation, but the converse is not true. Summarizing we get the
equations
Fˆ = Fˆ dual ,
[F, F dual] = 0 .
(3.3.21)
From eq. (3.3.16b) we find for the topological charge term∫ ∣∣∣〈0|ρ(8)EF |0〉
∣∣∣ = ± ∫ (dx1 . . . dx8 + (2πα′)2
2
F ∧ F ∧ T + (2πα
′)4
4!
F ∧ F ∧ F ∧ F
)
.
(3.3.22)
We will use the complex equations to construct the D-brane effective action in
chapters 5 and 6. In the next chapter we will look for solutions of the complex
equations both with and without small field strength limit. We will also describe
the search for an octonionic BIon, which should be a solution of the eqs. (3.3.21).

Chapter 4
Brany Realizations
In this chapter we will have a look at concrete solutions of the BPS equations
and their interpretation in string theory. In the first section configurations with
constant field strengths will be studied. In the T-dual picture these look like
intersecting D-branes. These examples are taken from [118][119][120][117]1 and
are reviewed here because they will be used in chapter 7 for the spectrum check.
We will show that these configurations satisfy the BPS equations which were found
from the Born-Infeld action in the previous chapter. It is interesting to see that
solutions without small field strength limit [122] can also be easily constructed.
In the second section we comment on the octonionic BIon solution, which is
still work in progress.
4.1 Constant Field Strengths and Intersecting
Branes
4.1.1 Coinciding D-branes with Constant Field Strengths
Simple examples of BPS states are easy to construct in D-brane physics. Let us
start with one D-brane at rest without field strengths. We discussed before that a
single D-brane already breaks half of the N = 2 supersymmetry of type II string
theory. Indeed, for a linear combination ǫ+Q
+ + ǫ−Q
− of the supercharges orig-
inating from the left- and right-movers on the string world-sheet to be unbroken,
1For intersecting M-brane configurations see [121].
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the following condition must be satisfied2, e.g. [4, chapter 13],
ǫ− = ±
9∏
j=p+1
(ΓjΓ11) ǫ+ = ±ΓDǫ+, (4.1.1)
where the brane is at rest and aligned along the spatial directions 1, . . . , p and
ΓjΓ11 acts as the parity operation x
j → −xj on spinors. Following [123][120][122]
we interpret the matrix ΓD as the spinor representation of the orthogonal trans-
formation that world-sheet modes undergo when they are reflected from the end of
the string. In fact, in chapter 8 this orthogonal transformation will be calculated
in the more general case of a D-brane with constant field strength B. According
to eq. (8.2.27) on vectors it acts as
(
P+
1−B
1 +B
− P−
)i
j , (4.1.2)
where P+ and P− are projectors on the directions parallel and transverse to the
brane respectively. Putting B = 0 we see that all Dirichlet directions, i.e. the
directions spanned by P−, take on a minus sign. The product of these reflections
in the Dirichlet directions is on spinors indeed represented by ΓD.
Let us restrict to even-dimensional branes p = 2k and consider two coinciding
D(2k)-branes with constant magnetic field
Fij = fij (iσ3) = i
(
fij 0
0 −fij
)
. (4.1.3)
In the following we derive the conditions under which some supersymmetry is left
unbroken. The interpretation of the matrix orthogonally transforming the right-
moving modes with respect to the left-moving modes remains valid in the presence
of constant field strengths [123]. In eq. (4.1.2) we put Bij = ±2πα′fij for the first
and second brane respectively and find the following conditions for supersymmetry
on both branes
ǫ− = ΓDρ(L)ǫ+, ǫ− = ΓDρ(L
−1)ǫ+, (4.1.4)
where we indicate the spinor representation of the rotation L = 1−2πα
′f
1+2πα′f by ρ(L).
Combining the two conditions we find that ǫ+ generates an unbroken supersym-
metry if
ρ(L)2ǫ+ = ǫ+ . (4.1.5)
2Both ǫ+ as ǫ− are d = 10 Majorana-Weyl spinors. We take Γ11ǫ+ = ǫ+ so we can get rid of
the Γ11s when convenient. The ± is related to the choice of orientation of the brane.
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k BPS Condition Invariance Group Susys
2 φ1 ± φ2 = 2πn SU(2) 8
3 φ1 ± φ2 ± φ3 = 2πn SU(3) 4
φ1 ± φ2 = 2πn, φ3 = 0 SU(2) 8
4 φ1 ± φ2 ± φ3 ± φ4 = 2πn SU(4) 2
φ1 ± φ2 = 2πn, φ3 ± φ4 = 2πm SU(2)× SU(2) 4
φ1 ± φ2 ± φ3 = 2πn, φ4 = 0 SU(3) 4
φ1 ± φ2 = 2πn, φ3 = φ4 = 0 SU(2) 8
Table 4.1: BPS conditions and the number of unbroken supersymmetries
To proceed it is convenient to define the angle matrix φ as follows
L =
1− 2πf
1 + 2πf
= exp(−2 arctanh 2πf) = exp−φ . (4.1.6)
This enables us to write down explicitly the spinor representation of L as
ρ(L) = ± exp
(
1
4
φijΓ
ij
)
. (4.1.7)
In the above all functions of matrices are defined by their series expansion. We
can always rotate to a canonical coordinate frame where the f and φ matrices take
block diagonal forms
f2i−1,2i = −f2i,2i−1 = fi ,
φ2i−1,2i = −φ2i,2i−1 = φi = 2 arctan(2πα′fi) ,
(4.1.8)
and all other components zero. From eq. (4.1.7) we see that the eigenvalues of
ρ(L)2 are
exp(2i
k∑
i=1
siφi) , (4.1.9)
where si ∈ {− 12 ,+ 12}. The number of unbroken supersymmetries for a certain
configuration of angles is given by the number of +1 eigenvalues. See table 4.1.1 for
an overview. In short the generic BPS condition leaving the least supersymmetry
reads
k∑
i=1
φi = 2
k∑
i=1
arctan2πα′fi = 2πn, n ∈ Z, (4.1.10)
62 Chapter 4. Brany Realizations
where we chose all plus signs by choosing an appropriate coordinate frame i.e. we
can flip the sign in front of each φi by swapping x
2i−1 ↔ x2i. It leaves a fraction
1/2k−1 of the supersymmetry of a single D-brane unbroken.
Alternatively, we can follow a more mathematical approach. The presence of
D-branes along 2k dimensions breaks the Lorentz group to
SO(9, 1)→ SO(2k)× SO(9 − 2k, 1) , (4.1.11)
where SO(9 − 2k) is the Lorentz group in the time and Neumann directions and
SO(2k) the rotation group in the Dirichlet directions. SO(2k) is the part were
the action is. The condition for unbroken supersymmetry (4.1.5) says that L must
belong to a subgroup of SO(2k) that has invariant spinors ǫ+. This is the case if
L ∈ SU(k) for some complex structure3. In complex coordinates with respect to
this complex structure follows
fαβ = fα¯β¯ = 0 , (4.1.12)
and
det
(
1− 2πα′f c
1 + 2πα′f c
)
= 1, (4.1.13)
where the matrix f c is the complexification of f defined in eq. (A.2). From the
latter condition follows
exp tr ln
1− 2πf c
1 + 2πf c
= exp (−2 tr arctanh 2πf c) = 1 , (4.1.14)
from which we find in the end the condition:
2 tr arctanh 2πf c = 2πin . (4.1.15)
In the case of block diagonal fc, i.e. f
c
αα = ifα and all other components zero, this
is equivalent to eq. (4.1.10). Eqs. (4.1.12) and (4.1.15) are exactly the same as
3In fact, in the case of constant field strengths L ∈ U(k) gives no condition at all because an
arbitrary rotation is always in some U(k) subgroup. We can find this U(k) by first going to the
canonical frame where φ is block diagonal and choosing the usual complex coordinates. It is a
totally different matter when the field strength is not constant because at each point the rotation
L must be in the same U(k) corresponding to the same complex structure. This requirement will
lead to integrability conditions. Moreover, in a non-flat metric background the BPS condition on
the supergravity side will restrict to covariantly constant spinors. In e.g. a Calabi-Yau manifold
this will already single out an SU(k) to which our rotation L must belong. Similar consideration
apply to other special holonomies with covariantly constant spinors such as SO(7)± ⊂ SO(8),
which was studied in the previous chapter.
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eqs. (3.2.16) and (3.3.13a) obtained in the previous chapter in Born-Infeld theory.
Moreover, in [117] it was proven that the matrix ρ(L)2 in eq. (4.1.5), found in
string theory, is modulo a constant prefactor equal to the matrix ΓEF + ΓOF in
eq. (3.3.10), found in Born-Infeld theory.
As for the counting of unbroken supersymmetries observe that under
SO(9, 1)→ SO(2k)× SO(9 − 2k, 1)→ SU(k)× SO(9 − 2k, 1) , (4.1.16)
a positive-chirality Weyl spinor of SO(9, 1) transforms as follows
16→ (2k−1, 24−k)+(2k−1′, 24−k′)→
{
2(1, 24−k) + · · · for k even
(1, 24−k) + (1′, 24−k′) + · · · for k odd ,
(4.1.17)
where the accents denote negative-chirality spinors. We find again that the fraction
of unbroken supersymmetries is 2 · 24−k/16 = 1/2k−1.
4.1.2 T-dual Picture: Intersecting Branes
It is possible to make a T-duality transformation so that the constant field strengths
fij completely disappear. Instead, the resulting configuration can be interpreted
in terms of D-branes intersecting at angles. First make a coordinate rotation such
that fij takes the canonical block diagonal form of eq. (4.1.8). Then make a gauge
choice such that the potentials have the form:
A2i−1 = 0, A2i = F2i−1 2ix
2i−1. (4.1.18)
T-dualizing along the directions 2, 4, . . . , 2k we end up with two Dk-branes along
the hyperplanes
X2i = −2πα′iA2i = ±2πα′fix2i−1 , (4.1.19)
where the plus and minus sign is for the first and second D-brane respectively.
From eq. (4.1.19) we find that the two Dk-branes are at angles
φi = arctan(2πα
′fi)− arctan(−2πα′fi)
= 2 arctan(2πα′fi) ,
(4.1.20)
These are the angles introduced in eq. (4.1.8) for which we have just found a
physical interpretation. If needed we can rotate back to the original frame where
the relation (4.1.20) reads in matrix notation
2πα′f = tanh
φ
2
, (4.1.21)
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where φ is again the angle matrix.
Deriving the BPS condition in this T-dual picture will lead to the same results,
e.g. [4, chapter 13].
4.1.3 Energy
The calculation of the energy provides a nice illustration of the formulae of this
and the previous chapter. If we take f in eq. (4.1.3) to be block-diagonal, the
energy is given by
HBI = 2τ2k
∫
d2kx
√
det (1 + 2πα′F ) = 2τ2kV2k
k∏
i=1
√
1 + (2πα′fi)2 , (4.1.22)
where τ2k is the D-brane tension defined in eq. (2.2.19). The factor 2 arises from
summing over the 2 branes and V2k is the 2k-dimensional volume. In flat space
this volume is infinite, but if we wrap the branes on k-tori, as we will in section
7.1, the volume becomes
V2k = (2π)
2k
k∏
i=1
L2i−1L2i , (4.1.23)
where Lj is the radius of the jth cycle of the torus.
In the T-dual picture of intersecting branes the energy is proportional to the
area of the branes,
HTBI = 2τkVk
k∏
i=1
√
1 + tan2
φi
2
, (4.1.24)
where Vk is the volume in the dimensions 1, 3, . . . , 2k − 1 of the dual torus. From
eq. (4.1.20) and the transformation property of the D-brane tension τp = Tpe
−Φ,
e.g. [4, section 8.7],
τ2k = τk
k∏
i=1
(2πL2i)
−1 , (4.1.25)
we see that the energy in the T-dual picture indeed equals the energy in the original
picture.
With a vacuum state |0〉 corresponding to the standard complex coordinates
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eq. (A.1), we find for this simple configuration:∣∣∣〈0|ρ(2k)OF |0〉
∣∣∣ =∑
i1
fi1 −
∑
i1<i2<i3
fi1fi2fi3 + · · · , (4.1.26a)
∣∣∣〈0|ρ(2k)EF |0〉
∣∣∣ = 1− ∑
i1<i2
fi1fi2 +
∑
i1<i2<i3<i4
fi1fi2fi3fi4 − · · · . (4.1.26b)
With eqs. (4.1.22),(4.1.26a) and (4.1.26b) you can check eq. (3.3.6) for this simple
configuration. If the DUY expression eq. (4.1.26a) is zero, we find for the energy
the integral of eq. (4.1.26b). For instance if k = 4 this reads
HBI = τ8
∫
(1− f1f2 − f1f3 − f1f4 − f2f3 − f2f4 − f3f4 + f1f2f3f4) . (4.1.27)
Derrick’s Theorem
Derrick’s theorem [124] states that there do not exist solitons with finite energy
in pure Yang-Mills theory except for non-abelian configurations in p = 4, where p
is the number of spatial dimensions. The argument rests on the invariance of the
energy H =
∫
dpxFijF
ij under a scale transformation. If Ai(x) is a static solution
of the equations of motion, the energy should be stationary under taking
Ai(x)→ aλAi(ax) , (4.1.28)
with a close to 1. The field strength transforms as
Fij(x)→ a1+λ
(
∂(axi)Aj(ax) − ∂(axj)Ai(ax)
)
+ a2λ[Ai(ax), Aj(ax)] . (4.1.29)
If we want the field strength to transform uniformly, we have to take λ = 1.4 With
this choice follows
Fij(x)→ a2Fij(ax), (4.1.30)
so that the energy functional becomes
H(a) =
∫
dp(ax) a−p+4Fij(ax)F
ij(ax) = a−p+4H . (4.1.31)
This is stationary, ∂H∂a
∣∣
a=1
= 0, precisely if p = 4.
However, Derrick’s theorem does not apply to the solutions in this chapter
because they have infinite energy. One could wrap these solutions on a torus, but
4In the abelian case we can take any value for λ so that in the end we can proof there are no
solitons in any dimension.
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then a transformation like eq. (4.1.28) would violate flux quantization (for more
on flux quantization see section 7.1).
Since moreover Derrick’s theorem seems not to apply to Born-Infeld theory,
a more interesting question is whether there are genuine finite energy solitons of
the abelian Born-Infeld action or of the non-abelian generalization in dimensions
other than p = 4. If they exist, these solutions cannot have small field strengths,
α′F ≪ 1, because in that case one could make an expansion in α′ and apply
Derrick’s theorem to the lowest order, which is Yang-Mills theory.
4.1.4 Solutions Without Small Field Strength Limit
In [122] configurations were studied that do not have a small field strength limit.
One interesting configuration is the D0-D6 state in the presence of a non-zero field
strength. The condition for preserving supersymmetry reads on the D0 and D6
brane respectively:
D0 : ǫ− =
9∏
j=1
(ΓjΓ11) ǫ+ ,
D6 : ǫ− =
9∏
j=7
(ΓjΓ11) ρ(L)ǫ+ ,
(4.1.32)
which leads, using Γ11ǫ+ = ǫ+, to
ǫ+ = Γ1 . . .Γ6ρ(L)ǫ+ . (4.1.33)
In fact, Γ1 . . .Γ6 is the spinor representation of a reflection or equivalently of a
rotation over π in the planes (1, 2), (3, 4) and (5, 6):
Γ1 . . .Γ6 = exp
(π
2
(Γ12 + Γ34 + Γ56)
)
. (4.1.34)
Taking the field strengths block diagonal and introducing the angles φi as in
eq. (4.1.8), we find for the condition for supersymmetry
φ1 + φ2 + φ3 = π , (4.1.35)
where by choosing the right orientation of the (1, 2), (3, 4) and (5, 6) planes we
arranged for all signs to be positive. This correspond to eq. (3.3.13b) with n = 0,
which puts 〈0|ρ(2k)EF |0〉 to zero instead of 〈0|ρ
(2k)
OF
|0〉 and has no small field strength
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limit. For k = 2 and k = 4 one can similarly construct D2-D4, D2-D8 and D6-D8
configurations.
The above D0-D6 configuration can be T-dualized along the 1,3,5 directions to
obtain two D3-branes at angles φ′i with
tanφ′i = −
1
fi
=⇒ φ′i =
π − φi
2
. (4.1.36)
Condition (4.1.35) becomes condition (4.1.10) with n = 1 so that these configura-
tions are T-dual to the previous ones.
4.2 Further Research
In this section we briefly sketch ongoing research on another type of solutions,
which are generalizations of the magnetic BIon configuration [43][44]. This con-
figuration consists of a single D3-brane with a stack of coinciding D1-branes per-
pendicular to it. The BIon is a solution of the abelian gauge theory living on the
D3-brane world-volume. It satisfies
∂iΦ = −1
2
ǫijkF
jk, i, j, k ∈ {1, 2, 3} , (4.2.1)
where i, j, k label the spatial coordinates on the D3-brane world-volume and Φ
is the scalar describing the position of the D3-brane in the fourth dimension.
This equation follows from dimensionally reducing eq. (3.1.3). Requiring spherical
symmetry we find the solution
Φ =
c
r
,
Fij = c ǫijk
xk
r3
.
(4.2.2)
This is nothing but the Dirac monopole! Dirac quantization requires:
c = n/2, n ∈ Z . (4.2.3)
From the expression for Φ we see that the D3-brane has an infinite spike interpreted
as the D1-branes sticking out. The calculation of the D1-brane charge as in [126]
supports the claim that there are indeed n D1-branes.
Eq. (4.2.1), with 4-dimensional origin, does not acquire Born-Infeld corrections.
In fact, in [68] it was proven that the solution given by eq. (4.2.2) does not deform,
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even for the full abelian effective action with derivative corrections. It would be
interesting to study the octonionic generalization
∂iΦ = −1
2
fijkF
jk, i, j, k ∈ {1, . . . , 7} , (4.2.4)
which as we saw in section 3.3.2 does get corrections. fijk are the octonionic
structure constants, totally antisymmetric, and in our conventions:
f127 = f163 = f154 = f253 = f246 = f347 = f567 = 1 , (4.2.5)
and all others zero. A D7-D5 intersection is described by:
Φ =
c
R
,
Fi1i2 = c P
j1
− i1P
j2
− i2P
j3
− i3fj1j2j3
xi3
R3
,
(4.2.6)
with P i−j the projection on the space transverse to the D5-brane and R the trans-
verse distance R = P i−jx
jP k−ixk. If we take for instance the D5 lying along (34568)
such that P 1−1 = P
2
−2 = P
7
−7 = 1 and all other components zero, we obtain a so-
lution of eq. (4.2.4) which is a straightforward generalization of eq. (4.2.2). To
get more general octonionic solutions, one takes a linear combination of multiple
D5-branes which are rotated under G2 angles with respect to the first one.
The interesting region is of course where the D5-branes intersect. In that region
there will be higher-order corrections, which are presently under study.
In summary, in this chapter we have seen that there are supersymmetry pre-
serving D-brane configurations that correspond to the BPS equations of chapter 3.
As such it seems legitimate to take as a constraint on the D-brane effective action
that these BPS equations should automatically solve its equations of motion.
Chapter 5
Abelian Born-Infeld and
Beyond
In chapter 3 we studied solitons in Yang-Mills theory saturating a Bogomolny
bound and preserving a certain fraction of the supersymmetry while in chapter 4
we saw examples of these BPS states. In this chapter we focus on what we called
the complex case where the BPS equations consist of the holomorphicity condition
(3.2.16) and the DUY condition (3.2.17). We saw, also in chapter 3, that the DUY
condition takes on α′ corrections when turning to the abelian Born-Infeld action;
it is perturbed to eq. (3.3.14b).
In the previous chapters we took the Born-Infeld action as a starting point.
Here we turn the argument around. We will look for a higher order action that
allows as a solution these BPS states. In the first section we start with the Yang-
Mills action and work order by order in α′, constructing at the same time the
action as well as the deformation of the DUY condition. In the abelian case and
neglecting derivative terms, the unique answer is the Born-Infeld action. The
abelian case should be seen as a toy model where the principles can be explained
and all calculations are easily done by hand. The non-abelian case, treated in the
next chapter, is a lot more complex although the basic principle is the same.
In contrast to the octonionic case which is specific to eight dimensions, the
BPS equations of the complex case can be put into use in all even (spatial) di-
mensions; even in more than eight dimensions where there is strictly speaking no
supersymmetry anymore. In this and the following chapter we make the implicit
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assumption that the BPS equations should imply the equations of motion in all
these dimensions (so even in more than eight), which means in practice that we
will not use any identities between terms that are specific to certain dimensions.
This is compatible with T-duality which requires the lower-dimensional actions to
follow from the higher-dimensional ones by dimensional reduction so that, putting
the scalars to zero, they should have the same form.
Since these BPS states are connected to the existence of supersymmetry, we
believe that our constructive approach is in fact a shortcut to the Noether method,
briefly discussed in section 2.3.4. This method tries to construct the action itera-
tively by requiring supersymmetry. Although more involved the Noether method
has one advantage over our algorithm in that the fermionic terms are also deter-
mined.
In the second section we study derivative corrections. First we give a precise
definition of the slowly varying field strength limit. Next we base ourselves on
the result in [1] to calculate 4-derivative corrections to the DUY condition to all
orders in α′. Although the calculation itself is highly involved, the result is very
elegant.
5.1 Abelian Born-Infeld
5.1.1 First Steps
Starting with the Yang-Mills action,
SYM =
1
4g2YM
∫
dp+1x Tr FµνF
µν , (5.1.1)
we find the equations of motion
DµFµν = 0 . (5.1.2)
We only turn on magnetic fields in 2k dimensions and introduce complex coordi-
nates eq. (A.1). The equations of motion become
0 = Dα¯Fαβ¯ +DαFα¯β¯
= Dβ¯Fαα¯ + 2DαFα¯β¯ , (and cc),
(5.1.3)
where we used the Bianchi identities. The equations of motion are indeed satisfied
if we plug in the holomorphicity condition (3.2.16) and the DUY condition (3.2.17).
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A natural question that arises is whether we can deform the Yang-Mills ac-
tion in such a way that solutions to these BPS equations remain solutions of the
equations of motion. Though the discussion so far holds for both the abelian
(Maxwell) as well as the non-abelian (Yang-Mills) case, we focus in the remainder
of this chapter on the abelian case. This means, as before, that we consider a
U(1) gauge theory or, alternatively, require the magnetic fields to take values in
the Cartan subalgebra. When we evaluate the group trace in the latter case the
action will just be a sum of N single brane actions. We will not explicitly denote
this summation. According to eq. (A.8), evaluating the group trace introduces an
extra minus sign.
In addition, we assume that the field strengths vary slowly. In other words,
we add terms polynomial in the field strength to the action and ignore terms
containing derivatives of the field strength. We will loosen this restriction in the
next section.
Under these assumptions we arrive at the following most general Lagrangian
term through order α′2:
1
g2YM
(
1
4
tr F 2 + λ(0,1)tr F
4 + λ(2)
(
tr F 2
)2
+O (α′4F 6)) , (5.1.4)
from which follow the equations of motion
∂µ1Fµ1ν + 8λ(0,1) ∂
µ1(F 3µ1ν) + 8λ(2) ∂
µ1(Fµ1νtr F
2) +O(α′4∂F 5) = 0. (5.1.5)
Here we introduced the notation
tr F 2l = Fµ1µ2F
µ2µ3 · · ·Fµ2l−1µ2lFµ2lµ1 ,
F 2l−1µν = Fµµ2F
µ2µ3 · · ·Fµ2l−1ν ,
(5.1.6)
and λ(0,1) and λ(2) are arbitrary real coefficients, the notation of which will become
clear later on. Due to the antisymmetry of F all contributions at odd orders in α′
vanish.
Passing to complex coordinates we find while implementing the holomorphicity
condition (3.2.16)
∂α¯Fαβ¯ + 8λ(0,1)∂α¯F
3
αβ¯ + 16λ(2)∂α¯
(
F 2γγ¯Fαβ¯
)
+O(α′4∂F 5) = 0 , (5.1.7)
where we used the notation
F lαγ¯ = Fαα¯2Fα2α¯3 · · ·Fαl−1α¯lFαlγ¯ . (5.1.8)
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We will sometimes call F lαα¯, with summation over α, an l-loop. Finally, using the
Bianchi identities we obtain
∂β¯
(
Fαα¯ +
8λ(0,1)
3
F 3αα¯
)
DUY
+
(
4λ(0,1) + 16λ(2)
)
∂γ¯F
2
αα¯Fγβ¯ → 0
+ 16λ(2)F
2
γγ¯∂β¯Fαα¯ 1-loop I
+ 8λ(0,1)F
2
γβ¯∂γ¯Fαα¯ +O(α′4∂F 5) = 0 1-loop II . (5.1.9)
The first line can be made to vanish if we deform the DUY condition (3.2.17) to
Fαα¯ +
8λ(0,1)
3
F 3αα¯ +O(α′4F 5) = 0 , (5.1.10)
while the second line vanishes if
λ(2) = −
1
4
λ(0,1) . (5.1.11)
Using eq. (5.1.10) we see that the third and fourth line vanish at this order, but
will make a contribution at order α′4∂F 5 containing the coefficient λ(0,1). The
conditions at order α′4∂F 5 will relate λ(0,1) to the arbitrary coefficients at that
order. The terms in the third and fourth line are called 1-loop terms because
they contain Fαα¯. We learn from the example that these kind of terms, which
contain the beginning of a DUY condition, are responsible for conditions between
coefficients at different orders.
We see that at this point there are two undetermined coefficients left: an overall
multiplicative constant ( 1
g2YM
) and λ(0,1). The latter can be absorbed in a rescaling
of the field F . Although the result does not look spectacular at this order — only
one coefficient is fixed, namely λ(2) by eq. (5.1.11) — we will see that at higher
orders no new undetermined coefficients are introduced so that the resulting action
is essentially unique. Rescaling F appropriately we can put
λ(0,1) =
(2πα′)2
8
, (5.1.12)
and reproduce the Born-Infeld Lagrangian through this order
1
g2YM
(
1
4
tr F 2 +
(2πα′)2
8
tr F 4 − (2πα
′)2
32
(
tr F 2
)2
+O (α′4F 6)) . (5.1.13)
In a similar way, one can push this calculation an order further by adding the
most general Lagrangian terms through order six in F and again requiring that
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the (deformed) BPS solutions solve the equations of motion. In this calculation
one needs that the pieces Fαα¯ in the two last terms of eq. (5.1.9) get completed
to eq. (5.1.10). In the end one finds that the coefficients are completely fixed and
indeed lead to the Born-Infeld action through sixth order in F . Furthermore the
DUY condition acquires an order α′4F 5 correction:
Fαα¯ +
(2πα′)2
3
F 3αα¯ +
(2πα′)4
5
F 5αα¯ +O(α′6F 7) = 0. (5.1.14)
These results raise the suspicion that the Born-Infeld action is, in the slowly
varying field strength limit, the only deformation of Maxwell that allows for BPS
solutions of the form eqs. (3.2.16) and (3.2.17). Furthermore one expects that
the holomorphicity condition (3.2.16) remains unchanged while the DUY condi-
tion (3.2.17) receives α′ corrections. The proof of this will be the subject of the
next subsection.
5.1.2 Proof for All Orders
In this section we will construct the unique deformation of the Maxwell action
that allows for BPS solutions that are in leading order given by eqs. (3.2.16) and
(3.2.17). Consider a general term in the higher order Lagrangian
1
g2YM
λ(p1,p2,...,pn) (tr F
2)p1(tr F 4)p2 . . . (tr F 2n)pn , pi ∈ N, ∀i ∈ {1, · · · , n},
(5.1.15)
where λ(p1,p2,...,pn) ∈ R. Hence the notation λ(0,1) and λ(2) in eq. (5.1.4). Dropping
the prefactor 1
g2YM
λ(p1,...,pn) for a while, this term contributes to the equations of
motion by
n∑
j=1
4j pj∂
µ
((
F 2j−1
)
µν
(tr F 2)p1(tr F 4)p2 . . . (tr F 2j)pj−1 . . . (tr F 2n)pn
)
.
(5.1.16)
Passing to complex coordinates we obtain
n∑
j=1
4j pj 2
p1+···+pn−1∂α¯
((
F 2j−1
)
αβ¯
(F 2)p1γ1γ¯1 . . . (F
2j)
pj−1
γj γ¯j . . . (F
2n)pnγnγ¯n
)
.
(5.1.17)
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Using the Bianchi identities and the holomorphicity condition, eq. (3.2.16), we find
for the action of the derivative operator ∂α¯ on (F
2j−1)αβ¯ :
∂α¯(F
2j−1)αβ¯ =
2j−2∑
h=1
1
h
(
∂α¯F
h
γγ¯
)
(F 2j−1−h)αβ¯ +
1
2j − 1∂β¯(F
2j−1
γγ¯ ) . (5.1.18)
Implementing this result in eq. (5.1.17) yields
n∑
j=1
4j pj 2
p1+···+pn−1
(( 2j−2∑
h=1
1
h
(
∂α¯F
h
γγ¯
)
(F 2j−1−h)αβ¯ +
1
2j − 1∂β¯(F
2j−1
γγ¯ )
)
× (F 2)p1γ1γ¯1 . . . (F 2j)
pj−1
γj γ¯j . . . (F
2n)pnγnγ¯n
+
n∑
g=1
g 6=j
pg
(
∂α¯F
2g
γγ¯
) (
F 2j−1
)
αβ¯
(F 2)p1γ1γ¯1 . . . (F
2j)
pj−1
γj γ¯j . . . (F
2g)
pg−1
γg γ¯g . . . (F
2n)pnγnγ¯n
+ (pj − 1)θ(pj − 1)
(
∂α¯F
2j
γγ¯
) (
F 2j−1
)
αβ¯
(F 2)p1γ1γ¯1 . . . (F
2j)
pj−2
γj γ¯j . . . (F
2n)pnγnγ¯n
)
.
(5.1.19)
Let us study the different types of terms in the equations of motion in order
to determine the coefficients such that the (deformed) BPS configurations are
solutions.
1. Terms of the form ∂β¯F
2r−1
αα¯ . There is one of these terms at each order and
they add up to
4∂β¯
(
λ(1)Fαα¯ +
2
3
λ(0,1)(F
3)αα¯ +
3
5
λ(0,0,1)(F
5)αα¯ + · · ·
)
. (5.1.20)
The leading order vanishes because of eq. (3.2.17). It is clear that the all-
order expression should vanish by itself thereby giving the deformed DUY
condition:
λ(1)Fαα¯ +
2
3
λ(0,1)(F
3)αα¯ +
3
5
λ(0,0,1)(F
5)αα¯ + · · · = 0 . (5.1.21)
2. Terms of the form
(
∂α¯F
2r
γγ¯
)
(F 2l−1)αβ¯(tail) where
(tail) = (F 2)p1(F 4)p2 . . . (F 2n)pn . (5.1.22)
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As these terms involve traces over even powers of the field strength, they
can never be cancelled by a condition like eq. (5.1.21), so they should can-
cel order by order among themselves. If we look at the first versus the two
last terms of eq. (5.1.19), we see immediately that a term of this form orig-
inates from two different terms in the action, namely (tr F 2l+2r)(tail) and
(tr F 2l)(tr F 2r)(tail). Suppose first that l 6= r. Requiring such a term to
vanish results according to the first two terms in eq. (5.1.19) in the following
condition:
(l + r)(pl+r + 1)λ(...,pl,...,pr,...,pl+r+1,...)+
4lr(pl + 1)(pr + 1)λ(...,pl+1,...,pr+1,...,pl+r,...) = 0 .
(5.1.23)
When l = r, we find analogously, but now using the first and the third term
in eq. (5.1.19):
(p2l + 1)λ(...,pl,...,p2l+1,...) + 2l(pl + 2)(pl + 1)λ(...,pl+2,...,p2l,...) = 0 . (5.1.24)
These two conditions are enough to determine all coefficients within a certain
order if one is known. We give an example of the chain of relations at order
F 8:
(4, 0, 0, 0) ✛
(5.1.24)
(2, 1, 0, 0) ✛
(5.1.24)
(0, 2, 0, 0) ✛
(5.1.24)
(0, 0, 0, 1)
(1, 0, 1, 0)
✻
(5.1.23)
✏✏✏✏✏✏✏✏✏✏✏✏✮
(5.1.23)
The conditions eqs. (5.1.23) and (5.1.24) lead to the following solution for
the coefficients
λ(p1,p2,...,pn) =
(−1)(
∑
j pj)+1
4
∑
j pj
1
p1! . . . pn!
1
1p1 . . . npn
C∑
j jpj
, (5.1.25)
where C∑
j jpj
∈ R are unknown constants and all summations over j run
from 1 to n. To fix these unknowns we need conditions between coefficients
of different orders.
3. Terms of the form
(
∂α¯F
2r−1
γγ¯
) (
F 2s
)
αβ¯
(tail). They relate different orders
in F . These terms each originate from only one term in the Lagrangian,
namely
(
tr F 2(r+s)
)
(tail). The only way to cancel these terms is by virtue
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of eq. (5.1.21). Using eqs. (5.1.19) and (5.1.25) we find that such a term
appears in the equations of motion as
(−1)
∑
l pl
2
∑
l pl
∏
l(pl!)
∏
l l
pl
C(
∑
l lpl)+(r+s)
2r − 1
(
∂α¯F
2r−1
γγ¯
) (
F 2s
)
αβ¯
(tail), (5.1.26)
where all summations and products over l run from 1 to n and the pl are the
(tail) values. For a given (tail) and a given s, the sum over r of such terms
has to vanish through the use of eq. (5.1.21). This leads to the conditions
Cr+s
Cs
=
Cr+1
C1
, ∀r, s ∈ N, (5.1.27)
such that the Cr form a geometric series. This determines all unknowns Cr
in terms of two:
Cr = C2
(
C2
C1
)r−2
, r ≥ 3. (5.1.28)
We still have the freedom to rescale the field strength in the equations of mo-
tion by an arbitrary factor. Furthermore, the equations of motion are only
determined modulo an arbitrary multiplicative factor which reflects the fact
that we can only determine the action modulo an overall multiplicative fac-
tor. This freedom can be used to put C1 = 1 and C2 = (2πα
′)2. Combining
this with eq. (5.1.28), we find
Cr = (2πα
′)2r−2, ∀r ≥ 1. (5.1.29)
The action is now completely fixed as well as the DUY condition. The latter
becomes
0 = Fαα¯ +
(2πα′)2
3
(F 3)αα¯ +
(2πα′)4
5
(F 5)αα¯ + · · ·
= tr arctanh 2πα′F c,
(5.1.30)
where F c is the complexification of F defined in eq. (A.2) and the trace is taken
over the complex indices. This expression exactly matches eq. (3.3.14b).
To complete the proof we still have to show that the coefficients eq. (5.1.25) with
eq. (5.1.29) are indeed generated by the expansion of the Born-Infeld Lagrangian.
For this we rewrite the Born-Infeld Lagrangian as
LBI =− 1
(2πα′gYM)2
√
det(δµν + 2πα′Fµν)
=
1
g2YM
∞∑
r=0
(−1)r+1
4rr!
(tr F 2 +
(2πα′)2
2
tr F 4 + · · ·+ (2πα
′)2p−2
p
tr F 2p + · · · )r .
(5.1.31)
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A general term in the abelian Born-Infeld Lagrangian
1
g2YM
λBI(p1,p2,...,pn) (tr F
2)p1(tr F 4)p2 . . . (tr F 2n)pn , (5.1.32)
originates from the rth term in the Taylor expansion, with r given by
r = p1 + p2 + · · ·+ pn . (5.1.33)
Hence the coefficients become
λBI(p1,p2,...,pn) =
(−1)r+1(2πα′)m
4r
1
p1! . . . pn!
1
1p1 . . . npn
, (5.1.34)
where m = 2
(∑
j jpj
)
− 2 is the order in α′.
5.1.3 With Hindsight
The above subsections provide an algorithm to construct the D-brane effective
action order by order in α′. In the next section we will see that the procedure
is still valid when we abandon the slowly varying field strength limit and in the
next chapter we tackle the non-abelian case. There the answer was not known
previously.
However, in the simple case of Born-Infeld we do not need the constructive
algorithm to show that the BPS states are solutions. We already saw that they
satisfy a Bogomolny bound in chapter 3, but now we will show it immediately
by means of the equations of motion. We consider the Born-Infeld Lagrangian
given by eq. (5.1.31) and define h as the determinant h = det (ηµν + 2πα
′Fµν) and
hµν as the inverse matrix of ηµν + 2πα
′Fµν . We can easily derive the following
properties
∂ρh
µν = −2πα′hµτ∂ρFτσhσν (5.1.35)
∂ρh
µν
A = −2πα′hµτS ∂ρFτσhσνS − 2πα′hµτA ∂ρFτσhσνA (5.1.36)
∂ρh
µν
S = −2πα′hµτS ∂ρFτσhσνA − 2πα′hµτA ∂ρFτσhσνS , (5.1.37)
where hµνA and h
µν
S indicate the antisymmetric and symmetric parts respectively.
The equations of motion of LBI = −τp
√−h, where τp is the tension defined in
eq. (2.2.19), are
∂µ
(√
−hhµνA
)
= 2πα′
√−h
2
hσδA ∂µFδσh
µν
A
− 2πα′
√
−hhµδA ∂µFδσhσνA − 2πα′
√
−hhµδS ∂µFδσhσνS = 0 . (5.1.38)
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The first two terms cancel because of the Bianchi identities while the latter reads in
complex coordinates and after using condition (3.2.16) and the Bianchi identities
− hc ∂α¯
(
2πα′F +
(2πα′)3
3
F 3 +
(2πα′)5
5
F 5
)
γγ¯
hS,αβ¯ =
− hc ∂α¯ (tr arctanh (2πα′F c)) hS,αβ¯ = 0 ,
(5.1.39)
from which we immediately read off the DUY condition (5.1.30). Here hc is the
determinant of the complexification, defined in eq. (A.2), of the matrix ηµν +Fµν .
5.2 Derivative Corrections
In the previous section we neglected derivative terms. The following argument
shows that this is indeed a consistent truncation. The abelian effective Lagrangian
consists of terms of the form l(r,q) = g
−2
YM α
′r+q∂2qF r+2. Now consider the rescaling
(4.1.28) where we put λ = −1:
Ai(x)→ a−1Ai(ax) . (5.2.1)
It follows from eq. (4.1.29) that the field strength Fµν stays invariant. Every
derivative on field strengths on the other hand introduces a factor of a so that the
general term transforms as
l(r,q) → a2q l(r,q). (5.2.2)
Taking a → 0, we can make an expansion in the number of derivatives. This
is called the slowly varying field strength limit. The zeroth order result is the
Born-Infeld Lagrangian.
We will show in the next chapter that our algorithm can be used to construct
derivative terms as well. There we will tackle at once the non-abelian case with
derivative corrections. However, in the abelian case we do not need to start from
scratch since Wyllard has already calculated the 4-derivative corrections to all
orders in α′ in [1]. This is the first correction to the Born-Infeld term since it is
known that the 2-derivative corrections vanish [76]. His action reads
SWyl = −τp
∫
dp+1x
√
−h
[
1 +
1
96
(− hµ4µ1hµ2µ3hρ4ρ1hρ2ρ3Sρ1ρ2µ1µ2Sρ3ρ4µ3µ4
+
1
2
hρ4ρ1hρ2ρ3Sρ1ρ2Sρ3ρ4
)
+O(∂6)
]
,
(5.2.3)
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where
Sρ1ρ2µ1µ2 = (2πα
′)
2
∂ρ1∂ρ2Fµ1µ2 + 2 (2πα
′)3hν1ν2∂ρ1F[µ1|ν1∂ρ2|Fµ2]ν2 ,
Sρ1ρ2 = h
µ1µ2Sρ1ρ2µ1µ2 .
(5.2.4)
As Wyllard himself already noted in [77], the action can be written as
SWyl = −τp
∫
dp+1x (1 + P )
√
−h , (5.2.5)
where we defined
P =
1
48
Sρ1ρ2µ1µ2S
ρ2
ρ1µ3µ4
δ
δ(2πα′Fµ1µ2)
δ
δ(2πα′Fµ3µ4)
,
Sρ1ρ2µ1µ2 = h
ρ1ρ3Sρ3ρ2µ1µ2 .
(5.2.6)
If we apply eq. (3.2.16), the equations motions of this action can after a very
tedious — and computerized — calculation be written as
− hc ∂α¯
(
D(q=0) +D(q=2)
)
hS,αβ¯ − hc ∂α¯D(q=0)(tail)αβ¯ = 0 , (5.2.7)
where D(q=0) and D(q=2) are the DUY contributions with zero and four derivatives
respectively
D(q=0) = [arctanh (2πα′F )]γγ¯ , (5.2.8a)
D(q=2) = − 1
48
Sρ1ρ2α1α¯2Sρ3ρ4α3α¯4h
ρ2ρ3hρ4ρ1
(
hAα2α¯3h
S
α4α¯1 + h
S
α2α¯3h
A
α4α¯1
)
.
(5.2.8b)
Note that there is some freedom in D(q=2) since one could add to it terms contain-
ing D(q=0) and compensate these by adding appropriate terms to (tail). We took
D(q=2) to be as simple as possible. Remarkably D(q=2) can be rewritten using the
operator P :
D(q=2) = P D(q=0) . (5.2.9)
From eq. (5.2.7) follows that
Fαβ = Fα¯β¯ = 0 , (5.2.10a)
(1 + P ) [arctanh 2πα′F ]αα¯ = 0 (5.2.10b)
imply the equations of motions to this order in the derivatives. The latter equation
is the 4-derivative generalization of eq. (3.3.14b). If one assumes that eq. (3.3.11),
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which we derived in the context of the Born-Infeld action without derivative cor-
rections, can be still taken seriously when there are 4-derivative corrections, one
finds to this order:
〈0|Γ(2k)EF + Γ
(2k)
OF
|0〉 = (−i)k exp
(
D(q=0)
)(
1 +D(q=2)
)
. (5.2.11)
Γ
(2k)
EF
and Γ
(2k)
OF
can be found by taking the real and imaginary parts of the right
hand side i.e. again the pieces containing even and odd numbers of F . We know
from [72][73] and [74] that this Γ-matrix plays a central role in the construction
of κ-symmetry. So this expression could help to construct a κ-symmetric and
supersymmetric effective action with derivative corrections.
Furthermore, Wyllard proposed the following conjecture for the terms with
more derivatives:
SWyl-conj = −τp
∫
dp+1x exp

∑
n≥2
ζ(n)
n(2π)n
tr
(
Sµ2µ1
δ
δ(2πα′Fµ1µ2)
)n√−h ,
(5.2.12)
where the [Sµ1µ2 ]
ρ1
ρ2 = S
ρ1
ρ2µ1µ2 are considered as matrices over the ρ indices
and the trace is also over the ρ indices. The conjecture is not completely well-
defined in the sense that there is some ambiguity in the ordering of the derivatives
to Fµ1µ2 . It is not difficult to guess the corresponding conjecture for the DUY
condition:
exp

∑
n≥2
ζ(n)
n(2π)n
tr
(
Sµ2µ1
δ
δ(2πα′Fµ1µ2)
)n [arctanh 2πα′F ]αα¯ = 0 . (5.2.13)
Finally, we hope that we can extend the result with four derivatives to the non-
abelian case using techniques which will be introduced in the next chapter.
This is all currently under investigation!
Chapter 6
Non-abelian D-brane
Effective Action
Motivated by the successes in the abelian case we make the basic assumption that
the D-brane effective action should also in the non-abelian case allow these BPS
states as a solution of the classical equations of motion. The algorithm to construct
the non-abelian effective action is a generalization of the method applied in the
previous section to the abelian case.
In the first section we discuss why the complexity in the non-abelian case is far
greater. As a result computations made by hand became unfeasible, forcing us to
write a computer program tailored to the task at hand.
In the second section we describe the algorithm in detail. Roughly speaking,
the program constructs the most general Lagrangian and deformation of the DUY
condition at each order in α′. Subsequently it imposes that field strength con-
figurations satisfying eq. (3.2.16) and the generalized DUY condition solve the
equations of motion. To impose eq. (3.2.16), it is again very convenient to work
in complex coordinates both for the DUY condition and the equations of motion.
Putting the equations of motion to zero modulo the DUY condition generates
a set of equations since the coefficient of each independent term has to be zero.
From these conditions we can fix the coefficients of the Lagrangian as well as
the coefficients of the DUY deformation. Afterwards, we study which Lagrangian
coefficients are not affected by field redefinitions. At the end of the section we
introduce much-needed optimizations.
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Figure 6.1: A rough flowchart of the calculations in the non-abelian case.
In the last section we study the results and compare to other results in the
literature. We will see that the existence of these BPS states is again very re-
strictive. Nevertheless, there is a free parameter left at order α′3, which can be
fixed from string theory amplitude calculations. We explain why we expect more
of these parameters popping up at higher orders.
6.1 With a Little Help from the Computer
In the abelian case we could make a slowly varying field approximation and expand
in the number of derivatives. To zeroth order we could neglect the derivatives
altogether. This turns out to be no longer possible. Reexamining the slowly
varying field strength limit, we consider the transformation eq. (4.1.28) and find
for the covariant derivative and the field strength
Dµ = ∂µ + [Aµ, ·]→ a(∂(axµ) + aλ−1[Aµ, ·]),
Fµν = ∂µAν − ∂νAµ + [Aµ, Aν ]→ aλ+1(∂(axµ)Aν − ∂(axν)Aµ) + a2λ[Aµ, Aν ] .
(6.1.1)
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In the limit a → 0 we find l(r,q) → a2q+(λ+1)(r+2)l(r,q) if λ ≥ 1 and l(r,q) →
a2(r+q+2)λl(r,q) if λ ≤ 1. To make an expansion in q but not in r, both cases are
useless. Intuitively speaking, identities of the form
[Dµ, Dν ]· = [Fµν , ·] (6.1.2)
prevent a limit that would allow an unambiguous expansion in the number of
derivatives. Indeed, making the covariant derivatives very small would at the
same time make the theory nearly abelian.
Including covariant derivatives greatly adds to the complexity of the problem.
Firstly, there will be many more possibilities for the most general terms in the
Lagrangian, DUY condition and equations of motion. Secondly, not all these
terms will be independent due to partial integration, Bianchi and [D,D]· = [F, ·]
identities. Thirdly, field redefinitions make physically equivalent Lagrangians look
different. Suppose we perform a field redefinition
Aµ → Aµ + Fµ = Aµ + 2πα′f(0,0,0)DνFνµ + · · · , (6.1.3)
where Fµ is the most general gauge invariant expression transforming as a Lorentz
covariant vector. Such a field redefinition leads to a different Lagrangian, never-
theless corresponding to the same S-matrix. As long as we neglected derivatives
on field strengths, this was not an issue since, as we can see from eq. (6.1.3), a
field redefinition will introduce derivative terms.
Table 6.1 shows how the complexity grows with the order. Nevertheless our
computer program is able to calculate, fully automatically, the effective Lagrangian
up to order α′4. This seems to be the limit both due to computer time and,
perhaps even more restrictive, computer memory1. Already for this result, many
optimizations were needed. We will discuss for instance the use of the Sym ordering
prescription and antisymmetrized Bianchi identities.
The computer language of choice is Java, which as a modern object-oriented
programming language proved to us more user friendly than the in physics more
commonly used C or Fortran. The program runs on the command line and pro-
duces as output LATEX files, ready to copy and paste from. We refer to the separate
user manual for a more extended description [h].
Having said this, we can delve into the rather technical details.
1At the moment only partial results at order α′5 are possible.
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Order α′0 α′1 α′2 α′3 α′4
Lagrangian 1|1 7|2 73|7 980|36 15890|300
Unaffected FR 1 1 4 13 96
FR 1|1 9|5 93|36 1179|329 not calc.
DUY 1|1 4|3 29|15 184|27 4022|246
Eom 1 7 57 156 1818
Equations 1 7 57 156 1816
Table 6.1: Number of terms in the Lagrangian (both the total number and
the number of terms unaffected by field redefinitions), equations of motion, DUY
condition and field redefinitions. The numbers are formatted as follows: #(total
terms)|#(independent terms). Using various optimizations only the independent
terms in the equations of motion were constructed. The last row shows the number
of final equations. Each independent term in the equations of motion is expected to
lead to a final equation, but in the α′4 case two terms contained a trivial equation
(0 = 0).
6.2 More Details than You Asked For
First we describe the different kinds of terms and how the program separates
the dependent ones from the independent ones. Then we explain the algorithm
in detail and finally we discuss an ordering principle for the terms and other
optimizations.
6.2.1 Types of Terms
The program distinguishes 4 kinds of terms, of which the properties are listed in
table 6.2. At each order α′m and for each type the program will:
1. Construct all possible terms with the appropriate Lorentz or U(k) invariance
or covariance, build out of field strength tensors F and covariant derivatives.
These terms are classified by the numbers r and q, where the order in α′
is given by m = r + q, r determines the number of field strengths and q
the number of derivatives as indicated in table 6.2. For the Lagrangian we
assume that there is a single group trace in front, in agreement with tree
level string perturbation theory.
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Field DUY Equations
Properties Lagrangian
redefinitions deformation of motion
Group trace
in fronta
yes no no no
Covariance or Lorentz Lorentz U(k) U(k)
invariance invariant vector invariant vector
Free index no yes no yes
Complex
coordinates
no no yes yes
# field strengthsb r+2 r+1 r+1 r+1
# derivatives 2q 2q+1 2q 2q+1
Type of Bianchi Bianchi Bianchi Bianchi
identities PIc, DDFd DDFd DDFd DDFd
Used L F D E
Symbolse l f d e
aSo there is cyclic symmetry.
bThe order α′m satisfies m = r + q.
cPI: partial integration identities.
dDDF: identities of the type [D,D]· = [F, ·].
eThe curly type is used for denoting all terms at a certain order, the small type in the labelling
of the individual terms or coefficients.
Table 6.2: Properties of the different types of terms.
2. Construct all possible identities between those terms. These are the par-
tial integration identities, Bianchi identities and identities that follow from
[D,D]· = [F, ·]. The latter read in their most general form:
[Dµ1Dµ2 . . .Dµn−2Fµn−1µn , Dµn+1 . . . Dµn+l−2Fµn+l−1µn+l ] =
[Dµ1 , [Dµ2 , . . . [Dµn−2 , [Dµn−1 , Dµn ]] . . .]]Dµn+1 . . . Dµn+l−2Fµn+l−1µn+l .
(6.2.1)
3. Solve those (linear) identities and thus separate the linear dependent terms
from the independent ones, forming a basis. The basis terms of the La-
grangian and the DUY deformations multiply each an arbitrary coefficient
and these form the unknowns of our problem. The coefficients of the terms
in the equations of motion on the other hand are obtained by varying the
Lagrangian and subtracting DUY conditions. They will be function of the
unknowns. During the elimination process the program has to be careful to
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keep track of them in the following way. Suppose T 1, T 2, . . . , T n are terms
in the equation of motions, which read:
n∑
j=1
cjT
j = 0 . (6.2.2)
i.e. term T j carries the coefficient cj . Now, if T
i is eliminated by means of
the, say, [D,D]· = [F, ·] identity
T i =
∑
j 6=i
djT
j , (6.2.3)
it has to transfer its coefficient ci to the other terms so that the equations
of motion transform into ∑
j 6=i
(cj + djci)T
j = 0 . (6.2.4)
In a similar manner the program keeps track of the effect of field redefinitions
on the terms in the Lagrangian.
With all this technology our program allows to reexpress the different results in
the literature in the same basis, making the problem of comparing easy.
6.2.2 The Algorithm
So now we know how the program separates the independent terms from the total
set of terms — and this with care for the coefficients that these terms carry — we
describe the complete algorithm:
1. Construct all possible independent terms in the Lagrangian and assign to
each of these terms an arbitrary coefficient l(r,q,x) where r and q indicate
the number of field strengths and derivatives while x labels the individual
terms2.
As an extra complication we must keep track of which coefficients can be
changed by a field redefinition
Aµ → Aµ + Fµ, (6.2.5)
2Actually, the Java program has a slightly more complicated scheme for labelling the different
terms which is explained in [h]. However, we do not want to overload the discussion here.
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where Fµ is a linear combination of all possible independent field redefinition
terms at the appropriate order. To each term in the Lagrangian we assign
a coefficient, indicating how the term changes under the most general field
redefinition. During the elimination process these coefficients are handled in
the same way as the coefficients in the equations of motion. In the end we
find all independent terms in the Lagrangian and how they change under field
redefinitions. We call the terms that are affected by a field redefinition FR
changeable while the terms with zero coefficient change are FR invariant. We
want all the coefficient changes under field redefinitions to be independent
so that the resulting FR changeable terms do not hide a FR invariant com-
bination. In this way we maximize the number of FR invariant basis terms.
To obtain this goal we use the following rule of thumb during the elimination
process: always eliminate terms with zero coefficient changes first. Indeed,
eliminating a term with a non-zero coefficient change would spread this co-
efficient change over all terms in the identity. Of course, this rule of thumb
does not guarantee that all coefficient changes are independent, which still
has to be checked.
2. Construct all possible independent field redefinition terms for use in step 1 at
higher orders. Assign to each of these terms the arbitrary coefficient f(r,q,x).
3. Construct all possible independent terms in the DUY condition and assign
to each of these terms an arbitrary coefficient d(r,q,x).
4. Construct all possible terms in the equations of motion.
5. The coefficients of those terms in the equations of motions will have three
contributions:
(a) The coefficients obtained from varying the terms in the Lagrangian.
These contain the arbitrary Lagrangian coefficients l(r,q,x). Note that
in the non-abelian case there is also a contribution from varying the
covariant derivatives.
(b) Subtraction of the deformed DUY condition:
Dβ¯(Fα1α¯1 +D(2) · · ·+D(m−1) +D(m)) = 0 . (6.2.6)
The first term cancels the contribution of the Lagrangian to the equa-
tions of motion at order α′0. The coefficients of D(2) to D(m−1) were
determined at lower order while D(m) contains the unknown coefficients
d(r,q,x). Only this last piece — which is the non-abelian equivalent of
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the first type of terms in the enumeration of section 5.1.2 — adds to
the equations of motion at the present order α′m. The calculation at
order α′3 reveals that D(1) is zero.
(c) The equations of motion must be zero when applying the DUY condition
so that they must, in general, look like the DUY condition multiplied
by some piece on the left and on the right. We will denote these pieces
by (head) and (tail). Note that we treated already in point 5b the case
where both (head) and (tail) vanish. We add the following term:
o(r,q,x)(head) (Fαα¯ +D(2) + · · · )(tail) = 0 , (6.2.7)
and demand that there exist values for o(r,q,x) so that the equations of
motion disappear. At the lowest order these terms will contribute to so
called 1-loop terms, i.e. terms containing Fαα¯, an index loop consisting
of only one field strength. At this lowest order each 1-loop term fixes
an o(r,q,x) coefficient. Since these terms obviously contribute at higher
orders too, they are the source of relations between coefficients at dif-
ferent orders. They are the non-abelian equivalent of the third type of
terms in the enumeration of section 5.1.2.
Since the highest order we will ever calculate is α′4 and there is no D(1)
contribution to the DUY condition, in practice, we can disregard 1-loop
terms at order α′3 and α′4 altogether. These terms are therefore not
counted in table 6.1. Likewise, we can ignore terms with more than one
1-loop at lower orders.
6. Calculate the independent terms in the equations of motion. Of course, the
coefficients obtained in step 5 must be kept track of appropriately.
7. Put the coefficients of the independent terms in the equation of motion to
zero. From this set of equations, which we call the final set of equations, we
can solve for the unknowns l(r,q,x), d(r,q,x) and o(r,q,x). As already mentioned,
at orders α′3 and α′4 we do not consider 1-loop terms and thus we do not
introduce o coefficients.
The number of equations (approximately the number of independent terms
in the equations of motion) is far greater than the number of unknowns so
that in the generic case the set would only admit the zero solution. E.g. at
order α′4 you can infer from table 6.1 that there are 1816 equations in 546
unknowns. You could say that a non-trivial solution has to be protected by
some underlying principle. This actually provides a check on our calculation3
3Earlier versions of the computer program which contained bugs did produce a zero result!
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and our initial assumptions.
The coefficients of these final equations all originate from operations that
can only result in rational numbers. However, unknowns that are not fixed
at a certain order, undetermined coefficients in the result, can appear with a
power or multiplied with another undetermined coefficient in the final equa-
tions at higher order. This happens via the mechanism explained in step 5c,
when an undetermined coefficient is present both in the lower order equa-
tions of motion as in the DUY deformation. When solving the equations
of motion we will try to treat them as independent parameters, not as un-
knowns. At the low orders we considered, this was not an issue since there
was essentially only the one free parameter at order α′3. At higher orders
it could be possible that these undetermined coefficients are fixed. As we
will see in section 6.3.2 we can easily predict which undetermined coefficients
will appear at higher orders and we will speculate about possible relations
among them.
8. Finally, we should only consider FR invariant terms when comparing to
other results in the literature.
6.2.3 Ordering Principle and Optimizations
One of the hardest parts is solving the set of identities to find the independent
terms of each type. One thing we can do is try to reduce the set of terms and
identities right from the start. It is actually possible to get rid of the [D,D]· = [F, ·]
identities using the following scheme.
Consider any linear combination of terms. Now, start with the terms without
derivatives and fully symmetrize in the field strengths. In this process we use
the [D,D]· = [F, ·] identities to convert the introduced commutators into deriva-
tives4. Next, we turn to the terms with two derivatives an again fully symmetrize
them, whereby a term of the form DF or D2F is considered as a single entity.
4This means that we push the [D,D]· = [F, ·] identity to the left. An attentive reader could
wonder why we do not push the identity to the right and use symmetrized derivatives. This leads
indeed to fewer terms and fewer identities because in this case there are no antisymmetrized
Bianchi identities (see eq. (6.2.10)). The resulting Lagrangian, however, will be in a strange
basis and difficult to interpret. Nevertheless, there is no reason not to use this scheme for the
equations of motion. In fact, the only remaining identities for the equations of motion, the
Bianchi identities, contain in complex coordinates only two terms so that they really only put
the one equal to the other. In this case it is possible to directly construct the independent terms.
That is why we gave for the equations of motion only the number of independent terms in table
6.1.
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Again, terms with more derivatives are added as compensation. We proceed in
this fashion order by order in the number of derivatives. Since the resulting terms
are symmetrized in the field strengths, all “non-abelianality” sits in the covariant
derivatives. The operation of symmetrizing in the field strengths is called Sym,
in combination with the group trace we will use STr. All terms, whether they be
part of the Lagrangian, DUY condition, field redefinitions or equations of motion,
will be symmetrized in this way.
A major advantage is that terms can now be unambiguously classified by the
number of derivatives since the only identities connecting terms with a different
number of derivatives were the [D,D]· = [F, ·] identities. In addition, the non-
abelian calculation now follows the abelian one more closely since symmetrized
terms in the Lagrangian lead to symmetrized terms in the equations of motion.
Except for the obvious fact that the derivatives are non-commuting there are
however some other differences:
1. There are extra identities because in symmetrizing we only used up part of
the [D,D]· = [F, ·] identities. An example will clarify this. Only one of the
two identities
[Fµ1µ2 , Fµ3µ4 ] = [Dµ1 , Dµ2 ]Fµ3µ4 ,
[Fµ3µ4 , Fµ1µ2 ] = [Dµ3 , Dµ4 ]Fµ1µ2
(6.2.8)
is used to commute Fµ1µ2 and Fµ3µ4 . The other one remains in the form
[Dµ1 , Dµ2 ]Fµ3µ4 + [Dµ3 , Dµ4 ]Fµ1µ2 = 0 . (6.2.9)
This kind of identities is related to antisymmetry, as in the case above, or
to Jacobi identities of F -commutators. In general they read
[Dµ1 , [. . . [Dµl−2 , [Dµl−1 , Dµl ]] . . .]]Dµl+1 . . . Dµl+n−2Fµl+n−1µl+n+
[Dµl+1 , [. . . [Dµl+n−2, [Dµl+n−1 , Dµl+n ]] . . .]]Dµ1 . . . Dµl−2Fµl−1µl = 0 ,
(6.2.10)
and we call them antisymmetrized Bianchi identities.
2. Consider the deformed DUY condition
Fαα¯ + SymD(2) + SymD(3) + · · · = 0 , (6.2.11)
where Sym denotes the above defined symmetrization. Somewhere in the
equations of motions we will find Sym {Fαα¯T } where T contains, say, n field
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strengths. For this piece of the equations of motion to be zero when using
the stability condition, the term Sym
{
Sym
(D(2))T} must also be present
in the equations of motion at higher order. When applying the outer sym-
metrization Sym
(D(2)) is considered as one block which means that the
factors therein stay together. Therefore we must further symmetrize this
term by mixing those factors among the factors of T . Unlike in the abelian
case terms with more derivatives are thus introduced. Interestingly, the
number of additional derivatives is always a multiple of four. Indeed, both
Sym
{
Sym
(D(2))T} and Sym{D(2)T} are symmetric under the reversion of
all factors so that their difference must contain an even number of commu-
tators of field strengths.
The mechanism of distributing the DUY condition presented here thus intro-
duces extra derivatives and prevents the symmetrized trace Born-Infeld to
have BPS solutions5.
After we found the result, we used a second organizing principle to simplify
even further. We tried to use basis terms with as much “groups” of nested co-
variant derivative commutators as possible. Each group corresponds, using a
[D,D]· = [F, ·] identity, to a commutator of F s or equivalently to an algebra
structure constant, which can be put in front. To clarify this correspondence, we
write (6.3.4) in different ways using [D,D]· = [F, ·] identities:
[Dµ3 , Dµ2 ]Dµ4Fµ5µ1D
µ5 [Dµ4 , Dµ3 ]Fµ1µ2 =
[Fµ3µ2 , Dµ4Fµ5µ1 ]D
µ5 [Fµ4µ3 , Fµ1µ2 ] =
[Dµ4 , [Dµ5 , Dµ1 ]]Fµ3µ2D
µ5 [Dµ1 , Dµ2 ]Fµ4µ3 .
(6.2.12)
Both the first and the third term contain two groups of commutators. Indeed, the
nested commutators [Dµ4 , [Dµ5 , Dµ1 ]] in the third term count as one group since
they originate from one commutator of field strengths as is clear from the second
term. Although we pushed the [D,D]· = [F, ·] identities to the right initially,
in this way we can easily see which terms can be pushed how far in the other
direction if necessary. This comes in handy when comparing to results from string
amplitude calculations where the number of field strengths is important. Indeed,
if a term contains r field strengths, it cannot contribute to r′-point amplitudes for
r′ < r.
5We mean here in a generic even dimension. Indeed, the symmetrized trace Born-Infeld action
has, together with many other possibilities, BPS solutions in 4 dimensions. In that case the BPS
equation does not acquire corrections and is just the (anti)-self-duality equation.
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6.3 Results and Limitations of the Algorithm
6.3.1 Results
The above described algorithm and ordering prescription was pursued up to order
α′4. The effective action, modulo field redefinitions, is given by
L = 1
g2YM
(L(0) + L(2) + L(3) + L(4)) , (6.3.1)
where the leading term is simply
L(0) = −Tr
{
1
4
tr F 2
}
, (6.3.2)
the Yang-Mills Lagrangian with coupling gYM. As usual Tr indicates the trace
over the gauge indices and tr over the Lorentz indices as in eq. (5.1.6). Then we
have
L(2) = (2πα′)2 STr
{
1
8
tr F 4 − 1
32
(
tr F 2
)2}
, (6.3.3)
where STr denotes the symmetrized trace prescription. Note that at this point,
we fixed the overall multiplicative factor in front of the action as well as the scale
of the gauge fields using the parameters gYM and α
′. The next term is
L(3) = (2πα′)3K Tr {[Dµ3 , Dµ2 ]Dµ4Fµ5µ1 Dµ5 [Dµ4 , Dµ3 ]Fµ1µ2} , (6.3.4)
where K is an undetermined coefficient. Finally, the fourth order term is com-
pletely determined and it is given by
L(4) = (2πα′)4
(L(4,0) + L(2,2) + L(0,4)) , (6.3.5)
with
L(4,0) = −STr
(
1
12
tr F 6 − 1
32
tr F 4 tr F 2 +
1
384
(
tr F 2
)3)
, (6.3.6)
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L(2,2) = −
1
48
STr
(
− 2Fµ1µ2Dµ1Dµ6Dµ5Fµ2µ3Dµ6Fµ3µ4Fµ4µ5
− Fµ1µ2Dµ5Dµ6Fµ2µ3Dµ6Dµ1Fµ3µ4Fµ4µ5
+ 2Fµ1µ2 [D
µ6 , Dµ1 ]Dµ5Fµ2µ3Fµ3µ4D
µ4Fµ5µ6
+ 3Dµ4Dµ5Fµ1µ2F
µ2µ3 [Dµ6 , Dµ1 ]Fµ3µ4Fµ5µ6
+ 2Dµ6 [Dµ4 , Dµ5 ]Fµ1µ2F
µ2µ3Dµ1Fµ3µ4Fµ5µ6
+ 2Dµ6D
µ5Fµ1µ2 [Dµ6 , Dµ1 ]Fµ2µ3F
µ3µ4Fµ4µ5
+ 2 [Dµ6 , D
µ1 ]Dµ3D
µ4Fµ1µ2F
µ2µ3Fµ4µ5F
µ5µ6
+ [Dµ6 , D
µ4 ]Fµ1µ2F
µ2µ3 [Dµ3 , D
µ1 ]Fµ4µ5F
µ5µ6
)
,
(6.3.7)
L(0,4) = −
1
1440
STr
(
Dµ6 [D
µ4 , Dµ2 ]Dµ5D
µ5 [Dµ1 , Dµ3 ]Dµ6Fµ1µ2Fµ3µ4
+ 4Dµ2Dµ6 [D
µ4 , Dµ1 ][Dµ5 , [D
µ6 , Dµ3 ]]Dµ5Fµ1µ2Fµ3µ4
+ 2Dµ2 [Dµ6 , Dµ4 ][Dµ6 , D
µ1 ]Dµ5 [D
µ5 , Dµ3 ]Fµ1µ2Fµ3µ4
+ 6Dµ2 [Dµ6 , D
µ4 ]Dµ5 [D
µ6 , Dµ1 ][Dµ5 , Dµ3 ]Fµ1µ2Fµ3µ4
+ 4Dµ6Dµ5 [D
µ6 , Dµ4 ][Dµ5 , Dµ1 ][Dµ4 , Dµ3 ]Fµ1µ2F
µ2µ3
+ 4Dµ6Dµ5 [D
µ4 , Dµ2 ][Dµ6 , Dµ1 ][Dµ5 , Dµ3 ]Fµ1µ2Fµ3µ4
+ 4Dµ6 [Dµ5 , D
µ4 ][Dµ3 , Dµ2 ][Dµ5 , [Dµ6 , Dµ1 ]]Fµ1µ2Fµ3µ4
+ 2 [Dµ6 , D
µ1 ][Dµ2 , Dµ6 ][Dµ5 , Dµ4 ][Dµ5 , D
µ3 ]Fµ1µ2Fµ3µ4
)
.
(6.3.8)
We notice that the answer is surprisingly unique although there are a number of
undetermined coefficients creeping in. The two parameters gYM and 2πα
′, related
to an overall rescaling of the action and a rescaling of the gauge field, are inevitable.
By comparing to the calculation of closed string exchange between two D-branes,
we found in eq. (2.2.24) of section 2.2.2:
g2YM = τ
−1
p (2πα
′)−2 = gs(2π)
p−2α′(p−3)/2 , (6.3.9)
where gs is the string coupling and α
′ is the string length squared. This leaves
the parameter K at order α′3, which can be fixed by comparing it for instance
to the partial result in [75], which was obtained from a string 4-point scattering
amplitude calculation,
(2πα′)3K = 4α′3ζ(3) . (6.3.10)
It has been shown by Ape´ry [125] that ζ(3) is not a rational number, which means
that it could never be produced by our algorithm at this order. So it is most
fortunate that it leaves an undetermined coefficient here because it is the only way
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Figure 6.2: Basis terms at order
α′3. The horizontal classification
is by the number of derivatives if
the [D,D]· = [F, ·] are pushed to
the left as in the text. The verti-
cal classification is by the number
of commutator groups of Ds. Note
that when pushing the [D,D]· =
[F, ·] identities to the right, you
can find terms with the same num-
ber of derivatives on the diago-
nals as indicated. The numbers
indicate (#non-zero coefficients in
the result)/(#all FR invariant ba-
sis terms). Boxes with a non-zero
contribution to the result are grey.
Figure 6.3: Basis terms at or-
der α′4. See also the caption of
figure 6.2. The arrows indicate
how the abelian result transforms
in the non-abelian result. Par-
tial integration and Bianchi identi-
ties mix terms with different num-
bers of commutator groups. Hence
the horizontal arrows. For the di-
agonal arrows see the mechanism
of “distributing the DUY condi-
tion” explained in point 2 of sec-
tion 6.2.3. Using our method in
the abelian case would lead to
two independent groups of terms:
the Born-Infeld part and the ∂4F 4
part. In the non-abelian case these
two groups meet in the dark grey
coloured boxes. As a result the un-
determined coefficient is fixed.
6.3. Results and Limitations of the Algorithm 95
to accommodate for this irrational number! We will discuss this undetermined
coefficient and the ones appearing at higher orders more systematically in the
next subsection.
Furthermore, note that the result eq. (6.3.4) contains 2 structure constants
so that it obviously disappears in the abelian limit. The result at order α′3 was
confirmed by a calculation using as a constraint supersymmetry [2], by a direct
string 5-point amplitude calculation [88] and by N = 4 Super-Yang-Mills effective
action calculations [86][87][102].
Turning to the α′4 result we see that the terms with zero derivatives, L(4,0),
form the symmetrized trace Born-Infeld at this order while the abelian limit of
the terms with 4 derivatives, the first two terms of L(2,2), agree with the results
in [76], [1] and [100]. If we use our method in the abelian case at order α′4, these
terms have an undetermined coefficient since terms without derivatives have no
way of communicating with terms with derivatives! Indeed, in the abelian case the
whole contribution of terms with four derivatives, of which L(2,2) is the first term,
has an undetermined overall factor; see section 5.2. However, in the non-abelian
case, terms of the form D4F 4 and F 6 do communicate by means of the mechanism
of “distributing the DUY condition”, which is explained in section 6.2.3, point 2
such that the coefficient is fixed at precisely the right value. We will come back
to this in the next subsection.
Note that there are no terms with two derivatives nor with six derivatives. If
there were such terms, they would have had an undetermined overall coefficient
since the symmetrized trace cannot communicate by means of “distributing the
DUY condition” with terms in which the number of derivatives is not a multiple
of four. In the next section we will argue from the symmetries of the string r-point
amplitude that these terms should indeed be absent.
In table 6.1 we see that obtaining this result required solving 1816 equations
in 546 unknowns. The fact that there is a non-zero solution of this highly overde-
termined set of equations provides in itself a strong check on the result. Moreover,
another check based on the spectrum of strings ending on intersecting branes will
be the subject of the next chapter.
Figures 6.2 and 6.3 summarize the classification of terms at orders α′3 and α′4.
Obviously, there is still basis freedom left so that some terms in the result can
be moved to the right. E.g. result (6.3.4) can also be written as a sum of terms
with 2 and 3 structure constants (as in [2]), however not with only terms with 3
structure constants. Hence the grey area in figure 6.2.
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Figure 6.4: The dance of the undetermined coefficients in the non-abelian
case. The terms are taken to be symmetrized in the field strengths as
explained in section 6.2.3. The boxes are then labelled by (r, q) where 2q
is the number of derivatives and r + 2, along the diagonals, the number
of field strengths. The order in α′m satisfies m = r + q. We have filled in
the values — modulo a rational factor — of the undetermined coefficients
arising from the string non-abelian 4-point amplitude. The values in each
column should be multiplied by the indicated power of α′.
6.3.2 The Dance of the Undetermined Coefficients
Let us have a detailed look at the undetermined coefficients. In the abelian case
they were already extensively discussed in [100] in the context of the Noether
method. The Noether method tries to construct the effective action by requiring
supersymmetry. It constructs iteratively the Lagrangian as well as the supersym-
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metry transformation. Our method is very much related to the Noether method
and presumably it will leave exactly the same coefficients unfixed. The role of the
supersymmetry transformation is in our method played by the DUY condition.
In the following we will take the Noether method point of view where an unde-
termined coefficient means that there is an independent supersymmetric invariant
and extend the discussion of [100] to the non-abelian case. We extracted the
information for figure 6.4 from our result in the previous section and from the
treatment of the string non-abelian 4-point amplitude in [79]. Since in the fol-
lowing discussion we are only interested in which coefficients could be produced
or be related to each other by our method, all values are modulo rational factors.
First of all there is the overall coefficient, which we have put to 1 in the figure.
Every box that contains a non-zero contribution L(r,q) to the Lagrangian has a
contribution D(r,q) to the DUY condition which in principle contains the same
undetermined coefficients. The DUY condition will relate coefficients in different
boxes as follows: if there is an undetermined coefficient λ(r,q) in the Lagrangian
L(r,q) and an undetermined coefficient λ(r′,q′) in L(r′,q′) and thus in D(r′,q′) the
coefficient λ(r,q)λ(r′,q′) will appear in L(r+r′,q+q′). The coefficient λ(2,0) of D(2,0)
— indicated by the horizontal arrows — remains undetermined by our method
because it can be changed by rescaling the field strength. In string theory it is
proportional to (πα′)2. The action of D(2,0) — e.g. applying D(2,0) twice must
give the same coefficient as applying D(4,0) once — fixes all coefficients in the first
row: λ(2r,0) = (α
′π)2r and λ(2r+1,0) = 0. The first row is the symmetrized trace
Born-Infeld.
In the abelian case the overall coefficient of L(2,2) is undetermined because it
can always be rescaled by applying eq. (5.2.1) as we have seen when we discussed
the slowly varying field strength limit. However, in the non-abelian case terms with
a different number of derivatives can communicate by means of the mechanism of
“distributing the DUY condition”, explained in point 2 of section 6.2.3; we indicate
this with the vertical dashed arrows. This mechanism fixes the coefficient λ(2,2)
to (α′π)4, precisely the value predicted by the string 4-point amplitude. The fact
that this coefficient is not free and in particular cannot be set to zero means that,
assuming that our method is equivalent to the Noether method, the non-abelian
symmetrized trace Born-Infeld is not supersymmetric without adding derivative
terms. By the action of D(2,0) and the vertical arrows the coefficients in the grey
boxes are fixed.
We saw that at α′3 there is an undetermined coefficient which is fixed by string
theory to α′3ζ(3). This irrational number is called Ape´ry’s constant [125]. By the
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action of the vertical and horizontal arrows α′5π2ζ(3) appears in box (0, 5), but
there the string 4-point amplitude predicts also a new coefficient: α′5ζ(5). Now
we arrive at something interesting. There are two possibilities: either terms in
that box with a different coefficient do not “see” each other in which case there
are two supersymmetric invariants, either the terms need each other to form one
supersymmetric invariant, in which case we would find that ζ(5)π2ζ(3) is a rational
number. Since very little is know about the Riemann zeta function of odd inte-
gers, this would be really spectacular. Probably we should be more conservative
and assume the hypothesis that there are two supersymmetric invariants corre-
sponding to these two coefficients. The same goes through for the box (0, 6) where
ζ(3)2 and π6 come together: either the terms with ζ(3) form a supersymmetric in-
variant independent from the Born-Infeld supersymmetric invariant or either ζ(3)π3
is rational. When looking at the full 4-point string scattering amplitude, at each
odd order α′2r+1 we see a factor α′2r+1ζ(2r + 1). Assuming that there are no
relations with rational coefficients between all these factors, there must start at
least a new supersymmetric invariant at each odd order.
In the abelian case, all contributions L(r,1) are zero as well as all contributions
that would come from odd-point amplitudes. The results up to order α′4 indicate
that both assertions hold for the non-abelian case as well. The second assertion
needs a little clarification. I do not claim that the odd-point amplitudes in the
non-abelian case are zero (take for instance the 5-point amplitude [88]), only that
if you use the symmetrization in the field strengths, the boxes that in the abelian
case would correspond to odd-point functions are zero. In other words all boxes
with odd r are zero. This second assertion we can prove by considering the general
form of an n-point tree scattering amplitude:
SA1...An (j1, . . . , jn) =
∑
P
Tr
(
TAP(1) , . . . , TAP(n)
)
A
(
jP (1), . . . , jP (n)
)
, (6.3.11)
where TA are the gauge generators, the sum runs over all (n − 1)! cyclically in-
equivalent permutations of the external states and the primitive amplitude A, i.e.
the n-point amplitude for open strings that do not carry gauge quantum num-
bers, has cyclic symmetry. The external states are massless gauge bosons carrying
quantum numbers (Ai, ji), where Ai is the gauge index and ji = (ei, ki) describes
the polarization and momentum. Consider now world sheet parity Ω : σ → π − σ
under which the vector state transforms as Ω|e, k〉 = −|e, k〉 and the order of the
external states is reversed. This is a symmetry of the primitive amplitude such
that
A (j1, . . . , jn) = ΩA (j1, . . . , jn) = (−1)nA (jn, . . . , j1) . (6.3.12)
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Using this expression in the complete n-point amplitude we find
SA1...An (j1, . . . , jn) = SAn...A1 (jn, . . . , j1)
=
∑
P
Tr
(
TAP(n) , . . . , TAP(1)
)
(−1)nA (jP (1), . . . , jP (n))
= (−1)nSAn...A1 (j1, . . . , jn)
(6.3.13)
From this follows that r = n − 2 − #comm must be even, where #comm is
the number of commutators in the gauge indices. Since these commutators are
converted into commutators of derivatives by the symmetrizing operation, r+2 is
precisely the number of field strengths in the part of the effective action that first
contributes to the n-point amplitude under consideration.
Concluding, although our algorithm is very restrictive, it will, just as the
Noether method, not be able to completely fix the non-abelian D-brane effective
action because there are many independent supersymmetric invariants, at least a
new one at every odd order. Indeed, let us take the extreme case and assume that
there are only two supersymmetric invariants, the Yang-Mills action and the non-
abelian D-brane effective action. This would lead to the bold and rather unlikely
statement that ζ(2r+1)π2r+1 is rational for all r.

Chapter 7
Checks and Balances: the
Spectrum
In order to check the effective action obtained in section 6.3 we can put it into
use to calculate the spectrum of off-diagonal fluctuations of the gauge field and
compare this to the spectrum of strings stretching between two intersecting D-
branes (wrapped on tori). This kind of check was first devised in [83] and further
elaborated on in [84]. In these articles an exact match was found between the
diagonal fluctuations in the abelian Born-Infeld theory and the spectrum of strings
beginning and ending on the same brane. Since this case is settled we do not discuss
it here. However, a discrepancy was signalled between the spectrum of off-diagonal
fluctuations for the non-abelian Born-Infeld action with the symmetrized trace
prescription [82] and the spectrum of strings beginning and ending on different
branes. The disagreement started at order α′4. Our action does better. It does
not contribute to the spectrum at order α′3 (as expected from string theory) [c]
and there is perfect agreement at order α′4 [89]. Next to the bosonic fluctuations
we also consider the fermionic fluctuations up to order α′3 [e].
7.1 Set-up
The calculation of the spectrum only probes U(2) sub-sectors of the full U(N)
theory. This is clear in string theory where strings beginning and ending on the
same brane see only a U(1) sub-sector while strings stretching between two branes
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see the SU(2) sector. But it also holds in the effective action approach, see for
instance [127] for an explanation. So without loss of generality we take a U(2)
gauge field, which lives on the world-sheet of two coinciding Dp-branes. Next,
we wrap 2k dimensions of those branes on a 2k-torus with radii Ri =
Li
2π , where
i = 1, . . . , 2k. All the “action” will be in the compact directions where we switch on
a constant diagonal magnetic background field F
(0)
ij = fij(iσ3). Flux quantization
requires
fij =
2πnij
LiLj
, nij = −nji, nij ∈ Z. (7.1.1)
By an appropriate rotation we can diagonalize the field strength
f2i−1,2i = −f2i,2i−1 = fi = 2πni
L2i−1L2i
, (7.1.2)
and all other components zero. Here we take all the fi (and thus ni) to be positive.
In the T-dual picture we find, as in section 4.1.2, for the equations of the two
branes
X2i = −2πα′iA(0)2i = ±
4π2α′ni
L2i−1L2i
x2i−1 = ±niL
′
2i
L2i−1
x2i−1 , (7.1.3)
where L′2i = 2πR
′
2i =
2πα′
R2i
= 4π
2α′
L2i
is the T-dual length of the torus in the
2i-direction. The plus and minus signs are for the first and the second brane
respectively. Flux quantization assures that the branes wrap an integer times the
torus in the 2i-direction while they wrap once the 2i− 1 direction. These branes
are called (1,±ni) branes. The number of intersections between the two branes is
given by Pf(nij) =
∏k
i=1 ni. See figure 7.1 for a picture of the set-up.
In complex coordinates the field strength satisfies F
(0)
αβ = F
(0)
α¯β¯
= 0, F
(0)
αβ¯
= 0
for α 6= β and1
F
(0)
αα¯ = i
(
f cα 0
0 −f cα
)
, (7.1.4)
where the f cα, α ∈ {1, · · · , k} are imaginary constants such that −if cα = fα ≥ 0.
7.2 Spectrum from String Theory
We perform the analysis of the spectrum in the T-dual picture of “intersecting
branes” where we can follow [118]. For our purposes we extend the analysis therein
1We do not sum over repeated indices corresponding to complex coordinates in this chapter
unless indicated otherwise.
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Figure 7.1: Branes with flux quanta on the left and intersecting branes on
the right. Both are represented in the covering space of the torus. You
can see the projection in the (2i− 1, 2i) plane where the two D-branes on
the left carry ni and −ni flux quanta respectively. Since the field strength
is proportional to the Pauli matrix σ3, the two branes carry opposite flux.
In the T-dual picture on the right the D-branes intersect ni times.
to the Ramond sector. We calculate the spectrum of the superstring action, which
reads in superconformal gauge:
SP =
1
2π
∫
dτdσ
(
1
2α′
(∂τX
µ∂τXµ − ∂σXµ∂σXµ) + 2iψ−∂6=ψ− + 2iψ+∂=ψ+
)
,
(7.2.1)
where the Xµ(τ, σ) define as before the embedding of the string world-sheet into
space-time and the real world-sheet spinors ψ− and ψ+ describe the right- and
left-moving fermionic modes respectively. We have defined ∂ 6= =
1
2 (∂τ + ∂σ) and
∂= =
1
2 (∂τ−∂σ). The first brane is positioned along 1, 3, . . . , 2k−1 and the second
brane is rotated by angles φi ≥ 0 in the (2i− 1, 2i) planes. We introduce
Xˆ2i−1 = cosφi X
2i−1 + sinφi X
2i, Xˆ2i = − sinφi X2i−1 + cosφi X2i,
ψˆ2i−1± = cosφi ψ
2i−1
± + sinφi ψ
2i
± , ψˆ
2i
± = − sinφi ψ2i−1± + cosφi ψ2i± ,
(7.2.2)
such that the Xˆ2i−1 are positioned along the second brane. As already argued,
we are only interested in strings stretching between the two branes. Unlike the
“diagonal” strings, those strings are forced by their tensions to be localized at one
of the intersections so that they will not see the torus geometry. Therefore, we do
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not expect the dimensions Li to appear in the answer. We impose the appropriate
Neumann and Dirichlet boundary conditions
at σ = 0 : ∂σX
2i−1 = 0, ∂τX
2i = 0,
ψ2i−1+ = ψ
2i−1
− , ψ
2i
+ = −ψ2i− ,
at σ = π : ∂σXˆ
2i−1 = 0, ∂τ Xˆ
2i = 0,
ψˆ2i−1+ = ηψˆ
2i−1
− , ψˆ
2i
+ = −ηψˆ2i− ,
(7.2.3)
where η = +1 or η = −1 in the Ramond and the Neveu-Schwarz sector respectively.
Upon solving the equations of motion and implementing the boundary conditions
we get the following mode expansion for the bosons:
X2i−1 = i
√
α′
∑
n∈Z
(
αin+i
n+i
e−in+iτ cosn+iσ +
αin−i
n−i
e−in−iτ cosn−iσ
)
,
X2i = i
√
α′
∑
n∈Z
(
αin+i
n+i
e−in+iτ sinn+iσ −
αin−i
n−i
e−in−iτ sinn−iσ
)
,
(7.2.4)
where we introduced
εi =
φi
π
, n±i = n± εi with n ∈ Z. (7.2.5)
For the fermions we get in the Neveu-Schwarz sector
ψ2i−1± =
1
2
∑
n∈Z+ 12
(
din+ie
−in+i(τ±σ) + din−ie
−in−i(τ±σ)
)
,
ψ2i± = ±
i
2
∑
n∈Z+ 12
(
din+ie
−in+i(τ±σ) − din−ie−in−i(τ±σ)
)
,
(7.2.6)
and in the Ramond sector
ψ2i−1± =
1
2
∑
n∈Z
(
din+ie
−in+i(τ±σ) + din−ie
−in−i(τ±σ)
)
,
ψ2i± = ±
i
2
∑
n∈Z
(
din+ie
−in+i(τ±σ) − din−ie−in−i(τ±σ)
)
.
(7.2.7)
In quantizing eq. (7.2.1) we find the equal time (anti-)commutation relations[
∂τX
i(σ), Xj(σ′)
]
= −2πiα′δ(σ − σ′)δij ,{
ψi+(σ), ψ
j
+(σ
′)
}
=
{
ψi−(σ), ψ
j
−(σ
′)
}
= πδ(σ − σ′)δij , (7.2.8)
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and the rest vanishing. The non-vanishing (anti-)commutation relations for the
modes are then
[αim+i , α
j
n−j ] = m+iδm+nδ
ij ,
{dim+i , djn−j} = δm+nδij .
(7.2.9)
We define the ground states in the Neveu-Schwarz and Ramond sector as follows:
αim+ǫi |0〉NS = αim+1−ǫi |0〉NS = dir±ǫi |0〉NS = 0, m ≥ 0, r ≥ 1/2, (7.2.10a)
αim+ǫi |0〉R = αim+1−ǫi |0〉R = dim+ǫi |0〉R = dim+1−ǫi |0〉R = 0, m ≥ 0, (7.2.10b)
and the standard choice of annihilators in the transverse dimensions, which means
in particular that |0〉R carries a spinor representation of SO(9−2k, 1). On physical
states the positive frequency modes of the energy-momentum tensor must vanish.
These are the Virasoro generators Ln for n ≥ 0. To calculate the mass of a state,
defined as M2 = −pµpµ, we are interested in L0 which is given by
L0 =α
′l0 + α
′pµpµ +
1
2
∑
n6=0
: αµnαµ,−n : +
1
2
∑
r
r : dµ−rdµ,r :
+
k∑
i=1
∑
n
: αin+εiα
i
−n−εi : +
k∑
i=1
∑
r
(r − εi) : di−r+εidir−εi : ,
(7.2.11)
where the first line contains the vacuum energy l0 and the (standard) contribution
from the time dimension and the dimensions transverse to both branes, µ ∈ {0, 2k+
1, . . . , 9 − 2k}, while the second line is the contribution from the dimensions in
which the branes are at angles. n is integer while r is integer in the Ramond sector
and half-integer in the Neveu-Schwarz sector. The colons indicate normal ordering,
that is creation operators are moved to the left and annihilation operators to the
right. The vacuum energy l0 arises in normal ordering and can be calculated by
using the following regularized expressions: for a boson with moding shifted by εi:
1
2α′
∞∑
n=1
(n− εi) = 1
2α′
ζ(−1, εi) = 1
α′
(
− 1
24
+
1
4
εi(1− εi)
)
, (7.2.12)
and for a Ramond and Neveu-Schwarz fermion respectively:
− 1
2α′
∞∑
n=1
(n− εi) = − 1
2α′
ζ(−1, εi) = 1
α′
(
1
24
− 1
4
εi(1 − εi)
)
,
− 1
2α′
∞∑
n=1
(n− 1
2
− εi) = − 1
2α′
ζ(−1, 1
2
+ εi) =
1
α′
(
− 1
48
+
1
4
ε2i
)
.
(7.2.13)
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Here we introduced the Hurwitz zeta function which is defined by
ζ(s, ǫ) =
∞∑
n=0
1
(n+ ǫ)s
, (7.2.14)
and regularized the infinite sums by taking the well-defined analytic continuation
to s = −1. Just as in the case without magnetic fields, in the Ramond sector the
vacuum energy of the bosons is cancelled exactly by that of the fermions. In the
Neveu-Schwarz sector however, the vacuum energy is given by
l0 =
1
α′
(
(8− 2k)
(
− 1
24
− 1
48
)
+ 2
k∑
i=1
(
− 1
24
+
1
4
εi(1− εi)− 1
48
+
1
4
ε2i
))
=
1
2α′
(−1 +
k∑
i=1
εi) . (7.2.15)
We have used that fact that as usual the ghost contributions cancel the effect of
the time dimension and the dimension longitudinal to the string.
In the Neveu-Schwarz sector the GSO projection removes the vacuum |0〉NS as
well as its bosonic excitations. The surviving lowest-lying states are then:
k∏
i=1
(αi−εi)
mi(dj
− 12+εj
)|0〉NS, mi ∈ N,
k∏
i=1
(αi−εi)
mi(dj
− 12−εj
)|0〉NS, mi ∈ N,
(7.2.16)
with mass given by
M2 =
1
2πα′
(∑
i
(2mi + 1)φi ∓ 2φj
)
. (7.2.17)
With the minus sign and mi = 0 for all i we find tachyonic modes unless∑
i6=j
φi ≥ φj , ∀j. (7.2.18)
For k = 2 this is equivalent to the BPS condition φ1 = φ2, but for k > 2 the
BPS condition is stronger than the condition for stability. In other words, there
exist stable configurations, that is configurations without tachyons, that are not
supersymmetric.
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In the light-cone gauge the physical states in the Ramond sector that are not
projected out by the GSO projection are:
k∏
i=1
(αi−εi)
mi(di−εi)
li |0〉R, mi ∈ N, li ∈ {0, 1}, (7.2.19)
where |0〉R carries a chiral spinor representation of SO(8 − 2k). The masses of
these states, which in the absence of magnetic fields reduce to the gauginos, are
given by
M2 =
1
2πα′
k∑
i=1
2 (mi + li)φi. (7.2.20)
7.3 Spectrum from the Effective Action
The mass formulae given in eqs. (7.2.17) and (7.2.20) should be reproduced by
the spectrum of off-diagonal fluctuations in the effective action approach. Taking
the effective action given in eqs. (6.3.2–6.3.8), one turns on the constant magnetic
background given by eq. (7.1.2). Expanding the angles φi in powers of α
′ using
eq. (4.1.20) gives
φi
2πα′
= 2
(
fi − (2πα
′)2f3i
3
+
(2πα′)4f5i
5
+O ((α′)6)) . (7.3.1)
From the orders in α′ we read off that the terms linear in fi have to be reproduced
by L(0), those cubic in fi by L(2), while L(3) should not contribute to the spectrum
at all. L4 is responsible for the terms quintic in fi.
The author collaborated in the spectrum check up to order α′3 both for the
bosonic and the fermionic terms while other members of the group pursued it up to
α′4 [89]. The latter is important because α′4 is the first order where discrepancies
appear between the string spectrum and the spectrum of the earlier proposed
symmetrized trace prescription, which consists of only the terms L(4,0) [83][84].
We will describe the calculation of the Yang-Mills bosonic and fermionic spec-
trum in detail and just state the results for the higher orders as the calculations
become very involved. We will also expand on how to deal with field redefinitions.
7.3.1 The Yang-Mills Spectrum
It will be convenient to introduce complex coordinates in which the constant
background field looks like eq. (7.1.4). We split first the gauge fields as follows:
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A = A(0)+δA, where A(0) is the background and δA the fluctuations. Here and in
the next formulae we suppress the complex index of the gauge field, which could be
barred as well as unbarred. We are only interested in the off-diagonal components
of the gauge fields,
δA = i
(
0 δA+
δA− 0
)
, (7.3.2)
as the diagonal fluctuations probe the abelian part of the action. The background
covariant derivative D
(0)
α acts on the fluctuations as
D(0)α δA = i
(
0 (∂α + 2iA
(0)
α )δA+
(∂α − 2iA(0)α )δA− 0
)
, (7.3.3)
and similarly for the covariant derivative with barred index. This motivates us to
introduce the following useful component background covariant derivatives:
DαδA± =
(
∂α ± 2iA(0)α
)
δA±, Dα¯δA± =
(
∂α¯ ± 2iA(0)α¯
)
δA±. (7.3.4)
These satisfy the commutation relations
[Dα,Dβ¯ ] = ±2iδαβf cα, (7.3.5)
where the sign depends on whether the derivatives act on δA+ or δA−. The
spectrum of δA+ is equal to that of δA−, which reflects the two orientations of the
strings stretching between the two branes. We will investigate here the spectrum
of δA+.
Linearizing the equations of motion that follow from eq. (6.3.2) we get
0 =
(D2 + 4if cα) δA+α −
k∑
β=1
Dα(DβδA+β¯ +Dβ¯δA+β ) ,
0 =
(D2 − 4if cα) δA+α¯ −
k∑
β=1
Dα¯(DβδA+β¯ +Dβ¯δA+β ) ,
(7.3.6)
where
D2δA+ =

NC + k∑
β=1
DβDβ¯ +
k∑
β=1
Dβ¯Dβ

 , (7.3.7)
and NC denotes the d’Alambertian in the non-compact directions. Choosing the
gauge
k∑
β=1
(DβδA+β¯ + Dβ¯δA+β ) = 0, (7.3.8)
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we can rewrite eq. (7.3.6) as
0 =

NC + 2 k∑
β=1
(Dβ¯Dβ + if cβ)+ 4if cα

 δA+α ,
0 =

NC + 2 k∑
β=1
(Dβ¯Dβ + if cβ)− 4if cα

 δA+α¯ .
(7.3.9)
In order to construct eigenfunctions of the operators following NC in both equa-
tions we introduce creation and annihilation operators,
aα = iDα, a†α¯ = iDα¯ , (7.3.10)
which satisfy
[aα, a
†
β¯
] = −2if cαδαβ¯ = 2fαδαβ¯ . (7.3.11)
With these operators we can construct a complete set of functions on the torus:
φ{m1,m2,...,mk}(z, z¯) =
(
a†z¯1
)m1 (
a†z¯2
)m2
. . .
(
a†
z¯k
)mk
φ{0,0,...,0}(z, z¯), (7.3.12)
where φ{0,0,...,0} is defined through
aα φ{0,0,...,0}(z, z¯) = 0, ∀α ∈ {1, 2, . . . , k}. (7.3.13)
The function φ{0,0,...,0}(z, z¯) is, modulo a discrete degeneracy, fully determined by
eq. (7.3.13) and the requirement that it satisfies proper boundary conditions. It
was explicitly constructed in [127] elaborating on the work of [128]. It is shown
there that the degeneracy of the ground state is given by Pf(nij) =
∏k
i=1 ni,
which is exactly the number of intersection points of the two branes wrapping the
torus. These are indeed the different places where the “off-diagonal” strings can
be found. Denoting the non-compact coordinates collectively by y we make the
Kaluza-Klein expansion
δA+(y, z, z¯) =
∑
(m1,...,mk)∈N
k
δA+{m1,...,mk}(y)φ{m1,...,mk}(z, z¯). (7.3.14)
The masses of the modes δA+{m1,...,mk}(y) can easily be determined. Indeed, using
eq. (7.3.11) and −if cα = fα ≥ 0 one immediately gets(
NC −M2
)
δA+{m1,...,mk}α (y) = 0, (7.3.15)
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with
M2 = 2
k∑
j=1
(2mj + 1)fj + 4fi, (7.3.16)
and (
NC −M2
)
δA
+{m1,...,mk}
α¯ (y) = 0, (7.3.17)
with
M2 = 2
k∑
j=1
(2mj + 1)fj − 4fi, (7.3.18)
which agrees with the leading term in eq. (7.2.17) using the expansion (7.3.1).
Next, we turn our attention to the fermionic fluctuations:
χ = i
(
0 χ+
χ− 0
)
. (7.3.19)
From the Dirac Lagrangian
LF(0) =
1
2
Tr χ¯D/χ , (7.3.20)
where χ¯ = χ†iΓ0, follow readily the equations of motion,
(∂/NC +D/)χ+ = 0, (7.3.21)
where D is defined as in eq. (7.3.4). The equation for χ− is similar. Squaring the
kinetic operator in eq. (7.3.21) we get
NC + 2 k∑
β=1
{Dβ¯Dβ + if cβ − if cβΓββ¯}

χ+ = 0. (7.3.22)
Now we introduce the complete set of functions ψ{(m1,l1),(m2,l2),...,(mk,lk)} with
mi ∈ N and li ∈ {0, 1} for i = 1 . . . , k by
ψ{(m1,l1),(m2,l2),...,(mk,lk)} ≡ φ{m1,...,mk} (Γ1¯)l1 (Γ2¯)l2 · · · (Γk¯)lk |0〉, (7.3.23)
where |0〉 is the spinor “vacuum” satisfying Γα|0〉 = 0, ∀α. We expand the fermion
field
χ+(y, z, z¯) =
∑
{(m,l)}
χ+{(m,l)}(y)ψ{(m,l)}(z, z¯), (7.3.24)
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where {(m, l)} ≡ {(m1, l1), (m2, l2), . . . (mk, lk)} and y again collectively denotes
the non-compact coordinates. Using this Kaluza-Klein expansion one finds from
eq. (7.3.22) that the mass of χ+{(m,l)}(y) is given by
M2 = 2
k∑
i=1
2 (mi + li) fi. (7.3.25)
This reproduces the mass of the fermionic modes found in eq. (7.2.20) through
lowest order in α′.
7.3.2 Field Redefinitions
As an example, let us study the influence of the simplest possible field redefinition:
Aν → Aν + 2πα′ξDµFµν . (7.3.26)
As a result of this redefinition the effective Lagrangian gains an α′ correction
L′(1) = 2πα′ξTr DρFρνDµFµν . (7.3.27)
Performing the spectrum calculation as above one finds the same result for the
spectrum, i.e. one recovers eq. (7.3.9), provided one redefines the fluctuations as
δAα → δAα − 4πα′ξ
(
D2δAα + 2[F (0)αβ¯ , δAβ ]
)
, (7.3.28)
and analogously for the barred indices. Such correcting field redefinitions turn
out to be unambiguously defined when demanding that the dispersion relation
should be of the form (NC −M2)δA = 0. Crucial in finding the appropriate
field redefinition is the form of the derivatives with respect to the non-compact
coordinates.
7.3.3 Higher Orders
At higher orders not only one has to apply an appropriate field redefinition, but also
the gauge condition will get corrections. After a very long and tedious calculation
[89] one finds the following linearized equations of motion for the fluctuations of
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the gauge field

NC + 2 k∑
β=1
(
1 +
(2πα′f cβ)
2
3
+
(2πα′f cβ)
4
5
)
(Dβ¯Dβ + if cβ)+
4i
(
f cα +
(2πα′)2(f cα)
3
3
+
(2πα′)4(f cα)
5
5
)]
δA+α = 0, (7.3.29)
which, when expanding into the set of eigenfunctions φ{m1,...,mk} as in eq. (7.3.14),
reproduces exactly the correct spectrum. This means in particular that although
there is a non trivial contribution to the effective action at order α′3, that contri-
bution has no effect whatsoever on the spectrum [c] as predicted by string theory.
Non-abelian higher order corrections to the fermionic part of the effective action
can be found in [92][91][93][101] (for order α′2) and [2] (for order α′3). The spectral
test can only see the terms quadratic in the fermions. Working out the calculation
as above one gets again an exact match with the string theory spectrum in the
Ramond sector. As the calculation is a straightforward generalization of the lowest
order case we do not repeat it here [e].
In these calculations we learned that the spectral test is weaker for the terms
containing fermions than for the purely bosonic terms. Indeed, in [129] it was
shown that demanding that the spectrum of the gauge field is correctly reproduced,
combined with the requirement that the abelian limit should agree with the known
result, completely fixes the bosonic part of the effective action through order α′2,
which is not the case for the fermionic terms. From order α′3 and up the spectral
test does not suffice to fix the action, neither in the bosonic case nor in the fermionic
case. In [129] was studied how much of the bosonic α′4 could be fixed by the
spectrum calculation. However, since in the non-abelian case there does not seem
to be an equivalent of the slowly varying field limit, the assumption in that paper
that there would be no derivative corrections is manifestly too strong.
7.4 Applications
Intersecting brane configurations are very popular in D-brane phenomenology as a
way to obtain a particle spectrum as close to the Standard Model as possible, see
[130] for a review and [131] for an extensive list of references. Consider for instance
two stacks of D6-branes intersecting over a 4-dimensional space-time and at angles
φ1, φ2 and φ3 in the remaining 6 dimensions. In this case k = 3. A fortunate
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feature of this model, which was already noted in [118], is that it contains a
massless chiral fermion at the 4-dimensional intersection; see also eq. (7.2.19). If
the two stacks consist of Na and Nb branes respectively, strings stretching between
stack a and stack b lead to a chiral fermion in the (Na, N¯b) representation of the
gauge group U(Na) × U(Nb) while strings with the other orientation lead to a
(N¯a, Nb) chiral anti-fermion. Another nice feature is that the different intersection
points provide the different generations.
The necessity of introducing D6-branes instead of other-dimensional branes
lies in the fact that any continuous motion of the branes (preserving the same
gauge symmetry) maintains the existence of the intersection; in this way the chiral
particles cannot suddenly become massive which would be prohibited by an index
theorem.
To address various issues like the hierarchy problem and obtaining stability,
one would like to construct supersymmetric configurations, which is much more
difficult and requires, together with RR tadpole cancellation, the introduction of
O6-planes.
Furthermore, intersecting branes provide an interesting setting to study the
dynamics of tachyon condensation; for a review see [132]. Indeed, at small angles
the Yang-Mills (with or without higher order corrections) fluctuation analysis of
this chapter can be used to study brane recombination [133][134]. This fluctuation
analysis was carried through up to order α′4 in [135] which provided another
(related) check on our D-brane effective action.

Chapter 8
A Different Road:
Supersymmetric σ-models
with Boundaries
The analysis of chapter 6 showed that derivative terms played a crucial role in
the non-abelian case. The complexity of the results for the effective action in that
chapter makes one wonder whether a closed expression to all orders in α′ might
ever be obtainable. If such a closed expression exists, one should, by taking the
abelian limit, obtain a closed expression for the abelian effective action including
all derivative corrections! So before tackling the full non-abelian problem, perhaps
a more modest aim is to find all-order results for the abelian case with derivatives.
Significant progress in this direction has been made in [1] where the bosonic sector
was calculated up to 4 derivatives using the boundary state formalism; see also
section 5.2. Moreover, in [77] a conjecture has been made about higher-derivative
terms. As we saw in section 2.3.4, one of the other ways to obtain the effective
action, the Weyl invariance method, involves the calculation of the β-functions.
While all calculations until now have been done in X-space, it would be interesting
to try a superspace calculation1. Just as the method based on the boundary state
formalism, the Weyl invariance method is rather powerful in the sense that it works
order by order in the number of derivatives while all orders in α′ are calculated at
once. A first step is the construction of the N = 2 superspace with boundaries,
1In [136] an attempt was made to show through an N = 1 superspace β-function calculation
that all derivative corrections would vanish. This is obviously not true.
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which is the subject of this chapter.
Without boundaries, the supersymmetric extension of the Polyakov action in
non-trivial backgrounds suitable for describing type II strings — we will treat
left- and right-movers symmetrically — is the N = (1, 1) non-linear sigma-model.
Adding a second supersymmetry for each chirality turns out to be sufficient to
ensure space-time supersymmetry. Such N = (2, 2) supersymmetry yields restric-
tions on the geometry of target space. In the absence of boundaries this geometry
has been intensively studied in the past, e.g. [137][138].
Much less is known about the case with boundaries, which is relevant for type
I string theories and type II string theories with D-branes. Partial results on su-
persymmetric σ-models with boundaries were known already for some time, e.g.
[139][65]. In any case the boundary breaks a linear combination of the left- and
right-moving supersymmetry such that only N = 1 or N = 2 supersymmetry
is left. Only more recently a systematic study was performed, [140] and [141],
resulting in the most general boundary conditions compatible with N = 1 super-
symmetry. Subsequently, these results were extended to N = 2 supersymmetry
[142]. See also [143] for some specific applications to WZW models, [144] for a
different approach, and [145] for a review of the N = 1 and N = 2 case and further
applications to WZW models.
However, the results of [140] and [141] remain somewhat surprising. Not only
are the derivations quite involved, but the presence of a Kalb-Ramond background
seems to require a non-local superspace description of the model; see for instance
eq. (4.10) of [141], which contains the awkward 1/D+ factor where D+ is a co-
variant derivative in superspace. A non-trivial Kalb-Ramond background already
occurs in the case of interest for us, namely open strings in a trivial gravitational
background, but in a non-trivial electromagnetic background. But clearly, in order
to study the open string effective action through the calculation of supergraphs, a
local superspace description is called for.
In this chapter we reanalyse the models studied in [140] and [141], and we
resolve many of the difficulties encountered there. These complications stem from
the desire to keep the N = (1, 1) bulk supersymmetry manifest although the
presence of the boundary breaks this supersymmetry to an N = 1 supersymmetry
anyway.
After a first section with definitions, we start with a boundary superspace
formulation that is manifestly invariant under only one combination of the two
bulk supersymmetries. This approach was inspired by the methods used in [146],
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in quite a different setting however, and independently from us suggested in [144]
although not worked out therein. In this way the analysis of boundary conditions
compatible with N = 1 supersymmetry is greatly facilitated and one finds that,
just as for the case without boundaries, N = 1 introduces no new conditions on
the target space geometry compared to N = 0. In addition, no non-local terms
are needed and the cases with or without Kalb-Ramond are treated on the same
footing. The price we pay is that we loose manifest bulk d = 2 super-Lorentz
covariance.
In the third section we investigate under which conditions the N = 1 super-
symmetry can be promoted to an N = 2 supersymmetry. As for the case with-
out boundaries, one needs two separately integrable covariantly constant complex
structures. The metric has to be hermitian with respect to both of them. How-
ever, the presence of boundaries requires that one of them is expressed in terms
of the other one and the remainder of the geometric data. We study the N = 2
superspace formulation, which seems to work in only one case. Fortunately, it is
exactly the case of interest.
8.1 Definitions
We study the general case in curved space with a metric Gij(X) and a Kalb-
Ramond tensor Bij(X) = −Bji(X). Only in further work we will specialize to
the case of interest for the effective action calculations i.e. flat metric and closed
Fij =
1
2πα′Bij on the boundary.
Denoting the world-sheet coordinates by τ and σ, we define light-cone coordi-
nates
σ 6= = τ + σ, σ= = τ − σ ⇒ ∂6= = 1
2
(∂τ + ∂σ), ∂= =
1
2
(∂τ − ∂σ). (8.1.1)
The target space coordinates are denoted by X i, i ∈ {1, · · · d}. The torsion is
given by the curl of the Kalb-Ramond field:
Tijk = −3
2
B[ij,k]. (8.1.2)
We introduce two connections
Γ i(±)jk =
{
i
jk
}± T ijk, (8.1.3)
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where
{
i
jk
}
is the standard Christoffel connection. The connections are used to
define covariant derivatives
∇(±)i V j = ∂iV j + Γ j(±)kiV k,
∇(±)i Vj = ∂iVj − Γ k(±)jiVk .
(8.1.4)
We define curvature tensors as follows:
[∇(±)i ,∇(±)j ]V k =
1
2
V lR k(±)lij ± T lij∇(±)l V k. (8.1.5)
The curvature tensors R
(±)
ijkl are anti-symmetric in the first and the last two indices,
and they also satisfy
R+ijkl = R
−
klij . (8.1.6)
We will start from the N = (1, 1) superspace formalism and introduce Majora-
na-Weyl fermionic coordinates θ+ and θ−, which satisfy (θ+)∗ = θ+ and (θ−)∗ =
θ−. The supersymmetry generators and covariant derivatives are given by:
Q+ =
∂
∂θ+
+ iθ+∂6= , Q− =
∂
∂θ−
+ iθ−∂= ,
D+ =
∂
∂θ+
− iθ+∂6= , D− = ∂
∂θ−
− iθ−∂= ,
(8.1.7)
and satisfy
Q2+ = −D2+ = i∂6=, Q2− = −D2− = i∂= . (8.1.8)
The real coordinate superfield Φi is defined as
Φi = X i − iθ+ψi+ − iηθ−ψi− + iθ−θ+F i , (8.1.9)
where X i are the target space coordinates, ψi+ and ψ
i
− real world-sheet fermions
and F i an auxiliary field. The sign η ∈ {+1,−1} will not play any essential role
but we introduced it to be able to better compare with [140] and [141]. The
factors of i appear to ensure the reality of X i. The N = (1, 1) supersymmetry
transformation generated by ǫ+Q+ + ǫ
−Q− is given by
δX i = −iǫ+ψi+ − iηǫ−ψi−,
δψi+ = ǫ
+∂6=X
i + ǫ−F i,
δψi− = ηǫ
−∂=X
i − ηǫ+F i,
δF i = +iηǫ+∂6=ψ
i
− − iǫ−∂=ψi+ ,
(8.1.10)
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which is indeed a symmetry of the bulk non-linear σ-model, which reads in X-
space2
Lbulk = 2(Gij +Bij)∂6=X i∂=Xj + 2i Gij ψi+∇(+)= ψj+ + 2i Gij ψi−∇(−)6= ψj−
+R
(−)
ijklψ
i
−ψ
j
−ψ
k
+ψ
l
+ + 2(F
i − iηΓ i(−)klψk−ψl+)Gij(F j − iηΓ j(−)mnψm−ψn+).
(8.1.11)
8.2 N = 1 Supersymmetry
8.2.1 Superspace Formulation
In [g] the most general boundary superspace action was constructed. Subsequently,
its coefficients were fixed by requiring that it should reproduce the X-space non-
linear σ-model in the bulk. We will not do so here, but instead derive the action
from the bulk N = (1, 1) action. This trick was independently from us suggested
in [144] and worked out in the appendix of [g].
The well-known superspace N = (1, 1) bulk action reads
Sbulk = 2
∫
dτdσ
[
D+D−
(
(Gij +Bij)D+Φ
iD−Φ
j
)]
, (8.2.1)
where the square brackets denote putting θ+ = θ− = 0. The demonstration of
supersymmetry invariance uses partial integration. Since for open strings there is
a boundary at σ = 0 and σ = π, a total derivative with respect to σ will introduce
boundary terms. As a consequence, Sbulk is not supersymmetric. In [140][141]
this was remedied by applying the boundary conditions to make the boundary
variation vanish.
Instead, we are looking for an action that is
• manifestly supersymmetric without using the boundary conditions;
• in the bulk equivalent with (8.2.1).
To proceed we introduce new fermionic coordinates, and the corresponding
2With respect to action (7.2.1) we absorbed (α′)−
1
2 into the Xi and removed an overall factor
of 1
2pi
.
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covariant derivatives and supersymmetry generators:
θ = θ+ + θ−, D =
1
2
(D+ +D−), Q =
1
2
(Q+ +Q−) ,
θ˜ = θ+ − θ−, D˜ = 1
2
(D+ −D−), Q˜ = 1
2
(Q+ −Q−) ,
(8.2.2)
such that
Q2 = Q˜2 = +
i
4
∂
∂τ
, (8.2.3a)
D2 = D˜2 = − i
4
∂
∂τ
, (8.2.3b)
{Q, Q˜} = + i
2
∂
∂σ
, (8.2.3c)
{D, D˜} = − i
2
∂
∂σ
. (8.2.3d)
Consider the following “improved” action:
SN=1 = −4
∫
dτdσ
[
DD˜
(
(Gij +Bij)D+Φ
iD−Φ
j
)]
= −4
∫
dτdσdθ
[
D˜
(
(Gij +Bij)D+Φ
iD−Φ
j
)]
,
(8.2.4)
where the square brackets in the first line denote θ = θ˜ = 0 and in the second line
θ˜ = 0. This is explicitly supersymmetric on the boundary under the supersym-
metry Q and using D+D− = −2DD˜− i2 ∂dσ modulo boundary terms equivalent to
(8.2.1). We define two N = 1 superfields, a bosonic3 and a fermionic, as follows:[
Φi
]
= X i ,
i
[
D˜Φi
]
= Ψi ,
(8.2.5)
where the square brackets denote again θ˜ = 0. Working out the D˜ derivative we
find the full model in N = 1 superspace:
SN=1 =
∫
dτdσdθ
(
2iGijDX
iX˙j − 4iBijDX iXj ′ − 4GijΨiXj ′ + 8Gij∇ΨiΨj
−8i
3
TijkΨ
iΨjΨk − 8iTijkΨiDXjDXk
)
,
(8.2.6)
3We denote the bosonic N = 1 superfield and the target space coordinates by the same symbol
Xi. Since both are used in different contexts i.e. X-space versus superspace, there should be no
confusion.
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where the covariant derivative ∇Ψi is given by
∇Ψi = DΨi +
{
i
jk
}
DXkΨj. (8.2.7)
The transition to the non-linear σ-model in X-space can be made by integrating
out the θ coordinate using
ψi+ =
[
iDX i +Ψi
]
,
ψi− = η
[
iDX i −Ψi] , (8.2.8)
which we infer from eq. (8.1.9). Here the square brackets denote putting θ = 0.
Another possibility is the action (8.2.4) with D and D˜ interchanged. Using
(8.2.5) and (8.2.8) we find
ψi+ =i
[
DΦi + D˜Φi
]
,
ψi− =iη
[
DΦi − D˜Φi
]
,
(8.2.9)
from which we see that interchanging D and D˜ is in fact equivalent to flipping the
sign η → −η.
Of course, the argument in the preceding paragraphs does not replace the
exhaustive analysis in [g] because it is not a priori clear that the most general
boundary model could be written in the form (8.2.4). In fact, this procedure does
not work when one tries to derive σ-models in N = 2 boundary superspace from
the N = (2, 2) superspace σ-models.
8.2.2 Boundary Conditions
Varying eq. (8.2.6) yields a boundary term
− 4
∫
dτdθ
(
ΨiGij + iDX
iBij
)
δXj. (8.2.10)
This vanishes if we take Neumann boundary conditions in all directions,
Ψi = i BijDX
j, (8.2.11)
or Dirichlet boundary conditions in all directions,
δX i = 0. (8.2.12)
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The more general case, which involves both Dirichlet and Neumann boundary con-
ditions requires the introduction of an almost product structure Rij(X) satisfying
RikRkj = δij . (8.2.13)
This allows us to construct the projection operators P±:
P i±j =
1
2
(
δij ±Rij
)
. (8.2.14)
Using these projection operators we impose Neumann,
P i+j
(
Ψj − i BjkDXk
)
= 0, (8.2.15)
and Dirichlet boundary conditions,
P i−jδXj = 0. (8.2.16)
From eqs. (8.2.15) and (8.2.16), we obtain
Ψi = P i−jΨj + iP i+jBjkPk+lDX l,
δX i = P i+jδXj.
(8.2.17)
From this one observes that, as was to be expected, δX is completely frozen in the
Dirichlet directions while Ψ gets a component in the Neumann directions when
there is a non-trivial Kalb-Ramond background. Eq. (8.2.16) implies
P i−jX˙j = P i−jDXj = 0. (8.2.18)
This equation leads to certain compatibility conditions when requiring eq. (8.2.3b).
Indeed, acting with D on the second equation in eq. (8.2.18), we get
0 = − i
4
P i−jX˙j + P i−l,mP l+jPm+ kDXkDXj . (8.2.19)
This is indeed consistent with the first expression in eq. (8.2.18) provided
P l+[iPm+ j]Pk−l,m = 0 (8.2.20)
or equivalently
P l+[iPm+ j]Pk+l,m = 0 (8.2.21)
holds. Put in this way it looks as if the above argument requires supersymmetry.
However, instead of requiring that D2 = −(i/4)∂/∂τ still holds on the boundary as
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we did above, one could demand the same for [δ, ∂/∂τ ] = 0, which works also with-
out supersymmetry. This would lead to the same integrability condition (8.2.21).
Armed with the projection operators we can rewrite the boundary term in the
variation as∫
dτdθ
(
Ψi + iDXkBk
i
)
GijδX
j
=
∫
dτdθ
(P i+k + P i−k) (Ψk + iDX lBlk)GijδXj
=
∫
dτdθ
(
P i+k
(
Ψk + iDX lBl
k
)
GijδX
j +
(
Ψi + iDX lBl
i
)
GijPj−kδXk
)
,
(8.2.22)
where in the last step we had to impose the invariance of the metric under the
(1, 1)-tensor R:
RkiRljGkl = Gij . (8.2.23)
Using eq. (8.2.13) this gives
Rij = Rji, (8.2.24)
where we defined Rij = GikRkj . Imposing the Neumann, eq. (8.2.15), and the
Dirichlet, eq. (8.2.16), boundary conditions the boundary term in the variation of
the action indeed vanishes.
Summarizing, we can have mixed Neumann and Dirichlet boundary conditions
provided there exists a (1, 1)-tensor R that satisfies
RikRkj = δij , (8.2.25a)
RkiRljGkl = Gij , (8.2.25b)
P l+[iPm+ j]Pk+l,m = 0. (8.2.25c)
Eq. (8.2.25a) tells us that R is an almost product structure, for which according
to eq. (8.2.25b) the metric is preserved. The last condition, eq. (8.2.25c), tells
us that the projection operator P+ is integrable. Note that this is weaker than
requiring that R is integrable. The latter would require that
RilRl[j,k] +Rl[jRik],l = 0 (8.2.26)
holds. This is equivalent to the integrability of both P+ and P−.
Performing the same analysis for the N = 0 model would lead to the same
conditions such that we can conclude that any N = 0 non-linear σ-model with
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given boundary conditions allows for an N = 1 supersymmetric extension i.e. the
one given in eq. (8.2.6).
We now briefly compare our results to those obtained in [140] and [141]. In
the present derivation, whether or not a Kalb-Ramond background is present
does not play any role. When the Kalb-Ramond background vanishes, Bij =
0, eqs. (8.2.25a)-(8.2.25c) precisely agree with the conditions derived in [140].
However, as supersymmetry is kept manifest, the derivation of these conditions
is tremendously simplified. Contrary to [140] we remained off-shell all the time.
A drawback compared to [140] is the loss of manifest d = 2 bulk super-Lorentz
covariance in the present formulation. For a non-trivial Kalb-Ramond background
the comparison with the results in [141] is a bit more involved. A first bonus
compared to [141] is that we have a regular superspace formulation, i.e. no non-
local terms are needed here. Combining eqs. (8.2.8), (8.2.15) and (8.2.18) we
obtain the following boundary condition for the fermions (in matrix notation):
ψ− = η
R−B++
1 +B++
ψ+
= η (P+ 1−B++
1 +B++
− P−) ,
(8.2.27)
where ψ− and ψ+ describe the right- and left-moving modes respectively and
(B++)
i
j stands for P i+kBklP l+j . Comparing with the boundary condition (2.1)
in [141], we see that our (1,1)-tensor (1 +B++)
−1(R−B++) should be identified
with the (1,1)-tensor R in their paper. Furthermore, our R, P+ and P− are to
be identified with r, π and Q respectively. It is then straightforward to show that
eqs. (8.2.25a)-(8.2.25c) are equivalent to the conditions in eq. (3.22) of [141].
8.3 N = 2 Supersymmetry
8.3.1 Promoting the N = 1 to an N = 2 Supersymmetry
The action (8.2.6) is manifestly invariant under the supersymmetry transformation
δX i = εQX i, δΨi = εQΨi, (8.3.1)
where the supersymmetry generator Q was defined in eq. (8.2.2). Let us now
turn our attention to the conditions under which the action (8.2.6) exhibits a
second supersymmetry. The most general transformation rules consistent with the
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dimensional analysis4 and statistics that we can write down are
δX i = εˆJ i(1)j(X)DXj + εˆJ i(2)j(X)Ψj ,
δΨi = εˆK i(1)j(X)DΨj + εˆK i(2)j(X)X˙j + εˆK i(3)j(X)X ′j+
εˆL i(1)jk(X)ΨjΨk + εˆL i(2)jk(X)ΨjDXk + εˆL i(3)jk(X)DXjDXk.
(8.3.2)
In [g] we required the variation of the action to vanish and the supersymmetry
algebra
[δ(εˆ1), δ(εˆ2)]X
i =
i
2
εˆ1εˆ2X˙
i, [δ(εˆ1), δ(εˆ2)]Ψ
i =
i
2
εˆ1εˆ2Ψ˙
i (8.3.3)
to hold on-shell. The calculation is rather lengthy but straightforward.
Here we will make the results plausible by “deriving” them from the second
supersymmetries in the bulk, which look in N = (1, 1) superspace language like
δΦi = εˆ+J
i
jD+Φ
j + εˆ−J¯
i
jD−Φ
j , (8.3.4)
where J and J¯ satisfy
Gi(j J
i
k) =Gi(j J¯
i
k) = 0,
∇+k J ij =∇−k J¯ ij = 0 ,
(8.3.5)
and
J ijJ
j
k = J¯
i
j J¯
j
k = −δij , N ijk[J, J ] = N ijk[J¯ , J¯ ] = 0 , (8.3.6)
with the Nijenhuistensor N [A,B] given by
N ijk[A,B] = A
l
[jB
i
k],l +A
i
lB
l
[j,k] +B
l
[jA
i
k],l +B
i
lA
l
[j,k] . (8.3.7)
The latter conditions eq. (8.3.6)-(8.3.7) are needed for the second supersymmetry
to satisfy the algebra on-shell while the former, eq. (8.3.5), ensures invariance of
the bulk action (8.2.1). Eq. (8.3.6) is the condition for J and J¯ to be complex
structures, while according to eq. (8.3.5) the metric is hermitian with respect to
both complex structures and the J and J¯ are covariantly constant with respect to
the different connections including torsion defined in eq. (8.1.3).
Since only one of the supersymmetries (8.3.4) will survive on the boundary we
put εˆ+ = εˆ− =
1
2 εˆ. Going over to the N = 1 language we find from the bottom
and top components of eq. (8.3.4) the tensors in eq. (8.3.2). However, there is
4X has world-sheet mass dimension 0, Ψ and D have dimension 1/2 and derivatives to τ and
σ have dimension 1.
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more freedom in the boundary N = 1 superspace than in the bulk N = (1, 1).
When requiring only on-shell closure one finds that one can add the following
transformation to the second supersymmetry:
δX i = 0,
δΨi = εˆKij
(
1
2
DΨj − 1
8
Xj ′ +
1
2
K li{ljk}ΨjDXk+
i
4
K liTljk
(
ΨjΨk +DXjDXk
))
, (8.3.8)
where K is an arbitrary antisymmetric tensor, Gi(jK
i
k) = 0. Note that K in fact
multiplies an equation of motion so that this transformation vanishes on-shell.
Using the antisymmetry of K it is also easy to show that the action eq. (8.2.6) is
invariant under this additional transformation .
Putting it all together, the most general second supersymmetry transformation
looks like eq. (8.3.2) with
J(1) =
1
2
(J + J¯), iJ(2) = −4K(2) =
1
2
(J − J¯) ,
K(1) =
1
2
(J + J¯ +K), K(3) = −
1
8
(2J + 2J¯ +K) ,
Li(1)jk = −
1
2
(
∂[jJ
i
k] + ∂[j J¯
i
k]
)
+
i
4
Gil Kml Tjkm ,
Li(2)jk =
i
2
(
∂jJ
i
k + ∂j J¯
i
k − iGil Kml
{
mjk
})
,
Li(3)jk =
i
4
Gil Kml Tjkm .
(8.3.9)
The algebra closes off-shell iff
• ([J, J¯ ] = 0 and K = 0) or
• K = −2J − 2J¯ .
So we see that the algebra can be made to close off-shell even if [J, J¯ ] 6= 0. This has
to be contrasted with the case without boundaries where the N = (2, 2) algebra
only closes modulo terms proportional to [J, J¯ ] times an equation of motion. This
suggests an N = 2 superspace description could be possible without introducing
further auxiliary fields even if [J, J¯ ] 6= 0. Unfortunately, we were only able to
construct an N = 2 superspace if J = J¯ .
8.3. N = 2 Supersymmetry 127
We now turn to the boundary term in the supersymmetry variation of the
action. Using an obvious matrix like notation one shows that this term vanishes
provided5
P−(J − J¯)P− = 0,
P+(J − J¯)P+ = P+[B, J + J¯ ]P+ + P+B (J − J¯)B P+,
(8.3.10)
holds. Invariance of the boundary conditions, eqs. (8.2.15) and (8.2.16), under the
N = 2 supersymmetry transformations requires
P−(J + J¯)P+ = −P−(J − J¯)BP+,
P+(J + J¯)P− = P+B(J − J¯)P−.
(8.3.11)
Using the antisymmetry of J and B and the symmetry of R, it is clear that the
second equation in eq. (8.3.11) is the transpose of the first one. It is surprising
that conditions (8.3.10) and (8.3.11) are strictly algebraic. Indeed, carrying out
the straightforward but tedious calculation, one would find that all derivative
terms eventually cancel using the integrability condition (8.2.21). Using the above
conditions together with the previously obtained equations, we can express J¯ in
terms of J :
J¯ = (1 +B++)
−1(1−B++)J++(1 +B++)(1−B++)−1 + J−−
− (1 +B++)−1(1−B++)J+− − J−+(1 +B++)(1 −B++)−1
=MJM−1,
(8.3.12)
with
M = R−B++
1 +B++
, M−1 = R+B++
1−B++ . (8.3.13)
In the above we used the notation B++ = P+BP+, J−+ = P−JP+, etc. Using
the conditions involving J , it is quite trivial to show that J¯ is indeed an almost
complex structure with respect to which the metric G is hermitian. However,
the covariant constancy and integrability of J does not imply that J¯ as given in
eq. (8.3.12) is covariantly constant or integrable. This imposes further, presumably
rather complicated, conditions on the allowed boundary conditions, geometry and
torsion!
5The integrable projection operator P+ defines a foliation, i.e. a set of D-branes that together
fill the whole target space. We could restrict to one (or two) of these D-branes and call its (their
total) world-volume γ. If we require the endpoints of the open string to lie on the submanifold
γ, the boundary will always be part of γ. Conditions (8.3.10) and (8.3.11) then only hold on γ.
We will not follow this approach here and require these conditions on the whole of target space.
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In the case there is no torsion, T = 0, we find from eqs. (8.3.5) and (8.3.6) that
the geometry is Ka¨hler. Without further conditions on the geometry there can be
only one independent Ka¨hler form so that J = J¯ or J = −J¯ . If J = J¯ , called
B-type boundary conditions, one finds the results
[J,R] = [J,B++] = 0. (8.3.14)
This means that both R and B++ are holomorphic with respect to J . If J = −J¯ ,
called A-type boundary conditions, one gets
B++J++B++ = J++, J−− = B++J+− = J−+B++ = 0. (8.3.15)
This implies the existence of a second almost complex structure J˜ ,
J˜ = B++J++ + J+− + J−+, (8.3.16)
which is integrable in the case of a space filling D-brane. The following relation
exists between the dimension of the D-brane and the rank of B:
dim(D-brane) =
1
2
(d+ rank(B)) . (8.3.17)
In the special case B = 0 also J++ = 0 and the D-brane world-volume becomes a
Lagrangian submanifold. For a more detailed treatment we refer to [142].
Concluding, we find that a second supersymmetry is allowed provided two
almost complex structures, J and J¯ , exist that are separately integrable and co-
variantly constant, albeit with two different connections. Up to this point, this is
exactly equal to the situation without boundaries. However, when boundaries are
present it turns out that one of the two complex structures can be expressed in
terms of the other one and the remainder of the geometric data.
8.3.2 Generalized Boundary Conditions
Having at our disposal J and J¯ we can generalize eq. (8.2.8) to
ψi+ = e
αJ
[
iDX i +Ψi
]
,
ψi− = η e
±αJ¯
[
iDX i −Ψi] , (8.3.18)
where α is an arbitrary angle. This amounts to applying an R-rotation to the
original ψ+ and ψ−. Using eqs. (8.3.5) and (8.3.6) one can show that both pos-
sibilities are symmetries of the bulk action. However, only the one with the plus
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sign survives on the boundary while the one with the minus sign leads to a new
model with the boundary condition, eq. (8.2.27), replaced by
ψ− = η e
αJ¯ R−B++
1 +B++
eαJψ+
= eta
R−B++
1 +B++
e2αJψ+,
(8.3.19)
where we used eq. (8.3.12).
8.3.3 N = 2 Superspace
The fact that the supersymmetry algebra, eqs. (8.3.2) and (8.3.9), closes off-shell
makes one hope for the existence of an N = 2 superspace formulation without the
need of introducing further auxiliary fields. However, the structure of eqs. (8.3.2)
and (8.3.9) shows that the constraints on the N = 2 superfields will generically
be non-linear. This looks very problematic, so we will limit ourselves to linear
constraints.
We denote the fermionic coordinates of N = 2 superspace by θ and θ¯ and
introduce the fermionic derivatives D and D¯, which satisfy
{D, D¯} = −i∂τ , D2 = D¯2 = 0. (8.3.20)
We now want to introduce superfields that upon integrating out the extra fermionic
coordinate reduce to the fields of the previous sections. In order to achieve this
we introduce the derivative Dˆ — it corresponds to the D in the previous sections
— and the “extra” derivative Dˇ,
Dˆ =
1
2
(
D + D¯
)
, Dˇ =
i
2
(
D − D¯) , (8.3.21)
which satisfy
Dˆ2 = Dˇ2 = − i
4
∂τ , {Dˆ, Dˇ} = 0. (8.3.22)
Furthermore, we introduce the N = 2 superfields X i and Ψi. To avoid introducing
extra auxiliary degrees of freedom when passing from N = 2 to N = 1 superspace,
the Dˇ-derivatives of the fields should satisfy constraints. The most general linear
constraints one can write down are
DˇX i = Ci1jDˆXj + Ci2jΨj ,
DˇΨi = Ci3jDˆΨj + Ci4jX˙j + Ci5jXj ′,
(8.3.23)
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where the Cn, n ∈ {1, · · · , 5} are constant. Eqs. (8.3.22) imply the integrability
conditions
C21 = −1+ 4iC2C4, C23 = −1+ 4iC4C2,
C2C5 = C5C2 = 0,
C1C2 = C2C3, C3C5 = C5C1, C3C4 = C4C1,
(8.3.24)
which allow to solve the constraints, eq. (8.3.23), in terms of an unconstrained,
fermionic, dimension -1/2 superfield Λ and an unconstrained, bosonic, dimension
0 superfield Y :
X = (Dˇ − C1Dˆ)Λ + C2Y,
Ψ = (Dˇ − C3Dˆ)Y + C4Λ˙ + C5Λ′.
(8.3.25)
Motivated by the results for the second supersymmetries in the previous section,
we propose the following parameterizations for the tensors Cn, n ∈ {1, · · ·5}
C1 = 1
2
(J + J¯), C2 = − i
2
(J − J¯), C3 = 1
2
(J + J¯ +K),
C4 = −1
8
(J − J¯), C5 = −1
8
(2J + 2J¯ +K),
(8.3.26)
where J2 = J¯2 = −1. In order that eq. (8.3.24) is satisfied, one needs
K2 = −{J + J¯ ,K}, 2[J, J¯ ] = K(J − J¯) = (J¯ − J)K. (8.3.27)
This has two obvious solutions:
K = −2(J + J¯), (8.3.28)
or
K = 0 and [J, J¯ ] = 0. (8.3.29)
Obviously, eq. (8.3.23) with eq. (8.3.26) is, modulo non-linear terms, identified
with the supersymmetry transformation rules eq. (8.3.2) with eq. (8.3.9).
If we stick to linear constraints we read off from eqs. (8.3.2) and (8.3.9) that we
need to opt for eq. (8.3.29)! In that case the two commuting integrable structures J
and J¯ are simultaneously integrable and diagonalizable [138]. We choose complex
coordinates so that
Jαβ = J¯
α
β = iδ
α
β, J
α¯
β¯ = J¯
α¯
β¯ = −iδα¯β¯ , α, β ∈ {1, · · · r},
Jµν = −J¯µν = iδµν , J µ¯ν¯ = −J¯ µ¯ν¯ = −iδµ¯ν¯ , µ, ν ∈ {1, · · ·n}.
(8.3.30)
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In these coordinates, where we denote the bosonic superfield now by Z, eq. (8.3.23)
with eq. (8.3.26) takes the form
DˇZα = +i DˆZα, DˇZα¯ = −i DˆZα¯,
DˇΨα = +i DˆΨα − i
2
Zα′, DˇΨα¯ = −i DˆΨα¯ + i
2
Zα¯′, α ∈ {1, · · · r},
(8.3.31)
or equivalently
D¯Zα = DZα¯ = 0, D¯Ψα =
1
2
Zα′, DΨα¯ =
1
2
Zα¯′, (8.3.32)
and
DˇZµ = +Ψµ, DˇZ µ¯ = −Ψµ¯, DˇΨµ = − i
4
Z˙µ, DˇΨµ¯ = +
i
4
Z˙ µ¯, µ ∈ {1, · · ·n}.
(8.3.33)
Eqs. (8.3.31) and (8.3.33) are the boundary analogs of the two-dimensional chiral
and twisted chiral superfields respectively.
We will consider the case where only one type of superfields is present. Having
only chiral (twisted chiral) superfields results in a Ka¨hler geometry with B(A)-type
supersymmetry. Taking exclusively chiral superfields (n = 0), we introduce two
potentials K(Z, Z¯) and V (Z, Z¯) and the action
SB =
∫
d2σd2θK(Z, Z¯),αβ¯
(
−2iDZαD¯Z β¯ − 8iΨαΨβ¯
)
+
∫
dτd2θ V (Z, Z¯).
(8.3.34)
Passing to N = 1 superspace one gets the action (8.2.6) with
Gαβ¯ = K,αβ¯, Bαβ¯ = −
1
2
V,αβ¯ ,
Gαβ = Gα¯β¯ = 0, Bαβ = Bα¯β¯ = 0.
(8.3.35)
Solving the constraints in terms of the unconstrained superfields Λ and Y ,
Zα = D¯Λα, Zα¯ = DΛα¯, Ψα = D¯Y α +
1
2
Λα′, Ψα¯ = DY α¯ +
1
2
Λα¯′, (8.3.36)
and varying the action with respect to these unconstrained superfields, we get the
boundary term∫
dτd2θ
(
δΛα
(
−4iK,αβ¯Ψβ¯ + V,αβ¯D¯Z β¯
)
+ δΛα¯
(
4iK,α¯βΨ
β + V,α¯βDZ
β
))
.
(8.3.37)
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To make the boundary term vanish, we introduce an almost product structure R
that satisfies
Rαβ¯ = Rα¯β = 0,
Rαβ¯ = Rβ¯α.
(8.3.38)
Using the almost product structure to construct projection operators P+ and P−,
we find that the boundary term in the variation indeed vanishes if we impose
Pα−γδΛγ = P α¯−γ¯δΛγ¯ = 0,
Pα+β
(
Ψβ − i
4
Gβγ¯V,γ¯δDZ
δ
)
= P α¯+β¯
(
Ψβ¯ +
i
4
Gβ¯γV,γδ¯D¯Z
δ¯
)
= 0.
(8.3.39)
Demanding compatibility of the first two equations with Pα−βδZβ = P α¯−β¯δZ β¯ = 0
requires
Pα+[δ,ε¯]Pδ+βP ε¯+γ¯ = P α¯+[δ¯,ε]P δ¯+β¯Pε+γ = 0. (8.3.40)
Finally from DZα = Pα+βDZβ and D2 = 0 and likewise from D¯Zα¯ = P α¯+β¯D¯Z β¯
and D¯2 = 0, we get
Pα+[δ,ε]Pδ+βPε+γ = P α¯+[δ¯,ε¯]P δ¯+β¯P ε¯+γ¯ = 0. (8.3.41)
The conditions obtained here are completely equivalent to those in eqs. (8.2.25a-
8.2.25c) and (8.3.14).
We briefly turn to the case where we take exclusively twisted chiral superfields
(r = 0). The action would be:
SA =
∫
d2σd2θ
(
−8K,µν¯ΨµDˆZ ν¯ + 8K,µ¯νΨµ¯DˆZν + 2K,µZµ
′ − 2K,µ¯Z µ¯
′
)
.
(8.3.42)
Although it correctly reproduces the bulk theory, it introduces an extra boundary
term when comparing to eq. (8.2.6) while at the same time it seems to be impossible
to introduce a non-zero B at the boundary. In other words, the N = 2 superspace
description of type A boundary conditions remains unknown.
Concluding, the N = 2 description of type A boundary conditions remains
unknown, let alone mixed boundary conditions. Nevertheless, the action for type
B boundary conditions in flat space-time, but with a non-trivial electromagnetic
field,
SB =
∫
d2σd2θ
∑
α
(−2iDZαD¯Zα¯ − 8iΨαΨα¯)+ ∫ dτd2θ V (Z, Z¯), (8.3.43)
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with the chiral superfields defined in eq. (8.3.32) is a good starting point for the
study of the β-functions directly in superspace. The easiest would be to take
Neumann boundary conditions in all directions. The simplicity of eq. (8.3.43)
indicates that a systematic study of the derivative corrections to the effective
action might be possible.
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Chapter 9
Concluding Remarks
The main theme of this work is the construction of the D-brane effective action. In
the abelian case and in the limit of constant field strengths this action is already
known for a long time to all orders in α′: it is the Born-Infeld action. When several
branes coincide the gauge group becomes non-abelian and much less is know about
the effective action i.e. only the first few orders. The introductory chapter 2 gives
an overview of past attempts and successes in constructing more of the effective
action.
In this thesis we proposed a new method for constructing the effective action
and applied it to the abelian case with derivative corrections and to the non-
abelian case. The method is based on an extension of the self-duality equation
in four-dimensional Super-Yang-Mills theory. When the field strength is self-dual,
the equations of motion are automatically solved. Moreover, these self-dual config-
urations leave some supersymmetry unbroken and saturate a Bogomolny bound;
we call them BPS states. In more than four dimensions the BPS equations turn
out to be the equations found by Corrigan et al. [111]. We argued that also for
the unknown complete D-brane effective action, which is a perturbation of Yang-
Mills theory, there must exist a deformation of the BPS equations so that the
equations of motion are automatically solved. This constraint is actually enough
to construct both the effective action and the deformed BPS equations. We in-
troduced these BPS equations in chapter 3 and generalized them to Born-Infeld
theory, demonstrating the saturation of the Bogomolny bound and the vanishing
of the supersymmetry variation for certain spinors.
If a deformation of the Yang-Mills action is supersymmetric there probably
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exists a BPS equation as well. We think that our method is in fact a shortcut
to the Noether method, which tries to construct the effective action by requiring
supersymmetry. Although more involved, the Noether method has one advantage
over our algorithm in that the fermionic terms are also determined. The role of
the supersymmetry transformation in the Noether method is played by the BPS
equation in our method.
In chapter 6 we showed how we constructed the non-abelian D-brane effective
action up to order α′4. The result at order α′3 has in the meantime been checked
by a number of other groups in a variety of different ways [2][88][86][87][102].
Furthermore, as we discussed in chapter 7, we checked that the spectrum of in-
tersecting branes calculated with the effective action is exactly what we expected
from string theory. This check has also been extended to our α′4 result [89][135].
At order α′3 there was one coefficient left undetermined: the overall constant at
this order. From the 4-point scattering amplitude in string theory we learned that
it contains ζ(3), which is shown by Ape´ry [125] to be irrational. Since our method
can only produce rational numbers at this order, we could never have found this
coefficient. From the point of view of the Noether method an undetermined coef-
ficient signifies that there is an independent supersymmetric invariant. Moreover,
from the 4-point amplitude we learn that at every odd order α′2r+1 a factor of
ζ(2r+1) appears. As we discussed at the end of chapter 6, this implies that either
there will start a new independent supersymmetric invariant at each odd order or
either — more boldly — that there should exist relations with rational coefficients
between ζ(2r+1)π2r+1 for different r or, in the most extreme case, that all
ζ(2r+1)
π2r+1 are
rational. Although this is rather unlikely, it would be very interesting to check
explicitly! The first occurrence would be at order α′5 where ζ(3) and π2ζ(5) come
together. Unfortunately, we lack the computer power at the moment.
With respect to the undetermined coefficients there is an interesting difference
between the abelian and the non-abelian case. In the abelian case, there are a
lot more of them. For instance, the overall coefficient of the terms with four
derivatives, determined byWyllard [1], is left unfixed. Indeed, in the slowly varying
field strength limit these terms are even scaled away and the abelian Born-Infeld
action is supersymmetric by itself. In the non-abelian case terms with a different
number of derivatives become connected and this coefficient is fixed at precisely the
right value predicted by the string 4-point amplitude. It cannot be scaled away
as in the abelian case which means that, assuming that our method is indeed
equivalent to the Noether method, the symmetrized trace Born-Infeld action is
not supersymmetric on its own!
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In the non-abelian case a large part of the problem are the derivative correc-
tions. In fact, the analysis of chapter 6 shows that the ordering ambiguity of the
field strengths can be done away with at the price of introducing more covariant
derivatives. A playground where we can study derivative terms in a simpler setting
is the abelian case. In that sense the result in section 5.2 is encouraging. There we
made use of the result of [1] where the abelian effective action up to four deriva-
tives was calculated to all orders in α′. We showed that also in this case BPS
equations can be constructed that automatically solve the equations of motion.
Although the calculation is very involved, the end result for the BPS equations
can be written in a compact and suggestive form. We have good hope that a better
understanding of this result could help to refine and support the conjecture made
in [77] for corrections with more derivatives. From the form of the BPS equations
we could also work back and try to construct the supersymmetry transformation.
In the end we hope to write down an explicitly N = 2 supersymmetry invariant ac-
tion and establish κ-symmetry with derivative corrections. Furthermore, we think
that we can relatively easily extend the calculation at the end of section 5.2 to the
non-abelian case. This would lead to a partial all-order result in α′, i.e. one with
four covariant derivatives. This would be orthogonal to the result in [79] which
studies the superstring 4-point amplitude and thus generates terms with four field
strengths. However, one should be very careful with these results because, as ex-
plained in section 6.1, in the non-abelian case it is difficult to find a suitable limit
in which the terms one has constructed stay large while the others do not.
In this thesis we focused on the BPS equations themselves as a way to construct
the effective action, for the most part neglecting solutions. Only in chapter 4 we
gave (already known) examples of configurations satisfying these equations. There
we also described work in progress on the construction of a D-brane configuration
corresponding to the octonionic instanton.
In chapter 8 we changed tack and introduced an N = 2 boundary superspace
which gives the initial impetus to use another method for the construction of the
abelian effective action, namely the Weyl invariance method. We focus on the
abelian case. The aim is to calculate the β-functions directly in superspace since
we expect the calculation to be simpler than in X-space. The β-functions can
be interpreted as (equivalent to) equations of motion and we can construct the
corresponding effective action.
Summarizing, in this thesis we calculated the non-abelian D-brane effective
action up to order α′4. The results at this order are however so involved that an
all-order expression still seems out of reach. On the other hand, the fact that it
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could be constructed from such simple principles as requiring the BPS solutions or
requiring supersymmetry, and that it is expected to have a lot more properties like
electromagnetic duality, Seiberg-Witten duality and a simple spectrum seems to be
tantalizing evidence for a deeper underlying structure. A large part of the problem
are the derivative corrections so that one could try to find all-order results in the
abelian case with derivative corrections and hope that these could be extended in
some way to the non-abelian case.
Appendix A
Conventions
Throughout the textm will denote the order in α′ and q the number of derivatives.
We will use square brackets, [ and ], for antisymmetrization of indices and round
brackets, ( and ), for symmetrization. Our convention is that we sum over all
permutations and divide by the number of permutations so that [[i1, · · · , in]] =
[i1, · · · , in]. Space-time coordinate indices are labelled by µ, ν, ρ, . . . ∈ {0, . . . , 9}.
Our Minkowski metric is “mostly plus”. Spatial coordinates are denoted by
i, j, k, . . . ∈ {1, . . . , 9}. String world-sheet coordinates are labelled by a, b ∈ {0, 1}.
a, b, c ∈ {0, . . . , p} are also used for D-brane world-volume coordinates if the dis-
tinction with target space coordinates is important. In fact, this is only the case in
section 2.3.2 while in the rest of the text the indices µ, ν, ρ, . . . (now running from
0, · · · , p) and the indices i, j, k (running from 1, · · · p) are used for the D-brane
world-volume coordinates. p will denote the (spatial) dimension of the D-branes.
The dimensions of the D-branes will often be even in which case we define k such
that p = 2k and we frequently use complex coordinates zα, α ∈ {1, . . . k}:
zα =
1√
2
(
x2α−1 + ix2α
)
, z¯α¯ =
1√
2
(
x2α−1 − ix2α) . (A.1)
In flat space the metric is then gαβ = gα¯β¯ = 0, gαβ¯ = δαβ¯ . Consider a 2k × 2k
matrix A. If this matrix is holomorphic, Aαβ = Aα¯β¯ = 0, it is useful to define the
complexification Ac as a k × k matrix with components
(Ac)αβ = Aαβ¯ . (A.2)
We introduce Γ matrices:
{Γµ,Γν} = 2ηµν . (A.3)
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Our convention is such that the Γ matrices with spatial indices are hermitian:(
Γi
)†
= Γi. In complex coordinates they read
Γα =
1√
2
(Γ2α−1 − iΓ2α), Γα¯ = 1√
2
(Γ2α−1 + iΓ2α), (A.4)
and satisfy
{Γα,Γβ} = {Γα¯,Γβ¯} = 0, {Γα,Γβ¯} = 2δαβ¯ . (A.5)
With this algebra the Γα can be considered as fermionic annihilation operators
while Γα¯ are the creation operators. We define the vacuum |0〉 as the state anni-
hilated by all Γα:
Γα|0〉 = 0, ∀α = 1, . . . k , (A.6)
and satisfying 〈0|0〉 = 1. The completely filled state is then defined as
|↑〉 = 2−k2 Γ1¯ · · ·Γk¯|0〉, (A.7)
and is normalized so that 〈↑ |↑〉 = 1.
Indices A,B, . . . ∈ {1, . . . , N} run over the gauge indices where the gauge
group is U(N). We denote the corresponding algebra with u(N). We choose
anti-hermitian matrices TA for the generators of the algebra. They satisfy the
orthonormality condition
Tr TATB = −δAB, (A.8)
and the algebra
[TA, TB] = fABCTC , (A.9)
where fABC are the completely antisymmetric structure constants. We define
Aµ = A
A
µTA and F = F
A
µνTA, which are thus anti-hermitian. However, when
working with abelian gauge theories, i.e. in section 3.3 and chapter 5, it will be
more convenient to work with a real gauge field. Furthermore the field strength
and covariant derivative are given by
Fµν = ∂µAν − ∂νAµ + [Aµ, Aν ],
Dµ· = ∂µ ·+[Aµ, ·].
(A.10)
Note that we scaled our Aµ field so that the coupling gYM does not appear in the
above formulae, but rather as an overall factor in the Yang-Mills action as is the
custom in the string theory literature.
For the superspace conventions see section 8.1.
Appendix B
Samenvatting
Snaartheorie is e´e´n van de weinige kandidaten voor een kwantumtheorie van de
zwaartekracht. Bovendien heeft ze het voordeel dat ze niet alleen gravitatie maar
ook ijktheoriee¨n, waarmee in het Standaardmodel de andere drie krachten worden
beschreven, op een natuurlijke manier omvat. Het spectrum van de gesloten snaar
bevat inderdaad (onder andere) een graviton terwijl het spectrum van de open
snaar een massaloos ijkboson bevat, de drager van ijktheoriee¨n. Op dit moment
is snaartheorie dus de kandidaat voor unificatie.
Snaartheorie in de strikte zin is echter geen volledige theorie: in feite is het
slechts een auxiliaire kwantumveldentheorie die toelaat om perturbatieve verstrooi-
ingsamplitudes van een onderliggende theorie te berekenen. Vanuit onze ervaring
met kwantumveldentheorie weten we echter dat perturbatieve informatie alleen
niet het volledige plaatje geeft. Sinds 1995 is men erin geslaagd beetje bij beetje
een tip van de sluier op te lichten en heeft men allerlei manieren gevonden om niet-
perturbatieve informatie te onttrekken onder andere via D-branen en S-dualiteit.
Daardoor zijn de meeste snaartheoreten ervan overtuigd geraakt dat de dieperlig-
gende theorie wel degelijk bestaat en heeft ze zelf een naam gekregen: M-theorie.
Behalve de connectie met snaartheorie en de lage-energie limiet (supergravitatie)
is er echter weinig over bekend. De fundamentele vrijheidsgraden zijn ook geen
snaren meer.
Of M-theorie inderdaad de werkelijkheid beschrijft en geen louter wiskundige
constructie is, valt af te wachten. Vermits de energieschaal van deze theorie zo
ontzettend hoog is dat ze moeilijk bereikt kan worden via deeltjesversneller, is
de meeste hoop op experimentele verificatie tegenwoordig gericht op haar kosmo-
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logische en astrofysische voorspellingen. Ook als wiskundige constructie hebben
snaartheorie en M-theorie hun verdienste. Zo hebben ze geleid tot een beter inzicht
in ijktheoriee¨n en zijn er tal van connecties met gebieden uit de wiskunde.
Deze thesis handelt over het massaloze vector boson in het spectrum van de
open snaar. We trachten de effectieve actie op te stellen voor dit deeltje. De effec-
tieve actie wordt bekomen door te integreren over alle deeltjes in lussen, zowel de
massieve als massaloze. Het komt erop neer dat de Feynman diagrammen van de
effectieve actie zonder lusdiagrammen de S-matrix van snaartheorie moeten repro-
duceren. Verder zitten de eindpunten van een open snaar vast op een hypervlak,
de D-braan. Vermits alle velden in de open-snaar effectieve actie op deze D-braan
leven, spreekt men ook van de D-braan effectieve actie. De lage-energie limiet
van de effectieve actie is de Yang-Mills actie. Deze effectieve actie moet allerlei
interessante eigenschappen hebben zoals onder andere supersymmetrie, bestaan
van supersymmetrische oplossingen, electromagnetische dualiteit, Seiberg-Witten
dualiteit en T-dualiteit, zodat de vraag is in welke mate deze actie door al die
eigenschappen wordt vastgelegd.
Hoofdstuk 1 bevat een voorwoord over de status van snaartheorie en niet-
perturbatieve effecten en vervolgens de Engelse versie van deze samenvatting.
Hoofdstuk 2 begint met een brede inleiding tot snaartheorie. Het bespreekt
eerst perturbatieve snaartheoriee¨n en behandelt dan niet-perturbatieve effecten
met de nadruk op D-branen. Het laatste deel van dit hoofdstuk leidt het eigenlijke
onderwerp van de thesis in: de lage-energie effectieve actie van een enkele D-
braan (het abelse geval) en van meerdere samenvallende D-branen (het niet-abelse
geval). Het geeft een overzicht van de pogingen en successen in het verleden tot
constructie van de effectieve acties. De methode die in deze thesis ontwikkeld
wordt, is gebaseerd op een uitbreiding van de instanton vergelijkingen.
Hoofdstuk 3 bouwt geleidelijk op. Het begint met de vertrouwde instanton
vergelijkingen in vier-dimensionale Yang-Mills theorie en breidt die eerst uit tot
meer dan vier dimensies. Daarbij blijkt dat er twee belangrijke gevallen zijn:
het complexe en het octonionische geval. In het complex geval vinden we als
vergelijking de conditie voor het holomorf zijn van de Yang-Mills bundel en een
vergelijking die de DUY conditie genoemd wordt. Het nieuwe werk in dit hoofdstuk
begint wanneer deze vergelijkingen op hun beurt worden uitgebreid van Yang-Mills
tot Born-Infeld theorie.
In hoofdstuk 4 bekijken we bestaande oplossingen van deze vergelijkingen en
tonen we aan dat die een interpretatie hebben vanuit D-braan fysica. Daarom is
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het redelijk om te eisen dat deze configuraties ook een oplossing moeten vormen
van de volledige D-braan effectieve actie, die we op deze manier hopen op te stellen.
De configuratie van snijdende D-branen zal later ook belangrijk zijn om te dienen
als een test op de door onze geconstrueerde actie. We merken op dat er ook
oplossingen bestaan die geen limiet hebben voor kleine velden — zij zijn dus geen
oplossing van de Yang-Mills theorie — en we bespreken kort werk in de steigers
aan de octonionische veralgemening van het BIon.
Hoofdstuk 5 behandelt de aanpak van [a], waarin de abelse Born-Infeld actie
opnieuw werd afgeleid door te eisen dat oplossingen van vergelijkingen die een
deformatie vormen van de DUY conditie, de bewegingsvergelijkingen moeten op-
lossen. Vertrekkende van de actie uit [1], leiden we ook de termen in de DUY
conditie met 4 afgeleiden af tot op alle ordes in α′.
Hoofdstuk 6 vat artikels [b] en [f] samen, waar de niet-abelse D-braan effectieve
actie werd opgesteld tot op orde α′4. Het computerprogramma dat geschreven
werd om de zware berekeningen uit te voeren, vindt men op de bijgevoegde CD-
ROM, samen met een beknopte handleiding [h] en een uitgebreid staal van de
output. In het laatste stuk van dit hoofdstuk weiden we uit over de betekenis van
de coe¨fficie¨nten die we niet konden vastleggen en speculeren we over de mogelijk-
heid om relaties met rationale coe¨fficie¨nten te vinden tussen de ζ(2r + 1)/π2r+1
waarbij r integer en ζ de Riemann zeta functie.
In hoofdstuk 7 beschrijven we de spectrum test, uitgevoerd in [c] en [e], op
zowel de bosonische als de fermionische sector. Die laatste werd gevonden door
de Groningen groep in [2]. De test is gebaseerd op het spectrum van snaren die
eindigen op snijdende D-branen.
Terwijl al deze hoofdstukken tot hiertoe een geheel vormen, lijkt hoofdstuk 8
wat af te wijken van de rode draad. Toch is het ultieme doel van de inspanningen
in dat hoofdstuk weer de constructrie van de D-braan effectieve actie, maar nu
via de oude methode van de Weyl invariantie van het niet-lineaire σ-model. We
willen in N = 2 superspace werken omdat we verwachten dat de berekeningen
dan gemakkelijker zijn. Aangezien er in het verleden een aantal problemen rezen
om een superspace op te stellen wanneer er randen zijn, moesten we dit eerst
uitpluizen, wat precies het onderwerp vormt van artikel [g] en dit hoofdstuk.
Alle artikels waarvan ik coauteur ben, worden aangeduid met letters terwijl
andere gerefereerde artikels aangeduid worden met getallen. [d] is een bijdrage tot
de proceedings van een workshop in Korfoe, waar ik een lezing gaf, en vat artikels
[a], [b] en [c] samen.
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