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ABSTRACT
The Gauss law constraint in the Hamiltonian form of the SU(2) gauge theory of
gluons is satisfied by any functional of the gauge invariant tensor variable φij = BiaBja.
Arguments are given that the tensor Gij = (φ
−1)ij detB is a more appropriate variable.
When the Hamiltonian is expressed in terms of φ or G, the quantity Γijk appears. The
gauge field Bianchi and Ricci identities yield a set of partial differential equations for Γ in
terms of G. One can show that Γ is a metric-compatible connection for G with torsion, and
that the curvature tensor of Γ is that of an Einstein space. A curious 3-dimensional spatial
geometry thus underlies the gauge-invariant configuration space of the theory, although the
Hamiltonian is not invariant under spatial coordinate transformations. Spatial derivative
terms in the energy density are singular when detG = detB = 0. These singularities
are the analogue of the centrifugal barrier of quantum mechanics, and physical wave-
functionals are forced to vanish in a certain manner near detB = 0. It is argued that
such barriers are an inevitable result of the projection on the gauge-invariant subspace of
the Hilbert space, and that the barriers are a conspicuous way in which non-abelian gauge
theories differ from scalar field theories.
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1. Introduction
The implementation of the Gauss law constraint on physical states in the Hamiltonian
form of non-abelian gauge theories is a major obstacle for non-perturbative studies. Since
the difficulty in treating Gauss’ law stems from the non-covariant gauge transformation of
the vector potential Aai , one can attempt to solve the problem by formulating the theory
in terms of variables which transform covariantly. For example, Goldstone and Jackiw
[1] suggested the use of the electric field as the fundamental variable. Their approach
led to an exact implementation of Gauss’ law in the SU(2) gauge theory of gluons, but
to a complicated Hamiltonian which has not to our knowledge been used in concrete
calculations.
One may also consider the problem in magnetic variables. Here Simonov [2] has
applied a “polar representation” of the vector potential which allows the removal of gauge
degrees of freedom, but gives a Hamiltonian and functional measure which are non-local.
A year ago, one of us [3] proposed a canonical transformation to the magnetic field Bia
and a conjugate Cai , both of which tranform homogeneously. The Gauss law constraint
is then satisfied by state functionals ψ[φij ] which depend on the gauge invariant tensor
variable φij = BiaBja. (See [4] for an earlier, less complete proposal to use the magnetic
field).
In this paper we review briefly the proposal of [3] and then discuss further ideas related
to the use of gauge-invariant magnetic variables in the SU(2) gluon theory. For most of
the considerations it is not necessary to make a complete canonical transformation. Rather
we observe that even if Aai is taken as the fundamental variable, states ψ[φ
ij ] satisfy the
Gauss law constraint, and it is sensible to study the form of the Hamiltonian for such
states. There are several reasons why the variable Gij = φij detB, where φikφ
kj = δji , is
more appropriate than φij , and we also obtain the form of the Hamiltonian for functionals
ψ[Gij ].
In both cases a gauge invariant quantity Γijk appears in the electric energy density,
and the gauge field Bianchi and Ricci identities lead to partial differential equations from
which one can, in principle, determine Γijk in terms of Gij . An unexpected geometrical
structure then emerges. If Gij is viewed as an (indefinite) metric tensor on IR
3, then Γijk
is a metric-compatible affine connection with torsion, and the Riemann Rijkℓ and Ricci
Rij tensors of Γ are those of a 3-dimensional Einstein space. The Hamiltonian is always
expressed in Cartesian coordinates on IR3. It cannot be and is not diffeomorphism invariant
because it involves the Cartesian metric δij as well as Gij . It turns out that the energy
density transforms in a specific tensor representation of GL(3).
It can be argued that φij or, somewhat more precisely, Gij are symmetric tensors
whose six independent components describe the local gauge invariant degrees of freedom
of the SU(2) gauge theory. It is then curious that the gauge invariant phase space admits
a fairly natural spatial geometry while the Hamiltonian is not invariant. Thus, two config-
urations of Gij mathematically related by a “diffeomorphism” describe physically distinct
gauge field configurations, typically with different energies.
To clarify things it should be stated that given Aai (x), one can calculate B
ia(x), Gij(x)
and Γkij(x) by straightforward local formulas, and it then turns out that Gij(x) and Γ
k
ij(x)
are the metric and connection of a 3-dimensional Einstein geometry with torsion. We refer
1
to this as the forward map. It is then an interesting question whether this transformation
can be inverted. For SU(2) it is easy to show that given Gij(x) and Γ
k
ij(x), one can
reconstruct Bia(x) and Aai (x), up to a gauge transformation, by a local construction.
Reasonable but non-rigorous arguments are given that for a given configuration Gij(x) the
Einstein space condition
Rij(Γ) = −2Gij (1.1)
can be solved to obtain the contortion tensor Kij
k which is related to Γ by
Γijk =
◦
Γijk −Kjki (1.2)
where
◦
Γ is the standard Christoffel symbol. In general, Kij
k is nonlocally related to Gij ,
and we expect two solutions for Kij
k for each configuration of Gij . Thus the geometry
appears to generate a double-valued map from Gij to a magnetic field B
ia, unique up to
a gauge, and a pair of potentials Aai . This structure seems to be consistent with the Wu-
Yang ambiguity [5]. Some examples of specific geometries and the gauge field configurations
related to them are studied.
Our motivation in formulating the theory in terms of gauge-invariant local variables
was to implement Gauss’ law exactly, so that the resulting Hamiltonian in the physical
subspace could be used for dynamical calculations of the vacuum structure and glueball
spectrum. It is the slowly-varying modes (compared to 1ΛQCD ) of the system for which non-
perturbative treatment is most urgently required, and the use of gauge-invariant variables
allows a gauge-invariant definition of slow variation. It is not fully clear how to implement
dynamical calculations or whether the geometrical structure discussed above will be useful
for this purpose.
Nevertheless, there are some physical implications because the energy density is singu-
lar when detφij = (detGij)
2
=
(
detBia
)2
= 0. These conditions correspond to coordinate
singularities of the gauge-invariant configuration space and a singularity of the transfor-
mation Aai −→ Bia, just as r = 0 is a singular point of the spherical coordinate system and
of the transformation from Cartesian coordinates. Thus, one can interpret the singulari-
ties as the gauge theory analogue of the centrifugal barrier of quantum mechanics. Such
barriers also occur in the electric formulation [1] of non-abelian gauge theory and appear
to be an inevitable result of the “projection” onto the gauge-invariant physical subspace.
There are no such barriers in scalar field theories. Finite energy eigenfunctionals or varia-
tional trial functionals must satisfy certain vanishing conditions near the singularity, and
these conditions involve a complicated combination of functional and spatial derivatives.
It is then suggested that a better understanding of these barriers may provide qualitative
insight into the dynamics of non-abelian gluons.
2. Gauss’ Law and the Variables φij and Gij
We begin with the SU(2) Yang-Mills Hamiltonian in the Aa0(x) = 0 gauge:
H =
1
2
∫
d3x
[
g2
(
Eia(x)
)2
+
1
g2
(
Bia(x)
)2]
, (2.1)
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where the electric and magnetic fields are
Eia ≡ 1
g2
A˙ai , B
ia ≡ ǫijk
(
∂jA
a
k +
1
2
ǫabcAbj A
c
k
)
. (2.2)
The standard pair of canonical variables are the gauge potential and the electric field, with
equal-time commutators:
[
Aai (x), E
jb(y)
]
= iδabδji δ
(3)(x− y) . (2.3)
The generator of the gauge transformation with parameter θa(x) is
G[θ] =
∫
d3x θa(x)Ga(x)
Ga(x) = Dk Eka(x) = ∂kEka + ǫabcAbkEkc ,
(2.4)
and the quantum transformation rules of the local fields and the Hamiltonian are:
δAai (x) = i [G[θ], Aai (x)] = Diθa(x) = ∂iθa(x) + ǫabcAbi (x) θc(x)
δEia(x) = i
[G[θ], Eia(x)] = ǫabcEib(x) θc(x)
δBia(x) = i
[G[θ], Bia(x)] = ǫabcBib(x) θc(x)
[G[θ], H] = 0 .
(2.5)
Gauss’ law, Ga(x) = 0, is one of the classical equations of motion obtained from the
Lagrangian of the theory before gauge fixing. In the gauge-fixed quantum theory one must
impose it as the constraint
Ga(x) |ψphys 〉 = 0 (2.6)
on physical states in the Hilbert space. It is the implementation of this constraint that
motivates the transformation [3] which we now discuss.
Let us consider the possibility of describing the configuration space of the system
using Bia(x) rather than Aai (x). In three spatial dimensions (and only three), they have
the same number of spatial components, but this is certainly not the only consideration.
The magnetic field satisfies the Bianchi identity
∂iB
i(x) = 0 (2.7)
in the abelian case, and
DiB
ia = ∂iB
ia(x) + ǫabcAbi (x)B
ic(x) = 0 (2.8)
for the non-abelian theory. Thus, Bi is constrained to only two independent components
in the abelian case, and cannot be used as a variable. The non-abelian Bianchi identity,
on the other hand, is not a constraint on Bia, but rather a relation between Bia and Aai ,
which is compatible with (2.2), and so presents no immediate obstruction to our goal.
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In [3] a formal canonical transformation from the conjugate variables (Aai , E
ja) to a
new set (Bia, Caj ) was presented. Now we take the simpler viewpoint that B
ia is a useful,
dependent variable on the original configuration space. The action of the electric field on
functionals ψ[B] is determined by the chain rule
Eia = −i δ
δAai (x)
= −i
∫
d3y
δBjb(y)
δAai (x)
δ
δBjb(y)
= −iǫijkDj δ
δBka
.
(2.9)
The generator of gauge transformations then acts as
Ga(x)ψ[B] = DiEiaψ[B]
= −iǫijkDiDj δ
δBka
ψ[B]
= −iǫabcBib(x) δ
δBic(x)
ψ[B] .
(2.10)
This is of the form of an “angular momentum” because B and its canonical conjugate
C = −i δ/δB transform homogeneously.
Next we note that the positive symmetric tensor φij = BiaBja is gauge invariant,
so that any functional ψ[φ] satisfies the physical state constraint (2.6). Although φij has
6 independent components, which is the correct number necessary to describe the gauge
invariant content of a field configuration, it is not quite satisfactory because it does not
give a complete description of the gauge-invariant subspace of the configuration space.
Naturally, detB is an independent invariant, but (detB)2 can be expressed in terms of
φ, so only the sign of detB is independent. Thus, to use φ one must introduce a discrete
label α = ± and consider ψ[φ, α].
Alternatively we avoid this problem by introducing another gauge invariant variable
which has the same dimension as Bia, namely the tensor
Gij = B
a
iB
a
j detB , (2.11)
where BiaBaj = δ
i
j . One finds that detG = detB, and that Gij is either positive- or
negative-definite. The relation between G and φ is
φij =
1
2
ǫikℓǫjmnGkmGℓn = G
ij detG , (2.12)
and one may show that
F aijF
a
kℓ = GikGjℓ −GjkGiℓ . (2.13)
The magnetic energy density is
1
2g2
δiı¯B
iaB ı¯a |ψ|2 = 1
2g2
δiı¯ φ
iı¯ |ψ|2 = 1
2g2
(δj¯δkk¯ − δjk¯δk¯)Gj¯Gkk¯ |ψ|2 (2.14)
The variable Gij was used previously to describe constant gauge fields on the torus by
Lu¨scher [6] and others [7]. Indeed for constant potentials Aai, (2.11) reduces to
Gij = A
a
iA
a
j (2.15)
which is exactly the variable used in [6].
4
3. Geometry
The plan now is to work out the form taken by the electric energy density in gauge-
invariant variables. As an intermediate step we use the φ variable, but later return to G.
The functional chain rule gives
δ
δAai
ψ[φ] =
δBkb
δAai
δφmn
δBkb
δψ[φ]
δφmn
= 2ǫijkD abj
(
Bℓb
δψ
δφkℓ
)
= 2ǫijk
[
Bℓa∂j
δψ
δφkℓ
+DjB
ℓa δψ
δφkℓ
]
.
(3.1)
We define a connection-like quantity Γ′mjℓ by
Bℓa Γ′mjℓ ≡ −Dj Bma (3.2)
so that (3.1) can be rewritten as
δ
δAai
ψ[φ] = 2ǫijkBℓa
[
δmℓ ∂j − Γ′mjℓ
] δψ
δφkm
. (3.3)
Let us analyze the properties of Γ′, first multiplying (3.2) by Bia to get
φiℓΓ′mjℓ ≡ −BiaDjBma . (3.4)
The im symmetric part of this equation can be written as
∂jφ
im + Γ′ijℓφ
ℓm + Γ′mjℓ φ
iℓ = 0 (3.5)
which looks like a metric-compatible condition for the (inverse) metric φim. Next differ-
entiate (3.2) and manipulate as follows
Di
(
BaℓΓ′mjℓ
) ≡ −DiDjBam
Bak
(
∂iΓ
′m
jk − Γ′ℓikΓ′mjℓ
)
= −DiDjBam
(3.6)
With the help of the gauge theory Ricci identity, the ij anti-symmetric part of (3.6)
can be written as
∂iΓ
′m
jk − ∂jΓ′mik − Γ′ℓikΓ′mjℓ + Γ′ℓjkΓ′miℓ = −Bak[Di, Dj ]Bma
= −ǫabcǫijℓBakBℓbBmc
= −ǫijℓǫℓmnBakBan detB
= δmj Gik − δmi Gjk
(3.7)
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A geometrical interpretation is not yet at hand, because (2.12) shows that both φ and
G cannot transform as tensors, which would be necessary for (3.5) and the curvature-like
(3.7) to be compatible. Since (3.7) signals that G is tensorial, we insert (2.12) in (3.5),
and substitute
Γ′ijℓ = −
1
2
δiℓ ∂j ln detG+ Γ
i
jℓ , (3.8)
or equivalently,
Bℓa√
detG
Γijℓ = −Dj
(
Bia√
detG
)
. (3.9)
Then, (3.5) becomes
∂jG
im + ΓijℓG
ℓm + ΓmjℓG
iℓ = 0 . (3.10)
The ∂j ln detG term drops out on the left side of (3.7), and we find that the curvature
tensor of the Γ connection satisfies
Rℓkij ≡ ∂iΓℓjk − ∂jΓℓik − ΓmikΓℓjm + ΓmjkΓℓim = δℓjGik − δℓiGjk , (3.11)
while the Ricci tensor obeys
Rkj = −2Gkj . (3.12)
One more contraction gives R = −6 for the Ricci scalar. One may now interpret (3.10) as
a metric compatibility condition for Γ with respect to G, so that Γ must take the form of
a connection with torsion, namely
Γijk =
◦
Γijk −Kjki
◦
Γijk =
1
2
Giℓ(∂jGℓk + ∂kGjℓ − ∂ℓGjk)
Kjki = −Kjik .
(3.13)
Clearly (3.12) is the Einstein condition for the (in principle non-symmetric) Ricci tensor.
For a metric-compatible connection,
Rℓkij = −Rkℓij (3.14)
in addition to the manifest antisymmetry in ij. One can then easily show (using ǫ-tricks)
that, even with torsion, the Riemann tensor for D = 3 is fully determined by its contrac-
tions and takes the form
Rijkℓ = GikRjℓ −GiℓRjk −GjkRiℓ +GjℓRik − R
2
(GikGjℓ −GiℓGjk) . (3.15)
Thus (3.11) and the simpler (3.12) have the same content.
An apparent further constraint on the geometry follows from the gauge theory Bianchi
identity (2.8). When applied to (3.4) one finds that Γ
′i
ik = 0. Using (3.8) and (3.13) we see
that this is equivalent to the additional trace condition on the contortion
Kjjk = 0 (3.16)
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which implies that K can be represented as
Kijk = ǫjknS
ni 1√
detG
, (3.17)
where Sni is a symmetric tensor and ǫjkn is defined at the end of this Section.
It turns out that (3.16) can also be derived directly from geometry without reference
to gauge theory. To do this one starts with a contracted form of the second Bianchi identity
of a curvature tensor with torsion [8], and uses (3.11) and (3.12) to replace the Riemann
and Ricci tensors by metrics. This quickly gives (3.16) which can thus be viewed as an
integrability condition for an Einstein space with torsion.
Equations (3.10 – .17) completely define the spatial geometry associated with the
gauge-invariant subspace of the configuration space of SU(2) gauge theory. It is worth-
while to emphasize that given a potential Aai , the magnetic field B
ia, the metric Gij , and
the connection Γijk can be calculated directly from the formulas (2.2), (2.11), and (3.9)
respectively. K and R can then be calculated through (3.13), and all geometrical condi-
tions are then satisfied. Later we will begin to address the converse question, namely given
a symmetric tensor Gij , can one find a contortion tensor Kijk satisfying (3.16) and such
that the Einstein condition (3.12) is satisfied. This is essentially the question whether the
change of variables Aai → Bia → Gij is invertible.
We now need some notation to cope with the original fiber-bundle geometry of the
gauge theory and the new spatial geometry. We useDi to denote the gauge theory covariant
derivative, as implicitly defined in (2.4 – .5), which “sees” only gauge indices. Then ∇i
and
◦∇i are used to denote spatial derivatives with and without torsion, e.g., on a covariant
vector
∇iVj ≡ ∂iVj − ΓkijVk
◦∇iVj ≡ ∂iVj −
◦
ΓkijVk .
(3.18)
Later we will use R and
◦
R to denote curvatures with and without torsion. The Levi-Civita
density ǫijk takes the usual values ±1, 0, and one applies 3 factors of Giℓ, etc. to obtain
ǫℓmn so that ǫℓmn/
√
detG is a tensor. Indeed, indices of all quantities are raised and
lowered from their initially defined form with G, while all contractions with the Cartesian
metric δij are indicated explicitly. (The exceptions to these conventions are that B
ia, Bai
and φij , φij are matrix inverses, and ǫijk in (3.7) = {±1, 0}. Throughout,
√
detG means√| detG|.)
4. The Energy Density in Geometric Variables
Let us return to a more physical question, namely, the form of the Hamiltonian. With
gravity neglected, this cannot be invariant under spatial diffeomorphisms. This is already
clear from the magnetic energy density (2.14) which involves contractions of the true metric
δij and the gauge-invariant tensor Gij .
For the electric energy density we might expect noncovariance both due to the δij
contraction, and because the derivative appearing in (3.3) does not appear to be fully
covariant. It turns out, however, that this is not the case, and in fact we find that the
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unique source of noncovariance in the energy density lies in the δij contraction needed to
square the electric and magnetic fields in the Hamiltonian.
To find the electric field, we use (3.3), (3.8), and the torsion tensor
Tjk
m = Γmjk − Γmkj = −Kjkm +Kkjm (4.1)
and obtain
δψ
δAai
= 2ǫijkBℓa
(
∇˜j δψ
δφkℓ
+
1
2
Tjk
m δψ
δφmℓ
)
≡ 2ǫijkBℓaDj δψ
δφkℓ
,
(4.2)
where
∇˜j δψ
δφkℓ
≡ ∂j δψ
δφkℓ
− Γmjk
δψ
δφmℓ
− Γmjℓ
δψ
δφkm
+
1
2
∂j(ln detG)
δψ
δφkℓ
.
This expression is precisely the covariant derivative of a rank 2 covariant tensor density
of weight −1. To see that δψ
δφkℓ
really is a density of weight −1, we note that in order
for Gij to be of weight 0, B
ai must be a density of weight +1, from which it follows that
φij has weight +2, and thus if ψ[φ] is an invariant functional, δψ/δφkℓ will have weight
−2 + 1 = −1. From (4.2) it then follows that the electric field is, like the magnetic field, a
vector density of weight +1. It can be checked that this weight assignment to Bia, together
with the fact that the Levi-Civita symbol ǫijk has weight +1, leads to consistent tensor
densities throughout.
We can now easily write down the electric energy density:
1
2
g2δiı¯
δψ∗
δAai
δψ
δAaı¯
= 2g2δiı¯ǫ
ijkǫı¯¯k¯φℓℓ¯
(
Dj δψ
∗
δφkℓ
)(
D¯ δψ
δφk¯ℓ¯
)
. (4.3)
If we consider wavefunctionals ψ[G] rather than ψ[φ], then we should rewrite the
electric field in terms of derivatives w.r.t. Gij . This is done by simply taking (4.2) together
with the chain rule giving
δ
δφkℓ
=
δGpq
δφkℓ
δ
δGpq
=
1
2 detG
(GpqGkℓ − 2GpkGℓq) δ
δGpq
. (4.4)
Due to metric compatibility, it is possible to push the covariant derivative through this
prefactor, and we find
δψ
δAai
=
ǫijkBℓa
detG
(GpqGmℓ − 2GpmGℓq)
(
δmk ∇˜j −Kjkm
) δψ
δGpq
, (4.5)
with the caveat that this covariant derivative is now acting on a contravariant density of
weight +1, so that connections and the density term are changed in sign from (4.2).
We note also that the electric energy density,
1
2
g2δiı¯
δψ∗
δAai
δψ
δAaı¯
≡ δiı¯E iı¯ (4.6)
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is given by the contraction of a fixed Cartesian tensor, δiı¯, with a rank 2 contravariant
tensor of GL(3) with weight 2. Alternatively, one can use (4.5) and form the contraction
δiı¯ǫ
ijkǫı¯¯k¯ = δj¯δkk¯ − δjk¯δk¯ (4.7)
which is another fixed Cartesian tensor which then multiplies a fourth rank GL(3) tensor
of definite symmetry. One can see from (2.14) that the GL(3) properties of the magnetic
energy density are exactly the same. In fact, this GL(3) behavior also holds in the original
variable Aai if it is taken to transform as a covariant vector. Because we are now dealing
with the explicit geometric variable Gij , one may hope that the definite GL(3) transfor-
mation property of the Hamiltonian might lead to a group theoretic approach to gauge
field dynamics.
We now wish to give a preliminary discussion about the energy barriers which appear
because we have reexpressed the theory in terms of gauge invariant variables. It is clear
that the transformation involves both Gij and its inverse G
ij , so that there is a singularity
when detG = detB = 0. Indeed, there are explicit singular factors of (1/ detG) in (4.5),
and more singularities in the connection which enters both (4.3) and (4.5). We will be
more specific about the nature of these energy barriers in Section 7, where we restrict
to submanifolds of the function space where we can find explicit expressions for Kij
k.
However, it is clear that wavefunctionals of finite energy must vanish in a certain manner
for field configurations Bia or Gij whose determinant vanishes somewhere in space.
5. Inversion of the Transformation Aai → Bai → Gij
A basic assertion of our approach to SU(2) gauge theory is that any locally gauge
invariant variable, such as the contortion Kij
k, can be expressed in terms of the tensor
Gij . As we will see, we must expect these expressions to be non-local, and they seem to
be bi-unique; e.g. there are two configurations Kij
k for each configuration of Gij . It is
correct that any functional ψ[Gij] is gauge invariant, but it is certainly not convenient to
express all gauge-invariant functionals in this form. One can also construct gauge-invariant
functionals using, e.g., Wilson loops and Chern-Simons terms. For this we would like to
be able to reconstruct Bia and Aai , up to an SU(2) gauge transformation, from Gij . The
forward map Aai → Bia → Gij automatically satisfies the geometrical conditions (3.10,
.12, .16), but we would like to know how big is the image of the space of vector potentials
Aai within the space of symmetric tensors Gij . This is the type of question we discuss in
this section. We will give reasonable arguments that the situation is favorable but there is
more to be done.
Let us first discuss the reconstruction of Aai given Gij and Γ
k
ij . This is elementary,
but specific to the gauge group SU(2), which is locally isomorphic to the tangent space
group of a 3-manifold. We consider the quantities
bia(x) =
1
| detB(x)|1/2 B
ia(x)
bai(x) = | detB(x)|1/2Bai(x)
(5.1)
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which are matrix inverses. For detB > 0, we see from (2.11) that bai is an orthonormal
frame for Gij , and it is well-defined when detB < 0. Thus we start the reconstruction by
diagonalizing Gij(x), writing
Gij(x) = ±Rai(x)λa(x)Raj(x) (5.2)
where the upper(lower) sign refers to the the case detG > 0(< 0), and Rai(x) is a special
orthogonal matrix. The eigenvalues satisfy λa > 0. We then take
bai = ±
√
λaRai no sum on a. (5.3)
Any other “frame ” is related to this by application of an orthogonal matrix on the left.
The magnetic field associated with the “metric” Gij is then defined by
Bia =
√
detGbia . (5.4)
We then rewrite (3.9) as
Γijk = b
iaDjb
a
k
= bia(∂jb
a
k + ǫ
abcAbjb
c
k) ,
(5.5)
which can be rearranged as a “dreibein postulate”
∂jb
a
k − Γijkbai + ǫabcAbjbck = 0 (5.6)
from which we can identify the vector potential as the spin connection, viz.,
ǫabcAcj = −ωabj
Acj = −
1
2
ǫabcbka(∂jb
b
k − Γijkbbi) .
(5.7)
From the standpoint of the inverse map, it may not be clear that Bia and Aai now
defined, respectively, as the frame and spin connection for the geometry, satisfy the gauge
theory relation (2.2). However, (2.2) is a direct consequence of the Einstein space condition
(3.11). Contracting this with baℓb
kb one finds (for both signs of detB!),
Rabij = ∂iω
ab
j − ∂jωabi + ωaci ωcbj − ωacj ωcbi
= − detB(BaiBbj −BajBbi)
= − 1
detB
ǫabcǫijkB
kc .
(5.8)
This is equivalent to (2.2) if (5.7) is used to relate ω and A!
Since both Gij and Γ
k
ij are needed to reconstruct A
a
i , we must ask how to find Γ, given
G. This means that one must be able to solve (3.12) to find a contortion tensor which
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satisfies (3.16). To see what this involves, we expand out (3.12) by splitting Γ =
◦
Γ −K,
finding, with the help of (3.16),
◦
Rij −
◦∇ℓKjiℓ −KjmℓKℓim = −2Gij . (5.9)
This constitutes 9 equations for the 6 independent components of K, but it turns out
that there is a Bianchi identity which imposes 3 relations among these equations, thus one
expects that there is a solution for Kij
k(x) for any given configuration Gij(x).
To analyze (5.9) we first insert the representation (3.17) which gives
◦
Rji −
ǫjℓm√
detG
◦∇ℓSim + sgn(detG)(Spi Sjp − SppSji ) = −2δji (5.10)
The first and last terms on the left side are symmetric in ij, so the ǫkij contraction of the
equation gives the homogeneous equation
◦∇j(Skj −GkjSpp) = 0 . (5.11)
while the δij contraction is the purely algebraic condition
◦
R + sgn(detG)(Spi S
i
p − SppSii) = −6 . (5.12)
It is natural to try to generalize the known Bianchi identity
◦∇j(
◦
Rji −
1
2
δji
◦
R) = 0 . (5.13)
by applying
◦∇j to the difference between (5.10) and 12δji times the trace (5.12). The use
of (5.11) helps to cancel many (
◦∇S)S terms leading to
0 = − ǫ
jℓm
√
detG
◦∇j
◦∇ℓSmi + sgn(detG)(
◦∇jSmi −
◦∇iSmj )Sjm . (5.14)
The next step is to compute the product of ǫj
pqSiq with (5.10). SSS terms miraculously
cancel in the resulting expression:
ǫj
pq
◦
RjiS
i
q −
detG√
detG
(
◦∇pSqi −
◦∇qSpi )Siq = 0 . (5.15)
This is exactly what is needed to convert the last term in (5.14) into an algebraic expression
which then gives
0 = ǫjℓm
◦∇j
◦∇ℓSmi + ǫijk
◦
RjmS
mk . (5.16)
Finally this reduces to 0 = 0 when the Ricci identity and the representation (3.15) of the
curvature tensor are used. It is possible to investigate the question of independence of the 9
Einstein equations directly from (3.12) using the known form [8] of Bianchi identities with
torsion, but we prefer the present determination which generalizes the familiar Riemannian
identity (5.13) by intricate but straightforward manipulation of torsion terms in (5.10).
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6. Sample Geometries
In order to develop a better intuition concerning the new spatial geometry, we con-
sider some particular examples of gauge field geometries and obtain the metrics Gij and
contortions Kijk associated with them. In other words, we explore the spatial geometry
associated with some submanifolds of the function space of SU(2) gauge theory. Among
other things, we will find a fringe benefit of the GL(3) invariance. Namely, we can auto-
matically extend our solutions to orbits of the group of diffeomorphisms.
We first explore the case where the magnetic field Bia is constant in some gauge in
a finite region V ⊂ IR3, and the potential Aai is also constant there (we exclude abelian
configurations with linear potentials). Then
Bia =
1
2
ǫabcǫijkAbjA
c
k , (6.1)
which implies detB = (detA)2 ≥ 0. Equation (6.1) can be inverted to find two solutions
for A, namely
Aai = ±
√
detBBai . (6.2)
Thinking in terms of the forward map, we compute from (2.11) and (6.2)
Gij = A
a
iA
a
j (6.3)
which is an arbitrary positive constant matrix (see (2.15)).
To obtain the connection, which is pure contortion for constant fields, we use the
definition (3.9), and obtain
Kij
k = BajDiB
ka
= ± ǫij
k
√
detG
(6.4)
where the last line requires (6.2,.3) and some calculation using properties of the inverse of
3× 3 matrices. Comparing with (3.17) we see that the tensor Sni = ±Gni.
One can also derive (6.4) directly from the Einstein condition (5.9). For constant
fields
◦
Rij and
◦∇ℓKijℓ vanish, and (5.9) becomes algebraic, viz.,
Kjm
ℓKℓi
m = −2Gij . (6.5)
It is easy to show that the only solutions are given by (6.4). Thus the contortion ten-
sor is totally antisymmetric, and it is minimally constructed from the metric Gij , hence
covariantly constant,
◦∇ℓKijℓ = 0 . (6.6)
Of course, the Christoffel geometry is flat, i.e.,
◦
Rij = 0.
We may now generalize this solution by introducing arbitrary “coordinate functions”
yα(xi), with
det
∂yα
∂xi
6= 0
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and considering the new metric
G′αβ(y(x)) = Gij
∂xi
∂yα
∂xj
∂yβ
(6.7)
which is “diffeomorphic” to Gij . Then the transformed version of (5.9) will have the
solution
K ′αβ
γ
= ± ǫαβ
γ
√
detG′
◦
R′αβ = 0 ,
(6.8)
and one can then reconstruct gauge fields B′αa(y(x)) and A′aα (y(x)) which are “diffeomor-
phic” to Bia(y(x)) and Aai (y(x)). The new fields are not constant, and they are related
by
B′iα(y(x)) =
1
2
ǫabcǫαβγA′bβA
′c
γ . (6.9)
It is in this way that a correspondence between gauge field configurations and geometries
on subspaces of the function space of the theory can be extended by action of the group
of diffeomorphisms.
There is one other important implication of this sample geometry. Although we do not
know the general solution of (5.9), it presumably must reduce to (6.4), whenever
◦
Rij(x)
vanishes in any finite subset of IR3. It therefore seems correct to infer that in the general
case, there are always two solutions Kij
k for a given metric Gij .
The second class of gauge field configurations to be studied are those where, in some
gauge, the potential takes the form
Aai (x) = λAai (x) (6.10)
where λ is any real number and Aai (x) is a pure gauge, i.e.,
∂iAaj (x)− ∂jAai (x) + ǫabcAbi(x)Acj(x) = 0 . (6.11)
The magnetic field is then
Bia = λ(λ− 1)1
2
ǫijkǫabcAbjAck
= λ(λ− 1)Aia detA ,
(6.12)
where detA = detAai and Aia is the matrix inverse of Aai . These gauge fields were first
studied in [9] as an example of the Wu-Yang ambiguity, in which different potentials, for
λ and 1− λ, give the same magnetic field.
The gauge-invariant “metric” variable Gij is given by
Gij(x) = λ(λ− 1)Aai (x)Aaj (x) . (6.13)
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One sees that detB = detG = [λ(λ − 1)]3(detA)2, so we have detG < 0 for 0 < λ < 1,
and detG > 0 otherwise.
To understand this geometry we use the representation
− i
2
τaAai = U−1∂iU (6.14)
where U(x) is an arbitrary SU(2) matrix. Then (6.11) is satisfied, and one finds
Gij = 2λ(λ− 1) Tr ∂iU∂jU−1 . (6.15)
One can then write
U(x) = α4(x) + i~τ · ~α(x)
4∑
s=1
α2s = 1 ,
(6.16)
and obtain
Gij(x) = 4λ(λ− 1)
4∑
s=1
(∂iαs)(∂jαs) . (6.17)
Since
ds2 ≡ Gijdxidxj
= 4λ(λ− 1)
4∑
s=1
dαsdαs
(6.18)
with αs a unit 4-vector, one sees that Gij is proportional to a metric on the round 3-
sphere. Globally there may be multiple coverings of the sphere by the map αs(x) from
IR3. In this case a diffeomorphism is implemented by α′s(y(x)) = αs(x) and A′aα (y(x)) =
(∂xi/∂yα)Aai (x). This leaves us within the initially defined class of potentials.
To compute the connection one uses the definition (3.9), separated into two terms:
Bka√
detG
Γijk = −
[
∂j
(
Bia√
detG
)
+ ǫabcAbj
Bic√
detG
]
. (6.19)
The second term is similar to that of the constant case,
−ǫabcAbj
Bic√
detG
= ±
(
Bka√
detG
)
λǫijk
|λ(λ− 1)|1/2√detG . (6.20)
To treat the first term we use (6.12) and obtain
−∂j
(
Bia√
detG
)
=
Bka√
detG
Aib∂jAbk . (6.21)
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The last factor is split onto symmetric and antisymmetric terms in jk. One uses (6.11)
for the latter and (6.11) plus the definition of
◦
Γijk in (3.13) for the former. The result is
−∂j
(
Bia√
detG
)
=
Bka√
detG
[
◦
Γijk ∓
1
2
ǫijk
|λ(λ− 1)|1/2√detG
]
. (6.22)
The contortion tensor can be identified from (6.20) and (6.22) as
Kjk
i = ∓ λ−
1
2
|λ(λ− 1)|1/2
ǫijk√
detG
. (6.23)
The sign in (6.23) is the product ∓ = −sgn[λ(λ− 1)] sgndetA. So the contortion is again
the minimal totally antisymmetric structure.
The two Wu-Yang related potentials λA and (1 − λ)A give contortion tensors of
opposite signs, as in (6.23), although the interpretation of the signs is best stated in terms
of the inverse map. Suppose one is given a metric of the form (6.18) and a pair of contortion
tensors of the form
Kjk
i = ∓ |λ−
1
2
|
|λ(λ− 1)|1/2
ǫijk√
detG
. (6.24)
Then from G and K with the upper sign, one will reconstruct via (5.4) and (5.7) a potential
Aai (x) which is in general not proportional to a pure gauge, but is the gauge transform
of either λA or (1− λ)A. Then for G and K with lower sign, the reconstruction leads to
another potential which is gauge equivalent to the Wu-Yang related form (1− λ)A or λA,
respectively.
The 3-sphere is an Einstein space, and one can compute by the standard method of
the Cartan structure equations that the metric (6.17) satisfies
◦
Rij =
1
2λ(λ− 1)Gij . (6.25)
This suggests that we investigate special solutions of the geometrical equations (5.9)
in which Gij is an Einstein space in the Riemannian sense and Kjk
i is minimal, viz.,
◦
Rij = ΛGij
Kij
k = c
ǫkij√
detG
.
(6.26)
Then (5.9) is satisfied if the parameters are related by
c2 = sgn(detG)(Λ + 1) . (6.27)
If Λ > 0, then (6.26) is satisfied by a positive definite Gij which is locally a round metric
on S3. Since
◦
Rij(G) =
◦
Rij(−G), we see that for Λ < 0, (6.26) is satisfied by a negative-
definite Gij which is the negative of a round S
3 metric. In this case the torsion is real only
15
if Λ < −1. Both ranges Λ > 0 and Λ < −1 are covered if we take Λ = 1/(4λ(λ− 1)) as
in (6.25), and it is easy to see that the magnitude of the contortion c agrees with (6.23).
Thus the solutions of (6.26) we are now discussing give Deser-Wilczek potentials under
the inverse map. We believe that they exhaust this class of potentials, although we are
uncertain of global issues such as multiple coverings of S3.
If Λ < 0, then there are certainly positive definite metrics Gij which are solutions of
(6.26). These should also correspond to gauge field configurations, at least in the range
−1 < Λ < 0 in which the torsion is real.
We also suggest that it may be useful to investigate solutions of (5.9) restricted by
the condition of spherical symmetry. This should lead to a system of ordinary differential
equations for 4 radial functions, 2 contained in the most general ansatz for a spherically
symmetric Gij and 2 more for S
ij . The corresponding gauge field configurations should
include monopole solutions of Yang-Mills-Higgs systems with all but spatial potentials Aai
and Bia discarded.
7. Energy Barriers
We now write the energy density in a form suitable for our discussion. It is useful to
define the quantities
V impq = ǫijk
(
δmk ∇˜j −Kjkm
) δψ
δGpq
Qim = Gpq(V
impq − 2V iqmp) .
(7.1)
Then by straightforward index-shuffling one can reexpress the energy density (4.6) in the
form
δiı¯E iı¯ = 1
2
g2δiı¯
Gmm¯
detG
Q∗ı¯m¯Qim . (7.2)
Separating out the torsion from the derivative ∇˜ in (7.1), one can obtain
Qim = Gpq
(
ǫijm
◦˜∇j δψ
δGpq
− 2ǫijq ◦˜∇j δψ
δGpm
)
+ ǫijk
(
Kjk
mGpq
δψ
δGpq
− 2KjnmGpk δψ
δGpn
) (7.3)
where
◦˜∇j is a torsion-free covariant derivative with density term.
We now specialize to the cases discussed in Section 6 where the contortion takes the
minimal form (6.26). The torsion term in (7.3) then simplifies, leading to
Qim = Gpq
(
ǫijm
◦˜∇j δψ
δGpq
− 2ǫijq ◦˜∇j δψ
δGpm
)
+ 2c sgn(detG)
√
detG
δψ
δGim
.
(7.4)
When this is substituted in (7.2), one finds an expression for the energy density which
can be seen to contain terms with spatial derivatives which are singular when detG → 0
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at any point in space and terms without spatial derivatives which are regular. Positive
definiteness implies that the singularity does not cancel in any simple way. Instead the
gauge invariant state functional ψ[G] must be constrained in a complicated way near the
barrier in order to have finite total energy. The energy barriers are certainly present for
general configurations Gij for which (7.3) must be used. They are simply clearer when
the restriction is made to one of the flat or constant curvature configurations of Section 6
because the contortion tensor is explicitly known. One can also consider the case where a
field configuration Gij reduces to a constant curvature or flat metric on some finite subset
V ⊂ IR3. The form (7.4) is then valid for x ∈ V , but the functional ψ[G] and its derivatives
depend on the behavior of Gij throughout space.
There are similar energy barriers at detφ = 0, if the energy density is expressed in
terms of the φij variables as in (4.3), and they are known to be present in the electric
formulation [1] of nonabelian gauge theories. We believe that they are a general feature
of any formulation of the theory in gauge invariant variables, because the transformation
to these variables is nonlinear and inevitably has singular points. The perturbative wave
functional is not of the form ψ[G], but because it peaks at zero magnetic field where
detB = 0, we would expect significant non-perturbative corrections.
Finally we would like to point out that for fields which are constant throughout space,
spatial derivative terms in (7.4) can be dropped, and (6.4) tells us that c = ±1. The
electric energy density then becomes simply
δiı¯E iı¯ = 1
2
g2δiı¯Gmm¯
δψ∗
δGı¯m¯
δψ
δGim
. (7.5)
Using (6.3) we see that this is equal to
δiı¯E iı¯ = 1
2
g2δiı¯
δψ∗
δAai
δψ
δAai
. (7.6)
It is no surprise that this coincides with the electric part of the Hamiltonian used in [6],[7]
to describe constant modes of the SU(2) gauge field in a box.
8. Open Questions
The spatial geometry found in the gauge-invariant configuration space of SU(2) gauge
theory has not been recognized previously. It is a rather simple geometry, and a natural
question is the generalization to larger gauge groups, notably the true color group SU(3).
Here the situation is that more independent variables are required to describe the gauge-
invariant degrees of freedom of the magnetic field Bia. In SU(3) one can take [3] the
6 components of φij = BiaBjaand the 10 components of the symmetric tensor density
formed with the d-symbol, namely dabcBiaBjbBkc. The rectangular matrix Bia has many
“right-inverses” and in general no “left-inverse”. Partly because of this, careful navigation
will be required to find the underlying geometry, but we are optimistic that it can be found.
It is far from clear that the geometry will be helpful in understanding the dynamics
of the SU(2) gauge theory. Indeed there are several problems to be overcome if Gij is
to be viewed as the fundamental variable. First, one must be able to solve (5.9) for the
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contortion to obtain an explicit expression for the Hamiltonian. Second one must represent
the functional Jacobian δBia(x)/δAbj(y) which involves the determinant of a differential
operator with singular symbol. Third one must deal with the fact that a gauge invariant
formulation of the theory, whether magnetic or electric [1], is essentially nonperturbative.
There are 1/g terms which remain in H after rescaling the fields either by an integral or
fractional [6] power of g. In the past geometry has provided strong impetus for physicists,
and we hope that it will stimulate new approaches to the important problem of gauge field
dynamics.
Appendix. Tranformations of the Measure
As mentioned briefly in Sec. 8 a complete change of variables A → B → G requires
consideration of the Jacobian determinant. This will enter in the measure of the trans-
formed functional integral over Gij(x), and terms from the measure will be generated when
a functional integration by parts is performed in Eq. (7.2) to put the Hamiltonian in the
more standard second derivative form.
The essential part of the measure is the functional determinant of the transformation
operator from A to B, namely
M IJ (x, y) ≡M ia,jb(x, y) ≡ δB
ia(x)
δAbj(y)
= ǫimjDm
abδ(3)(x− y) (A.1)
This operator is gauge covariant, but a manifestly gauge invariant form is useful. This
can be achieved by conjugating with the ultralocal algebraic operator IBjb
kℓ(x, y) ≡
δkjB
ℓb(x)δ(3)(x− y). Namely one convolutes Miajb(x, y) with this operator from the right
and with its inverse from the left. This gives the new invariant differential operator
Nmn
kℓ(x, y) ≡ IB−1mn
ia
(x, u) ·Miajb(u, v) · IBjbkℓ(v, y)
= ǫm
ik(δℓn∂i − Γ′ℓin)δ(3)(x− y) ,
(A.2)
where (3.2) has been used. One nows sees explicitly from (4.2) that N involves the same
covariant derivative that occurs in the transformed electric field. Formally M and N have
the same determinant, so we see that the measure has been brought to geometric form.
The remaining terms in the functional measure are ultralocal factors from the trans-
formation δG/δB and the integration over the time-independent SU(2) gauge group at
each point x of IR3. We simply state the final result:
[dGij ]
detG
detN
. (A.3)
Functional determinants in general require ultraviolet regularization, and this is diffi-
cult in the present case where the highest derivative term of N has zero modes. We leave
such problems for future investigation because the measure is not of direct concern in this
paper.
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