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Abstract
We consider a model proposed by one of the authors for a type of plastic
instability found in creep experiments which reproduces a number of exper-
imentally observed features. The model consists of three coupled non-linear
differential equations describing the evolution of three types of dislocations.
The transition to the instability has been shown to be via Hopf bifurcation
leading to limit cycle solutions with respect to physically relevant drive pa-
rameters. Here we use reductive perturbative method to extract an amplitude
equation of up to seventh order to obtain an approximate analytic expression
for the order parameter. The analysis also enables us to obtain the bifurcation
(phase) diagram of the instability. We find that while supercritical bifurca-
tion dominates the major part of the instability region, subcritical bifurcation
gradually takes over at one end of the region. These results are compared
with the known experimental results. Approximate analytic expressions for the
limit cycles for different types of bifurcations are shown to agree with their
corresponding numerical solutions of the equations describing the model. The
analysis also shows that high order nonlinearities are important in the prob-
lem. This approach further allows us to map the theoretical parameters to the
experimentally observed macroscopic quantities.
PACS numbers : 05.45+b,62.20Hg,81.40Lm,83.50By
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1 Introduction
Instabilities in plastic flow has been an object of attention for a long time in metal-
lurgical literature. Experimentally, there are basically three modes of deformation of
a specimen. The best known and mostly widely studied form of the instability arises
when the specimen is subjected to a constant rate of tensile deformation commonly
referred to as constant strain rate test [1, 2]. Clearly, this method of deformation
is conceptually difficult to understand since the specimen is subjected to a prede-
termined response ( i.e., a constant rate of deformation), and the force or the stress
developed in the sample is sought to be measured. Under normal conditions, one
finds a smooth stress-strain curve. However, when the system is in the regime of
instability (i.e., for some values of the material parameters), the stress-strain curve
exhibits repeated load drops. Each of the load drops is associated with the formation
and propagation of dislocation bands [3]. There is another form of testing, where, the
deformation is carried out keeping the stress rate fixed. Again, under normal condi-
tions one finds a smooth stress-strain curve. However, when the material is deformed
in the instability regime of the parameter space, one finds a stepped response in the
stress-strain curve. This method of deformation is equally popular among experimen-
talists for the study of the instability. However, conceptually the simplest form of the
instability [4] manifests when the material is subjected to a creep test wherein a force
is applied and the response in the form of elongation of the specimen is measured.
Here again, under normal conditions, the strain-time curve is smooth. Under certain
metallurgical conditions, one sees steps on creep curve suggesting a form of instability
[4, 5]. It is in the former two types of testing, that the plastic instability manifests
much more easily than in the last case and hence these two modes of deformation are
usually adopted. In contrast, the phenomenon of steps on creep curve, which is the
subject of the present discussion, is seen in much fewer instances [5, 6]. Instabilities
occurring in all these forms are considered to be of common origin. The phenomenon
is referred to as the Portevin-Le Chatelier (PLC) effect or the jerky flow and is seen
in several metals such as commercial aluminium, brass, alloys of aluminium and mag-
nesium [1]. In the case of constant strain rate case, it is observed only in a window
of strain rates and temperature.
It is generally agreed that the microscopic origin of the instabilities arises due to
the interaction of dislocations with mobile point defects and is referred to as dynamic
strain ageing. This leads to negative strain rate characteristic of the flow stress. The
basic idea was formulated by Cottrell [7] few decades ago. Early phenomenological
models including Cottrell’s theory and its extensions [7, 8] do not deal with time
development. In contrast, techniques of dynamical systems addresses precisely this
aspect. Recently, there has been a resurgence of interest in plastic instabilities [9-
13] in light of introduction of new methodology borrowed from theory of dynamical
systems. This has helped to obtain new insights hitherto not possible [10-18]. One of
the aims of such theories is to be able to relate the microscopic dislocation mechanisms
to the measurable macroscopic quantities.
An attempt to understand the problem in the above perspective was made by
Ananthakrishna and coworkers several years ago [12, 13]. The basic idea was to de-
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scribe the problem from the point of view of far-from-equilibrium transition, wherein
the new temporal order could be described as a cooperative phenomenon [21, 22]. In
a series of papers [23, 24], starting from an extended Fokker-Planck equation for the
velocity of dislocation segments, these authors arrived at a model which consisted of
three types of dislocations and some transformations between them [12]. The basic
idea could be summarized by stating that limit cycle solutions arise due to nonlinear
interaction between three different types of dislocations, suggesting a new mathemat-
ical mechanism for the instability. Even though the spatial inhomogeneous structure
was ignored and only the temporal oscillatory state was sought to be described, the
model and its extensions to the case of constant strain rate test [13], proved to be very
successful in that it could explain most of the experimentally observed features such
as the existence of bounds on strain rate for the PLC effect to occur, the negative
strain rate sensitivity, etc. [2, 7, 13]. One other important prediction which is a di-
rect consequence of the dynamical basis of the model is the existence of chaotic stress
drops in a range of strain rates [14, 15]. Recently, there has been several attempts
which verifies this prediction [17-20]. Indeed this verification suggests that these few
modes represent the collective degrees of freedom of dislocations. (Note that the spa-
tially extended nature of system implies infinite degrees of freedom.) From this point
of view, dealing with the temporal aspect appears to be justified. Description of the
phenomenon which includes the initiation and propagation of the bands during the
PLC effect has also been recently attempted [16].
Since the introduction of bifurcation theory into this field several years ago by our
group [12, 13], several other groups have also undertaken similar lines of attack [9-12],
[25]. In the process, we feel that finer aspects of dynamical systems have been glossed
over in this field. For instance, one often finds that casual remarks are made about
fast and slow modes without actually going through the procedure of demonstrating
the existence of such modes and eliminating the fast modes in favour of the slow ones
[25]. In addition, under the adiabatic elimination, the resulting modes which serve
as order parameter variables are very complicated functions of the original modes.
Yet, hand waiving arguments have been used in building models which we believe are
technically suspect.
In our recent work [26] we showed how under certain conditions, one of the vari-
ables of the model could be adiabatically eliminated since the time constant of this
mode can be chosen to be much faster than the other two ( i.e., for low values of a
parameter b0, see below). We then derived the equation for the order parameter for
the reduced model. We found both supercritical and subcritical bifurcation within
the range of applicability. We also found that the results were in good agreement
both with the reported experimental results and with the numerical solution of the
model. However, eliminating one of the variables entirely restricts the applicability of
the analysis to the two-dimensional plane of the parameter space (parameters a and
c, see below). In addition, we also found that even within the limited domain, very
high order nonlinearities control most of the bifurcation domain.
The purpose of the present work is to perform the analysis by keeping all the
three modes in the model and to explore the entire instability domain spanned by
all the three parameters (a, b0 and c). In addition, this analysis should help us to
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verify if high order nonlinearities could control part of the subcritical bifurcation as
found in our recent analysis [26]. This will help us to investigate the full nature of the
bifurcation in detail. We use reductive perturbative method and extract the complex
order parameter which is directly related to the amplitude and the frequency of the
jumps on the creep curve. The analysis should also help us to compare the results
with the experimental ones. The expression for the order parameter is checked by
comparing it with the numerical solution of the model.
In what follows (section 2) we present a brief summary of the model. In section
3 we use the reductive perturbative method to extract the amplitude equation up to
seventh (septic) order. This enables us not only to determine the nature of bifur-
cation (i.e. supercritical or subcritical) exhibited by the model but also gives us an
expression for the order parameter over most of the instability domain. In section
4, the approximate limit cycle solution obtained through the amplitude equation is
compared with the experimental results as well as with the numerical solution of the
model. Section 5 contains summary and discusses our results.
2 A Model for Steps on Creep Curve
We start with a brief summary of the model. The details of the model can be found
in the original references [12]. The model consists of the mobile dislocations, the
immobile dislocations and another type which mimics the Cottrell’s type, which are
dislocations with clouds of solute atoms. Let the corresponding densities be Nm, Nim
and Ni, respectively. The rate equations for the densities of dislocations are:
dNm
dt
= θVmNm − βN
2
m − βNmNim + γNim − αmNm , (1)
dNim
dt
= βN2m − βNimNm − γNim + αiNi, (2)
dNi
dt
= αmNm − αiNi. (3)
The first term in Eq.(1) is the rate of production of dislocations due to cross glide
with a rate constant θVm , where Vm is the velocity of the mobile dislocations which in
general depends on some power of the applied stress, σa. The second term refers to two
mobile dislocations either annihilating or immobilizing. The third term also represents
the annihilation of a mobile dislocation with an immobile one. The fourth term
represents the remobilization of the immobile dislocations due to stress or thermal
activation ( see γNim in Eq. 2). The last term represents the immobilization of mobile
dislocations either due to solute atoms or due to other pinning centers. αm refers to
the concentration of the solute atoms which participate in slowing down the mobile
dislocations. Once a mobile dislocation starts acquiring solute atoms we regard it as
a new type of dislocation, namely the Cottrell’s type Ni. This process is represented
as an incoming term in Eq.(3). As they acquire more and more solute atoms they
will slow down and eventually stop the dislocation entirely. At this point, they are
considered to have transformed to Nim. This process is represented by the loss term
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in Eq.(3) and a gain term in Eq.(2). These equations can be cast into a dimensionless
form by using scaled variables:
x = Nm(
β
γ
), y = Nim(
β
θVm
), z = Ni(
βαi
γαm
), τ = θVmt, (4)
to get
x˙ = (1− a)x− b0x
2 − xy + y, (5)
y˙ = b0
(
b0x
2 − xy − y + az
)
, (6)
z˙ = c(x− z), (7)
where the dot represents differentiation with respect to τ while a = αm
θVm
, b0 =
γ
θVm
, and c = αi
θVm
. Eqs.(5-7) are coupled set of nonlinear equations which support
limit cycle solutions for a range of parameters a, b0 and c, that are physically rele-
vant. a refers to the concentration of the solute atoms, b0 refers to the reactivation of
immobile dislocations and c to the time scales over which the slowing down occurs.
The dependence on stress and temperature appears through Vm. We have demon-
strated the existence of limit cycle solutions and also obtained approximate closed
form solutions for the limit cycles [12]. In addition, the model has been studied nu-
merically. Using the Orowan equation which relates the rate of change of strain(S˙) to
dislocation density and the mean velocity: S˙ = bNmVm, with b as the Burger’s vector,
steps on the creep curve follow automatically since the densities of dislocations are
oscillatory. Several experimental results are reproduced [12].
3 Reductive Perturbative Approach
We briefly outline the reductive perturbative approach to problems of formation of
new states of order in far-from-equilibrium situations. Transitions occurring in these
systems are quite analogous to equilibrium phase transitions. The general idea is
to construct a ‘potential like function’ for the ‘order parameter’ like variable in the
neighbourhood of the critical value of the drive parameter. This would permit the
use of the methods developed in equilibrium phase transitions for further analysis.
Near the point of Hopf bifurcation of the system (Eqs.5-7), corresponding to a
value near the critical drive parameter, a pair of complex conjugate eigenvalues and
another real negative eigenvalue exist for the linearized system of equations around
the steady state. As we approach the critical value from the stable side, the real
part of the pair of complex conjugate eigenvalues approaches zero from the negative
side and hence the corresponding eigen directions have slow time scale. As we enter
the instability region, these real parts become positive. In contrast, the effect of the
change in the drive parameter on the real negative eigenvalue is negligible. Thus,
while the two eigenvectors corresponding to the pair of complex conjugate eigenvalues
are slow modes the eigenvector corresponding to the real negative eigenvalue is a fast
(and decaying) mode. For this reason, the slow modes determine the formation of
new states of order. The reductive perturbative method is a method where the slow
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enslaving dynamics is extracted in a systematic way [27-32]. The method involves
in first finding the critical eigenvectors corresponding to the bifurcation point and
expressing the general solution as a linear combination of these vectors. The effect of
the nonlinearity is handled progressively using multiple scales method. The equations
governing the complex order parameter takes the form of Stuart-Landau equation and
corresponds to the time-dependent Ginzburg-Landau equation for a homogeneous
medium. (Henceforth, we will also refer to this equation as amplitude equation.)
On the other hand, the asymptotic solution, which is a limit cycle, collapses to the
sub-space spanned by the slow modes with no trace of the fast mode. It may be
worth emphasizing that this method is essentially the same as reduction to center
manifold. Indeed, the equivalence of the center manifold theory [33-35] with the
reductive perturbation has been established [32]. Other techniques of extracting
amplitude equations have been devised whose end results are basically the same. For
instance, perturbative renormalization group method [36, 32] and its recent extension
on the basis of envelope theory [37] has also been developed as a tool for global
asymptotic analysis which can be used to extract the amplitude equations.
We start with the Eqs.(5-7). There is only one fixed point defined by:
xa = za =
1− 2a+ [(1− 2a)2 + 8b0]
1/2
4b0
, and , ya =
1
2
. (8)
Defining new variables which are deviations from the fixed point
X = x− xa, Y = y − ya, and , Z = z − za, (9)
Eqs.(5-7) become
X˙ = −(αX + χY + b0X
2 +XY ), (10)
Y˙ = −b0
(
ΓX + δY − aZ − b0X
2 +XY
)
, (11)
Z˙ = c(X − Z). (12)
where
α = a+ 2b0xa + ya − 1, χ = xa − 1,
(13)
Γ = ya − 2b0xa, δ = xa + 1.
Eqs.(10-12) will be solved reductive perturbatively. (We note here that it is possible
to reduce these system of equations to only two by adiabatically eliminating Eq. (10).
This is done by noting that when b0 and c is much smaller than a, by rescaling Eq.(10),
it can be shown to be fast variable and hence can be adiabatically eliminated. This
was what was done in ref [26].) Writing these equations as a matrix equation where
the nonlinear part appears separately from the linear part, we get
d~R
dτ
= L~R + ~N (14)
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where
~R =

 XY
Z

 , (15)
L =

 −α −χ 0−b0Γ −b0δ ab0
c 0 −c

 , (16)
and the nonlinear part, ~N , is given by
~N =

 −b0X
2 −XY
b0(b0X
2 −XY )
0

 . (17)
Consider the stability of the fixed point as a function of the parameter c. The
eigenvalues, λi,i = 1, 0,−1, of the matrix L are determined from the cubic equation:
λ3 − Tλ2 + Pλ−∆ = 0, (18)
where
T = −(α + δb0 + c), (19)
P = δb0c+ α(δb0 + c)− χΓb0, (20)
and
∆ = −b0c[αδ + χ(a− Γ)]. (21)
The fixed point becomes unstable when one of the following conditions are violated
[38]:
T < 0,∆ < 0 or ∆− PT > 0. (22)
It is easy to show that the first two inequalities are not violated. Substituting for ∆,
P and T in the third inequality of Eq.(22), we get
(α + δb0)c
2 + [(α+ δb0)
2 − χab0]c+ b0(α+ δb0)(αδ − χΓ) < 0 (23)
as the condition for instability. Using the equality sign in Eq.(23) gives us the critical
value of the drive parameter, c = c0, for a given values of a and b0. For c < c0, the
fixed point is unstable. Since c is non-negative (negative c is unphysical), we get a
unique c0 for the allowed pair of a and b0 values within the instability. Fig.1 shows a
three-dimensional plot of the instability region involving all the three parameters of
the model. (Note that since all the variables and the parameters are dimensionless
quantities, we have all figures plotted in dimensionless quantities.)
To get approximate analytical solution of Eq.(14), we follow the reductive per-
turbative approach similar to that used by Mashiyama et al. [30] and Richter et al.
[31]. We choose c = c0(1− ǫ) with 0 < ǫ≪ 1 and write the matrix L as a sum of two
matrices, L = L0 + ǫL1, where L0 is the matrix L evaluated for c = c0 and
L1 ≡


0 0 0
0 0 0
−c0 0 c0

 . (24)
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The eigenvalues of L0 are,
λ1,−1 = ±ıω, and λ0 = T, (25)
where ω2 = P (P and T being evaluated at c = c0). Taking the solution for ~R as a
growth out of the critical eigenmodes, we express it as a linear combination of these
eigenmodes:
~R(τ) = Ψ eıωτ~r1 + Ψ0e
λ0τ~r0 + Ψ
∗e−ıωτ~r∗1 =
−1∑
j=1
Ψje
λjτ~rj (26)
where ~rj ’s are right-eigenvectors defined by L0~rj = λj~rj with ~r−1 = ~r
∗
1. We also
introduce left-eigenvectors, ~sTj , defined by ~s
T
j L0 = λj~s
T
j , where T stands for the
transpose. Substituting this expression for ~R in the matrix equation, Eq.(14), and
multiplying both sides of the equation by one of the left-eigenvectors, we get an
equation governing the corresponding amplitude:
eλjτ
dΨj
dτ
= ǫ
∑
k
µjkΨke
λkτ +
∑
l,m ,m≤l
gjlmΨlΨme
(λl +λm)τ . (27)
Expressions for the coefficients µjk and gjlm are given in Eq.(C11) and Eqs.(C13,C14),
respectively, in Appendix C.
We express Ψj as a power series expansion in ǫ
1
2 :
Ψj = ǫ
1
2ψ
(1)
j + ǫψ
(2)
j + ǫ
3
2ψ
(3)
j + ...., (28)
and introduce multiple time scales such that
d
dτ
=
∂
∂τ
+ ǫ
∂
∂τ1
+ ǫ2
∂
∂τ2
+ ...., (29)
where τ1 = ǫτ , τ2 = ǫ
2τ ,... Substituting these expressions for Ψj and
d
dτ
in the
equation for the amplitudes, Eq (27) , we successively solve by equating terms of the
same order in powers of ǫ. First, terms of O(ǫ
1
2 ) give
∂ψ
(1)
j
∂τ
= 0, (30)
implying that ψ
(1)
j is constant in the time scale of τ . O(ǫ) terms give the equation
∂ψ
(2)
j
∂τ
=
∑
k,l,l≤k
gjklψ
(1)
k ψ
(1)
l e
(λk +λl−λj)τ , (31)
which upon integration gives
ψ
(2)
j e
λjτ =
∑
k,l, l≤k
hjklψ
(1)
k ψ
(1)
l e
(λk +λl)τ , (32)
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where hjkl =
gjkl
λk+λl−λj
. O(ǫ
3
2 ) terms give the equation
∂ψ
(3)
j
∂τ
+
∂ψ
(1)
j
∂τ1
=
∑
k
µjkψ
(1)
k e
(λk−λj)τ +
∑
k,l, ,l≤k
gjkl(ψ
(1)
k ψ
(2)
l + ψ
(2)
k ψ
(1)
l )e
(λk +λl−λj)τ .
(33)
Using compatibility condition, we match terms that are varying on a slow time scale
found on both sides of the equality and extract the slow dynamics:
∂ψ
(1)
j
∂τ1
= µjjψ
(1)
j + ηj |ψ
(1)
1 |
2ψ
(1)
j . (34)
Expression for ηj is given in Eq.(C12) in Appendix C. Since we are interested in
asymptotic solutions, the equations governing the oscillatory amplitude Ψ and its
complex conjugate Ψ∗ are our concern. (The subscript j=1 is left out from Ψ1 for the
sake of brevity.) To O(ǫ
1
2 ), Ψ = ǫ
1
2ψ(1) and, thus, Eq. (27) takes the form of a cubic
Stuart-Landau equation:
dΨ
dτ
= ǫµΨ + η|Ψ|2Ψ. (35)
Note that µ(= µ11) ≡ µr + ıµi and η(= η1) ≡ ηr + ıηi are complex coefficients. Ψ is
the complex order parameter variable whose steady state solution gives its amplitude
(squared) as
|Ψ|2 = −ǫ
µr
ηr
(36)
and its frequency, Ω, (with Ψ = |Ψ|eıΩτ ) as
Ω = ǫ
(
µi −
ηi
ηr
µr
)
. (37)
This solution exists provided ηr is negative since µr is positive. ηr is found to be
negative over a major part of the instability region in the b0 − a plane, as shown in
Fig. 2 (the unshaded region). In this case, since the amplitude of the order parameter
grows continuously in proportion to ǫ
1
2 (see Eq.(36)), the transition is continuous (
‘second order’ type transition ) corresponding to supercritical bifurcation. There
is a relatively small portion of the instability region, shown in the same figure in
shades, where ηr is found to be positive implying that the transition is discontinuous
corresponding to subcritical bifurcation. In this regime, one has to go to quintic or
even higher terms in the amplitude equation for obtaining an expression for the order
parameter. We have carried out the reductive perturbative method further to derive
the quintic
d
dτ
Ψ = ǫµΨ+ η|Ψ|2Ψ+ ν|Ψ|4Ψ (38)
as well as the septic
d
dτ
Ψ = ǫµΨ+ η|Ψ|2Ψ+ ν|Ψ|4Ψ+ ξ|Ψ|6Ψ (39)
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amplitude equations. (Expressions for the complex coefficients ν = νr + ıνi and
ξ = ξr + ıξi are given in Eqs. (A3) and (A4), respectively, in Appendix A.) The
amplitude (squared), |Ψ|2, and frequency, Ω, found from the steady state solution of
the quintic amplitude equation are
|Ψ|2 =
1
2
(
−
ηr
νr
+
√
(
ηr
νr
)2 − 4ǫ
µr
νr
)
, (40)
and
Ω = ǫµi + ηi|Ψ|
2 + νi|Ψ|
4 (41)
while these same quantities found from the steady state solution of the septic ampli-
tude equation are
|Ψ|2 =
1
2
(
−
νr
ξr
+
√
(
νr
ξr
)2 − 4
ηr
ξr
+ ǫ
µr
ηr
)
+O(ǫ2), (42)
and
Ω = ǫµi + ηi|Ψ|
2 + νi|Ψ|
4 + ξi|Ψ|
6. (43)
The ranges of validity of the quintic and septic amplitude equations enable us to
describe a large portion of the subcritical bifurcation. Fig. 2 also shows the portion
within the subcritical bifurcation where the dynamics of the system is supposed to
be governed by the quintic (marked by dots) and septic (marked by open circles)
amplitude equations. The rest of the domain of subcritical bifurcation where even
higher order amplitude equation need to be considered is marked by crosses on the
same figure.
As can be seen from Fig. 2, there are two distinct regions of subcritical bifurcation
located on either side of a = 0.5. The crossover from a supercritical to subcritical
bifurcation is first seen for b0 = 0.01 around a = 0.65 as the value of b0 is reduced.
The extent of subcritical bifurcation in the b0−a plane increases, as b0 decreases. The
validity of the amplitude equations will be examined by comparing the asymptotic
solution derived from them with that of the limit cycle solution found by numerically
integrating the model equations.
4 Comparison with Experiments and Numerical
Solutions
4.1 Comparison with Experiments
To start with, consider the supercritical regime where expressions for the amplitude
and period of the limit cycle are relatively simple. Using the steady state solution of
the cubic amplitude equation, Eqs.(36) and (37), the dependence of amplitude |Ψ|2
and period, P (∝ 1
ω+Ω
), of the limit cycle on a or b0 can be obtained. (Here, we will
only consider how the two quantities, |Ψ|2 and P, depend on b0 for fixed a. Similar
analysis can be carried out for parameter a fixing b0.) The parameter b0(= γ/θVm)
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is a function of the applied stress (σa) and temperature (T). As remarked earlier, γ
represents the stress and thermal activation, and at temperatures of interest, thermal
activation can be completely ignored. As for the stress activation, it is a threshold
process and therefore, can be taken to have a week dependence on stress until a
critical value of this stress beyond which, it should show a rapid increase. One
such functional form for γ could be exp(−σc/σ), where σc represents the value of
the stress beyond which the function rapidly rises. Since stress activation occurs
at large values, one expects σc to be large. Using the standard expression [39] for
Vm(σa, T ) = V0(σa/σ0)
mexp(−Em/kT ) (with m > 1), we get
b0 ∼ γ(σ)
(
σa
σ0
)−m
e
Em
kT . (44)
From this we see that b0 has a decreasing dependence on stress, with the term
(
σa
σ0
)−m
dominating up to σc beyond which it should increase. Clearly, b0 decreases as a
function of T . Figure 3 shows plots of |Ψ|2 and P as a function of b0. From the above
discussion on the dependence of b0 on σ and T , we see that |Ψ|
2 should increase as
stress increases for the major part of stress value, since σc is large. On the other
hand, it should decrease with increase in temperature. Since stress and temperature
are measurable quantities, our predictions can be compared with experimental results.
The amplitude and period of the limit cycle are related, respectively, to the amount
of strain jumps and the period of the jumps on the creep curve calculated through
the Orowan equation. There are very few experiments in this mode of testing as
mentioned in the introduction. The only experiment where this dependence on stress
and temperature has been measured for a limited range is that by Zagoruyko et. al.
(in [5]). According to them, the amplitude of the strain jumps increases with stress
while its period has a decreasing dependence on stress. Experiments from constant
strain rate case also exhibit the same trend when the results are translated in terms
of constant stress experiments. It is well known that the amplitude of the stress
drops decreases with applied strain rate. In fact, even the numerical solution of the
equations extended to the constant strain rate case predicts this behaviour [13]. This
implies that the amplitude of strain jumps should increase as stress increases [40]. [
This relation can be seen as follows. In constant strain rate case, the deformation rate
is fixed and the stress developed in the sample is measured. When the contribution
to the plastic strain rate increases due to increased dislocation motion (for whatever
reasons), the stress has to fall in order to keep the applied strain rate constant. Thus,
the relation between strain rate and stress is opposite.] Clearly, the general trend
is consistent with the experimental results for most of the value of b0. Zagorukuyko
et. al. also report that the amplitude of the strain jumps increases while its period
decreases with increase in temperature, which is consistent with our result.
Fig. 4 shows plots of amplitude (squared) and period of the LC as a function of
b0 for a certain interval within the subcritical bifurcation. Using similar analysis as
above, we find that while the dependence of the amplitude on b0 is consistent with
the experimental results reported by Zagoruyko et.al., the dependence of the period
on b0 is predominantly inconsistent with their report.
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Experiments in constant strain rate case show that the stress drops are seen to
arise both abruptly as well as continuously [10]. Translating this result to the constant
stress case, it implies that the strain jumps can arise both abruptly and continuously.
This feature is manifest in the supercritical and the subcritical bifurcations seen in
our calculations.
4.2 Comparison with Numerical Solutions
Having derived the amplitude equation, we now compare its result with the numerical
solutions obtained via Eqs. (10-12). As stated earlier, there are two distinct types of
solutions, namely the supercritical and the subcritical solutions. Even in the region
of subcritical bifurcation, we have three types - first where the quintic amplitude
equation works, second where the septic amplitude equation works and lastly, the
rest of the instability domain where even higher order nonlinearities dominate and,
as such, require even higher order amplitude equation. We will compare the solutions
obtained from these with the numerically exact solutions of Eqs.(10-12).
First consider the supercritical region. Using the steady state solution of the cubic
amplitude equation, Eqs.(36, 37), in Eq.(26), leads to an analytic expression for the
limit cycle (LC) near bifurcation points in the domain of supercritical bifurcation.
This is usually referred to as the secular equation. The derivation of the equations
governing the LC are given in Appendix B. This solution can be compared with the
numerically exact solution obtained by integrating the system of equations, Eqs.(10-
12). Since the region of applicability in the b0−a plane is large, we choose one solution
for large values of b0 (at the top end of the bifurcation diagram) and another value of
b0 at the lower end. Figures 5(a) and (b) show the plots of the secular equation along
with their respective numerical solutions for two widely apart transition points within
the domain of supercritical bifurcation. As can be observed clearly, they match very
well.
In a manner similar to the supercritical bifurcation, the analytic expression for the
LC for a large portion of the domain of the subcritical bifurcation is obtained by using
the steady state solution of the quintic or the septic amplitude equations. In this case,
there are three distinct types of solutions: (a) first, where νr is negative and ξr positive
implying that only the quintic amplitude equation has a steady state solution, (b)
second, when νr and ξr are both negative implying that both the quintic and the septic
amplitude equations support steady state solutions, and (c) third, when νr is positive
and ξr is negative implying that the septic amplitude equation supports steady state
solution while the quintic does not. The resulting LCs are compared with those found
from the numerical ones. For the case (a), we have picked two different bifurcation
points one to the right and another to the left of a = 0.5. Plots in Figs. 6(a) and
(b) show LCs obtained from the secular equation and from the numerical ones. For
the case (b), Fig. 7 shows three plots of LCs two of which are obtained from the
secular equations corresponding to the quintic and septic amplitude equations while
the third one is obtained from the numerical solution. It is clear from this figure that
the LC derived from the septic amplitude equation is a better approximation than
that derived from the quintic one. This shows that the ‘containing’ role is played not
12
only by the quintic but also by the septic (and even higher) term of the nonlinearity.
We also find that the region over which such a situation is valid is a substantial
portion of the validity of the quintic amplitude equation suggesting that higher order
nonlinearities are in fact important as was indicated by our earlier work [26]. For
the case (c), we have shown in Fig. 8 comparing the LC derived from the septic
amplitude equation with that of the numerical one for a bifurcation point where the
quintic amplitude equation does not hold. The agreement is reasonable except around
the sharp turning point.
Lastly, it is worthwhile stating that expansion of amplitude equation even up to
septic term fails to cover the entire instability domain eventhough most of it is covered.
This also suggests that higher order nonlinearities control the rest of the subcritical
bifurcation domain. This feature is not usually encountered in model systems.
The above comparison reveales the following: (i) The expression for the LC in the
supercritical domain mimics the numerical solution very well provided ǫ is taken to be
small enough. (ii) In the subcritical domain also the two results generally match well
with each other. However, for values of the parameters where the value of c is close to
zero, (which also corresponds to small values of b0), higher order nonlinearities could
supplement the contributions arising from the lower ones in determining the LC. In
other words, if the coefficient of the next higher order has also negative real part its
contribution may have to be included in the expression for the order parameter.
5 Summary and Discussion
We have carried out the reductive perturbative approach to the problem of steps
on the creep curve regarding it as a formation of ordered state when the system is
driven away from equilibrium. The dynamics of the system is described by two cou-
pled amplitude equations: one for a transient order parameter Ψ0 and another for
the complex order parameter Ψ in the neighbourhood of the bifurcation point. The
order parameter Ψ represents both the amplitude and the phase of the limit cycle
solution when ǫ > 0. Since the above derivation is valid only in the neighbourhood
of the critical value, the expression for the order parameter Ψ is valid only for small
ǫ. This has been exemplified by the quite reasonable agreements between the LC
solutions found from the analytic expression and that from the numerical integration
of the model. We have shown that both supercritical and subcritical bifurcations are
seen in the transitions to the instability domain. While the major part of the phase
boundary exhibits supercritical bifurcation, subcritical bifurcation gradually dominates
as the value of b0 is reduced. The results of earlier calculation [12] which used the
method of relaxation oscillation and showed ‘first order’ type transition is consistent
with the present one since the values of the parameters (a = .63, b0 = 10
−4) falls in
the subcritical bifurcation domain. In our more recent work [26] where we first adia-
batically eliminated one of the variables and then applied the reductive perturbative
method for the reduced model we found both supercritical and subcritical regions.
However, due to the fact the adiabatic elimination itself was valid only for small val-
ues of b0, the results were found to be valid in a small domain. Further, we found
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that very high order nonlinearities were important. This result is supported by the
present calculation.
The present analysis shows a feature which is normally not seen in model systems,
namely that higher order terms than quintic may control the subcritical bifurcation.
In fact, even when the quintic term plays the ‘containing role,’ higher order terms
may also contribute significantly to the ‘role of containment’. Thus, in deriving
the expression for the LC, it may be necessary to find out how higher and higher
order nonlinear terms in the expansions in the amplitude equation contribute to the
asymptotic solution.
We comment here on the unusual feature of the model in the context of phase
transitions. For conventional models, in the language of phase transitions, the ‘free
energy’ is described by an expansion in power series of the order parameter up to sixth
power. While the ‘free energy’ for ‘second-order’ phase transitions can be described
by retaining up to fourth power in the order parameter, its is usually sufficient to
retain the sixth power for the description of ‘first-order’ phase transitions (with the
appropriate signs for the coefficients in the expansion). In the present case, however,
we need to go to as high as eighth power (or more) of the order parameter in some
regions of the drive parameter to describe the corresponding ‘free energy’ when the
transition is of ‘first-order’ type. This feature is rather unusual and not found in
conventional models of phase transitions.
Due to the closed form expressions for the order parameter, the present calcula-
tion helps us to map the theoretically introduced parameters to the experimentally
measured quantities. For instance, in experiments one measures, the amplitude of the
strain jumps on the creep curve as well as their frequency as a function of stress and
temperature. The dependence of the amplitude of the strain jumps and its frequency
on stress and temperature can be evaluated by using the order parameter equations in
the Orowan’s equation by noting that |Ψ| corresponds to the amplitude of the strain
jumps while the frequency Ω together with ω gives a measure of the frequency of the
steps. By properly relating the parameter b0 to stress and temperature we found that
for a certain range of the instability the amplitude increases while the period decreases
as stress increases (at constant temperature) qualitatively agreeing with the reported
experimental result of Zagorukuyko et al (see in [5]). Also the amplitude increases
while the period decreases as temperature is increased (at constant stress) which is
again consistent with the experimental results of Zagorukuyko et. al. In addition we
found other ranges within the instability showing various kinds of dependence of the
order parameter on stress and temperature.
Lastly, the present exercise has demonstrated the complicated dependence of the
order parameter variable on the original modes. This will serve as a warning to those
using hand waiving arguments for declaring certain modes as fast modes and others
as slow modes in the modelling of such problems.
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Appendix A
In this appendix we give the expressions for the coefficients appearing in the TDGL
equation, i.e. the expressions for µ, η, ν and ξ in the equation d
dτ
Ψ = ǫµψ+η|Ψ|2Ψ+
ν|Ψ|4Ψ + ξ|Ψ|6Ψ. Note that they are functions of the parameters a, b0 and c. They
are given below.
µ = µ11. (A1)
η =
∑
k≤α≤j,γ≤β
(g1jαhjβγ + g1αkhkβγ). (A2)
In Eq. (A2) and all the following equations summations over latin alphabets run over
1,0, and -1 while those over greek alphabets run over ±1. Summation of Eq. (A2)
includes only those terms which satisfy the condition α+ β + γ = 1.
ν =
∑
k≤j
(T
(1,4)
jk + T
(2,3)
jk ), (A3)
where
T
(1,4)
jk =
∑
ζ≤δ≤γ≤β≤α
(g1jαujβγδζ + g1αkukβγδζ) (A4)
and
T
(2,3)
jk =
∑
β≤α,ζ≤δ≤γ
(hjαβtkγδζ + hkαβtjγδζ), (A5)
with the condition on the summations of Eqs. (A4) & (A5) to be α+β+γ+δ+ζ = 1.
Lastly, the septic coefficient ξ is given by
ξ =
∑
k≤j
(T
(1,6)
jk + T
(2,5)
jk + T
(3,4)
jk ) (A6)
where
T
(1,6)
jk =
∑
k≤α≤j,σ≤ρ≤ζ≤δ≤γ≤β≤α
(g1jαwjβγδζρσ + g1αkwkβγδζρσ), (A7)
T 2,5jk =
∑
β≤α,σ≤ρ≤ζ≤δ≤β≤α
g1jk(hjαβvkγδζρσ + hkαβvjγδζρσ) (A8)
and
T 3,4jk =
∑
γ≤β≤α,σ≤ρ≤ζ≤δ
g1jk(tjαβγukδζρσ + tkαβγujδζρσ) (A9)
with the constraint α + β + γ + δ + ζ + ρ + σ = 1 imposed on the summations of
Eqs. (A9), (A10) & (A11). Expressions for µjk, gjkl, hjkl, tjklm, ujklmn, vjklmnp and
wjklmnpq are given in Appendix C.
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Appendix B
In this appendix, (approximate) asymptotic solution for ~R describing the limit cycle
will be derived using the steady state solution of the particular TDGL equation.
For the instability region where cubic TDGL equation holds, expansion of Ψ upto
ψ
(2)
j will be involved in determining ~R so that
~R = ǫψ
(2)
0 e
λoτ~r0 +
[
(ǫ
1
2ψ(1) + ǫψ(2))eiwτ~r + c.c
]
(B1)
Note that the asymptotic solution does not contain ψ
(1)
0 e
λ0τ term since, λ0 being
negative, it decays in time. To O(ǫ
1
2 )
Ψ = ǫ
1
2ψ(1) ⇒ ψ(1) = ǫ−
1
2Ψ. (B2)
Using Eqs. (B2) and (32) in Eq. (B1) will enable us to derive the components of ~R
which are given by:
X = Ax|Ψ|cos(Ωcτ + θx)+B1x|Ψ|
2cos(2Ωcτ +φx)+B2x|Ψ|
2+B3x|Ψ|
2cos(2Ωcτ +ϕx),
(B3)
Y = Ay|Ψ|cos(Ωcτ + θy) +B1y|Ψ|
2cos(2Ωcτ + φy) +B2y|Ψ|
2+B3y|Ψ|
2cos(2Ωcτ + ϕy)
(B4)
and
Z = Az|Ψ|cos(Ωcτ + θz) +B1z|Ψ|
2cos(2Ωcτ + φz) +B2z|Ψ|
2+B3z|Ψ|
2cos(2Ωcτ +ϕz).
(B5)
where
Ωc = Ω+ ω, (B6)
Ad = 2|r1d|, (B7)
θd = sin
−1
(
Im(r1d)
|r1d|
)
, (B8)
B1d = 2|h111r1d|, (B9)
φd = sin
−1
(
Im(h111r1d)
|h111r1d|
)
, (B10)
B2d = 2|h11−1r1d|, (B11)
B3d = 2|h1−1−1r1d|, (B12)
and
ϕd = sin
−1
(
−Im(h1−1−1r1d)
|h1−1−1r1d|
)
. (B13)
Here the subscript d denotes x, y or z while Im denotes imaginary part of the con-
cerned argument. Expressions for hjkl and rjd are given in Appendix C.
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For the instability region where quintic (or septic) TDGL equation holds, expansion
of Ψ upto ψ
(4)
j (or upto ψ
(6)
j ) will be required in determining ~R so that
~R =
N∑
n=2
ǫn/2ψ
(n)
0 e
λoτ~r0 +
N∑
n=1
[ǫ
n
2ψ(n)eiωτ~r + c.c] (B14)
with N=4 (quintic case), N= 6 (septic case). The same procedure as done for the
cubic case follows for the quintic as well as the septic cases.
Appendix C
In this appendix we first give the expressions for hkl,j, tklm,j, uklmn,j, vklmnp,j and
wklmnpq,j that appear as coefficients in the determination of ψ
(2)
j , ψ
(3)
j , ψ
(4)
j , ψ
(5) and
ψ(6), respectively, such that
ψ
(2)
j e
λjτ =
∑
l≤k
hjklψ
(1)
k ψ
(1)
l e
(λk +λl)τ , (C1)
ψ
(3)
j e
λjτ =
∑
m≤l≤k
tjklmψ
(1)
k ψ
(1)
l ψ
(1)
m e
(λk+λl+λm)τ , (C2)
ψ
(4)
j e
λjτ =
∑
n≤m≤l≤k
ujklmnψ
(1)
k ψ
(1)
l ψ
(1)
m ψ
(1)
n e
(λk+λl+λm+λn)τ , (C3)
ψ
(5)
j e
λjτ =
∑
p≤n≤m≤l≤k
vjklmnpψ
(1)
k ψ
(1)
l ψ
(1)
m ψ
(1)
n ψ
(1)
p e
(λk+λl+λm+λn+λp)τ , (C4)
and
ψ
(6)
j e
λjτ =
∑
q≤p≤n≤m≤l≤k
wjklmnpqψ
(1)
k ψ
(1)
l ψ
(1)
m ψ
(1)
n ψ
(1)
p ψ
(1)
q e
(λk+λl+λm+λn+λp+λq)τ . (C5)
We give only those coefficients that contribute to the asymptotic solution. Note that
summation over latin alphabets take values 1,0 and -1 while summation over greek
alphabets take values ±1.
hjαβ =
gjαβ
λα + λβ − λj
. (C6)
tjαβγ =
1
Cjαβγ
∑
l≤α≤k
(gjαlhlβγ + gjkαhkβγ) (C7)
provided α+ β + γ 6= j. Otherwise, tjαβγ = 0. Cjαβγ = λα + λβ + λγ − λj.
ujαβγδ =
1
Cjαβγδ
∑
k,l
[(gjαltlβγδ + gjkαtkβγδ) + gjkl(hkαβhlγδ)] (C8)
where Cjαβγδ =
1
λα+λβ+λγ−λj
.
vjαβγδζ =
1
Cjαβγδζ
∑
k,l
[(gjαlulβγδζ + gjkαukβγδζ) + gjkl(hkαβtlγδζ + hlαβtkγδζ)] (C9)
17
provided α + β + γ + δ + ζ 6= j. Otherwise, vjαβγδζ = 0. The expression Cjαβγδζ =
1
λα+λβ+λγ+λδ+λζ−λj
.
wjαβγδζρ =
1
Cjαβγδζρ
∑
k,l
[Q+ gjkl(hkαβulγδζρ + hlαβukγδζρ) + gjkltkαβγtlδζρ] (C10)
where Q = (gjαlvlβγδζρ + gjkαvkβγδζρ) and Cjαβγδζρ =
1
λα+λβ+λγ+λδ+λζ+λρ−λj
.
Next we give the expressions for µjk, ηj and gjkl:
µjk =
c0sjz(−rkx + rkz)
~sTj ~rj
, (C11)
ηj =
∑
l≤α≤k,γ≤β
(gjkαhkβγ + gjαlhlβγ), (C12)
for k 6= l, gjkl = 2fxxjrkxrlx + fxyj(rkxrly + rkyrlx), (C13)
while
gjkk = fxxjr
2
kx + fxyjrkxrky, (C14)
where
fxxj =
b0(−sjx + b0sjy)
~sTj ~rj
, (C15)
fxyj =
−(sjx + b0sjy)
~sTj ~rj
, (C16)
~rTj = (rjx rjy rjz), (C17)
~sTj = (sjx sjy sjz), (C18)
~sTj ~rj = sjxrjx + sjyrjy + sjzrjz, (C19)
rjx = χ(c0 + λj), (C20)
rjy = −(c0 + λj)(α+ λj), (C21)
rjz = c0χ, (C22)
sjx = −(c0 + λj)(b0δ + λj), (C23)
sjy = rjx, (C24)
and
sjz = ab0χ. (C25)
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Figure 1: The instability region determined by all the three independent parameters
a, b0 and c of the model. It is bounded by the three surfaces: c0-surface (shown by
a series of curved lines, c = 0 plane (shown by a series of straight lines), and b0 = 0
plane. (Note that the c0 surface is determined from Eq. (23).)
Figure 2: Plot of the bifurcation diagram in the a - b0 plane. The instability region
is bounded by the parabolic-shaped curve and the b0 = 0 line. The unshaded(shaded)
region exhibits super-(sub-)critical bifurcation. The shaded region marked by dots
(open circles) shows the portion within the sub-critical bifurcation where quintic
(septic) amplitude equation is supposed to hold.
Figure 3: Plots of |Ψ|2 and P versus b0 within the supercrtical domain when a = 0.45
and ǫ = 0.01.
Figure 4: Plots of |Ψ|2 and P versus b0 within the subcritical domain when a = 0.39
and ǫ = 10−4.
Figure 5: Plots of the limit cycle solutions (in X-Z plane) obtained from the secular
equation (solid line) and that obtained from numerical integration of the model (Eqs.
10-12) (marked with dots) when (a) a = 0.521, b0 = 0.0202 and ǫ = 0.1 and when (b)
a = 0.6, b0 = 0.01 and ǫ = 0.001. Both bifurcation points lie within the supercritical
bifurcation domain.
Figure 6: Plots of the limit cycle solutions (in X-Z plane) obtained from the secular
equation (solid line) and that obtained from numerical integration of the model (Eqs.
10-12) (marked with dots) when (a) a = 0.647, b0 = 0.009 and ǫ = 0.01 and when
(b) a = 0.38, b0 = 0.004 and ǫ = 0.0001. Both bifurcation points lie within the
subcritical bifurcation domain where the quintic amplitude equation holds (i.e. νr < 0
and ξr > 0).
Figure 7: Plots of the limit cycle solution (in X-Z plane) obtained by using the
secular equation derived from the quintic amplitude equation (outer solid line), from
the septic amplitude equation (inner solid line) and that obtained from numerical
integration of the model (Eqs. 10-12) (marked with dots) when a = 0.375, b0 = 0.004
and ǫ = 0.0001. The bifurcation point lies within the subcritical bifurcation domain
where both νr and ξr are negative.
Figure 8: Plots of the limit cycle solution (in X-Z plane) obtained from the secular
equation (solid line) and that obtained from numerical integration of the model (Eqs.
10-12) (marked with dots) when a = 0.37, b0 = 0.001 and ǫ = 0.0001. The bifurcation
point lies within the subcritical bifurcation domain where νr > 0 and ξr < 0.
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