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The Spectrum of the Coloration Matrix for the Complete Partite 
Graph
AbstrAct: 
This paper talks about eigenvalues of graphs and finding them through making use of 
the coloration partition.  We first define the concept of coloration.  We then apply it to 
compute eigenvalues of some graphs.  The concentration will be on graphs having a 
nontrivial coloration like the complete bipartite graphs K(m, n) and the complete 3 - par-
tite graphs K(m, n, p).  The idea can be carried through to the complete n-partite graphs, 
but the computations then will be much more complicated.
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:ص�خللما
 اذهل افيرعت لاوا ض�رعن  .ةينيولتلا ةئزجتلا هتيمس�ت نكيم ام قيرط نع اهداجياو موس�رلل ةزيملما ميقلا ثحبلا لوانتي
 يرغ ةينيولت  ةئزتج اهل  يتلا  موس�رلا  ىلع  زيكترلا  متي   .ةزيملما  ميقلا  باس�لح موس�رلا  ض�عب  ىلع هقبطن  مث   .موهفلما
 نكل ءازجلاا ةددعتم ةلماكلا موس�رلل ةماعلا ةلالحا ىلع أادبلما ميمعت نكيم  .لماكلا يثلاثلاو لماكلا يئانثلا لثم ةيديلقتلا
 .اديقعت ثركا اعباط ذخأات كانه تاباس�لحا
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We first define the term coloration. 
This could be found in many references 
on graph theory.  See for example [Ru-
zieh, 1993, pp 17-23].  In most of the 
work done before, the term coloration 
was strongly connected with vertex col-
oring in a graph.  Bounds were found 
on the chromatic index of a graph in 
terms of the spectral radius of the ad-
jacency matrix of the graph.  Very little 
was done in the direction of eigenval-
ues as related to the concept of colora-
tion.  This work will utilize the concept 
of coloration to compute eigenvalues of 
some graph matrices.
Let G be a graph of order p having a 
vertex set V.  Let the set V be partitioned 
into n classes V1, V2, V3,  …, Vn .  De-
fine the indicator matrix M = [mij]  to 
be the pxn (0, 1) matrix whose i,j-entry 
is equal to one if vertex vi  belongs to 
class Vj  and is zero otherwise. The col-
oration matrix B (if exists) is the nxn 
matrix  that satisfies the relation  QM = 
MB, where Q is a square graph matrix 
which could be the adjacency matrix A, 
the distance matrix D, or the matrix of 
reciprocals of the non-zero distances R. 
If  Q = A then  the i,j entry in the matrix 
B = [bij], denoted by bij, is the number 
of vertices in class Vj that are adjacent 
to an arbitrary vertex in class Vj ,  i. e, 
any vertex in class Vi is adjacent to bij 
vertices in class Vj.  It is worth noting 
that the number bij depends only on the 
choice of the classes Vi and Vj and not 
on the choice of a particular vertex in 
the class.   This holds for any graph.  In 
the worst case, any graph has at least 
IntroductIon:
the trivial coloration where any colora-
tion class contains just one vertex.  In 
such a case, the coloration matrix B is 
the same as the adjacency matrix of the 
graph. 
 We may consider as an exam-
ple the complete bipartite graph K4,5. 
The partite classes are V1 and V2 with 
sizes 4 and 5 respectively.  Every vertex 
in the first class is adjacent to zero ver-
tices in the first class and to 5 vertices 
in the second class.  Every vertex in the 
second class is adjacent to 4 vertices in 
the first class and to zero vertices in the 
second class.  The coloration matrix is
B =     
               
            4 0
With this definition,  we have the fol-
lowing easily seen properties:
1.the matrix B is a nonnegative integral 
matrix.
2.the sum of entries in row(i)  of the 
matrix B is the degree of a vertex in 
class Vi   and all vertices in any one 
coloration class have the same degree. 
This is true in general for any simple 
graph that has a non trivial coloration.
3.the matrix  S = MtM  is a diagonal ma-
trix whose diagonal entries are the sizes 
of the classes.  Thus  B = S-1MtAM 
4.if the matrix A is the adjacency matrix 
of an r-regular graph, then the matrix B 
has a constant row sum equal to r.
    0             5 
Concerning eigenvalues and character-
istic polynomials, we have the follow-
ing simple but important theorem.
sectIon 1.   colorAtIon 
theoreM
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The characteristic polynomial PB(t) of 
the matrix B divides the characteristic 
polynomial PA(t) of the matrix A  
Proof.
The proof may be seen in the reference 
stated.   (A halmos)
Regarding this theorem we have the 
following properties; see  Ruzieh, 
1989, pp 21-22.
1. If λ is a nonzero eigenvalue of B then 
the eigenvector entries of the vector Mz 
are constant on any given class Vi, i.e, 
if vi, vj   Vk then (Mz)i = (Mz)j   
2.If  λ  is a nonzero eigenvalue of A but 
not of  B then the eigenvector entries of 
Mz add up to zero on any class Vi .
If x is a non zero eigenvector of A cor-
responding to the eigenvalue λ, then Ax 
= λ x   which gives MtAt x = λ Mt x. 
This gives    (AM)tx = λ Mt x  which in 
turn gives     (MB)t x = λ Mt x.  Conse-
quently we get BtMt x = λ Mt x.  If  x 
is a nonzero vector, then λ is an eigen-
value of B in which case the entries of 
the vector x are constant over vertices 
in the same class.  If the vector Mtx is 
the zero vector, then the sum of the vec-
tor x entries over any class is zero.  In 
this case the numbe λ  is not an eigen-
value of B.  
This last case does indeed happen.  In 
some cases, the matrix B captures all of 
the nonzero eigenvalues of the matrix 
A, as in the case of the complete bipar-
tite graph.  Yet there are cases where 
the matrix B doesn’t capture all of the 
nonzero eigenvalues of the matrix A. 
In what follows we present an example 
of a graph where A is the adjacency ma-
theoreM (1) «see theoreM 
4.7  cvetKovIc , et Al., 1980, 
P  123»
trix of the graph and B is its coloration 
matrix.
The graph G:
         v3 
              
       
The coloration classes are 
V1 = {v1, v2 }, V2 = {v3, v4, v5, v6, 
v7, v8 }     
The coloration matrix is
 B =
        
 
The adjacency matrix A has the follow-
ing spectrum
σ  (A) = {  2.302776, 1.302776, 0, 0, 
0, 0, -1.302776,  -2.302776 }
While the matrix B has the following 
spectrum
       (B)=   { 2.302776, -1.302776 }.
In the case of the complete bipar-
tite graph of order n, it is true that 
)()( 2 λλλ B
n
A PP
−= but this is not true 
in general.
3.  The spectral radius of A is also the 
spectral radius of B..   
4.  If A is the adjacency matrix of a dis-
tance regular graph then  the matrix B 
captures all of the nonzero eigenvalues 
of the  matrix A.     
 Note:  If  the matrix Q is the distance 
matrix of the graph, then the entry bij 
in the matrix B will refer to the sum of 
distances  of a vertex in class Vi to the 
vertices in class Vj. While if the ma-
trix Q is the matrix of the reciprocals 







 1              3
 1              0
σ
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vertices, then the entry bij in the matrix 
B refers to the sum of the reciprocals 
of distances  of a vertex in class Vi to 
the vertices in class Vj .  When talking 
about distances, it is assumed that the 
graph is connected. 
We restrict our computations to the 
complete n-partite graph, for n = 2 and 
3.In this case, there will be 2 or 3 partite 
classes respectively.                                     
We consider first the graph K(m, n). 
The matrices mentioned at the end of 
the last section related to this graph will 
be stated below.  In the notation used, 
the symbol  Jmn  refers to the mxn ma-
trix of all ones and  Omn  refers to the 
mxn matrix of all zeros and  In  refers to 
the nxn identity matrix.  The matrices of 
concern in the block notation are: 






Each of the above matrices has the form
T( c)  =   
sectIon 2.   the coMPlete 
bIPArtIte grAPh
 Omm Jmn








   Jmn
where c takes the values 0, 2 and .5 for 
the matrices  A, D and R, respectively.  
We define the matrix
 H( c) = T( c) + c Im+n.  The matrix H is 
explicitly the matrix 6 bage49:
H( c) =
 
In the previous notation, we have QB = 
MB.  We are back to the same relation 
but for the matrix Q = T(c) = H(c) - cI.
The matrix H has clearly two independ-
ent rows.  It thus has rank equal to 2 
and (m + n  - 2) )  zero eigenvalues. 
The two nonzero eigenvalues form the 
spectrum of the matrix B   where HM 
= MB.  The 2x2 diagonal matrix S = 
MtM  containing the sizes of the parti-
tion classes V1 and V2 is then
S =
The matrix B, being a coloration ma-
trix,  is the matrix  B = S-1MtHM  and 
simple calculations show that
B  =
The characteristic polynomial of the 
matrix B is  
PB(t) = (t – cm)( t - cm) – mn 
         =  t2 – c(m + n)t + mnc2 – mn 
          
and the eigenvalues of the matrix B are 
 Jmn
Jnm
 0  m
n  0
  n        cm
 cn        m












c  …  c  c
c  …  c  c
.  .  .  .
.  .  .  .
c  …  c  c
1  …  1  1
1  …  1  1
.  .  .  .
.  .  .  .
1  …  1  1
1  …  1  1
1  …  1  1
.  .  .  .
.  .  .  .
1  …  1  1
c  …  c  c
c  …  c  c
.  .  .  .
.  .  .  .
c  …  c  c
H( c)  =
Matrix 6
λ1,λ2=
    
 So the spectrum  σ(H) of the matrix 
H(c ) is
σ(H( c)) = {λ1, λ2, 0, …, 0} with zero 
having multiplicity m+n–2.  The spec-
trum of the matrix  T  is then 
σ(T( c)) = { λ1 – c, λ2 – c,  - c, -c, …, 
-c}  where -c  has multiplicity (m+n-2) 
Next we state the theorem that gives 
explicitly the spectra for  the adjacency 
matrix A, the distance matrix D and 
the matrix R. The values of the con-
stant c corresponding to these matrices 
are c = 0, 2 and .5  respectively.  Using 
the previous results we get the follow-
ing theorem.
For the complete bipartite graph K(m, 
n) we have the following results.
theoreM (2)
(1) The spectrum of the adjacency ma-
trix A is :  σ(A) = 
{         n  , -       n  , 0, 0, …, 0}
where zero has multiplicity (m + n – 2) 
(2) The spectrum of the distance matrix 
D is  
σ(D) ={m + n – 2 -
+ mnnm −+ 22
, -2, …, -2}  where -2 has multiplicity 
(m + n –2) 
(3)The spectrum of the matrix R is 
σ( R ) =
 
{ 
,-1/2,...,-1/2 } where - ½  has multiplicity 
m + n – 2.
 
mn mn
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Consider the complete 3 – Partite Graph 
K(m, n, k)
The matrix H( c) as defined earlier has 
the following  partitioned form  
sectIon 3.   the coMPlete 3 - 
PArtIte grAPh
H( c)  = 
 
 
Then  T( c) = 
The indicator matrix, M, is an (m + n + k)x3,  (0, 1) matrix and the matrix S, is the 
following (3x3) matrix
S =
where m. n and k are the sizes of the three partite classes respectively.
The general coloration matrix  B = S-1MtHM  is the following (3, 3) matrix
B =
 
The characteristic polynomial of the matrix B is
PB(t) = t
3 – c(m + n + k) t2 + (c2  - 1)(mn  + mk + nk) t - mnk(c3 - 3c +2)   
The matrix H has clearly (n + m + k – 3) zero eigenvalues and just three nonzero 
eigenvalues  whose product is
λ1λ2λ3 =    mnk(c
3 - 3c +2) and whose sum is
λ1 + λ2 + λ3 =  c(m + n + k)
 
 A   if c = 0
D   if c = 2
½  =  R   if c
 0  0  m
0  n  0
k  0  0
k  n  cm
k  cn  m
ck  n  m
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The following theorem gives the spec-
tra of the adjacency matrix A, the dis-
tance matrix D and the matrix R for the 
graph K(m, n, k)
For the graph K(m, n, k), the spectra of 
the matrices A, D and R, are as follows:
(1)By letting c = 0 , the spectrum of the 
adjacency matrix contains (m + n + k – 
3)  zero eigenvalues and the other three 
satisfy the equation 
λ3   - (mn  + mk + nk) λ - 2mnk = 0
(2)The spectrum of the distance matrix 
D contains -2 as an eigenvalue with 
multiplicity (m+n+k – 3) and three sim-
ple eigenvalues   μi = λi – 2 for i = 1, 2 
and 3 where λi satisfy the equation  
λ3 – 2(m + n + k) λ2 + 3(mn  + mk + nk) 
λ – 4mnk = 0  
 (3)Letting c = .5  the spectrum of the 
matrix R contains   -.5 as an eigenvalue 
with multiplicity (m + n + k – 3)  and 
three simple eigenvalues  αi = λi - .5 
for i = 1, 2 and 3  where λi satisfies the 
equation 
λ3 – .5(m + n + k) λ2  - .75 (mn  + mk 
+ nk) λ – .625 mnk = 0    
 In the case of the complete n-partite 
graph, the matrix B will be an (n, n) 
matrix and its eigenvalues will be the 
roots of an  nth  degree polynomial and 
the number of zero eigenvalues in this 
case is (p – n) where p denotes the num-
ber of vertices (i.e order of the graph).
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