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Seznam uporabljenih simbolov in kratic 
CFD – računalniška simulacija dinamike tekočin (angl. Computational Fluid 
Dynamics)  
CFM – enota za merjenje pretoka zraka v kubičnih čevljih na minuto (angl. 
Cubic Feet per Minute)  
DCFM – nadzorni sistem podporne infrastrukture podatkovnih centrov (ang.: 
Data Center Facilty Management) 
DCiE – faktor učinkovitosti podatkovnega centra (angl. Data Center 
Infrastructure Efficiency) 
DCIM – nadzorni sistem infrastrukture podatkovnih centrov (angl. Data 
Center Infrastructure Management) 
DEA – dizelski električni agregat 
PUE – faktor učinkovitosti izrabe energije (angl. Power Usage Effectiveness) 
UI OS –  Uptime Institute Tier Standard: Operational Sustainability 
UPS – sistem brezprekinitvenega električnega napajanja (angl. Uninterruptible 
Power Supply) 
VMM – sistem za upravljanje z virtualnimi strežniki (angl. Virtual Machine 
Monitor)
 9 
Povzetek 
Podatkovni center ali računalniški center je prostor, v katerega nameščamo 
računalniške sisteme in z njimi povezane sestavne dele, kot so sistemi za 
shranjevanje podatkov in telekomunikacije. Za primerno delovanje nameščene 
računalniške opreme je v podatkovne centre vgrajena infrastruktura sestavljena iz 
podsistemov za napajanje, hlajenje, telekomunikacijskega ožičenja, omar oz. 
prostora za nameščanje računalniške opreme, fizične zaščite in nadzornega sistema 
za vodenje. 
V diplomskem delu se posvečamo problematiki načrtovanja sodobnih 
podatkovnih centrov iz vidika razpoložljivosti, zagotavljanja primernih delovnih 
pogojev za vgrajeno računalniško opremo (napajanje in hlajenje) in energijske 
učinkovitosti. Posebej se osredotočamo na sisteme hlajenja in napajanja, ki poleg 
računalniške opreme predstavljata energijsko najbolj potratna dela infrastrukture 
podatkovnih centrov. 
Diplomsko delo je sestavljeno iz več poglavij. Najprej so predstavljeni 
posamezni gradniki infrastrukture podatkovnih centrov. V nadaljevanju so 
predstavljeni standardi in smernice za načrtovanje infrastrukture podatkovnih 
centrov, podana je metodologija načrtovanja podatkovnih centrov. V posebnem 
poglavju je predstavljen tudi eden od načinov modeliranja in simuliranja sistemov 
hlajenja. Nadalje je predstavljena problematika vodenja sistemov podatkovnih 
centrov, v ločenem poglavju pa pogled na prakso s primerom izvedenega 
podatkovnega centra. 
Na koncu diplomskega dela je tudi seznam uporabljene literature, ki naj bralcu 
služi kot dodaten vir informacij k pričujočemu delu.  
 
 
Ključne besede: podatkovni centri, hlajenje, energetska učinkovitost v 
podatkovnih centrih, projektiranje podatkovnih centrov, Tier klasifikacija 
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Abstract 
 
Data center or computer center is a facility for computer systems and 
associated components, such as data storage systems and telecommunication 
equipment. For the proper functioning of installed equipment, a supporting 
infrastructure systems has to be built. These include electrical power subsystems, 
cooling, telecommunication wiring, racks or cabinets for installation of computer 
equipment, physical and technical protection systems, and control and management 
systems. 
The thesis focuses on the problem of the modern data center design in terms of 
availability, proper working conditions (electrical power and cooling) and energy 
efficiency. Special focus is dedicated to cooling and electrical power systems, which, 
in addition to the computer equipment, represent the most energy consuming part of 
data centers. 
This thesis is composed of several chapters. First chapter presents individual 
elements of the data center infrastructure. Second chapter presents the standards and 
guidelines for data center infrastructure design. Later it focuses on the methodology 
for the data center planing and design. In a separate chapter one of the approaches for 
modeling and simulation of cooling systems is presented. The sixth chapter presents 
data center management systems, and in the end of the thesis, a quick look at the  
design of a real data center. 
 
Key words: data center, cooling, energy efficiency, data centre design, Tier 
classification 
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1  Uvod 
Začetki gradnje podatkovnih centrov segajo v zgodnje obdobje prvih velikih 
računalniških sistemov iz petdesetih in šestdesetih let prejšnjega stoletja, ki so zaradi 
kompleksnosti delovanja in vzdrževanja potrebovali primerno okolje [1]. Ti zgodnji 
računalniški sistemi so bili večinoma zgrajeni po naročilu in za določen namen, kar 
je pomenilo, da so bili največkrat sestavljeni iz nestandardnih komponent in 
komunikacijskih protokolov, zaradi česar v tistih časih ni bilo potrebe po 
standardizaciji infrastrukture podatkovnih centrov. V zgodnjih osemdesetih letih 
prejšnjega stoletja so se z razmahom mikroračunalnikov začele pojavljati prve 
strežniške sobe, podobne podatkovnim centrom, kot jih poznamo danes. Te 
strežniške sobe so največkrat nastajale v prostorih, ki po današnjih merilih niso 
zagotavljale najprimernejšega okolja za računalniško tehnologijo. Uporabniki so 
postopoma spoznavali, da računalniška oprema za normalno delovanje potrebuje 
ustrezno hlajenje in prilagojen sistem električnega napajanja, podprt s sistemi 
brezprekinitvenega napajanja (angl. Uninteruptible Power Supply, UPS). Industrija 
in uporabniki so takrat prvič v širšem obsegu začutili potrebo po standardizaciji 
infrastrukture podatkovnih centrov. 
Zaradi vse večje podprtosti in odvisnosti delovanja od računalniških sistemov 
so uporabniki začutili tudi vse večjo potrebo po zagotavljanju neprekinjenega 
delovanja vitalnih računalniških sistemov. V sredini devetdesetih let je Uptime 
Institute kot prvi na svetu [2] postavil temelje za večnivojsko  klasifikacijo 
podatkovnih centrov (angl. Tier), kot poenoteno oceno razpoložljivosti podatkovnih 
centrov v dokumentu Tier Standard: Topolgy [3]. Omenjeno klasifikacijo je leta 
2005 v standardu ANSI/TIA 942 Telecommunications Infrastructure Standard for 
Data Centers [4] povzela organizacija Telecomunications Industry Association 
(skrajšano: TIA).  
Za primerno dolgo življenjsko dobo in zanesljivo delovanje vgrajene 
računalniške oz. informacijske tehnologije (skrajšano: IT) je potrebno zagotoviti tudi 
primerne delovne pogoje, ki jih proizvajalci IT-opreme običajno navajajo v tehničnih 
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podatkih. Ameriška organizacija ASHRAE - American Society of Heating, 
Refrigerating and Air-Conditioning Engineers, Inc. [5] je leta 2002 osnovala t.i. 
Tehnični komite 9.9 (angl: ASHRAE Technical Comitee 9.9) [6], ki je leta 2004 
pripravil prvo priporočilo za vzdrževanje okoljskih parametrov (temperature in 
vlage) v podatkovnih centrih. V letih 2008 in 2012 je Tehnični komite 9.9 priporočila 
dopolnil in jih zbral v dokumentih [7], [8] in [9], dosegljivih na spletni strani [6]. 
Uptime Institute je leta 2010 Tier Standard: Topology dopolnil s standardom 
Tier Standard: Operational Sustainability [11]. Omenjeni standard nadgradi 
definicijo večnivojske klasifikacije, z zahtevami po načinih vzdrževanja, sledenja 
spremembam, vodenja, lokacije in splošnih lastnosti prostora, v katerega je umeščen 
podatkovni center. Standard ne vpliva na nivo Tier, lahko pa služi kot dodatek, ki 
lastnikom pokaže na morebitne pomanjkljivosti, ki lahko pomembno vplivajo tudi na 
razpoložljivost podatkovnega centra s stališča servisov in razpoložljivosti. 
Pomemben vidik pri načrtovanju podatkovnih centrov je tudi energijska 
učinkovitost vgrajene opreme, način vgradnje le-te in posledično celotnega 
podatkovnega centra. Z razvojem podatkovnih centrov se je hitro pokazala tudi 
potreba po enostavnem merjenju in izkazovanju učinkovitosti podatkovnega centra. 
Konzorcij The Green Grid [12] je leta 2006 predlagal uporabo faktorja učinkovitosti 
izrabe energije (angl: Power Usage Effectiveness), skrajšano faktorja PUE [13], ki 
izraža učinkovitost podatkovnega centra skozi razmerje skupne porabe energije 
centra proti porabi energije IT-opreme. Idealni faktor PUE bi znašal 1, kar bi 
pomenilo, da se vsa energija v podatkovnem centru izrablja izključno za IT-opremo, 
torej koristno. Žal s trenutno tehnologijo tako nizkega faktorja PUE ni mogoče 
doseči, se pa mu lahko s primerno izbiro infrastrukturne opreme in delovnih pogojev, 
precej približamo. Tipične vrednosti faktorja PUE v modernih podatkovnih centrih 
znašajo med 1.1 in 1.5. 
Na delovanje podatkovnih centrov vplivajo tudi t.i. človeški faktor (nenamerne 
napake pri delu, sabotaže, vandalizem, itd.) ter naravni vplivi, kot so poplave, požar, 
razelektritve, potres, elektromagnetna valovanja, mraz in vročina. Nekatere od 
omenjenih vplivov lahko primerno omejimo oziroma zmanjšamo z vgradnjo 
podatkovnega centra v prostor, ki zaradi načina konstrukcije zmanjšuje nekatere 
naravne vplive. Uporabniki, ki zahtevajo najvišjo stopnjo varnosti svojih 
podatkovnih centrov, posegajo po komercialno dostopnih rešitvah vgradnje varnih 
sob ali varnih celic po standardu EN1047-2[14], ki definira pogoje za delovanje IT-
opreme v primeru požara izven podatkovnega centra. Varne sobe po standardu 
EN1047-2 zagotavljajo časovno omejeno nemoteno delovanje opreme v primeru 
požara izven podatkovnega centra. Za redke primere, ko pride do požara v 
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podatkovnem centru, pa je treba poskrbeti za primerno in pravočasno detekcijo 
požara ter tudi morebitno avtomatsko gašenje požara z inertnimi ali sintetičnimi 
plini. 
Kot je razvidno iz nekaj prejšnjih odstavkov, zahteva načrtovanje podatkovnih 
centrov zelo obsežno in interdisciplinarno znanje iz področij arhitekture, 
gradbeništva, strojništva, elektrotehnike in računalništva. Načrtovanje in izgradnja 
podatkovnega centra predstavlja velik časovni in predvsem finančni zalogaj, ki se ga 
je treba lotiti preudarno in s pomočjo strokovnjakov iz vseh naštetih področij. 
Sodelovanje med naročnikom (investitorjem) in strokovnjaki mora biti usklajeno in 
običajno poteka v več korakih. Naloga načrtovalcev podatkovnih centrov je, da 
skupaj z naročnikom definirajo okvirje oziroma robne pogoje, ki služijo kot osnova  
za izdelavo načrtov. Le z usklajenim sodelovanjem, bodo projektanti izdelali načrte, 
ki bodo investitorju omogočali postavitev podatkovnega centra znotraj finančnih in 
tehnoloških okvirjev. 
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2  Gradniki infrastrukture podatkovnih centrov 
2.1  Električno napajanje 
Za neprekinjeno delovanje podatkovnega centra je potrebno zagotoviti 
primerno kvaliteto in moč električnega napajanja podatkovnega centra. Slika 2.1 
prikazuje skico tipičnega napajalnega sistema podatkovnih sistemov, ki jih 
srečujemo v praksi [15] .  
 
Slika 2.1:  Sistemi električnega napajanja podatkovnega centra 
 
Napajalni sistemi podatkovnih centrov so sestavljeni iz: 
 srednjenapetostnega sistema napajanja, 
 transformatorske postaje, 
 nizkonapetostnega preklopnega polja, 
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 električnega agregata (skrajšano EA), 
 avtomatskega preklopnega stikala (skrajšano ATS) za preklop med 
omrežjem in EA, 
 sistema brezprekinitvenega napajanja (angl. Uninterruptible Power 
Supply, skrajšano UPS), 
 električnega razdelilnega polja (enega ali več), 
 električnih razdelilnih letev v strežniških omarah. 
 
Pri izbiri lokacije za izgradnjo podatkovnega centra je potrebno nekaj 
pozornosti nameniti tudi dosegljivosti zadostne količine električne energije potrebne 
za napajanje podatkovnega centra. Pri tem je potrebno upoštevati začetno moč 
podatkovnega centra in morebitno načrtovano rast oziroma potrebo po dodatni 
električni moči. V primerih gradnje večjih podatkovnih centrov (1 MW in več) je 
običajno potrebno zgraditi tudi transformatorsko postajo namenjeno le 
podatkovnemu centru. 
Zasnova sistema električnega napajanja podatkovnega centra naj temelji na 
večnivojski klasifikaciji po Uptime Institute ali ANSI/TIA 942, ki sta opisana v 3. 
poglavju. Omenjena klasifikacija definira stopnjo redundance kritičnih delov 
električnega napajalnega sistema (število in moč električnih agregatov, sistemov 
UPS ter morebitne podvojenosti električnih razvodov) glede na zahtevano stopnjo 
razpoložljivosti podatkovnega centra. 
 
2.1.1  Električni agregat 
Pri izbiri električnih agregatov je posebno pozornost potrebno posvetiti 
zagotavljanju zadostne količine goriva za pogon ter morebitno polnjenje rezervoarjev 
med obratovanjem agregatov. Previdnost je potrebna tudi pri branju tehničnih 
podatkov električnih agregatov, kjer proizvajalci navajajo različne termine 
električnih moči. 
 V kolikor so električni agregati vgrajeni v zaprtih prostorih (običajno se 
nahajajo v kleteh), je potrebno pri zasnovi prostorov zagotoviti dovolj prostora za 
nemoten dovod zraka (ki je potreben pri izgorevanju goriva) in odvajanju izpušnih 
plinov ter zadostnemu odvajanju segretega zraka, ki nastane pri obratovanju. V 
primeru zunanje namestitve EA, pa je potrebno zagotoviti zadostno zaščito pred 
vremenskimi vplivi ter upoštevati zakonodajo glede maksimalne glasnosti oz. 
zvočnega pritiska, ki ga agregati ustvarjajo pri obratovanju. Po zaključeni fazi 
izgradnje pa je potrebno izvajati redne preventivne servise in zagone brez in pod 
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obremenitvijo (simulacije izpada omrežnega električnega napajanja), saj se je v 
praksi že večkrat pokazalo, da se zaradi neustreznega servisiranja in neobstoječih ali 
neredno izvajanih testnih zagonov električni agregat ni zagnal, ko je bilo to potrebno, 
in je prišlo do izklopa podatkovnega centra. 
Več koristnih napotkov za izbiro ustreznega električnega generatorja lahko bralec 
poišče v literaturi [15]. 
 
2.1.2  Sistemi brezprekinitvenega napajanja 
Sistem brezprekinitvenega napajanja (UPS) je namenjen, kot že ime pove, 
brezprekinitveni premostitvi napajanja od trenutka, kot pride do izpada omrežnega 
napajanja, do trenutka, ko se vklopi električni agregat in zagotovi napajanje. 
  
 Sisteme UPS po načinu shranjevanja energije delimo na: 
 rotacijske naprave UPS in 
 statične naprave UPS. 
 
Rotacijske naprave UPS izkoriščajo pretvorbo električne energije v mehansko 
in na ta način shranjujejo energijo z vrtenjem težkega vztrajnika, ki v primeru izpada 
električnega napajanja poganja generator. Na ta način se shranjena mehanska 
energija pretvarja nazaj v električno. Poznamo več različnih sistemov rotacijskih 
naprav UPS, ki so podrobneje opisani v literaturi [16]. 
Statične naprav UPS za shranjevanje in pretvorbo energije ne izkoriščajo 
premičnih oziroma vrtečih delov. Električno energijo shranjujejo v vgrajene baterije. 
Poglavitne prednosti statičnih sistemov UPS so v enostavni nadgradnji časa 
avtonomije z dodajanjem baterij, enostavnejše in cenejše vzdrževanje, tišje 
delovanje. 
Odločitev, kakšno tehnologijo delovanja brezprekinitvenega sistema postaviti 
za napajanje podatkovnega centra, je seveda odvisna od več dejavnikov, od katerih 
največkrat prevladajo ekonomski. Podrobnejša študija upravičenosti instalacije 
rotacijskih ali statičnih naprav UPS je zbrana v dokumentu [16], ki pokaže, da so 
rotacijske naprave UPS upravičene in smiselne šele pri velikih (več MW) 
podatkovnih centrih. 
 
Sisteme UPS po načinu delovanja delimo na (uporabljeni so izrazi v angleškem 
jeziku, saj v Sloveniji še niso uveljavljeni poslovenjeni izrazi): 
 sisteme »Standby«, 
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 sisteme »Line interactive«, 
 sisteme »Double conversion online«, 
 sisteme »Delta conversion online«. 
 
Slika 2.2 prikazuje blokovno shemo UPS-naprav »Standby«. Te UPS-naprave 
imajo vgrajeno stikalo, ki preklaplja med omrežno napetostjo in napetostjo 
generirano iz energije shranjene v baterijah. Običajno imajo to tehnologijo vgrajeni 
manjši sistemi UPS, moči do 2 kVA. 
 
 
Slika 2.2:  Blokovna shema delovanja sistemov "Standby" UPS-naprav (vir: [17], stran: 2) 
Na sliki 2.3 je prikazana blokovna shema UPS-naprav sistema »Line 
interactive«. Vgrajeno stikalo se v primeru izpada omrežne napajalne napetosti 
izklopi, razsmernik pretvori enosmerno napetost baterij v izmenično in z njo UPS 
napaja priključene porabnike. Omenjeno tehnologijo delovanja, je najpogostejša v 
UPS-napravah do moči 5 kVA [17]. 
 
Slika 2.3:  Blokovna shema delovanja sistemov "Line Interactive" UPS-naprav (vir: [17], stran: 3) 
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Način delovanja sistemov »Double conversion online« je najpogostejši v 
napravah z močjo nad 10 kVA. Princip delovanja prikazan na sliki 2.4, je precej 
podoben tehnologiji sistemov »Standby«, s to razliko, da je v tem primeru glavni vir 
energije pretvorjena napetost iz baterij in ne omrežna napetost. Vgrajeno obvodno 
stikalo preklopi na omrežno napetost le v primeru okvare naprave UPS. 
 
 
Slika 2.4:  Blokovna shema sistemov "Double conversion online" UPS-naprav (vir: [17] ,stran: 5) 
Način delovanja sistemov »Delta conversion online« predstavlja relativno nov 
sistem delovanja in ga zasledimo v sistemih UPS moči nad 5 kVA. Princip delovanja 
je precej podoben delovanju sistema »Double conversion online« s to razliko, da 
dodatni delta-pretvornik prispeva k energiji iz razsmernika. Prednost tega načina 
delovanja je v boljšem energetskem izkoristku in boljšemu faktorju moči na vhodni 
strani naprave UPS. Blokovna shema delovanja je prikazana na sliki 2.5. 
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Slika 2.5:  Blokovna shema sistema "Delta conversion online" UPS-naprav (vir: [17], stran: 6) 
 
Sisteme UPS poleg tehnologije oziroma načina delovanja delimo tudi po 
tehnični zasnovi na: 
 klasične in 
 modularne UPS-naprave. 
 
Poglavitna razlika med modularnimi in klasičnimi napravami UPS je ta, da so 
modularni sestavljeni iz ohišja oziroma okvirja, v katerega vstavljamo module. 
Modularne UPS-naprave so tipično sestavljene iz podvojenih krmilnih modulov, več 
močnostnih modulov (kar omogoča interno redundanco N+R), baterijskih modulov, 
ki jih dodajamo neodvisno od močnostnih modulov ter statičnega premostitvenega 
stikala. Modularni UPS-sistemi v primerjavi s klasičnimi omogočajo bistveno večjo 
fleksibilnost in modularno povečanje moči in časa avtonomije (baterij) v tipično 
precej manjših korakih, kot je to mogoče pri nadgradnji električne moči klasičnih 
naprav UPS. Močnostni moduli, ki jih lahko vgradimo v tak UPS, so običajno moči 
med 10 kW in 25 kW, pri večjih napravah UPS pa tudi do 200 kW.  
Ko se odločamo za nakup naprave UPS, je poleg odločitve o tehnologiji in tipu 
(klasični, modularni) naprave nekaj pozornosti potrebno nameniti tudi učinkovitosti 
naprave. Proizvajalci običajno navajajo podatek učinkovitosti pri 100% obremenitvi, 
kar pa v podatkovnih centrih skoraj nikoli ne dosežemo. V kolikor imamo v 
podatkovnem centru zasnovano dvojno napajanje (A + B razvod) ter podvojen sistem 
UPS, je vsak posamezen sistem UPS obremenjen manj kot 50%, saj v primeru 
okvare enega od obeh sistemov, celotno moč prevzame drugi. Iz napisanega sledi, da 
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je potrebno od proizvajalca zahtevati podatek o učinkovitosti pri obremenitvi, manjši 
od 50%, ki pa je običajno precej nižja od navedene pri 100% in se od modela do 
modela naprave UPS razlikuje. 
 
2.1.3  Distribucija napajanja in električne razdelilne omare 
Najpogostejša topologija napajanja v podatkovnih centrih je t.i. dvojno 
napajanje, saj ima večina strežnikov in ostale opreme IT vgrajena dva napajalnika, 
kar nam omogoča priključitev na dva vira napajanja (dva sistem UPS, dve elektro 
razdelilni omari). Tak sistem napajanja se običajno imenuje A+B, pri čemur z A 
označujemo eno vejo napajanja, s črko B pa drugo vejo napajanja. 
V modernih podatkovnih centrih se za priklop porabnikov v računalniških 
omarah uporablja različne razdelilne letve, ki so lahko nameščene z vijačenjem v  
raster računalniških omar, bolj zaželeno pa je, da so nameščene v zadnjem delu 
omar, po celotni višini (običajno brez vijačenja). Primer take namestitve razdelilnih 
letev je prikazan na sliki 2.6. Taka namestitev razdelilnih letev omogoča dobro 
ureditev kablov in boljši pretok zraka iz strežnikov v toplo cono, saj je mogoče 
uporabiti krajše napajalne kable, ki jih je tudi lažje urediti. Poznamo tri vrste 
razdelilnih napajalnih letev: 
 Osnovne (angl. Basic), ki služijo priklopu več končnih porabnikov in ne 
omogočajo nobenih dodatnih funkcij nadzora in meritev porabe. 
 Letve z vgrajenim sistemom merjenja (angl. Metered), ki omogočajo 
merjenje električnih parametrov (napetost, tok, moč, energija, itd.) na 
nivoju celotne letve ali posamezne vtičnice. 
 Letve z vgrajenim sistemom za nadzor vklopa in izklopa (angl. 
Switched), ki omogočajo daljinski vklop in izklop opreme ter imajo 
običajno vgrajeno tudi funkcijo merjenja. 
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Slika 2.6:  Prikaz namestitve električnih razdelilnih letev v zadnjem delu omare 
 
 
Za distribucijo električnega napajanja na nivoju podatkovnega centra ali večje 
skupine računalniških omar poskrbimo z vgradnjo električnih razdelilnih polj 
oziroma omar. Tudi te so v modernih podatkovnih centrih izvedene na način, da nam 
omogočajo določeno stopnjo nadzora in spremljanje meritev ter alarmiranje v 
primeru napak, nekontroliranih izklopov odklopnikov (varovalk) ali preseženih 
vrednosti toka oz. moči. Take električne razdelilnike imenujemo tudi inteligentni 
električni razdelilniki, ravno zaradi že naštetih možnosti nadzora in vodenja. 
Pomembna lastnost  inteligentnih razdelilnih omar je tudi možnost nadgradnje med 
obratovanjem, brez izklopa napajanja že vgrajenih tokokrogov. Na sliki 2.7 je 
prikazan primer inteligentne razdelilne omare, ki jo je možno postaviti med same 
računalniške omare. 
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Slika 2.7:  Inteligentna električna razdelilna omara in gradniki 
 
2.2  Hlajenje 
 Ustrezno in energijsko učinkovito hlajenje opreme v podatkovnih centrih 
predstavlja precej kompleksen problem, saj je pri načrtovanju hlajenja potrebno 
upoštevati celo vrsto dejavnikov. Naštejmo jih nekaj: 
 
 razpoložljivost – stopnja razpoložljivosti po večnivojski klasifikaciji 
(angl: Tier), stopnja redundance (N, N+1, 2N), 
 zmogljivost – skupna moč vgrajene opreme IT v kW, 
 plan rasti – začetna moč, maksimalna, minimalna in srednja končna 
moč, ter čas doseganja končne moči, 
 energijska učinkovitost, 
 zgoščenost – obremenitev na strežniško omaro v kW, 
 proračun. 
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Podrobneje se bomo strategiji načrtovanja podatkovnih centrov glede na zgoraj 
naštete dejavnike posvetili v četrtem poglavju, v tem poglavju pa si bomo ogledali 
tehnologije hlajenja, ki so na voljo na trgu in predstavili primernost izbire posamezne 
tehnologije hlajenja glede na zgoščenost moči v podatkovnem centru v povezavi z 
energijsko učinkovitostjo. 
 
Podatkovni centri ustvarjajo ogromne količine toplote, ki je proporcionalna 
električni moči vgrajene opreme (strežnikov, stikal, diskov, itd.). Več kot 99% 
električne energije, ki jo porabi vgrajena oprema, se spremeni v toplotno energijo. Če 
upoštevamo, da je električna moč (oziroma kapaciteta) tipičnega podatkovnega 
centra v Sloveniji med 50 kW in 150 kW, si lahko predstavljamo kakšne količine 
odpadne toplote se ustvarjajo v podatkovnih centrih. 
 
Predno je Ameriška organizacija ASHRAE (American Society of Heating, 
Refrigerating and Air-Conditioning Engineers, Inc.), leta 2004 izdala priporočila za 
vzdrževanje okoljskih parametrov (temperature in vlage) v podatkovnih centrih, ki 
jih podrobneje opisujemo v poglavju 3.4, je na področju hlajenja podatkovnih 
centrov vladala precejšnja neurejenost. Med lastniki in upravljavci podatkovnih 
centrov je vladalo prepričanje, da je potrebno zagotoviti zadostno hladilno moč in 
nastaviti temperaturo na »okoli« 20 °C. V tistih časih zgoščenost opreme na 
strežniško omaro tipično ni presegala nekaj kW, zato uporabniki niso opazili težav s 
hlajenjem, skrb za energijsko učinkovitost pa je bil drugotnega pomena, saj je bila 
cena energentov relativno nizka. 
Ozaveščenost načrtovalcev hladilnih sistemov in lastnikov podatkovnih 
centrov glede primerne izbire tehnologije hlajenja, nastavitev temperatur in 
regulacije vlažnosti zraka se je primerno razvila šele v zadnjih nekaj letih. Žal še 
danes velikokrat lahko zasledimo začudenje, ko kljub precej večji hladilni moči 
vgrajenih klimatskih naprav, kot je maksimalna električna moč podatkovnega centra, 
le-te ne morejo primerno ohladiti vgrajene opreme. Razlogi za to tičijo tako v 
napačno izbrani tehnologiji hlajenja kot tudi slabemu poznavanju specifičnih zahtev 
vgrajene opreme IT. 
 
Poglavitni problem pri hlajenju IT-opreme v podatkovnih centrih je, kako 
odstraniti akumulirano toplotno energijo ter opremi zagotoviti zadostno količino 
primerno ohlajenega zraka. Pretok zraka naj bo čim bolj neoviran, pot, ki jo mora 
zrak prepotovati, da doseže opremo in se vrne nazaj v hladilno napravo, pa naj bo 
čim krajša. Zrak je, kot je znano, precej slab toplotni prevodnik, žal pa je velika 
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večina opreme v podatkovnih centrih še vedno zračno hlajena. V praksi sicer je 
zaslediti nekaj primerov opreme, ki jo je mogoče hladiti direktno s hladno vodo, 
vendar je ta način hlajenja po navadi na voljo le v redkih super računalniških 
sistemih (primer takega računalnika je super računalnik v podatkovnem centru 
ARSO, ki je predstavljen v poglavju 7).  
Strežniki in ostala IT-oprema ustvarjajo različen pretok zraka, skoraj vsa 
oprema pa zajema zrak spredaj in ga izpiha na zadnji strani ohišja. Določena oprema 
(kot na primer omrežna stikala in usmerjevalniki) zajemajo zrak tudi na levi ali desni 
strani ohišja in ga segretega izpihajo na drugi strani. Za tako opremo obstajajo 
primerni usmerjevalniki zraka, ki jih vgradimo v računalniške omare in z njimi 
dovajamo hladen zrak iz sprednje strani ter odvajamo topel zrak na zadnji strani. 
Zaradi načina, kako oprema ohlajeni zrak zajema in ga odvaja, je zelo pomembna 
tudi orientacija vrst računalniških omar, ki jih je potrebno orientirati tako, da omare 
ne pihajo segretega zraka opremi v sosednji vrsti, pač pa je potrebno vrste orientirati 
tako, da tvorijo t.i. hladne in tople cone (angl: cold aisle, hot aisle). Na sliki 2.8 je 
prikazana pravilna postavitev vrst računalniških omar tako, da tvorijo hladne in tople 
cone. 
 
Slika 2.8:  Pravilna orientacija vrst računalniških omar v hladne in tople cone 
 
Pri načrtovanju hlajenja in postavitve opreme v podatkovnih centrih je 
potrebno upoštevati tudi pretok oz. količino zraka, ki ga vgrajena oprema ustvarja. na 
sliki 2.9 je prikazan primer tipičnega strežnika višine 1 He (angl. Rack Unit, krajše U 
ali He je enota s katero merimo višino prostora, ki ga zasede oprema v računalniški 
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omari in znaša 44,45 mm) in tipične strežniške rezine (angl. Blade server) višine 8 
He.  
 
Slika 2.9:  Primerjava pretoka in temperatur segretega zraka različnih strežniških arhitektur 
 
Moderen strežnik višine 1 He ustvari pretok zraka okoli 70-75 l/s/kW, tipična 
strežniška rezina pa 45-50 l/s/kW. Strežniške rezine torej ustvarijo precej manjši 
pretok zraka kot tipičen strežnik 1 He, a precej višjo temperaturo izpihanega zraka, ki 
v primeru strežniških rezin znaša tipično 38-42 °C, v primeru 1 He strežnikov pa 32-
35 °C. Kot vidimo, je poleg električne moči predvidene IT-opreme, pomemben 
podatek za načrtovanje hlajenja tudi tip opreme. 
 
2.2.1  Izbira primernega načina hlajenja 
Zgodovinsko gledano je bil najbolj pogost način hlajenja opreme v 
podatkovnih centrih v preteklosti sistem s pripravo hladnega zraka v klimatski 
napravi, ki ga vpiha v prostor dvojnega poda podatkovnega centra. Ohlajeni zrak se 
razširi po prostoru dvojnega poda in se zaradi ustvarjenega nadtlaka skozi rešetke v 
dvojnem podu dovede v prostor in do računalniške opreme vgrajene v omare. 
Oprema ta zrak zajame, uporabi za ohlajanje svojih komponent in ga segretega vrne 
v prostor. Segreti zrak se dvigne pod strop kjer se zaradi sesanja klimatske naprave 
vrne vanjo, kjer se ohladi in celoten postopek se ponovi. 
Simulacije in praktične izkušnje pokažejo, da je tak način hlajenja primerno 
učinkovit do gostote 3kW/omaro, pri višji zgoščenosti opreme ( >3 kW/omaro), pa je 
priporočljivo uporabiti drugačne pristope, bodisi s prerazporejanjem opreme, 
zapiranjem con ali implementacijo drugačnih načinov hlajenja [18], [19].  
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Sisteme hlajenja lahko razdelimo na [19]: 
 hlajenje prostora (angl. Room-based), 
 hlajenje na nivoju vrst (angl. Row-based), 
 hlajenje na nivoju omar (angl. Rack-based). 
 
Pri sistemu hlajenja prostora, prikazanem na sliki 2.10, se hlajenje izvaja na 
osnovi celotne toplotne obremenitve prostora. V prostoru je lahko nameščenih več 
hladilnih naprav, ki delujejo usklajeno in zajemajo topel zrak pod stropom in vračajo 
ohlajeni zrak tik nad tlemi ali v prostor med tlemi in dvojnim podom. Regulacija 
temperature v prostoru se običajno izvaja na osnovi izmerjene temperature toplega 
zraka, ki se vrača v hladilno enoto, ali pa na osnovi meritve temperature hladnega 
zraka. Posebni sistemi omogočajo tudi regulacijo tlaka v dvojnem podu na osnovi 
meritve tlaka in regulacije ventilatorjev, ki ta zrak dovajajo v prostor dvojnega poda. 
Znano je namreč, da se lahko zaradi dinamične narave delovanja strežnikov 
obremenitev v določenem delu podatkovnega centra trenutno poveča, zato se v tem 
delu podatkovnega centra tudi povišajo obrati hladilnih ventilatorjev IT-opreme, s 
tem pa se lahko podre tlačno ravnovesje v drugih delih podatkovnega centra, kar se 
odraža v zmanjšanem pretoku hladnega zraka v teh delih in posledično v povišani 
temperaturi zraka. Podoben efekt lahko opazimo tudi pri odpiranju plošč dvojnega 
poda med obratovanjem podatkovnega centra – na primer zaradi napeljevanja novih 
kabelskih povezav v dvojnem podu. 
 
 
 
Slika 2.10:  Prikaz prereza podatkovnega centra s sistemom hlajenja na nivoju prostora(vir: [19]) 
Pri zasnovi hlajenja na nivoju prostora, je potrebno precej pozornosti nameniti 
neoviranemu pretoku zraka pod dvojnim podom in pod stropom. Navkljub 
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nemotenemu pretoku zraka se nekaj vročega zraka v prostoru pomeša z ohlajenim 
zrakom, zaradi česar hladilne naprave delujejo z zmanjšano močjo in učinkovitostjo. 
Slika 2.11 prikazuje simulirano toplotno sliko prereza podatkovnega centra, kjer se v 
eni od hladnih con lepo vidi vdor oziroma mešanje toplega zraka s hladnim.  
 
Slika 2.11:  Toplotna slika prereza podatkovnega centra - mešanje zraka 
Deloma lahko vpliv mešanja toplega in hladnega zraka preprečimo z 
namestitvijo oziroma zapiranjem hladnih con ali z zapiranjem toplih con in 
vračanjem segretega zraka po kanalih do hladilnih naprav, kar se pozna tudi na 
učinkovitosti sistema hlajenja in posledično na obratovalnih stroških, ki se znižajo za 
do 7%. Princip zaprte tople cone sistema hlajenja prostora je prikazan na sliki 2.12. 
 
Slika 2.12:  Zaprta topla cona sistema hlajenja na nivoju prostora (vir: [19] , stran: 4) 
 
Pri močeh 5 kW/omaro in več sistem hlajenja na nivoju prostora ni več 
ekonomičen in pri večjih močeh tudi neizvedljiv, zato v takih primerih načrtujemo 
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sistem hlajenja na nivoju vrst, kjer so hladilne enote lahko postavljene med 
računalniške omare v same vrste omar ali pa nad toplo cono med dvema vrstama 
omar. Tipično so hladilne enote, ki se postavljajo v vrsto širine med 300 mm in 600 
mm in dosegajo hladilne moči med 10 kW in 70 kW. Hlajenje v teh primerih se 
načrtuje na nivoju vrst, vključno z redundanco hladilnih enot. Zaradi bližine hladilnih 
enot, so poti zraka krajše, kar se odraža v povišani učinkovitosti hlajenja in nižji 
porabi energije, tudi zaradi zmanjšanih moči ventilatorjev. Slika 2.13 prikazuje način 
umeščanja hladilnih enot v vrste med računalniške omare ali nad toplimi conami vrst. 
Regulacija pretoka temperature ohlajenega zraka se izvaja na osnovi izmerjenih 
temperatur v računalniški omarah, ki so v bližini posamezne hladilne enote. Običajno 
se namesti vsaj en temperaturni senzor na perforirana vrata sosednje računalniške 
omare, velikokrat pa se namesti senzorje v več (do 4) sosednjih računalniških omar. 
Krmilno regulacijski sistem hladilne enote v vrsti (angl: In-Row) poleg omenjenih 
temperatur v hladni coni spremlja tudi temperaturo zraka v topli coni in temperaturo 
hladiva (hladne vode, mešanice glikola in vode ali plina). Na osnovi izmerjenih 
veličin in želenih vrednosti zvezno regulira pretok hladiva in hitrost vrtenja 
ventilatorjev ter tako vzdržuje precej konstantno temperaturo v podatkovnem centru. 
Dodatno je v obeh prikazanih primerih možno postaviti sistem zaprte tople cone, s 
čimer še dodatno povečamo učinkovitost hlajenja in zmanjšamo porabo električne 
energije za hlajenje.  
 
Slika 2.13:  Dva načina hlajenja na nivoju vrst (vir: [19], stran: 5) 
Kadar moči na računalniško omaro dosežejo 30 kW do 50 kW, je smiselno 
implementirati sistem hlajenja na nivoju računalniške omare. V tem primeru je 
hladilna enota (ali več enot) namenjena hlajenju posamezne omare in je vgrajena v 
ohišje omare. Na ta način omejimo mešanje zraka z ostalimi napravami v prostoru, 
poti hladnega in toplega zraka so še krajše kot pri sistemu hlajenja na nivoju vrst, 
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zato je energijska učinkovitost še nekoliko višja. Slika 2.14 prikazuje izvedbo načina 
hlajenja na nivoju omare. 
 
Slika 2.14:  Sistem hlajenja na nivoju omare (vir:[19] ,stran: 5) 
Pogosto se v podatkovnih centrih uporablja kombinacija vseh treh opisanih 
načinov hlajenja. Tako imamo lahko v določenem delu vgrajeno opremo z zelo 
visoko zgoščenostjo moči na omaro, kjer bomo uporabili sistem hlajenja na nivoju 
omare ali vrste z zaprto toplo cono. V delu centra, kjer imamo srednjo zgoščenost 
moči, bomo vgradili sistem hlajenja na nivoju vrst, v delu podatkovnega centra z 
nizko zgoščenostjo moči pa hladilni sistem na nivoju prostora.  
Pri postavljanju tako raznolikega načina hlajenja v enem prostoru je pred 
odločitvijo za nakup opreme in vgradnjo te, smiselno izdelati simulacijo hlajenja na 
modelu podatkovnega centra, z namenom, da se prepričamo, da bo sistem hlajenja 
deloval, kot je bilo zamišljeno. Simulacija nam pokaže na morebitne napake oziroma 
pomanjkljivosti, ki jih običajno lahko popravimo že s premeščanjem ali zamenjavo 
opreme z drugo. Več o modeliranju in simuliranju hlajenja v podatkovnih centrih si 
bomo ogledali v poglavju 5. 
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2.3  Omare 
Večina opreme IT, ki jo nameščamo v podatkovne centre omogoča vgradnjo v 
standardizirane strežniške ali komunikacijske omare (angl. Rack). Izjema je posebna 
oprema (kot na primer mainframe računalniki in podobno), ki je običajno večja in se 
jo lahko namesti direktno v prostor podatkovnega centra. 
Računalniške omare so različnih širin in globin. Višina standardiziranih omar 
je običajno 42 He (približno 2 m) pa vse do 48 He. Širina strežniških omar je 
običajno 600 mm, širina komunikacijskih omar, kamor nameščamo 
telekomunikacijsko opremo in potrebujemo dodatni prostor za komunikacijske kable, 
pa 750-800 mm. Priporočena globina strežniških kot tudi komunikacijskih omar je 
med 1000 in 1200 mm. Predvsem pri vgradnji klasičnih strežnikov višine 1 ali 2 He 
lahko pri plitvejših omarah pride do težav v zadnjem delu omar, zaradi vedno večje 
globine strežnikov. Priporočena nosilnost omar je več kot 1000 kg. 
Zaradi modernih načinov hlajenja morajo računalniške omare imeti vgrajena 
vrata na sprednji in zadnji strani, ki omogočajo prost horizontalni pretok zraka – 
zajem hladnega zraka spredaj in izpih segretega zraka zadaj. Zaželeno je, da imajo 
omare v zadnjem delu dovolj prostora za namestitev vertikalnih električnih 
razdelilnih letev. 
 
2.4  Ožičenje in organizacija kablov 
Zaradi množice strežniške in komunikacijske opreme, vgrajene v podatkovnih 
centrih, se načrtovalci soočajo z izzivom kako napeljati in vgraditi veliko število 
napajalnih in komunikacijskih kablov za povezavo vse vgrajene opreme. Kabli, v 
kolikor niso urejeno in smiselno napeljani, predstavljajo tudi oviro pretoku zraka, s 
katerim hladimo opremo.  
V preteklosti je veljal trend napeljevanja kablov v prostoru dvojnega poda, kar 
pa se je pogosto izkazalo za napačno izbiro, saj se je v mnogih primerih z 
dodajanjem nove opreme v prostor dvojnega poda neurejeno napeljevalo nove kable, 
ki so sčasoma postali precejšnja ovira pretoku hladnega zraka. Posledično je 
prihajalo do neustreznega hlajenja opreme v podatkovnem centru. 
V modernih podatkovnih centrih se kable največkrat namešča na kabelske 
police ali kabelske mreže, ki so nameščene nad vrstami omar. Določeni proizvajalci 
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pa imajo razvit tudi sistem za razvod kablov po strehi omar. Oba omenjena načina 
imata več praktičnih prednosti pred nameščanjem kablov v prostor dvojnega poda: 
 neoviran pretok hladnega zraka v dvojnem podu (če je izvedeno 
hlajenje z vpihovanjem v dvojni pod), 
 lažje dodajanje novih ali odstranjevanje starih kabelskih povezav, saj ni 
potrebno odpirati dvojnega poda, 
 v kolikor v dvojnem podu ni nameščenih kablov, tam ni potrebno 
namestiti sistema za detekcijo požara. 
 
Slika 2.15 prikazuje kombinacijo namestitve kablov po strehi omar in v 
kabelska korita nad vrstami omar. 
 
Slika 2.15:  Organizacija kablov nad računalniškimi omarami 
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3  Standardi in smernice za načrtovanje podatkovnih 
centrov 
Ko so proizvajalci infrastrukturnih sistemov za podatkovne centre pričeli s 
proizvodnjo tipiziranih gradnikov, ki so omogočali med ostalim tudi modularno 
gradnjo in nadgradnjo podatkovnih centrov, so se v devetdesetih letih prejšnjega 
stoletja, pojavile prve smernice, priporočila in standardi iz področja gradnje in 
načrtovanja infrastrukture podatkovnih centrov. 
V tem poglavju si bomo podrobneje pogledali priporočila in standarde, ki se za 
projektiranje in izgradnjo podatkovnih centrov uporabljajo danes. Gre za namenske 
standarde, ki pri načrtovanju podatkovnih centrov služijo kot dodatek k splošno 
veljavnim predpisom  in standardom, ki jih v tem delu ne bomo posebej naštevali, saj 
bi to preseglo okvirje pričujoče diplomske naloge.  
 
3.1  Standard Uptime Institute Tier Standard: Topology 
Uptime Institute (skrajšano UI) je kot prvi na svetu [2] v dokumentu Tier 
Standard: Topolgy [3] postavil temelje za večnivojsko klasifikacijo podatkovnih 
centrov (angl. Tier) kot poenoteno oceno razpoložljivosti podatkovnih centrov.  
 
V omenjenem standardu je klasifikacija razpoložljivosti podatkovnih centrov 
razdeljena na štiri nivoje: 
• Tier I – osnovna zmogljivost (angl. Basic Capacity) 
• Tier II – redundantna zasnova (angl. Redundant Capacity Components) 
• Tier III – vzdrževanje brez izpadov (angl. Concurrently Maintainable) 
• Tier IV – odpornost na napake (angl. Fault Tolerant) 
 
V tabeli 3.1 so povzete osnovne zahteve klasifikacije Tier po Uptime Institute.  
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 Tier I Tier II Tier III Tier IV 
Število aktivnih 
infrastrukturnih 
elementov za 
podporo IT- 
opremi 
N N+1 N+1 N 
po vsaki 
odpovedi 
Distribucijske 
poti 
1 1 1 aktivna 
1 pasivna 
2 istočasno 
aktivni 
Vzdrževanje 
brez izpada 
NE NE DA DA 
Odpornost na 
napake 
NE NE NE DA 
Fizična ločitev 
posameznih 
sklopov 
NE NE NE DA 
Neprekinjeno 
hlajenje 
NE NE NE DA 
Tabela 3.1:  Nivojska klasifikacija podatkovnih centrov 
 
3.1.1  Tier I – osnovna zmogljivost 
Povzetek zahtev: 
 zagotovljena je zadostna kapaciteta napajanja, hlajenja in prostora za 
vgrajeno IT-opremo, 
 podporna infrastruktura je brez redundance (t.i. N-zasnova, kjer N v 
angleškem jeziku pomeni »Needed« in predstavlja zadostno kapaciteto), 
 samo ena distribucijska pot (cevovodi, kanali, električni razvod). 
 
Delovanje in vzdrževanje: 
 infrastrukturo podatkovnega centra je potrebno ob rednih vzdrževanjih 
izklopiti, 
 postavitev oz. širitev kapacitet lahko vpliva na nemoteno delovanje 
podatkovnega centra. 
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Operativna tveganja: 
 Okvara katere koli komponente napajanja ali hlajenja oziroma okvara 
na distribucijski poti bo vplivala na delovanje podatkovnega centra. 
 Podatkovni center oziroma njegovi deli so podvrženi vplivom ob 
načrtovanih in nenačrtovanih aktivnostih. 
 Človeške napake močno vplivajo na zanesljivost delovanja. 
 Odlašanje oziroma prestavljanje rednega vzdrževanja infrastrukture 
močno povečuje tveganja za okvare in izpade podatkovnega centra. 
 
3.1.2  Tier II – redundantna zasnova 
Povzetek zahtev: 
 redundantna zasnova kapacitet (t.i. zasnova N+R, kjer »N« predstavlja 
zadostno kapaciteto, »R« pa redundanco) električnega napajanja (UPS 
in električni agregat) in hlajenja, 
 samo ena distribucijska pot. 
 
Delovanje in vzdrževanje: 
 Infrastrukturo podatkovnega centra je potrebno ob rednih letnih 
vzdrževanjih izklopiti. 
 Nekatere sklope je možno vzdrževati oziroma popravljati brez izklopa 
le-teh. 
 Postavitev dodatnih oziroma širitev obstoječih kapacitet lahko vpliva na 
nemoteno delovanje podatkovnega centra. 
 
Operativna tveganja: 
 Okvara katere koli komponente napajanja ali hlajenja lahko vpliva na 
delovanje podatkovnega centra. 
 Okvara elementov na distribucijskih poteh bo vplivala na delovanje 
podatkovnega centra. 
 Podatkovni center oziroma njegovi deli so podvrženi vplivom ob 
načrtovanih in nenačrtovanih aktivnostih. 
 Človeške napake vplivajo na delovanje. 
 Odlašanje oziroma prestavljanje rednega vzdrževanja infrastrukture 
močno povečuje tveganja za okvare in izpade podatkovnega centra. 
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3.1.3  Tier III – vzdrževanje brez izpada 
Povzetek zahtev: 
 redundantna zasnova kapacitet (UPS, DEA, hlajenje) in distribucijskih 
poti, 
 posamezni deli posamezne distribucijske poti so lahko neaktivni, 
 kot primarni vir napajanja se upošteva električni agregat (skrajšano 
DEA) in ne mrežno napajanje, 
 DEA ne sme imeti omejitev glede časa delovanja pri polni obremenitvi. 
 
Delovanje in vzdrževanje: 
 Vsaka in katera koli komponenta kapacitet in element distribucijskih 
poti se lahko odstrani z namenom popravila oziroma vzdrževanja, pri 
tem pa mora delovanje podatkovnega centra ostati nemoteno. 
 
Operativna tveganja: 
 Ob vzdrževanjih oziroma popravilih bo sistem zaradi redundantne 
zasnove sicer deloval nemoteno, vendar bo za čas popravila 
izpostavljen višjemu tveganju. 
 Človeške napake lahko vplivajo na delovanje. 
 IT-oprema z enojnim električnim priklopom (brez redundantnih 
napajalnikov) ali nepravilna instalacija le-te, lahko izniči prednosti Tier 
III zasnove. 
 
3.1.4  Tier IV – odpornost na napake 
Povzetek zahtev: 
 redundantna zasnova, fizična ločitev posameznih sklopov (angl. 
compartmentalization), 
 redundantna kapaciteta, 
 redundantne in neodvisne aktivne distribucijske poti, 
 neprekinjeno hlajenje (zadostna količina shranjene hladilne energije, 
neprekinjeno napajanje pogonskih sistemov hladu), 
 avtonomni odziv na napake (N po vsakem izpadu), 
 DEA ne sme imeti omejitev glede časa delovanja pri polni obremenitvi. 
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Delovanje in vzdrževanje: 
 Okvara katere koli komponente kapacitet ali elementa distribucijskih 
poti ne vpliva na delovanje podatkovnega centra. 
 
Operativna tveganja: 
 Izpad posameznega sklopa ali dela kapacitet, elementa distribucijskih 
poti kot tudi posamezne človeške napake ne vplivajo na nemoteno 
delovanje podatkovnega centra. 
 Vzdrževalna dela lahko predstavljajo povišano tveganje za delovanje za 
čas vzdrževanja. 
 Vklop stikala EPO (angl: Emergency Power Off), aktivacija sistema 
gašenja ali zlonamerni človeški posegi lahko vplivajo na delovanje 
podatkovnega centra. 
 IT-oprema z enojnim priklopom (brez redundantnih napajalnikov) ali 
nepravilna instalacija le-te, lahko izniči prednosti Tier IV zasnove. 
 
Z višanjem stopnje razpoložljivosti se povečujejo tudi zahteve po dodatni 
infrastrukturi, kar seveda neposredno vpliva na stroške investicije ob izgradnji 
podatkovnega centra in stroške rednega vzdrževanja med obratovanjem, česar se 
mnogi investitorji, ki se odločajo za izgradnjo novega podatkovnega centra, ne 
zavedajo dovolj. V praksi se velikokrat izkaže, da želijo uporabniki zgraditi 
podatkovni center stopnje Tier III ali celo Tier IV, brez pravih potreb po tako visoki 
stopnji razpoložljivosti. V izogib nepremišljenemu načrtovanju je v poglavju 4 
opisana metodologija načrtovanja podatkovnih centrov, po kateri se lahko že v 
zgodnjih fazah projektiranja izognemo pastem, ki lahko se pokažejo v nepotrebnih 
stroških investicije. Kot osnovno vodilo, za kateri nivo klasifikacije Tier načrtovati 
podatkovni center si velja zastaviti naslednji vprašanji in nanju premišljeno 
odgovoriti: 
 
 Ali je sprejemljiv izpad podatkovnega centra v času rednih vzdrževanj? 
o DA: Tier I ali Tier II 
o NE: Tier III ali Tier IV 
 Ali je sprejemljiv izpad podatkovnega centra v primeru napak oziroma 
okvar na fizični infrastrukturi podatkovnega centra? 
o DA: Tier III 
o NE: Tier IV 
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3.2  Standard Uptime Institute Tier Standard: Operational 
Sustainability 
Z višanjem stopnje Tier se povečuje kompleksnost instalacij in podporne 
infrastrukture, kar kliče po povečevanju števila tehnikov in inženirjev, ki skrbijo za 
nemoteno obratovanje, vzdrževanje in servisiranje ob morebitnih napakah na  
infrastrukturi. Institut Uptime Institute je leta 2010 objavil dokument Tier Standard: 
Operational Sustainability [11] (skrajšano: UI OS), v katerem je objavil smernice za 
zagotavljanje ustreznih storitev v pomoč lastnikom podatkovnih centrov. 
Standard UI OS nadgradi definicijo večnivojske klasifikacije z zahtevami po 
načinih vzdrževanja, sledenja spremembam, vodenja, lokacije in splošnih lastnosti 
prostora, v katerega je umeščen podatkovni center. Standard kot tak ne vpliva na 
nivo Tier, lahko pa služi kot dodatek, ki lastnikom pomaga identificirati morebitne 
pomanjkljivosti, katere lahko pomembno vplivajo tudi na razpoložljivost 
podatkovnega centra s stališča servisov in razpoložljivosti. 
 
Standard definira naslednje vidike operativne trajnosti: 
 upravljanje in poslovanje, 
 gradbene značilnosti podatkovnih centrov, 
 lokacija. 
 
Vsi trije vidiki operativne trajnosti podatkovnega centra so v standardu 
podrobno razčlenjeni glede na stopnjo klasifikacije Tier podatkovnih centrov.  
 
3.2.1  Upravljanje in poslovanje 
Institut Uptime Institute se v standardu UI OS sklicuje na lastne statistične 
podatke, ki kažejo, da se večina prijavljenih izpadov v podatkovnih centrih lahko 
direktno pripiše človeškim napakam. Le-te so lahko indikator vodstvu o neustreznem 
izobraževanju, premajhnem številu zaposlenih vzdrževalcev oziroma o neustreznem 
preventivnem vzdrževanju opreme. 
Poleg primernega števila ustrezno izobraženih vzdrževalcev je zelo pomemben 
vidik tudi zagotavljanje rednih preventivnih vzdrževanj, vzdrževalnih pogodb z 
dobavitelji opreme in primernega sistema za sledenje posegom in spremembam na 
vzdrževani opremi. 
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3.2.2  Gradbene značilnosti podatkovnih centrov 
Gradbene značilnosti objekta, v katerega je umeščen podatkovni center lahko 
direktno vplivajo na razpoložljivost tega. V standardu UI OS je podrobneje obdelan 
vidik primernosti zgradbe, varnosti in morebitne podporne infrastrukture. 
 
3.2.3  Lokacija 
Lokacija na kateri je umeščena zgradba podatkovnega centra igra pomembno 
vlogo pri zagotavljanju razpoložljivosti. Standard UI OS se dotakne ocene 
ogroženosti oz. izpostavljenosti poplavam, potresom in drugim morebitnim naravnim 
nesrečam, kot tudi morebitnim nevarnostim, ki jih predstavljajo bližina letališč, 
transportnih poti, nevarnosti vandalizma, itd. 
 
3.3  Standard ANSI/TIA 942 
V poglavju 3.1 smo predstavili standard Tier Standard: Topology, v katerem je 
institut Uptime Institute definiral poenotena pravila za večnivojsko klasifikacijo 
podatkovnih centrov. Leta 2005 je omenjeno klasifikacijo v standardu ANSI/TIA 942 
Telecommunications Infrastructure Standard for Data Centers [4] povzela 
organizacija Telecomunications Industry Association (skrajšano TIA) z namenom 
definicije zahtev in smernic pri projektiranju in izgradnji podatkovnih centrov. V 
standardu ANSI/TIA942 so definirane minimalne zahteve infrastrukture podatkovnih 
centrov, ki zajemajo naslednja področja: 
 gradbene in arhitekturne zahteve pri izgradnji prostorov podatkovnega 
centra, 
 zahteve po sistemski redundanci (Tier), 
 zahteve za strojne instalacije, 
 električne instalacije, 
 strukturirano ožičenje, 
 kontrola pristopa in varovanje, 
 energijska učinkovitost, 
 nadzor in regulacija prostorskih parametrov (temperatura, relativna 
vlažnost in kvaliteta zraka v podatkovnem centru – povzeto po 
ASHRAE TC 9.9 [7] – opisano v poglavju 3.4), 
 zaščita in obveščanje. 
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Kot je razvidno, standard posega tudi v okvirje, ki presegajo definicijo 
večnivojske klasifikacije podatkovnih centrov opisane v poglavju 3.1. Podrobneje se 
v posamezne zahteve na tem mestu ne bomo spuščali, saj jih bralec lahko poišče v 
besedilu standarda [4], opisali pa bomo le nekatere dele, ki niso opisani v drugih 
poglavjih diplomske naloge. 
 
3.3.1  Topologija podatkovnega centra po ANSI/TIA942 
Standard definira telekomunikacijsko in prostorsko topologijo podatkovnega 
centra, kateri posveča posebno pozornost. Definirani so naslednji podporni prostori 
telekomunikacijske infrastrukture: 
 Vhodni prostor (angl. Entrance Room, skrajšano ER), ki predstavlja 
točko stičišča strukuriranega telekomunikacijskega ožičenja 
podatkovnega centra in ožičenja tlekomunikacijskih operaterjev. 
 Glavni razdelilni prostor (angl. Main Distribution Area, skrajšano 
MDA), kjer so vgrajeni glavni (ali hrbtenični) komunikacijski 
preklopniki. 
 Horizontalni razdelilni prostor (angl. Horizontal Distribution Area, 
skrajšano HDA), kamor je vgrajena oprema horizontalnega ožičenja (na 
primer LAN, SAN, KVM). 
 Prostor za opremo (angl. Equipment Distribution Area, skrajšano 
EDA), ki predstavlja prostor namenjen vgradnji opreme podatkovnega 
centra – telekomunikacijske in strežniške omare, strežniki. 
 Telekomunikacijski prostor (angl. Telecom Room, skrajšano TR), ki 
je namenjen komunikacijski opremi za splošno uporabo v stavbi - na 
primer opremo za omrežje LAN poslovnih uporabnikov v stavbi. 
 Pomožni prostor (angl. Service Room, skrajšano SR), ki je namenjen 
začasnemu skladiščenju nove ali odslužene opreme, konfiguriranju 
nove opreme in podobno. 
 
Za lažjo predstavo je na sliki 3.1 prikazan primer tlorisa podatkovnega centra z 
vrisano opremo in označenimi posameznimi prostori oziroma območji v skladu z 
ANSI/TIA942. 
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Slika 3.1:  Primer prostorske topologije podatkovnega centra po ANSI/TIA 942 
 
Standard definira tudi zahteve po redundantnih komunikacijskih povezavah 
med posameznimi deli podatkovnega centra glede na določen nivo večnivojske 
klasifikacije. Na sliki 3.2 je prikazana skica redundantnih komunikacijskih povezav 
po ANSI/TIA 942. Na tem mestu velja opozoriti na razliko pri označevanju nivojev 
Tier v ANSI/TIA 942, ki nivo klasifikacije Tier označuje z arabskimi številkami od 1 
do 4 in instituta Uptime Institute, ki posamezne nivoje Tier označuje z rimskimi 
številkami. Razlog za razliko v označevanju tiči v pravici do uporabe označevanja 
nivojev Tier z rimskimi številkami, s katero razpolaga institut Uptime Institute. 
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Slika 3.2:  Redundantne komunikacijske povezave po ANSI/TIA 942 (vir: [4], stran 57) 
 
3.3.2  Arhitekturne in gradbene zahteve po ANSI/TIA 942 
Standard se v besedilu dotakne tudi primerne izbire lokacije za izgradnjo 
podatkovnega centra, ki naj omogoča enostavno širitev, ima ustrezno dostopnost in je 
primerno oddaljena od virov elektromagnetnih (krajše EM) sevanj. Dostop na 
območje in v sam podatkovni center mora biti primerno omejen in varovan. Dostop 
naj bo omogočen samo za pooblaščene osebe oziroma osebe, ki jih spremlja 
pooblaščena oseba. 
Standard opisuje razdelitev prostora za umestitev opreme IT na t.i. tople in 
hladne cone, ki so podrobneje opisane v poglavju 2.2. Glavni razlog za razporeditev 
v tople in hladne cone tiči v večji energijski učinkovitosti, saj na ta način enostavno 
zmanjšamo mešanje segretega toplega zraka iz opreme s hladnim zrakom, ki ga 
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dovaja sistem hlajenja. Dodatno s tako postavitvijo opreme zagotovimo primerno 
dolgo življenjsko dobo vgrajene opreme, ki ji tako lahko omogočimo nemoten dovod 
primerne količine ohlajenega zraka. Na sliki 3.3 je shematski tlorisni prikaz 
postavitve omar v vrste in ločitev na tople in hladne cone. Priporočena širina hladne 
cone je vsaj 1,2 m, tople cone pa najmanj 0,9 m. 
Nosilnost tal v podatkovnem centru naj bo minimalno 7,2 kPa, priporočeno je 
12 kPa. Najmanjša še sprejemljiva višina prostorov podatkovnega centra je 2,6 m, 
priporočena višina je 3 m ali več. Razlog za to je v prostoru, ki ga potrebujemo za 
vgradnjo morebitnih dvojnih tal in kabelskih polic na ali nad strežniškimi in 
komunikacijskimi omarami, katerih tipična višina znaša 2 m (42 He). 
Osvetljenost podatkovnega centra naj bo najmanj 500 lux vertikalno in 200 lux 
horizontalno na višini 1 m merjeno na sredini med dvema vrstama omar. 
Vrata v podatkovnem centru morajo biti visoka najmanj 2,13 m in široka 1 m. 
Tla morajo biti primerno obdelana in premazana z antistatičnim premazom, katere 
upornost proti ozemljitvi naj znaša med 106 in 108 Ohmov. 
 
Slika 3.3:  Postavitev omar v vrste in orientacija v tople in hladne cone (vir: [4], stran 38) 
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Hlajenje opreme in prostorov naj bo izvedeno v skladu priporočili ASHRAE TC 
9.9 (poglavje 3.4). 
Električno napajanje podatkovnega centra naj bo izvedeno iz električnega 
distribucijskega omrežja, podprtega s sistemom brezprekinitvenega napajanja (UPS 
in DEA) primerne stopnje redundance glede na nivo Tier. 
3.4  Priporočila za vzdrževanje okoljkih parametrov – ASHRAE TC 
9.9 
Za primerno dolgo življenjsko dobo in zanesljivo delovanje vgrajene 
računalniške oz. opreme informacijske tehnologije (skrajšano IT) je potrebno 
zagotoviti tudi primerne delovne pogoje, ki jih proizvajalci IT-opreme običajno 
navajajo v tehničnih podatkih. Ameriška organizacija ASHRAE - American Society of 
Heating, Refrigerating and Air-Conditioning Engineers, Inc. [5] je leta 2002 
osnovala t.i. Tehnični komite 9.9 (angl: ASHRAE Technical Comitee 9.9) [6], ki je 
leta 2004 pripravil prvo priporočilo za vzdrževanje okoljskih parametrov 
(temperature in vlage) v podatkovnih centrih. V letih 2008 in 2012 je Tehnični 
komite 9.9 priporočila dopolnil in jih zbral v dokumentih [7], [8] in [9], dosegljivih 
na spletni strani [6]. Omenjena priporočila so zelo hitro postala pomembno vodilo pri 
načrtovanju ustreznega hlajenja in regulacije vlažnosti v podatkovnih centrih. Pred 
izdajo priporočil TC 9.9, so se operaterji in lastniki podatkovnih centrov, za delovne 
točke hladilnih sistemov največkrat odločali po občutku oz. so hladilne sisteme raje 
nastavljali bolj konzervativno, torej z nižjimi delovnimi temperaturami, tipično med 
17 °C in 20 °C. Objava priporočil TC 9.9 leta 2004 je lastnikom in operaterjem 
podatkovnih centrov prvič v zgodovini na enem mestu ponudila delovno 
temperaturno in območje relativne vlažnosti. Z razširitvijo priporočenih območij leta 
2008, je ASHRAE TC 9.9 koreniteje posegla tudi na področje energetske 
učinkovitosti, saj je s povečanjem temperaturnega območja in območja relativne 
vlažnosti omogočila nastavitve primernejših in predvsem energijsko manj potratnih 
delovnih okoljskih parametrov v podatkovnih centrih. 
Priporočila, zbrana v dokumentu ASHRAE Environmental Guidelines for 
Datacom Equipment [7], definirajo primerno temperaturno območje in območje 
relativne vlažnosti ohlajenega zraka, ki ga dovajamo opremi IT v podatkovnih 
centrih. Temperaturno območje je postavljeno med spodnjo mejo 18°C in zgornjo 
mejo 27°C. Spodnja meja relativne vlažnosti je definirana s temperaturo rosišča 
5,5°C, zgornja meja pa z 60% relativno vlažnostjo in rosiščem pri 15°C. Mejne 
vrednosti so zbrane v tabeli 3.2. 
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Spodnja temperaturna meja 18°C 
Zgornja temperaturna meja 27°C 
Spodnja meja vlage rosišče pri 5,5°C 
Zgornja meja vlage 60% in rosišče pri 15°C 
 
Tabela 3.2:  Mejne vrednosti temperature in relativne vlažnosti po ASHRAE TC 9.9 
 
3.5  Standard varnih sob EN1047-2 
Podatkovni centri so primarno namenjeni obdelovanju in shranjevanju 
podatkov, ki v podjetjih in drugih organizacijah predstavljajo ključni faktor za 
poslovanje. Izguba določenega dela podatkov lahko predstavlja organizaciji, ki je 
podatke izgubila, precejšno oviro, zastoj ali celo prenehanje obratovanja. Po 
raziskavi IT Risk Management Report [20], ki jo je leta 2007 objavilo podjetje 
Symantec, 60% organizacij, ki izgubijo svoje podatke, preneha s poslovanjem v 6 
mesecih, kar 72% pa jih preneha s poslovanjem po 24 mesecih.  
 
Glavni vzroki za izgubo podatkov predstavljajo (povzeto po raziskavah 
Gartner Group, Ontrack Data International in Protect Data):  
 okvare strojne in sistemske opreme (44%), 
 človeške napake (32%), 
 programske napake (14%), 
 računalniški virusi (7%), 
 naravne katastrofe (3%). 
 
Kot vidimo, na delovanje podatkovnih centrov v veliki meri vplivajo tudi 
človeški faktorji (nenamerne napake pri delu, sabotaže, vandalizem, itd.) ter naravni 
vplivi, kot so poplave, požar, razelektritve, potres, elektromagnetna valovanja, mraz 
in vročina. Nekatere od omenjenih vplivov lahko primerno omejimo oziroma 
zmanjšamo z vgradnjo podatkovnega centra v prostor, ki zaradi načina konstrukcije 
zmanjšuje nekatere vplive človeških faktorjev (vandalizem, sabotaže, itd.) ter 
naravne vplive.  
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Uporabniki, ki zahtevajo najvišjo stopnjo varnosti svojih podatkovnih centrov, 
posegajo po komercialno dostopnih rešitvah vgradnje varnih sob ali varnih celic po 
standardu EN1047-2 [14], ki definira pogoje za delovanje IT-opreme v primeru 
požara izven podatkovnega centra. Standard definira, da se v primeru požara tik ob 
zunanjem zidu podatkovnega centra, ko temperatura gorenja v 60 minutah doseže 
950 °C, temperatura v podatkovnem centru v 60 minutah ne sme povišati za več kot 
50 °C, relativna vlažnost zraka pa ne sme preseči 85 %.  
Ognjevarnost in izolativnost konstrukcijskih elementov ter zatesnjenost 
kabelskih prehodov se v varnih IT-sobah zagotavlja s primernimi izolacijskimi 
materiali in kableskimi uvodnicami, ki omogočajo dovolj visoko stopnjo zaščite, kot 
je predpisana po EN1047-2. Varne sobe po standardu EN1047-2 torej zagotavljajo 
časovno omejeno (60 minut) nemoteno delovanje oziroma preživetje opreme in s tem 
tudi podatkov, v primeru požara izven podatkovnega centra. Za sicer redke primere, 
ko pride do požara v podatkovnem centru, pa je treba poskrbeti za primerno in 
pravočasno detekcijo požara ter tudi morebitno avtomatsko gašenje požara z 
inertnimi ali sintetičnimi plini. 
3.6  Odpornost na elektromagnetne motnje: TEMPEST 
Podatkovni centri, oziroma oprema IT, ki je vgrajena v podatkovne centre, je 
poleg dejavnikov opisanih v prejšnjih poglavjih izpostavljena tudi nevarnostim 
škodljivih elektomagnetnih (krajše EM) sevanj, ter morebitnim prisluškovanjem s 
pomočjo sevanj, ki jih vgrajena oprema oddaja. Ko omenjamo oddajanje sevanj, 
mislimo predvsem na EM-sevanja, vendar je prisluškovanje mogoče izvajati tudi na 
osnovi vibracij in zvoka. 
Leta 1985 je danski raziskovalec Wim van Eck objavil članek z naslovom 
Electromagnetic Radiation From Video Display Units: An Eavesdroping Risk? [21], 
v katerem opiše enostaven način branja podatkov na daljavo s pomočjo antene, TV-
zaslona in primerno zasnovanega elektronskega vezja. Podjetja in organizacije, ki 
skrbijo za varno hrambo občutljivih podatkov, so začela precejšnjo pozornost 
posvečati tudi zaščiti podatkovnih centrov pred prisluškovanjem na osnovi EM-
sevanj.  
Primerno slabljenje EM-valovanj dosežemo s primernim filtriranjem 
komunikacijskih signalov, oblaganjem zidov podatkovnih centrov bodisi s tapetami, 
ki imajo všite bakrene žice, ali še bolje z oblaganjem zidov z bakreno pločevino oz. 
kombinacijo bakrene pločevine in pločevine iz posebnih kompozitnih materialov. 
Posebno pozornost je potrebno posvetiti tudi vgradnji t.i. satastih filtrov v odprtine 
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namenjene prezračevanju in hlajenju ter filtrom v ceveh, ki v varovano območje 
vodijo hladno vodo ali plin. 
TEMPEST je kodno ime organizacije NATO, ki se nanaša na raziskave in 
študije kraje podatkov na daljavo preko EM-sevanja naprav [22]. Prvi zapisi 
specifikacije TEMPEST segajo v pozna 1950-ta leta. Večina standardov povezanih s 
klasifikacijo TEMPEST ima status tajnosti, vendar je nekaj delov dostopnih javnosti. 
Del standardov, ki so dostopni, so našteti v nadaljevanju poglavja. 
 
Standard NATO SDIP 27 – Compromising Emanations Laboratory Test 
Standard deli objekte na tri varnostna območja: 
 SDIP27 / A – NATO Zone 0: v to klasifikacijo spadajo objekti, kjer 
obstaja nevarnost neposrednega dostopa (sosednji prostor, 1m 
oddaljenost), 
 SDIP27 / B – NATO Zone 1: v to klasifikacijo spadajo objekti kjer 
obstaja nevarnost dotopa do 20 m oddaljenosti, 
 SDIP27 / C – NATO Zone 2: objekti kjer obstaja nevarnost dotopa do 
100 m oddaljenosti. 
 
Standard NATO SDIP 29 – Installation of Electrical Equipment for the 
Processing of Classified Information se nanaša na instalacijo opreme, ozemljitve in 
kabliranje. 
 
Standard CISPR publication 17 določa način oziroma zahteve fitriranja vseh 
vodnikov, ki vodijo v ali iz varovanega območja (na primer komunikacijski kabli, 
napajalni kabli, in podobno). Tabela 3.3 prikazuje slabljenje v odvisnosti od 
frekvence: 
Frekvenca Minimalno slabljenje 
< 5kHz 20dB 
6kHz 30dB 
7kHz 40dB 
10kHz 50dB 
16kHz 70dB 
45kHz 100dB 
 
Tabela 3.3:  Filtriranje EM-valovanj v skladu s CISPR 17 
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Standard IEEE 299 – Standard Method for Measuring the Effectiveness of 
Electromagnetic Shielding Enclosures opisuje metode merjenja efektivnosti 
slabljenja EM-sevanj v varovanih objektih. 
 
 
  
3.7  Energijska učinkovitost – faktorja PUE in DCiE 
Pomembni vidiki pri načrtovanju izgradnje podatkovnih centrov so tudi 
energijska učinkovitost vgrajene opreme, način vgradnje le-te in posledično 
celotnega podatkovnega centra. Energijska učinkovitost ima zelo velik vpliv na 
obratovalne stroške podatkovnih centrov. Pri trenutnem trendu višanja cen električne 
energije lahko z veliko gotovostjo trdimo, da se bodo stroški obratovanja 
podatkovnih centrov na kW električne moči v prihodnosti še povečevali. Preprost 
izračun obratovalnih stroškov skozi leta obratovanja lahko zelo nazorno prikaže 
smotrnost investicije v energijsko učinkovitejšo infrastrukturno opremo 
podatkovnega centra, ki se sprva ob začetni investiciji mogoče zdi predraga. 
 
Glavni dejavniki energijske neučinkovitosti v podatkovnih centrih so naslednji: 
 predimenzionirani sistemi napajanja in hlajenja, 
 uporaba sistema hlajenja v okolju, za katerega ni bil načrtovan (moč, 
zgoščenost opreme), 
 neučinkovita razporeditev omar in opreme v prostoru, 
 neučinkovit oziroma oviran pretok zraka, 
 redundanca vgrajene opreme (za višjo razpoložljivost), 
 neučinkovit sistem napajanja in hlajenja, 
 neučinkovite nastavitve delovanja sistema hlajenja, 
 zamašeni zračni ali vodni filtri, 
 kabli ali druge ovire v dvignjenem podu. 
 
Z razvojem podatkovnih centrov se je hitro pokazala tudi potreba po 
enostavnem merjenju in izkazovanju učinkovitosti podatkovnega centra. Konzorcij 
The Green Grid [12] je leta 2006 predlagal uporabo faktorja učinkovitosti izrabe 
energije (angl: Power Usage Effectiveness), skrajšano faktorja PUE [13], ki izraža 
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učinkovitost podatkovnega centra skozi razmerje skupne električne moči centra proti 
električni moči vgrajene opreme IT:  
 
 𝑃𝑈𝐸 =
𝑠𝑘𝑢𝑝𝑛𝑎 𝑒𝑙𝑒𝑘𝑡𝑟𝑖č𝑛𝑎 𝑚𝑜č 𝑝𝑜𝑑𝑎𝑡𝑘𝑜𝑣𝑛𝑒𝑔𝑎 𝑐𝑒𝑛𝑡𝑟𝑎
𝑒𝑙𝑒𝑘𝑡𝑟𝑖č𝑛𝑎 𝑚𝑜č 𝐼𝑇−𝑜𝑝𝑟𝑒𝑚𝑒
 (3.1) 
 
V literaturi in na spletu lahko zasledimo tudi faktor učinkovitosti podatkovnega 
centra (angl. Data Center Infrastructure Efficiency), skrajšano faktorja DCiE, ki je 
izražen v % obratne vrednosti faktorja PUE: 
  
 𝐷𝐶𝑖𝐸 =
1
𝑃𝑈𝐸
𝑥 100% (3.2) 
  
Idealni faktor PUE bi znašal 1, kar bi pomenilo, da se vsa energija v 
podatkovnem centru izrablja izključno za opremo IT, torej koristno. Žal s trenutno 
tehnologijo tako nizkega faktorja PUE ni mogoče doseči, se pa mu lahko s primerno 
izbiro infrastrukturne opreme in delovnih pogojev precej približamo. Tipične 
vrednosti faktorja PUE v modernih podatkovnih centrih znašajo med 1,1 in 1,5. 
Omenimo, da se je faktorju PUE=1,1 možno približati z izrabo alternativnih virov 
hladilne energije, kot na primer z izrabo hladne vode podtalnice, prostega hlajenja in 
podobno. 
 
Visoko energijsko učinkovitost podatkovnih lahko dosežemo z: 
 izbiro tehnologije hlajenja primerno zgoščenosti moči v podatkovnem 
centru (kW/omaro ali kW/m
2
), 
 vgradnjo učinkovitih sistemov UPS, 
 možnostjo modularne nadgradnje napajalnih in hladilnih sistemov glede 
na trenutne potrebe in plan rasti, 
 implementacijo programskih orodij za nadzor nad izrabo kapacitet in 
razpoložljivo energijo napajalnih in hladilnih sistemov ter 
razpoložljivim prostorom in kapacitet strežniških omar. 
 
Pri načrtovanju podatkovnega centra in določanju energijske učinkovitosti tega 
so nam lahko v veliko pomoč orodja dosegljiva na spletu. Primer takega orodja je 
kalkulator učinkovitosti podatkovnega centra (angl. Data Center Efficiency 
Calculator), dosegljiv na spletnem naslovu [23]. 
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Slika 3.4:  Kalkulator učinkovitosti podatkovnega centra [23] 
Na sliki 3.4 je prikazan primer izračuna pričakovanega faktorja PUE za precej 
tipičen sodoben podatkovni center v Sloveniji, katerega maksimalna kapaciteta je 
ocenjena na 100 kW s 50% začetno zasedenostjo. Za primer smo uporabili naslednje 
predpostavke: 
 sistem UPS z visoko učinkovitostjo, 
 dvojno napajanje opreme IT (napajanje A + B), 
 hladilni medij bo voda, 
 priprava hladne vode predvidoma s hladilnim agregatom z vgrajeno 
frekvenčno regulacijo v konfiguraciji N+1 in prostim hlajenjem 2500 ur 
letno, 
 hlajenje opreme IT s hladilnimi enotami, vgrajenimi v posamezne vrste 
omar, 
 dizelski električni agregat, 
 učinkovita razsvetljava, 
 zapiranje prostih mest v IT-omarah. 
 
Kot je razvidno iz slike 3.4, je ob zgoraj navedenih tehnologijah in 
predpostavkah možno doseči faktor PUE=1,47, kar trenutno velja za energijsko 
nadpovprečno učinkovit podatkovni center. Iz slike 3.4 je možno tudi razbrati 
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razporeditev porabe električne energije. Vidimo lahko, da je največji porabnik 
vgrajena IT-oprema (okoli 70 %), drugi največji porabnik je sistem priprave 
hladilnega medija in hlajenja (nekaj več kot 22 %), na tretjem mestu je sistem 
napajanja (UPS in generator). Faktor PUE se z večanjem zasedenosti podatkovnega 
centra zmanjšuje, saj se učinkovitost sistemov napajanja in hlajenja povečuje, ko se 
približujemo njihovi maksimalni moči. V danem primeru se ob 100 % zasedenosti 
podatkovnega centra faktor PUE zmanjša na 1,34 (slika 3.5), kar predstavlja 
precejšen letni prihranek pri porabi električne energije. 
 
 
Slika 3.5:  Učinkovitost podatkovnega centra pri polni zasedenosti [23] 
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4  Metodologija načrtovanja podatkovnih centrov 
Načrtovanje podatkovnih centrov je, kot je razvidno že iz prejšnjih poglavij, 
kompleksna naloga, ki se jo moramo lotiti preudarno in v več korakih. Upoštevati je 
potrebno celo vrsto značilnosti: 
 razpoložljivost (delovanje 24 ur vse dni v letu), 
 specifičnost vgrajene opreme, 
 pogoste spremembe (modularno dograjevanje), 
 moč (napajanje in hlajenje), 
 teža opreme (statika prostora), 
 dostopnost do prostora, 
 namembnost (oddajanje kapacitet, lastniški), 
 varovanje (podatki, fizično varovanje), 
 energijska učinkovitost, 
 obratovalni stroški, 
 dolga življenjska doba – najmanj 10 let, 
 proračun. 
 
Najpogostejše napake pri načrtovanju in izgradnji podatkovnih centrov, ki jih 
lahko zasledimo v praksi, so naslednje [24]: 
 Projektna naloga ni jasno podana. 
 Projektiranje podatkovnega centra se prične po tem, ko je arhitektura 
objekta že izdelana. 
 Spregledane so šibke točke infrastrukture. 
 Uporaba zastarelih tehnologij. 
 Neupoštevanje specifičnih zahtev pri hlajenju opreme. 
 Predimenzioniranje ali pod dimenzioniranje sistemov napajanja in 
hlajenja. 
 Komplicirane rešitve. 
 Neprilagodljivost spremembam. 
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 Neupoštevanje investicijskih in obratovalnih stroškov. 
 
Da bi se izognili naštetim napakam pri načrtovanju podatkovnih centrov, se je 
priporočljivo držati določene metodologije načrtovanja. V tem poglavju si bomo 
podrobneje ogledali metodologijo načrtovanja v petih korakih po priporočilih [25],  
[26] in [27] enega vodilnih proizvajalcev infrastrukture podatkovnih centrov, ki jo v 
praksi uporablja vedno večja množica načrtovalcev podatkovnih centrov po svetu in 
pri nas.  
Proces načrtovanja podatkovnih centrov je razdeljen na pet korakov, ki si 
sledijo v naslednjem vrstnem redu: 
1. določitev osnovnih zahtev, 
2. izdelava idejnega projekta, 
3. prilagajanje željam in zahtevam investitorja, 
4. priprava podrobnih zahtev za projekt, 
5. izdelava projektne dokumentacije. 
 
Hitre in velikokrat težko predvidljive spremembe IKT-opreme v podatkovnih 
centrih nam narekujejo tudi način izgradnje infrastrukture in izbor opreme za hlajenje 
in napajanje, zato je za uspešno izveden projekt izgradnje podatkovnega centra   
ključnega pomena pravilno načrtovanje v najbolj zgodnji fazi projekta. 
 
4.1  Določitev osnovnih zahtev 
Pri načrtovanju podatkovnih centrov je potrebno upoštevati trenutno stanje, 
prakso in izkušnje uporabnika, nakopičene skozi leta obratovanja. Zavedati se je 
potrebno, da je projekt izgradnje novega podatkovnega centra praviloma dolgoročna 
investicija, saj je pričakovana življenjska doba podatkovnih centrov, vsaj 10 do 15 
let. Zaradi tega je poleg izkušenj in prakse uporabnika oziroma investitorja pri 
načrtovanju potrebno upoštevati tudi sodobne trende in pričakovanja industrije glede 
razvoja opreme IT in infrastrukture. 
 
V fazi določanja osnovnih zahtev je potrebno skupaj z uporabnikom (vodja IT-
sektorja, finančnik) določiti naslednje parametre: 
 razpoložljivost: nivo Tier oziroma stopnja redundance (N, N+1 ali 2N), 
 zmogljivost: skupna moč opreme IT (v kW), 
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 plan rasti: začetna moč opreme IT, maksimalna, minimalna in srednja 
končna moč opreme IT ter čas doseganja končne moči, 
 pričakovana učinkovitost podatkovnega centra (PUE ali DCiE), 
 zgoščenost: obremenitev v kW na posamezno računalniško omaro, 
 proračun: stroški lahko vplivajo na vse zgoraj naštete parametre. 
 
Kot pomoč pri določanju osnovnih 6 zahtev si je mnogokrat smiselno pomagati 
tudi s spletnimi orodji dosegljivimi na naslovu [23]. 
 
4.2  Izdelava idejnega projekta 
Ko so vsi parametri našteti v poglavju 4.1 določeni se skupaj z uporabnikom 
lotimo izdelave idejnega projekta, v katerem dejansko izdelamo koncept fizične 
infrastrukture podatkovnega centra. Poleg vodje IT-sektorja in finančne službe je v 
tej fazi k sodelovanju smiselno povabiti tudi upravitelja stavbe, kamor bo umeščen 
načrtovani podatkovni center. 
Skupaj z uporabnikom določimo lokacijo oziroma prostor umestitve 
podatkovnega centra in izdelamo tlorise prostorov podatkovnega centra. V pomoč pri 
izdelavi idejnega projekta se lahko opremo na morebitne že izvedene referenčne 
podatkovne centre. 
 
4.3  Prilagajanje željam in zahtevam investitorja 
Ko je idejni projekt izdelan, je potrebno običajno tega prilagoditi morebitnim 
uporabnikovim željam in zahtevam ter morebitnim omejitvam. Omejitve običajno 
predstavljajo: 
 prostorske omejitve (višina stropa, okna, nosilnost plošče, itd.), 
 logistične omejitve (dostopnost), 
 projektne omejitve, 
 omejitve opreme IT. 
 
V tej fazi projektiranja k sodelovanju povabimo tudi tehnike in vzdrževalce 
objekta ter tehnike zadolžene za opremo IT, ki podajo morebitne omejitve glede 
načina napajanja opreme, zahtev glede električnih agregatov in električnega 
napajanja na splošno, razvodov električnega napajanja (nad omarami, v dvojnem 
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podu, itd.), morebitne specifike hlajenja opreme IT, nadzornih sistemov in želj oz. 
potreb po količini in velikosti računalniških omar. 
 
4.4  Priprava podrobnih zahtev za projekt 
Po uskladitvi idejnega projekta z uporabnikovimi željami in morebitnimi 
omejitvami opisanimi v poglavju 4.3, je v tej fazi načrtovanja potrebno izdelati 
podrobne zahteve, ki služijo kot vhodni podatki za izdelavo projektne 
dokumentacije. Zahteve uporabnika pretvorimo v podroben seznam standardiziranih 
zahtev in tehničnih parametrov, pri čemer upoštevamo standarde in zakonodajo ter 
specifične zahteve uporabnika (na primer izbira sistema hlajenja). Običajno je 
smiselno v tej fazi izdelati tudi model izbranega sistema hlajenja in opraviti 
simulacijo delovanja ob upoštevanju zahtevane stopnje redundance.  
V tej fazi je k sodelovanju potrebno povabiti vse osebje, ki bo zadolženo za 
realizacijo projekta. 
 
4.5  Izdelava projektne dokumentacije 
Zadnja faza načrtovanja podatkovnega centra predstavlja izdelavo projektne 
dokumentacije, ki mora vsebovati podrobne specifikacije, tlorise, načrte sistemov 
napajanja, sistemov hlajenja in natančne karakteristike, ki jih mora doseči 
podatkovni center. Izdelati je potrebno tudi terminski plan za izgradnjo 
podatkovnega centra. Običajno je za izdelavo celotne dokumentacije podatkovnega 
centra potrebno angažirati projektante različnih strok: projektante električnih 
instalacij, projektante strojnih instalacij, arhitekte in statike.  
K sodelovanju povabimo tudi dobavitelje opreme ter podjetje, ki bo skrbelo za 
celotni inženiring pri izgradnji podatkovnega centra. 
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Večkrat smo že omenili, da je za primerno in učinkovito hlajenje opreme IT v 
fazi načrtovanja podatkovnega centra zelo koristno izdelati model centra in simulirati 
delovanje hladilnega sistema ali sistemov. Simulacija nam pokaže ali bo hladilni 
sistem primerno ohladil vgrajeno opremo IT, pri zadanih parametrih.  Rezultati 
simulacije nam nakažejo morebitne napake oziroma pomanjkljivosti, ki jih običajno 
lahko popravimo že s premeščanjem ali zamenjavo hladilne opreme z drugo. 
V praksi se za izdelavo modelov in simulacij podatkovnih centrov uporabljata 
dva načina: 
 simulacija na osnovi tehnik računalniške simulacije dinamike tekočin 
(angl. Computational Fluid Dynamics, skrajšano CFD), 
 simulacija na modelu izvedenem z merjenjem veličin na pravi opremi. 
 
Računalniška simulacija dinamike tekočin (CFD) s pomočjo numerične analize 
in algoritmov omogoča simulacijo in analizo sistemov, ki vključujejo tekočine [28]. 
Ker lahko zrak, ki se premika, obravnavamo kot tekočino, je za simulacijo pretoka 
zraka in hlajenja opreme v podatkovnih centrih tak način simulacije zelo primeren. 
Podrobneje so splošni postopki in načini modeliranja in simulacij s pomočjo CFD 
opisani v literaturi [29].  
Na tržišču je na voljo precej programske opreme, ki je večinoma namenjena za 
splošno simulacijo CFD. Obstaja pa tudi nekaj programskih paketov, ki so bili 
zasnovani in napisani z namenom simuliranja hlajenja v podatkovnih centrih. Na tem 
mestu bi omenil enega bolj uveljavljenih programskih paketov: Tile Flow [30]. 
Omenjeni programski paket omogoča izjemno natančno simuliranje zračnih 
tokov in temperaturnih gradientov v prostoru podatkovnih centrov. Na sliki 5.1 je 
primer grafičnega prikaza temperaturnih gradientov in zračnih tokov v podatkovnem 
centru simuliranem s programskim paketom Tile Flow. 
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Slika 5.1:  Prikaz rezultata simulacije temperature in pretoka zraka v podatkovnem centru (vir: [29]) 
 
S pomočjo namenskih programskih paketov lahko sicer zelo natančno 
simuliramo delovanje hladilnih sistemov v podatkovnih centrih, vendar so taki 
programski paketi zaradi svoje tržne cene načrtovalcem v veliki meri zelo težko 
dosegljivi. Dodatno težavo lahko pomeni tudi zelo dolgo izvajanje izračuna 
posamezne simulacije, ki lahko za kompleksne postavitve opreme v simuliranem 
podatkovnem centru trajajo od nekaj do več 10 ur. 
Alternativa programskim paketom za analizo CFD so lahko tudi programska 
orodja, ki sicer ne omogočajo tako natančnega simuliranja, kot ga omogoča CFD, a 
so navkljub temu precej zanesljivi. Eden takih programskih orodij je tudi 
InfraStruxure
TM 
Designer dosegljiv registriranim uporabnikom na spletnem naslovu 
[31]. Omenjeno programsko orodje omogoča načrtovanje in pripravo stroškovne 
ocene investicije celotne infrastrukture podatkovnih centrov (sistemov UPS, 
električnih razdelilnih omar, hladilnih sistemov, računalniških omar in nadzornih 
sistemov). Simulacije hlajenja v programskem orodju InfraStruxure
TM 
Designer se 
izvajajo na osnovi več sto meritev izvedenih na pravi opremi, vnesenih v programsko 
orodje in validiranih na realnih postavitvah opreme. Tak način modeliranja in 
simuliranja se sicer po točnosti in natančnosti ne more kosati s simulacijami 
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izvedenimi z orodji CFD, a je zaradi dosegljivosti, hitrosti izvajanja in prijaznosti 
uporabniku ter zadostne točnosti zelo primeren.  
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Za prikaz izdelave modela in simulacije hlajenja podatkovnega centra v orodju 
[31] si bomo izmislili primer podatkovnega centra. Po metodi načrtovanja 
podatkovnih centrov opisani v poglavju 4 moramo najprej pripraviti osnovne vhodne 
parametre: 
 
 razpoložljivost: Tier III 
 zmogljivost: maksimalna električna moč centra naj bo 200 kW, 
 plan rasti: začetna moč opreme IT bo 150 kW, z rastjo v 3-5 letih do 
končne moči 200 kW, 
 pričakovana učinkovitost podatkovnega centra: maksimalen PUE 1.5, 
 zgoščenost: 10 računalniških omar za strežnike po 10 kW/omaro, 20 
omar do 5 kW/omaro, od tega 6 komunikacijskih, 
 proračun: naj ne preseže 500.000 EUR. 
 
Dodatni parametri, ki jih bomo upoštevali pri načrtovanju: 
 vgradnja energijsko učinkovitega modularnega sistema UPS s 5-
minutno baterijsko avtonomijo, 
 vgradnja inteligentnih elektro razdelilnih omar z meritvami električnih 
parametrov po tokokrogih in možnostjo dodajanja novih tokokrogov 
brez prekinitve delovanja, 
 mere obstoječega prostora: 10 x 13 m, 
 višina stropa v prostoru: 3,5 m, 
 razvod napajalnih in komunikacijskih kablov nad omarami, 
 energijsko učinkovito hlajenje z izrabo prostega hlajenja v hladnejših 
obdobjih (pomlad, jesen, zima), 
 upoštevanje ASHRAE TC 9.9 priporočil 
 center bo vgrajen v obstoječi zgradbi v Ljubljani. 
 
Način hlajenja (nivo sobe, nivo vrst) in hladilni medij ni določen, vendar bomo 
zaradi upoštevanja zahteve po energijski učinkovitosti in določenega faktorja 
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PUE=1,5 za medij izbrali hladno vodo. Ker želimo ločiti cevi za vodo od električnih 
instalacij, bomo razvod hladne vode načrtovali v dvojnem podu, katerega 
maksimalna višina je pogojena z višino stropa in izbranih računalniških omar. Ker 
bomo nad omarami imeli še razvod električnih in komunikacijskih napeljav, je 
maksimalna višina dvojnega poda omejena na približno 50 cm, tako nam nad 
omarami, ki bodo višine 2 m ostane še 1 m prostora. 
S spletnim orodjem [23] izdelamo oceno okvirnih ur delovanja prostega 
hlajenja (angl. economizer) in oceno učinkovitosti oziroma faktorja PUE. Pri 
izračunu faktorja PUE si pomagamo z izbiro tehnologije infrastrukture podatkovnega 
centra, da dosežemo zahtevani PUE manjši od 1,5. Na sliki 5.2 je prikazana ocena ur, 
ki jih bomo lahko izrabili za prosto hlajenje in znaša v primeru vgradnje hladilnega 
agregata in sistema hlajenja na osnovi vrst kar 6603 ur pri konstantni temperaturi 
hladne vode 7,2 °C. V kolikor zaradi dodatnega povečanja učinkovitosti temperaturo 
hladne vode povišamo na 10 °C, se ocenjeno število ur še poveča, a bomo pri ocenah 
vseeno upoštevali prvotni izračun 6603 ur. 
 
Slika 5.2:  Ocena okvirnih ur delovanja prostega hlajenja z orodjem na spletnem naslovu [23] 
Ocena učinkovitosti oziroma faktorja PUE, prikazana na sliki 5.3, nam v 
primeru izbire hlajenja na nivoju prostora ter ostalih parametrov iz projektnih zahtev 
poda oceno faktorja PUE=1,49, kar je na meji projektnih zahtev. V kolikor se 
odločimo za hlajenje na nivoju vrst, pa znaša ocena faktorja PUE=1,26. Prikazana je 
na sliki 5.4.  
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Slika 5.3:  Ocena učinkovitosti v primeru hlajenja na nivoju prostora 
 
Slika 5.4:  Ocena učinkovitosti v primeru hlajenja na nivoju vrst 
Kot vidimo iz prikazov na slikah 5.3 in 5.4, sta oba načina hlajenja glede na 
zadane parametre sprejemljiva, zato bomo v modelu uporabili kombinacijo obeh 
načinov hlajenja. Za računalniške omare, pri katerih je zahteva po zgoščenosti moči 
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10kW/omaro, bomo izvedli hlajenje na nivoju vrst z zaprto toplo cono, za ostale 
računalniške omare pa hlajenje na nivoju prostora. V kolikor bo simulacija pokazala, 
da zaradi omejitve višine dvojnega poda tak način hlajenja ne bo ustrezen, ga bomo 
zamenjali s hlajenjem na nivoju vrst. 
Izris prostora podatkovnega centra, izbor in postavitev infrastrukturne opreme, 
ter izvedbo simulacije hlajenja bomo izdelali v programskem orodju InfraStruxure
TM 
Designer. Po prijavi na spletnem portalu [31] in zagonu aplikacije se nam po vpisu 
osnovnih parametrov prostora (dimenzije, višina dvignjenega poda), parametrov za 
sistem UPS (avtonomija v minutah, stopnja redundance) ter parametrov za hlajenje 
(temperatura hladne vode, delta-T, maksimalna temperatura v hladni coni, 
temperatura izpihanega zraka) prikaže delovna površina prikazana na sliki 5.5. 
 
Slika 5.5:  Delovna površina modelirnega orodja InfraStruxure Designer [31] 
V levem delu izbiramo orodja za konfiguracijo infrastrukturne opreme (omare, 
hladilni sistemi, napajanje, nadzorni sistem, itd.), v osrednjem delu vidimo tloris 
prostora z vrisanim rastrom dvojnega poda in prostorom za vrste omar, v spodnjem 
delu pa se nam izpisujejo morebitna opozorila. 
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V skladu z zahtevami iz začetka podpoglavja postavimo v prostor vseh 30 
omar: 10 omar z zgoščenostjo 10 kW in 20 omar z zgoščenostjo moči 5 kW. Prikaz 
postavitve omar je na sliki 5.6. Vsaka omara ima napisano tudi moč v kW, ki jo 
aplikacija upošteva v modelu. Ob straneh vsake vrste omar smo pustili nekaj prostora 
za postavitev hladilnih enot, v spodnjem delu pa za postavitev sistema UPS.  
 
Slika 5.6:  Postavitev računalniških omar 
Nadalje v programskem paketu nastavimo osnovne parametre hladilnih 
sistemov v predmetnem podatkovnem centru. V oknu prikazanem na sliki 5.7 
vnesemo temperaturo hladne vode (10°C), delta-T (5°C), nadmorsko višino 
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Ljubljane (340 m) ter morebitno mešanico vode in glikola. Ker bomo v našem 
primeru uporabili mešanico glikola in vode le v primarnem hladilnem krogu, torej le 
na strani hladilnih agregatov, tega parametra za notranje hladilne elemente ne 
nastavimo oziroma pustimo nastavitev na 0 %. V kolikor bi namesto primarnega in 
sekundarnega hladilnega kroga, ločenega s toplotnim prenosnikom, sistem zasnovali 
z le enim hladilnim krogom, bi morali upoštevati tudi mešanico glikola, ki bo v 
sistemu. Mešanica glikola in vode je potrebna tam, kjer se temperature zraka pozimi 
spustijo dovolj nizko, da lahko pričakujemo zmrzovanje vode v hladilnem krogu. Z 
dodajanjem glikola se temperatura ledišča mešanice pomika nižje. 
 
Slika 5.7:  Vnos parametrov temperature vode in želene temperature hladnega zraka 
Nastavimo še želene vrednosti temperature zraka (25 °C) ter temperature zraka 
iz hladilnih naprav (22 °C). V istem pogovornem oknu lahko nastavimo tudi 
redundanco hladilnega sistema, ki je v našem primeru nastavljena na N+1. 
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V pomoč pri izbiri tipa hladilnih naprav za postavitev v vrste nam lahko služi 
pogovorno okno prikazano na sliki 5.8.  
 
Slika 5.8:  Izračun hladilne moči, pretoka hladne vode in padca tlaka za hladilne enote 
Iz temperature hladne vode (10 °C), pričakovane temperature v topli coni (35 
°C), razlike temperatur vode na povratku in predtoku (delta-T = 5°C) ter nadmorske 
višine programska oprema izračuna pričakovano hladilno moč, zahtevan pretok vode 
in padec tlaka vode posamezne hladilne enote. V naši simulaciji bomo izbrali 
hladilno enoto za hlajenje na nivoju vrste ACRC301S, ki pri podanih parametrih 
lahko doseže hladilno moč 24,4 kW. Te hladilne naprave bomo uporabili za hlajenje 
omar z višjo zgoščenostjo moči (10 kW). Za hlajenje omar z nižjo zgoščenostjo moči 
bomo izbrali sistem hlajenja prostora z vpihovanjem hladnega zraka v dvojni pod. Za 
hlajenje 18 omar v spodnjih dveh vrstah potrebujemo 90 kW hladilne moči, ter še 
dodatnih 20 kW zaradi disipacije sistemov UPS, ki bodo vgrajeni v spodnji vrsti. 
Skupaj torej potrebujemo 110 kW hladilne moči. Izberemo hladilne enote, ki morajo 
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dovajati ustrezno hladilno moč (skupaj 110 kW) ter ustrezen pretok hladnega zraka. 
V simulaciji smo za strežniške omare nastavili pretok zraka 115 CFM/kW, 
komunikacijskim omaram pa 80 CFM/kW pri čemer CFM predstavlja kratico za 
angleški izraz Cubic Feet per Minute oziroma slovensko: kubičnih čevljev na 
minuto. Faktor pretvorbe iz CFM v m
3/h znaša: 
 1 𝐶𝐹𝑀 = 1,699 
𝑚3
ℎ
 (5.1) 
Torej znaša zahtevani pretok zraka posamezne strežniške omare, ob 
upoštevanju pretvorbe (5.1): 
 115 
𝐶𝐹𝑀
𝑘𝑊
∗ 5 𝑘𝑊 = 575 𝐶𝐹𝑀  (5.2) 
 
oziroma: 
 575 𝐶𝐹𝑀 ∗ 1,699 
𝑚3
ℎ∗𝐶𝐹𝑀
= 976,925 
𝑚3
ℎ
 (5.3) 
Vsaki strežniški omari moramo torej ob polni zasedenosti (5 kW), dovesti 
976,925 m
3
/h primerno ohlajenega zraka. 
 
Vsaki komunikacijski omari pa moramo zagotoviti naslednji pretok zraka: 
 
 80 
𝐶𝐹𝑀
𝑘𝑊
∗ 5 𝑘𝑊 = 400 𝐶𝐹𝑀  (5.4) 
 400 𝐶𝐹𝑀 ∗ 1,699 
𝑚3
ℎ∗𝐶𝐹𝑀
= 679,6 
𝑚3
ℎ
 (5.5) 
Iz tehničnih specifikacij proizvajalcev hladilnih omar za podatkovne centre 
poiščemo primerno omaro. Upoštevati moramo zahtevo po primerni hladilni moči in 
pretoku zraka. Hladilno moč smo že določili, celoten pretok zraka pa izračunamo iz 
skupne moči vseh 14 strežniških in 4 komunikacijskih omar in zahtevanega pretoka 
hladnega zraka izračunanega v enačbah (5.3) in (5.5): 
 
 14 ∗ 976,925 
𝑚3
ℎ
+ 4 ∗  679,6 
𝑚3
ℎ
 = 16395,35 
𝑚3
ℎ
 (5.6) 
 
Iz izračuna (5.6) sledi, da moramo zagotoviti več kot 16396 m3/h zraka. 
Odločimo se, da bomo zaradi zahteve po redundanci N+1, vgradili 4 hladilne enote z 
vpihovanjem ohlajenega zraka v dvojni pod. Posamezna enota ima hladilno moč 40,5 
kW in ustvarja maksimalen pretok zraka 10000 m
3
/h. 
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V aplikaciji za simulacijo na tloris postavimo izbrane hladilne enote in 
zaženemo izračun ustreznosti hlajenja. Na sliki 5.9 vidimo prikaz postavitve opreme 
s simulacijo hlajenja. Hladilne enote so označene s črko C, računalniške omare pa s 
črko R. Omare, ki so obarvane zeleno, prejmejo zadostno količino primerno 
ohlajenega zraka, omare obarvane rumeno ali rdeče pa se bodo pregrevale. Kot lahko 
vidimo je ob izbranih hladilnih napravah in višini dvojnega poda hlajenje v spodnjem 
delu podatkovnega centra neustrezno, saj skrajno desna omara v tretji vrsti ni 
ustrezno hlajena. 
 
Slika 5.9:  Simulacija ustreznosti hlajenja predmetnega podatkovnega centra 
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V kolikor simuliramo še izpad ene od hladilnih naprav v zaprti topli coni in ene 
od hladilnih naprav v spodnjem delu podatkovnega centra, ugotovimo, da je izbrani 
način hlajenja v zgornjih dveh vrstah ustrezen, v spodnjih dveh pa ne. Slika 5.10 
prikazuje rezultat simulacije ob izpadih delovanja posameznih hladilnih enot (na sliki 
prikazane z rdečim X). 
 
Slika 5.10:  Simulacija izpada hladilnih enot v posamezni coni 
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Ugotovimo lahko, da je sistem hlajenja na nivoju vrst v zgornjem delu 
podatkovnega centra ustrezen, žal pa sistem hlajenja spodnjega dela podatkovnega 
centra ni ustrezen. Razlogi za neustreznost hlajenja tičijo v mešanju hladnega in 
toplega zraka v prostoru, uhajanju zraka skozi špranje med ploščami dvojnega poda 
in v neustrezni višini dvojnega poda. Ker smo z višino dvojnega poda zaradi višine 
stropu omejeni na 500mm, si višjega dvojnega poda ne moremo privoščiti. Ustrezno 
rešitev lahko poiščemo v zamenjavi hladilnih enot z močnejšimi. V tehničnih 
podatkih smo našli enoto s hladilno močjo 59,4 kW in maksimalnim pretokom zraka 
19000 m
3/h. Štiri take enote sicer precej presegajo potrebe tako po hladilni moči, kot 
tudi potrebe po pretoku zraka. Na sliki 5.11 je prikazan rezultat simulacije hlajenja 
po zamenjavi 4 hladilnih enot z zmogljivejšimi. 
 
Slika 5.11:  Simulacija hlajenja po zamenjavi štirih hladilnih enot z zmogljivejšim modelom 
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Po zamenjavi štirih hladilnih enot v spodnjem delu podatkovnega centra z 
zmogljivejšim modelom je rezultat simulacije hlajenja pri izpadu ene enote v vsakem 
delu podatkovnega centra pozitiven. 
V podatkovni center umestimo še oba sistema za brezprekinitveno napajanje in 
dve inteligentni električni razdelilni omari. Sistema UPS postavimo v spodnjo vrsto 
podatkovnega centra, električni razdelilni omari pa na konec druge in tretje vrste. 
Simulacija hlajenja po postavitvi sistema UPS  je prikazana na sliki 5.12. 
 
Slika 5.12:  Simulacija hlajenja po postavitvi sistema UPS in električnih razdelilnih omar 
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V tretji vrsti lahko opazimo, da se po umestitvi sistema UPS, hlajenje skrajno 
desne omare nekoliko poslabša, zato v tej omari ne bomo mogli namestiti 5kW 
porabnikov, vendar le 3kW. Rezultat simulacije ob upoštevanju zmanjšanja toplotne 
obremenitve te omare je prikazan na sliki 5.13. 
 
Slika 5.13:  Simulacija hlajenja ob upoštevanju zmanjšane obremenitve skrajno desne omare v tretji 
vrsti 
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V poglavju 2.2.1. smo že omenili, da je pri zgoščenosti moči na računalniško 
omaro, ki presega 3kW, sistem hlajenja na nivoju sobe precej neučinkovit, kar smo 
prikazali tudi v naši simulaciji, saj je za primerno hlajenje vgrajene opreme v 
spodnjih treh vrstah bilo potrebno namestiti precej močnejše hladilne naprave, kot bi 
to lahko sklepali le iz seštevanja moči posameznih omar in disipacije toplotne 
energije sistemov UPS. 
Izvedli bomo še simulacijo alternativnega pristopa, pri katerem uporabimo 
enote za hlajenje opreme na nivoju vrst tudi v spodnjih dveh vrstah omar. V primeru 
hlajenja naprav UPS, ki imajo vgrajene baterije v istem ohišju, je potrebno posebno 
pozornost nameniti temu, ali so baterijska ohišja izvedena na način, ki omogoča 
primerno hlajenje baterij s sistemom hlajenja na nivoju vrst. V kolikor izbrana 
naprava UPS ni bila načrtovana za tak način hlajenja, je potrebno razmisliti o 
vgradnji baterij v ločen prostor (v kolikor je na voljo in je to tehnično in finančno 
upravičeno – preseki kablov) oziroma postavitvi ločenega hladilnega sistema za UPS 
oziroma baterije. 
V našem primeru bomo za hlajenje sistema UPS postavili dve hladilni enoti z 
vpihovanjem v dvojni pod. Iz tehničnih podatkov proizvajalca izberemo primerno 
hladilno enoto in jo umestimo v simulacijo. Izbrana hladilna enota ima deklarirano 
maksimalno hladilno moč 34,3 kW in pretok zraka 10000 m3/h. Omenjena parametra 
vnesemo v simulacijo in določimo tudi dimenzijo izbranih hladilnih enot. Za hlajenje 
računalniških omar v tretji in četrti vrsti pa bomo izbrali način hlajenja na nivoju 
vrste v kombinaciji z zaprto toplo cono. 
Rezultat simulacije pri izpadu ene hladilne enote v prvi coni, ene hladilne enote 
v drugi coni in ene hladilne enote za hlajenje sistema UPS je prikazan na sliki 5.14. 
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Slika 5.14:  Rezultat simulacije hlajenja pri zamenjavi sistema hlajenja 3. in 4. vrste ter ob 
upoštevanju okvare 3 hladilnih enot 
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6  Vodenje in nadzor infrastrukture podatkovnih centrov 
Vedno večja kompleksnost podatkovnih centrov prinaša v ospredje nov izziv – 
vodenje in nadzor nad infrastrukturo. Pojma vodenje in nadzor infrastrukture 
sodobnih podatkovnih centrov zajemata zelo široko področje znanj in tehnologij. 
Večina modernih naprav ima že vgrajen nek osnovni vmesnik, ki omogoča vključitev 
teh naprav v nadzorni sitem. Običajno imajo naprave vgrajen spletni vmesnik, ki 
omogoča spremljanje več parametrov, vendar je spremljanje celotnega podatkovnega 
centra na nivoju spletnih vmesnikov posameznih naprav precej nepregledno in pri 
večjih podatkovnih sistemih skoraj nemogoče. Za primeren nadzor naprav se le-te 
povezuje na nadzorne sisteme preko enega od razširjenih komunikacijskih 
protokolov. Najbolj običajni komunikacijski protokoli vgrajeni v infrastrukturno 
opremo podatkovnih centrov so: SNMP, MODBUS in BACnet. 
V preteklosti je bila običajna praksa, da se je za nadzor in vodenje 
infrastrukture podatkovnih centrov uporabljalo več med seboj običajno nezdružljivih 
sistemov. Tak pristop se zadnjih nekaj let počasi opušča, saj ga nadomeščajo sistemi, 
ki omogočajo združevanje tradicionalno nezdružljivih sistemov v logično 
funkcionalno celoto. 
Zgodovinska segmentacija nadzornih orodij in sistemov se je pred leti začela 
združevati v celovite sisteme, za katere se je uveljavil angleški izraz Data Center 
Facitily Management (skrajšano DCFM) [32], kar bi lahko prevedli kot nadzorni 
sistem podporne infrastrukture podatkovnih centrov. Z razvojem nadzornih orodij se 
je okoli leta 2009 pričelo tudi združevanje nadzornih orodij na nivoju strežnikov in 
opreme ter virtualizacijskih sistemov. Za nadzorne sisteme celotne infrastrukture 
podatkovnih centrov se je uveljavil izraz Data Center Infrastructure Management 
(skrajšano DCIM) [33], [34], kar bi lahko prevedli kot nadzorni sistem infrastrukture 
podatkovnih centrov. 
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Podatkovni center, njegovo fizično in logično infrastrukturo ter vse podporne 
sisteme lahko logično razdelimo na način prikazan na sliki 6.1. Rumena črtkana črta 
prikazuje navidezno razdelitev na sisteme, ki zagotavljajo delovne pogoje za 
nemoteno delovanje IT-opreme in aplikacij, ki tečejo na strežnikih. Ločnica tudi 
jasno nakazuje na mejo med nivoji nadzornih orodij DCFM in nadzornimi orodji 
višjih nivojev (npr. orodja za virtualizacijo strežnikov). 
  
 
Slika 6.1:  Razdelitev podatkovnega centra na logične segmente 
Z evolucijo nadzornih sistemov DCFM in DCIM se ločnica pomika na višje 
nivoje, kot je to prikazano na sliki 6.2. 
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Slika 6.2:  Vpliv implementacije nadzornih sistemov DCIM v podatkovnih centrih 
Nadzorne sisteme podatkovnih centrov lahko po delovanju in možnostih, ki jih 
ponujajo, razdelimo na 5 nivojev: 
1. Osnovni nivo – osnovni nadzor običajno vgrajen v opremi in 
omogoča spremljanje stanja opreme, spremljanje nekaterih 
merjenih parametrov in običajno tudi alarmiranje v primeru 
preseženih vrednosti. 
2. Reaktivni nivo – centraliziran in avtomatiziran sistem nadzora 
in vodenja, ki združuje nadzor sistemov električnega napajanja, 
hlajenja in ostale podporne infrastrukturne opreme. 
3. Proaktivni nivo – centraliziran in avtomatiziran sistem nadzora 
in vodenja, ki združuje nadzor vseh sistemov električnega 
napajanja, hlajenja in ostale podporne infrastrukture, kot tudi 
nadzor nad opremo IT (strežniki, stikala). 
4. Optimizacijski nivo – nadzor nad vso infrastrukturno opremo 
in vseh sistemov IT. Uporaba modelov za napovedovanje 
morebitnih izpadov, upravljanje storitev in optimizacija v skoraj 
realnem času. 
5. Avtonomni, samo-optimizacijski nivo – sistem za nadzor in 
vodenje prilagaja delovanje podatkovnega centra z vnaprej 
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določenim pravilom s pomočjo spremljanja stanj in meritev ob 
upoštevanju zahtev po storitvah. 
 
6.1  Osnovni nivo 
Osnovni nivo nadzornih sistemov predstavljajo vmesniki, ki jih ima naprava 
vgrajene in omogočajo pregled nad stanjem naprav ter nastavitev alarmnih mej in 
načina obveščanja o preseženih mejah. Komunikacija je mogoča na nivoju 
posamezne naprave, nekatere naprave pa imajo že vgrajene komunikacijske 
vmesnike, ki omogočajo povezovanje naprav v centralizirane nadzorne sisteme. Slika 
6.3 prikazuje primer spletnega vmesnika vgrajenega v napravo UPS. 
 
 
Slika 6.3:  Primer spletnega vmesnika vgrajenega v napravi UPS 
 
6.2  Reaktivni nivo 
Drugi nivo nadzornih sistemov je t.i. reaktivni nivo, ki že predstavlja 
centraliziran in avtomatiziran sistem nadzora in vodenja, vendar še ne združuje 
nadzora in vodenja sistemov IT (strežnikov, itd.). Ta nivo vodenja in nadzora že 
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združuje nadzor podsistemov napajanja, hlajenja oz. strojnih instalacij, sistemov 
tehničnega varovanja, spremljanja okoljskih parametrov ter ostale podporne 
infrastrukture podatkovnega centra v enoten sistem, ki omogoča nadzor nad vsemi 
povezanimi sistemi iz enega vmesnika. Reaktivni nivo torej omogoča centralni 
pregled in vodenje podpornih sistemov, centralizirano zbiranje meritev in alarmov, 
beleženje trendov in pripravo poročil. Slika 6.4 prikazuje primer zaslonskega prikaza 
nadzornega sistema drugega nivoja. 
 
 
Slika 6.4:  Primer zaslonskega prikaza nadzornega sistema 
Na tem nivoju že govorimo o nadzornih sistemih DCFM, ki omogočajo 
nadzorovanje spremljanih parametrov v realnem času, samodejno zaznavanje 
opreme, skupinske konfiguracije, analizo trendov in podobno. 
 
6.3  Proaktivni nivo 
Tretji nivo sistemov nadzora in vodenja, t.i. proaktivni nivo, predstavlja 
centraliziran in avtomatiziran nivo nadzora in vodenja, ki združuje vse nivoje 
podporne infrastrukture in osnovna nadzorna orodja sistemov IT (strežnikov, 
komunikacijske opreme, itd.). Na tem nivoju lahko že govorimo o sistemih DCIM. 
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Sistemi, ki sodijo v tretji nivo, omogočajo poleg funkcionalnosti sistemov nižjih 
nivojev še nadzor nad parametri, lokacijo in statusom delovanja opreme IT 
podatkovnega centra. Omogočajo upravljanje, analiziranje delovanja in 
dokumentiranje vgrajene opreme. Poenostavijo iskanje opreme oziroma lokacije 
vgradnje (na primer: iskanje strežnika po imenu ali namenu in prikaz njegove 
lokacije).  
  Slika 6.5 prikazuje primer zaslonskega prikaza nadzornega sistema tretjega 
nivoja, na katerem vidimo tloris in seznam vgrajene opreme v izbrani računalniški 
omari ter lokacijski prikaz alarmov (omare obarvane rdeče, opis alarmov). 
 
Slika 6.5:  Primer zaslonskega prikaza sistema tretjega nivoja 
  
6.4  Optimizacijski nivo 83 
 
6.4  Optimizacijski nivo 
Četrti nivo sistemov nadzora in vodenja, t.i. optimizacijski nivo, združuje 
funkcionalnosti vseh nižjih nivojev in dodaja še modeliranje in simulacijo za namen 
načrtovanja sprememb oziroma nadgradnje opreme ter optimizacije resursov 
infrastrukture. Sistemi optimizacijskega nivoja (DCIM) omogočajo pregled nad 
razpoložljivimi resursi; na primer: optimizacija prostora, električne moči in hlajenja, 
ki je na voljo  posamezni omari oziroma napravi. Ti sistemi samodejno glede na 
razpoložljive prostorske in kapacitete hlajenja ter napajanja svetujejo, kam vgraditi 
izbrano opremo glede na vnaprej določena pravila. Prikažejo posledice, ki jih bo 
vgradnja nove opreme imela na sistem hlajenja, napajanja in energijsko učinkovitost 
podatkovnega sistema. Simuliramo lahko vplive povečevanja ali zniževanja 
temperature hladilnih sistemov na temperaturne razmere v podatkovnem centru s 3D-
prikazi analize toplotnih gradientov in zračnih tokov ter oceno vpliva na energijsko 
učinkovitost na nivoju celotnega podatkovnega centra in podobno. Slika 6.6 
prikazuje odločanje sistema glede možnih pozicij vgradnje novega strežnika ob 
upoštevanju razpoložljivih resursov. 
 
Slika 6.6:  Optimizacijski nivo: prikaz najboljših pozicij za vgradnjo nove opreme 
Na sliki 6.7 lahko vidimo primer simulacije vpliva povišanja temperature 
hladnega zraka hladilne naprave na temperaturo v podatkovnem centru. 
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Slika 6.7:  Optimizacijski nivo: Simulacija vpliva povišanja temperature hladilne naprave 
Nekateri sistemi DCIM četrtega nivoja omogočajo tudi iskanje vgrajenih 
strežnikov glede na porabo procesorske moči, kar je v večjih podatkovnih centrih 
izredno dobrodošla funkcija, saj se velikokrat dogaja, da strežniki ostanejo vgrajeni 
tudi po tem, ko jih ne potrebujemo več. Znan je primer banke Barclay, ki je na ta 
način identificirala in odstranila 9000 nepotrebnih strežnikov iz vseh svojih 
podatkovnih centrov. Ocenjujejo, da so odstranjeni strežniki porabili okoli 2,5 MW 
električne moči. Podjetje ocenjuje, da je na ta način zmanjšalo letni strošek električne 
energije za okoli 5,4 milijona USD. Dodatni prihranek so ustvarili na vzdrževalnih 
pogodbah ter sprostili več kot 20.000 povezav LAN in 3000 povezav SAN [35]. 
 
6.5  Avtonomni ali samo-optimizacijski nivo 
Najvišji, 5. nivo, predstavlja t.i. avtonomni oziroma samo-optimizacijski nivo 
vodenja in nadzora. Sistemi DCIM na tem nivoju so sposobni prilagajati delovanje 
podatkovnega centra vnaprej določenim pravilom s pomočjo spremljanja stanj in 
meritev ob upoštevanju zahtev po storitvah. V praksi to pomeni, da sistem DCIM 
komunicira z sistemi nadzora in vodenja na višjih nivojih (slika 6.2), najpogosteje s 
sistemi za upravljanje z virtualnimi strežniki (angl. Virtual Machine Monitor ali 
Hypervisor, krajše VMM) in jim podaja določene zahteve. Delovanje si najlaže 
predstavimo na primeru. 
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Predstavljajmo si, da je v določeni strežniški omari vgrajena skupina fizičnih 
strežnikov, na kateri teče množica virtualnih strežnikov. Zaradi okvare na sistemu 
UPS pride do izpada ene od obeh napajalnih vej v tej omari, kar sistem DCIM takoj 
zazna in na podlagi ocene tveganja po vnaprej določenih pravilih pošlje sporočilo 
sistemu za upravljanje z virtualnimi strežniki, da je v točno določenem delu 
podatkovnega centra prišlo do kritične napake, zaradi česar lahko pride do izpada 
delovanja skupine strežnikov. Sistem VMM na podlagi tega sporočila in vnaprej 
določenih pravil začne s selitvijo oziroma zagonom virtualnih strežnikov na 
sekundarni lokaciji, ki je lahko v tem primeru v istem ali drugem podatkovnem 
centru. Ko so strežniki na sekundarni lokaciji zagnani in v stanju delovanja, bo 
sistem VMM strežnike na prvi lokaciji postavil v stanje mirovanja in sporočil 
sistemu DCIM, da je končal s selitvijo. Sistem DCIM bo lahko po končani selitvi 
virtualnih strežnikov fizične strežnike na prvotni lokaciji ugasnil, v kolikor ima za to 
določena pravila. 
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7  Pogled na prakso: Prenova podatkovnega centra ARSO 
Agencija Republike Slovenije za okolje (skrajšano ARSO) je v okviru projekta 
»Nadgradnja za spremljanje in analiziranje stanja vodnega okolja v Sloveniji – 
projekt BOBER« predvidela prenovo rezervnega napajanja in klimatizacije 
računskega centra na Vojkovi 1b v Ljubljani [36]. Leta 2010 je bila potrjena 
odločitev o izvedbi, ki je predstavljala priložnost za izvedbo postavitve sodobnega in 
energijsko varčnega podatkovnega centra. 
Ker je šlo za prenovo, je bilo potrebno v fazi projektiranja in same izvedbe 
prenove posebno pozornost nameniti kritičnim fazam izvedbe, ki bi lahko pomenile 
izpad delovanja dela ali celote računalniške opreme. Osnovne zahteve za prenovo 
infrastrukture so bile naslednje: 
 predvidena električna moč vgrajene računalniške opreme – 90 kW, 
 modularna izvedba infrastrukture podatkovnega centra zaradi postopne 
rasti števila omar in moči, 
 zgoščenost opreme na računalniško omaro – 15 kW, 
 primarni vir hlajenja – voda podtalnice s temperaturo 11 °C, 
 sekundarni vir hlajenja – kompresorski hladilni agregat s sistemom 
prostega hlajenja, 
 avtomatsko vodenje in preklapljanje med obema viroma hlajenja, 
 vgradnja super-računalniškega sistema z direktnim vodnim hlajenjem. 
 
Zaradi predvidene zelo visoke zgoščenosti moči na računalniško omaro (15 
kW), je bil že v idejni fazi projekta izbran sistem hlajenja na nivoju vrst ter dodatno 
mesto priklopa super-računalnika na razvod hladne vode. Kot primarni vir hlajenja 
služi voda podtalnice, ki je imela v času priprave projektne dokumentacije izmerjeno 
temperaturo med 11 in 12° C. Kemijska analiza vode podtalnice je pokazala, da ta 
zaradi svoje trdote in ostalih parametrov ni primerna za direktno hlajenje v hladilnih 
napravah, zato je bilo potrebno v projektu strojnih instalacij in hlajenja predvideti 
primerno dimenzioniranje in postavitev toplotnega prenosnika. Zaradi toplotnih 
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izgub na toplotnem prenosniku je poseben izziv predstavljala tudi izbira primernih 
hladilnih naprav, ki zaradi omejenega prostora, predvidenega za vgradnjo, niso smele 
biti prevelike, a so navkljub relativno visoki pričakovani temperaturi hladilne vode 
sekundarnega hladilnega kroga (13° C / 18° C) morale zagotavljati visoko hladilno 
moč.  
Na podlagi modela podatkovnega centra in simulacij hlajenja so bile za 
hlajenje strežnikov in komunikacijske opreme izbrane hladilne naprave  proizvajalca 
APC tip ACRC103 z naslednjimi delovnimi  patametri: 
 tempeatura hladne vode: 13° C, 
 temperaturna razlika hladilne vode: 5° C, 
 pričakovana temperatura zraka v topli coni: 36° C, 
 hladilna moč: 21,1 kW, 
 pretok vode skozi napravo: 1 l/s, 
 padec tlaka na enoto: 70,5 kPa 
 
Slika 7.1 prikazuje tloris prostorov kleti ARSO in razmestitve infrastrukturne 
opreme [37], slika 7.2 pa fotografijo postavitve računalniških omar in hladilnih 
naprav med izvedbo. 
 
Slika 7.1:  Tloris podatkovnega centra ARSO s pripadajočo infrastrukturo (vir: [37]) 
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Slika 7.2:  Postavitev računalniških omar in hladilnih enot – faza izvedbe 
Dodatno sta za potrebe vzdrževanja vlage v prostoru ter za hlajenje dela 
prostora s komunikacijskimi omarami ter napravami UPS nameščeni dve klimatski 
omari z vpihovanjem hladnega zraka v dvojni pod.  
Za primarni vir hlajenja služi podtalnica iz vrtine globine 39 m, ki je izvedena 
ob objektu. Voda iz vrtine se črpa po ceveh do strojnice podatkovnega centra, kjer se 
opravi filtracija. Voda iz vrtine preko toplotnega prenosnika odda hladilno energijo 
vodi v sekundarnem hladilnem krogu, segreta voda iz vrtine pa se po ceveh vrne v 
ponorno vrtino na drugi strani objekta. 
Kot rezervni vir hlajenja za primer previsoke temperature vode iz vrtine, 
okvare ali vzdrževanja vodnjaške črpalke ali za primer premajhne hladilne moči 
primarnega vira je ob objektu nameščen tudi hladilni agregat. Hladilni agregat 
uporablja mešanico 35% etilen-glikola in 65% vode, kar omogoča nemoteno 
delovanje tudi pri zelo nizkih temperaturah zraka pozimi. V agregatu je vgrajen  
modul za prosto hlajenje pri nizkih zunanjih temperaturah, ki omogoča delovanje 
agregata s kompresorjem pri višjih zunanjih temperaturah, kombinacijo prostega 
hlajenja in kompresorja ali delovanje samo prostega hlajenja. Na sliki 7.3 je 
prikazana shema vezave elementov in naprav povzeta po dokumentaciji PID [37]. 
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Slika 7.3:  Shema vezave elementov in naprav (vir: [37]) 
V prostoru strojnice so nameščeni vsi hidravlični elementi in povezava 
sistemov hlajenja s hladilnim agregatom in podtalnico. Razvod cevi za hladilno vodo 
je izveden v prostoru dvojnega poda, kjer so nameščeni tudi senzorji za detekcijo 
vode v primeru puščanja cevi. 
 Regulacija dovajanja hladne vode se glede na temperaturo zraka v računskem 
centru izvaja s prehodnimi ventili v posamezni hladilni omari. Celotni sistem 
hladilne vode je izveden s spremenljivim pretokom. Za zagotavljanje zadostnega 
pretoka sta  v prostoru strojnice nameščeni dve obtočni  črpalki (delovna in rezervna) 
s frekvenčno regulacijo vrtljajev elektromotorja, ki zagotavljata konstantni tlak v 
sistemu hladilne vode.  
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7.1  Vodenje in nadzor hladilnega sistema podatkovnega centra 
ARSO 
V sklopu izgradnje infrastrukture podatkovnega centra ARSO je bilo potrebno 
izvesti tudi ustrezno vodenje in nadzor hladilnega sistema. Sistem vodenja hladilnega 
sistema omogoča preklop med delovanjem hladilnih sistemov v smislu 
delovni/rezervni in omogoča povezavo s centralnim nadzornim sistemom objekta. 
Kot komunikacijski protokol je bil izbran LonTalk. 
Sistem omogoča izbiro primarnega vira hladilne energije (vrtina ali hladilni 
agregat) ter v primeru izpada hladilne vode oz. povečane potrebe po hladilni energiji 
avtomatsko preklopi na sekundarni vir. Sistem spremlja delovanje vodnjaške črpalke 
(za ugotovitev okvare na črpalki), signal pretoka vode iz vrtine (vzrok za premajhen 
pretok je lahko padec nivoja vode ali izpad črpalke) ter opravlja meritve temperature 
hladilne vode (vzrok visoke temperature je lahko povečana potreba po hlajenju ali 
izpad črpalke). V primeru okvare hladilnega agregata oziroma povečane potrebe po 
hladilni energiji (ob uporabi hladilnega agregata) pa se kot vir vklopi dodatno 
črpanje hladne vode. Izpad hladilnega agregata sistem ugotavlja preko 
komunikacijske povezave z vodenjem hladilnega agregata in z meritvami 
temperature hladilne vode.  
Sistem vodenja meri tudi temperaturo zraka okolice objekta in se na podlagi 
izmerjene temperature odloči za izbiro primarnega vira. Med izvedbo je bilo namreč 
ugotovljeno, da vodnjaška črpalka porabi več električne energije od hladilnega 
agregata, ko ta deluje v načinu prostega hlajenja. Z meritvami je bilo ugotovljeno pri, 
kateri temperaturi zraka je smiselno kot primarni vir izbrati hladilni agregat in kdaj 
vodo iz vrtine. Sistem sicer omogoča tudi ročno izbiro primarnega in sekundarnega 
vira, vendar je zaradi višje energijske učinkovitosti smiselno odločanje o izbiri 
prepustiti krmilnemu sistemu. 
 
Za pregledovanje in nastavljanje parametrov sistema je sistem vodenja 
opremljen z operaterskim panelom preko katerega  je možno: 
 pregledovanje meritev, 
 nastavljanje alarmnih mej, 
 pregledovanje in nastavljanje alarmov, 
 pregledovanje in nastavljanje parametrov, 
 pregledovanje nabora parametrov iz drugih naprav, ki so 
komunikacijsko povezane s sistemom vodenja. 
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Slika 7.4 prikazuje izgled električne razdelilne omare z vgrajenimi stikali za 
ročni preklop delovanja sistema, operaterskim panelom ter krmilniki. 
 
 
Slika 7.4:  Sistem vodenja sistema hlajenja podatkovnega centra ARSO 
Celoten sistem nadziranja in preklapljanja med sistemi hlajenja je izveden s 
pomočjo krmilnika, ki deluje po algoritmu, ki ga prikazuje diagram poteka na 
sliki7.5.  
Nastavljivi parametri za delovanje hladinega sistema so: 
 vklop/izklop sistema hlajenja, 
 izbira prednostnega vira hladilne energije, 
 alarmne meje, 
 časovna zakasnitev ob nastopu kritičnega alarma za preklop (za 
preprečitev nekontroliranih preklopov). 
 
Vsi kritični alarmi se ohranijo, dokler se ne potrdijo, tudi če je medtem spet 
nastopilo normalno stanje. 
Na osnovi tehnološke sheme vsi izvršilni elementi (črpalke, ventili, motorne 
lopute, kompresorji oz. hladilni agregat in hladilne enote) delujejo kot usklajena 
celota, sistem pa je zastavljen tako, da vedno izbira najoptimalnejši režim delovanja 
glede na potrebno in razpoložljivo hladilno energijo oziroma v primeru izpada enega 
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vira (premajhen pretok, previsoka temperatura, itd.) avtomatsko, brez zastoja pri 
delovanju sistema, preklopi na drugi razpoložljivi vir hladilne energije. 
 
Slika 7.5:  Diagram poteka algoritma vodenja 
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Sistem vodenja je opremljen tudi s spletnim vmesnikom, ki omogoča 
upravljanje in nazdzor na daljavo ter alarmiranje v primeru napak. Nadzor nad 
delovanjem hladilnih enot v podatkovnem centru je izveden preko protokola SNMP, 
ki v primeru nastanka alrmnega stanja pošlje sporočilo SNMP alarmnemu sistemu ter 
dodatno še obvestilo po elektronski pošti. 
 
 
Slika 7.6:  Podatkovni center ARSO (vir: [36]) 
 
 
Podatkovni center ARSO zaradi zasnove hladilnega sistema spada med ene 
najbolj energijsko učinkovitih podatkovnih centrov v Sloveniji, saj je faktor PUE 
ocenjen na 1,15. Tako dober faktor učinkovitosti je dosežen zaradi kombinacije 
izbire vira hladilne energije, ustreznega vodenja oz. preklapljanja med najbolj 
ekonomičnim virom hladilne energije in zasnove hlajenja na osnovi vrst. Dodatno bi 
lahko učinkovitost še povečali z zapiranjem toplih con. 
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8  Zaključek 
V pričujočem diplomskem delu smo predstavili postopke za načrtovanje 
energijsko učinkovitih podatkovnih centrov. Veljavni standardi in smernice iz 
področja razpoložljivosti, varnosti in energijske učinkovitosti načrtovalcem 
podatkovnih centrov pomagajo tudi lažje razumeti zahteve naročnikov in 
investitorjev. V praksi se velikokrat pokaže, da tudi skrbno načrtovanje včasih ni 
dovolj, v kolikor ni primerne komunikacije med naročniki in načrtovalci.  S 
predstavljeno metodologijo se izognemo pogostim napakam pri načrtovanju, 
predstavljeni načini modeliranja in simulacij pa nam bistveno olajšajo izbiro in 
dimenzioniranje infrastrukturnih sistemov podatkovnih centrov ter pomagajo 
načrtovati energijsko učinkovite in zanesljive podatkovne centre. 
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