The efficient operation of logistic processes requires a wide range of design tasks to ensure efficient, flexible and reliable operation of connected production and service processes. Autonomous electric vehicles support the flexible in-plant supply of cyber-physical manufacturing systems. Within the frame of this article, the extension of the Two-Echelon Vehicle Routing Problem with recharge stations is analyzed. The objective function of the optimization problem is the minimization of operation costs. The extension of 2E-VRP means that the second level vehicles (electric vehicles, must be recharged) come from one recharge station, then pick up the products from the satellite, visit the customers and return to the recharge station from where it started. We solved the route planning problem with the application of construction heuristics and improvement heuristics. The test results indicate that the combination of this approach provides a superior efficiency.
Introduction
In the age of the fourth industrial revolution, versatile solutions for manufacturing and logistics systems are required to increase the utilization, reliability, flexibility and cost efficiency. The diversified customers' demands present manufacturing systems with new challenges (Tamás, 2017) . Matrix production may become a suitable solution through configurable production cells, the transfer of parts and tools using automated guided vehicles (AGVs) and the separation of logistics from production. The inplant supply of manufacturing and assembly cells in matrix production is based on autonomous electric vehicles. The design and operation of autonomous electric vehicles represent a special type of vehicle routing and scheduling problems because vehicles must be recharged and therefore the solutions of traditional routing problems cannot be used to optimize the operation of AGVs. This fact was the motivation for writing this paper. After this introduction, the remaining parts of the paper are divided into five sections. Section 2 presents a literature review to summarize the research background. Section 3 presents the model framework and mathematical model of two-echelon vehicle routing problem with recharge stations. Section 4 presents the used heuristic solutions, while section 5 presents the results of the numerical analysis. Conclusions and future research directions are discussed in the last section.
Literature review
Within the frame of this chapter, we present a systematic literature review. Firstly, the relevant terms were defined. The optimization of the vehicle routing is a very intensively investigated research area. We can find 1513 articles in the literature (in the Web of Science database) related to the keywords: TOPIC: ("vehicle routing problem") AND TOPIC: ("optimization")) OR (TOPIC: (milkrun) AND TOPIC: (autonomous vehicle)). From this 1472 are journal articles. Our search was conducted in January 2019; therefore, new articles may have been published since then. On subject area (Figure 1) shows that the majority of the publication related to computer sciences, management and transportation. This huge number of publication shows the importance of optimization related to vehicle routing in transportation and manufacturing. As Figure 2 demonstrates, the vehicle routing problems in transportation has been researched over the past 20 years. The first article in this field was published in 1959 in the field of truck dispatching problem (Dantzig and Ramser, 1959) . The distribution of the most frequently used keywords is presented in Figure 3 . As the keywords show, the design of energy efficiency of supply chain solutions has a central role and different heuristic optimization methods are applied to find optimal solutions. The Vehicle Routing Problem (VRP) is an NP-hard optimization problem in logistics. It aims at the cost-efficient delivery of products to customers. In the case of classical Vehicle Routing Problem known the position, the demand of the customers in advance. Known also the position of the central depot, the number and capacity of the vehicles in advance. The vehicles deliver the products from the depot to the customers. The goal of the problem is the minimization of the cost of transportation. The important parameters of the optimal problems are:
 Single Depot Vehicle Routing Problem (Nagy et al., 2005) : A single depot is available.  Multi Depot Vehicle Routing Problem (Renaud et al., 1996) : There are several depots. The vehicle starts from one of the depots and after visited the customers must return to the same depot.  Capacitated Vehicle Routing Problem (Ralphs, 2003) : The customer has product demands which must be satisfied.  Vehicle Routing Problem with Pick-up and Delivery (VRPPD) (Min, 1989) : The vehicles must transport products from the depot to the customers and, at the same time collect products from customers and transport to the depot.  Vehicle Routing Problem with Time Windows (VRPTW) : Each customer has a time window. The demand of the customers must be satisfied in this interval.  Distance Constrained Vehicle Routing Problem (DCVRP) (Li et al., 1992) : The vehicles can be travel from the depot to a maximal distance, then must return to the depot.  Open Vehicle Routing Problem (OVRP) (Li et al., 2007) : The vehicles do not return to the depot.  Two-Echelon Vehicle Routing Problem (2E-VRP) (Crainic et al., 2010) : In this type of VRP there are one or more depots and also several satellites. The products are delivered from the depot to intermediate locations, called satellites. From the satellites the products are delivered to the customers.  Emissions Vehicle Routing Problem (EVRP) (Figliozzi, 2010) : The goal of this type of VRP is not the minimization of the route, but the minimization of the fuel consumption.  Periodic Vehicle Routing Problem (PVRP) (Cordeau et al., 1997) : The customers must be visited not once, they must be visited periodically. For example each customers must be visited daily, each must be visited weekly etc.  Stochastic Vehicle Routing Problem (SVRP) (Gendreau et al., 1996) : In case of this problem certain factors are not known in advance. In most of the cases the demands of the customers are not known in advance. More than 50% of the articles were published in the last 4 years. The articles that addressed the vehicle routing problems are focusing on conventional transportation vehicles, and only few of have aimed to research the routing problems of autonomous electric in-plant vehicles. Therefore, the routing of autonomous electric vehicles with charging stations still needs more attention and research.
The main contribution of this article includes: (1) the model of milkrun-based in-plant supply with autonomous electric vehicles that include routing and assignment problems; (2) description of optimization methods to solve the model; (3) validation of methods through computational results with different datasets.
Two -Echelon Vehicle Routing Problem with Recharge Stations
Within the frame of this chapter we are describing the model of in-plant vehicle routing problems of autonomous electric vehicles as a Two-Echelon Vehicle Routing problem ( Figure 4) .
The system contains only one depot, its position is fixed. The system contains also the position and the demand of the customers. We involve independent satellite and recharge stations in our model. The position and the capacity of the satellites are also known in advance. There are two types of vehicle. The first type of vehicles called first level vehicles, deliver the products from the depot to the satellites have more capacity. The second type of vehicles called second level vehicles, have less capacity, and transfer product from satellite to customers. The vehicles are electric vehicles, they must be regularly recharged at the recharge stations. The second level vehicles start from one recharge station, then visit one satellite, transfer from the satellite the products to the customers and then return to the recharge station.
In figure 4 the D indicates the depot. S1, S2, S3 and S4 indicate satellites. The numbers from 1 to 18 denote the customers and the R1, …, R11 denote the recharge stations. The recharge stations can be allocated dynamically to the vehicles, based on distance and operational status. In the picture, the R2, R3, R4, R6 and R7 recharge stations are applied. In figure 4 there are two first level vehicles. The first vehicle starts from D, and then visits S3, S1 and then returns to D. The second vehicle starts from D, then visits S4, S2, then returns to D. There are six second-level vehicles. The goal of the problem is the minimization of the route length. The mathematical model We described the optimization model based on (Perboli et al., 2011) . In this article, the authors described the classical 2E-VRP. We used in most of the cases the notations of the authors. We extended this model with recharge stations, so some new notations and conditions are introduced, and the objective function is altered.
We use the following notations in the description of the optimization: 1, if after the recharge station the customer is visited by the vehicle and after the customer the vehicle returns to the recharge station. The products must be delivered from the depot to the customers ( ). indicates the demand of customer. In the depot-satellite level indicates the number of vehicles. These vehicles have the same capacity. The indicates the maximum number of vehicles in satellite-customer level. Each vehicle has maximum capacity. In the satellite-customer level the vehicles have same capacity. The satellite-customer vehicles are electric vehicles. These vehicles must be recharged after taking certain distance, so these vehicles must visit the recharge station. These vehicles start from the recharge station and after taking their route come back to their recharge station.
In order to simplify the mathematical model, we introduce an auxiliary variable:
(1)
The formula indicates the sum of the route, which belongs to the satellite. We use the following objective function, which minimalize the route and the related costs:
(
The optimal route-plan must satisfy the following conditions:
The number of routes does not exceed the number of vehicles in the depot-satellite level:
If , the whole depot-satellite level route starts and ends in the depot. If is satellite, the vehicles take a route, which also consists of the given satellite:
The number of routes does not exceed the number of available vehicles in the depot-satellite level:
The capacity limit of each satellite, which constraints the maximal number of satellite-customer routes, which belongs to each satellites:
The satellite-customer level vehicles can take a maximal distance, after taking, they must be recharged:
The satellite-customer routes starts from a recharge station, and ends at the same recharge station:
The product traffic is the same of the demand of the customer, except the depot. In case of the depot, the outcome product traffic is the same of the demand of all customers. This condition eliminates sub-tours, which does not consist the depot.
The capacity limit in the depot-satellite level:
The product traffic equals to the demand of the given customer, except the satellite. In case of the satellite, the outcoming product traffic equals the demands of the customers which belong to the given satellite. This condition eliminates subtours, which does not contain satellites.
Capacity limit in the satellite-customer level:
All of the products must be transported to the satellites, does not transfer products back to the depot:
All of the products must be transported to the customers, does not transfer products back to the satellites: (14) The customer is served by the satellite, when the customer belongs to the satellite:
Just one satellite-depot level route can consists one customer:
Each customers can belong to only one satellite:
The satellite-customer routes, which belong to the . satellite, can be taken after the service of the depot-satellite level. 
Applied optimization 4.1. Construction algorithms
We use construction algorithms based on the Traveling Salesman Problem (TSP) algorithms. The construction algorithms always take locally the best steps. The applied construction algorithms start from a randomly selected customer. The Nearest Neighbour algorithm takes then the unvisited customer, which is the nearest to the last selected customer. The Arbitrary Insertion algorithm takes then the unvisited customer random, and insert into two selected customers, which minimize the cost of the route. The applied construction algorithms end, when all customers are selected (Rosenkrantz et al., 1977) . steps will be iterated after the stop condition is not met (for example, iteration count or running time is reached, the fitness values are altered slightly etc.) The first step of GA is the initialization of the population with (in most cases random) individuals. Then the fitness of each individual will be calculated. The calculation of the fitness values is problem dependent. The fitness function must indicate the goodness of the solutions. The better the individual is, the higher is the fitness function. In the next step, some individuals will be transferred unaltered to the next generation. This is called elitism strategy. Each selected individuals will be recombined. After recombination, new individuals appear. These new individuals are called children. Selected children will be mutated. After these steps, the new individuals will be evaluated. The last step is the uploading of the new population.
Improvement algorithms
There are several crossing and mutation algorithms. We applied the Order Crossover (OX) the Cycle Crossover (CX) and the Partially Matched Crossover (PMX). The 2-opt operator was used for mutation.
The Order Crossover (OX) (Braun, 1990 ) is the following: we choose two crossing points randomly, which gives a fitting section ( Figure 5 ). First we delete the elements of the first individual in the fitting section in the other individual, and holes are formed (denote Letter H). In the following the fitting section must be empty. The parent will have the first non-hole (non-H) gene the first element of the child. We can place the other genes in place by always taking them the next non-empty (non-H) gene in the parent and placed in the next free space in the offspring so that the fit section is empty. In the child, we replace the empty section (letter H in the figure) with genes in the middle of the other parent's chromosome. The Cycle Crossover (CX) (Starkweather et al., 1991) is based on the fact that an element is transferred from the first or second parent to the new individual. Take the first gene pair as the first element of the first parent and the first element of the second parent. Then the first parent's gene gets into the first offspring and the second parent's gene goes to the second offspring. Since the gene set must be complete (permutation) for the offspring, so should the second child have a gene such as the first gene of the first parent. The first parent gene has already been given to the first child, so the second parent must have the second parent gene. This procedure should continue until the cycle is round. The other genes are split so that the first parent genes are given to the second child, while the second parent genes are given by the first child ( Figure 6 ). The Partially Matched Crossover (PMX) (Starkweather et al., 1991) also works with a fitting section. The genes in the fitting section are paired. Children are obtained by making copies of the parents and then changing the genes defined by the pairs of numbers (Figure 7 ). We used the 2-opt operator as mutation (Braun, 1990) to replace two edges (Figure 8 ). The Hill Climbing algorithm improves one solution iteratively. In the first step, the algorithm starts from a solution (mostly random solution). This solution is called actual solution. Then the algorithm tries to generate one or more neighbours of the actual solution. Then the best neighbour will be chosen. If the best neighbour is better than the actual solution, the best neighbour will be the actual solution. (Katayama et al., 2000) . The neighbour is created with 2-opt operator.
Implementation and evaluation
We used permutation representation. We created a three-part of representation. This means, that the whole representation consists of three permutations (Figure 9 ). The first permutation indicates the depot-satellite level (contains the number of each satellite), the second permutation indicates the satellitecustomer level (contains the number of each customers), and the third permutation indicates the recharge stations (contains the number of recharge stations). The evaluation of the permutation consists of the following steps. The satellite-customer permutation is chosen in the first step of the evaluation. The customers are chosen after the vehicle reaches the capacity limit. The selected customers will belong to the same vehicle. Figure 10 .a demonstrates this step.
The elements of the satellite-customer permutation are selected sequentially, after the capacity of the satellite-customer level vehicle is not met. The process is continued after not all customers are chosen. Figure 10 .b demonstrates a part of a possible solution. The capacity constraint of the satellites determines from which depot the vehicles transport the product. The vehicles are selected in sequence after the capacity of the satellite is met. These vehicles (and the customers of these vehicles) will belong to the same satellite. Then the next vehicles will be chosen sequentially etc. All vehicles must belong to one satellite. Figure 10 .c represents this method.
The next step is to determine which vehicle will serve which satellites. This mechanism is similar to the vehicles-customers binding. The difference is that not all satellites must have vehicles. It can be occurred, that a satellite has no demand, so the satellite does not serve customers. Figure 10 .d demonstrates a possible solution. Then the recharge station must be bounded with satellite-customer level vehicles. The recharge stations of the permutation and the satellite-customer level vehicles will be selected in order. The first element of the recharge permutation will belong to the first satellite-customer level vehicle; the second element of the recharge permutation will belong to the second vehicle and so on. This process can be seen in Figure 10 .e. This process is iterated until no more satellite-customer level vehicles are. The remaining recharge stations are not taking into account. The solution can be seen in Figure 10 .f. 
Test results
The algorithms was implemented in Java. The test results were made in the following hardware environment: CPU: Intel i5 1,8 GHz, RAM: 8GB, Operating System: Windows 10 Pro. Based on the test results the combination of construction algorithm and genetic algorithm were the best in the average. The Hill Climbing algorithm with Nearest Neighbour algorithm provided good solutions. The Hill Climbing algorithm with Arbitrary Insertion algorithm is also efficient. The Arbitrary Insertion algorithm gave better solutions than the Nearest Neighbour algorithm when improvement algorithms are not applied. When improvement algorithms are applied then both algorithms are equally effective.
The improvement algorithms gave better solutions if construction algorithms are improved then random solutions are improved. Improving Arbitrary Insertion algorithm with Genetic algorithm and Hill Climbing algorithm is effective. About from 2000-2500 travel units the solutions were improved with 500 travel unit applying improving algorithms. With improving the Nearest Neighbour algorithm from the 2200-2500-3000 travel unit about with 700-1000 travel unit the solution is improved. Figure 6 demonstrates how the total distance depends on the number of customers. The figure relates the solutions given by only construction heuristics, the improvement of construction heuristics and random solutions. The number of customers was taken between 10-45, increasing by five. The number of satellites was four, and the number of recharge stations was ten. Test results were created for two datasets. The two datasets were altered by the position of the customers. In Figure 6 the AI means the Arbitrary Insertion algorithm, the HC means random solutions improved by Hill Climbing algorithm, the HC_AI means the Arbitrary Insertion algorithm improved by Hill Climbing algorithm, the HC_NN means the Nearest Neighbour algorithm improved by Hill Climbing algorithm, the GA means random solutions improved by Genetic algorithm, the GA_AI_NN means random solutions, Arbitrary Insertion algorithm and Nearest Neighbour algorithm improved by Genetic Algorithm, and the NN means Nearest Neighbour algorithm.
Based on running results it can be concluded, that using only construction algorithms we get weaker results. Using both construction and improvement algorithms (and using only improvement algorithms) with small number of customers (10-20) the algorithms are efficient. 
Conclusions
Our investigation is the Two-Echelon Vehicle Routing Problem (2E-VRP). In 2E-VRP, the products are delivered not immediately from to the depot to the customers. The products are delivered from the depot to intermediate location called satellites. From the satellites, the products are delivered to the customers. In 2E-VRP, there are two types of vehicles. The first type of the vehicles delivers the product from the depot to the satellites. The second type of the vehicles delivers the product from the satellites to the customers. We extended the problem with recharge stations because the second type of the vehicles is autonomous vehicles, they must be recharged. In our model, the second level vehicles start their route from one recharge station, then travel to the satellite, then visits customers, and after visited the customers returns to the recharge station.
We solved the extension of 2E-VRP with construction and improvement heuristics. The construction heuristics were the Nearest Neighbour algorithm and the Arbitrary Insertion algorithm. The improvement algorithms were the Hill Climbing algorithm and the Genetic algorithm. Test results are evaluated. Based on the test results the improvement of the construction heuristics was the best way to solve the problem.
