Abstract An adaptive Backstepping attitude control law based on Immersion and Invariance (I&I) is developed for the TU Delft FAST-D micro-satellite. Tackling both system uncertainties and disturbances, a general additively disturbed rotational dynamics model is considered. In the I&I framework the parameters to be estimated are most commonly constant. Here, however, the family of I&I-Backstepping controllers is shown to be input-to-state stable for a class of strict-feedback systems with time-varying uncertainties. This novel result allows the design of an I&I attitude controller for the spacecraft model considered. The developed control law shows superior performance with respect to Standard (non-adaptive) and Tuning Functions adaptive Backstepping controllers under nominal and heavily perturbed conditions.
Introduction
The ever-wider span of satellite applications brought a generalized demand for smaller and cheaper spacecraft. Smaller scale, however, carries higher vulnerability to disturbances and lower power capacity, reinforcing the need for increasingly robust and efficient Attitude Control Systems (ACSs). In 2007, Delft University of Technology and Beijing's Tsinghua University joined efforts and started the Formation for Atmospheric Science and Technology demonstration (FAST) [17, 5, 6] . The mission consists of the formation flying of two micro-satellites that will use cutting edge technology to collect high atmospheric data. Due to its academic nature, and adding to the limitations and vulnerabilities of small size/weight, the ACS of FAST-D, the Dutch element of the swarm, faces several challenges such as high pointing accuracy and stability requirements, limited precision of inertial information, and possible moving parts among carried instruments.
The most used solution in practice for such attitude control problem involves the application of linear robust laws in a scheduled manner, resulting in a limited operation envelope in which the system has conservative and uneven performance [13] . Alternatively, nonlinear control laws provide (in most cases) full-envelope control with consistent performance. However, for relying deeply on the correct modeling of the system, the most used nonlinear laws are particularly vulnerable to disturbances or unmodeled dynamics. Adaptive schemes are a common remedy in this case. Due to their strong stability basis, Lyapunov-based control laws (as the Backstepping [14] ) lend themselves particularly well to adaptive feedback.
Adaptive Backstepping by Tuning Functions is a well-known technique in which control and adaptation are derived together following Lyapunov stability conditions [9] . Despite their stability properties, these laws are hard to tune as faster adaptation does not necessarily yield better transient performance. Li et al. [16] applied this method to control the attitude of a spacecraft with uncertain inertia.
A different approach combines, in an adaptive modular scheme, the Backtepping control law with the estimate given by a non-Lyapunov identifier such as the recursive least-squares identifier [25] or the high-gain observer [2] . Since the certainty equivalence principle does usually hold for nonlinear systems, this configuration requires the addition of nonlinear damping terms for robustness against estimation error growth [15] . This emend, however, can yield undesirably high gain control.
A recently developed Lyapunov-based adative control method employs the Immersion and Invariance (I&I) theory [1, 10, 11, 12] . In this framework the estimation error can be assigned a stable dynamics, making it easier to tune than the Tuning Function in the traditional adaptive Backstepping. The estimation law obtained with this method can be with a Backstepping controller as it was done by Sonneveldt et al. [22] to adaptively control a fighter aircraft model.
In this contribution, we show that the I&I adaptive Backstepping approach is input-to-state stable for a class of strict-feedback systems with time-varying parametric uncertainties. This stability result allows for a rather general description of the spacecraft uncertainties in the design, as a sum of potentially time-variant disturbance torques. The proposed I&I adaptive attitude controller for this model is derived using command filters which not only simplifies the concept but also provides means of limiting the control signals [28, 3] . Use of a three-element parametrization as the Modified Rodrigues Parameters further simplifies the design in comparison to a quaternion-based one.
We start by introducing the spacecraft model used for the control design. Then, the concept of Immersion and Invariance and its application to adaptive Backstepping are briefly explained. The stability proof of such a control law for a class of systems with varying uncertainties is then shown. Coming to the attitude control design, first a baseline Standard Backstepping attitude controller is constructed, which then is used to draw the I&I adaptive Backstepping attitude control law. A Tuning Functions adaptive Backstepping law is also derived. Finally, comparative testing of the three controllers is carried out for nominal and disturbed scenarios.
Spacecraft Model

Modified Rodrigues Parameters
The Modified Rodrigues Parameters (MRP) are a three-element attitude representation obtained by stereographical projection of the sphere of quaternion parameters [21, 20] . In its positive form, with (0, 0, 0, −1) as point of infinity, the MRP vector σ σ σ is given by σ σ σ = q 1:
where q 1:3 is the quaternion vector part and q 4 is the scalar part. This transformation makes the MRP representation the most near-linearly behaving three-component attitude parameterization [8] . The Direction Cosine Matrix (DCM) corresponding to the rotation represented by σ σ σ is given by
where [σ σ σ ×] is a skew-symmetric matrix of σ σ σ and I is a 3 × 3 identity matrix. The MRP kinematics is writtenσ
with
where ω ω ω is the angular velocity between the reference frames selected for the definition of the attitude.
The following identities will be useful when defining the control laws later on
Local Vertical Frame and Attitude Kinematics
Given the Earth observation mission of the spacecraft under study, it is convenient to consider its attitude with respect to a orbital nadir-pointing frame. The LocalVertical Local-Horizontal (LVLH) or Orbital frame, denoted O, is centered on the spacecraft CoM, has the z-axis pointing to the center of the Earth, the y-axis pointing in the negative direction of the orbital angular momentum, and the x-axis completing the right-handed frame. The attitude of the spacecraft Body-fixed reference frame B with respect to this Orbital frame is given by σ σ σ B O , follows a kinematics law of the form of (3)
where the body angular velocity with respect to the Orbital frame can be split as
ω ω ω B BI is the absolute angular velocity of the spacecraft written in Body coordinates and n O OI the angular velocity vector of the Orbital frame. The latter is given in terms of the orbital rate value, n o , as
from Orbital to Body frame is computed from σ σ σ B O using Expression (2) as
Attitude Error Kinematics
The attitude error parameter δ δ δσ σ σ is here defined as representing the rotation from the desired attitude σ σ σ B O,r to the actual one σ σ σ B O , i.e.
where ⊗ denotes MRP composition 1 . Inverting (10) yields
where the reference frame super/subscripts were omitted for simplicity. The MRP error kinematics follows
with angular velocity error given as
where ω ω ω B BO,r is the reference angular velocity. As it will become evident later on, the error kinematics given in the standard kinematics form by (12) will ease the controller derivation when compared to a partial derivative differential equation form.
Attitude Dynamics
Considering the spacecraft a rigid-body, the body attitude dynamics with respect to an inertial frame I is given by [26] 
where Ω Ω Ω B BI is the skew symmetric matrix of ω ω ω B BI , h B BI = J B ω ω ω B BI is the total angular momentum, J B is the inertia tensor and m B is the sum of all external torques applied to the spacecraft. This latter term is considered to include a gravity gradient induced torque m B g , a control input torque m B c and an unknown (potentially time
The gravity gradient induced torque is modeled as [27] 
where
is the third column of the direction cosine matrix (9).
Immersion and Invariance Adaptive Control
This section presents the Immersion and Invariance (I&I) framework, first proposed by [1] , and its combination with Backstepping control methodology. After a brief introduction to the concept of I&I, the general design logic of an I&I-based adaptive Backstepping controller is explained. For a more detailed version of the text presented in this section please refer to [23] .
The name of the I&I framework comes from the fact that the design method uses an immersion of the system into the desired dynamics together with the definition of an invariant manifold. It can be used to adaptively stabilize systems with uncertain parameters. To illustrate how, consider the scalar systeṁ
where x ∈ R, u ∈ R and the vector function f (x) depends linearly on the unknown
for some known functions f 0 (x) : R → R and f θ (x) : R → R. Assume, in a certainty equivalence manner, that there exists a full-information control law u = v(x, θ ) such that the closed-loop systemẋ
has a globally asymptotically stable equilibrium at x = x * .
The problem is solved by finding β (x) and w(x,θ ) such that all trajectories of the extended system
are bounded and satisfy
If such task is possible, system (17) is said to be Adaptively I&I Stabilizable.
Condition (21) is satisfied for all trajectories converging to the manifold
i.e. for M attractive. Note that, despite departing from a certainty equivalence philosophy, the controller developed by I&I method does not follow the certainty equivalence principle, in the sense that the parameter estimate is not applied directly to the full-information feedback law. Instead, the true parameter θ is replaced byθ + β (x), where the function β (x) adds a "proportional" action to the "integral" action of the estimate update law. For so, this kind of adaptive scheme is also known as nonlinear PI adaptation.
I&I-based Adaptive Backstepping Control
The Immersion and Invariance control design principles introduced can be synthesized for the adaptive controller design for n th order parametric strict-feedback systems. Consider a system of the forṁ
. .
where u ∈ R, the functions g i (x 1 , . . . ,
are known smooth nonlinear functions and θ i ∈ R are constant unknown parameters. The goal is to make x 1 asymptotically track a sufficiently smooth reference y r .
Estimator Design
The first step is the design of an observer for the constant uncertainties θ i . To this end, define the off-the-manifold (error) coordinates
where the estimatesθ i are the estimator states and β i (x i ) : R → R are smooth functions that will be defined later on. The error dynamics are given bẏ
where x n+1 u. The update lawθ i can be define in such a way that it cancels the known parts of (25) . This can be done by writinġ
which yieldsη
The error system (27) for i = 1, 2, . . . , n can be seen as linear time-varying, requiring for stability that the diagonal blocks in the dynamic matrix are rendered negative semi-definite. A choice of β i that results in such is
Lemma 1. The error system (27), with functions β i given as in (28) has a uniformly globally stable equilibrium at the origin. Furthermore, η i ∈ L ∞ and ϕ i η i ∈ L 2 , ∀i ∈ {1, 2, . . . , n} and ∀x i (t). Additionally, if the regressor functions ϕ i and their timederivatives are bounded, then ϕ i η i → 0.
Proof: Consider the Lyapunov function W
Noted that, by Lemma 1 and definition of (24), an estimate is obtained for each ϕ i θ i of the system (23) instead of θ i . These estimates are given by ϕ i (θ i + β i ).
Control Law Design
Done the general design of the estimator the backstepping control law for I&I design can now be defined. The design here presented includes command filters. This feature, not only reduces the derivation burden by avoiding the analytic computa-tion of the time-derivatives of the virtual input signals, but also allows magnitude and rate constraining of the filtered signals [4] .
The controller design starts by defining the tracking error coordinates
with x i,c y r . The signals x i,c are commanded states that are still to be defined. The inclusion of command filters demands the definition of compensated error coordi-
where χ i account for the effect of the command filters and will be defined further in the design. The dynamics of the compensated errors is given bẏ
where x n+1 u. Let the raw control signals be defined as
with k i > 0, k n > 0,ẋ 1,c ẏ r ,z 0 = 0 and g 0 = 0. These signals are low-pass filtered to produce x i+1,c and u and their derivativesẋ i+1,c andu [3] . The effect of the filter on the error coordinates is estimated bẏ
Applying (32) and (33) to (31) yieldṡ
The stability of the closed-loop system is evaluated defining the Lyapunov func-
i . Its time-derivative along the trajectories ofż i iṡ
to which the result of Lemma 1 can be applied yieldinġ
proving the global stability of the origin of the compensated tracking errors of system (23) adaptively I&I controlled by (32) together with the estimator designed in the previous section. By Barbalat's Lemma it is possible to further prove lim t→∞zi = 0 and lim t→∞ ϕ i η i = 0. If the command filters are designed with a high enough bandwidth the compensation signals χ i will be small, having a negligible effect on the closed-loop system. Hence, the stability properties ofz i can, in that case, be extended to the real tracking errors z i , rendering global tracking of the reference signal. The formal proof of this statement is achieved using Singular Perturbation Theory by Farrell et al. [3] .
Stability-proof for Time-varying Uncertainties
The algorithm described thus far has unique stability properties in the case of constant uncertain parameters. In this section, the stability properties of this law will be shown for time-varying uncertainties in systems of the form of (23) . The result of this novel proof greatly widens the application span of I&I-based adaptive control, by extending its properties to systems with time-varying uncertainties. Consider that, in system (23), θ i = θ i (t), i ∈ {1, . . . , n}, are now scalar smooth functions. The dynamics of the off-the-manifold coordinates is then given bẏ
which, maintaining the same update law (26), yieldṡ
If β i is chosen as according to (28) , by the result of Lemma 1, the time-derivative of the Lyapunov function W = ∑ n i=1 η 2 i along the trajectories of (41) iṡ
Assume the following condition holds
where ρ i is a finite positive constant. Maintaining the control law designed in the previous section, the time-derivative of a control Lyapunov function defined as V = W + ∑ n i=1z 2 i , recalling (36), is now given bẏ
Inequality (44) proves the input-to-state stability of the compensated error coordinates,z i , with respect to the time-derivative of the uncertainty,θ i . Hence, the trajectories of the closed-loop system converge to a compact set around the origin of the error coordinates that depends on ρ i , γ i and θ i ∞ . Assuming (43) holds, and knowing that all θ i have bounded first time-derivative, then such set can be made arbitrarily small by increasing the estimation gain γ i .
Attitude Controller Design
In this section the control theory described in the preceding one is applied to the spacecraft model earlier derived. Such model can be represented simply aṡ
where f σ (σ σ σ B O ) has the orbital angular velocity contribution to the MRP kinematics (7), and f ω (σ σ σ B O , ω ω ω B BI ) contains the Coriolis and gravity gradient induced torques in (14) . m c is the input torque and m d is a time-varying unknown disturbance torque.
Starting by neglecting the action of disturbances, a baseline Backstepping controller using command filters is designed. Then, such controller is used as the fullinformation law in the Immersion and Invariance adaptive design. Finally, to serve as performance simulation comparison, an integrated adaptive Backstepping controller with tuning functions estimation is designed based on the same baseline law. For more details on the command filters used in these laws please refer to [23] .
Non-adaptive Backstepping Controller
Assuming an undisturbed model (m d = 0 0 0), a static Backstepping controller using command filters can be designed defining the error coordinates
which, for the use of such command filters, should corrected bȳ
where χ χ χ 1 and χ χ χ 2 shall defined be later on. A control law as
globally asymptotically stabilizes the origin of (z 1 ,z 2 ) of the undisturbed system (46). To prove this, start by considering a command filter effect on the error coordinates given by the stable systemṡ
where the raw control signals x 0 2,c and m 0 c are filtered to obtain x 2,c and m c and their time-derivatives. As done in [23] , such command filtering also imposes limits on value and rate of these signals.
Based on the result described by Tsiotras [24] the following Lemma will be used to prove the stability properties of the problem at hand. The compensated error dynamics are writteṅ
A control Lyapunov function defined as
using the result of Lemma 2, has a time-derivative along (52) and (53) oḟ
plugging in the control laws (49)- (50) yieldṡ
which proves the global asymptotic stability of the error origin equilibrium.
Immersion and Invariance Adaptive Backstepping Controller
Considering now the presence of a time-variant smooth disturbance torque m d in system (46), the static controller derived in the previous section can be made adaptive through the Immersion and Invariance design method, presented in Section 3.1, by using the feedback law
where m 0 c,BS is the non-adaptive Backstepping law (50) and β β β (h B BI ) is a function yet to be defined. Notice that, since the uncertainty is matched in the dynamics loop, the kinematics feedback law is kept the same.
As earlier described, the I&I procedure starts by defining an off-the-manifold coordinate
which, in this case, has the dynamicṡ
Defining the estimate update law aṡ
renders (59)η
Defining a control Lyapunov function as
and choosing β β β (h
results in a time-derivative of V
which, forK
proves the input-to-state stability of the pair (z 1 ,z 2 ), and by proper filter design also of (z 1 , z 2 ), with respect toṁ d , for the feedback (49) and (50) with estimate update law (60) and β β β (h B BI ) function (63). Hence, for boundedṁ d , the compact set around the origin to which the pair of tracking error coordinates converge to can be made arbitrarily small by increasing the entries of the gain matrix Γ Γ Γ .
Adaptive Backstepping Controller with Tuning Functions
In order to compare the performance of the I&I adaptive design a "traditional" adaptive Backstepping controller with tuning function estimation is here developed. This type of control law compensates for the presence of the disturbance term using, for this case, the feedback law m
where, again, m 0 c,BS is the control law (50) of the non-adaptive Backstepping.
In the definition of the control Lyapunov function the estimation error δ δ δm d = m d −m d is accounted for as
The time-derivative of such Lyapunov function iṡ
where inequality (68) is made true through the choice of the estimate update laẇ
Notice that, differently from the I&I design case, here the pair of tracking errors is input-to-state stable with respect to bothṁ d and δ δ δm d , meaning that, in addition to the smoothness condition of the disturbance torque, the estimation error has to remain bounded. This is achieved by using the Projection operator (Proj) on the estimate update law (69), which is here defined as done by Pomet et al. [18] . Also in contrast with the I&I framework is the fact that the estimatem d is not guaranteed to converge to actual m d , rather providing an integrative action to the rate control.
Simulation and Performance Analysis
In this section the designed controllers are tested and compared in the presence of two different disturbance torques, separately applied, one produced by a saturated uncontrolled reaction wheel and one originated by an oscillating piece of payload. The disturbance dynamics for each of this cases can be found in [23] .
For fairness of comparison, the controller gains K 1 and K 2 were defined equally for the three laws, 
Nominal Performance
In a disturbance-free scenario all three controllers succeed in maintaining the tracking errors bellow the required levels (Fig. 2) . Table 1 shows the Root-Mean-Square (RMS) pointing error. The non-adaptive and the I&I laws achieve a similar pointing performance while the tuning functions one lags slightly behind. This is explained by the integrative action of the adaptation law, promoting rate-tracking while compromising pointing accuracy. This is also reflected on the high RMS of the estimated perturbation error in comparison to the I&I ( Table 2 ). The actuation history is very similar among the three controllers (Fig. 3 ), being differences only perceived when computing the total workload (Table 3 ). This reveals a slightly higher effort by the TF-BS law comparing to the other two laws, which yield identical results. 
Uncontrolled Reaction Wheel
Wheel anomalies are one of the most common GNC-related failures. The Iridium 42 mission, for instance, failed due to a faulty tachometer in one of the wheels, which lead to unknown real actuation [19] . In this test, the effect of an uncontrolled saturated (redundant) reaction wheel is modeled. A 1 kg wheel is assumed stuck at 4200 rpm producing a strong gyroscopic moment unknown to the control system. Fig. 4 and 5 show that the non-adaptive control cannot cope with such a strong disturbance. The adaptive laws, on the other hand, are quite successful in this case. While the TF-BS controller sees a 54% pointing degradation (Table 4) , the I&I-BS law is seemingly undisturbed, maintaining virtually the same performance as in the nominal scenario. This is explained by the extremely low disturbance estimation error by this controller (Table 5) , which is roughly one order of magnitude better than that of the TF law. The same can be seen in Fig. 6 , where the estimation errors of the adaptive laws are plot against the total disturbance (in norm). Note that, in this scenario, the TF-BS controller does not manage to properly track the rate signal, violating both requirement limits. As Fig. 7 shows, the laws' control actions are nearly indistinguishable. The total workload (Table 6 ), however, tells that the adaptive schemes demand slightly less effort, being the I&I-BS law the least demanding. 
Moving Payload
Many spacecraft instruments/payloads have moving parts. An example is the moving mirror of NASA's Geostationary Imaging Fourier Transform Spectrometer [7] . In the present case, a smaller spectrometer mirror is considered and assumed to be unaccounted for in the control design. The piece, a 0.5 cm × 5 cm × 5 cm cuboid of 30 g, oscillates about its own center of mass. Its angular orientation is modeled as a sinusoidal function with 15 s of period and peak-to-peak amplitude of 90 deg.
While the required pointing is achieved by the three controllers (Fig. 8) , although with obvious oscillations on the part of S-BS and TF-BS, rate tracking proves to be the main difficulty. Only the adaptive schemes comply with the rate requirement. Among these the I&I is clearly less disturbed, again roughly maintain its nominal performance ( Table 7 ). As Table 8 shows, the estimation deteriorated for both adaptive laws with respect to the previous scenario. As before, the I&I observer yielded about one order of magnitude lower estimation error than the TF law (Fig. 9 ). Fig. 10 shows that, as in the two previous cases, control action is very similar among the three controllers. The total workload, displayed on Table 9 , reveals that once again the I&I-BS demanded a notch less control action. Table 9 Total workload in a moving payload case.
S-BS TF-BS I&I-BS
Workload, mJ 1.6411 1.6394 1.6357
Conclusion
The I&I adaptive control framework, combined with nonlinear Backstepping, has been used to develop an attitude controller for a micro-satellite. A novel input-tostate stability result for a class of I&I controlled strict-feedback systems with timevarying uncertainties has been introduced. This allowed a rather general modelling of the rotational dynamics uncertainty. Results for two different severely disturbed cases clearly revealed superior robustness of the I&I controller in comparison to a baseline standard Backstepping law and to a "traditional" Tuning Functions adaptive scheme. In fact, the I&I control law managed to virtually keep its nominal performance in all scenarios, having in the disturbance-free case matched the baseline (full-information) law. The tight tracking of the disturbance torque by the I&I estimator greatly contributed to this result. Although the differences in control torque were marginal in all cases, the proposed I&I law demanded the least control effort.
