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1. Introducción
Los sistemas de instrumentación y medida han sido desarrollados con el propósito de monitorear, supervisar
y controlar sistemas físicos [1]. Estos sistemas físicos pueden llegar a ser muy simples (como por ejemplo
medir temperatura) o por el contrario muy complejos (control de un sistema de producción industrial) donde
es necesario desarrollar un sistema de medida robusto y flexible que esté en la capacidad de operar en un
ambiente altamente contaminado. Una de las etapas fundamentales de los sistemas de instrumentación y
medida es el sensor, el cual, es el elemento que convierte la información del mundo físico (caudal, velocidad,
aceleración, presión etc) en una señal eléctrica [1]. Por lo tanto, al supervisar, monitorear o controlar
fenómenos físicos, la selección de las mejores ubicaciones de medición es una tarea imprescindible. Debido
a que la red de sensores a instalarse debe ser informativa y económica [2].
Básicamente una red de sensores se puede implementar de dos maneras. La primera es una ubicación aleato-
ria de los instrumentos cuando el ambiente de diseño es desconocido. En segundo lugar, se aplican criterios
de ubicación de sensores basados en metodologías matemáticas cuando el ambiente de diseño es conocido.
Los criterios de ubicación de sensores basados en enfoques matemáticos se dividen en tres grupos. En primer
lugar, se tienen los enfoques determinísticos donde se formula generalmente un problema de optimización
restringido, tal como se enseña en [2], donde los autores proponen un problema de optimización que per-
mite minimizar el error en la distancia máxima de ubicación del instrumento, cuya principal restricción del
problema es el costo total presupuestado.
En segundo lugar, se tienen los enfoques probabilísticos, donde se fórmula un problema de optimización
cuyas funciones de costos son funciones de probabilidad. Algunos ejemplos de este enfoque se enseña
en [3, 4] donde se muestran unas metodología para ubicar sensores que permitan monitorear y supervisar la
acidez del agua en un río, la temperatura en el laboratorio de Intel Berkeley y las precipitaciones en ciertas
regiones de los estados unidos de América. En estos trabajos se introduce un proceso Gaussiano con el cual,
se modela el fenómeno físico de interés dadas las mediciones reales. Luego las ubicaciones óptimas son
inferidas al resolver un problema de optimización, donde las funciones de costo corresponden a los criterios
de información mutua y entropía condicional asociadas al proceso Gaussiano.
Por último se tienen las metodologías híbridas, las cuales son una combinación de los enfoques antes men-
cionados. En este último enfoque es posible desarrollar un modelo, que no solamente describa la carac-
terística determinística sino también la característica aleatoria presente en el fenómeno espacial que se esté
supervisando. Tal como se describe en [5] donde logran desarrollar un metodología para controlar la tempe-
ratura en los servidores de datos. En este trabajo los autores hacen uso del concepto de fusión de datos
y demuestran que la probabilidad de encontrar o detectar un servidor caliente sigue una función de dis-
tribución de Chi-cuadrado. Luego las ubicaciones son encontradas al resolver un problema de optimización
restringido donde la función de costo y la restricciones del problema vienen dadas por funciones de pro-
babilidad. Finalmente los autores utilizan la ecuación de fluido computacional para predecir la temperatura
en los lugares donde no se tienen instrumentos. De esta forma se completa el modelo híbrido, donde la
selección de la ubicación de medida es aleatoria mientras que la predicción es determinística.
La formulación matemática de un sistema físico a partir, de un paradigma de modelado determinístico puede
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no ser siempre posible. Aún si fuera posible describir todos los sistemas físicos, el modelo resultante podría
llegar a ser muy complejo. Sin embargo los modelos determinísticos bien caracterizados poseen una gran
ventaja sobre los modelos probabilísticos y es que están en la capacidad de realizar predicción exacta en
regiones donde no existen observaciones [6]. Por otro lado los modelos probabilísticos poseen dos grandes
inconvenientes, los cuales se asocian al número de observaciones en relación a la complejidad del sistema, es
decir, si las observaciones son escasas la predicción sobre las observaciones de prueba podría ser imprecisa,
y en segundo lugar si se desea extrapolar a un dominio donde no se tengan observaciones, el resultado podría
ser pobre [6].
En este documento se desarrolla una metodología basada en los modelos de fuerza latente [6, 7] y la teoría
de solución de ecuaciones diferenciales parciales en el dominio de las funciones de Green con el propósito
de inferir las ubicaciones óptimas de instrumentos de temperatura en un espacio unidimensional y bidimen-
sional. Más exactamente se propone un proceso Gaussiano para modelar el fenómeno de conducción térmica
cuya función de covarianza se deduce analíticamente a partir de la ecuación de calor. Luego se aplica los
criterios de información mutua y entropía condicional para formular un problema de optimización que al ser
resuelto suministra las ubicaciones donde se deben instalar los instrumentos. El modelo final implícitamente
contiene la característica determinística del fenómeno de conducción térmica en la función de covarianza y
la incertidumbre viene asociada a la introducción del proceso Gaussiano que modela el fenómeno de interés.
Este documento está organizado como sigue, en la primera parte se presenta la justificación, el planteamiento
del problema y los objetivos de la investigación. En el capítulo 5 se enseña el marco teórico. Posteriormente
en el capítulo 6 se enseñan los materiales y los métodos utilizados antes de introducir los resultados y
los experimentos, los cuales se documentan el capítulo 7. Finalmente en el capítulo 8 se presentan las
conclusiones de la investigación.
2
2. Planteamiento del Problema
La ubicación óptima de sensores es una temática que ha llamado el interés de la comunidad académica
mundial durante las últimas décadas [8]. Las investigaciones realizadas se han concentrado en crear
metodologías basadas en algoritmos de optimización. Tales metodologías permiten ubicar equipos de me-
dida en lugares que cumplan con las restricciones del problema. Las restricciones más frecuentes suelen ser
el número máximo de equipos, la distancia máxima de ubicación del sensor (con respecto al servidor de la
red), los costos de transmisión (atribuido al consumo de la batería si la red es inalámbrica), detección de la
medida (representatividad de la medida), etc. Todo lo anterior permite diseñar no sólo una red de sensores
económica y representativa si no también tener una función de utilidad o modelo matemático, con el cual,
se pueda realizar algún tipo de análisis preliminar (costo aproximado de la red de sensores, simulaciones del
fenómeno en función de datos sintéticos, etc) [8].
En la literatura de la ubicación óptima de sensores se exponen dos grandes enfoques, el primero es deter-
minístico, mientras que el segundo enfoque es probabilístico. Aunque en los últimos años se han venido
desarrollando metodologías que combinan las características de los modelos determinísticos con las ven-
tajas de los modelos probabilísticos. A este tipo de metodologías se les conoce en la literatura como mo-
delo híbrido. En el campo de la ubicación óptima de sensores recientemente se han introducido algunas
metodologías las cuales, utilizan un modelo mecánico (ecuación diferencia parcial) para describir el fenó-
meno físico bajo estudio y una función de probabilidad como función de utilidad. Tal como se describe
en [5] donde los autores formulan un problema de ubicación de sensores para la detección de servidores
con exceso de temperatura en una estación de datos. A través de la ecuación dinámica de fluido computa-
cional (CFD) y un problema de optimización restringida, cuya función de costo es modelada, a partir, de
una función de distribución. Ejemplos del enfoque determinístico incluye a [9] donde se aplica un modelo
poligonal a un espacio de trabajo, al cual, se le aplica el art-gallery problem [10] para computar un conjunto
de ubicaciones óptimas. En [11] se aborda el problema de ubicación de sensores centrados en reducir al
mínimo el número de dispositivos utilizando el modelo de detección de disco.
Por otro lado se tiene los enfoques probabilísticos, en [3,4] se encuentra un conjunto de puntos de medición
de temperatura, precipitación y acidez del agua aplicando el concepto de entropía condicional e informa-
ción mutua de ciertas variables aleatorias. En estos trabajos ( [3, 4]) la función de utilidad es modelada, a
partir, de un proceso Gaussiano que representa el fenómeno espacial por medio de una función covarianza
empírica. Por otro lado, en [12], se presenta una metodología en la cual se ubican sensores en una red
inalámbrica. En este caso, el número de sensores a ubicar se restringe en función del costo de transmisión.
La restricción es modelada por medio de una función de probabilidad Gaussiana, y el fenómeno se modela
a través de un proceso Gaussiano. Este trabajo hace uso de una función de covarianza empírica la cual
se describe en [13]. En [14] se realiza un enfoque alternativo basado en estadística espacial. Este método
utiliza una implementación piloto o “conocimiento experto” para entrenar un proceso Gaussiano, el cual
representa el modelo del fenómeno de interés. En [15] proponen una metodología basada en un enfoque
probabilístico para ubicar sensores de obstáculos en una área de estudio discreta haciendo uso de una fun-
ción de distribución exponencial. Luego se determina el número mínimo de sensores a ubicar así como su
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respectiva ubicación tal que cada coordenada del área de diseño esté cubierto con un nivel de confianza mí-
nimo. Una aplicación interesante se enseña en [16] donde los autores se centran en la ubicación de sensores
implementando algoritmos rápidos basados en el concepto de fusión de datos, en particular, el objetivo es
encontrar el número de equipos que cumpla con los niveles especificados de rendimiento a través de un
problema de optimización restringida por medio de una función de probabilidad Chi-square. Lo anterior
permite concluir que la etapa de modelamiento se vuelve un paso imprescindible para posteriormente inferir
las ubicaciones óptimas donde se debe ubicar los equipos de medida para supervisar, monitorear e incluso
controlar el fenómeno espacial de interés.
4
3. Justificación
Uno de los principales problemas del enfoque determinístico es la incapacidad de modelar las fluctuaciones
(incertidumbre) asociadas a la variable física de interés [17]. Además la descripción precisa de un complejo
sistema a partir de un paradigma de modelado determinístico puede no ser siempre posible. Aún si todos los
sistemas físicos se pudieran modelar adecuadamente, la formulación resultante podría llegar a ser muy com-
pleja. Además se enfrentaría con la identificación de los parámetros del sistema físico bajo estudio. A pesar
de estos inconvenientes, los modelos físicos bien caracterizados poseen una gran ventaja sobre los modelos
probabilísticos. Un modelo determinístico puede permitir la predicción exacta incluso en regiones donde no
existe observaciones de entrenamiento [6]. Similarmente uno de los grandes inconvenientes de los enfoques
probabilísticos descritos con anterioridad es que las funciones de covarianza (si se modela por medio de un
proceso Gaussiano) suelen ser seleccionadas de forma empírica sin tener en cuenta la dinámica determinista
del fenómeno espacial que se estudia [4]. Por otro lado, asumir una función de distribución de probabilidad
sobre un fenómeno físico en particular genera dos grandes inconvenientes. En primer lugar, si las obser-
vaciones son escasas en relación a la complejidad del sistema podemos ser incapaces de hacer predicción
precisa sobre las observaciones de prueba. En segundo lugar, si el modelo es forzado a extrapolar, es decir,
hacer predicción en un régimen donde no se tenga observaciones, el rendimiento podría ser pobre [6]. La
gran ventaja del enfoque probabilístico usando la representación en procesos Gaussianos es su capacidad de
modelar satisfactoriamente las fluctuaciones de fenómeno bajo estudio. Es decir, que el enfoque probabilís-
tico posee la característica de modelar satisfactoriamente las fluctuaciones del fenómeno, mientras que el
enfoque determinista modela adecuadamente la dinámica en régimen permanente del fenómeno de interés.
Por lo tanto, se espera que una combinación de estos enfoques desembocaría en un modelo matemático con
el cual se podría inferir las ubicaciones óptimas (ubicación de dispositivos de medición) para supervisar un
fenómeno espacial con la característica que el modelo final (entrenado) describe la naturaleza determinística
y aleatoria del fenómeno físico, característica que no poseen los enfoques (determinista y/o probabilístico)
individualmente.
En este documento se propone aplicar la teoría de los modelos de fuerza latente y la teoría de solución de
ecuaciones diferenciales en el dominio de las funciones Green, con el propósito de formular un modelo
híbrido novedoso que permita ubicar sensores de temperatura en un espacio rectangular. La utilización de
un proceso Gaussiano para la introducción de la incertidumbre sobre la fuente de excitación, junto con la
adopción de la solución a la ecuación de calor por medio de funciones de Green, permite que el modelo
propuesto sea altamente flexible y robusto debido a que el modelo mecánico incorpora las características
más destacadas de los datos [6]. Además bajo esta formulación matemática, la naturaleza de la señal de
excitación del sistema físico sólo se vería condicionada a ser suave sobre su dominio, esto infinititamente
derivable sobre todo el dominio.
5
4. Objetivos
4.1. Objetivo General
Desarrollar una metodología para la ubicación óptima de sensores de temperatura aplicando modelos de
fuerza latente e información mutua.
4.2. Objetivos Específicos
• Formular un modelo de fuerza latente lineal basado en procesos Gaussianos, que describa la tempe-
ratura en un dominio rectangular, para la ecuación de calor no homogénea con dos variables espaciales
en el sistema cartesiano de coordenadas rectangulares.
• Aplicar el criterio de información mutua asociado al proceso Gaussiano, para inferir la ubicación
óptima de los sensores de temperatura.
• Validar la metodología propuesta, por medio de la predicción en el espacio de diseño haciendo uso de
procesos Gaussianos con diferentes funciones de covarianza con datos sintéticos y datos reales.
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En esta sección se describen los fundamentos del marco matemático para el modelo propuesto. En primer
lugar, se presenta una revisión de algunas metodologías, la cuales permiten ubicar diferentes tipos de ins-
trumentos de medida en función de un espacio de diseño. En la segunda parte, se presenta la teoría pro-
babilística que soporta el uso de modelos de fuerza latente basados en procesos Gaussianos. Por último se
introduce el concepto de entropía condicional e información mutua asociada a una función de probabilidad.
En el capítulo 6 se describe como los criterios de entropía condicional e información mutua son utilizados
para formular un problema de optimización, el cual, una vez resuelto entrega un conjunto de ubicaciones
donde se deben instalar los equipos de medición.
5.1. Trabajos relacionados
En la literatura de ubicación óptima de sensores existen tres grandes enfoques. El primer enfoque es de-
terminístico, el segundo es probabilístico y por último el enfoque híbrido, el cual es una mezcla de los dos
primeros enfoques mencionados. Lo particular de la temática de la ubicación óptima de sensores, es que
cada uno de los métodos desarrollados poseen ideas bastantes empíricas en lo que respecta al criterio de
ubicación del instrumento de medida. Estas ideas suelen desarrollarse en función del problema que se desea
solucionar. A continuación se describen algunos ejemplos.
5.1.1. Enfoque determinístico
Este enfoque se basa en modelos mecánicos o en modelo geométricos donde el objetivo principal es formular
un problema de optimización y luego inferir las ubicaciones de los instrumentos de medida. Tal como se
describe [2] donde se formula un problema de optimización combinatorial para minimizar el error en la
distancia máxima de ubicación del instrumento sujeto a restricciones. El campo de actuación del sensor es
basado en el método de regilla donde se representa el alcance del instrumento como una colección de dos
o tres puntos de la cuadrícula dimensional. En este caso la detección se modela en una escala de 0 a 1. La
cobertura se supone que es completa (escala = 1) si la distancia entre el punto de la cuadrícula y el sensor es
menor que el radio de detección del sensor. De lo contrario, la cobertura se supone que es ineficaz (escala =
0). Luego un vector de potencia se define para cada punto de la cuadrícula para indicar si los sensores pueden
cubrir un punto de la cuadrícula en un campo de diseño. Cuando cada punto de la cuadrícula se identifica
por un vector de potencia único, se dice que el campo de sensor que ser completamente discriminado. El
error de distancia de dos puntos de la cuadrícula indistinguibles se define como la distancia euclidiana entre
ellos, por lo tanto, la ubicaciones se obtiene al minimizar el error de distancia cuando la discriminación
completa no es posible. En forma matemática se desea solucionar lo siguiente,
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Z1P1 =min
v
{
max
(i,j)
{
dij
1 +K
∑m
k=1(vik − vjk)2
}}
sujeto a
vik ≤ ykrk,
dik
yrk
> yk − vik,
vik = yk,
m∑
k=1
ckyk ≤ G,
m∑
k=1
vik ≥ 1
vik, yk = 0
ó
vik, yk = 1,
en este caso rk es el radio de detección del sensor ubicado en k, dik distancia euclidiana entre las ubicaciones
i y j, ck es el costo del sensor asignado en la ubicación k, G limitación del costo total, yk es una variable de
decisión 1, si un sensor se asigna en el lugar k y 0 en caso contrario, vi el vector de potencia de la ubicación
i, donde vik es 1 si el objetivo en la posición i se puede detectar por el sensor en el lugar k y 0 en caso
contrario, por último el parámetro K es un número arbitrariamente grande.
5.1.2. Enfoque probabilístico
Este enfoque se enfoca puramente en funciones de probabilidad, por ejemplo en [16] los autores están
interesados en la detección de objetivos. En este caso los autores aplican la técnica de fusión de datos para
construir una modelo probabilístico. La detección del objetivo es modelada por la siguiente ecuación,
Ui = W (di) +N
2
i ,
en este caso W (di) es la energía medida por un sensor que se encuentra a d metros de distancia del objetivo
y Ni es ruido blanco Gaussiano. Por lo tanto Ui es la energía medida por el sensor contaminada con ruido
blanco Gaussiano. W (d) se define así,
W (d) =
{
W0
(d/d0)k
si d > d0
W0 si d ≤ d0,
donde W0 es la energía original emitida por el objetivo, k es un parámetro de decaimiento y d0 es una
constante determinada por el tamaño del objetivo y el sensor. Posteriormente se calcula la probabilidad de
detección de un objetivo (PDj) y se resuelve el siguiente problema,
min{PDj} ≥ β,
donde β es un número entre 0 y 1. Con 1 ≤ j ≤ K, donde K es el número de sensores a ubicar y PDj
sigue una función de probabilidad Chi-cuadrado.
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Ahora un enfoque diferente en lo que respecta a la aplicación es presentado en [11] donde los autores opti-
mizan el número de sensores y su ubicación para el aprovechamiento de una red de sensores de obstáculos.
Para lograr el objetivo los autores proponen dos algoritmos para la ubicación de los sensores. El primer
algoritmo aborda optimización bajo la restricción de detecciones de imprecisos asociadas a la calidad del
sensor, y el segundo algoritmo se basa en las propiedades físicas del terreno. A partir de observaciones los
autores determinan que la probabilidad de detección de un objetivo varía exponencialmente con la distancia
entre el objetivo y el sensor. Por lo tanto un objetivo a una distancia d de un sensor es detectado por el sensor
con probabilidad e−δd. El parámetro δ denota la calidad del sensor y la velocidad a la que su probabilidad
disminuye con la distancia. Posteriormente los obstáculos son modelados mediante la alteración de las
probabilidades de detección. Una vez modelado el sistema físico se procede a solucionar un problema de
optimización el cual se divide en dos partes. La primera parte consiste en maximizar la cobertura media del
sensor en el espacio de diseño. La segunda parte, consiste en maximizar la cobertura del punto del espacio
de diseño que posee menos cobertura eficaz.
Nótese que la ubicación de los sensores está muy ligada al problema en particular que se desea resolver. Por
ejemplo en [12] abordan el problema de seleccionar las ubicaciones de los sensores que son a la vez infor-
mativos y logran un bajo costo en la comunicación. Como métrica de costos, los autores utilizan el número
esperado de retransmisiones entre sensores. De esta manera logran construir un proceso Gaussiano no sólo
para modelar el proceso controlado, sino también para predecir los costos de comunicación. Básicamente
en [12] los autores intentan resolver el siguiente problema,
arg min c(A)
sujeto a F (A) ≥ Q,
donde A es un subconjunto de ubicaciones que pertenece a un espacio de diseño V , c(.) denota la función de
costo de comunicación. F (.) denota la calidad de detección y Q denota la cantidad necesaria de certeza en
detección lograda por cualquier ubicación que pertenece al espacio de diseño V . Acá la calidad de detección
se refiere a la precisión de la predicción del fenómeno que se estudia. La función F (.) utilizada para resolver
el problema de optimización es la función de información mutua de la cual se tratará más adelante (capítulo
6). Por otro lado si la probabilidad de una transmisión exitosa entre los sensores ubicados en s y t es θs,t
entonces la función de costo c({s, t}) viene dada por la siguiente ecuación,
c({s, t}) =
∫
θ
1
θs,t
p(θs,t)dθs,t,
donde p(.) es un función de probabilidad y para esta aplicación en particular asumen que es Gaussiana.
Trabajos similares a [12] se describen en [3, 4]. En [4] los autores elaboran e implementa un algoritmo que
permite sulucionar el siguiente problema de optimización,
argmaxF (A),
donde F (A), es la función de información mutua para el caso de [4] o de entropía para uno de los casos que
se enseña en [3]. Si bien este problema fue propuesto por [18] los autores de [4] se centran en desarrollar una
aproximación al problema de optimización. En este trabajo asumen que la función de información mutua
F (A) es submodular, bajo esta presunción el problema anterior se convierte en un problema de optimización
discreto sobre el espacio de diseño V disminuyendo la complejidad del problema.
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5.1.3. Enfoque híbrido
En [5] los autores están interesados en la vigilancia térmica de los centros de datos (servidores) para poder
controlar la temperatura de entrada o salida de cada bastidor e incluso de cada servidor. Por lo tanto, el
número total de lugares monitoreados suele ser grande para centros de datos de gran tamaño. Es entonces
poco realista desplegar un sensor individual para cada ubicación de supervisión, lo anterior no es sólo por
la limitación en el coste y espacio, sino también por la alta densidad de la red resultante. Debido a lo
anterior, los autores proponen llevar a cabo la tarea de monitoreo de temperatura en los centro de datos con
un número razonable de sensores y aplicar la técnica de fusión de datos. La técnica consiste en definir una
región de fusión de cada lugar monitoreado como una esfera con un radio R de fusión, donde la ubicación
de supervisado es el centro de esa esfera. Los sensores dentro de la región de fusión de una ubicación
monitoreada deben colaborar para tomar la decisión de detección para esa ubicación. Matemáticamente se
tiene,
Tm(xi, yi, zi) = Tr(xi, yi, zi) +N
2
i ,
donde Tm(xi, yi, zi) es la temperatura media con ruido de todos los sensores dentro de la región de fusión
de datos en el espacio rectangular (xi, yi, zi),Tr es la temperatura media de todos los sensores sin ruido y
N2i es el ruido asociado a la medida. Suponiendo que existen n sensores dentro de la región de fusión de
datos, es posible calcular la probabilidad de la existencia del servidor caliente en el punto de monitoreo. De
forma matemática se tiene,
PD = p
(
1
n
∑
∀n
(
Tr(xi, yi, zi) +N
2
i
)
> η
)
,
donde η es el umbral que determina la existencia del servidor caliente en el punto de monitoreo. Los autores
también calculan la probabilidad de una falsa alarma cuando en realidad no hay servidor caliente. Esto
es debido a que la señal entregada por los medidores puede estar altamente contaminada por ruido. La
probabilidad de falsa alarma viene dado por la siguiente expresión,
PF = p
(
1
n
∑
∀n
(
C +N2i
)
> η
)
,
donde C denota un punto caliente. Los autores asumen ruido blanco Gaussiano y con esta presunción
demuestran que la función de probabilidad p(.) sigue una distribución Chi-square. El problema a solucionar
se enuncia a continuación:
min
1
M
∑
∀M
PDM ,
sujeto PFM ≤ α. En este caso M hace referencia al número máximo de sensores a ubicar y α denota
el requisito de la tasa de falsa detección. Una vez los sensores son ubicados la predicción en los lugares
donde no se tiene equipos de medida se realiza a partir de la ecuación dinámica de fluido computacional
(CFD). Nótese que las metodologías desarrolladas tienen el mismo objeto pero no el mismo fin. Por ejemplo
las metodologías expuestas en [3, 4] ubican los sensores en las coordenadas que maximizan la información
mutua, es decir, se desea ubicar sensores donde se posea mayor detección de la medida, esta característica
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es muy atractiva cuando lo que se desea, es supervisar fenómenos espaciales (la temperatura de un deter-
minado lugar, la acidez de un río, etc). Por otro lado los trabajos expuestos en [5, 16] lo que busca es tener
una red de sensores lo más representativa posible. En este caso representativo se refiere a un red de sensores
que garantice una aceptable detección minimizando el número de unidades a ubicar. Esta aplicación es
interesante en ambientes donde se desea realizar control, monitoreo de alguna actividad que implique toma
de decisiones. Claramente la ubicación de los sensores es una etapa fundamental cuando se desea construir
una red de instrumentación y medida. Básicamente existen dos métodos generalizados para encontrar las
ubicaciones. En primer lugar, se tiene una selección al azar donde no existe ningún criterio objetivo de
ubicación y en segundo lugar, una metodología en función del conocimiento del fenómeno que se desea es-
tudiar [2]. Estas últimas incluyen las descritas con anterioridad y la que propone este documento. En lo que
resta del capítulo se introduce el proceso Gaussiano, el cual es el centro de la metodología, posteriormente
se define el modelo de fuerza latente, con el cual se emula el fenómeno de conducción térmica, y por último
se definen las funciones de entropía condicional e información mutua, las cuales se utilizan en el capítulo 6
para construir el criterio de ubicación.
5.2. Procesos Gaussianos
Un proceso Gaussiano (GP) generaliza una Gaussiana multivariable para un número infinito de variables
aleatorias. Un GP queda totalmente definido si se define su función media y su función de covarianza. La
función media m(x) y la función de covarianza k(x, x) para un proceso real f(x) se define como [19]
m(x) = E[f(x)],
k(x, x′) = E[(f(x)−m(x))(f(x′)−m(x′))],
donde f(x) corresponde a un proceso aleatorio evaluado en x, es decir, x corresponde a la variable de
entrada [19]. Formalmente un proceso Gaussiano se denota así
f(x) ∼ GP(m(x, ), k(x, x′)).
La representación en procesos Gaussianos es extremadamente flexible, por ejemplo si se tiene observaciones
en YA (f(XA)) correspondientes a un conjunto finito tal que A ⊂ V donde V es el espacio de estudio,
es posible predecir los valores de YQ en los puntos Q ∈ V condicionadas a esas medidas [20], es decir, la
predicción en los puntos donde no se tengan observaciones p(YQ | YA). La distribución p(YQ | YA) es
Gaussiana con función media y función de covarianza dadas por,
µQ|A = kQAk
−1
AAYA,
σ2Q|A = kQQ − kQAk−1AAkAQ,
(5.1)
donde kQA es la matriz de covarianza evaluada en los puntos Q y A. Similarmente kQQ y kAA son las
matrices de covarianza evaluadas en los puntos Q y A respectivamente. Es importante mencionar que
kAQ = k
⊤
QA.
5.3. Modelos de fuerza latente usando procesos Gaussianos
El objetivo de los modelos de fuerza latente (LFM) es construir modelos, creados a partir, de la com-
binación de un enfoque determinístico con un enfoque probabilístico sobre alguna función de variable la-
tente [6, 7]. Aplicaciones relacionadas con los LFM han sido desarrolladas en el campo de la médicina y
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la biología computacional, tal como se muestra en [21, 22] donde se realizan estudios del potencial eléc-
trico en el cerebro humano y la descripción del gradiente de concentración del morfógeno Bicoid en el
desarrollo del embrión para la Drosophila melanogaster, respectivamente. Recapitulando, en este caso, el
modelo mecánico corresponde a la ecuación de calor ((6.1)). La función de variable latente corresponde
a la excitación (Φ(x, y, t)). Para completar el modelo se utiliza un proceso Gaussiano sobre la función de
variable latente de salida U(x, y, t). Sin pérdida de generalidad se asume que la variable latente de salida
sigue un proceso Gaussiano con función media cero y función de covarianza ku,u(x, t,x′, t′), ( x ∈ R o ,
x ∈ R2 en coordenadas rectangulares), es decir
Φ(x, t) ∼ GP(0, ku,u(x, t,x′, t′)),
donde la señal Φ(, ., ) es la excitación de la ecuación de calor. Haciendo uso de la linealidad de la ecuación
de calor, se puede demostrar que la solución a la ecuación de calor U(x, t) sigue un proceso Gaussiano con
función media cero y función de covarianza kf,f (x, t,x′, t′). De forma matemática se tiene,
U(x, t) ∼ GP(0, kf,f (x, t,x′, t′)).
El resultado anterior implica que solamente es necesario conocer la función de covarianza kf,f (., .) para
describir el comportamiento de la solución a la ecuación de calor. Esta propiedad también permite realizar
predicción (si se tiene kf,f (., .)) en puntos donde no se tienen observaciones. En el siguiente capítulo se
enseña la formulación matemática que permite calcular de forma analítica la función de covarianza kf,f (., .).
5.4. Entropía condicional e Información Mutua
Las funciones de entropía e información mutua son métricas asociadas a funciones de probabilidad y en
esencia permiten determinar la variabilidad de la función de distribución. La función de entropía asociada a
una función de distribución p(y) viene dada por [20, 23].
H(y) = −
∫
p(y) lnp(y)dy (5.2)
Una noción natural de la incertidumbre es la entropía condicional en las coordenadas no observadas Q \A
después de poseer observaciones en A [20]. Haciendo uso de la definición de entropía (ecuación (5.2)) se
obtiene la expresión para la entropía condicional.
H
(
YQ\A | YA
)
= −
∫
p
(
YQ\A,YA
)
lnp
(
YQ\A | YA
)
dYQ\AdYA, (5.3)
donde YA y YQ\A se refiere al conjunto de variables aleatorias en los puntos A y Q \A. Por otro lado, la
información mutua (MI(A)) se define como la diferencia entre la entropía evaluada en los puntos Q \A y
la entropía condicional dada por (5.3), es decir [4, 23],
MI(A) = H
(
YQ\A
)−H (YQ\A | YA). (5.4)
En la literatura, es común encontrar otro tipo de notación para el criterio de información mutua tal como se
enseña en [23] donde MI(A) = I (XA;XQ\A).
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Este capítulo presenta los materiales utilizados en el desarrollo del proyecto, así como la formulación
matemática del modelo, a partir de la solución a la ecuación de calor en el dominio de las funciones de
Green. En primer lugar, se introduce la teoría asociada con la ecuación de calor no homogénea (unidimen-
sional y bidimensional) y su solución utilizando las respectivas funciones de Green. Luego se presenta la
formulación matemática de la función de covarianza asociada a la función de temperatura U(x, y, t). Pos-
teriormente se completa la metodología haciendo uso de los criterios de información mutua y entropía para
formular un problema de optimización discreto que permite computar las ubicaciones óptimas de medi-
ción. Finalmete se describe la base de datos sintética y real utilizada para realizar los experimentos que se
describen en el capítulo 7.
6.1. Modelo de fuerza latente para la ecuación de calor
A continuación se presente la solución a la ecuación de calor no homogénea tanto para el caso unidimen-
sional como bidimensional haciendo uso de las funciones de Green.
6.1.1. La ecuación de calor no homogénea unidimensional
La ecuación de calor no homogénea de segundo orden unidimensional en el sistema cartesiano rectangular
de coordenadas viene dada por [24],
∂U(x, t)
∂t
= a
(
∂2U(x, t)
∂x2
)
+ SΦ(x, t), (6.1)
donde U(x, t) es la función de temperatura, a es el coeficiente de difusión térmica, Φ(x, t) es la excitación
(fuerza latente) del sistema físico bajo estudio y S cuantifica la influencia de la fuerza latente Φ(x, t) sobre
la salida U(x, t) [24–26].
6.1.2. Solución a la ecuación de calor no homogénea unidimensional
La ecuación (6.1) depende del estado energético inicial y de las condiciones de frontera del sistema físico
bajo estudio. Para un problema de contorno con dominio dado por 0 ≤ x ≤ l, y condiciones dadas por [25],
U = f(x, 0) en t = 0 (Condición inicial)
U = g1(0, t) en x = 0 (Condición de frontera)
U = g2(l, t) en x = l (Condición de frontera),
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donde f(., .), g1(., .) y g2(, ..) son funciones suaves que dependen del tiempo (t) y del espacio (x). La
solución a la ecuación (6.1) viene dada por:
U(x, t) =
∫ l
0
f(ξ, η)G(x, ξ, t)dξ + a
∫ t
0
g1(0, τ)
[
∂
∂ξ
G(x, ξ, t− τ)
]
ξ=0
dτ
− a
∫ t
0
g2(l, τ)
[
∂
∂ξ
G(x, ξ, t− τ)
]
ξ=l
dτ +
∫ t
0
∫ l
0
SΦ(ξ, τ)G(x, ξ, t− τ)dξ dτ,
(6.2)
donde G(x, ξ, t) es la función de Green y para el caso de la ecuación (6.1) viene dada por la siguiente
expresión [25],
G(x, ξ, t) =
2
l
∞∑
n=1
sin
(npix
l
)
sin
(
npiξ
l
)
exp
(
−pi2a
(
n2
l2
)
t
)
. (6.3)
Sin pérdida de generalidad, se asume un estado energético inicial y condiciones de contorno iguales a cero,
es decir gh ≡ 0 (h = 1, 2,), f = 0 en la ecuación (6.2). Con estas presunciones la solución a la ecuación de
calor viene dada por,
U(x, t) =
∫ t
0
∫ l
0
SΦ(ξ, τ)G(x, ξ, t− τ)dξ dτ, (6.4)
donde G(x, ξ, t) viene dada por (6.3).
6.1.3. La ecuación de calor no homogénea bidimensional
La ecuación de calor no homogénea de segundo orden bidimensional en el sistema cartesiano rectangular
de coordenadas se define así,
∂U(x, y, t)
∂t
= a
(
∂2U(x, y, t)
∂x2
+
∂2U(x, y, t)
∂y2
)
+ SΦ(x, y, t) (6.5)
6.1.4. Solución a la ecuación de calor no homogénea bidimensional
La ecuación (6.5) depende del estado energético inicial y de las condiciones de frontera del sistema físico
bajo estudio. Para un problema de contorno con dominio rectangular dado por 0 ≤ x ≤ l1, 0 ≤ y ≤ l2 y
condiciones dadas por [25],
U = f(x, y, 0) en t = 0 (Condición inicial)
U = g1(0, t) en x = 0 (Condición de frontera)
U = g2(l1, y, t) en x = l1 (Condición de frontera)
U = g3(x, 0, t) en y = 0 (Condición de frontera)
U = g4(x, l2, t) en y = l2 (Condición de frontera),
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la solución de la ecuación (6.5) viene dada por:
U(x, y, t) =
∫ l1
0
∫ l2
0
f(ξ, η, )G(x, y, ξ, η, t)dη dξ
+ a
∫ t
0
∫ l2
0
g1(0, η, τ)
[
∂
∂ξ
G(x, y, ξ, η, t− τ)
]
ξ=0
dη dτ
− a
∫ t
0
∫ l2
0
g2(l1, η, τ)
[
∂
∂ξ
G(x, y, ξ, η, t− τ)
]
ξ=l1
dη dτ
+ a
∫ t
0
∫ l1
0
g3(ξ, 0, τ)
[
∂
∂η
G(x, y, ξ, η, t− τ)
]
η=0
dξ dτ
− a
∫ t
0
∫ l1
0
g4(ξ, l2, τ)
[
∂
∂η
G(x, y, ξ, η, t− τ)
]
η=l2
dξ dτ
+
∫ t
0
∫ l1
0
∫ l2
0
SΦ(ξ, η, τ)G(x, y, z, ξ, η, t− τ)dη dξ dτ,
(6.6)
donde G(x, y, ξ, η, t) es la función de Green y para el caso de la ecuación (6.5) viene dada por la siguiente
expresión [25],
4
l1l2
∞∑
n=1
∞∑
m=1
sin
(
npix
l1
)
sin
(
npiξ
l1
)
sin
(
mpiy
l2
)
sin
(
mpiη
l2
)
exp
(
−pi2a
(
n2
l21
+
m2
l22
)
t
)
. (6.7)
Sin pérdida de generalidad, se asume un estado energético inicial y condiciones de contorno iguales a cero,
es decir gh ≡ 0 (h = 1, 2, 3, 4), f = 0 en la ecuación (6.6). Con estas presunciones la solución a la ecuación
de calor viene dada por,
U(x, y, t) =
∫ t
0
∫ l1
0
∫ l2
0
SΦ(ξ, η, τ)G(x, y, ξ, η, t− τ)dη dξ dτ. (6.8)
6.2. Función de covarianza para la solución a la ecuación de calor
no homogénea unidimensional
Se asume que la excitación o variable latente Φ(x, t) sigue un proceso Gaussiano con media cero y función
de covarianza ku,u(x, t, x′, t′), introducida previamente en el capítulo 5. Esto es,
Φ(x, t) ∼ GP(0, ku,u(x, t, x′, t′)),
donde ku,u(x, t, x′, t′) se define como,
ku,u(x, t, x
′, t′) = cov
[
Φ(x, t),Φ(x′, t′)
]
= E
[
Φ(x, t)Φ(x′, t′)
]
= ku,u(x, x
′)ku,u(t, t′). (6.9)
La función de covarianza de la ecuación (6.9) se prescribe para seguir una función exponencial cuadrada así
ku,u(d, d
′) = exp
(
−(d− d
′)2
σ2d
)
, (6.10)
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donde σ2d es conocido como length-scale. Puesto que la ecuación (6.1) es lineal, su solución también sigue
un proceso Gaussiano con media cero y función de covarianza kf,f (x, t, x′, t′), esto es,
U(x, t) ∼ GP(0, kf,f (x, t, x′, t′)),
donde la función de covarianza kf,f (x, t, x′, t′) se define como,
kf,f (x, t, x
′, t′) = cov
[
U(x, t), U(x′, t′)
]
= E
[
U(x, t)U(x′, t′)
]
. (6.11)
Reemplazando U(x, t) de la ecuación (6.4) en la última expresión, la función kf,f (x, t, x′, t′) toma la si-
guiente forma
kf,f (x, t, x
′, t′) =
∫ t
0
∫ t′
0
∫ l
0
∫ l′
0
S2G(x, ξ, t− τ)G(x′, ξ′, t′ − τ ′) E [Φ(ξ, τ)Φ(ξ′, τ ′)] dξ′dξdτ ′dτ.
El valor esperado de la ecuación anterior puede ser eliminado haciendo uso de (6.9), de esta forma se obtiene
lo siguiente
kf,f (x, t, x
′, t′) =
∫ t
0
∫ t′
0
∫ l
0
∫ l′
0
S2G(x, ξ, t− τ)G(x′, ξ′, t′ − τ ′)ku,u(x, x′)ku,u(t, t′)dξ′dξdτ ′dτ.
Utilizando la ecuación (6.3) para la función de GreenG(x, ξ, t) y la ecuación (6.10) para el término ku,u(., .),
la función de covarianza kf,f (x, t, x′, t′) de la salida puede ser expresada como sigue:
kf,f (x, x
′; t, t′) =
(
4
l
)2∑
∀n
∑
∀m
Kt(t, t
′)Kx(x, x′), (6.12)
donde
Kt(t, t
′) = S2kt(t, t′),
kt(t, t
′) =
t∫
0
t′∫
0
exp (−αn(t− τ)) exp (−αm(t− τ)) exp
[
−(τ − τ
′)2
σ2t
]
dτ ′ dτ,
con αn = pi
2a
(
n2
l2
)
y αm = pi2a
(
m2
l2
)
. En lo que resta del documento a la ecuación (6.13) se le
llamará KHEAT1. Además Kl(l, l′) tiene la siguente forma
Kl(l, l
′) = C(n,m)kl(l, l′), (6.13)
kl(l, l
′) = sin(αnl) sin(αml′),
C(n,m) =
l∫
0
l∫
0
sin(wnξ) sin(wmξ
′) exp
[
−(ξ − ξ
′)2
σ2x
]
dξ′ dξ, (6.14)
donde wn = npil y wm =
mpi
l son constantes que dependen de los índices n y m.
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Una explicación detallada sobre el cálculo de la expresión (6.12) se puede encontrar en el apéndice A. La
solución de la doble integral de la ecuación (6.14) viene dada por
Para n 6= m,
C(n,m) =
(
σl√
pi(m2 − n2)
){
ne(
γmσ
2
)
2
Im [H(γm, l)]− me(
γnσ
2
)
2
Im [H(γn, l)]
}
, (6.15)
si n y m son ambos pares o impares, de lo contrario
C(n,m) = 0. (6.16)
Si n = m, la siguente expresión debe ser utilizada
C(n) =
σ
√
pi l
2
e(
γnσ
2
)
2
{
Re [H(γn, l)]− Im [H(γn, l)]
[
σ2npi
2l2
+
1
npi
]}
+
σ2
2
[
e−(
l
σ
)2 cos(npi)− 1
]
,
donde,
H(ζ, υ, ϕ) = erf
(
ϕ− υ
σ
− σζ
2
)
+ erf
(
υ
σ
+
σζ
2
)
. (6.17)
Cuando υ = ϕ, se escribe H(ζ, υ) en vez de H(ζ, υ, υ) para mantener una notación ordenada. Para una
definición de (6.17) ver [27]. En este caso, σ también corresponde al hiper-parámetro asociado al kernel
espacial en (6.9). Para el caso de kt(t, t′) la solución a la integral doble viene dada por
kt(t, t
′) =
σ
√
pi
2
e(−αnt−αmt
′)
[
h(αm, αn, t, t
′) + h(αn, αm, t′, t)
]
, (αn + αm) 6= 0 (6.18)
con
h(ζ, ρ, υ, ϕ) =
e(
ζσ
2
)
2
ζ + ρ
[
e(ζ+ρ)υH(ζ, υ, ϕ)−H(ζ, 0, ϕ)
]
.
6.3. Función de covarianza para la solución a la ecuación de calor
no homogénea bidimensional
Se asume que la excitación o variable latente Φ(x, y, t) sigue un proceso Gaussiano con media cero y función
de covarianza ku,u(x, y, t, x′, y′, t′). Esto es,
Φ(x, y, t) ∼ GP(0, ku,u(x, y, t, x′, y′, t′)),
donde ku,u(x, y, t, x′, y′, t′) se define como,
ku,u(x, y, t, x
′, y, t′) = cov
[
Φ(x, y, t),Φ(x′, y′, t′)
]
= (6.19)
E
[
Φ(x, y, t)Φ(x′, y′, t′)
]
= ku,u(x, x
′)ku,u(y, y′)ku,u(t, t′). (6.20)
Cada uno de los términos de la función de covarianza en la ecuación (6.19) sigue la forma de la expresión
(6.10). Debido a la linealidad de la ecuación de calor su solución U(x, y, t) sigue un proceso Gaussiano con
media cero y función de covarianza kf,f (x, y, t, x′, y′, t′), esto es
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U(x, y, t) ∼ GP(0, kf,f (x, y, t, x′, y′, t′)),
donde la función de covarianza kf,f (x, y, t, x′, y′, t′) se define como
kf,f (x, y, t, x
′, y′, t′) = cov
[
U(x, y, t), U(x′, y′, t′)
]
= E
[
U(x, y, t)U(x′, y′, t′)
]
. (6.21)
Reemplazando U(x, y, t) (ver ecuación (6.8)) en la última expresión, kf,f (x, y, t, x′, y′, t′) toma la siguiente
forma
∫ t
0
∫ t′
0
∫ l1
0
∫ l′
1
0
∫ l2
0
∫ l′
2
0
G(x, y, ρ, t− τ)G(x′, y′, ρ′, t′ − τ ′) E [Φ(ρ, τ)Φ(ρ, τ ′)] dρdρ′dτ ′dτ,
donde ρ = [ξ, η] y ρ′ = [ξ′, η′]. Siguiendo un procedimiento similar al caso unidimensional se puede
demostrar que la función de covarianza kf,f (x, y, t, x′, y′, t′) puede ser expresada como sigue:
kf (x, x
′; y, y′; t, t′) =
(
4
l1l2
)2∑
∀n
∑
∀m
∑
∀d
∑
∀i
Kt(t, t
′)Kx(x, x′)Ky(y, y′), (6.22)
donde
Kt(t, t
′) = S2kt(t, t′),
kt(t, t
′) =
t∫
0
t′∫
0
exp (−αnm(t− τ)) exp (−αdi(t− τ)) exp
[
−(τ − τ
′)2
σ2t
]
dτ ′ dτ. (6.23)
Con αnm = pi2a
(
n2
l2
1
+ m
2
l2
2
)
y αdi = pi2a
(
d2
l2
d
+ i
2
l2
2
)
. Kx(x, x
′) y Ky(y, y′) poseen la siguente
forma
Kl(l, l
′) = C(n,m)kl(l, l′), (6.24)
kl(l, l
′) = sin(αnl) sin(αml′),
C(n,m) =
l∫
0
l′∫
0
sin(wnξ) sin(wmξ
′) exp
[
−(ξ − ξ
′)2
σ2
]
dξ′ dξ, (6.25)
donde wr = npil con r = (n,m, d, i). σ
2 corresponde al hiper-parámetro asociado al kernel espacial
en (6.9). En lo que resta del documento a la ecuación (6.23) se le llamará KHEAT2.
La solución a (6.23) y (6.25) viene dado por las ecuaciones (A.7) y (6.18) respectivamente. Para mayor
detalle se sugiere ver el apéndice A.
6.4. Criterios de ubicación de sensores
A continuación se plantea el problema de optimización haciendo uso de los criterios de información mutua
y entropía condicional, los cuales permiten inferir las ubicaciones óptimas de medición. Posteriormente se
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simplifica el algoritmo de optimización haciendo uso de funciones submodulares con el propósito de realizar
optimización discreta en el espacio de solución.
6.4.1. Ubicación óptima de sensores a partir de los criterios de entropía
condicional e información mutua
Las funciones de entropía condicional e información mutua descritos en el capítulo 5 se suelen utilizar para
encontrar las ubicaciones óptimas de los equipos de medición. Intuitivamente, se desea ubicar sensores en
lugares más informativos con respecto a la totalidad del espacio de diseño. Un método tradicional consiste
en minimizar la función de entropía condicional dada por la ecuación (5.3) [4],
A∗ = argminH(YV\A|YA), (6.26)
donde A∗ son las ubicaciones óptimas encontradas al resolver el problema de optimización. Al problema
planteado en (6.26) lo llamaremos SFEO. En este caso, V hace referencia al espacio de diseño mientras
que A son las ubicaciones donde se poseen observaciones. Por lo tanto el término V\A se refiere a las
ubicaciones donde no se poseen observaciones. Si se asume que la función de probabilidad es un pro-
ceso Gaussiano, el método de entropía condicional selecciona los lugares donde existe mayor variabilidad
asociadas a la función de covarianza. El problema planteado en (6.26) puede ser formulado en función úni-
camente de las observaciones YA. Usando la identidad H(YV\A|YA) = H(YV)−H(YA) el problema
SFEO toma la siguiente forma
A∗ = argmaxH(YA). (6.27)
Nótese que el método de SFEO busca reubicar los instrumentos en los lugares donde se poseen observa-
ciones. Otro criterio de ubicación óptima de sensores utilizando procesos Gaussianos consiste en maximizar
la ecuación (5.4), formalmente se tiene,
A∗ = argmax(H(YV\A)−H(YV\A|YA)). (6.28)
Al maximizar la función de información mutua se encuentra un subconjunto de ubicaciones que reduce
significativamente la incertidumbre (error) de la predicción en el resto del espacio de diseño [4]. Al problema
planteado en (6.26) lo llamaremos SFMIO. Desafortunadamente el criterio de información mutua es difícil
de solucionar, tal como lo establece el siguiente teorema:
Teorema 1 : Dado un racional M y una matriz de covarianza kf,fV V sobre variables aleatorias Gaus-
sianas V = S ∪U (S es un conjunto de posibles posiciones donde se pueden ubicar los sensores y U es
otro conjunto de posiciones de interés) decidir si existe un subconjunto A ⊆ S de cardinalidad k tal que
MI(A) ≥ M es un problema NP-completo. Una demostración rigurosa a este problema puede ser encon-
trada en [4].
Básicamente lo que establece el teorema anterior, es que el problema SFMIO es extremadamente difícil
de solucionar. Como alternativa, en la literatura se encuentran aproximaciones al problema previamente
planteado, tal como se enseña en [4] donde los autores demuestran que si la discretización V de los lugares
de interés a través de un proceso Gaussiano es lo suficientemente fina es posible tener un nivel de acierto de
aproximadamente el 63%, es decir, se pasa de un problema continuo a un problema discreto en el espacio de
diseño. Para probar el resultado anterior se hace uso del concepto de funciones submodulares. Básicamente
la idea es demostrar que la función de información mutua cumple con la definición de submodularidad. Esto
es,
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MI(A′ ∪ y)−MI(A′) ≤MI(A ∪ y)−MI(A),
si y solo si A ⊆ A′ ⊆ V, donde y ∈ V\A′. Lo anterior sugiere que la función de información mutua
debe ser monótona creciente para ser submodular. Es posible probar que si el nivel de discretización es sig-
nificativamente mayor que 2k puntos, entonces la información mutua debe ser aproximadamente monótona
creciente. Por otro lado, es posible demostrar que la función de entropía condicional es submodular, infor-
tunadamente el análisis de monotonicidad aproximada no se extiende al caso de entropía condicional [4].
Resumiendo, los criterios antes mencionados permiten inferir las ubicaciones óptimas de medición, a partir,
de una función de covarianza, asociada a un proceso Gaussiano. La función de covarianza se deduce de
forma analítica haciendo uso de la teoría de los modelos de fuerza latente. En el siguiente capítulo se re-
alizarán diferentes experimentos con el propósito de evaluar la metodología descrita en el presente capítulo.
6.5. Base de datos
En esta sección se describe la base de datos utilizada en la presente investigación. En la primera parte se
enseña el método para construir la base de datos sintética. Luego se presenta la base de datos con datos
reales.
6.5.1. Base de datos sintéticos
La base de datos sintética es construida a partir, de un proceso Gaussiano con función media cero y fun-
ción de covarianza KHEAT1. Nótese que es posible construir una base de datos adicional para el caso
bidimensional aplicando LFM, simplemente considerando la función de covarianza dada por la ecuación
KHEAT2 en el proceso Gaussiano. La base de datos(para el caso unidimensional) esta conformada por 40
sensores y cada sensor posee 50 muestras, para el caso bidimensional se tiene 100 sensores y 10 muestras
por sensor, para la construcción de las bases de datos no se consideró ruido. Los valores de los parámetros
e hiper-parámetros de las funciones de covarianza se especifican en el siguiente capítulo.
6.5.2. Base de datos reales
La base datos utilizada corresponde a medidas de temperatura suministradas por una red de 54 sensores las
cuales fueron recolectadas en el laboratorio Intel Berkeley. Las mediciones consisten en datos de tempe-
ratura recolectadas cada 30 segundos durante 37 días (empezando el 28 de febrero del 2004) [28]. En la
figura 6.1 se enseña la distribución espacial de los sensores de temperatura, para efectos de los experimentos
se utilizaron las primeras 15 mediciones correspondientes al día 28 de febrero del 2004.
6.6. Procedimiento
En esta sección se describe el procedimiento a seguir, se enseñan los seudocódigos de los algoritmos, y cómo
se realiza la validación y la comparación de los métodos. Para describir el algoritmo de implementación es
necesario considerar lo siguiente. Considérese una barra de longitud l donde su diámetro es depreciable
con respecto a su longitud axial (hilo de cobre delgado). Supóngase que la barra es sometida a calor desde
una fuente externa. Se desea supervisar el fenómeno de conducción de calor a través de la barra poniendo
inicialmente sensores de temperatura en ciertas ubicaciones a lo largo de l. Hay varios interrogantes que
surgen en esta situación, dónde ubicar los sensores de temperatura? cuántos sensores se deben utilizar para
obtener una medida representativa? cuál es el valor de la temperatura en las posiciones donde no se tiene
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x
y
Fig. 6.1.: Distribución de sensores de temperatura en el laboratorio Intel Berkeley
medidores? algunos de estos interrogantes pueden ser solucionados con la metodología propuesta. En la
figura 6.2 se enseña una barra de longitud l donde los cuadros en rojo corresponden a las posiciones donde
se poseen observaciones, es decir, el espacio A. Por otro lado, los cuadros en negro corresponden a las
coordenadas en x donde no se tienen medidas, es decir las posiciones que corresponden al espacio Q | A.
Nótese que en este caso V corresponde al conjunto formado por la unión de los cuadros en negro y de los
cuadros en rojo.
l
x
Fig. 6.2.: Barra de longitud l con diámetro despreciable (vista lateral).
Una vez definido el espacio donde se tienen medidas y el espacio donde es posible ubicar los sensores,
el siguiente paso es evaluar la función de covarianza KHEAT1 en las ubicaciones V con el propósito de
construir la matriz Gram sobre el espacio donde es posible ubicar el medidor. Nótese que al evaluar la
función de covarianza sobre toda el área de diseño, el modelo tendrá mayor información sobre el fenómeno
que se desea estudiar debido a que la función de covarianza fue deducida a partir de un modelo mecánico.
Luego con la matriz Gram es posible construir las funciones submodulares de información mutua y entropía
para finalmente resolver los problemas SFMIO y SFEO. Estos problemas se resuelven haciendo uso del
toolbox Submodular Functions Optimization (SFO), el cual es una herramienta desarrollada para operar en
entorno Matlab [29]. Nótese que la metodología no necesita inicialmente tener observaciones para ubicar
los sensores, las observaciones se vuelven relevantes para sintonizar los parámetros del modelo y validar
la metodología. Para validar la metodología se hace uso de la ecuación (5.1). El propósito es determinar
cómo evoluciona el error efectivo entre la predicción del modelo y las observaciones en las ubicaciones de
test Ytest, a medida que se adicionan sensores. Acá las ubicaciones de test se refiere a cierta cantidad de
coordenadas donde se evalúa la metodología, en estas ubicaciones es necesario poseer observaciones con el
propósito de comparar con los resultados calculados a partir de (5.1). Hay que tener cuidado con no exceder
el número de sensores a ubicar debido a que la submodularidad de las funciones de información mutua y
entropía pueden desaparecer. Con respecto al error efectivo entre las observaciones y la predicción en las
ubicaciones de test se utiliza la definición de error cuadrático medio [20].
ERMS =
√
2EYtest
N
,
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con
EYtest =
1
2
N∑
w=1
(U(xw, tw)test − U(xw, tw)predicción)2,
donde N es el número de observaciones, U(x, y)test es la temperatura en las ubicaciones de test, similar-
mente U(x, y)predicción es la temperatura calculada a partir de la ecuación (5.1) en las coordenadas de
test. Lo anterior aplica para el caso unidimensional, el algoritmo para el caso bidimensional se describe a
continuación. Considere un espacio rectangular l1× l2. Supóngase ahora que el área rectangular es excitada
con una fuente de calor Φ(x, y, t). En este caso es de interés supervisar el fenómeno de conducción de calor
sobre toda el área rectangular. Nuevamente se plantean los mismos interrogantes abordados en el caso de la
barra de longitud l. Considérese entonces el área rectangular que se enseña a continuación (figura 6.3).
l1
l2
x
y
(xf,yf)
Fig. 6.3.: Área rectangular de diseño.
En este caso los cuadros en rojo y en negro conservan el mismo significado definido en el caso unidimen-
sional. Con el espacio de diseño definido V, resulta posible evaluar la función de covarianza KHEAT2.
Luego se hace uso del toolbox SFO para construir las funciones submodulares de información mutua y en-
tropía dado el espacio de diseño y la matriz Gram evaluada sobre V. Luego las ubicaciones óptimas A∗
(para el caso rectangular) se encuentran al resolver los problemas SFMIO Y SFEO. Después se prosigue a
calcular el error cuadrático medio entre las observaciones y la predicción en las ubicaciones de test. Nótese
que la implementación de la metodología es independiente de la naturaleza de la base de datos, es decir,
es indiferente si los datos son sintéticos o reales. La metodología puede ser implementada en función de
diferentes tipos de covarianza, con el propósito de comparar el rendimiento de la misma. Para este fin se
utilizó la función de determinación de relevancia automática (ARD), esta función se define así [30],
K(x, x′) = exp
(
−
∑
∀h
θh
[
xh − x′h
]2)
, (6.29)
donde θh son los parámetros de la función de covarianza (hiper-parámetros) que permiten la sensibilidad del
núcleo, con respecto a cada una de las variables explicativas para adaptarse de forma independiente [30].
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Finalmente para la implementación de la metodología es imprescindible determinar por algún método los
parámetros y los hiper-parámetros de las funciones de covarianza que mejor se acomoden a las observaciones
reales. A este procedimiento se le conoce en la literatura como estimación de parámetros. En el caso de la
función de covarianza KHEAT1 los parámetros a sintonizar son el coeficiente de difusión térmica (a) y la
sensibilidad (S). Por otro lado, los hiper-parámetros son el length-scale de la variable espacial σ2x y el length-
scale asociado a la variable temporal (σ2t ). Lo anterior aplica únicamente al caso unidimensional, para
el caso bidimensional sólo es necesario agregar un hiper-parámetro que corresponde al length-scale de la
variable espacial vertical σ2y . Para la estimación de los parámetros se aplicó la técnica de validación cruzada.
Básicamente la técnica consiste en modificar los valores de los parámetros y de los hiper-parámetros del
modelo en un determinado dominio con el propósito de maximizar la función de verosimilitud logarítmica,
la cual viene dada por la siguiente ecuación [19],
log p(YV|P ) = −1
2
YV
⊤kf,f (V,V)−1YV − 1
2
log |kf,f (V,V)| − N
2
log 2pi,
donde P son los parámetro de prueba y N el número de observaciones [19]. Este procedimiento puede
ser extendido a la función de covarianza dada por la ecuación (6.29). en este casos los hiper-parámetros a
sintonizar corresponden a θh. Para la construcción de la función de covarianza ARD se utilizó el toolbox
GPML [31], el cual es una herramienta computacional desarrollada en entorno Matlab que permite construir
procesos Gaussianos con diferentes funciones de covarianza. A continuación se enseña un seudocódigo de
la metodología descrita.
• Se define el espacio de diseño, es decir, el espacio donde es posible ubicar los instrumentos.
• Se define la base de datos a utilizar (real o sintética).
• Se extraen los datos de entrenamiento y los datos de test.
• Se sintonizan los parámetros e hiper-parámetros del modelos dadas las observaciones (si los datos son
reales).
• Se construye las matrices Gram (LFM, ARD) en las coordenadas que corresponden al espacio de
diseño en función de los parámetros sintonizados.
• Se define el número de sensores a ubicar.
• Se construye las funciones entropía e información mutua a partir de las matrices Gram
• Se solucionan los problemas de optimización SFMIO y SFEO para inferir las ubicaciones de los
instrumentos.
• Se extraen las observaciones en las ubicaciones encontradas por la metodología.
• Se calcula la predicción en las ubicaciones óptimas utilizando la ecuación (5.1) y la observaciones del
paso anterior.
• Finalmente se calcula el error cuadrático medio entre la predicción y los datos de test del paso 3.
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En este capítulo se presenta los resultados obtenidos al aplicar la metodología propuesta con base a la
ecuación de calor. En primer lugar se implementa la metodología en dos escenarios utilizando datos sintéti-
cos. El primer caso consiste en ubicar sensores de temperatura en una barra (de diámetro despreciable) de
longitud l. El segundo experimento consiste en ubicar sensores de temperatura en un espacio rectangular.
Finalmente se muestra una aplicación de la metodología haciendo uso de datos reales, todos los experimen-
tos de ubicación óptima de sensores son validados a partir de la función media predictiva en las coordenadas
de test. Todos los experimentos fueron elaborados en MATLAB.
7.1. Ubicación óptima de sensores de temperatura en una barra de
longitud l por medio de datos sintéticos
El presente experimento consiste en ubicar sensores de temperatura en un dominio unidimensional. La
prueba inicial consistió en generar datos sintéticos a partir, de la función de covarianza KHEAT1 con los
siguientes parámetros: a = 0.2 y S = 1, los hiper-parámetros fueron: σ2x = 5 y σ2t = 10. Posteriormente se
construyó el ambiente de prueba, el cual consistió de un conductor de diámetro despreciable con longitud
unitaria. El espacio de diseño V consiste en 40 posiciones distribuidas uniformemente a lo largo de la barra,
de las cuales se seleccionaron de forma aleatoria el 50% para construir la matriz de covarianza (LFM). Luego
se resuelve los problemas SFMIO y SFEO. Las posiciones restante se utilizaron para validar la metodología
una vez se ubican los sensores. Cabe aclarar que los datos sintéticos fueron creados, a partir, de la evaluación
de la función de covarianza KHEAT1 en todo el dominio de diseño. La figura 7.1 muestra la evolución del
error cuadrático medio (tanto para el caso de información mutua, como de entropía) a medida que se ubican
instrumentos.
La figura 7.1 indica que con tres instrumentos se tendría una red de sensores representativa y con una alta
calidad de detección. Por otro lado en la figura 7.2 se muestra la evolución de la función de utilidad de
información mutua (MI) a medida que se ubican los instrumentos. Nótese que el mayor incremento de la
función utilidad ocurre en las tres primeras ubicaciones, después tiende a estabilizarse. Resultados similares
se obtuvieron para el caso de entropía.
La ubicación de los sensores a lo largo de la barra se enseña en la figura 7.3 (puntos negros indican espacio
de diseño, indica cuadros azules indican información mutua y diamantes verdes indican entropía). Es im-
portante mencionar que la selección de la ubicación de los sensores, está ligada a la función de covarianza,
por lo tanto una modificación en los parámetros puede cambiar la ubicación.
24
7. Experimentos y Resultados
1 2 3 4 5 6 7 8 9 10
0
0.5
1
1.5
Número de sensores
R
M
S
Er
ro
r
Información Mutua
Entropía
Fig. 7.1.: Error cuadrático medio entre la predicción y las observaciones de test utilizando datos sintéticos
generados por el LFM.
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Fig. 7.2.: Evolución de la función de costo de información mutua a medida que se ubican instrumentos.
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Ubicación horizontal de la barra
Fig. 7.3.: Ubicación de sensores en una barra. Puntos en negro indican espacio de diseño, cuadros azules
indican información mutua y diamantes verdes indican Entropía.
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7.2. Ubicación óptima de sensores de temperatura en un área
rectangular por medio de datos sintéticos
A continuación se reproducen los experimentos anteriores para el caso bidimensional. El área de diseño
corresponde a un área rectangular con l1 = 1 y l2 = 0.6 unidades de longitud. Similarmente se hizo uso
de datos sintéticos creados a partir de la función de covarianza KHEAT2. Los parámetros con los que se
generaron los datos fueron los siguientes: a = 1 y S = 1, el valor de los hiper-parámetro fue σ2x = 1,
σ2y = 1 y σ2t = 0.4. El espacio de diseño fue dividido en 100 posiciones las cuales se seleccionaron de
forma aleatoria el 75% para construir la metodología, y el restante para validar. La siguiente figura 7.4
muestra la evolución del error cuadrático medio (tanto para el caso de información mutua, como entropía) a
medida que se ubican instrumentos.
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Fig. 7.4.: Error cuadrático medio entre la predicción y las observaciones de test utilizando datos sintéticos
generados por el LFM.
La figura 7.4 indica que el método de información mutua requiere menos instrumentos para representar
adecuadamente los datos. Sin embargo es importante mencionar lo siguiente. La metodología ubica sensores
de temperatura dados los parámetros y los hiper-parámetros del modelo pero no depende directamente de
las observaciones que se posean del fenómeno que se estudia, es decir, es independiente si los parámetros
se encuentran sintonizados, por otro lado, la predicción (ver ecuación (5.1)) depende directamente de los
parámetros como de las observaciones. En este sentido la predicción será imprecisa si los parámetros no se
acomodan a los datos. Independiente si los sensores este bien o mal ubicados. Por otro lado en la figura 7.5
se muestra la evolución del proble SFMIO a medida que se ubican los instrumentos. Nótese que el mayor
incremento de la función utilidad ocurre en las cinco primeras ubicaciones, después tiende a estabilizarse.
Resultados similares se obtuvieron para el caso de entropía.
La ubicación de los sensores a lo largo del área rectangular se enseña en la figura 7.6. Nótese que el método
de entropía tiende a ubicar los instrumentos sobre la frontera del área de diseño resultados similares son
reportados en [4].
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Fig. 7.5.: Evolución de la función de costo de información mutua a medida que se ubican instrumentos.
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Fig. 7.6.: Ubicación de sensores en un área rectangular. Puntos en negro indican espacio de diseño, cuadros
azules indican información mutua y diamantes verdes indican entropía.
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7.3. Ubicación óptima de sensores de temperatura en un espacio
rectangular utilizando mediciones reales
Para la realización de los experimentos se suprimieron los instrumentos 5, 11, 15, 17, 31 y 38 correspon-
dientes a los enseñados en la figura 6.1 debido a que las mediciones se encontraban incompletas. Para los
experimentos se utilizaron las mediciones del primer día. Antes de implementar la metodología es nece-
sario procesar los datos, debido a que las series de tiempo (evolución de la temperatura con el tiempo) no se
encuentran alineadas, es decir, que el número de mediciones tomadas por un sensor no necesariamente es
igual al número de mediciones tomadas por otro sensor. Lo anterior, es una situación normal de los sistemas
de instrumentación y medida. Las causas que originan este problema van desde errores técnicos (suministro
de energía, daño de algún componente, errores de comunicación etc) hasta problemas operativos (errores en
el almacenamiento de la información en la base de datos, colisiones en el protocolo de comunicación etc).
Para alinear las series de tiempo se hizo uso del toolbox Procrustes Dynamic Time Warping (PDTW), la
cual, es una herramienta desarrollada para Matlab y otras plataformas de programación (por ejemplo C++).
Este toolbox permite alinear series de tiempo garantizando las características y la dinámica de las señales
originales [32]. En la figura 7.7 se enseña la serie de tiempo alineada. Nótese que la serie de tiempo alineada
conserva las características de la serie de tiempo original como la dinámica, valores picos y la forma.
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Fig. 7.7.: Serie de tiempo alineada contra serie de tiempo original.
Las ubicaciones de test se seleccionan de forma aleatoria y se escoge un total de cinco sensores (cada uno
con 15 muestras) para validar la metodología. Luego se sintonizan los parámetros del modelo utilizando el
criterio de validación cruzada, el intervalo de búsqueda para el LFM fue el siguiente a = [−7, 4], S = [1, 3],
σ2x = [1, 30], σ
2
y = [1, 30] y σ2t = [−3, 5]. Con este intervalo de búsqueda se construye una grilla, posteri-
ormente se determina la combinación de parámetros que maximiza la función de verosimilitud logarítmica.
Un procedimiento similar se realizó para el ARD. La evolución del error cuadrático medio en la ubicaciones
de test para el caso de información mutua se enseña en la figura 7.8. Un gráfico similar para el caso de la
entropía se enseña en la figura 7.10. Los resultados evidencian la incapacidad de las funciones de covarianza
para describir adecuadamente las mediciones reales de temperatura en las ubicaciones de test. Lo anterior
se debe en gran medida al método que se utiliza para sintonizar los parámetros y los hiper-parámetros de las
funciones de covarianza. La función de covarianza KHEAT2 posee un problema adicional y es el número
de términos de las sumas. Los experimentos indican que la disminución del error cuadrático medio está
altamente ligado a este parámetro (ver figuras 7.11 y 7.9), el problema radica que entre más número de
términos en la sumas el costo computacional del algoritmo crece.
Finalmente las ubicaciones de los sensores a lo largo del área de diseño del laboratorio Intel Berkeley se
enseña en la figura 7.12 para el caso del método de entropía. Nótese que nuevamente los instrumentos son
ubicados en toda la frontera del área de diseño. Mientras que en la figura 7.13 se muestran las ubicaciones
para el caso del método de información mutua, el cual nuevamente distribuye los sensores a lo largo de todo
el espacio de diseño.
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Fig. 7.8.: Error cuadrático medio entre la predicción y las observaciones de test. Caso información mutua.
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Fig. 7.9.: Error cuadrático medio entre la predicción y las observaciones de test. Caso entropía.
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Fig. 7.10.: Error cuadrático medio entre la predicción y las observaciones de test en función del número de
términos de las sumas KHEAT2. Caso información mutua.
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Fig. 7.11.: Error cuadrático medio entre la predicción y las observaciones de test en función del número de
términos de las sumas KHEAT2. Caso entropía.
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Fig. 7.12.: Ubicación de sensores en un área rectangular. Puntos en negro indican espacio de diseño, cuadros
indican ARD y diamantes indican LFM. Caso entropía
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Fig. 7.13.: Ubicación de sensores en un área rectangular. Puntos en negro indican espacio de diseño, cuadros
indican ARD y diamantes indican LFM. Caso información mutua
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8. Discusión y Conclusiones
En este trabajo se ha presentado una metodología basada en modelos de fuerza latente para ubicar sensores
de temperatura en un espacio unidimensional y bidimensional. Se utilizó la ecuación de calor no homogénea
y procesos Gaussianos para modelar la temperatura, así como la fuente de excitación del sistema físico bajo
estudio. Luego se utiliza los criterios de información mutua y entropía para inferir las ubicaciones de
medición. Los resultados muestran que la metodología propuesta puede ubicar sensores de temperatura en
un espacio rectangular y unidimensional. Las contribuciones del proyecto son:
• Desarrollo de una función de covarianza para el caso unidimensional y bidimensional a partir de la
ecuación de calor.
• Construcción de una metodología híbrida para ubicar sensores de temperatura en un dominio unide-
mensional y bidimensional, la cual tiene en cuenta la variable del tiempo.
• El modelo propuesto considera un dominio finito de trabajo, con dos dimensiones espaciales.
Las ubicaciones seleccionadas utilizando el modelo propuesto muestran que para el caso de entropía, los
instrumentos son ubicados sobre la frontera de diseño. Mientras que para el caso del método de informa-
ción mutual los instrumentos son ubicados homogéneamente sobre el espacio de solución. Los resultados
sugieren que las funciones de covarianza propuestas pueden ser de utilidad tal como se enseña en las fig-
uras 7.1 y 7.4 donde a partir de datos sintéticos fue posible inferir las ubicaciones que minimizan el error
cuadrático medio en las ubicaciones de test. Sin embargo la metodología posee cuatro inconvenientes. En
primer lugar, al hacer uso de la función media predictiva (ecuación (5.1)) se tiene el problema de tener
que invertir una matriz cuya dimensión crece en función del número de sensores ubicados y el número de
muestras por sensor que se posea, por lo tanto, para bases de datos grandes la metodología podría tener
problemas de implementación. En segundo lugar, se tiene el problema del número de términos de las sumas
de las funciones de covarianza KHEAT1 y KHEAT2, el cual, como se muestra en las figuras 7.8 y 7.12,
influye en la disminución del error cuadrático medio. En tercer lugar, se tiene el problema de sintonizar los
parámetros e hiper-parámetros del modelo dadas mediciones reales. Por último la formulación analítica de
la función de covarianza se encuentra ligada al fenómeno que se desea estudiar, por lo tanto, para otro tipo
de aplicación es necesario formular un modelo diferente. Lo cual perjudica la generalidad de metodología.
Finalmente la metodología que se presenta en este proyecto podría ser aplicada en trabajos futuros. En
primer lugar, extender la metodología en otros dominios diferentes a la ubicación de medidores de tempe-
ratura, teniendo en cuenta propiedades de dominio heterogéneo y anisotrópico. Además, diferentes condi-
ciones de contorno y iniciales pueden ser analizados. Por otra parte es necesario introducir una función de
covarianza que considere la conducción térmica en materiales que presente pérdidas de calor. Reducción
del costo computacional es también un tema importante que debe ser abordado. Por último, un enfoque de
inferencia debe aplicarse para el cálculo de los parámetros e hiper-parámetros del modelo propuesto.
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En el presente apéndice se presenta la formulación matemática que permite obtener la función de covarianza
de la señal de salida. En el primer caso, se realiza la deducción para el caso unidimensional y finalmente se
realiza un procedimiento similar para el bidimensional. Primeramente se asume que la excitación Φ(x, t) es
un proceso Gaussiano con función media igual a cero y función de covarianza ku,u(x, x′, t, t′) igual a.
ku,u(x, x
′, t, t′) = cov[Φ(x, t),Φ(x′, t′)] = E[Φ(x, t)Φ(x′, t′)] = k(x, x′)k(t, t′) (A.1)
Dado que la ecuación de calor es lineal, entonces la solución U(x, t) es un proceso Gaussiano con función
de covarianza kf,f (x, x′, t, t′) dado por
kf,f (x, x
′, t, t′) = cov[U(x, t), U(x′, t′)] = E[U(x, t)U(x′, t′)]
Reemplazando U(x, t) haciendo uso de (6.4) en la última expresión, kf,f (x, x′, t, t′) puede ser expresada
como
E

 t∫
0
l∫
0
SΦ(ξ, τ)G(x, ξ, t− τ)dξ dτ ×
t′∫
0
l∫
0
S′Φ(ξ′, τ ′)G(x′, ξ′, t′ − τ ′)dξ′ dτ ′


En este caso solo existe incertidumbre sobre la función de variable latente Φ, entonces
t∫
0
t′∫
0
l∫
0
l′∫
0
SS′G(x, ξ, t− τ)G(x′, ξ′, t′ − τ ′)× E[Φ(ξ, τ)Φ(ξ′, τ ′)]dξ′ dξ dτ ′ dτ
Haciendo uso de (A.1) para el valor esperado en la última expresión se obtiene
t∫
0
t′∫
0
l∫
0
l′∫
0
SS′G(x, ξ, t− τ)G(x′, ξ′, t′ − τ ′)× k(ξ, ξ′)k(τ, τ ′)dξ′dξ dτ ′dτ.
Utilizando la expresión (6.3) para G(x, ξ, t − τ), y la exponencial cuadrada para la función de covarianza
de la variable latente Φ(x, t), se obtiene
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t∫
0
t′∫
0
l∫
0
l′∫
0
4S
l
∑
∀n
sin(wnx) sin(wnξ) exp (−αn(t− τ)) sin(αnξ)4S
′
l
× · · ·
∑
∀m
sin(wmx
′) sin(wm′ξ′) exp (−αm(t− τ)) exp
[
−(ξ − ξ
′)2
σ2x
]
exp
[
−(τ − τ
′)2
σ2t
]
dξ′dξ dτ ′dτ.
La expresión anterior puede ser separada en dos conjuntos diferente de integrales dobles
(
4
l
)2∑
∀n
∑
∀m
SS′ sin(wnx) sin(wmx′) × · · ·


t∫
0
t′∫
0
exp (−αn(t− τ)) exp (−αm(t− τ)) exp
[
−(τ − τ
′)2
σ2t
]
dτ ′ dτ

× · · ·

l∫
0
l′∫
0
sin(wnξ) sin(wmξ
′) exp
[
−(ξ − ξ
′)2
σ2x
]
dξ′ dξ

 .
Operando, la función de covarianza de la salida U(x, t) es
kf,f (x, x, t, t
′) =
(
4
l
)2∑
∀n
∑
∀m
SS′kx(x, x′)kt(t, t′)Cx, (A.2)
donde
kx(x, x
′) = sin(wnx) sin(wmx′),
kt(t, t
′) =
t∫
0
t′∫
0
exp (−αn(t− τ)) exp (−αm(t− τ)) exp
[
−(τ − τ
′)2
σ2t
]
dτ ′ dτ,
Cx =
l∫
0
l′∫
0
sin(wnξ) sin(wmξ
′) exp
[
−(ξ − ξ
′)2
σ2x
]
dξ′ dξ.
Por lo tanto, (A.2) puede ser expresada como
kf,f (x, x
′, t, t′) =
(
4
l
)2∑
∀n
∑
∀m
Kt(t, t
′)Kx(x, x′) (A.3)
donde
Kt(t, t
′) = SS′kt(t, t′),
Kx(x, x
′) = Cxkx(x, x′),
El término kt(t, t′) puede ser expresado como sigue
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kt(t, t
′) =
∫ t
0
eαnτ
∫ t′
0
eαmτ
′
e
− (τ−τ
′)2
σ2 dτ ′dτ. (A.4)
Se define la solución de kt(t, t′) como sigue
H(a, b, u, v) =
∫ v
0
ebz
∫ u
0
eaz
′
e
− (z−z
′)2
σ2 dz′dz. (A.5)
La solución a esta integral doble cuando (a+ b) 6= 0 es [27]:
H(a, b, u, v) =
σ
√
pi
2
[h(a, b, v, u) + h(b, a, u, v)] , (a+ b) 6= 0 (A.6)
donde a = αm y b = αn y h(a, b, v, u)
h(a, b, v, u) =
e(
aσ
2
)
2
a+ b
[
e(a+b)vH(a, v, u)−H(a, 0, u)
]
,
y
H(a, v, u) = erf
(
u− v
σ
− σa
2
)
+ erf
( v
σ
+
σa
2
)
,
con erf(δ) = 2√
pi
∫ δ
0 e
−ρ2dρ. Nótese que en este caso no es de interés calcular la solución a (A.5) cuando
αn + αm = 0 ya que para todo n y m el término αn + αm siempre es 6= 0. Para el término Cx se hace uso
de la identidad de Euler sin(x) = ejx−e−jx2j .
Cx =
l∫
0
l′∫
0
sin(wnξ) sin(wmξ
′) exp
[
−(ξ − ξ
′)2
σ2x
]
dτ ′ dτ
=
l∫
0
l′∫
0
[
ejwnξ − e−jwnξ
2j
] [
ejwmξ
′ − e−jwmξ′
2j
]
exp
[
−(ξ − ξ
′)2
σ2x
]
dξ′ dξ
=− 1
4
l∫
0
l′∫
0
[
ejwnξ − e−jwnξ
] [
ejwmξ
′ − e−jwmξ′
]
exp
[
−(ξ − ξ
′)2
σ2x
]
dξ′ dξ
=− 1
4
l∫
0
l′∫
0
[
ej(wnξ+wmξ
′) − ej(wnξ−wmξ′) − · · ·
e−j(wnξ−wmξ
′) + e−j(wnξ+wmξ
′)
]
exp
[
−(ξ − ξ
′)2
σ2x
]
dξ′ dξ,
Operando se obtiene las siguientes cuatro integrales dobles
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Cx = −1
4



 l∫
0
e−jγnξ
l′∫
0
e−jγmξ
′
exp
[
−(ξ − ξ
′)2
σ2x
]
dξ′ dξ

− · · ·

 l∫
0
ejγnξ
l′∫
0
e−jγmξ
′
exp
[
−(ξ − ξ
′)2
σ2x
]
dξ′ dξ

− · · ·

 l∫
0
e−jγnξ
l′∫
0
ejγmξ
′
exp
[
−(ξ − ξ
′)2
σ2x
]
dξ′ dξ

+ · · ·

 l∫
0
e−jγnξ
l′∫
0
e−jγmξ
′
exp
[
−(ξ − ξ
′)2
σ2x
]
dξ′ dξ



 ,
donde γn = jwn y γm = jwm. Las integrales anteriores sigue la forma de la ecuación (A.6). Esto es
H(a, b, u, v) =
∫ v
0
ebz
∫ u
0
eaz
′
e
− (z−z
′)2
σ2 dz′dz.
Aplicando (A.6) se obtiene
Cx =
(
−1
4
)[
H(γm, γn, l, l
′)−H(−γm, γn, l′, l)−H(γm,−γn, l, l′) +H(−γm,−γn, l′, l)
]
=
(
1
4
)
{[H(−γm, γn, l, l) +H(γm,−γn, l, l)]− [H(γm, γn, l, l) +H(−γm,−γn, l, l)]}
=
(
σx
√
pi
8
)


h(−γmγn, l, l)︸ ︷︷ ︸
1
+h(γn,−γm, l, l)︸ ︷︷ ︸
2
+h(γm,−γn, l, l)︸ ︷︷ ︸
3
+h(−γn, γm, l, l)︸ ︷︷ ︸
4


La expresión anterior solo es valida cuando ±γn ± γm 6= 0 , la solución al conjunto anterior de integrales
puede simplificarse aún más, se puede demostrar que Cx [27] viene dada por la siguiente expresión cuando
n 6= m,
Cx =


(
σxl√
pi(m2 − n2)
){
ne(
γmσx
2
)
2
I [H(γm, l)]− me(
γnσx
2
)
2
I [H(γn, l)]
}
si n y m son pares o impares
0 En otro caso
(A.7)
Si n = m, se debe aplicar la siguiente expresión
Cx =
σx
√
pi l
2
e(
γnσx
2
)
2
{
R [H(γn, l)]− I [H(γn, l)]
[
σ2xnpi
2l2
+
1
npi
]}
+
σ2x
2
[
e
−( l
σx
)2 cos(npi)− 1
]
,
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donde H(−ζ, 0, ϕ) = H(ζ, υ). De esta forma se completa la construcción de la función de covarianza aso-
ciada a la solución U(x, t). A continuación se muestra un procedimiento similar para caso el bidimensional.
En este caso la covarianza asociada a la excitación Φ(x, y, t) viene dada por
ku,u(x, x
′, y, y′, t, t′) = E[Φ(x, y, t)Φ(x′, y, t′)] = k(x, x′)k(y, y′)k(t, t′) (A.8)
Para el caso de la función de covarianza de la solución U(x, y, t) nuevamente se hace uso de la linealidad
de la ecuación de calor. Esto es
kf,f (x, x
′, y, y′, t, t′) = cov[U(x, y, t), U(x′, y′, t′)] = E[U(x, y, t)U(x′, y′, t′)],
Haciendo uso de la ecuación (6.8), kf,f (x, x′, y, y′, t, t′) puede ser expresada así
E

 t∫
0
l1∫
0
l2∫
0
SΦ(ξ, η, τ)G(x, y, ξ, η, t− τ)dξ dη dτ × · · ·
t′∫
0
l′
1∫
0
l′
2∫
0
S′Φ(ξ′, η′, τ ′)G(x′, y′, ξ′, η′, t′ − τ ′)dξ′ dη′ dτ ′

 , (A.9)
El valor esperado opera sobre la función latente, por lo tanto se obtiene lo siguiente
t∫
0
t′∫
0
l1∫
0
l′
1∫
0
l2∫
0
l′
2∫
0
SS′G(x, y, ξ, η, t− τ)G(x′, y′, ξ′, η′, t′ − τ ′)× · · ·
E[Φ(ξ, η, τ)Φ(ξ′, η′, τ ′)]dξ′ dξ dη′ dη dτ ′ dτ,
Haciendo uso de la independencia de Φ(x, y, t) ((A.8)) la expresión anterior puede expresarse así
t∫
0
t′∫
0
l1∫
0
l′
1∫
0
l2∫
0
l′
2∫
0
SS′G(x, y, ξ, η, t− τ)G(x′, y′, ξ′, η′, t′ − τ ′)× · · ·
k(ξ, ξ′)k(η, η′)k(τ, τ ′)dξ′dξ dη′dη dτ ′dτ. (A.10)
Utilizando la ecuación (6.7) para G(x, y, ξ, η, t− τ) y la definición para k(., .) (ver capítulo 6 ) la expresión
anterior toma la siguiente forma
t∫
0
t′∫
0
l1∫
0
l′
1∫
0
l2∫
0
l′
2∫
0
4S
l1l2
∑
∀n
∑
∀m
sin(wnx) sin(wnξ) sin(wmy) sin(wmη) exp (−αnm(t− τ))× · · ·
4S′
l1l2
∑
∀d
∑
∀i
sin(wdx
′) sin(wdξ′) sin(wiy′) sin(wiη′) exp
(−αdi(t′ − τ ′))× · · ·
exp
[
−(ξ − ξ
′)2
σ2x
]
exp
[
−(η − η
′)2
σ2y
]
exp
[
−(τ − τ
′)2
σ2t
]
· · ·
dξ′dξ dη′dη dτ ′dτ.
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Separando las integrales anteriores en grupos de integrales dobles se obtiene
(
4
l1l2
)2∑
∀n
∑
∀m
∑
∀d
∑
∀i
SS′ sin(wnx) sin(wmy) sin(wdx′) sin(wiy′)


t∫
0
t′∫
0
exp (−αnm(t− τ)) exp
(−αdi(t′ − τ ′)) exp [−(τ − τ ′)2
σ2t
]
dτ ′ dτ

× · · ·

l1∫
0
l′
1∫
0
sin(wnξ) sin(wdξ
′) exp
[
−(ξ − ξ
′)2
σ2x
]
dξ′ dξ

× · · ·

l2∫
0
l′
2∫
0
sin(wmη) sin(wiη
′) exp
[
−(η − η
′)2
σ2y
]
dη′ dη

 .
Se concluye que la covarianza de la función de la solución U(x, y, t) es
kf,f (x, y, x
′, y′, t, t′) =
(
4
l1l2
)2∑
∀n
∑
∀m
∑
∀d
∑
∀i
SS′kx(x, x′)ky(y, y′)kt(t, t′)CxCy, (A.11)
donde
kx(x, x
′) = sin(wnx) sin(wdx′),
ky(y, y
′) = sin(wmy) sin(wiy′),
kt(t, t
′) =
t∫
0
t′∫
0
exp (−αnm(t− τ)) exp
(−αdi(t′ − τ ′)) exp [−(τ − τ ′)2
σ2t
]
dτ ′ dτ,
Cx =
l1∫
0
l′
1∫
0
sin(wnξ) sin(wdξ
′) exp
[
−(ξ − ξ
′)2
σ2x
]
dξ′ dξ,
Cy =
l2∫
0
l′
2∫
0
sin(wmη) sin(w
′
dη
′) exp
[
−(η − η
′)2
σ2y
]
dη′ dη,
Llevando la expresión (A.11) a una notación similar al caso unidimensional obtenemos
kf,f (x, x
′, y, y′, t, t′) =
(
4
l1l2
)2∑
∀n
∑
∀m
∑
∀d
∑
∀i
Kt(t, t
′)Kx(x, x′)Ky(y, y′), (A.12)
donde
Kt(t, t
′) = SS′kt(t, t′),
Kx(x, x
′) = Cxkx(x, x′),
Ky(y, y
′) = Cyky(y, y′).
Nótese que la solución de cada uno de los términos de la ecuación (A.12) viene dado por las ecuaciones
(A.6), (A.7). De esta forma se poseen las expresiones de la función de covarianza asociada a la solución
(U(x, t) y U(x, y, t)) tanto para el caso unidimensional y bidimensional.
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B. Validación de la función de covarianza de la
salida
Los experimentos de validación consisten en comprobar la veracidad de los resultados analíticos propuestos
en este documento. Para tal fin se calculan dos soluciones. La primera consiste en implementar la Matriz
Gram (asociadas a las ecuaciones (6.12) y (6.22)) de forma numérica. Este resultado se compara con la
Matriz Gram calculada utilizando la solución que se enseña en las ecuaciones (A.7) y (6.18). La prueba fue
realizada en entorno Matlab y los resultados tanto para caso unidimensional como bidimensional se enseñan
en las siguientes tablas.
Tabla B.1.: Error caso unidimensional: solución analítica vs solución numérica kf,f
Número de Posiciones de prueba Error %
6 3.8036×10−7
12 1.167×10−6
36 9.153×10−6
60 2.570×10−5
Tabla B.2.: Error caso bidimensional: solución analítica vs solución numérica kf,f
Número de Posiciones de prueba Error
8 6.782×10−73
32 7.734×10−9
72 8.794×10−8
98 1.935×10−7
Nótese que en este caso el número de término de las ecuaciones (6.12), (6.22) es común tanto para la
solución numérica como para la solución analítica. Claramente la solución analítica converge a la solución
numérica. Lo anterior permite comprobar los resultados analíticos elaborados para el cálculo de la función
de covarianza de la solución a la ecuación de calor, tanto para el caso unidimensional como bidimensional.
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