Linking continuum-scale state of wetting to pore-scale contact angles in
  porous media by Sun, Chenhao et al.
Linking continuum-scale state of wetting to pore-scale contact angles in porous media
Chenhao Sun,1 James E. McClure,2 Peyman Mostaghimi,1 Anna L.
Herring,3 Mehdi Shabaninejad,3 Steffen Berg,4, 5, 6 and Ryan T. Armstrong1, ∗
1School of Minerals & Energy Resources Engineering,
University of New South Wales, Kensington, NSW 2052, Australia
2Advanced Research Computing, Virginia Polytechnic Institute & State University, Blacksburg, Virginia 24061, USA
3Department of Applied Mathematics, Australian National University, Canberra, ACT 2600, Australia
4Rock & Fluid Physics, Shell Global Solutions International B.V., Grasweg 31, 1031 HW Amsterdam, The Netherlands
5Department of Earth Science & Engineering, Imperial College London, London SW7 2AZ, UK
6Department of Chemical Engineering, Imperial College London, London SW7 2AZ, UK
Wetting phenomena play a key role in flows through porous media. Relative permeability and capillary
pressure-saturation functions show a high sensitivity to wettability, which has different definitions at the
continuum- and pore-scale. At the continuum-scale, the state of wetting is defined as Amott-Harvey or USBM
(United States Bureau of Mines) indices by capillary pressure drainage and imbibition cycles. At the pore-scale,
the concept of contact angle is used, which until recently was not experimentally possible to determine within
an opaque porous medium. Recent progress on measurements of pore-scale contact angles by X-ray computed
micro-tomography has therefore attracted significant attention in various research communities. In this work,
the Gauss-Bonnet theorem is applied to provide a direct link between capillary pressure saturation (Pc(Sw)) data
and measured distributions of pore-scale contact angles. We propose that the wetting state of a porous medium
can be described in terms of geometrical arguments that constrain the morphological state of immiscible fluids.
The constraint describes the range of possible contact angles and interfacial curvatures that can exist for a given
system. We present measurements in a tested sandstone for which the USBM index, Pc(Sw), and pore-scale
contact angles are measured. Additional studies are also performed using two-phase Lattice Boltzmann simu-
lations to test a wider range of wetting conditions. We show that mean pore-scale contact angle measurements
can be predicted from petrophysical data within a few differences. This provides a general framework on how
continuum-scale data can be used to describe the geometrical state of fluids within porous media.
Keywords: Wettability; Porous media; Contact angle; Multiphase flow; Gauss-Bonnet theorem; Interfacial curvature; Geo-
metric state of fluids
1. INTRODUCTION
In a multiphase system, wettability refers to the relative
preference between two fluids to coat solid materials as a
consequence of associated interfacial energies [1, 2]. This
physical consequence is important for numerous engineered
systems and technological applications, such as microflu-
idics, hydrologic systems, hydrocarbon recovery, aquifer stor-
age, printing and self-cleaning technologies [3–8]. In porous
media, it influences the physical processes of multiphase
flow, which involves relative permeability, capillary pres-
sure, capillary-end effect and counter-current imbibition [9–
12]. While various laboratory methods can be employed to
define wettability, there lacks a fundamental framework to
incorporate it into continuum-scale models. Over the past
few decades, phenomenological metrics, such as the Amott-
Harvey or USBM (United States Bureau of Mines) indices
are applied to define the wetting state of porous media [9, 12].
More recent imaging advances have allowed for direct pore-
scale contact angle measurements to represent in situ wetting
condition of the system [13–16]. These measurements bring
about an exciting new tool to study wetting behavior in porous
media. However, the tested systems provide a broad distribu-
tion of contact angles, which raises various fundamental ques-
tions regarding the physical reasons and uniqueness of these
measurements.
Two commonly used wettability characterization methods
should be considered to discern what are missing from our
current understandings: (1) a macroscopic perspective based
on the internal energy of the porous medium and (2) a mi-
croscopic perspective linking surface energies and contact an-
gle. These methods provide similar qualitative information
while in practice they are fundamentally different by measur-
ing wettability at different length scales. The industry practice
to quantify the wettability of a porous material is performed
by measuring its capillary pressure versus saturation (Pc(Sw))
relationship [17]. From this measurement, a wettability index
can be defined, such as the Amott-Harvey or USBM indices
[12, 18]. For instance, the USBM index is defined as the ratio
of the areas under the Pc(Sw) curve between: (1) the satura-
tion range that provides only positive capillary pressures and
(2) the saturation range that provides only negative capillary
pressures. Assuming that saturation change is an isothermal,
reversible process with minimal dissipative processes, the area
under the Pc(Sw) curve for a given range of saturation can then
be related to the work associated with that change [5, 12].
Therefore, the USBM index provides a ratio between the pos-
itive and negative work required for a porous medium to be-
come saturated with a given fluid. This measurement provides
a single bulk appraisal of average behaviour, which can be
considered as a continuum-scale metric for wettability. How-
ever, there is no transparent mechanism to link such measures
with fundamental wetting phenomena that can be observed at
smaller scales.
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2Pore-scale measurements provide the contact angle formed
between the fluids and solid defined by Young’s equation [19],
σas = σbs+σab cos(θ), (1)
where θ is the angle formed along the contact line in the or-
thogonal plane when the tangential forces caused by the in-
terfacial (σab, σas) and surface tensions (σbs) are in balance at
equilibrium. This measurement is not necessarily practical for
the continuum-scale quantification of wettability. The mea-
surement of θ in porous media requires experiments at in situ
conditions and X-ray micro-computed tomography (micro-
CT) technique followed by a sequence of image processing
steps that introduce user-biases and have their own inherent
difficulties with precision and accuracy. The measurement
that depends on image resolution is taken only along the three-
phase contact regions along the solid surface. The variations
of surface roughness and chemical heterogeneity on the solid
surface that lead to a wide variation of interfacial energies are
not necessarily quantified adequately. In addition, the location
of the contact line and observed θ are dependent on the system
parameters. A high versus low capillary number experiment
would push the contact line into different regions of the pore
space. Drainage versus imbibition experiments would pro-
duce various distributions of advancing and receding contact
angles [20]. Contact angle hysteresis, interface pinning, and
the time allotted for the system to reach equilibrium prior to
imaging would also influence the observed pore-scale contact
angles [20–24].
To date, there exists no fundamental well-defined link be-
tween the two aforementioned measurements. In this work,
we aim to provide a transparent link between pore-scale con-
tact angle measurements and continuum-scale wettability in-
dices. This is accomplished by considering the geometric state
of fluid clusters in a porous medium, which is described by the
relationship of local interfacial curvatures to global topology,
as stated in the acclaimed Gauss-Bonnet theorem. It allows us
to describe all possible geometrical arrangements of an fluid
cluster in a porous medium with an assigned probability. The
states and assigned probabilities are then related to the dis-
tribution of contact angle measurements commonly reported
for multiphase systems in porous media. The underlying as-
sumption is that capillary pressure, Pc, is a consequence of the
surface roughness, chemical heterogeneity and pore sizes and
that Pc(Sw) data provides an adequate description of all pos-
sible capillary pressures. This assumption will be tested for
rough sandstone domains with various distributions of surface
energies.
2. THEORETICAL DEVELOPMENT
The Gauss-Bonnet theorem can be applied to relate the total
Gaussian curvature of a fluid cluster (C) to its global topology
[25],
FIG. 1. (a) A three-dimensional (3D) schematic of a sessile droplet
deposited on solid surface immersed within an immiscible fluid. The
contact line, ∂M, separates the boundary surface of the cluster into
two interfaces, Mab and Mas respectively. (b) A two-dimensional
(2D) segmented image that shows a cluster in real porous medium
where the surface is deformed by grains.
2piχ(C) =
∫
M
κTdM+
∫
∂M
κgdC, (2)
where dM is an area element along the cluster surface. κT =
1/(r1r2) is the Gaussian curvature along the surface, r1 and r2
are two principal radii of curvature at any given location on the
surface. dC is a line element along the boundary formed by
the cluster and solid and κg is the geodesic curvature along the
contact line ∂M. The simplest way to understand this equation
is to study a sessile drop as displayed in Fig. 1(a).
We can use piece-wise integration to study the sessile drop.
The surface manifold of the cluster M can be partitioned into
fluid/fluid interface Mab, fluid/solid interface Mas and a con-
tact line ∂M. Average Gaussian curvature of each interface
are κab and κas, respectively. The geodesic curvature along
∂M is defined from two reference plans, i.e. the fluid/fluid
interface (κgab ) and fluid/solid interface (κgas ). The latter is
the contact angle that is measured during a sessile drop ex-
periment. The former is the angle over which the contact line
deviates from being straight. This is commonly used to deter-
3mine line tension, which is often disregarded in porous media
with micro-meter sized pores. This geodesic curvature term
corresponds to a total angle of change that is based on the to-
tal Gaussian curvature of the cluster as a consequence of its
topology. From the aforementioned definitions, we arrive at
the following formula for a 3D cluster,
4piχ(C) =
∫
Mab
κTdS+
∫
Mas
κTdS+
∫
∂M
(κgab +κgas)dC.
(3)
The total Gaussian curvatures κT of the two surface com-
ponents appearing in Eq. (3) can be represented as the corre-
sponding average curvature and surface area,
∫
Mab
κTdS= κabAab, (4)∫
Mas
κTdS= κasAas. (5)
By substituting above equations into Eq. (3), we obtain,
4piχ(C) = κabAab+κasAas+(κgab +κgas)L. (6)
where L is the length of contact line. The geodesic curvature
term,
∫
∂M(κgab + κgas)dC, can be represented by the deficit
curvature, i.e. the summation of the geodesic curvature, and
the length of contact line. Noting that the Euler characteristic
for a single cluster is one, we therefore arrive at the following
formula,
κgab +κgas =
4pi−κabAab−κasAas
L
, (7)
which explains the average curvature along the contact line
for any geometrical arrangement of a fluid cluster where its
topology is χ = 1. This geometrical statement is true under
any homeomorphic deformation. Examples of homeomorphic
fluid droplets are provided in Fig. 1. By inspection, it is evi-
dent that the cluster in Figs. 1(a) and 1(b) both have the same
Euler characteristic (topology). The implication, as stated in
Eq. (2), is that both fluid clusters must have the same total
Gaussian curvature. Geometrically, the local curvature is not
the same for these objects. Considering a cluster in 2D space,
the total Gaussian curvature in Fig. 1(a) is distributed over the
fluid/fluid interface and three-phase contact points. As a con-
sequence, the total Gaussian curvature in the fluid/fluid inter-
face is 2pi(1− x) where x is the fraction of the cluster surface
area that is hypothetically extended into the solid substrate.
The remaining curvature is in the contact points represented
by the contact angle, θ , since the fluid/solid interface is flat
with zero curvature. For the cluster in real porous media as
shown in Fig. 1(b), the multi-colored curves represent the
cluster surface boundaries. The total Gaussian curvature in
these interface can be determined by integrating over the sur-
faces. The remaining curvature would then be distributed over
the contact points marked by red stars.
3. MATERIALS AND METHODS
3.1. Experimental Set-up and Image Processing
We performed a capillary pressure versus saturation exper-
iment for Bentheimer sandstone. The sample was initially
fully saturated with brine (1.0 M of KI to degassed DI wa-
ter). Thereafter, brine was withdrawn from the sample at 18
µL/hr through a syringe pump as air entered the core from the
top. A semi-permeable hydrophilic membrane was placed at
the bottom edge of the core to avoid air breakthrough from the
core, which allowed for high air saturation to be achieved. The
pump was sequentially stopped after a period of pumping and
allowed 5 min to equilibrate prior to measuring the pressure
difference between the air and brine. Once irreducible brine
saturation was reached, the process was reversed by injecting
the brine phase. At irreducible gas saturation, the sample was
imaged by using a bench-top helical micro-CT scanner at the
Australian National University to visualize the 3D quasi-static
spatial arrangement of the immiscible fluids. The core sample
was imaged at 65 amp and 100 MeV, and the scan took 1 hr
and 21 min for a quasi-static 3D image at 4.95 µm resolution.
Image processing was then performed to obtain segmented
3D images of fluid clusters. Three-phase image segmenta-
tion was accomplished by performing two-phase segmenta-
tion (air and combined brine/solid phases) using an active
contours segmentation routine [26], followed by registration
and image arithmetic with the ’dry’ scan of the sample (which
contains only solid and air phases). Post-segmentation pro-
cesses that including noise removal was achieved by remov-
ing speckles of air-identified voxels which were smaller than
1.4× 10-5 mm3, equivalent to a spherical pore radius of 15
µm. This allowed us to observe the spatial fluid configura-
tions and measure the geometrical properties of each cluster
in our tested porous medium at a resolution of 4.95 µm.
3.2. Model and Simulation Set-up
To test a range of wetting conditions, we use the multi-
mineral model presented in [27]. It was generated from micro-
CT imaging of a North Shore sandstone that was quantified
in terms of its mineralogical content. The data set was seg-
mented with each solid voxel labelled as as either quartz, clay
or other. Further, we use the two-phase flow Lattice Boltz-
mann method (LBM) to simulate drainage and imbibition pro-
cesses [28]. Details of the LBM method tested and applied in
various porous media are presented elsewhere [28–32]. Two
wetting states of the model are tested, one with an overall wet-
tability of 0.1 (neutral-wet) and the other with an overall wet-
tability of 0.7 (strongly water-wet). The overall wettability,
W , is defined as the summation of the cosine of the contact
angles assigned to the mineral surfaces,
W =∑ σai−σbiσab φi (8)
4where σ is interfacial tension with subscripts for each fluid or
mineral pair (i) and φi is the solid fraction.
For W = 0.7, we generated a homogeneous wetting sys-
tem where wettability is constant for all mineral phases. For
W = 0.1, we generated a heterogeneous wetting system based
on the mineral type, but with water-wet conditions applied in
the corners. This case is designed to mimic a common as-
sumed condition for digital rock simulations and/or resorted
state cores that have been aged in crude oil at connate water
saturation [11, 12].
All simulations were initiated from a morphological-based
(maximum inscribed spheres) drainage state with Sw = 0.2.
Water flooding was simulated until the production curves
starts to level off. Once the curves level off at 1M time steps,
a second set of simulations for secondary drainage were con-
ducted starting from the end-point of the water flood. These
simulations provided the hysteretic drainage and imbibition
curves required to calculate the USBM index [12]. Further-
more, phase distributions were used to measure contact angles
and interfacial curvatures. For direct contact angle measure-
ments, we applied the method as explained by [15]. For cur-
vature measurements, we used the approach as explained by
[33].
4. RESULTS AND DISCUSSIONS
Based on our proposed theory, Eq. (7) can be constructed
for a system of fluid clusters. As defined in Eq. (7), κgas +κgab
is the total deficit curvature for a cluster that must exist along
the contact line. By considering surface and interfacial ener-
gies, it can be shown that κgas +κgab ≈ θaverage when κgas >>
κgab , where θaverage is the average contact angle measured for
the cluster along the contact line. Combining these statements
and Eq. (7), we arrive at a formulation for a single cluster,
θaverage =
4pi−κabAab−κasAas
L
. (9)
To demonstrate and validate the proposed formulation, we
verify the result by comparing contact angle measurements
on segmented micro-CT images using Eq. (9) with contact
angle measurements using a direct measurement method, as
reported in [15]. The results as shown in Fig. 2 demonstrate
that the difference is within a small quantile difference of only
2-3% for the measured mean contact angle. The largest quan-
tile difference is around 6% for smaller contact angles.
4.1. Experimental Data Analysis
A commonly measured relationship for porous media is the
cluster size distribution [34]. The distribution is known to fol-
low a power law relationship [35]. In Fig. 3(a), we provide
the size distribution of fluid clusters measured for the sand-
stone sample. The distribution follows a typical distribution
FIG. 2. A comparison between θaverage and direct pore-scale contact
angle measurements. The mean values are within 2-3% difference of
each other.
FIG. 3. (a) Cluster size distribution for sandstone experimental data.
(b) Plot of fluid/fluid interfacial area Aab versus cluster size for the
segmented image. (c) Plot of surface area between cluster and solid
Aas versus cluster size for the segmented image. (d) Plot of contact
line length L versus cluster size for the segmented image.
expected for systems that are near criticality. For fluid clus-
ters near a percolation threshold, it is shown in Appendix A,
a significant fraction of these clusters exist as χ(C) = 1. We
also demonstrate, in Appendix B, that the average Gaussian
curvature of the pore space (κs) can be used to represent κas.
To obtain κs, we perform a representative elementary volume
(REV) analysis using the segmented image. A representative
value of 0.017µm−2 was observed for the system. In addition,
Figs. 3(b), 3(c) and 3(d) provide the relationship for Aab, Aas,
and L versus cluster volume size. We observe that there is a
positive correlation for Aab, Aas and L versus cluster size that
follows a linear relationship.
To test the utility of Eq. (9), we attempt to predict θaverage
by utilizing the relationship between capillary pressure and
5saturation. In Fig 4(a), we provide the capillary pressure ver-
sus saturation relationship for the tested porous medium. It
provides insights into the physical structure or geometry of
the system, which is known to represent the curvature of the
fluid/fluid interfaces [33]. At equilibrium, capillary pressure
reflects fluid/fluid interfacial curvature in terms of the Young-
Laplace equation [36],
Pc = σ
( 1
r1
+
1
r2
)
, (10)
where σ denotes interfacial tension between the immiscible
fluids. The two principals of curvature are κ1 = 1/r1 and
κ2 = 1/r2, where r1 and r2 are the maximum and minimum
radius of curvatures. Typical petrophysical approaches as-
sume axisymmetric interfaces meaning that r1 = r2 and then
use Pc(Sw) data to infer the size of the pore throat (r) that is
entered by an invading fluid at a given saturation. Based on
this assumption, the area under the Pc(Sw) curve for a small
range of Pc provides the volume of the pore region that is
filled when the capillary barrier of size r is overcame. This
information can be used to generate a distribution of charac-
teristic length scales for a given porous medium, as depicted
in Fig. 4(b). This distribution is reported as the probability
distribution, PDF(κab), for characteristic length scale, 1/r2,
otherwise known as fluid/fluid interfacial Gaussian curvature.
As will be shown, this approximation provides a reasonable
first-order estimate for Gaussian curvature that provides accu-
rate contact angle estimates for all of our tested systems. For
porous media with fluid interfaces that are not axisymmetric,
other means would be required to determine PDF(κab).
By taking a statistical mechanics approach whereby a
macroscopic parameter can be represented by microscopic
states that follows a given probability density function [37],
we will attempt to predict the distribution of θaverage for an
ensemble of clusters. We propose that a cluster of a given
volume could be located anywhere in the porous medium
based on the PDF(κab). Therefore, various contact angles
and Gaussian curvatures are possible for a single cluster vol-
ume. In Figs. 3(b), 3(c) and 3(d), the linear correlations for
cluster surface areas and contact line length versus cluster vol-
ume size are provided and will be utilized in Eq. (9) for each
cluster size. By applying this probability-based approach, Eq.
(9) provides a distribution of possible θaverage for a cluster of
a given volume. The θaverage distributions for three selected
cluster volumes of 1000, 3000 and 10000 voxels are shown in
Fig. 4(c). The distributions predict that larger clusters tend
to have smaller contact angles based on the geometrical con-
straints of Eq. (9). To verify this, in Table I, we summarize the
average contact angle values of 20 clusters measured directly
from the segmented image. It is evident that a similar trend
can be demonstrated in the experimental data. On average the
smaller clusters tend to have higher contact angles, given that
smaller clusters also tend to have lower interfacial curvature.
A similar tend between interfacial curvature and contact angle
was reported by [38].
FIG. 4. (a) Capillary pressure saturation curve from the primary
drainage experiment. (b) Normalized fluid/fluid Gaussian curvature
distribution derived from the capillary pressure saturation curve with
its Gaussian fit. (c) Normalized Gaussian distribution of contact an-
gles for the selected three different cluster volumes based on petro-
physical data. (d) Normalized distribution of contact angles for the
whole porous medium measured by direct pore-scale methods com-
pared to the developed probability-based approach. The result shows
a similar mean contact angle for both approaches, which is 47.5◦ and
55.8◦, respectively.
TABLE I. Summary of average contact angles for different cluster
size.
Cluster Size (voxel) n θ
1000 20 76.5◦
5000 20 49.8◦
10000 20 43.6◦
To determine the final distribution of contact angles for a
system, we need to consider the volume distribution of the
clusters. In Fig. 3(d), we combine the distributions of θaverage
for each cluster volume using a weighted function based on
cluster size distribution,
xT (i) =∑w jx j(i), (11)
where x(i) is the counts for each contact angle i, and w j is the
weight for each cluster size j. Here w( j) = N j/NT , where N j
is the number of clusters for size j and NT is the total number
of clusters.
The result of Eq. (9) provides a distribution of θaverage that
are comparable with those measured directly from pore-scale
images, as provided in Fig. 4(d). The mean value using the
probability-based approach versus direct measurement of con-
tact angles from segmented data are 47.5◦ and 55.8◦, respec-
tively. The difference in these values could result from non-
axisymmetric interfaces. In addition, it could be noted that
Pc(Sw) provides higher curvature interfaces than what existed.
It is common for interfaces to relax to lower curvature states.
Since curvatures predicted by Pc(Sw) relationship are related
to pore throat sizes and not the larger pore bodies, it is likely
6that these curvatures are slightly greater than that observed
during the experiment. As a consequence, the corresponding
contact angles predicted are relatively smaller than that mea-
sured by direct methods. For instance, consider a typical clus-
ter size of 3405 voxels, which has a fluid/fluid Gaussian cur-
vature of 0.00186µm−2, the resulting contact angle from Eq.
(9) is 56◦. If we assign a larger curvature value of 0.002µm−2,
an angle of 53◦ could be obtained.
4.2. Simulation Data Analysis
To further investigate our approach, we test simulation data
in a multi-mineral model under various wetting conditions.
The predicted and measured contact angle distributions are
presented in Fig. 5. Both simulation cases result in a broad
distribution of contact angles within a small quantile differ-
ence compared to direct measurements. The largest percent-
age difference results for the lower contact angle measure-
ments with percentage differences around 4-8%. The mean
values provide percentage differences of only 2-4%. It is in-
teresting that the simulation cases provide a wide distribution
of contact angles, as predicted by our statistical mechanics
approach whereby all possible microscopic states of a fluid
cluster are considered.
In particular, the homogeneous case (W = 0.7) does not re-
sult in a unique contact angle with a standard deviation of
zero. Indeed, for the homogeneous case, the cosine of the
equilibrium contact angles assigned to each mineral voxel is
the same suggesting that the measured contact angle should be
constant. However, this is not the result for various reasons.
Contact angle hysteresis due to surface roughness, chemical
heterogeneity and other flow dynamic effects must be con-
sidered when interpreting the data. In addition, how long it
takes an interface to return to its equilibrium condition after
an advancing or receding displacement is an open question
[24, 39, 40]. For an imbibition process, there are complex
sequences of cooperative dynamics at the pore-scale where
interfaces are advancing and receding, providing a range of
various contact angles. The presented distributions represent
advancing and receding contact angles in addition to local re-
gions were an interface could be pinned, such as the entrance
to a pore body. Distributions, such as these have been reported
for experimental data in carbonate rocks where surface chem-
istry is nearly homogeneous [14]. Our geometrical approach
captures these aspects since it considers all possible geomet-
rical states for fluid clusters regardless of the underlying dy-
namics.
With the proposed geometrical approach states are largely
defined by Pc(Sw) relationship, a broader distribution of possi-
ble geometrical states results in a broader distribution of con-
tact angles. This can be observed by comparing Pc(Sw) curve
along with the data fit to Van Genuchten equation in Figs.
5(a) and 5(b) to the resulting contact angle distributions in
Figs. 5(c) and 5(d). The broader distribution of contact angles
for corner-wet system is represented by the broader distribu-
FIG. 5. Simulated capillary pressure versus saturation data for (a)
W = 0.7 homogeneous-wet case and (b) W = 0.1 corner-wet case.
Regression analysis is applied to fit Van Genuchten equation to
the simulated data. Measured pore-scale contact angles compared
to those predicted by Eq. (9) using Pc(Sw) data for (c) W = 0.7
homogeneous-wet case and (d) W = 0.1 corner-wet case with per-
centage differences for each quantile of the contact angle distribu-
tion.
tion of curvatures represented by Pc(Sw) data. Pc(Sw) curve
for the W = 0.7 homogeneous-wet case is flatter than that for
W = 0.1 corner-wet case, suggesting that there is a broader
range of possible interfacial curvatures for theW = 0.1 corner-
wet case. Pc(Sw) curve is also used to measure the USBM wet-
tability indices for these two cases. Drainage and imbibition
curves used to determine the USBM indices are provided in
Figs. 5(a) and 5(b). In addition, a summary of pore-scale con-
tact angle measurements and USBM wettability indices are
provided in Table II.
TABLE II. Summary of pore-scale contact angle measurements and
USBM wettability indices.
Case W USBM Mean θ Standard Deviation
Homogeneous-wet 0.7 1 70.2◦ 20.5◦
Corner-wet 0.1 0.1 78.3◦ 22.4◦
It is interesting to note that a USBM index of 1 results in a
mean contact angle of 70.2◦. It would generally be expected
that a lower contact angle would be measured for such a water-
wet USBM index. However, the measured contact angles are
only a sampling of the grain surfaces where the contact line
exists. The finding is a statement as to where on the grain
surface the fluid/fluid interface prefers to be located under the
prevailing conditions. The contact line is likely to be pinned
at rough surfaces and/or sharp bends, resulting in contact an-
gles greater than the intrinsic contact angle measured for a
smooth and flat surface at equilibrium conditions. For corner-
7wet case, we measure a USBM index of 0.1 with a mean con-
tact angle of 78.3◦. It represents a more neural-wet condition
with a broader range of measured contact angels due to the
broader range of surface energies applied to the modeling do-
main. We also measure a few contact angles that would rep-
resent water-wet conditions and these likely result from in-
terfaces being pinned in corner regions that transition from
water-wet to oil-wet states.
5. CONCLUSION
By utilizing Pc(Sw) data, a distribution of contact angles
for a collection of fluid clusters can be predicted by using the
proposed formulation. It depends on the system having criti-
cal cluster-like behaviour and fluid interfaces that are axisym-
metric. These assumptions are shown to provide reasonable
results for the tested granular porous systems. For interface
geometries that are anisotropic or saturation where both flu-
ids are percolating, additional topological arguments would
be necessary. While the universal relationship between topol-
ogy and total Gaussian curvature of an object would still hold,
i.e. Eq. (2), the topology of the fluid phases would need to be
directly measured and the current assumptions would need to
be reassessed.
The presented contact angle predictions are within 4% dif-
ference for mean contact angle and around 8% difference for
smaller contact angles when compared with direct methods.
However, it should be noted that direct pore-scale contact
angle measurements also have error and in particular these
errors would be more prevalent for smaller contact angles
on rough and variable surfaces. Thus, the assumed bench-
mark should also be questioned. Despite these issues, the
results are within a reasonable margin of difference and the
developed framework provides new insights on the geometri-
cal state of fluids and a link between commonly used pore-
scale and continuum-scale metrics. By utilizing the proposed
framework, we provide a reasonable distribution of pore-scale
contact angles without the need for direct measurements. The
proposed method provides a broad distribution due to contact
angle hysteresis. The results are consistent with the cluster
size distribution and Pc(Sw) curve, which covers the up-scaled
contact angle information. These distributions that are macro-
scopic measure could be more suitable for pore network mod-
els, direct numerical simulations, and development of more
advanced theories for multiphase flow in porous media.
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Appendix A: Supporting Material - Cluster Euler
Characteristic Analysis
We analyze the topology of each fluid cluster in sandstone
data. It is found that a significant fraction of the clusters exists
as χ(C) = 1. When clusters are formed in our experiment, we
found that 99 % of the clusters have a measured Euler charac-
teristic of one. This result demonstrates that Eq. (7) is appli-
cable for our fluid system since all clusters are homeomorphic
to a sessile drop. For a system where phase saturation is in-
creased, Eq. (7) would have to be developed for each phase
topology of increasing connectivity. The equation can simply
be developed for a torus, double torus and so forth to provide
homeomorphic objects for each class of cluster.
Appendix B: Supporting Material - Representative Elementary
Volume Analysis of κs
We perform a representative elementary volume (REV)
analysis using segmented image of tested sandstone sample
to obtain an average κs. It is important that the Gaussian cur-
vature of a sub-volume of the porous medium is representa-
tive of the whole porous structure at a larger scale. In this
study, we randomly choose the location of sub-volumes in
the image for sizes 203, 403, 603, 803, 1003, 1203, 2003 and
3003 voxels. The results indicate that an image size larger
than 2003 voxels can be considered representative for Gaus-
sian curvature. The average κs value obtained is 0.017 µm−2
as shown in Fig. 6(a). In addition, in Fig. 6(b), Gaussian cur-
vature of fluid/solid interfaces are also measured directly from
segmented multiphase image and the average measured value
agrees with that obtained from REV analysis. These results
suggest that the average Gaussian curvature of sandstone sur-
face is a reasonable estimate for κs, i.e., the average Gaussian
curvature for fluid/solid interface for a collection of clusters.
FIG. 6. (a) REV analysis of Gaussian curvature for solid surface (κs).
The average κs value comes to 0.017 µm−2. (b) Distribution of κs
are measured directly from segmented multiphase image.
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