We study the A k generalized model of the O(1) loop model on a cylinder. The affine Hecke algebra associated with the model is characterized by a vanishing condition, the cylindric relation. We present two representations of the algebra: the first one is the spin representation, and the other is in the vector space of states of the A k model. A state of the model is a natural generalization of a link pattern. The relation between two representations and the meaning of the cylindric relations are clarified. The sum rule for this model is obtained by solving the q-KZ equation at the Razumov-Stroganov point.
with eigenvalue unity. At the RS point, i.e., q = − exp(πi/3), by solving the q-KZ equation it was found that the sum of the entries of Ψ is equal to the partition function of the six-vertex model with domain wall boundary conditions (6V/DWBC). If we take the homogeneous limit where all the inhomogeneous spectral parameters z i 's tend to unity, the partition function of 6V/DWBC is proportional to the total number of ASM [10, 20] .
There are two natural generalizations of the O(1) loop model in [18] . The first one is to change the geometry of the states. The TL algebra naturally acts on the space of link patterns. The link patterns considered in [18] are undirected ones. On the other hand, we may impose the direction on link patterns like those in [21] . The former ones are the same as link patterns with the periodic boundary condition (or unpunctured case), whereas the latter ones are the same as link patterns with the cylindric boundary condition (or punctured case). The direction of link detects the position of the punctured point. The space of the link patterns with the periodic (resp. cylindric) boundary condition is also equivalent to the space of Dyck paths or restricted (resp. unrestricted) paths of the IRF model. We may have other boundary conditions, however, we look on only periodic and cylindric boundary conditions in this paper. The second is to replace the affine TL algebra with the affine Hecke algebra since the TL algebra is a quotient of it [22] . More precisely, the affine Hecke algebra acts on the states with both periodic and cylindric boundary conditions although the algebra itself is defined as a periodic algebra. We focus on the affine Hecke algebra of type A. The other types of the affine Hecke algebra may appear when we change the geometry of the states [23] .
In this paper, we study the A k generalization of the O(1) loop model on a cylinder, i.e., we study the affine Hecke algebra and representations of states with the cylindric boundary condition. We impose an extra vanishing condition on the affine Hecke algebra, which we call "the cylindric relation." The cylindric relation fixes the spin representation of the affine Hecke algebra. The intuitive meaning of the cylindric relation is to assign to a "band" around the cylinder a certain weight written in terms of the second kind of the Chebyshev polynomials. In the case of the affine TL algebra [21] , the weight of a loop around the cylinder is τ.
To solve the q-KZ equation for our model, we need the word representation. The word representation is realized by the graphical representation of paths via the rhombus tiling. The q-symmetrizer Y k of the affine Hecke algebra is expressed as a 2(k + 1)-gon. Roughly speaking, piling rhombus tiles over the 2(k + 1)-gons and reading the path on the top of the rhombus tiling, we have an unrestricted path, a state of our model. By resolving the solution Ψ of the q-KZ equation at the generalized Razumov-Stroganov point, q = − exp(πi/(k + 1)), the sum of the weight entries turns to be the product of k Schur functions. When k = 2, the result obtained in [21] is also recovered. This paper is organized as follows. In Section 2, we briefly review the affine Hecke algebra. We introduce a class of the affine Hecke algebra which is characterized by the cylindric relation. In Section 3, we consider the spin representation of the affine Hecke algebra. We show that the affine Hecke generator is obtained by twisting the standard Hecke generator by a diagonal matrix. Most parts of Section 3 are devoted to the proof of the cylindric relations in the spin representation. In Section 4, we move to the A k generalized model on a cylinder. We first briefly introduce the O(1) loop model on a cylinder with the perimeter of even length and reproduce the sum rule in Section 4.1. The derivation of the sum rule is different from [21] in the sense that we consider only the even case. We consider the space of link patterns which the affine Temperley-Lieb algebra acts on. We also explicitly write down the word representation of the highest weight state. Then, we obtain the sum rule for the O(1) loop model by solving the q-KZ equation. In Section 4.2, we introduce the A k generalization of the O(1) loop model on a cylinder. We construct the states for this model through the correspondence among an unrestricted path, a rhombus tiling and a word. The relation to the spin chain model is also stated. We solve the q-KZ equation and obtain the sum rule. Section 5 is devoted to the evaluation of the recursive relation for the Schur function appeared in Section 4. Concluding remarks are in Section 6. In Appendix A.1, we show that some coefficients C i,π,π ′ (see Section 4) are equal to 1. In Appendix A.2, we give examples how the affine Hecke algebra acts on a state in the case of (k, n) = (3, 1) and k = 4.
Affine Hecke Algebra

Affine Hecke algebra
The Iwahori-Hecke algebra H N (τ) has generators {e 1 , · · · , e N−1 } which satisfy the following defining relations:
= τe i , (1a) e i e i±1 e i − e i = e i±1 e i e i±1 − e i±1 , (1b) e i e j = e j e i , if |i − j| > 1,
where we set τ = −(q + q −1 ). If we set t i = e i + q, the Iwahori-Hecke algebra can be regarded as the quotient algebra of the braid group: t i t j = t j t i for |i − j| > 1, t i t i±1 t i = t i±1 t i t i±1 and the quotient relation (t i − q)(t i + q −1 ) = 0. When the algebra H N (τ) satisfies the vanishing condition Y k (e i , · · · , e i+k−1 ) = 0, for i = 1, · · · , N − k,
we denote this U q (sl(k)) quotient Hecke algebra by H . The explicit expression of U m is given by
In particular, H
N (τ) is the Temperley-Lieb algebra.
The affine Hecke algebra is an extension of the Iwahori-Hecke algebra, obtained by adding the generators y i , 1 ≤ i ≤ N. The generators satisfy (1) and
Let us introduce the cyclic operator σ through Yang's realization of the affine relation. Then, y n is obtained from the recursive relation y n = t
We may define an additional generator t N = σt 1 σ −1 , or e N = σe 1 σ −1 . Note that the cyclic operator σ makes the defining relations (1) become cyclic and it holds the relations σt i = t i−1 σ for all i. In what follows, we mainly focus on the generators {e 1 , . . . , e N , σ}, since the affine Hecke algebra can be constructed from these generators.
In this paper, we consider the case where N is a multiple of k, i.e., N = nk with an positive integer n and also consider the special case of the affine Hecke algebra H • When N = k, we have
Obviously, Y k (e 1 , · · · , e N ) is non-zero.
• For N = nk with n ≥ 2
where
is the product of the q-symmetrizers.
Below we call these vanishing conditions as the cylindric relations.
Remark1
When n ≥ 2, the quotient relation (2) also becomes cyclic. When n = 1, the cylindric relation can be regarded as a modified quotient relation. The reason why the vanishing condition (2) breaks will become clear when we consider the spin representation in Section 2.
Remark2
If we set σ = t
1 , we obtain the affine Hecke algebra considered in [13, 21] .
Basic properties of q-symmetrizer
For later convenience, we abbreviate
k . Then, we have Proposition 2.1. The q-symmetrizer satisfies the following properties: 
where we have used in the last equality the relations e i+n−1 Y
n , e i e i+1 e i −e i = e i+1 e i e i+1 −e i+1 and τµ j − µ j µ j−1 = 1 for any j. We also have Y
n in the similar way. The proof of the first property is then completed.
We consider the case Y n = Y (1) n for the second relation. We have
On the other hand, by using inductive relations, we have
The proof is completed by checking α n the recurrence relation,
with the initial condition α 1 = τ = µ
2 , is satisfied by 
R ii+1 has the inverseŘ
ii+1Ř ii+1 = 1. Let us introduce the permutation P i j which exchange the indices i and j. The R-matrix is defined by R ii+1 =Ř ii+1 P ii+1 and obeys the Yang-Baxter equation
The trigonometricŘ-matrix can be constructed through the Baxterization of theŘ-matrix:
) and satisfies the unitary relationŘ i (u)Ř i (u −1 ) = 1. If we rewrite Eqn. (15) in terms of the affine Hecke algebra, we havě
The Yang-Baxter equation for R i (u) =Ř i (u)P is written aš
q-Symmetrizers in terms ofŘ
We will show that the q-symmetrizers Y k can be expressed in terms of theŘ-matrix. For later convenience, we defineĽ
for m ∈ N = {1, 2, . . .}. The recursive relation of the q-symmetrizer Y m+1 (3) is rewritten as
with Y 1 (e i ) =Ľ i (1) . From Eqn. (19) , a q-symmetrizer is written as a product ofĽ i 's. The Hecke relation e i e i±1 e i − e i = e i±1 e i e i±1 − e i±1 is rewritten in terms of the q-symmetrizer as Y 2 (e i , e i±1 ) = Y 2 (e i±1 , e i ). This relation is equivalent to the Yang-Baxter equation (17) with a specialization of the spectral parameters. The Yang-Baxter equation in terms ofĽ-matrix is written asĽ
where u, v ∈ N. The Hecke relation is obtained by setting (u, v) = (2, 1).
Graphical representation of q-symmetrizers
In this subsection, we introduce the graphical representation of the Yang-Baxter equation (20) . Then, we also consider the graphical representation of the q-symmetrizers by using the notation used in the above subsection.
The Yang-Baxter equation It is well-known that the Yang-Baxter equation for the IRF model (see for example [24] ) can be expressed as the equivalence between different rhombus tilings of a hexagon. A rhombus represents aĽ-matrix having the spectral parameter on the face of it:
We call the edges of a rhombus in Eqn. 
Note that theĽ ii+1 -matrix acts on the i-th and (i + 1)-th edges. The order of piling rhombi from the bottom corresponds to the order ofĽ from right to left (since we consider the left ideal later). A rhombus with u − v in l.h.s. of Eqn. (22) is piled in the way that the bottom i-th and (i + 1)-th edges of the rhombus are attached to the i-th and (i + 1)-th edges of the other two rhombi. 
where C is a constant written in terms of α l , 1 ≤ l ≤ k − 1. Eqn. (23) implies that Y k is obtained by piling k rhombi corresponding to a sequence ofĽ over a 2k-gon corresponding to Y k−1 . Then, we have a 2(k + 1)-gon for the q-symmetrizer Y k .
Example:
The q-symmetrizers Y 3 and Y 4 are expressed as an octagon and a decagon, respectively. 
Equivalent expressions of Y k−1
We have seen that the q-symmetrizer Y k−1 corresponds to a rhombus tiling of a 2k-gon. However, we have many other ways of equivalent rhombus tiling of the 2k-gon under a sequence of elementary moves of rhombi. There are two equivalent ways of rhombus tiling of a hexagon as in Eqn. (22) . An elementary move is an operation which changes a way of tiling from l.h.s to r.h.s and vice versa in Eqn. (22) . Figure 2 shows all equivalent rhombus tilings of an octagon for the q-symmetrizer Y 3 . 
Spin Representation
In this section, we will consider the spin representation of the affine Hecke algebra H (k) N with the cylindric relation (9) or (10) . We first introduce the well-known spin representation of the Hecke algebra [25, 26] , then introduce the affine generator by the twist. We show that the obtained spin representation actually satisfies the defining relations of the Hecke algebras H 
Hecke algebra
We first consider the spin representation of the Hecke algebra H Let us consider a representation (ρ, V ⊗N ) of the quotient Hecke algebra H
and V C k is a vector space with the standard orthonormal basis {|i |1 ≤ i ≤ k}. We denote |i 1 ⊗ |i 2 ⊗ · · · |i n ∈ V ⊗n by |i 1 i 2 · · · i n for brevity. i| is the dual base of |i with the inner product i| j = δ i j .
We introduceȇ ∈ End(V ⊗2 ) which acts on |i j as
or equivalently, in terms of the standard basis of gl k : (25) where E ab is a k × k matrix whose elements are (E ab ) i j = δ ai δ b j . A generator of the Hecke algebra has a representation of End(V ⊗N ) and is written in terms of e: (26) where I is the k × k identity matrix. Below, we write as e i instead of ρ(e i ).
It is straight forward to show that e i satisfies the defining relations of the Hecke algebra (1). We need to show that this representation actually satisfies the quotient relation. 
k and |v = |v 1 · · · v k+1 ⊗ |w ∈ V ⊗N with |w ∈ V ⊗N−k−1 . Since |w is invariant under the action of Y (1) k from the matrix representation of e i 's, it is enough to show that Y (1) k |v = 0 for any set {v 1 , · · · , v k+1 } with 1 ≤ v i ≤ k. We use the method of induction.
Assume that the statement is true up to k − 1. The action of e i , 1
Since Y
k |v is non-vanishing if {v 1 , v 2 , · · · , v k } and {v 2 , · · · , v k+1 } are all distinct from the assumption, v 1 is to be equal to v k+1 . From (24), we have
where we have used Y
The q-symmetrizer satisfies the following properties in the spin representation. Below, we restrict the action of Y
k−1 acts as identity except on W.
Proposition 3.2. For a given k, the q-symmetrizer Y (i)
k−1 has only one eigenvector (up to normalization) with a non-zero eigenvalue in V
⊗k and its eigenvalue is α k−1 given by (12) .
Proof. We will show that we have a simultaneous eigenvector of e i 's and that is also the only eigenvector of the q-symmetrizer. From the spin representation, we only need to prove that
k−1 has only one eigenvector with a non-zero eigenvalue. 
Starting from |v = |v 1 · · · v k = |12 . . . k ∈ V ⊗k , we may fix the simultaneous eigenvector of all e i 's (up to the overall constant) as follows:
where v 0 ∈ V ⊗k , S k is the symmetric group and
where s ii+1 ∈ S k is the transposition between v i and v i+1 . Another choice of |v gives just the difference of overall normalization constant. Since v 0 is constructed as the simultaneous eigenvector of e i 's, v 0 is also the eigenvector of Y k . The uniqueness of the eigenvector is guaranteed by construction. The eigenvalue of |v 0 with respect to e i is τ. Then, the action of
is a c-number.ỹ k−1 satisfies the same recurrence relation and the initial condition as (11) . This meansỹ k−1 = α k−1 .
For later convenience, we write down the inner product of |v 0 (the eigenvector of Y k−1 with non-zero eigenvalue) in terms of the Chebyshev polynomials of the second kind. 
Proof. From Proposition 3.2, the eigenvector |v 0 can be rewritten as
The inner product I k is then calculated as
Affine Hecke algebra
Let us introduce a linear operatorẽ ∈ End(V ⊗ V) in the basis of
Thisẽ is obtained by the twist, i.e.,ẽ = Ω
−1ȇ
Ω where the twist Ω is given by Ω = I ⊗Ω,
. It is also straightforward to show that the spin representation (35) ofẽ satisfies the following two properties aff1-2.
whereẽ is a k × k matrix andẽ 12 =ẽ ⊗ I,ẽ 23 = I ⊗ẽ andẽ 13 = P 23ẽ12 P 23 (P is a permutation matrix). Now we are ready to construct an additional generator e N which allows us to have the affine Hecke algebra. Let us introduce the shift operator ρ acting on the basis in
We define e N acting on V ⊗N as
By construction, the defining relations (1) of the Hecke algebra become cyclic and there exists the cyclic operator σ such that σe i = e i−1 σ for any i ∈ Z/NZ. The cyclic operator σ in the spin representation is explicitly given by
Here Ω = I ⊗N−2 ⊗Ω. Note that σ N is the identity. In this way, we construct the affine Hecke generators {e 1 , · · · , e N , σ} in the spin representation.
Remark: There may be other linear operators in End(V ⊗V) which satisfy the properties aff1 and aff2. If we set σ = ρ −1 instead of (37), we also have another affine Hecke algebra. However, this algebra does not satisfy the cylindric relation (may satisfy another kind of vanishing condition).
The affine algebra H (k)
N can be regarded as a natural generalization of the affine TL algebra on a cylinder. As we will see in the next paragraph, the affine Hecke algebra H (k) N satisfies the cylindric relation introduced in the Section 2. To relate this affine Hecke algebra to the loop models, we need to have a further condition forẽ, which comes from the weight of a "loop" surrounding a cylinder. Although the graphical way to describe a "loop" model corresponding to the A k -vertex model is not known as far as the authors know, it is natural to assign that the weight of a "loop" is related to the Chebyshev polynomials of the second kind. This is realized by the cylindric relation (see Section 4.2).
Let us consider the case k = 2. The spin representation ofẽ is given bỹ
, that is,ẽ is the twist ofȇ. Thisẽ is equivalent to the boundary considered in [6, 21] .
Cylindric relation and extra vanishing conditions
We need to show that the above spin representation satisfies the cyclicity of the vanishing conditions (2) and the cylindric relation (9) or (10) .
The vanishing conditions (2) of the quotient Hecke algebra become cyclic by adding the extra generator e N when n ≥ 2. We omit the proof but similar to the Proposition 3.1 because of the properties aff1 and aff2.
We will show that the spin representation satisfies the cylindric relations (9) or (10) in the following two propositions. 
Proof. By using Proposition 3.2 and 3.3, the q-symmetrizer Y (1) k−1 is written as
where α k−1 is given by (12) and
Due to the representation (35) of e k , the expectation value s ′ (v)|e k |s(v) is shown to be non-zero for either s ′ = s or s ′ = s 1k s where s 1k is the transposition operator. Therefore, we have
and 
Proof. We first rewrite the relation (45) into a simpler form.
Let |v
. By taking the expectation value w.r.t. |v 0 , Eqn. (45) is rewritten as
where we denote v 0 |O|v 0 for some operator O by O . The vanishing condition Y
for 1 ≤ i m ≤ k and 1 ≤ m ≤ n − 1 where we have used the relation e lk Y
where we have used Eqn.(47),
On the other hand, we can evaluate n i=1 e ik by using the spin representation. Let us consider the action of n i=1 e ik on the vector |v = |v
The operator e ik acts locally on v
m for all i ∈ Z/nZ, 2 ≤ m ≤ k − 1 and either of the following conditions:
k for all i ∈ Z/nZ. Now, we are ready to evaluate
where the sum S is take all over s 1 , · · · , s n ∈ S k and t 1 , · · · , t n ∈ S k . From the above considerations, we split the calculation into two cases as follows.
Case 1: We consider the case where
for all i, j ∈ Z/nZ and t i 's satisfy
We abbreviate as t = t i , s = s i without confusion. From (31), we have
If we rewrite |s(v) in terms ofs
The action of n−1 i=1 e ik gives a factor 1 and that of e nk gives q a where
Substituting Eqn. (52), (53) and (54) into (51), we have
where we have used the recurrence relation for I k obtained in Proposition 3.3.
Case 2: We consider the case where s i ( j) = t i ( j) for all 1 ≤ j ≤ k and i ∈ Z n . Obviously, we have
for all i. The action of e ik 's gives a factor (−q) b where
Substituting (53), (56) and (57) into (51), we have
and the sum is taken over all the sets:
From Lemma 3.6 (see below), J 2 in Eqn. (58) is rewritten as
Together with Eqn.(55) and Eqn.(51), we finally obtain
and this completes the proof of the relation (45).
We need the following lemma. 
where i 2n+1 = i 1 and
Then, I is calculated in terms of U
Proof. Let us introduce a set of integer variables,
We introduce the shift operator acting on a sequence of length 2n, S = (s 1 , · · · , s 2n ), by ξ : S → S , s i → s i+1 for i ∈ Z 2n . We consider two subsets S 0 ⊂ S ′ \S ′ extra and U 0 ⊂ U:
The symbol means lexicographic order, i.e. µ ν stands for µ j = ν j for all 1 ≤ j ≤ 2n, or µ j = ν j for 1 ≤ j ≤ i and µ i+1 > ν i+1 for some i. When we have a bijection η :
From the construction, η is injective. We have Im(η) ⊆ U 0 since the branching rule (67) assures u j ≥ u 1 and max{u} ≤ max{i} − 1 ≤ k − 1. Then, the inverse η −1 : U 0 → S 0 is explicitly given by
and
whered j = u j+1 −u j with the initial condition t 1 =d 1 +1. The map η −1 is also injective. It is easy to verify that Im(η −1 ) ⊆ S 0 since i 2n ≥ i 1 +1, i j i j+1 for 1 ≤ ∀ j ≤ 2n and max{i j } = max{u}+1 ≤ k. From these, η : S 0 → U 0 is a bijection.
Note that when i ∈ S 0 and u = η(i) ∈ U 0 , we have
since the branching rules (67) give the correct term for u 2l − u 1 = i 2l − i 1 − 1. From these observations, we arrive at
Example: The following list gives some examples of the bijection.
Remark When N = k, the cylindric relation can be regarded as a modification of the vanishing condition (2), although the relation (2) is no longer satisfied. However, when n ≥ 2, the vanishing relations (2) become cyclic and the cylindric relation (45) is a highly non-trivial relation.
3.3Ř-matrix
We give the spin representation ofŘ introduced in Section 2. The R-matrix of the gl k spin chain model is given by
We also introduce the permutation operator P and the q-permutation operator as follows:
The Baxterized R-matrix is given by
corresponding to the affine generator e N . The R-matrix (andŘ-matrix) satisfies R i+1i+2 = σ −1 R ii+1 σ for 1 ≤ i ≤ N − 1 and R NN+1 = R N1 .
A k Generalized Model on a Cylinder
We first briefly review the O(1) loop model on a cylinder which is the k = 2 case of the A k generalized model on a cylinder. Here, the cylindric relation can be naturally interpreted by a cylinder geometry.
O(1) loop model on a cylinder
The O(1) loop models
In this subsection, the results of the O(1) loop models are presented. Here is the summary of the result if we take k = 2 in the Section 4.2. See also [18, 21] for some results and details. 
on the square. The weight of the plaquettes in the i-th vertical strip is given by the R-matrix as
where t is a horizontal spectral parameter.
States and the boundary condition Since red (or grey) lines on a plaquette are non-intersecting, a site is connected to another site by a non-intersecting red (or grey) line. From this, all the 2n sites are connected to each other forming a link. The space of states for the O(1) loop model is the set of link patterns. We denote a state by π, or |π . We introduce the direction of links and the boundary of the cylinder. Let us consider a conformal map from the semi-infinite cylinder to a disk with perimeter 2n. The infinite point is mapped to the origin of the disk. The two boundary conditions are classified by whether we regard the origin of the disk as an punctured point or not as follows.
• Periodic boundary condition (or unpunctured case) : The infinite point is regarded as an unpunctured point. In this case, we focus only on connectivities between the sites.
• Cylindric boundary condition (or punctured case): The infinite point is regarded as a punctured point. Introducing the punctured point corresponds to introducing a seam between the first and the 2n-th sites on the cylinder. The direction of a link between sites i and j is measured by (−1) w where w counts how many times the link crosses the seam.
We assign to a loop (even a loop surrounding the punctured point) the weight τ = −(q + q −1 ) when q is a generic value. Note that when q is a cubic root of unity, i.e., q = − exp(πi/3), the weight of a loop is τ = 1.
Transfer matrix and q-KZ equation The row-to-row transfer matrix of the O(1) loop model (in both periodic and cylindric cases) is given by
where the trace is taken on the auxiliary quantum space. The transfer matrix naturally acts on a states. We want to compute the weight distribution
Instead of the eigenvector problem (81), it is enough to consider more generally the q-KZ equation of the form (see [18, 13] 
where z 2n+1 = z 1 and τ i,i+1 is an operator acting on a polynomial f (
Below, we construct the space of link patterns in the cylindric case, on which the affine Temperley-Lieb algebra acts.
Word representation (cylindric case)
Word representation and cylindric relation It is well-known that the word representation of link patterns (periodic case) is constructed in the left ideal of the Temperley-Lieb algebra. The lowest state ω is given by the product of q-symmetrizer Y 1 , ω := n i=1 e 2i−1 . All the other states are obtained by taking actions of a sequence of e i 's, i.e., words.
We can construct all the states for the cylindric case in the similar way from ω. However, the additional operator e 2n appears in the word representation. It is natural that the graphical representation of the generators e i , 1 ≤ i ≤ 2n − 1, and e 2n of the affine Temperley-Lieb algebra is
The cylindric relation (45) can be written in terms of the affine Temperley-Lieb generators as 
This relation can be depicted using the graphical representation as
Note that the weight of a loop surrounding the cylinder is τ and the factor τ 2 in (84) comes from the two loops in the r.h.s. of Eqn.(85). 
The highest state We write as
and e 3 = σe 2 σ −1 and e 4 = σe 3 σ −1 . Note that they satisfy the defining Hecke relations and the cylindric relation e 1 e 3 e 2 e 4 e 1 e 3 = τ 2 e 1 e 3 .
Relation to the spin chain An affine Temperley-Lieb generator e i ∈ End(C 2 ⊗ C 2 ) in the spin-1/2 representation. This allows us to rewrite a link pattern in terms of the spin basis [6] . For a given directed link between the site i and j (i < j), a spin vector is written as
In the periodic case, every link is expressed as Eqn. (89) since we do not see the direction. In the cylindric case, however, we take a vector of the type (89) for a link uncrossing the seam of the cylinder and a vector of the type (90) for a link crossing the seam. In both cases, take the tensor product of associated vectors for a link pattern.
q-KZ equation and the sum rule
The q-KZ equation connects the polynomial representation of the affine Temperley-Lieb algebra and the word representation of the algebra [14, 21] . When τ = 1, the q-KZ equation can be explicitly solved. Then, it is found that the sum rule for Ψ is the product of two Schur functions. When we take the homogeneous limit all z i → 1, the sum is proportional to the total number of the 2n × 2n half-turn symmetric alternating sign matrices (HTSASMs) (see also [2, 4, 5, 20] ).
A k generalized model
We define the A k generalized model on a cylinder. This is the A k generalization of the O(1) loop model on a cylinder in Section 4.1. This generalization is done by replacing the affine Temperley-Lieb algebra and state space labelled by link patterns with the affine Hecke algebra and state space labelled by unrestricted paths, respectively. We set up the q-KZ equation (82) whereŘ i (z, w) is now the standard trigonometricŘ-matrix defined in (16) and investigate the sum rule for the solution Ψ(z).
States for A k generalized model
Before constructing the states for the A k generalized model, we introduce some definitions and notations. We set N = nk in the below. 1. An unrestricted path π := π 1 π 2 · · · π nk of length nk is a set of nk integers satisfying Consider a path π that satisfies π i > π i+1 for a given i. In this situation, we can pile a rhombus with a positive integer m, corresponding toĽ i (m), locally over the line graph consisting of the i-th and the (i + 1)-th edges. Then, we obtain a new path π ′ satisfying
If an unrestricted path π satisfies ♯{i|π
where π kn+1 = π 1 . We introduce an order of paths such that if (93) is satisfied the path π ′ is lower than π. The order of paths is the same as the one of tiling rhombi. From the above definition, we have a natural map from a rhombus tiling over π Ω to an unrestricted path. The top edges of the rhombus tiling are identified with a line graph on a cylinder and a path. 
. By definition, Y q-sym is itself a word of length zero. The length of a linear combination of words is identified by the maximum length of words in it.
A word w is said to be equivalent to another word w
′ if we obtain w from w ′ only by using the defining relations of the affine Hecke algebra, (1) , (2) and the cylindric relations (9) or (10) .
A word w (of length l) is said to be a reduced word if there exists no equivalent word of length l
Hereafter, a word means a reduced word. The word representation is the representation of the affine Hecke algebra on the left ideal
, a word can be rewritten in terms of other words. The vanishing condition (2) and the graphical representation of a q-symmetrizer in Section 2.4 imply that 1 ≤ m j ≤ k − 1 is enough to have non-vanishing words.
From these definitions, we have the following map from a rhombus tiling to a word. For a given rhombus tiling over π Ω , we have a natural map from a rhombus tiling with integers to a word w as Eqn.(94).
The above definitions and proposition are summarized as follows. We have a word and an unrestricted path π for a rhombus tiling with integers. There are, however, many rhombus tilings with integers whose top edges are characterized by the path π, whereas we have only one word for a given rhombus tiling with integers.
We want to get a state |π labelled by an unrestricted path π satisfying the following properties. (P4) In the properties (P2) and (P3), let us consider the case where e j |π = τ|π for j i ± 1. Then, for a path π ′ with non-zero C i,π,π ′ it satisfies e j |π ′ = τ|π ′ .
We will have the one-to-one correspondence; a state |π labelled by a path π ⇐⇒ a rhombus tiling with integers ⇐⇒ a word.
A specific choice of a rhombus tiling for a given path π allows us to describe the state |π in terms of a word. The difficulty is to assign positive integers to rhombi for a given rhombus tiling. First of all, Before constructing enery state |π , we prepare some terminologies and notations. Let us start to assign integers to every corners of rhombi as follows (see also the explanation below Eqn. (21)). 
Definition 4.9 (zero-sum rule). Suppose that a vertex is completely surrounded by rhombi. A vertex is said to satisfy the zero-sum rule if the sum of all signed integers on corners surrounding the vertex is equal to zero.
Note that all the vertices inside 2(k + 1)-gon of a q-symmetrizer Y k satisfy the zero-sum rule and that the vertices on the top path have integer one. Proof. Adding some rhombi to B i,i+l to form a 2l-gon looking like a q-symmetrizer, it is sufficient to show that positive integers on rhombi in the 2l-gon are uniquely determined by the condition for B i,i+l . If we change the rhombus tiling of the q-symmetrizer by elementary moves, we have the form of the standard rhombus tiling of it as shown in Fig. 1 top are determined one-by-one in this way. Other remained rhombi form a smaller polygon , i.e., 2(l − 1)-gon. All the integers for this 2(l − 1)-gon are fixed by the zero-sum rule. Next, by elementary moves we get back to the equivalent expressions of 2l-gon with integers, one of which contains the rhombus block B i,i+l . By taking away certain pieces of rhombi from 2l-gon, we obtain the block B i,i+l with integers.
Recall that we may have many ways of rhombus tilings with integers corresponding to a path π. All the unrestricted paths are obtained up to a certain finite height starting from the lowest path π Ω . For a path we take a rhombus tilings with the smallest number of rhombi. However, we have many equivalent rhombus tilings because of elementary moves of rhombi.
In particular, we want a rhombus tiling representing a state |π satisfying the properties from (P1) to (P4). This is possible by using the freedom by elementary moves of rhombi. Now, we explain the construction of a state |π for a given path π. The procedure is divided into three steps. First, we fix a rhombus tiling for a given path. We divide the rhombus tiling into some pieces of rhombus blocks. Secondly, we assign integers on all the rhombi for the rhombus tiling. Finally, we identify the state |π with one of rhombus tiling with integers.
Step1: Take one of its rhombus tilings which gives a path π. Fix an order of tiling rhombi from bottom. We have a set of lower paths than π associated with this tiling. Here, we divide a given rhombus tiling into pieces of rhombus blocks.
Step1-1 Consider a convex partial path π i,i+m := π i . . . π i+m in π satisfying π i−1 > π i < . . . < π i+m > π i+m+1 for some m ≥ 1. Take a lower convex partial path π ′ as long as possible such that π ′ contains the partial path π i,i+m . We call π ′ the longest convex sequence (lcsequence) associated with π i,i+m . Write down all the longest convex sequences for the path π.
Step1-2 If two lc-sequences cross at a vertex below the path π, we modify them as follows. We keep the longer lc-sequence as it is. We split the shorter lc-sequence into two parts at the crossing point, and take away the part beneath the longer one. See Fig. 2 . When two crossing sequences have the same length, one of these are to be shortened in the similar way.
Step1-3 Let us denote by π Step1-4 Successively, take away rhombus blocks obtained in Step1-3. Finally, we have the path π Ω and many pieces of rhombus block.
(Step1 ends)
We make an order of piling rhombus blocks as follows. If two blocks are far enough, we may exchange the order of two blocks. However, if
for given two blocks B i,i+l and B j, j+l
′ , the order of two blocks is determined by the order of piling rhombi. Below, we fix an order of piling rhombus blocks. The order of removing rhombus blocks is the reverse of the piling one.
Step2: We are ready to assign positive integers to all rhombi for a given rhombus tiling.
Step2-1 Let us consider the first rhombus block in the removing order. We assign the positive integer 1 to all convex vertices on the top partial path of the block. From Proposition 4.11, we determine integers on all rhombi in this block.
Step2-2 We move to the second rhombus block. If an integer on a convex vertex in the top partial path of the second block is determined from the integers on the first block by the zero-sum rule, we assign that integer on the vertex. Otherwise, we assign 1 on them. Again, we determine integers on all rhombi in the second block from Proposition 4.11.
Step2-3 We determine integers on all subsequent rhombus blocks in the similar way. We continue this process until we assign integers on the all rhombi over π Ω .
(Step2 ends)
From the construction, all the vertices inside the rhombus blocks satisfy the zero-sum rule. All the integers on convex vertices in the top path of Y q-sym are one. However, the zero-sum rule may not hold on vertices in the top path of Y q-sym . This is because there is a concave vertex on the top path.
Step3: We fix integers for a given path π and its rhombus tiling with integers. Then, we choose one of rhombus tilings with integers as a state |π . We introduce a sequence of integers µ = (µ 1 , . . . , µ k ) for a rhombus tiling µ where µ j is the total number of positive integer j written in rhombi. Let µ and ν be rhombus tilings corresponding to the same path, then we may have the natural order. µ ν means µ k > ν k , or µ k−r = ν k−r for all 0 ≤ r ≤ i − 1 and µ k−i > ν k−i for some 1 ≤ i ≤ k, and µ = ν holds when µ j = ν j for all 1 ≤ j ≤ k. 
for the case where N = k. Here, α k is given by Eqn. (12) . And
for the case where N = nk with n ≥ 2. Here,
The graphical representation of these, which is the generalization of Eqn.(85), indicates that it is possible to truncate piles of rhombi by some height. Example: k = 6, n ≥ 2. We have the following graphical representation.
, we put 5 on the grey rhombi, and the dodecagons are the q-symmetrizers Y 5 . Polygons are supposed to be covered by rhombi with integers. We choose one of the equivalent expressions of the q-symmetrizer such that two dodecagons share the same rhombus of tiling of intersectional octagon with integers. The rhombus for the operatorĽ N are divided into two parts since the cylinder is cut along the dotted line.
Remark2:
We briefly explain states constructed in the above way satisfy the properties from (P1) to (P4). When an integer on a vertex in the path π is one (the vertex is convex by definition), we can bring the rhombus with one,Ľ i (1) = e i , to the convex vertex from somewhere inside the rhombus tiling by the elementary moves of rhombi. From the first relation in Eqn. (1), we have the property (P1).
Notice that e i =Ľ i (1) 
The action of e i on |π leads to getting the state π ′ by (93) and other states for lower paths. We have the property (P2). Consider a path π and suppose that (P3) holds true for all lower states than π. When π satisfies π i = π i+1 , take an action of e i on the word for the state |π . By using the relation e i e j = e j e i for |i − j| ≥ 2, we change the position of e i from left to right as many times as possible. Then we have a word ′ Y q-sym as a linear combination of the lower states |π . Finally, the property (P4). Let |π satisfy e j |π = τ|π . In the rhombus tiling, we may pile the rhombus forĽ j (1) at the last. In all the cases π i π i+1 for i j, j ± 1, all the words in the word expansion of e i |π has the property that e j can be moved the leftmost. (P4) follows from this observation.
Remark3:
The cyclic operator σ acts on a state |π as follows. Let us introduce the cyclic operatorσ acting on an unrestricted path asσ : 
Remark4:
Although we are dealing with the affine Hecke algebra considered in Section 2, most of the above statements are also available to the Hecke algebra just by reducing the state space to only restricted paths. The cyclic oprerator is written in terms of the Hecke generators as
1 . In other words, the vector space spanned by states labelled by unrestricted paths is reducible in the sense of Definition 4.5 if we consider the Hecke algebra.
We have no relation like the cylindric relations for the case of the Hecke algebra and do not have the rhombus forĽ N since the algebra has no affine generator e N . Afterall, the piling of rhombi stops when we have the path 1 n 2 n · · · k n where l n = l · · · l n . The case of restricted paths is considered in [22] .
Relation to spin chain model
From the above construction of states of the A k generalized model, we see a bridge between the A k model and the spin chain model.
The spin representation of the generators of the affine Hecke algebra gives the R-matrix of the spin chain as in [16, 17, 25] . The transfer matrix of the U q (gl k ) spin chain is
where the trace is taken for the auxiliary quantum space indexed by 0. The Hamiltonian is given by [25] 
where P, P q andP q are permutations defined in Section 3. We focus on the eigenvector of the Hamiltonian H.
Suppose that Ψ(z) is the solution of the q-KZ equation (82). Because of the commutation relation between the transfer matrix of the A k generalized model and that of the spin chain, the solution Ψ in the homogeneous limit is also the eigenvector of the spin chain.
Let 
q-KZ equation and the sum rule
We solve the q-KZ equation following the method used in [18, 21] . The solution is supposed to be the one of the minimal degree. In particular, we are interested in the solution with q a root of unity, q = − exp(πi/(k + 1)).
q-KZ equation The q-KZ equation (82) is rewritten as
where t i acts on a polynomial f (z) := f (z 1 , . . . , z N ) as
Consider the state which is not invariant under the action of e i . The π-th element of (105) is t i Ψ π (z) = −τΨ π (z), or equivalently,
Since Ψ π (z) is supposed to be a polynomial, Ψ π (z) has a factor (qz , z i+l , . . . , z i , . . .) . Then, we havě
Consider a state π which is not invariant under the action of e i+ j for 0
This means Ψ π (z) has a factor (qz i −q −1 z i+l ). Therefore, in total Ψ π (z) has factors i≤m<n≤i+l (qz m − q −1 z n ).
Highest weight state
The highest state π 0 of this model is given by the following path:
This highest weight is characterized by
The number ♯{i|e i π 0 = τπ 0 } is minimal. The highest state is invariant (up to a constant) only under the action of e kn . The entry Ψ π 0 is written as
under the assumption of the minimal degree. The total degree of Ψ π 0 is N(N −1)/2 and the partial degree is N − 1 for each z i .
Recursive relation Let us fix an integer m and take a special parameterization of the form
The entry Ψ π (z) is non-vanishing only when π has the convex sequence π m+ j = j + 1 for 0 ≤ j ≤ k − 1.
For an unrestricted path π of length (n − 1)k, let ϕ m,m+k−1 (π) be an embedded path of length nk where the convex sequence of length k is inserted between π m and π m+1 . Then, we have the following recursion relation
where z ′ = z\{z m , . . . , z m+k−1 } and C is some constant depending only q and N. To see this relation, suppose that Ψ(z) is the minimal degree solution for N variables. The r.h.s of (116) satisfies the q-KZ equation for N − k variables. This assures that Ψ(z ′ ) is also the solution of the q-KZ equation. Note that the total degree and partial degrees with respect to all z i are consistent.
Razumov-Stroganov point and the sum rule
We define the simultaneous eigen covector v satisfying
or we may write as vŘ ii+1 = v for all i. The existence of v requires that q be a root of unity. Together with the vanishing condition of the q-symmetrizer (2), we should have U k (τ) = 0, i.e., we should take the Razumov-Stroganov (RS) point q = − exp iπ k+1
. In the below, q is taken as this RS point.
The sum rule is the formula for the weighted sum, W(z) = v · Ψ = π v π Ψ π (z). One can show that W(z) is a homogeneous and symmetric polynomial with respect to all the variables z i , which is led from the fact that the polynomial Ψ π 0 (z) is homogeneous and the actions of t i preserve this property. 
The total degree and partial degree of W(z) are For the A k model, a "band" consisting of rhombi surrounding the cylinder gives a certain weight in terms of the second kind of Chebyshev polynomials. The q-KZ equation associated with the A k models has been considered. We obtain the solution at the Razumov-Stroganov point and the sum rule. The sum rule here is a direct generalization of the sum rule of the O(1) loop model. It is also interesting to compare our result to the solution of the q-KZ equation considered in [15] There are still some open problems. It is shown that the sum rules for the O(1) loop models with various boundary conditions are related to alternating sign matrices with certain symmetries, or total numbers of the plane partitions with symmetries. We expect that the sum rule for the A k generalized model on a cylinder may relate to a partition function of an integrable system or a total number of combinatorial objects. In the case of k = 2, the total number of half-turn symmetric alternating sign matrices appears in this context. The method used in this paper may be applicable to the Hecke algebras of other types. We will come back to these issues in the future.
Proof. We use the method of induction. we assumě 
A.2.2
Two examples how the generator of the affine Hecke algebra acts on a state. We consider the case where k = 4 and n = 2. 
