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Abstract
In this paper we investigate the complexity of model selection and model testing for
dynamical systems with toric steady states. Such systems frequently arise in the study
of chemical reaction networks. We do this by formulating these tasks as a constrained
optimization problem in Euclidean space. This optimization problem is known as
a Euclidean distance problem; the complexity of solving this problem is measured
by an invariant called the Euclidean distance (ED) degree. We determine closed-
form expressions for the ED degree of the steady states of several families of chemical
reaction networks with toric steady states and arbitrarily many reactions. To illustrate
the utility of this work we show how the ED degree can be used as a tool for estimating
the computational cost of solving the model testing and model selection problems.
1 Introduction
Dynamical systems with toric steady states [1, 15] are ubiquitous in the modeling of natural
phenomena. While our analysis will focus on examples arising from systems biology, the
techniques used could be applied to study any dynamical system with toric steady states
(see Definition 2.1). The analysis of chemical reaction networks forms a vital part of systems
biology research [2, 3, 6, 7]. Our goal is to study chemical reaction networks with mass action
kinetics for which the differential equations governing chemical concentration dynamics are
polynomial [2, 3]. This restriction will allow us to apply ideas and algorithms from algebraic
geometry to study several key features of chemical reaction networks.
Due to the inherent complexity of the biological world it is often unknown which models
best capture the biological mechanism. Therefore, many candidate models are often con-
structed to focus on a particular aspect of a biological system. When a set of candidate
reaction mechanisms (i.e. a set of models) has been developed, the optimal values of the
parameters need to be identified. Hence, two important questions arising in modeling of
biological systems are:
1. Model Selection: Which mathematical model does most accurately describe the bio-
logical system?
2. Model Testing: Is the chosen model capable of explaining the observed data?
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In this paper we will focus on the latter question of model testing by giving an upper bound
on the complexity of finding the optimal parameter values. Our work is complimentary to
the model selection approach presented in [9]. In [9] numerical algebraic geometry based
algorithms for selecting the best fitting model were developed. In this paper we aim to
quantify the computational complexity of the model selection task without solving the un-
derlying equations. This “model complexity” will be inherent in all approaches which solve
the underlying equations. We do, however, use numerical algebraic geometry tools to show
the validity of our claims.
The main quantities needed for a practical answer to the model testing question are
the steady state concentrations of a chemical reaction network which extremise the squared
Euclidean distance to a given data point. Constrained Euclidean distance (ED) optimization
problems of various types occur commonly in many applications. When the constraints are
given by polynomial equations these problems may be solved using methods from algebraic
geometry, techniques for this have been developed by several authors [13, 19]. In mathematics
the algebraic geometric ED problem have been studied in the contexts of low rank tensor and
low rank matrix approximation, see for example [19, 21]. In systems biology, as discussed
above, the ED problem has been used to study the model selection problem in [9]. Other
areas where the algebraic geometric ED problem arises include phylogenetics [26], computer
vision [20, 22], signal processing [25], and sensor data analysis [24, 23]. In our setting the ED
optimization problem consists of finding the solutions of a system of polynomial equations.
The difficulty of solving this problem can be measured by an invariant called the Euclidean
distance degree [13].
Our focus in this paper will be on computing exact formulas for the ED degree of the
steady states of several chemical reaction networks with toric steady states. These formulas
will be independent of the choice of rate constants k and will be entirely determined by the
graph of the chemical reaction network. The formulas will be found without solving the
associated polynomial system of critical equations.
Below in Table 1 we tabulate the ED degrees for the chemical reaction models considered
in this paper. The ED degrees provide the (relative) computational cost of solving the model
testing and model selection problems for the different reaction networks. In particular, we see
that three of the models, Processive Phosphorylation [34] (§3.1.1), the Sequestration network
[5] (§3.2) and the McKeithan model [42] (§3.3) have a small and constant ED degree relative
to the number of reactions; meaning the testing and selection problems for these models
can be solved in a practical time for an arbitrary number of reactions. On the other hand,
Distributive Phosphorylation [34] (§3.1.2) and Pore Forming models [49] (§3.4) have an ED
degree which grows linearly with the number of reactions; this will in practice yield an
approximately exponential growth in the run time for the computation of the solutions of
the testing and selection problems for these models.
The paper is organized as follows. In §2 we review relevant background on chemical
reactions networks and the related mathematical notions we will use to study them. In
§3 we compute the ED degree of the models listed in Table 1 for an arbitrary number of
reactions. In §4 we consider the biological interpretation of the results computed in §3. A
summary of the work is given in §5.
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Processive (§3.1.1) Distributive (§3.1.2) Sequestration (§3.2) McKeithan (§3.3) Pore (§3.4)
28 23N + 5 1 6 3N − 2
Table 1: The ED degree for several families of chemical reaction models with varying number
of reactions, given by N .
2 Methods
In this section we introduce the algebraic techniques we will use to investigate the complexity
of the models discussed in §3 and give several small results which will be used in their analysis.
The required mathematical tools are given in §2.1 and §2.2 followed by a review of chemical
reaction network theory in §2.3. In §2.4 we show that for the models considered here we are
guaranteed to find a unique biologically relevant (i.e. positive and real) local minimum. We
also give a brief overview of the computational tools available for solving the ED problem in
§2.5.
Our objects of study, namely chemical reaction networks with mass action kinetics, cor-
respond to dynamical systems defined by polynomial equations. We fix a chemical reaction
network N with mass action kinetics; this is a system of ordinary differential equations
(ODEs) which is given by
x˙ = f(x, k) (1)
where f(x, k) is a system of polynomial equations in x = (x1, . . . , xn) with the k =
(k1, . . . , km) being fixed positive reaction constants. We consider the polynomials fi(x, k) ∈
R[x1, . . . , xn]. In biological systems the variables x = (x1, . . . , xn) could for example represent
the concentrations of the chemical species in the network {X1, . . . , Xn} and the parameters
k = (k1, . . . , km) are the reaction rates of each chemical reaction in the network. When
measuring the concentrations experimentally one is often only able to measure the steady
state concentrations of species but not the reaction rates. Therefore, we only consider the
steady states of (1) in this paper. With this notation we can define the so-called steady state
variety as the algebraic variety
VN = V (f) ⊂ Cn, (2)
which is the (complex) vanishing set of the system of polynomial equations f1(x, k) = · · · =
fn(x, k) = 0.
Fix a list of rate constants k = (k1, . . . , km) in (2). A main goal of chemical reaction
network theory is to analyze steady state behavior of (1) and of central importance are
steady states in which every single chemical species has positive concentration. That is we
wish to study points in VN which are also in (R>0)n = {(x1, . . . , xn) ∈ Rn | xi > 0 ∀i}. To
this end we define the non-zero closure of VN to be the variety V
6=0
N = VN ∩ (C∗)n, where
the Zariski closure is taken in Cn. For a given variety VN in Cn taking the non-zero closure,
V 6=0N , of VN has the effect of removing any irreducible component W of VN such that every
point in W has at least one zero coordinate.
We can now frame the study of the two problems of model selection and model testing
in relation to the steady state variety [8]. For the model testing problem we take a chemical
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reaction network N with steady state variety VN and observed steady state data u ∈ Rn.
We wish to test whether there exists a point v ∈ VN which is within some distance  of our
observed data. If such a point exists, then our model describes the observed data, i.e. we
wish to test if there exists a v ∈ VN such that ‖v − u‖ < , where  > 0.
A related problem is the one of model testing [8]; given some observed data point u
and a collection of candidate models N(`), where (`) denotes the `th model, we would like
to know which model most closely approximates the data, i.e. for which model is the value
of
∥∥v(`) − u∥∥ <  minimized for some point v(`) ∈ VN(`)? To solve both these problems we
must compute the set of points v ∈ VN which minimize the expression ‖v − u‖ for some data
u ∈ Rn. We refer to such an optimization problem as an Euclidean distance (ED) problem
[13]. The main goal of this paper is to apply the concept of the ED problem [13, 14] to
chemical reaction networks.
Formally, we seek to find the points v ∈ VN ⊂ Rn which minimize the (weighted) Eu-
clidean distance between the observed data u and the model values v, given a data point
u = (u1, . . . , un) ∈ Rn with weights λ = (λ1, . . . , λn). More precisely, for λi ∈ R>0, we
consider the following constrained optimization problem
Minimize d2 =
n∑
i=1
λi(ui − vi)2 subject to v ∈ VN. (3)
In practice one often needs to find all local solutions to (3) to find the global minimum of
the ED problem. Hence, the difficulty of solving the optimization problem (3) for generic u
and generic λ using algebraic methods is governed by the number of complex critical points,
which are the solutions of the critical equations. The critical equations are generated by
taking the n-dimensional gradient of (3) and they define an algebraic variety.
Fixing a choice of rate constants k specifying a steady state variety VN (as in (2)) we
define the (generic) Euclidean distance degree of VN, written as EDdegree(VN) as the number
of complex critical points of (3). This number will be the same for any generic choice of
λ and u. For special choices of λ there may be fewer critical points associated to (3), in
such cases we will write EDdegreeλ(VN); similarly for special choices of u. For any choice of
λ, u (even non-generic choices), the EDdegree(VN) will be an upper bound on the number of
critical points of (3) (see [13]), that is
EDdegreeλ,u(VN) ≤ EDdegree(VN).
As above let V 6=0N denote the non-zero closure of the steady state variety VN (i.e. V
6=0
N is
the result of removing irreducible components of VN with zero coordinates) associated to a
chemical reaction network N. In what follows we will study the (generic) Euclidean distance
degree of V 6=0N . This number will provide a (reasonably sharp) estimate for the computational
complexity of solving the model testing problem associated to (3). In particular the ED
degree measures the difficulty of finding and representing all solutions (and hence all real
solutions) to the the ED problem (3). Additionally knowledge of the number of expected
solutions to the ED problem (3) (i.e. knowing the ED degree) could be used to aid the design
of specialized symbolic or numeric methods to solve these problems rapidly.
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2.1 Steady State Varieties in Projective Space
For chemical reaction networks the steady state variety, and hence the associated variety
defined by the critical equations of (3), are objects in an affine space such as Rn or Cn.
To effectively derive the exact formulas for the ED degree presented below we will need to
slightly change the ambient space. To intuitively understand the need for this consider, for
example, the intersection of a parabola and a line in the real affine space R2. In an affine
space such an intersection may be empty, i.e. the parabola could be above or below the
line. The possibility of two such curves failing to intersect in an affine ambient space such
as Cn makes it impractical to compute exact expressions for the number of points in the
intersection of curves and surfaces in these spaces without resorting to direct computational
methods (such as computing a Gro¨bner basis of the ideal of critical points). To avoid this
problem and to allow for the derivation of exact expressions for the ED degree without using
the equations for the variety of critical points we will primarily work in an ambient projective
space, Pn. In a projective space we are assured that, for example, a parabola and a line will
have a non-empty intersection. A dimension n complex projective space Pn can be thought
of as the closure of the affine space Cn obtained by adding ‘points at infinity’, the effect of
this being that if we take the projective closure of two affine curves that don’t intersect in
affine space they will have intersections in projective space at the added points at infinity,
for more details on affine and projective spaces see [53]. As a consequence of the discussion
above the exact expressions we obtain for the ED degrees of the projective closures of our
steady state varieties will be upper bounds on the the number of solutions of the associated
affine ED problem.
In what follows we will often wish to work with the projective closure of our affine
steady state variety VN. Let k be a field (such as C or R) and suppose X is an affine
variety in kn, we will write X ⊂ Pn for the projective closure of X. Recall that projective
varieties are defined by homogeneous polynomial equations. To obtain the projective closure
of an affine variety we must homogenize the equations of a Gro¨bner basis for the defining
ideal. More explicitly, consider an affine variety X = V (f1, . . . , fr) ⊂ kn and suppose the
polynomials f1, . . . , fr form a Gro¨bner basis for an ideal I = (f1, . . . , fr) in k[x1, . . . , xn].
We will homogenize the ideal I by homogenizing all of the fi with respect to x0 to obtain
polynomials fhi in k[x0, . . . , xn]. The projective closure X ⊂ Pn is then defined by the ideal
Ih = (fh1 , . . . , f
h
r ) ⊂ k[x0, . . . , xn], i.e. X = V (fh1 , . . . , fhr ) ⊂ Pn.
Let WX ⊂ Cn+1 denote the affine cone over X, hence, EDdegree(X) = EDdegree(WX).
Recall that a projective variety and its affine cone are defined by the same homogeneous
ideal. All solutions to the optimization problem (3) for an affine variety X will have a
corresponding solution in the affine cone over X, WX , hence we have that
EDdegree(X) ≤ EDdegree(WX) = EDdegree(X).
2.2 Toric Models and Euclidean Distance Degree
In this subsection we briefly define projective toric varieties and summarize a combinato-
rial method to compute the Euclidean distance degree of a toric model. A more detailed
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discussion of this topic can be found in [14].
A toric model is an algebraic variety defined as follows. We fix an integer d × n-matrix
A, with columns a1, a2, . . . , an, and rank d such that the vector (1, 1, . . . , 1) lies in the row
space of A over Q. In particular, we allow A to have negative entries. Each column vector ai
defines a (Laurent) monomial tai = ta1i1 t
a2i
2 · · · tadid where t ∈ (C∗)d, and C∗ = C\{0} denotes
the non-zero complex numbers (C∗ is often referred to as the complex torus). The affine
toric variety defined by A is
X˜A = {(ta1 , . . . , tan) : t ∈ (C∗)d} ⊂ Cn,
that is, X˜A is the (Zariski) closure in Cn of the image of the monomial parametrization
specified by A. The implicit equations for X˜A will always be homogeneous binomials, that
is X˜A = V (I) where I is an ideal defined by homogeneous binomial equations. More precisely
[52, Corrollary 4.3] tells us that
I =
(
xc
+ − xc− | c ∈ ker(A)
)
, (4)
where c+i is equal to ci if ci > 0 and 0 otherwise, and where c
−
i is equal to |ci| if ci < 0 and
0 otherwise. Conversely, any prime polynomial ideal (f1, . . . , fm) in k[x0, . . . , xn−1], where
each fi is a homogeneous binomial, will define an affine toric variety X˜A in Cn. Note that
(4) gives us a simple way to transition between the parametric and implicit descriptions of a
toric variety (and vice versa), namely by computing generators for the kernel of A to obtain
a list of vectors defining the implicit equations. Conversely we can compute the columns of A
from a prime binomial ideal since the exponents of the binomials, interpreted as in (4), will
define ker(A), from which A may be computed. We note that this procedure may generate
an isomorphic variety rather than equal variety, i.e. we may change the embedding, however
the ED degree, the degree of the variety, etc. are invariant under isomorphism and do not
depend on the embedding.
The affine toric variety X˜A is the affine cone over the projective toric variety XA ⊂ Pn−1,
that is XA is the (Zariski) closure in Pn−1 of the same parametrization. The projective toric
variety XA is defined implicitly to be the zeros of the same set of homogeneous binomials
that define X˜A, that is XA = V (f1, . . . , fm) in Pn−1. We have that dim(XA) = d − 1 and
dim(X˜A) = d. To the projective toric variety XA we will associate a polytope P = Conv(A),
which is the convex hull of the lattice points specified by the columns of the matrix A. The
polytope P is contained in Rd and has dimension dim(P ) = dim(XA) = d − 1; the degree
of XA may also be read from the polytope, namely deg(XA) = Vol(P ) where Vol denotes
the normalized d− 1 dimensional volume. Further background on affine and projective toric
varieties can be found in [61, 52, 50, 60].
Definition 2.1 (Dynamical System with Toric Steady States). Consider a dynamical system
x˙ = f(x) where f(x) is a system of polynomial equations in variables x1, . . . , xn. If the non-
zero closure (V (f))6=0 is a toric variety then we say that the dynamical system x˙ = f(x) is
a dynamical system with toric steady states.
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We now show that when studying the generic ED degree of a chemical reaction network
with toric steady states the result is independent of the reaction rate constants. In all the
follows we will consider only the ED problem as stated in (5).
Proposition 2.2. Let XA be the (toric part of the) steady state variety of a chemical reaction
with toric steady states. The ED degree of XA is independent of the choice of reaction coeffi-
cients and is equal to the number of complex critical points of the unconstrained optimization
problem:
Minimize
n∑
i=1
λi(ui − tai)2 over all t = (t1, . . . , td) ∈ Rd. (5)
Proof. Consider the ED problem for a chemical reaction network N with toric steady states
and a positive steady state x˜ = (x˜1, . . . , x˜n) ∈ Rn>0, which is a function of the rate constants
k. Then the steady state variety (VN)A can be parameterized by a d × n matrix A (with
(1, . . . , 1) in its row space) as
(VN)A = {(x˜1ta1 , . . . , x˜ntan) : t ∈ (C∗)d} ⊂ Cn.
The unconstrained version of the corresponding Euclidean distance minimization problem
for (VN)A is:
Minimize
n∑
i=1
λ˜i(u˜i − x˜itai)2 over all t = (t1, . . . , td) ∈ Rd, (6)
for generic u˜ and λ˜ (more precisely, by generic we mean for u˜ and λ˜ chosen from appropriate
Zariski dense sets Du˜ and Dλ˜). Observe that for any choice of x˜ = (x˜1, . . . , x˜n) ∈ (C∗)n the
sets
Du =
{
(u1, . . . , un) | ui = u˜i
x˜i
}
, Dλ =
{
(λ1, . . . , λn) | λi = x˜iλ˜i
}
are also Zariski dense (since they are in one to one correspondence with a Zariski dense set).
Hence we may state the ED problem as in (5) for generic λ ∈ Dλ and u ∈ Du. From this it
follows that the generic ED degree does not depend on the positive steady state (x˜1, . . . , x˜n),
nor on the reaction rates k = (k1, . . . , kn), which determine x˜1, . . . , x˜n.
In [14] an exact formula for the ED degree for toric varieties was derived. Let A be an
integer d× n matrix with (1, . . . , 1) in its row space, parameterizing the toric component of
the steady state variety, as above. It is shown in [14] that for the associated projective toric
variety XA ⊂ Pn−1 the Euclidean distance degree of XA can be computed combinatorially
from the polytope P = Conv(A). Specifically in [14, Theorem 1.1] it is shown that
EDdegree(XA) =
dim(XA)∑
i=0
(−1)d−i−1 · (2d−1 − 1) · Vi , (7)
where Vi denotes the sum of all Chern-Mather volumes of all dimension i faces of the polytope
P . When P is a smooth polytope (so that XA is a smooth variety) Vi is simply the sum of
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all the normalized i dimensional volumes of all dimension i faces of P . In the singular case
the normalized volumes are weighted by the Euler obstruction of a face, which is an integer
that accounts for the singularities of XA associated to a face β of the polytope P . The Euler
obstruction of a face β of P is denoted Eu(β) and is defined recursively:
1. Eu(P ) = 1,
2. Eu(β) =
∑
α s.t. β is a
proper face of α
(−1)dim(α)−dim(β)−1 · µ(α/β) · Eu(α).
Here µ(α/β) is the normalized relative subdiagram volume (see [14, Definition 2.1] or [50,
Definition 3.8]). Using this we define the Chern-Mather volume of a face β to be the product
of the normalized volume Vol(β) and the Euler obstruction Eu(β). With this notation the
Chern-Mather of all dimension i faces of P is:
Vi =
∑
β face of P
dim(β)=i
Vol(β)Eu(β), (8)
see [14, §2] for more details. We now illustrate these definitions with an example.
Example 2.3. Consider the 3× 6 integer matrix
A =
1 0 1 2 3 10 1 1 1 1 2
1 1 1 1 1 1
 .
The monomial parametrization of the associated projective toric variety XA ⊂ P6−1 is
XA = {(t1t3 : t2t3 : t1t2t3 : t21t2t3 : t31t2t3 : t1t22t3) | t ∈ (C∗)3} ⊂ P5.
Written as the common vanishing set of implicit homogeneous binomial equations
XA = V (x
2
3 − x2x4, x2x3 − x1x4, x1x3 − x0x5, x22 − x0x5).
From the matrix A we see that dim(XA) = 3−1 = 2. The polytope P = conv(A) associated to
XA is given in Figure 1. From the triangulation in Figure 1 we see that deg(XA) = Vol(P ) =
6. We now illustrate the computation of EDdegree(XA) by computing the Chern-Mather
volumes V0, V1, V2 and applying (7). Note that since the only dimension two face is the whole
polytope P , and since by definition Eu(P ) = 1, we have that V2 = Vol(P ) = deg(XA) = 6.
Now compute V1. One may check that XA has singularities only in dimension zero, hence all
dimension one faces, i.e. all edges e of P , will have Euler obstruction Eu(e) = 1. From this
we have that V1 is equal to the number of edges of P , that is V1 = 4 · Vol(e) = 4; it remains
to compute V0.
Let v be a vertex contained in an edge e of the polytope P , to find Eu(v) we must consider
µ(P/v) and µ(e/v). The subdiagram volume µ(e/v) is equal to the one dimensional volume
of an edge (which is one) minus the one dimensional volume of an edge with the vertex v
8
a1
a2 a3 a4 a5
a6
Figure 1: The polytope P = conv(A). The columns of A define the lattice points drawn
above, note that we may draw this polytope P in two dimensions since the third coordinate
of all vectors is one, i.e. they are all contained in the same plane in R3.
removed (which is zero), hence we always have that µ(e/v) = 1 − 0 = 1. Consider the
vertex a2 of P , the subdiagram volume µ(P/a2) is equal to the two dimensional volume of P
minus the two dimensional volume of the convex hull of the points a1, a3, a4, a5, a6 (that is
the remaining points after a2 is removed). Hence µ(P/a2) = 6− 4 = 2, this gives
Eu(a2) = 2 · Eu(e) · µ(e/a2)− Eu(P ) · µ(P/a2) = 2 · 1− 1 · 2 = 0.
Similarly Eu(a5) = 0, and Eu(a1) = Eu(a6) = −1, giving
V0 = 0 · Vol(a2) + 0 · Vol(a5)− Vol(a1)− Vol(a6) = −2.
Plugging these values into (7) we obtain
EDdegree(XA) = 7V2 − 3V1 + V0 = 7 · 6− 3 · 4 + (−2) = 28.
2.3 Chemical Reaction Network Theory
In this subsection we briefly introduce chemical reaction networks and show how they give
rise to dynamical systems [2]. A more comprehensive overview of chemical reaction network
theory can be found in [2, 66, 67]. Consider a set of chemical species S = {S1, . . . , SN} and
the vector of their respective concentrations x = (x1, . . . , xN). A chemical reaction network
is then defined as a weighted, directed graph G = (V,E, k). The vertex set V consists of
linear combinations of the chemical species,
Ci =
N∑
j=1
αijSj, (9)
termed complexes, such that Ci ∈ V and i = {1, . . . ,M} [67, 65]. The coefficients αij ∈ Z≥0
are called stoichiometric coefficients [66]. The edge set E consists of the reactions, Ci → Cj,
with edge weights k = {k1, . . . , kL}.
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The reaction network can be embedded into RN by associating a standard basis vector of
RN , ei, to each chemical species Si ∈ S. Arrange the reactions in any order and denote the
mth reaction as Ci → Cj. For each directed edge e(Ci, Cj) ∈ E we define the reaction vector
rm ∈ RN , as rm = αj − αi. Here, αi is the column vector of the stoichiometric coefficients
of Ci [67]. We can convert the network description given by G to a system of ordinary
differential equations (ODEs) by using the law of mass action which states that the reaction
rates are proportional to the species concentrations [66]. Hence, we associate a monomial
xαi =
∏
j
x
αij
j , (10)
to each vertex Ci ∈ V of G. The directed edge e(Ci, Cj) ∈ E has an edge weight of km,
which provides the constant of proportionality for the law of mass action and gives rise to
the mth element of the flux vector [64]
R(x, k)m = kmx
αi . (11)
Similarly, we define the stoichiometric matrix as
Γ = (r1 r2 · · · rm · · · rL), (12)
with the set of reaction vectors {ri} as defined above. The dynamics of the network can be
described by the ODE system
dx
dt
= ΓR(x, k). (13)
It is apparent that the order of the reactions does not affect the system of equations (13) as
long as the elements of R(x, k) and columns of Γ are permuted equally. In the remainder of
this paper we will define models by giving their flux vectors and stoichiometric matrices.
A link between dynamics and network structure is provided by deficiency theory [2, 3].
The deficiency of a chemical reaction network with mass action kinetics is given by
δ = M − l − dim(span{r1, . . . , rL}), (14)
where M = |V | is the number of complexes and l is the number of connected components
of G. It can be shown that certain classes of networks always have exactly one positive,
stable steady state. A positive steady state of a chemical reaction network is a concentration
vector x∗ ∈ RN>0 such that ΓR(x∗) = 0 [34]. A reaction network is called weakly reversible
if, whenever there is a directed path in G from complex Ci to Cj, then there also exists
a directed path from Cj to Ci [2]. Deficiency theory provides one of the most important
theorems in chemical reaction network theory, the Deficiency Zero Theorem.
Theorem 2.4 (Deficiency Zero Theorem [2]). Consider a weakly reversible chemical reac-
tion network with mass action kinetics. If such a network has deficiency zero, then the
corresponding mass-action system has precisely one positive steady state for any choice of
reaction rate parameters. The existence of the steady state is independent of the reaction
parameters and the steady state is asymptotically stable.
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Remark 2.5. Networks which satisfy the Deficiency Zero Theorem are toric dynamical sys-
tems as studied in [15] and are sometimes also called complex balanced systems. The steady
state varieties of these dynamical systems are toric [15, Theorem 7], hence these dynamical
systems are dynamical systems with toric steady states in the sense of Definition 2.1. Since
the toric dynamical systems of [15] are defined in terms of the reaction graph it is possible
that a dynamical system with toric steady states (in the sense of Definition 2.1) is not a
toric dynamical system (in the sense of [15]). For example, one can check that the two-site
distributive phosphorylation model (see §3.1.2 or [1, Example 3.13]) is not complex balanced,
meaning the associated ODE system is not a toric dynamical system in the sense of [15].
On the other hand, the non-zero closure of the steady state variety is a toric variety, hence
the associated ODE system is a dynamical system with toric steady states in the sense of
Definition 2.1. In addition to satisfying the Deficiency Zero Theorem, another nice property
of toric dynamical systems in the sense of [15] is that they may be identified from properties
of a Euclidean embedding of the reaction graph, see [56, §2.1].
Example 2.6 (Two-site kinetic proofreading). A simple model of kinetic proofreading in
T-cells follows the reaction scheme [42]:
A+B
k1
l1
X1
k
2
X2
l2
The dynamics of the network is governed by the ODE system
d
dt

a
b
x1
x2
 =

−1 0 1 1
−1 0 1 1
1 −1 −1 0
0 1 0 −1

︸ ︷︷ ︸
Γ

k1ab
k2x1
l1x1
l2x2

︸ ︷︷ ︸
R(x)
.
It is easy to check the that the deficiency of this network is zero. The network is also clearly
weakly reversible. Following the construction for the complex balancing ideal in [15] it can
be shown that the toric component of the steady state variety is generated by the implicit
equations
0 = k1ab− (l1 + k2)x1,
0 = k2x1 − l2x2.
Example 2.7 (Michaelis-Menten Kinetics). The standard Michaelis-Menten [68] enzyme
catalysis follows the reaction scheme
E + S
 ES→ E + P. (15)
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Hence, we can formulate the governing ODE system
dx
dt
=

−1 1 1
−1 1 0
1 −1 −1
0 0 1

︸ ︷︷ ︸
Γ
k1x1x2k2x3
k3x3

︸ ︷︷ ︸
R(x)
. (16)
It can be shown that δ = 0, however, the system is not weakly reversible. Therefore,
Michaelis-Menten kinetics does not have a steady state ideal with a toric irreducible com-
ponent. In particular the steady state ideal is I = 〈−k1x1x2 + k2x3 + k3x3, −k1x1x2 +
k2x3, k1x1x2− k2x3− k3x3, k3x3〉, the primary decomposition of this ideal contains no com-
ponents whose radical is a prime binomial ideal; hence the steady state variety cannot be
written as a union of toric varieties.
2.4 Real Closest Points
In the applications considered here we are particularly interested in the real solutions of the
optimization problem (3). In [16, 17] it is shown that a finite, and non-zero, number of real
solutions to (3) always exist. We will briefly summarize the relevant results below.
For this discussion let V = V (f1, . . . , fm) ⊂ Rn be a real variety, we may suppose,
without loss of generality, that V is irreducible. For a general point u ∈ Rn and a general
point λ ∈ Rn>0 we wish to solve the optimization problem
Minimize
n∑
i=1
λi(ui − xi)2 subject to x ∈ V. (17)
The (positive weighted) square of the Euclidean norm is convex and differentiable. It
follows by Theorem 2.2 of [17] that for general u ∈ Rn and general (positive) λ ∈ Rn>0 we
have that there exists a unique real global minimum x∗ for the problem (17). Further, since
x∗ is a minimum it must be a solution to the critical equations associated to (17). Note that
the critical equations of (17) define a variety in Rn, hence if we consider the variety defined
by these same equations in Cn all points in the critical points variety in Rn must appear.
In particular the critical points variety in Cn will contain the real global minimum x∗. It
may also be shown (see Lemma 4.3 of [16]) that all real minima are smooth critical points.
Computing any global algorithmic solution to (17) in practice will require the computation
of all complex critical points.
For the case where V = X˜A is the affine cone over a projective toric variety XA we can
make a slightly stronger statement regarding the existence of a unique positive real local
minimum. The following is a variation on the well known result sometimes referred to as
Birch’s Theorem, see for example [58, Theorem 1.10] or [51, p. 83].
Proposition 2.8. Let V = X˜A be the affine cone over a projective toric variety XA. Let
R+ denote the positive reals and suppose that V ∩ (R+)n is non-empty, then there exists a
unique real local minimum x∗ = (x∗1, . . . , x
∗
n) ∈ Rn for (17) such that x∗i ≥ 0, ∀i.
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Proof. Fix a general real data point u ∈ Rn. The (positive weighted) squared Euclidean
distance
f(x1, . . . , xn) =
n∑
i=1
λi(xi − ui)2, λi ∈ R>0
is strictly convex in Rn. By [60, §4.2] (see also [61, §12.2]) there exists a map µ : XA → Rd
(called the algebraic moment map) which is a homeomorphism from the nonnegative part
of XA, (XA)≥0, onto the polytope P = conv(A). Further it is shown in [60, §4.2] that the
map µ induces a real analytic isomorphism between all points of XA∩ (R∗)d and the relative
interior of P , int(P ). Similarly, the isomorphism induced by µ also gives an isomorphism
between the torus orbit of a face and the relative interior of the face for any face of P . Since
the set of real points in the polytope P is a closed convex set it follows that (XA)≥0 is also
a closed convex set with interior (XA)>0. Let f˜ = f |(XA)≥0 , since f is strictly convex so
is f˜ . The domain of f˜ is a convex set, therefore there exists a unique point x∗ ∈ (XA)≥0
that minimizes f˜ . Since x∗ is a minimum of f˜ on (XA)≥0, and f is defined by the same
polynomial, then x∗ is both a critical point and a local minimum of f .
2.5 Computational Methods
In this subsection we briefly review several standard methods for solving systems of polyno-
mial equations. It should be emphasized that when studying the ED problem the complexity
of the computational methods used corresponds primarily to the ED degree of the variety X
and not to deg(X). This is because when we solve the optimization problem (3) we consider
the zero dimensional variety consisting of the smooth points in X which satisfy the critical
equations of (3). While these points form a subvariety of X the degree of this subvariety may
be substantially different than that of X, and all computational methods will compute the
solutions to (3) by finding the points in this subvariety of X defined by the critical equations.
Gro¨bner bases: Gro¨bner basis methods have been shown to be very useful in the con-
text of systems biology [8, 4], especially due to the fact that they allow the user to find
exact, symbolic expressions for the varieties concerned. Where possible, we compute the
Gro¨bner basis of our models in lexicographical (lex) monomial order to generate a trian-
gular system. We can then find all real solutions of the system by iteratively applying a
numerical or symbolic solver. While highly useful, Gro¨bner basis methods can be compu-
tationally expensive, particularly when computing a Gro¨bner basis in the lex term ordering
(to obtain a triangular system). More explicitly, effective methods to compute all points in
a zero dimensional variety W in a dimension n ambient space using Gro¨bner basis and often
have two steps. First we find the Gro¨bner basis in some other term order (which is faster
to compute in) using some efficient Gro¨bner basis algorithm. Second we apply the FGLM
algorithm (or another reordering scheme) [30] to transform this into a lex Gro¨bner basis. In
practice the second step, namely the reordering step, is often the bottle neck. In the zero
dimensional case the FGLM algorithm has complexity O(n deg(W )3) [30], and in particular
its complexity is primarily determined by the degree of W . In the case of the Euclidean
distance problem, deg(W ) is the degree of the variety defined by the critical equations of
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(3), i.e. the ED degree.
Numerical Algebraic Geometry (NAG): NAG methods have recently been used for model
selection and optimization problems [9]. We use two commonly applied NAG packages,
PHCpack [63] and Bertini [40], to solve the ED problem for our chemical reaction networks.
The advantage of parameter homotopy or NAG methods is that they can be much faster
than current Gro¨bner basis algorithms in some cases. However, realizing this benefit some-
times requires specially programed methods tailored to a given system. This can be aided by
knowing, a priori, more details about the system to be solved, for example its degree. In our
case knowing the ED degree ahead of time could be used in the construction of specialized
NAG methods since this would represent the number of solution paths that would need to
be tracked to solve the problem; hence this knowledge could improve both the performance
and reliability of NAG methods in specific cases of interest. Implementations of NAG meth-
ods also provide black box solvers, however these may not be well suited for the particular
problem at hand. In this paper we use PHCpack to compute the solutions to the ED prob-
lem for several examples. We also performed test computations using Bertini [40] however
Bertini did not perform well on the toric varieties studied in this paper and we could not find
solutions for any but the smallest ED degrees. Practical experience shows that PHCpack is
often quite effective when applied to highly structured systems, such as those arising from
toric varieties. However, as with all numeric methods, numerical stability and precision can
pose challenges, making it hard to be certain all solutions have been computed, especially
for larger ED degrees (see §3.1.2 for details).
3 Results
In this section we compute closed form formulas for the Euclidean distance degree of five
commonly studied chemical reaction networks. For each model we also demonstrate how the
ED degree helps us estimate the computational difficulty of the ED problem.
3.1 Multi-site Phosphorylation Networks
Phosphorylation is a ubiquitous mechanism in cell biology [6] and the most widely stud-
ied protein modification [18]. Phosphorylation controls the production of new proteins as
well as their degradation and the transmission of intra- and intercellular signals. Abnor-
mal phosphorylation is connected with a vast number of diseases such as cancer, diabetes,
hypertension, heart attacks and rheumatoid arthritis [18]. In particular, abnormal myon-
tonin phosphorylation leads to myotonic muscular dystrophy [27] and similarly, disturbed
phosphorylation of the insulin receptor is a cause of diabetes [28].
A simple phosphorylation network consists of a substrate (a protein), kinases which
phosphorylate the substrate and phosphatases to dephosphorylate. Phosphorylation can be
thought of as a on/off switch for cellular mechanisms in which the presence of multiple sites
enables fine tuning of such a switch [6]. For an N site protein there exists, in principle, a
maximum of 2N states, which indicates a large redundancy in biological function.
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While a protein with multiple sites can be phosphorylated in an arbitrary manner, there
are two extreme mechanisms in multi-site phosphorylation. On the one hand, there is pro-
cessive phosphorylation, where the kinase binds to the substrate and phosphorylates all sites
before unbinding, and on the other hand we have distributive phosphorylation in which a
binding-unbinding event is required for each phosphorylation. Experiments have highlighted
the existence of kinases falling in each category, but also a whole spectrum of intermediate
‘processivity’ [29].
3.1.1 Processive Networks
Whilst purely processive systems are rarely found, there exist a number of cellular processes
which exhibit a high degree of processivity [6, 55, 57] such as the phosphorylation of the
splicing factor ASF/SF2 which has a role in heart development, cell motility and tissue
formation [31, 32, 33].
We consider the processive multisite phosphorylation network studied in [34] which, for
N sites, is described by the reaction scheme
S0 + E
k1−⇀↽−
k2
S0E
k3−⇀↽−
k4
S1E
k5−⇀↽−
k6
· · · k2N−1−−−⇀↽ −
k2N
SN−1E
k2N+1−−−→ SN + E,
SN + F
l2N+1−−−⇀↽ −
l2N
SNF
l2N−1−−−⇀↽ −
l2N−2
· · · l5−⇀↽−
l4
S2F
l3−⇀↽−
l2
S1F
l1−→ S0 + F.
To translate this reaction network into a system of ordinary differential equations we
assign variables representing the concentrations of the chemical species in the following way
x1 x2 x3 x4 x5 x6 x7 x8 · · · x2N+3 x2N+4
E F S0 SN S0E S1F S1E S2F · · · SN−1E SNF
The assignment allows us to identify the variable xi with e
i, the ith basis vector of R2N+4.
We can now formulate our system of ordinary differential equations via defining the matrix
Γ for the processive network
Γ = (e5 − (e1 + e3), · · · , e2i+5 − e2i+3, · · · , e4 + e1 − e2N+3,
e2 + e3 − e6, · · · , e2i+4 − e2i+6, · · · , e2N+4 − (e2 + e4)) , (18)
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where i = 1, · · · , N − 1. Similarly the flux vector R(x) can be formulated
R(x) =

k1x1x3 − k2x5
k3x5 − k4x7
k5x7 − k6x9
...
k2N−1x2N+1 − k2Nx2N+3
k2N+1x2N+3
l1x6
l3x8 − l2x6
...
l2N−3x2N+2 − l2N−4x2N
l2N−1x2N+4 − l2N−2x2N+2
l2N+1x2x4 − l2Nx2N+4

. (19)
From (13) we have that the generators of the steady state ideal of the processive model are
given by ΓR(x). By considering the family of affine varieties generated by the steady state
ideal of the processive model we can find the ED degree of the non-zero closure.
Theorem 3.1. Let VN denote the steady state variety of the N-site processive phosphoryla-
tion network. Then we have that
EDdegree
(
V 6=0N
)
= 28.
Proof. In [34, (5.11)] it is shown that V 6=0N = λ · X˜B where λ ∈ (C∗)2N+2 and where X˜B is
the affine toric variety defined by the 3× (2N + 2) integer matrix
B =
 0 1 0 −1 0 0 · · · 0−1 0 1 0 0 0 · · · 0
1 0 0 1 1 1 · · · 1
 .
Taking the projective closure of V 6=0N gives V
6=0
N = (1, λ) ·XA where XA is the projective toric
variety given by the 4× (2N + 3) integer matrix
A =

1 1 1 0 0 0 0 · · · 0
0 −1 0 1 0 0 0 · · · 0
1 1 0 0 1 0 0 · · · 0
1 1 1 1 1 1 1 · · · 1
 ,
where the last 2n−2 columns are (0, 0, 0, 1)T . For any choice of the integer n ≥ 1 we see that
the matrix A will have six unique column vectors, from this it is straightforward to see that
the polytope P = conv(A) has exactly six vertices with none of the columns of A specifying
interior lattice points. Since the Chern-Mather volumes are determined by the polytope P
and by the interior lattice points corresponding to columns of A it follows immediately that
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we need only consider the six vertices of the polytope P . These are given as the columns of
the matrix
P vertex =

1 1 1 0 0 0
0 −1 0 1 0 0
1 1 0 0 1 0
1 1 1 1 1 1
 = (v1 v2 v3 v4 v5 v6) ,
where vi denotes vertex i.
Computing with this polytope we have that the Chern-Mather volumes of P are V0 = 12,
V1 = 12, V2 = 8 and V3 = 4. Applying (8) gives EDdegree
(
V 6=0N
)
= 28.
3.1.2 Distributive Networks
Distributive phosphorylation is an important mechanism in many cellular processes [6, 35,
36, 37, 38], most prominently, the ERK2 MAP kinase, which is responsible for basic cellular
functions such as cell proliferation, differentiation and cell death, is phosphorylated and
dephosphorylated distributively [35, 33]. In contrast to processive systems distributive multi-
site phosphorylation networks can admit multiple steady states [34, 59]. Intuitively one
would therefore expect the distributive mechanism to be ‘more complex’ than its processive
counterpart. In this section we quantify its complexity using the ED degree.
The reaction mechanism for the N -site distributive network from [34] is
S0 + E
k1−⇀↽−
l1
S0E
k′1−→ S1 + E k2−⇀↽−
l2
S1E
k′2−→ · · · k
′
N−1−−−→ SN−1 + E kN−⇀↽−
lN
SN−1E
k′N−→ SN + E,
SN + F
k¯N−⇀↽−
l¯N
SNF
k¯′N−→ · · · k¯
′
N−2−−−→ S2 + F k¯2−⇀↽−¯
l2
S2F
k¯′2−→ S1 + F k¯1−⇀↽−¯
l1
S1F
k¯′1−→ S0 + F.
As in subsection 3.1.1 we identify the chemical species with the variables {x1, · · · , x3N+3}:
x1 x2 x3 · · · xN+3 xN+4 · · · x2N+3 x2N+4 · · · x3N+3
E F S0 · · · SN S0E · · · SN−1E S1F · · · SNF
From the reaction scheme we can derive the reaction matrix Γ in terms of the matrices
Γ1, Γ2, Γ3, Γ4, the zero matrix 0N×N and the identity matrix IN×N ,
Γ1 =

−1 · · · −1
0 · · · 0
−IN×N
0 · · · 0
IN×N
0N×N
 , Γ2 =

1 · · · 1
0 · · · 0
0 · · · 0
IN×N
−IN×N
0N×N
 , Γ3 =

0 · · · 0
−1 · · · −1
0 · · · 0
−IN×N
0N×N
IN×N
 , Γ4 =

0 · · · 0
1 · · · 1
IN×N
0 · · · 0
0N×N
−IN×N
 ,
to give Γ = (Γ1 | − Γ1 |Γ2 |Γ3 | − Γ3 |Γ4). Analogously, the flux vector can be derived to
give:
R(x) = (k1x1x3, . . . , kNx1xN+2, l1xN+4, . . . , lNx2N+3, k
′
1xN+4, . . . , k
′
Nx2N+3,
k¯1x2x4, . . . , k¯Nx2xN+3, l¯1x2N+4, . . . , l¯Nx3N+3, k¯
′
1x2N+4, . . . , k¯
′
Nx3N+3
)T
. (20)
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We can now give closed form expressions for the ED degree of the family of toric varieties
which corresponds to the non-zero closure of the steady state variety of theN -site distributive
phosphorylation network.
Theorem 3.2. Let VN denote the steady state variety of the distributive N-site phosphory-
lation network. Then we have that
EDdegree
(
V 6=0N
)
= 23N + 5.
Proof. In Theorem 4.3 of [39] it is shown that V 6=0N = λ · X˜B where λ ∈ (C∗)3N+3 and where
X˜B is the affine toric variety defined by
B =
0 1 2 · · · N 1 2 · · · N 1 2 · · · N 1 00 0 0 · · · 0 1 1 · · · 1 1 1 · · · 1 1 1
1 1 1 · · · 1 1 1 · · · 1 1 1 · · · 1 0 0
 .
Taking the projective closure of V 6=0N gives V
6=0
N = (1, λ) · XA where (1, λ) ∈ (C∗)3N+4 and
XA is the projective toric variety defined by the matrix
A =

0 0 0 1 1 · · · 1 1 1 · · · 1 1 1 · · · 1
1 0 0 1 1 · · · 1 0 0 · · · 0 0 0 · · · 0
0 1 0 0 1 · · · N 1 2 · · · N 1 2 · · · N
1 0 1 N N − 1 · · · 0 N − 1 N − 2 · · · 0 N − 1 N − 2 · · · 0
 .
PN = conv(A) is the polytope of the convex hull of the column vectors of A. Note that the
matrix A has exactly 7 unique column vectors for any N . Given this is straightforward to
see that for any N the polytope PN always has the 7 vertices given as the columns of the
matrix
P vertexN =

0 0 0 1 1 1 1
1 0 0 1 1 0 0
0 1 0 N 0 N 1
1 0 1 0 N 0 N − 1
 = (v1 v2 v3 v4 v5 v6 v7) ,
where vi denotes vertex i. We now compute the Chern-Mather volumes of the faces of the
polytope PN by applying (8). In dimension three we calculate that the Chern-Mather volume
of PN is V3 = Vol(PN) = 3N + 1. PN has 8 dimension two faces; totalling the Chern-Mather
volumes of these faces gives V2 = 4 · (N + 1). PN has 13 dimension one faces; totalling the
Chern-Mather volumes of these faces gives V1 = 2N+10. Finally totalling the Chern-Mather
volumes of the vertices gives V0 = 12. By (7) we have that
EDdegree
(
V 6=0N
)
= 15V3 − 7V2 + 3V1 − V0 = 45N + 15− (28N + 28) + (6N + 30)− 12 = 23N + 5.
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(a) Processive (b) Distributive
Figure 2: Comparing the run times to solve the ED problem for the processive and the
distributive mulit-site phosphorylation networks. For the processive model we computed the
Gro¨bner basis whereas for the distributive we use NAG methods, because the run time was
considerably shorter than for computing the Gro¨bner basis.
For small N we can solve the ED problem for the multi-site phosphorylation networks
computationally in SageMath [62] by computing the Gro¨bner basis of the non-zero closures
of the models’ steady varieties in lex order. In Figure (2a) we show that the the wall time
for computations of the Gro¨bner basis is approximately constant for the processive network.
The run times for the computation of the Gro¨bner bases of the distributive network prove
very large (>1 day for N=2 sites), hence, for efficiency, we use PHCpack [63]. Despite
the NAG method being orders of magnitude faster we encounter the problem of PHCpack
missing solutions, especially as the number of sites increases. Since there is no guarantee
that the global minimum is in the solutions that are found, many runs are needed to find
all solutions to the ED problem (see Table (2)). Thus, in particular, the ED degree aids in
determining whether all solutions have been found. This, combined with a method to certify
numerical solutions, can give a certain answer to when all solutions have been found using
NAG methods.
Number of Sites Avg. # of runs for solution Avg. time per run Avg. total run time per solution
1 1.2 0.47s 0.57s
2 1.1 0.90s 0.95s
3 1.3 1.90s 2.46s
4 2.6 4.41s 11.57s
5 4 5.75s 23.00s
6 4.6 11.24s 51.36s
7 6.17 13.33s 82.20s
Table 2: Run time results for the Distributive network using PHCpack, the total time to
find all solutions is listed in the last column.
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3.2 Sequestration Networks
Sequestration reactions are chemical reactions in which a molecule is rendered inactive by
binding to a second molecule [4]. A classic example would be the inhibition of a substrate
by an enzyme,
E + S → ∅. (21)
Following [4] a sequestration network of N species is constructed by allowing for N − 1
sequestration reactions and one synthesis reaction. We will let Nm denote the N species
sequestration network and let Xi denote the species occurring in Nm, the reaction scheme is
given below:
X1 +X2
k1−→ ∅,
X2 +X3
k2−→ ∅,
...
XN−1 +XN
kN−1−−−→ ∅,
X1
kN−→ mXN . (22)
Denoting the concentration of Xi as xi the flux vector is
R(x) = (k1x1x2, k2x2x3, . . . , kN−1xN−1xN , kNx1)
T . (23)
From the reaction scheme we can find the matrix Γ which is given by
Γ = (−e1 − e2,−e2 − e3, · · · ,−eN−1 − eN ,−e1 +m eN). (24)
After closer inspection one finds that not every Nm has a non-empty non-zero closure or
a toric steady state variety. In the proof of Theorem 3.3 we show the toric steady states only
for certain choices of N and m and we calculate the ED degree for the case where m = 1
and N is an odd integer.
Theorem 3.3. Let VNm be the steady state variety of the N-site sequestration network Nm
with m being the coefficient of the synthesis reaction in the reaction network as in (22). If
m = 1 and N is an odd integer then we have that
EDdegree
(
V 6=0Nm
)
= 1.
For all other choices of m and N the variety V 6=0Nm is empty.
Proof. First let N be an odd integer and treat m as a variable. Examining the matrix Γ in
(24) we see that each row of Γ has only two non-zero entries. Also note that each entry of the
vector R(x) in (23) is a monomial, hence the ideal IΓ = Γ · R(x) is generated by binomials.
By definition the steady state variety is VNm = V (IΓ), the variety V
6=0
Nm
consists of all points
in V (IΓ) which have no zero coordinates, hence in particular we have
V 6=0Nm = V (IΓ)\V (x1x2 · · ·xN) = V (IΓ : (x1x2 · · ·xN)∞).
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Computing the ideal I 6=0 = IΓ : (x1x2 · · ·xN)∞ we obtain a prime ideal generated by binomi-
als, one of these binomials is m− 1. Hence V 6=0Nm is empty whenever m 6= 1. Setting m = 1 in
I 6=0 we obtain a new ideal I 6=0m=1, again generated by binomials. Interpreting the exponents of
these binomials as in (4) we obtain the generators of the kernel of the matrix which defines
a parametrization of a variety isomorphic to V 6=0Nm=1 = V (I
6=0
m=1). We call the resulting toric
variety XB; the defining matrix of XB is the 2× (N + 1) integer matrix
B =
(
1 0 0 0 0 · · · 0 0 0
0 1 0 1 0 · · · 1 0 1
)
.
Now suppose that N is an even integer and again treat m as a variable. Computing
I 6=0 = IΓ : (x1x2 · · ·xN)∞ in this case again yields a prime ideal generated by binomials,
among these binomials is the polynomial m+1. However, m = −1 is not valid for our model
(m must be positive by construction), hence V 6=0Nm is empty in this case.
We now consider the case where V 6=0Nm is non-empty, namely we set m = 1 and let N be
an odd integer. By the arguments above the non-zero closure of VNm is given by V
6=0
Nm
= XB.
Taking the projective closure of XB yields the projective toric variety XA defined by the
3× (N + 2) integer matrix
A =
1 0 0 0 · · · 0 0 00 1 0 1 · · · 0 1 0
1 1 1 1 · · · 1 1 1
 .
The polytope P = conv(A) is a triangle of dimension 2 (see Figure 3). The three vertices of
P are given as the columns of the matrix
P vertexm =
1 0 00 1 0
1 1 1
 = (v1 v2 v3) ,
where vi denotes vertex i.
v1
v2
v3
Figure 3: The polygon P = conv(A).
This polytope P (see Figure 3) is smooth (i.e. the associated toric variety is smooth),
hence Vj, the sum of all Chern-Mather volumes of all faces of dimension j, is equal to the sum
of all normalized volumes of dimension j faces. P is a triangle, and hence has normalized
volume one, has three edges (dimension one faces) each of with normalized volume one, and
has three vertices. This gives V2 = 1, V1 = 3, V0 = 3, respectively. Applying (7) gives
EDdegree(XA) =
2∑
j=0
(−1)2−j(2j+1 − 1) · Vj = 1.
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(a) Direct computation with PHCpack (b) Gro¨bner basis only
Figure 4: A comparison of the run times for finding the solution to the ED problem for
the Sequestration networks (22). NAG and Gro¨bner basis methods give an approximately
constant run time for any number of species as expected from the constant ED degree.
Remark 3.4. Theorem 3.3 is rather remarkable as it tells us that for any parameter vector
and any measurement we will always find exactly one local minimum for the Euclidean dis-
tance problem associated to the sequestration network (22). Using Proposition 2.8 we can
guarantee that all coordinates of this minimum point are positive real numbers; in particular
this minimum is the desired model point.
Due to its minimal complexity the ED problem for sequestration networks can be solved
by computing the Gro¨bner basis from which the solution can be read off immediately; see
Figure 4.
3.3 Kinetic Proofreading Networks (McKeithan Model)
Kinetic proofreading networks are vital components in cell biology that enhance binding
selectivity [41, 42, 43, 44]. The first mathematical models for kinetic proofreading were
developed to explain the astonishing accuracy of DNA replication and protein synthesis.
The model we present in this paper was initially proposed by McKeithan [42] to understand
the simultaneous high sensitivity and high selectivity of antigen recognition in T cells.
In the model a ligand (A) binds to T-cell receptor (B) which is transformed via inter-
mediate stages to a final stage XN . The product XN initiates the T-cell reaction. There is
time-delay between the initial binding and the immune reaction. Therefore, ligands which
are not tailored to a specific T-cell receptor will dissociate before XN is formed in significant
quantities. The McKeithan model follows the reaction scheme:
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A+B X1 X2 · · · XN
k1 k2 k3 kN
lN
l2
l1
Denoting the concentrations of the species as {a, b, x1, · · · , xN} we can formulate the flux
vector
R(x) = (k1ab, k2x1, k3x2, . . . , kNxN−1, l1x1, l2x2, . . . , lNxN)
T . (25)
As in the previous models the stoichiometric matrix can be constructed from the reaction
network
Γ = (−e1 − e2 + e3,−e3 + e4, · · · ,−eN+1 + eN+2, e1 + e2 − e3, · · · , e1 + e2 − eN+2). (26)
By using (13) we find the affine steady state variety of the model and its parametrization.
We are now in a position to calculate the projective closure and hence the ED degree.
Theorem 3.5. Let VN be the steady state variety of the N-site McKeithan Model. Then we
have that
EDdegree
(
V 6=0N
)
= 6.
Proof. Let IΓ be the ideal in k[x1, . . . , xN , a, b] generated by ΓR(x). Computing a Gro¨bner
basis of IΓ (in the graded reverse lexicographic order) we find that IΓ is a prime ideal
generated by binomials (for N ≥ 1). Finding a matrix with kernel given by the set of
exponents of IΓ (interpreted as in (4)) we have that the steady state variety of the N -site
McKeithan Model is isomorphic to the affine toric variety XB defined by the 2 × (N + 2)
integer matrix
B =
(
1 1 1 · · · 1 1 0
1 1 1 · · · 1 0 1
)
.
Since any toric variety is its own non-zero closure we have that V 6=0N ∼= XB. Taking the
projective closure of XB we find that XB = XA is the projective toric variety defined by the
3× (N + 3) integer matrix
A =
1 0 0 0 · · · 0 1 01 0 0 0 · · · 0 0 1
1 1 1 1 · · · 1 1 1
 .
For any choice of the integer N ≥ 1 we have that the polytope P = conv(A) has exactly
four vertices with none of the columns of A specifying interior lattice points. Since the
Chern-Mather volumes are determined by the polytope P and by the interior lattice points
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corresponding to columns of A it follows immediately that we need only consider the four
vertices of the polytope P . These are given as the columns of the matrix
P vertex =
1 0 1 01 0 0 1
1 1 1 1
 = (v1 v2 v3 v4) ,
where vi denotes vertex i.
v3
v4 v1
v2
Figure 5: The polygon P = conv(A).
This polytope P (see Figure 5) is smooth (i.e. the associated toric variety is smooth).
Hence Vj, the sum of all Chern-Mather volumes of all faces of dimension j, is equal to
the sum of all normalized volumes of dimension j faces. The normalized volume of P is
V2 = Vol(P ) = 2, there are four edges (dimension one faces) so V1 = 4, and there are four
vertices giving V0 = 4. Applying (7) gives
EDdegree(XA) =
2∑
j=0
(−1)2−j(2j+1 − 1) · Vj = 6.
In a similar manner to the sequestration networks the ED problem can be solved numer-
ically with PHCpack or by computing the Gro¨bner basis of the model. Our findings, which
are summarized in Figure 6, show a nearly constant computation time, the slight increase in
time observed is likely due to extra computational overhead when working with polynomial
systems in more variables.
3.4 Multimeric Pore-Forming Toxins
Pore forming toxins attack cells by assembling pores in the cell membrane from monomers.
The pores cause the cells to leak, which eventually leads to cell death [45, 46, 47]. A number of
pore forming cytotoxins are employed by various bacteria such as Streptococcus pneumonia,
Staphylococcus aureus, Escherichia coli and Myobacterium tuberculosis, but they are also
used in the eurokaryotic immune system to kill pathogens and infected cells [48].
For our calculation we adapt the N -monomer pore model from [49] which follows the
reaction scheme
X1 +Xi
ki−⇀↽−
li
Xi+1, 1 ≥ i ≥ N − 2,
X1 +XN−1
k0−→ XN . (27)
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(a) Direct computation with PHCpack (b) Computitation of the Gro¨bner basis
Figure 6: A comparison of the runtime for solving the ED problem for the McKeithan model.
Both methods seem to have an approximately constant run time; however the Gro¨bner basis
algorithm outperforms the numerical algebraic geometry approach, even when we account
for the fact that the triangular system still needs to be solved.
In the current form the non-zero closure of the steady state variety of (27) is not a toric
variety. To obtain a non-zero closure which is a toric variety we make a slight modification
to the model. In our modified model we make the additional assumption that fully formed
pores XN have a finite lifetime and can open up again. This change results in the scheme
given below
X1 +Xi
ki−⇀↽−
li
Xi+1, 1 ≥ i ≥ N − 2,
X1 +XN−1
k0−⇀↽−
l0
XN . (28)
Since the ED degree is independent of the model parameters, (27) can be thought of as (28)
in the limit of l0 → 0 or the lifetime of the pore l−10 → ∞, which gives us confidence that
our modification still bears biological relevance.
From the reaction scheme we find the reaction matrix
Γ = (−e1 − e1 + e2,−e1 − e2 + e3, · · · ,−e1 − eN−1 + eN ,︸ ︷︷ ︸
Γ1
| − Γ1). (29)
We also find the flux vector
R(x) = (k1x1x1, k2x1x2, . . . , kN−2x1xN−2, k0x1xN−1, l1x2, l2x3, . . . , lN−2xN−1, l0xN)
T . (30)
From the ODE system describing the dynamics of the model we can find the steady state
variety. We proceed by finding the exponents of the parametrization of the steady state
variables and computing the ED degree in Theorem 3.6.
Theorem 3.6. Let VN be the steady state variety of the N-site pore network N. Then we
have that
EDdegree
(
V 6=0N
)
= 3N − 2.
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Proof. Let IΓ be the ideal in k[x1, . . . , xN ] generated by ΓR(x). Computing a Gro¨bner basis
of IΓ (in the graded reverse lexographic order) we find that IΓ is a prime ideal generated by
binomials. Finding a matrix with kernel given by the set of exponents of IΓ (interpreted as in
(4)) we see that VN is isomorphic to the affine rational normal curve (which is an affine toric
variety). That is, V 6=0N ∼= XB where XB is the affine toric variety defined by the 1× (N + 1)
integer matrix
B =
(
N N − 1 N − 2 N − 3 · · · 2 1 0) .
Taking the projective closure of XB reveals that XA is the projective toric variety defined
by the 2× (N + 1) integer matrix
A =
(
N N − 1 N − 2 N − 3 · · · 2 1 0
1 1 1 1 · · · 1 1 1
)
,
i.e. XA is the projective rational normal curve. The polytope P = conv(A) is one dimensional
and consists of a line with vertices 0 and N . This polytope is smooth, and has normalized
volume N . Computing with this polytope we have that the Chern-Mather volumes of P
are V0 = 2 (that is the number of vertices), and V1 = N = Vol(P ) (that is the normalized
volume of P , i.e the length of the line). Applying (7) gives
EDdegree(XA) = 3V1 − V0 = 3N − 2.
Remark 3.7. It is shown in Example 1.3 of [14] that the usual Euclidean norm (i.e. where
we set λi = 1 in (5)) gives the generic value of EDdegree(XA) = 3N − 2 for the rational
normal curve.
In a similar manner to the distributive phosphorylation networks the computational time
rises exponentially with the number of monomers in a formed pore, see Figure 7.
4 Discussion
Ultimately we would like to relate the algebraic complexity of our models back to biologi-
cal features of the underlying reaction network, as there is no obvious connection between
projective toric varieties and biology. Hence, in Table 3 we collected some common metrics
used to classify chemical reaction networks such as their deficiency, their reversibility and
their multistationarity. We do not have enough data to see an obvious pattern of how the
functional form of the ED degree relates to these network features.
It seems that more insight can be gained when the combinatorics of the “substrate” is
considered. For the phosphorylation networks the substrates are proteins with N sites which
can be in a phosphorylated or unphosphorylated state. A priori, this gives 2N possible states
of the substrate. These are achieved in the distributive network due to the constant docking
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Figure 7: The wall time of lex Gro¨bner basis computation for the pore model. As expected
from the ED degree the run time grows quickly, however, not linearly, with the number of
monomers.
and undocking (1 docking event per phosphorylation) of the phosphatases and kinases. In
the processive network, however, there only exist N + 1 possible states, completely unphos-
phorylated, phosphorylated up to the ith site, and fully phosphorylated. It takes a minimum
of one docking event to form the end product. A similar situation to the distributive network
is encountered in the pore forming network. From the “seed monomer” there always exist 2
possible docking sites until the N −1st docking event when the pore is formed, giving a total
of 2N−2 possible states of the pore. It is less clear what the “substrate” for the sequestration
network is. However, since the ultimate goal of such networks is to eliminate certain chemical
species we takes the zero complex, ∅, as our product. It takes only one docking event to form
the zero complex and there are N − 1 reactions which can form it. The zero complex itself
can only exist in one state, however, reminding ourselves that ∅ is just a modeling notation
and that in the actual biological system the product of e.g. X1 +X2 and X2 +X3 may well
be different we count the products of these reactions as different states. Hence, we define
the combinatorial complexity of the sequestration network to be N − 1. The McKeithan
model needs one docking event, A + B → X1, to form the initial product. The rest of the
reaction network is comprised of dynamical steps only. However, in a similar fashion to the
processive phosphorylation network, the “substrate” Xi can exist in N different states and
therefore the combinatorial complexity of the McKeithan model is N .
Despite the limited number of models under investigation we can conjecture from Table
3 that the functional form of the ED degree is intimately related to the combinatorial com-
plexity of the “substrates” and even scales directly with the minimum number of docking
events it takes to form the final product.
4.1 Restrictions and Extensions
Throughout the previous sections we make assumptions which solely serve the purpose of
illustrating the mathematical concepts behind our approach. However, in applications, es-
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Model Deficiency Weakly reversible Multistationary Combinatorial complexity # of docking events EDdegree
Processive 1 No No N + 1 1 28
Distributive variable No Yes 2N N 23N + 5
Pore 0 Yes No 2N−2 N − 1 3N − 2
Sequestration 0 No No N − 1 1 1
McKeithan 0 Yes No N 1 6
Table 3: Biological and chemical reaction network theory metrics for our models.
pecially when considering experimental data, these assumptions can be relaxed in a rigorous
manner. In this section we briefly discuss how to extend our approach to multiple data
points and how to address the common problem of unmeasurable concentrations in network
models.
In the previous sections we consider only one data point u ∈ Rn for mathematical sim-
plicity. However, our approach can easily be generalized to a discrete set of data points by
solving the Euclidean distance problem separately for each data point. We then find a global,
real, positive minimum point on the steady state variety for each data point uq and their
Euclidean distance δq. By applying an appropriate selection criterion such as maxq δq < 
we can test the model for its validity. It is obvious that, unless the task is parallelized
appropriately, the complexity of solving the ED problem is additive in the number of data
points.
In real biological systems it is often not possible to measure the concentrations of all
the chemical species in the model. One way to adapt our calculations is to compute an
appropriate elimination ideal of the steady state ideal, which corresponds to a projection of
the steady state variety, and proceed using the variety generated by the elimination ideal.
More explicitly, suppose that VN in Cn is the steady state variety of a chemical reaction
network N and further suppose that we may only measure m, m < n, of the n coordinate
values in the modelN. Without loss of generality we may assume that the first m coordinates
of a data point u ∈ Cn can be measured, while the remaining n−m coordinates cannot. In
this case we would instead study the Euclidean distance problem for (the Zariski closure of)
the projection of the steady state variety onto the first m coordinates, that is we would study
the ED problem for pi(VN) where pi : Cn → Cm is given by pi : (x1, . . . , xn) 7→ (x1, . . . , xm).
In this case the following proposition tells us that the ED degree of the projected model will
still be bounded by the ED degree of VN.
Proposition 4.1. Let V be a projective variety in Pn and let pi denote the projection map
pi : Pn → Pm with m < n. Then we have that
EDdegree
(
pi(V )
)
≤ EDdegree(V ).
Proof. Let W be an arbitrary subvariety of Pn. By [13, Theorem 5.4] we have that
EDdegree(W ) = δ0(W ) + · · ·+ δn(W ),
28
where the δi are the polar degrees of W . Also note that the polar degrees are non-negative
by defintion, i.e. δi(W ) ≥ 0 for all i. By [54, Theorem 4.1] (and by the fact that the degree of
the preimage of a projection map is equal to the degree of the map multiplied by the degree
of the image, see, for example, [53, Proposition 5.5]) we have that
δi
(
pi(V )
)
≤ δi(V ), for all i = 0, . . . , n.
Hence, putting this together, we have that
EDdegree
(
pi(V )
)
= δ0
(
pi(V )
)
+ · · ·+ δn
(
pi(V )
)
≤ δ0(V ) + · · ·+ δn(V ) = EDdegree(V ).
5 Conclusion
In this paper we calculated the Euclidean Distance degree (ED degree) for a number of
common chemical reaction networks with toric steady states. We demonstrate that the ED
degree can be used to quantify the overall algebraic complexity of finding points on model
closest to an observed data point. In general such points will be complex, however, we prove
that biologically viable (real and positive) points are always contained in the solution set of
the ED problem for toric models.
We show that the ED degree is constant for many common biological models, namely,
the processive multi-site phosphorylation network, the McKeithan kinetic proofreading net-
work and sequestration networks. Thus, finding the global minimum to the optimization
problem (17) should exhibit the same algebraic complexity, independent of the number of
reactions. Similarly, we show that the ED degree increases linearly for distributive multi-site
phosphorylation networks and pore forming networks.
To illustrate the meaning of algebraic complexity in practice we solved the ED problem
computationally using Gro¨bner bases and numerical algebraic geometry (NAG) techniques.
We confirmed that, indeed, the run time for computing the Gro¨bner bases stays constant for
models with constant ED degree.
Care needs to be taken, however, when relating the functional form of the ED degree
of a model back to other measures of ‘model complexity’ such as the capability of a model
to have multiple positive steady states. Indeed, the distributive network has been shown to
have the capability of multistationarity, whereas the processive model does not. However,
the pore forming network does not have multiple positive steady states for any choice of
parameters. A pattern can be seen when comparing the combinatorial complexity to the ED
degree, however, no rigorous connection between the two is derived in this paper.
The combinatorial calculation of the ED degree for toric models can be many orders of
magnitude faster than calculating its Gro¨bner basis. Knowing this value can also be used
to optimize specially designed NAG algorithms since we would know a priori the number
of solutions paths which need to be tracked by these methods. Future work could include
a software package to calculate the ED degree for a large number of biologically relevant
networks. Furthermore, a more detailed study of non-toric models would be desirable.
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