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Abstract
Let R be a regular ring such that 2 is invertible. We construct a spectral sequence
converging to the hermitian K-theory, alias the Grothendieck-Witt theory, of R.
In particular, we construct a tower for the hermitian K-groups in even shifts, whose
terms are given by the hermitian K-theory of automorphisms. The spectral sequence
arises as the homotopy spectral sequence of this tower and is analogous to Grayson’s
version of the motivic spectral sequence [Gra95].
Further, we construct similar towers for the hermitian K-theory in odd shifts if R
is a field of characteristic different from 2. We show by a counter example that the
arising spectral sequence does not behave as desired. We proceed by proposing an
alternative version for the tower and verify its correctness in weight 1. Finally we
give a geometric representation of the (hermitian) K-theory of automorphisms in
terms of the general linear group, the orthogonal group, or in terms of -symmetric
matrices, respectively.
The K-theory of automorphisms can be identified with motivic cohomology if R
is local and of finite type over a field. Therefore the hermitian K-theory of auto-
morphisms as presented in this thesis is a candidate for the analogue of motivic
cohomology in the hermitian world.
vii
Chapter 1
Introduction
1
1.1 Synopsis
Since the turn of the last century a lot of attention was given to the spectral sequence
relating motivic cohomology to algebraic K-theory. This spectral sequence is built
to model the Atiyah-Hirzebruch spectral sequence for topological K-theory and it
takes on the form
Ep,q2 = H
p−q(X,Z(−q))⇒ K−p−q(R) (1.1)
where R is a regular ring, X = Spec(R), H∗ denotes motivic cohomology and K∗ is
algebraic K-theory.
A good overview of the search for such a spectral sequence and also some of the
motivation for this endeavour is given in [Gra05]. There are several ways to obtain
the spectral sequence, one of which goes back to an idea of Goodwillie and Licht-
enbaum and is investigated by Grayson in [Gra95]. There, he uses the K-theory of
commuting automorphisms to construct a filtration of the K-theory space of a ring,
which ultimately yields the spectral sequence. Explicitly, he constructs a tower
K(R) 'W 0 ←W 1 ← · · · (1.2)
withW t = Ω−tK(R∆·,G∧tm ), the t-fold delooping of the (direct sum) K-theory of au-
tomorphisms, stabilised in a suitable way. The spacesW t fit into fibration sequences
of the form
Ω−t−1K(R∆·,G∧t+1m )→ Ω−tK(R∆·,G∧tm )→ Ω−tK0(R∆·,G∧tm ) (1.3)
so that the E2-term is given by homotopy groups of the base-space. Later, Suslin
[Sus03] identified these non-standard motivic cohomology groups with the standard
ones, for smooth semi-local varieties over a field, so that the spectral sequence takes
on the form as presented in (1.1).
This paper studies an analogous spectral sequence for hermitian K-theory, alias
higher Grothendieck-Witt theory. For any exact category with duality there are
essentially four different kinds of such groups, indicated by a certain “shift”. The
Grothendieck-Witt groups in even shiftsGW [2n], also denoted by GW for  = (−1)n,
are essentially just the K-theory of the symmetric monoidal category of -symmetric
inner product spaces, and therefore it is possible to generalise Grayson’s work to this
setting. In particular we construct filtrations
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GW (R) 'W 0 ←W 1 ← · · · (1.4)
for any regular ring R with involution and 2 ∈ R×, with W t = Ω−tGW (R∆·,G∧tm ).
The spaces W t fit into fibration sequences
Ω−t−1GW (R∆·,G∧t+1m )→ Ω−tGW (R∆·,G∧tm )→ Ω−tGW0(R∆·,G∧tm ) (1.5)
The Grothendieck-Witt groups of an exact (symmetric monoidal) category with du-
ality E in odd shifts were initially defined by Karoubi [Kar73] as the fibre of the
hyperbolic functor
GW [2n−1](E)→ K(E)→ GW [2n](E) (1.6)
Later, Schlichting defined all four Grothendieck-Witt theories simultaneously in the
framework of exact categories with weak equivalences and duality. In particular,
given any exact category with duality we may consider chain complexes in this cat-
egory with quasi-isomorphisms as weak equivalences. We have an additional degree
of freedom for the duality as we may shift a chain complex to either side. It turns
out that the process of shifting results in four-periodic groups and we recover the
spaces GW in even shifts. The defining sequence (1.6) then becomes a theorem (cf.
[Sch12, Theorem 6.1]).
Because of their different nature the construction for Grothendieck-Witt groups in
odd shifts does not work exactly as in even shifts. In fact, we provide a counter-
example for the naive analogue of (1.3) in these cases.
We proceed by showing the existence of fibration sequences
Ω−1(−1)nS(R∆·)→ GW [2n+1](R∆·)→ GW [2n+1]0 (R∆·) (1.7)
where S(R) is the set of -symmetric matrices with entries in R. Moreover we
construct a homotopy equivalence
S(R∆
·) ∼−→ GW (R∆·, G˜∧1m ). (1.8)
Together these two results give the weight 1 part of the tower for hermitian K-theory
in odd shifts. The generalisation to higher weighs remains conjectural. A supporting
argument for the correctness of the proposed filtration would be if certain groups in
the E2-term for a field k, here indexed as [p]E
0,−p
2 , would satisfy
3
KMWp (k)
∼= [p]E0,−p2 (1.9)
in concordance with the situation in K-theory, where we have
KMp (k)
∼= E0,−p2 (1.10)
We verify this for p = 0 and p = 1, and construct a map for p = 2.
One of the central ideas in the construction of motivic cohomology is the category
of finite correspondences Cork over a field k. Presheaves on Cork are also called
presheaves with transfer, and motivic cohomology is the homology of a certain com-
plex in the category of those sheaves. However many interesting presheaves on the
category of smooth schemes do not have transfers and there is a promising preprint
by Calmés and Fasel who define a category of finite Chow-Witt correspondences and
use this to define generalised motivic cohomology groups. We hope that the E2-term
of the spectral sequence we construct here, indeed consists of such groups.
1.2 Main results
This thesis contains three main theorems. In particular we have:
Theorem 6.1.1. Let R be a ring. Then the sequence
Ω−1K(R∆·,G∧t+1m )→ K(R∆·,G∧tm )→ K0(R∆·,G∧tm ) (1.11)
is a homotopy fibration. If R is a ring with involution and 2 is invertible, then also
Ω−1GW (R∆·,G∧t+1m )→ GW (R∆·,G∧tm )→ GW0(R∆·,G∧tm ) (1.12)
is a homotopy fibration.
together with
Proposition 6.2.2. The maps
K(R∆·,G∧t+1m )→ ΩK(R∆·,G∧tm ) (1.13)
and
GW (R∆
·,G∧t+1m )→ ΩGW (R∆·,G∧tm ) (1.14)
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in Theorem 6.1.1 above are induced by multiplication with elements U ∈ K1(Gm)
and U ∈ GW1(Gm), respectively.
The fibration sequences can be assembled to provide a tower filtering the (hermitian)
K-theory space of R. In Chapter 9 we see how such a tower gives rise to a spectral
sequence converging to the (hermitian) K-groups of R. The explicit description of
the maps in the tower as multiplication by an element can be used to gain valuable
insights on the differentials in these spectral sequences.
Theorem 7.2.2. Let t ≥ 0 be an integer. Further let GLt(R∆·) and Ot(R∆·) be the
simplicial sets of t-tuples of pairwise commuting matrices in Gl(R∆·) and O(R∆·),
respectively. Then there exist homotopy equivalences
GLt(R∆·)+ '−→ K(R∆·,G∧tm ) (1.15)
and
Ot(R∆·)+ '−→ GW (R∆·,G∧tm ) (1.16)
This rather technical looking result can be used to describe (hermitian) K-groups
explicitly in terms of generators and relations. In particular it describes the (her-
mitian) K-theory space as investigated in Section 4.5 in terms of simplicial sets of
commuting automorphsism.
Theorem 8.5.9. Let R be a regular, local ring with involution such that 2 is invert-
ible. Then there are homotopy fibration sequences of the form
Ω−1GW [2n](R∆·, G˜∧1m )
U−→ GW [2n+1](R∆·)→ GW [2n+1]0 (R∆·), (1.17)
where U is the element of GW [1]1 (G˜m) represented by the symmetric matrix U ∈
Gl1(G˜m) = Gl1(k[U,U−1]) (cf. Proposition 8.4.4).
in conjunction with
Theorem 8.4.1. Let R be a regular, local ring such that 2 is invertible. Then the
natural map
(−1)nS(R∆·)→ ΩGW [2n+1](R∆·) (1.18)
is a homotopy equivalence.
The proof of Theorem 8.5.9 differs from that of Theorem 6.1.1 and the generalisation
to higher terms in the tower remains conjectural (cf. Chapter 9). Theorem 8.4.1
then allows us to describe the hermitian K-theory space in odd shifts explicitly via
S(R∆
·) the simplicial set of invertible -symmetric matrices, much in the spirit of
Theorem 7.2.2.
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1.3 Structure of this thesis
This paper is organised as follows:
• Chapter 2 introduces some notation that we use throughout the paper. Notably
we describe how we write simplicial objects in a given category. We also address
some subtleties of the geometric realisation of simplicial spaces and of simplicial
categories. We recall the construction of the classifying space of a category via
its nerve and introduce the simplicial ring R∆·. A technical problem arising
from the introduction of the simplicial ring R∆· is that a given sequence of
three simplicial spaces, which is a homotopy fibration sequence in each degree,
is not necessarily a homotopy fibration sequence after geometric realisation.
We recall (and slightly modify) a result by Grayson [Gra95], which proves that
the sequence
|d 7→ I∗Xd| → |X| → |d 7→ pi0Xd| (1.19)
is a fibration sequence for a group-complete simplicial H-space X = ([d] 7→ Xd)
(cf. Lemma 3.2.3). This fibration sequence can be seen as the prototype of
what will later become one of the sequences (1.3) and (1.5).
Finally we define various categories with certain additional structures, namely
symmetric monoidal categories, exact categories and categories with duality
and/or weak equivalences.
• Chapter 3 deals with the multifarious different constructions of algebraic and
hermitian K-theory. We begin by describing the group-completion of a sym-
metric monoidal category in some detail, because this construction will be the
most important one for the remainder of the article. Further, we introduce in-
ner product spaces in a category with duality and define hermitian K-theory as
the group-completion thereof. The first section is concluded by the cofinality
theorem. Here, a functor F : S → T is cofinal if we can restrict diagrams on T
along F to diagrams on S without changing their colimit. Cofinal functors are
important to us because they induce homotopy equivalences on the base-point
components of the K-theory spaces and thereby allow us to study the group-
completion of a simpler subcategory without losing much information.
We proceed by briefly explaining Quillen’s Q-construction that constructs a
K-theory space from an exact category E , the hermitian Q-construction for ex-
act categories with duality (E , ∗, η) and Schlichting’s hermitian S-construction
for exact categories with weak equivalences and duality (E , ω, ∗, η). Many cat-
egories we will consider as symmetric monoidal categories do in fact carry an
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exact structure and our main focus will be on various comparison results that
allow us to apply statements valid for exact categories to symmetric monoidal
categories.
We pay special attention to the theory of shifted Grothendieck-Witt groups.
Here, we consider the category Chb(E) of bounded chain complexes in a given
exact category with duality (E , ∗, η) and take quasi-isomorphisms to be the
weak equivalences. For a given chain complex, the ’naive’ dual complex can be
shifted to the left or to the right, resulting in countably many dualities (∗n, ηn)
in this category. Consequently there are countably many hermitian K-theories,
defined as GW [n](E) := GW (Chb(E), quis, ∗n, ηn).
The Grothendieck-Witt groups are in fact four-periodic with respect to this
shift GW [n](E) ∼= GW [n+4](E), and the Grothendieck-Witt groups GW (E) of
an exact (symmetric monoidal) category can naturally be identified with the
Grothendieck-Witt groups in even shifts +GW (E) ∼= GW [0](E) and −GW (E) ∼=
GW [2](E), respectively. We conclude with Schlichting’s version of Karoubi’s
fundamental theorem.
There is an abundance of different sign conventions for the category of chain
complexes and dualities upon it. This section also fixes the notation for the
remainder of this paper. They are chosen to be consistent with [Sch12]. For
that reason many of the results cited from other sources differ somewhat from
their original formulation.
Section3.6 in this chapter computes the 0-th homotopy group of the hermitian
K-theory of an exact category with duality (E , ∗, η) in terms of explicit genera-
tors and relations. Because of the isomorphism GW [2n]0 (E) ∼= (−1)nGW0(E) we
already know that the groups in even shifts are generated by symmetric and
skew-symmetric inner product spaces in E , respectively. We show how these
generators can be expressed as inner product spaces in Chb(E), always having
sign conventions and notations in mind. By a theorem of Walter [Wal03], the
groups in odd shifts GW [2n+1]0 (E) are generated by so-called (skew-)symmetric
short complexes, i.e. forms on complexes with (at most) two non-trivial entries.
• Chapter 4 gives an exposition of the objects we study in this paper. The exam-
ple that stays with us is the symmetric monoidal category of automorphisms
of projective modules over a given ring P(R,Gtm), whose K-theory provides
the building blocks for the tower (1.2). Explicitly, an object of this category is
a tuple (P, θ1, . . . , θt) = (P, {θj}) consisting of a projective R-module P and t
commuting automorphisms θj ∈ Aut(P ). The K-theory space of this category
is denoted by K(R,Gtm).
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The category of -symmetric inner product spaces in P(R,Gtm) is denoted by
Ph(R,Gtm). Here  = ±1, the duality on P(R,Gtm) is defined by (P, {θj})∗ =
(P ∗, {(θ∗j )−1}), and an -symmetric inner product space is an isomorphism
φ : (P, {θj}) ∼−→ (P, {θj})∗. The tower (1.4) is built of the K-theory spaces
GW (R,Gtm) := K(Ph(R,Gtm)). The duality is chosen such that an inner
product space in the category of automorphisms P(R,Gtm) is the same as t
commuting automorphism of an inner product space in the category P(R).
We conclude this section by defining cofinal subcategories of both, P(R,Gtm)
and Ph(R,Gtm). In particular the category of free modules with automor-
phisms F(R,Gtm) is cofinal in P(R,Gtm) and it suffices to study sets of com-
muting invertible matrices over R rather than abstract automorphisms of pro-
jective modules.
For Ph(R,Gtm) we define two different cofinal subcategories. Both construc-
tions make use of the hyperbolic functor H : P(R,Gtm)→ Ph(R,Gtm) as de-
fined in 3.2.5. The hyperbolic functor is not cofinal itself but can be extended
to a cofinal one by changing the sets of morphism in the source, provided that
2 is a unit in R. While we have seen that an automorphism of an inner product
space is the same as an inner product space in the category of automorphisms,
this clearly changes when we start changing the morphisms and as a result we
obtain two distinct cofinal subcategories of Ph(R,Gtm). Either we extend the
functor H : P(R)→ Ph(R) to a cofinal one and then consider automorphisms
in these categories or we extend the functor H : P(R,Gtm)→ Ph(R,Gtm) di-
rectly. In one case we will end up with sets of commuting matrices in O(R),
i.e. orthogonal or symplectic matrices, while the other case is more of technical
interest and slightly harder to describe in succinct form.
Let Gm = k[U,U−1] be a ring, where we choose k to be either Z, Z[12 ] or a
field with characteristic different from two, depending on the circumstances.
Then objects in P(R,Gtm) can then be interpreted as modules over the ring
R×G×tm that are finitely generated and projective over R. Similarly an object in
Ph(R,Gtm) can be understood as an inner product space of R×G×tm -modules.
There are t distinguished inclusions
Gm = k[Uj , U−1j ] ⊂ k[U1, . . . Ut, U−11 , . . . , U−1t ] = Gtm (1.20)
given by Uj 7→ Uj for any positive integer j ≤ t. In particular, any object of
P(R,Gtm) can be given the structure of a Gm-module in t different ways, and
for each of them the tensor product of modules (inner product spaces) over Gm
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induces a product on the K-theory K(R,Gtm)∧K(Gm)→ K(R,Gt−1m ) and on
the GW-theory GW (R,Gtm) ∧ GW (Gm) → GW (R,Gt−1m ). Moreover there
are distinct elements Uj ∈ K1(Gm) = G×m and Uj ∈ +GW1(Gm), multiplica-
tion with which yields maps K(R,Gtm) → ΩK(R,Gt−1m ) and GW (R,Gtm) →
ΩGW (R,Gt−1m ). Of course, the notation is suggestive and there is no actual
difference between Ui and Uj , i 6= j, as elements of K1(Gm).
There are also various functors
Gtm = k[U±1 , . . . , U
±
t ]→ k[U±1 , . . . , Ûj
±
, . . . , U±t ] = G
t−1
m (1.21)
which map Uj 7→ 1 for a fixed index j. These functors induce inclusions
P(R,Gt−1m ) ⊂ P(R,Gtm) and Ph(R,Gt−1m ) ⊂ Ph(R,Gtm). Explicitly, these
functors equip a module with an additional identity-morphism at the j-th
position. It is evident from the definition that multiplication by Uj kills the
j-th subcategory of this form. Further, because these functors are split by a
forgetful functor, the resulting subspaces are direct factors. The remainder
of this section describes how we can define the complement of this factor in
a functorial way. It does so by employing the language of cubes in a given
category. We will refer to this complement as the stabilised or reduced K-
theory (GW-theory) of automorphisms and writeK(R,G∧tm ) and GW (R,G∧tm ),
respectively.
Of particular importance is a result that states that the sequence
S → S(Gm)→ 〈S,S(Gm)〉 (1.22)
is a homotopy fibration sequence after group-completion (and under certain
conditions on the symmetric monoidal category S). On the one hand this
readily provides us with a categorical model for the complementary factor of
S+ ⊂ S(Gm)+ and on the other hand we show that any cofinal functor S → T
induces a homotopy equivalence 〈S,S(Gm)〉+ ∼−→ 〈T , T (Gm)〉+. Therefore we
may restrict ourselves to a suitable cofinal subcategory as introduced in the
previous section.
An important application is Lemma 4.6.2 which shows that the map
K0(R,G∧tm )→ GW [2n+1]0 (R,G∧tm ) (1.23)
is surjective, where R is either a field of characteristic unequal to 2 or, if t = 0,
a local ring with 2 invertible. In light of the discussion in Section 5 on homo-
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topy fibration sequences of simplicial spaces, this lemma is sufficient to apply
(one version of) the fundamental theorem to the simplicial category of auto-
morphisms (with duality).
The main theorems of this paper only holdmodulo simplicial homotopy. Roughly
speaking this means that, given a functor F from rings to groups, say, and a
fixed ring R, we will be interested in the colimit of the diagram F (R[T ]) ⇒
F (R), where the two morphisms are induced by the evaluations T = 0 and
T = 1 respectively. We introduced the simplicial ring R∆· = ([d] 7→ R∆d)
with R∆d = R[T0, · · · , Td]/(∑Ti=1) to formally deal with arising higher homo-
topies.
The symmetric monoidal categories introduced in the previous sections, such
as the category of projective modules over a ring R, depend functorially on
said ring. If C(R) is such a category, we may therefore study the simplicial
category C(R∆·) = ([d] 7→ C(R∆d)). This way we define the simplicial K-
theory (GW-theory) of automorphisms K(R∆·,G∧tm ) = |[d] 7→ K(R∆d,G∧tm )|
and GW (R∆·,G∧tm ) = |[d] 7→ GW (R∆d,G∧tm )|, respectively.
As a first application, we show that certain categories, notably some whose
group-completion are, essentially by definition, the stabilised K-theory (GW-
theory) of automorphisms, are already group complete when evaluated at a sim-
plicial ring. The objects in these categories are tuples of pairwise commuting,
invertible matrices, which form an abelian monoid under block-wise addition.
The key argument, in a nutshell, is therefore a generalised Whitehead-lemma:
Given an invertible matrix A with entries in R, we want to find a matrix B(T )
with entries in the polynomial ring R[T ], such that B(0) = A⊕A−1 and B(1)
is the identity. Of course there are multifarious additional conditions to satisfy,
making the proof more intricate. This argument will have its second coming
in the proof of Theorem 6.1.1.
• Chapter 5 is a stand-alone discussion of the simplicial version of Quillen’s
Theorem B. We recall the original (non-simplicial) version of the theorem that
allows us to express the homotopy fibre of a given functor as the classifying
space of yet another category. There are two versions of this statement one in
terms of so-called right-fibres, the other in terms of left-fibres.
The idea is now, to express a simplicial category by a homotopy equivalent
(non-simplicial) category, apply the ordinary Theorem B and finally translate
the left- or right-fibres back to simplicial categories. Explicitly, there are two
different ways to do this, due to Thomason [Tho79] and Segal [Seg74], resulting
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in a total of four different versions of the simplicial Theorem B.
One version of the result goes back toWaldhausen [Wal82], another one appears
in [Gra95]. We believe, however, that this is the first exhaustive treatment in
the literature.
• Chapter 6 contains with Theorem 6.1.1 the first major result. The version for
K-theory is due to Grayson, but the statement for GW-theory as well as the
proofs given for both of them are new. Moreover, we think that our presenta-
tion is significantly more explicit.
We begin by considering the sequence (1.20) for X = K(R∆·,G∧tm ) and X =
GW (R∆
·,G∧tm ), respectively. Then, the heavy weight is pulled by Lemma
6.1.5 which uses the simplicial Theorem B to show that the fibre in this se-
quence is a delooping of X = K(R∆·,G∧t+1m ) or of X = GW (R∆·,G∧t+1m ),
respectively.
In either case, the space X is defined as the group-completion S−1S of some
simplicial symmetric monoidal category S. Thus, we are interested in the
loop-space of |d 7→ I∗S−1Sd| or equivalently, the homotopy fibre of the map
〈S,S〉 → |d 7→ I∗S−1Sd|. It is not hard to see that an object of the right-fibre
at the object (0, 0) is uniquely determined by an object S ∈ S together with
an automorphism θ of S, i.e. an object in S(Gm).
The remainder of the proof deals with the technically intricate endeavour to
verify that all transition maps are homotopy equivalences. Here, we need an
argument akin to the generalised Whitehead-lemma to construct explicit ho-
motopies. It also turns out that we have to restrict ourselves to suitable cofinal
subcategories for this to work. Fortunately this doesn’t change the base-point
component I∗S−1S.
We conclude this chapter by showing that the first map in (1.3) and (1.5) that
is induced by Theorem B, is indeed multiplication by U , as defined in Section
4.4.
• The simplest case of the Theorem proven in the previous section is the fibration
sequence
Ω−1K(R∆·,G∧1m )→ K(R∆·)→ K0(R∆·) (1.24)
However, it is well known from the classical point of view that the fibre of the
sequence above is also given by BGl(R∆·)+ ' BGl(R∆·) ' Ω−1|Gl(R∆·)|,
where the last term is the geometric realisation of the simplicial set ([d] 7→
Gl(R∆d)). Any element of Gl(R∆·) may naturally be identified with an object
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of P(R,Gm) and the evident inclusion map
Gl(R∆·)→ K(R∆·,G∧1m ) (1.25)
is a homotopy equivalence. In Chapter 7 we generalise this insight through
Theorem 7.2.2. The idea of the prove is to consider both sides, a symmetric
monoidal category, say S, on the right, and its set of objects Ob(S) on the left,
which is understood to be a discrete category, as subcategories of one bigger
category. Truncating these new bigger categories in a suitable way allows us
to show that both inclusion functors are homotopy equivalences.
• Chapter 8.1 investigates the analogue of 6.1.1 for the Grothendieck-Witt-theory
of rings in odd shifts. Unfortunately the naive generealisation doesn’t work
as demonstrated in Lemma 8.1.4. We proceed with an alternative approach,
which proposes that the set of invertible -symmetric matrices should play an
important role in the tower for odd Grothendieck-Witt groups, very much like
orthogonal matrices do so for even shifts, and invertible matrices for K-theory.
In particular, we prove the Theorems 8.4.1 and 8.5.9.
• Finally, Chapter 9 recalls how to construct the homotopy spectral sequence of
a tower of topological spaces. In particular we see how the Grayson spectral
sequence for K-theory arises in such a way and how this generalises to hermitian
K-theory in even shifts. Further we conjecture how the corresponding spectral
sequence for odd shifts should look like. We end with a short discussion of the
relation of these spectral sequences to Milnor-Witt K-theory.
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Chapter 2
Preliminaries
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2.1 Simplicial objects
This section will set up some of the notation we use in this paper. Most terms will
be defined in the body of the paper, but some, notably simplicial objects, are so
ubiquitous that it seems prudent to describe them beforehand. We assume most of
the constructions to be common knowledge and refrain from giving any proofs. The
standard reference is [GJ09].
Definition 2.1.1. Denote by [n] the ordered set with n+ 1 elements, i.e.
[n] = {0 < 1 < . . . < n} (2.1)
Sometimes we will interpret [n] as a category where an object is an integer a with
0 ≤ a ≤ n. For any two objects a and b there is exactly one morphism if and only if
a ≤ b and none otherwise. The composition law is clear.
Definition 2.1.2. Denote by ∆ the category which has objects [n] for n ∈ N0. A
morphism, also called simplicial map, λ : [n] → [m] is a monotone map of ordered
sets. There are two types of distinguished maps, the so-called face- and degeneracy-
maps, that generate the set of morphisms by composition. Given any n, there are
face-maps δj : [n−1]→ [n] and degeneracy-maps σj : [n+1]→ [n] for each 0 ≤ j ≤ n.
The map δj “misses” the element j in the target, while the map σj hits the element
j in the target twice.
Definition 2.1.3. Denote by ∆+ the subcategory of ∆, which has the same objects
and only strictly increasing maps.
Definition 2.1.4. Let C,D be categories. Then denote by Fun(C,D) the functor
category, which has functors F : C → D as objects and where a morphism is a natural
transformation of functors.
Definition 2.1.5. Let C be a category. A simplicial object in C is a functor
X : ∆op → C (2.2)
A cosimplicial object in C is a functor
Y : ∆→ C (2.3)
We sometimes just write ([n] 7→ Xn) when we define a simplicial object and can
assume that the simplicial maps are understood. Further we use sC as a short-hand
for the category Fun(∆op, C) of simplicial objects in C.
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Notable examples of categories, in which we will study simplicial objects, are the
category of sets, the category of rings, the category of small categories and the
category of simplicial sets itself.
Definition 2.1.6. The topological n-simplex is given as
∆ntop := {(x0, . . . , xn) ∈ Rn+1|
∑
i
xi = 1, xi ≥ 0} (2.4)
The functor
∆→ Top (2.5)
[n] 7→ ∆ntop (2.6)
is a cosimplicial topological space. Here a map λ : [n]→ [m] induces a map ∆ntop →
∆mtop : x 7→ y via yi =
∑
λ(j)=i xj .
Definition 2.1.7. Let X : ∆op → Top (Sets) be a simplicial topological space (or a
simplicial set). Then its topological realisation is the quotient space
|X| =
∐
n≥0
Xn ×∆ntop/∼ (2.7)
where (λ∗x, t) ∼ (x, λ∗t) for all x ∈ Xm, t ∈ ∆ntop and λ : [n]→ [m] ∈ ∆.
The fat realisation of X is the topological space
||X|| =
∐
n≥0
Xn ×∆ntop/∼+ (2.8)
where (λ∗x, t) ∼+ (x, λ∗t) for all x ∈ Xm, t ∈ ∆ntop and λ : [n]→ [m] ∈ ∆+.
Definition 2.1.8. A simplicial topological space X is called good if all degeneracy-
maps Xn−1 → Xn are closed (Hurewicz) cofibrations.
Proposition 2.1.9. If X is a good simplicial space, then the natural map
||X|| '−→ |X| (2.9)
is a homotopy equivalence.
Proposition 2.1.10. Let X = ([n] 7→ Xn ∈ Top) be a simplicial space. Then there
is a homotopy equivalence
||X|| ' hocolim∆op Xn (2.10)
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Definition 2.1.11. Let C be a category. A bisimplicial object in C is a functor
∆op ×∆op → C (2.11)
Equivalently a bisimplicial object is a simplicial object in the category of simplicial
objects
∆op → Fun(∆op, C) (2.12)
Definition 2.1.12. Let X = (([n], [m]) 7→ Xn,m) be a bisimplicial set. Define
simplicial sets as follows:
diag(X) : ∆op → Sets Xn,∗ : ∆op → Sets
[n] 7→ Xn,n [m] 7→ Xn,m
(2.13)
X∗,m : ∆op → Sets pivi (X) : ∆op → Sets
[n] 7→ Xn,m [n] 7→ pii|Xn,∗|
(2.14)
Definition/Proposition 2.1.13. Let X = (([n], [m]) 7→ Xn,m) be a bi-simplicial
set. There are three functorially homeomorphic spaces that can be used to define
the geometric realisation of X:
|X| := |diag(X)| ∼= |[n] 7→ |Xn,∗|| ∼= |[m] 7→ |X∗,m|| (2.15)
Definition 2.1.14. Let C be a small category. Then
∆op → Sets (2.16)
n 7→ Fun([n], C) =: Nn(C) (2.17)
is a simplicial set, called the nerve of C. Explicitly we may visualise a functor
A : [n] → C as a string of maps A0 f0−→ · · · fn−1−−−→ An. To illustrate what happens to
morphisms consider the face-map δi and compute
δ∗i (A) = A ◦ δi = A0 f0−→ · · ·
fi−1−−−→ Ai−1 fi◦fi−1−−−−→ Ai+1 · · · fn−1−−−→ An (2.18)
Similarly, for a degeneracy-map σi we observe
σ∗i (A) = A ◦ σi = A0 f0−→ · · ·
fi−1−−−→ Ai 1−→ Ai fi−→ · · · fn−1−−−→ An (2.19)
Definition 2.1.15. Let C be a small category. Define BC, the classifying space of
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C, to be the geometric realisation of the nerve NC of C.
BC = |NC| (2.20)
Let C = ([d] 7→ Cd) be a simplicial category. Define the classifying space BC of C to
be the geometric realisation of the bisimplicial set (([d], [e]) 7→ NdCe).
Proposition 2.1.16. A monomorphism of simplicial sets induces a closed cofibra-
tion after geometric realisation.
Remark 2.1.17. Essentially by definition we see that the degeneracy-maps in the
nerve of a category are all injective. Therefore the simplicial space ([d] 7→ BCd) is
good in the sense of Definition 2.1.8, and the ordinary geometric realisation coincides
with the fat one.
Following the exposition in [GJ09] we see that the geometric realisation functor takes
values in the category of compactly generated Hausdorff spaces. We consider it as
such for the following reason:
Proposition 2.1.18. The functor
| · | : sSet→ CGHaus (2.21)
preserves finite limits.
In particular, given two small categories C and D we have a homeomorphism B(C ×
D) ∼=−→ BC ×BD.
We conclude this section with the definition of the simplicial ring R∆· which is
familiar from the Karoubi-Villamayor K-theory:
Definition 2.1.19. Let R be a ring. Define the simplicial ring R∆· by
R∆d = R[T0, · · · , Td]/(∑Ti=1) (2.22)
as a quotient of the polynomial ring in variables Ti for 0 ≤ i ≤ d and set
φ∗(Tj) =
∑
φ(i)=j
Ti (2.23)
for any map [d] φ−→ [e]. If (R, ·¯) is a ring with involution, then (R∆d, ·¯) is also a ring
with involution, where T¯i = Ti for all i.
Note that R∆d ∼= R[T1, · · · , Td], the polynomial ring in d variables, but that the
maps φ∗ are harder to describe succinctly in this notation.
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2.2 Symmetric monoidal and exact categories, dualities
and weak equivalences
In this section we describe a number of different additional structures a category can
have, namely a symmetric monoidal or exact structure, possibly with duality and
weak equivalences.
We begin by recalling the definition of symmetric monoidal categories. These are
categories that come with a suitable notion of a direct sum of objects. Later on we
will give a number of different examples relevant to this article. For the time-being,
the reader is invited to think of the category of projective, finitely generated modules
with the usual direct sum as a motivating example.
Definition 2.2.1. A (unital) symmetric monoidal category is a category S equipped
with a functor ⊕ : S×S → S, a unit object 0 and natural isomorphisms α : S⊕ (T ⊕
U)
∼−→ (S⊕T )⊕U , σ : S⊕T ∼−→ T ⊕S and η : 0⊕S ∼−→ S for all objects S, T, U ∈ S
such that certain diagrams commute (cf. [Gra76]). A symmetric monoidal category
is strict if α and η are the identity morphism.
A functor in the category of small symmetric monoidal categories is a functor F : S →
S ′ together with natural transformations f : F (S)⊕ F (T ) ∼−→ F (S ⊕ T ) and  : 0 ∼−→
F (0) making certain diagrams commute (cf. [Gra76]). A morphism in the category
of small strict monoidal categories is a morphism of small monoidal categories such
that f and  are the identity transformation. Every symmetric monoidal category
is naturally equivalent to a strict monoidal category (cf. [May74, Proposition 4.2]).
Hence we may assume that all symmetric monoidal categories are strict.
A monoidal category S acts on the category C from the left, if there is a functor
⊕ : S ×C → C with natural isomorphisms S⊕ (T ⊕C) ∼= (S⊕T )⊕C and 0⊕C ∼= C
for S, T ∈ S and C ∈ C. Again, certain diagrams have to commute (cf. [Gra76]).
Right actions are defined analogously.
The category of projective modules has, a fortiori, the structure of an exact category.
In fact this will be the case for most categories we will study.
Definition 2.2.2. An exact category E is an additive category, together with a
family of sequences
A B  C (2.24)
called conflations, admissible exact sequences or just exact sequences, satisfying a
number of axioms (see e.g. [Qui73]). Equivalently it can be characterised as follows:
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A small additive category E is an exact category if and only if there exists a full and
faithful embedding E ⊂ A into an abelian category A such that E is closed under
extensions in A and such that a sequence in E is admissible exact if and only if its
image in A is exact (in the sense of abelian categories).
Definition 2.2.3. A category with duality is a triple (C, ∗, η) where C is a category,
∗ : Cop → C an functor and η : 1 ∼=→ ∗∗ a natural isomorphism such that for all objects
A ∈ C we have η∗A ◦ ηA∗ = 1A∗ .
A duality preserving functor F : (C, ∗, η) → (D, ∗, η), is a functor F : C → D, such
that F (C∗) = F (C)∗ and F (f∗) = F (f)∗ for objects C and maps f in C.
If f : C → D∗ is a morphism in C for some objects C and D, we sometimes use f t
as a shorthand for the composition f t = f∗ηD : D → C∗.
Definition 2.2.4. An exact category with duality is a category with duality (E , ∗, η)
such that E is an exact category and such that the duality ∗ : Cop → C is an exact
functor.
A functor F : (C, ∗, η) → (D, ∗, η) of exact categories with duality, is a functor
F : C → D that respects both, the exact structure and the duality.
Definition 2.2.5. Let (C, ∗, η) be an exact category with duality. Denote by Ch the
associated category of inner product spaces on (C, ∗, η). An object in this category
is a pair (C, φ), consisting of an object C ∈ C and a morphism φ : C → C∗ such
that φ∗η = φ. A morphism (C, φ) → (C ′, φ′) in Ch is a morphism f : C → C ′ in C
such that φ = f∗φ′f . Note that a functor of exact categories with duality naturally
induces a functor on the associated categories of inner product spaces. The category
of inner product spaces is a symmetric monoidal category under orthogonal sum.
Remark 2.2.6. The index in Ch anticipates the fact that it will often be enough to
study hyperbolic inner product spaces (cf. Definition 3.2.5).
Definition 2.2.7. A small exact category with weak equivalences and duality is a
tuple (E , ω, ∗, η), where
• E is a (small) exact category,
• ω ⊂Mor(E) a set of morphisms called weak equivalences, which
– is closed under composition, isomorphism and retracts,
– contains all identities, and
– satisfies the “two out of three” property, i.e. if two out of the three maps
f, g, fg are weak equivalences then so is the third.
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• ∗ : (Eop, ω) → (E , ω) is an exact functor which respects weak equivalences
∗(ω) ⊂ ω and
• η : 1→ ∗∗ is a natural transformation such that for all V ∈ E
– ηV : V → V ∗∗ is a weak equivalence and
– η∗V ◦ ηV ∗ = 1V ∗ .
Example 2.2.8. Let (E , ∗, η) be an exact category with duality.
• Then (E , iso, ∗, η) is an exact category with duality and weak equivalences.
Here iso is the set of isomorphisms in E .
• Let further n ∈ Z be an integer. Then we can turn the category of bounded
chain complexes Chb(E) into an exact category with weak equivalences and
duality (Chb(E), quis, ∗n, ηn). Here, an object is a bounded chain complex
(Ei, di) = (. . . → Ei di−→ Ei+1 → . . .) of objects in E , the duality is given
by (Ei, di)∗
n
= (E∗−i−n, (−1)i+1d∗−i−1−n), the natural transformation is given
degree-wise as ηnEi = (−1)i(i+n)ηEi and the weak equivalences are precisely the
quasi-isomorphisms of chain complexes.
Remark 2.2.9. There exist different sign conventions for the duality on the category
of chain complexes Chb(E) but the one chosen here seems to be the most natural as
it is induced by the internal hom.
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Chapter 3
Constructions of K-theory and
hermitian K-theory
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3.1 The K-theory of a symmetric monoidal category
Throughout this paper, when we say K-theory, we will usually mean the K-theory of
symmetric monoidal categories. In this section we will recall the necessary definitions
and constructions. In a later section we will see a different method that assigns a
K-theory space to an exact category.
3.1.1 Group-completion
The K-theory of a symmetric monoidal category is defined via the so-called group-
completion, a construction that generalises the Grothendieck-construction that asso-
ciates an abelian group G = M+ with a given abelian monoid M in a universal way.
Here, the starting point is the classifying space BS of a symmetric monoidal cate-
gory S, which is an H-space. The universal object BS+ is then a group-like H-space.
The set of connected components of BS is an abelian monoid and its Grothendieck
group is precisely given by the connected components of BS+.
Definition 3.1.1. An H-space is a topological space X, together with a “multiplica-
tion” map µ : X×X → X with an identity element, i.e. an element e ∈ X such that
µ(e,−) and µ(−, e) are (homotopic to) the identity. Further, we assume H-spaces
to be associative, i.e. that there exists a homotopy µ ◦ (µ × 1) ' µ ◦ (1 × µ). An
H-space is called group-like if the multiplication map has a homotopy inverse, i.e. if
there exists a map i : X → X such that the maps x 7→ µ(i(x), x) and x 7→ µ(x, i(x))
are homotopic to the constant map x 7→ e.
The set pi0(X) of connected components of an H-space X is a monoid and auto-
matically a group if X is group-like. If X is a CW-complex, the converse holds (cf.
[Whi78, X.2]):
Proposition 3.1.2. Let X be a CW-complex that is also an H-space. Then X is
group-like if and only if pi0(X) is a group.
Proposition 3.1.3. Let S be a symmetric monoidal category. Then the classifying
space BS is an H-space.
Proof. The direct sum functor ⊕ : S × S → S induces the multiplication map
BS ×BS ∼= B(S × S)→ BS (3.1)
The identity element e is given by the object 0 ∈ S.
We are now in the position that we can define the group-completion of an H-space:
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Definition 3.1.4. Let X be a homotopy commutative and homotopy associative
H-space. A group-completion of X is a group-like H-space Y together with a map
of H-spaces X → Y such that the natural map on (localised) homology groups
pi0(X)
−1H∗(X,R)→ H∗(Y,R) (3.2)
is an isomorphism for all commutative rings R and such that the natural map
pi0(X)→ pi0(Y ) (3.3)
is the classical group-completion after Grothendieck.
Definition 3.1.5. Two maps f, g : X → Y of topological spaces are called weakly
homotopic if they induce the same map on homotopy classes [A,X] → [A, Y ] for
every finite CW-complex A. A weak H-map is a map of H-spaces compatible with
the multiplication maps up to weak homotopy.
The group-completion is universal in the following sense:
Proposition 3.1.6 ([CCMT84, Proposition 1.2]). Let X be an H-space such that
pi0(X) is either countable or contains a countable cofinal submonoid. Moreover let
g : X → Y be a group-completion. Then for any group-like H-space Z and weak H-
map f : X → Z, there exists a weak H-map f˜ : Y → Z, unique up to weak homotopy
such that
X
g //
f   
Y
f˜

Z
(3.4)
is weakly homotopy-commutative.
In particular group-completions are unique as follows:
Corollary 3.1.7. Let X be an H-space such that pi0(X) is either countable or con-
tains a countable cofinal submonoid. If f ′ : X → X ′ and f ′′ : X → X ′′ are two
group-completions, then there is a homotopy equivalence g : X ′ → X ′′, unique up to
weak homotopy, such that gf ′ and f ′′ are weakly homotopic.
In regard of the theorem above we speak of the group-completion of an H-space X
and denote it by X → X+.
Definition 3.1.8. Let S be a symmetric monoidal category. We define the K-theory
space of S to be the group-completion of the classifying space BS:
K(S) := BS+ (3.5)
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The K-groups of S are the homotopy groups of K(S), in symbols:
Kn(S) := pinK(S) (3.6)
Sometimes it is more convenient to think of K-theory in terms of spectra rather than
topological spaces. This will not influence the K-groups:
Proposition 3.1.9 ([Tho82, Appendix]). There exists a functor K from the category
of symmetric monoidal categories to the category of −1-connected Ω-spectra which
naturally exhibits the group-completion of (the classifying space of ) a symmetric
monoidal as the zeroth space in the spectrum. Given a symmetric monoidal category
S we call the spectrum K(S) the connective K-theory spectrum of S. Its homotopy
groups are the K-groups of S.
3.2 Simplicial fibrations and group-complete H-spaces
When we work over the simplicial ring R∆· we are often faced with the following
technical obstacle: We are given spaces E(R), B(R) and F (R) that depend functo-
rially on the ring R and that fit as total space, base space and fibre into the fibration
sequence
F (R)→ E(R)→ B(R) (3.7)
The question is now, whether the sequence
F (R∆·)→ E(R∆·)→ B(R∆·) (3.8)
of simplicial spaces is still a fibration sequence after geometric realisation. We solve
this problem by showing that a certain map satisfies the so-called pi∗-Kan condition.
For an exact formulation of the pi∗-Kan condition we refer the reader to Section B3 of
[BF78]. In the same reference there is also a sufficient condition for it to be satisfied:
Lemma 3.2.1 ([BF78, B3.1]). Let X be a bisimplicial set with Xm,∗ simple for
m ≥ 0. Then X satisfies the pi∗-Kan condition if and only if the simplicial map
pivn(X)free → piv0(X) (3.9)
is a fibration for all n ≥ 1.
Here, pivn(X)free is the group of unpointed homotopy classes of X and the map is the
obvious surjection. Moreover, we call a simplicial set X simple, if every connected
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component of |X| is a simple space.
We have defined K-theory spaces as the geometric realisation of a certain simplicial
set, similarly we may consider simplicial K-theory as the geometric realisation of
a bisimplicial set. If we denote this bisimplicial set by X, then Xm,∗ is a group-
complete H-space. In particular it is simple with homotopy equivalent connected
components, and piv0(X) is already an abelian group. Moreover, a surjective map of
simplicial abelian groups is automatically a fibration. So the pi∗-Kan condition will
be satisfied trivially. This allows us to apply the following result to our obstruction
problem:
Proposition 3.2.2 ([BF78, B4]). Let
V //

X

W // Y
(3.10)
be a commutative square of bisimplicial sets, such that the terms Vm,∗, Xm,∗, Ym,∗ and
Zm,∗ form a homotopy fibre square for each m ≥ 0. If X and Y satisfy the pi∗-Kan
condition and if piv0X → piv0Y is a fibration, then
diag V //

diagX

diagW // diag Y
(3.11)
is a homotopy fibre square.
As a first application of this proposition we quote a lemma that appears in a slightly
modified version as Theorem 7.1 in [Gra95].
Lemma 3.2.3. Let X be a simplicial group-like H-space. Then the sequence
|d 7→ I∗Xd| → |X| → |d 7→ pi0Xd| (3.12)
is a fibration sequence, where I∗Xd denotes the connected component of the basepoint
in Xd.
Proof. All connected components of a group-like H-space are homotopy equivalent,
so it is clear that the sequence is level-wise a fibration. Because X is group-like, the
simplicial spaces X and (d 7→ pi0Xd) satisfy the pi∗-Kan condition, and the identity
map of |d 7→ pi0Xd| is clearly a fibration. The result follows.
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3.2.1 Hermitian K-theory via inner product spaces
We can define the Grothendieck-Witt theory of an exact category with duality using
the machinery of the previous Section: From an exact category with duality we pass
to inner product spaces and consider the group-completion of the resulting symmetric
monoidal category. In fact, this is the point of view we will take for the bigger part
of this article.
Definition 3.2.4. Let (C, ∗, η) be an exact category with duality. Define the Grothendieck-
Witt space of C as the group-completion of BCh
GW (C) := BC+h (3.13)
The Grothendieck-Witt groups are the homotopy groups
GWn(C) := pinGW (C) (3.14)
There are two important functors linking the category Ch to the category C:
Definition 3.2.5. Let (C, ∗, η) be an exact category with duality. The hyperbolic
functor H : iC → iCh is defined via H(C) = C ⊕ C∗ equipped with the form
C ⊕ C∗ → C∗ ⊕ C∗∗
(x, f) 7→ (f, ηC(x)) (3.15)
An isomorphism g : C → C ′ in C is mapped to the isometry
(
g
(g∗)−1
)
. An
object (C, φ) of Ch is called hyperbolic if it is in the essential image of the hyperbolic
functor. The forgetful functor iCh → iC simply maps (C, φ)→ C and for morphisms
g 7→ g.
Any symmetric inner product space can be completed to an object in the essential
image of the hyperbolic functor:
Proposition 3.2.6. Let (C, ∗, η) be an additive category with duality such that 2
is invertible. Further, let (C, φ) be a symmetric inner product space in Ch, i.e. an
isomorphism φ : V → V ∗ with φ = φ∗η. Then (V, φ)⊕ (V ∗,−ηφ−1) is hyperbolic.
Proof. We proceed in two steps. First, we consider the automorphism
(
1 0
φ −1
)
of
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V ⊕ V ∗ and readily compute(
1 φη−1
0 −1
)(
φ 0
0 −ηφ−1
)(
1 0
φ −1
)
=
(
0 1
η −ηφ−1
)
(3.16)
Subsequently, consider the automorphism
(
1 φ
−1
2
0 1
)
and compute
(
1 0
ηφ−1
2 1
)(
0 1
η −ηφ−1
)(
1 φ
−1
2
0 1
)
=
(
0 1
η 0
)
(3.17)
We conclude that (V, φ)⊕ (V ∗,−ηφ−1) is isometric to an object in the image of the
hyperbolic functor via the composition of these two automorphisms.
3.2.2 A model for the group-completion
In the previous sections we abstractly defined the K-theory space of a symmetric
monoidal category as the group-completion of the classifying space. In this section
we construct an explicit model which we will use for the remainder of this article.
Definition 3.2.7. A monoidal category S acts on a category C if there is a functor
⊕ : S × C → C (3.18)
with natural isomorphisms (S⊕T )⊕C ∼= S⊕ (T ⊕C) and e⊕C ∼= C, for S, T ∈ S,
C ∈ C satisfying further coherence conditions analogous to those defining S.
Definition 3.2.8. Let S be a symmetric monoidal category acting on the category
C from the right. Let 〈S, C〉 denote the category which has the same objects as C,
and where a morphism C → C ′ is given by equivalence classes of pairs [S, α] with
S ∈ S and α : C ⊕ S → C ′ being a morphism in C. Here, two classes [S, α] and
[S′, α′] coincide if there is an isomorphism u : S → S′ such that the diagram
C ⊕ S 1+u //
α
##
C ⊕ S′
α′{{
C ′
(3.19)
commutes.
If [S, α] : C → C ′ and [S′, α′] : C ′ → C ′′ are two morphisms in 〈S, C〉, then their
composition is defined to be the morphism [S ⊕ S′, α′ ◦ (α+ 1S′)] : C → C ′′.
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If S acts diagonally on S × C, we write
S−1C := 〈S,S × C〉 . (3.20)
Proposition 3.2.9 ([Gra76, p. 221]). Let S be a symmetric monoidal category. If
translations in S are faithful, we write S+ = (iS)−1S. The inclusion S → S+ is a
group-completion.
3.2.3 Cofinality
In this section we will see that there are often simpler subcategories which carry
all the essential K-theoretical information. The first major ingredient is the so-
called cofinality theorem which states that cofinal subcategories result in the same
connected component on K-theory. In Section 4.5 we will see that for the stabilised
(hermitian) K-theory of automorphisms also the number of connected components
will coincide.
Definition 3.2.10. Let S, T be symmetric monoidal categories. A symmetric
monoidal functor F : S → T is called cofinal, if
(a) for every T ∈ T there is a T ′ ∈ T and a S ∈ S such that T ⊕ T ′ ∼= F (S), and
(b) AutS(S) ∼= AutT (F (S)) holds for all S ∈ S.
Theorem 3.2.11 (Cofinality Theorem, [Wei13, 4.11]). Let F : S → T be a cofinal
functor of symmetric monoidal categories. Then the base point components of K(S)
and K(T ) are homotopy equivalent. In particular Kn(S) ∼= Kn(T ) for all n ≥ 1.
3.3 The K-theory space of an exact category
Most symmetric monoidal categories we will work with are actually isomorphism cat-
egories of some exact category. The K-theory space of an exact category is homotopy
equivalent to that of the underlying symmetric monoidal category, if the exact struc-
ture is split. Although this condition is hardly ever satisfied for our examples, we can
force any exact category to be split by changing the exact structure. Throughout
this paper we will regularly use results on the K-theory of exact categories and apply
them on the K-theory of symmetric monoidal categories.
Definition 3.3.1 (Quillen). Given an exact category E we define a category QE
with the same objects as E and where a morphism A→ B is an equivalence class of
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triples (U, p, i). Here U ∈ E and p and i are morphisms in E as follows
A
p
 U i B (3.21)
The triples (U, p, i) ∼ (U ′, p′, i′) are equivalent, if there exists an isomorphism
g : U
∼=−→ U ′ such that p = p′g and i = i′g. The composition of A (U,p,i)−−−−→ B (W,q,j)−−−−→ C
is defined as (U ×B W,pq′, ji′), where U ×B W , q′ and i′ are defined as a pull-back:
C
B W
OO
j
OO
q
oooo
A Up
oooo
OO
i
OO
U ×B W
OO
i′
OO
q′
oooo
(3.22)
Definition 3.3.2. Let E be an exact category. Define the K-theory space of E as
the loop-space of the category QE :
KQ(E) := ΩBQE (3.23)
Now, Quillen’s famous “Q=+”-theorem provides a connection to the K-theory of a
symmetric monoidal category:
Definition 3.3.3. Let C be a category. We denote by iC the isomorphism category,
i.e. the category with the same objects as C and isomorphisms in C as morphisms.
Theorem 3.3.4 ([Gra76, p. 228]). Let C be an exact category such that every exact
sequence splits and let S = iC be the isomorphism category of C. Then S is a
symmetric monoidal category that inherits the functor ⊕ from the additive structure
of C. Finally, there exists a homotopy equivalence
KQ(C) ' K(S) (3.24)
of Quillen’s K-theory to the K-theory of symmetric monoidal categories.
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3.4 Hermitian K-theory of an exact category with dual-
ity
Definition 3.4.1 ([Uri90], [CL86]). Let (C, ∗, η) be an exact category with duality.
Define QhC to be the category with inner product spaces (A, φ) (in C) as objects. A
morphisms (A, φ)→ (B,ψ) is given by an equivalence class of triples (U, p, i)
A
p
 U i B (3.25)
as in Quillen’s Q-construction such that φ|U = ψ|U , i.e. p∗φp = i∗ψi and such that
Ker i∗ ◦ ψ =: U⊥ can be identified with Ker p via i. The composition is defined as
in Quillen’s Q-construction QE .
Definition 3.4.2. Let (C, ∗, η) be an exact category with duality. The Grothendieck-
Witt space is defined as the homotopy fibre
GWQ(C) = hofib(BQhC → BQC) (3.26)
(V, φ) 7→ V (3.27)
Then the Grothendieck-Witt groups are given by
GWQi (C) = piiGWQ(C). (3.28)
Proposition 3.4.3 ([Sch04]). Let (C, ∗, η) be an exact category with duality such
that every exact sequence splits. Then the Grothendieck-Witt spaces according to
the hermitian Q-construction and as the group-completion of the category of inner
product spaces coincide:
GW (C) ' GWQ(C) (3.29)
3.5 Hermitian K-theory of exact categories with weak
equivalences and duality
This section gives an exposition of the theory of shifted Grothendieck-Witt groups.
Then main references are [Sch10] and [Sch12]. We have already seen two different
ways to construct a Grothendieck-Witt space from an exact category with duality,
once as the group-completion of the symmetric monoidal category of inner prod-
uct spaces and once via the hermitian Q-construction. We have also seen that the
resulting Grothendieck-Witt spaces coincide if the exact category is split. In this
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section we will learn how to construct the Grothendieck-Witt space of an exact cat-
egory with duality and weak equivalences via the hermitian S• construction. As the
central example we will study the category of chain complexes in an exact category
with duality and quasi-isomorphisms as weak equivalences. In this scenario there
are infinitely many possible dualities, where one is the “naive” choice, and countably
many arise essentially from shifting a chain complex to either side. It turns out
that the resulting theories are four-periodic while the Grothendieck-Witt spaces of
symmetric and anti-symmetric forms of Section 4.2 can be naturally identified with
the Grothendieck-Witt spaces of even index in the new sense. The highlight of this
section will be Theorem 3.5.20, which can be seen as a generalisation of Karoubi’s
fundamental Theorem and displays a strong relation between the various shifted
theories amongst each other and with ordinary K-theory. This implies that the
Grothendieck-Witt groups in odd shifts, introduced in this section, can be identified
with Karoubi’s U - and V -theory.
3.5.1 The hermitian S•-construction
In this section we will present the hermitian S•-construction that allows us to asso-
ciate a Grothendieck-Witt space to an exact category with weak equivalences and
duality. We will also see how the resulting space relates to the Grothendieck-Witt
spaces we have encountered before. First, recall the classical S•-construction, ac-
cording to Waldhausen [Wal85]:
Definition 3.5.1. Let n ∈ N be a positive integer. Define the arrow category by
Ar[d] := Fun([1], [d]). Explicitly an object is of the form a ≤ b for 0 ≤ a, b ≤ d and
there is exactly one morphism (a ≤ b) → (a′ ≤ b′) if and only if a ≤ a′ and b ≤ b′,
i.e. if we have a diagram in [d] of the form
a //

b

a′ // b′
(3.30)
The functor
∆→ Cat (3.31)
[d] 7→ Ar[d] (3.32)
is a cosimplicial category. If A : Ar[d]→ C is a functor for some category C, we write
Ap,q := A(p ≤ q).
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Definition 3.5.2. Let (E , ω) be an exact category with weak equivalences. We have
a simplicial exact category with weak equivalences
∆op → Cat (3.33)
[d] 7→ Fun(Ar[d], E) (3.34)
Here a sequence A→ B → C is exact if for all p ≤ q the sequence Ap,q → Bp,q → Cp,q
is exact in E , and a morphism A → B is a weak equivalence if for all p ≤ q the
morphism Ap,q → Bp,q is a weak equivalence.
Definition 3.5.3. Let SdE ⊂ Fun(Ar[d], E) be the full subcategory of those functors
A : Ar[d]→ E such that for all 0 ≤ p ≤ q ≤ r ≤ d the sequence
Ap,q  Ap,r  Aq,r (3.35)
is an admissible short exact sequence in E and Ap,p = 0.
Definition 3.5.4. Let (C, ω) be an exact category with weak equivalences. Write
ωC for the category with the same objects as C and weak equivalences as morphisms.
Definition 3.5.5. Let (E , ω) be an exact category with weak equivalences. Then
ωS•E : ∆op → Cat (3.36)
[d] 7→ ωSdE (3.37)
is a simplicial exact category. Define K(E , ω) = Ω|ωS•E|.
Proposition 3.5.6 ([Wal85, 1.9 Appendix]). Let (E , iso) be an exact category with
weak equivalences, where iso is the class of isomorphisms in E. Then
|QE| ' |iS•E|. (3.38)
The hermitian S•-construction, due to Schlichting [Sch10], generalises these ideas:
Definition 3.5.7. Let A,B be ordered sets. Then we write AB for the concatena-
tion, i.e. the ordered set A unionsq B with a < b for all a ∈ A and b ∈ B. In particular
write [d]op[d] = [2d + 1] = {d′ < ... < 1′ < 0′ < 0 < 1 < ... < d}. If we interpret
[d]op[d] as a category, then it has the duality p 7→ p′ and p′ 7→ p.
Definition 3.5.8. Let (E , ω, ∗, η) be an exact category with weak equivalences and
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duality. Define the simplicial category with duality
∆op → Cat (3.39)
[d] 7→ RdE (3.40)
where RdE = S[d]op[d]E and (A∗)p,q = (Ap′,q′)∗ for functors A : Ar([d]op[d])→ E . We
refer to this process as edge-wise subdivision.
Definition 3.5.9 ([Sch10]). Let (E , ω, ∗, η) be an exact category with weak equiva-
lences and duality. Then we define the Grothendieck-Witt space of E as
GW (E) = GW (E , ω, ∗, η) = hofib(|(ωR•E)h| → |ωS•E|) (3.41)
(A, φ) 7→ A ◦ i (3.42)
where i : [d]→ [d]op[d] is the map with p 7→ p.
Proposition 3.5.10 ([Sch10, Proposition 2]). Let (E , ∗, η) be an exact category with
duality, then (E , iso, ∗, η) is an exact category with duality and weak equivalences.
There exists a homotopy equivalence
|(iR•E)h| ' |QhE|. (3.43)
Corollary 3.5.11. Recall that for any exact category with duality (E , ∗, η) there is
the exact category with duality and weak equivalences (E , iso, ∗, η). The Grothendieck-
Witt space of (E , ∗, η) according to Definition 3.4.2 and of (E , iso, ∗, η) in the sense
of the definition above are homotopy equivalent.
Proof. This follows directly from the definitions, Proposition 3.5.10 and Proposition
3.5.6.
Definition 3.5.12. Let (E , ω) be an exact category with weak equivalences. Define
HE := E × Eop to be the exact category with weak equivalences and duality given
by (E,F )∗ = (F,E).
Now assume (E , ∗, η, ω) is an exact category with weak equivalences and duality. We
define the forgetful functor
F : E → HE
X 7→ (X,X∗)
f 7→ (f, f∗)
(3.44)
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and the hyperbolic functor
H : HE → E
(X,Y ) 7→ X ⊕ Y ∗
(f, g) 7→ f + g∗
(3.45)
Proposition 3.5.13 ([Sch10, Proposition 1]). Let (E , ω) be an exact category with
weak equivalences. Then there is a natural weak equivalence
GW (HE , ω) ' K(E , ω) (3.46)
Remark 3.5.14. Together with the proposition above, the forgetful and hyperbolic
functor induce maps F : GW (E , ∗, η, ω)→ K(E , ω) andH : K(E , ω)→ GW (E , ∗, η, ω),
respectively.
3.5.2 Shifted Grothendieck-Witt spaces
In the previous section we have defined a Grothendieck-Witt space of an exact cate-
gory with weak equivalences and duality. In this section we specialise on the category
of chain complexes in an exact category E with the various dualities as defined in
Example 2.2.8.
Definition 3.5.15. Let (E , ∗, η) be an exact category with duality, let  ∈ {±1},
and let n ∈ Z. We define the shifted Grothendieck-Witt spaces of E via
GW
[n](E) := GW (Chb(E), quis, ∗n, ηn) (3.47)
Let T : Chb(E) → Chb(E) be the shifting functor, explicitly given by T (Ei) =
Ei+1, T (f)i = fi+1 and (dTE)i = di+1. Then T together with the duality com-
patibility isomorphism (−1)iidT (E∗n )i = (−1)iidT (E)∗n+2i induces an isomorphism of
exact categories with duality and weak equivalences
T : (Chb(E), quis, ∗n, ηn)→ (Chb(E), quis, ∗n+2,−ηn+2) (3.48)
Therefore we conclude:
Proposition 3.5.16 (cf. [Sch10, p.45f]). Let (E , ∗, η) be an exact category with
duality, let  ∈ {±1}, and let n ∈ Z. The shifting functor T : Chb(E) → Chb(E)
induces homotopy equivalences
GW
[n](E) ' −GW [n+2](E) (3.49)
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and in particular
GW
[n](E) ' GW [n+4](E) (3.50)
Remark 3.5.17.
• There is an alternative, naive sign convention for the shifted dualities, such
that the duality compatibility isomorphism for the shift T is just the identity.
Since we won’t use this convention anywhere else, we do not go into detail.
• If  = 1, it is often dropped from the notation.
The following Theorem relates the Grothendieck-Witt space of an exact category
with duality as in Section 3.4 to the Grothendieck-Witt space as defined in this
section:
Theorem 3.5.18 ([Sch10, Proposition 6]). Let (E , ∗, η) be an exact category with
duality. Then the functor (E , iso, ∗, η) → (Chb(E), quis, ∗0, η0), that maps an object
to the corresponding chain complex concentrated in degree 0, induces a homotopy
equivalence
GW (E , ∗, η) '−→ GW (Chb(E), quis, ∗0, η0) (3.51)
Remark 3.5.19. The analogous statement for K-theory holds and is known as the
Gillet-Waldhausen Theorem [Wei13, Theorem V.2.2]. The forgetful functor and the
hyperbolic functor according to Section 3.5.1 and to Definition 3.2.5 are compatible.
We conclude this exposition with a generalisation of Karoubi’s fundamental theorem:
Theorem 3.5.20 ([Sch12, Theorem 6.1]). Let (E , ∗, η) be an exact category with
duality such that 12 ∈ E and  ∈ {±1}. Then there is a fibration sequence
GW
[n](E) F−→ K(E) H−→ GW [n+1](E) (3.52)
where the maps are induced by the forgetful and the hyperbolic functor, respectively.
Remark 3.5.21. In fact, Schlichting proves a stronger result, for he constructs positive
Ω-spectra representing Grothendieck-Witt theory and demonstrates that there is an
exact triangle in the homotopy category of spectra. Since the Ω∞-functor takes exact
triangles in this category to fibration sequences in the category of spaces, the weaker
result follows.
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3.6 Grothendieck-Witt groups
Apart from the various Grothendieck-Witt spaces themselves, a very central role is
played by their set of connected components, i.e. the 0-th Grothendieck-Witt groups.
In this section we study these groups for the shifted Grothendieck-Witt theories
of automorphisms. Methodically, we study chain complexes of free modules with
automorphisms as an example of exact categories with duality and weak equivalences.
However we will use some result that stem from the work on Grothendieck-Witt
groups of triangulated categories. The main references for this section are [Wal03]
and, to a certain extent, also [Sch10].
3.6.1 Ad-hoc definitions of Grothendieck-Witt groups
The idea of the Grothendieck-Witt group of an exact category with duality goes
back to Knebusch [Kne77], it was generalised to exact categories with duality and
weak equivalences in [Sch10]:
Definition 3.6.1. The Grothendieck-Witt group of an exact category with weak
equivalences and duality (E , ω, ∗, η) is the abelian group GW0(E) = GW0(E , ω, ∗, η)
generated by inner product spaces [X,φ] in (E , ω, ∗, η), i.e. objects X ∈ E together
with weak equivalences φ : X → X∗ such that φ∗ηX = φ, subject to the relations
(a) [V, φ] = [W,ψ] if there is a weak equivalence f : V ∼−→W such that φ = f∗ψf
(b) [V ⊕W,φ⊕ ψ] = [V, φ] + [W,ψ]
(c) [V, φV ] = [U⊕W,
(
φW
φU
)
] for any given inner product space in the category
of exact sequences in E of the form
U // //
φU∼

V // //
φV∼

W
φW∼

W ∗ // // V ∗ // // U∗
(3.53)
such that φ∗η = φ for the weak equivalence φ = (φU , φV , φW ).
Naturally, this ad-hoc definition of the Grothendieck-Witt groups through generators
and relations yields the same result as applying pi0 to the Grothendieck-Witt space
Proposition 3.6.2 ([Sch10, Proposition 3]). Let (E , ω, ∗, η) be an exact category
with weak equivalences and duality. Then there exists a natural isomorphism:
GW0(E , ω, ∗, η) ∼= pi0GW (E , ω, ∗, η) (3.54)
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Walter takes a different approach in [Wal03] and studies the Grothendieck-Witt
groups of complicial categories with weak equivalences and of triangulated cate-
gories. Here, a complicial category is a full sub-category of the category of chain
complexes over some given additive category, satisfying some additional conditions.
The category of chain complexes itself satisfies these conditions trivially. The local-
isation C[ω−1] of a complicial category with weak equivalences (C, ω) at said weak
equivalences is a triangulated category [Wal03, Theorem 4.1].
Definition 3.6.3. Let (C, ω) be a small complicial category with weak equivalences
and a simplicially graded duality containing 12 . Then the Grothendieck-Witt groups
of C is the free abelian group on symmetric objects [V, φ] modulo the relations (a)
and (b) as above and a third relation:
(c’) If h : W [−1]→W ∗ is a morphism which is symmetric for the −1-st shifted
duality, then [Cone(W,h)] = [H(W )].
Here, [Cone(W,h)] is the class of an inner product space (V, φ : V → V ∗) that fits
into an exact triangle of the form W [−1] h−→W ∗ φ
−1v∗−−−−→ V v−→W . By Theorem 2.6 of
[Bal00] the pair (V, φ) exists and is uniquely determined up to isomorphism. Now
this sequence of maps fits into a diagram
W ∗ // //
=

V // //
φV∼

W
ηW∼

W ∗ // // V ∗ // //W ∗∗
(3.55)
which is of the form 3.53 via the equivalence (φU , id, id) : (U, V,W ) → (W ∗, V,W ).
We conclude that condition (c’) implies condition (c). Conversely, assume we are
given a diagram of the form 3.53 with the sequence U  V  W being split.
Then V is (equivalent to) the cone of some morphism W [−1] → U and condition
(c) implies (c’) in this special case. For the general case it suffices to realise that
a short exact sequence U
f
 V  W is equivalent to the split exact sequence
U  Cyl(f)  Cone(f).
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3.6.2 Explicit generators for the Grothendieck-Witt group of chain
complexes
Let (E , ∗, η) be an exact category with duality and let (Chb(E), quis, ∗n, ηn) be the
associated exact category of chain complexes with weak equivalences and duality as
in Example 2.2.8. In this section we will explicitly describe the generators of the
Grothendieck-Witt groups in these special cases. In light of periodicity (Proposition
3.5.16) it suffices to consider one fixed , say  = 1, and the cases n = −1, 0, 1, 2.
Even shifts
A generator of GW [0](E) is given by a quasi-isomorphism of a chain complex to its
dual
· · · // E−1 d−1 //
φ−1

E0
d0 //
φ0

E1 //
φ1

· · ·
· · · // E∗1
d∗0 // E∗0
−d∗−1 // E∗−1 // · · ·
(3.56)
which is symmetric in the sense that φi = (−1)iφ∗−iηEi . By Theorem 3.5.18 we have
GW [0](E) = GW (Chb(E), quis, ∗0, η0) ∼=←− GW (E , ∗, η) (3.57)
where the isomorphism sends a symmetric inner product space φ : E → E∗ to the
complex concentrated in degree 0. This is consistent with the sign conventions as
φ = φ∗ηE .
A generator of GW [2](E) is given by a quasi-isomorphism
· · · // E−1 d−1 //
φ−1

E0
d0 //
φ0

E1 //
φ1

· · ·
· · · // E∗−1
d∗−2 // E∗−2
−d∗−3 // E∗−3 // · · ·
(3.58)
symmetric in the sense that φi = (−1)iφ∗−i−2ηEi . By Theorem 3.5.18 and Proposition
3.5.16 we have
GW [2](E) ∼= −GW [0](E)
∼=←− GW (E , ∗,−η) (3.59)
where the isomorphism on the right sends an anti-symmetric form φ : E → E∗ to
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the complex concentrated in degree 0 and the isomorphism on the right follows this
up by a shift to the left. Hence, φ : E → E∗ is included in degree −1. Again, the
sign conventions are consistent, since φ = −φ∗η.
Odd shifts
Similar to the two cases with even shifts, it is also possible to find a “smaller” set of
generators for the cases with odd shifts. These generators are quasi-isomorphisms of
short complexes:
Definition 3.6.4 ([Wal03, §7]). Let (E , ∗, η) be an exact category with duality. An
-symmetric short complex (A, φ) in E is a quasi-isomorphism of the form
0 // A0
d //
φt

A1
φ

// 0
0 // A∗1
d∗ // A∗0 // 0
(3.60)
In particular we have d∗φt = φd.
Remark 3.6.5.
• Although the definition is essentially taken from [Wal03], the notation differs,
due to different sign conventions.
• Note that for d = id we have that φ is -symmetric, which explains the name.
Definition 3.6.6 ([Wal03, §7]). Let (E , ∗, η) be an exact category with duality. The
Grothendieck-Witt group of -symmetric short complexes, denoted by GW short(E),
is the free abelian group generated by -symmetric short complexes in E modulo the
following relations
• [A, φ] + [A′, φ′] = [(A, φ)⊥(A′, φ′)]
• If f : A→ B is a quasi-isomorphism, then we have [B,φ] = [A, f∗φf ]
• Chain homotopic complexes are in the same class, i.e. for any -symmetric
morphism h : A1 → A∗1 we have that [A, φ] is equivalent to the class of
0 // A0
d //
φt−hd

A1
φ−d∗h

// 0
0 // A∗1
d∗ // A∗0 // 0
(3.61)
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• A graph complex Γ(A,d), i.e. a short complex of the form
0 // A
d //
η

A∗
=

// 0
0 // A∗∗ d
∗
// A∗ // 0
(3.62)
is equivalent to the trivial graph complex [H(A)] := [Γ(A,0)].
Remark 3.6.7. The trivial graph complex [H(A)] is indeed the image of the class
[A] ∈ K(E) under the hyperbolic functor.
We can naturally understand -symmetric short complexes as generators of the
Grothendieck-Witt groups in odd shifts:
A generator of GW [1](E) is given by a quasi-isomorphism
· · · // E−1 d−1 //
φ−1

E0
d0 //
φ0

E1 //
φ1

· · ·
· · · // E∗0
d∗−1 // E∗−1
−d∗−2 // E∗−2 // · · ·
(3.63)
symmetric in the sense that φi = φ∗−i−1ηEi . Observe that we may consider a sym-
metric short complex as a quasi-isomorphism of complexes concentrated in degrees
−1 and 0. This induces a well-defined map
GW+short(E)→ GW [1](E) (3.64)
Indeed, the first two conditions are clearly satisfied. The third condition follows from
the surgery formula [Wal03, p. 18] and the final condition follows from condition
c) of Definition 3.6.1 with B = (A−1 → A0), A = (A−1 → 0), C = (0 → A∗),
φB = (φ
t
0, φ0), and φA = φ∗C = (id, 0). Similarly, a generator of GW
[−1](E) is given
by a quasi-isomorphism
· · · // E−1 d−1 //
φ−1

E0
d0 //
φ0

E1 //
φ1

· · ·
· · · // E∗2
d∗1 // E∗1
−d∗−0 // E∗0 // · · ·
(3.65)
and an anti-symmetric short complex may be considered as such a quasi-isomorphism
concentrated in degrees 0 and 1, inducing a map
GW−short(E)→ GW [−1](E) (3.66)
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It turns out that these maps from the Grothendieck-Witt groups of -symmetric short
complexes to the Grothendieck-Witt groups in odd shifts are already isomorphisms:
Theorem 3.6.8 ([Wal03, Theorem 7.1]). If E is a small exact category with du-
ality containing 12 , then the natural maps from Grothendieck-Witt groups of short
complexes to shifted Grothendieck-Witt groups are isomorphisms
GW short(E) '−→ GW [](E) (3.67)
Remark 3.6.9. To be precise, Walter compares the Grothendieck-Witt groups of short
complexes to the odd triangulated Grothendieck-Witt groups of the derived category
Db(E). However, by Theorem 5.1 of the same reference we know that the localisation
map from complicial Grothendieck-Witt groups to triangulated Grothendieck-Witt
groups is also an isomorphism.
Theorem 3.6.10 ([Wal03, Theorem 10.1]). Let R be a commutative local ring such
that 2 is invertible. Then the Grothendieck-Witt groups are given as
GW [0](R) = GW (R), GW [1](R) = 0, GW [2](R) = Z, GW [3](R) = Z/2
(3.68)
3.7 Milnor and Milnor-Witt K-theory
An earlier attempt to define higher K-theory is Milnor K-theory for fields, which
remains an important invariant. The generalisation to the hermitian world, the
Milnor-Witt K-theory, was introduced by Morel.
Definition 3.7.1. Let k be a field. The Milnor K-theory of k is the graded associa-
tive ring KM∗ (k) generated by symbols [a], one for each unit a ∈ k× = k − {0}, in
degree 1, subject to the relations
• Steinberg relation: [a][1− a] = 0 for all a ∈ k× − {1}
• Multiplicativity: [a] + [b] = [ab] for all a, b ∈ k×
Definition 3.7.2. Let k be a field. The Milnor-Witt K-theory of k is the graded
associative ring KMW∗ (k) generated by symbols [a], one for each unit a ∈ k× =
k − {0}, in degree 1, and one generator η in degree −1, subject to the relations
• Steinberg relation: [a][1− a] = 0 for all a ∈ k× − {1}
• [a] + [b] + η[a][b] = [ab] for all a, b ∈ k×
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• η[a] = [a]η for all a ∈ k×
• Set h = η[−1] + 2, then ηh = 0.
Lemma 3.7.3. Let k be a field. There exists a natural epimorphism
KMW∗ (k)→ KM∗ (k)
η 7→ 0
(3.69)
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Chapter 4
K-theory and hermitian K-theory
of automorphisms
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4.1 K-theory of automorphisms
Definition 4.1.1. Let R be a (unital, associative) ring. Denote by P(R) the cat-
egory of finitely generated projective (right-)modules over R. P(R) naturally has
the structure of an exact category. We denote the K-theory of iP(R) by K(R).
Contained in P(R) is the full subcategory F(R) of free modules.
Definition 4.1.2 ([Gra95, p.3]). Let R be a ring and t ∈ N. Denote by P(R,Gtm)
the category of t commuting automorphism in P(R). Explicitly, an object is a
tuple (P, θ1, . . . , θt) consisting of a projective module P together with pairwise com-
muting automorphisms θj ∈ Aut(P ), one for every 1 ≤ j ≤ t. A morphism
f : (P, θ1, . . . , θt) → (P ′, θ′1, . . . , θ′t) in P(R,Gtm) is a morphism f : P → P ′ that
is compatible with the automorphisms, i.e. a morphism that satisfies fθj = θ′jf
for all j. By convention we set P(R,G0m) = P(R). The category P(R,Gtm) is
symmetric monoidal under direct sum. We denote the K-theory of iP(R,Gtm) by
K(R,Gtm). The category P(R,Gtm) contains the category F(R,Gtm) of free modules
with automorphisms as a full subcategory.
Definition 4.1.3. Let R be a ring and t ∈ N. Denote by GLt(R) the category, where
an object is a tuple (n, {θj}) = (n, θ1, . . . , θt), consisting of a natural number n ∈ N0,
together with a string of pairwise commuting invertible matrices θj in Gln(R), one
for every 1 ≤ j ≤ t. A morphism (n, {θj}) → (n′, {θ′j}) is then another element η
of Gln(R) such that θj = η−1θ′jη for all j. In particular there are no morphisms
between objects of different rank.
Remark 4.1.4. The category GLt(R) can be thought of as a skeleton of iF(R,Gtm),
although this is only true if R has the invariant basis number property, i.e. if
Rn ∼= Rm implies n = m. But even if it doesn’t, the inclusion GLt(R) ⊂ iF(R,Gtm)
is still cofinal.
Definition 4.1.2 generalises easily to arbitrary categories:
Definition 4.1.5. Let C be a category. Denote by C(Gm) the category of au-
tomorphisms in C. An object is a pair (C ∈ C, θ ∈ Aut(C)), and a morphism
f : (C, θ)→ (C ′, θ′) is a morphism f : C → C ′ in C that respects the automorphism,
i.e. fθ = θ′f . We then inductively define C(Gtm) := C(Gt−1m )(Gm). If C is monoidal,
then so is C(Gm).
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4.2 Grothendieck-Witt theory of automorphisms
In this section we will revisit the categories discussed in Section 4.1 and will see how
we can naturally equip them with a duality. Given a right R-module P we define
its dual by P ∗ = Hom(P,R). If R is not commutative, P ∗ is in general only a
left module and we need an involution on R to turn it into a right module. This
motivates the notation of the following definition.
Definition 4.2.1. Let (R, ·¯) be a ring with involution and let  be a central el-
ement with ¯ = 1, then (P(R), ∗, η) is an exact category with duality, where
∗ = HomR(−, R) and ηM : M →M∗∗ is given by m 7→ (f 7→ ¯f(m)). Given a right
R-module M , HomR(M,R) is made into a right module via (f · r)(m) := r¯f(m).
The corresponding category of inner product spaces is denoted by Ph(R).
Remark 4.2.2. In this paper we usually consider  = ±1.
Now, there are essentially two different ways to define categories Ph(R,Gtm). Either,
one considers automorphisms in the category Ph(R) or one defines a duality on
P(R,Gtm) and passes to inner product spaces. We will define a duality such that the
resulting categories are isomorphic:
Definition 4.2.3. Let (R, ·¯) be a ring with involution and let  be a central ele-
ment with ¯ = 1, then (P(R,Gtm), ∗, η) is an exact category with duality, where
(P, θ1, . . . , θt)
∗ = (P ∗, (θ∗1)−1, . . . , (θ∗t )−1). Denote the category of inner product
spaces by Ph(R,Gtm).
Explicitly an object of Ph(R,Gtm) is a tuple (P, θ1, . . . , θt) together with an iso-
morphism to its dual φ : (P, θ1, . . . , θt) → (P ∗, (θ∗1)−1, . . . , (θ∗t )−1), i.e. an isomor-
phism φ : P → P ∗ such that φθj = (θ∗j )−1φ. This is the same as an object of
Ph(R) together with a string of t commuting automorphisms, i.e. an isomorphism
φ : P → P ∗ together with automorphisms θj such that θ∗jφθj = φ. A morphism
f : (P, θ1, . . . , θt, φ) → (P ′, θ′1, . . . , θ′t, φ′) is a morphism f : P → P ′ that satisfies
f∗φ′f = φ and fθj = θ′jf for all j.
Remark 4.2.4. The duality on GLt(R) that is consistent with the one above, is
given by (n, {θj})∗ = (n, {(θ∗j )−1}). Because an automorphism θj is the same as an
invertible matrix with entries in R, we can explicitly write θtj = θ
∗
j for the transpose
of θj and will do so on and off. The duality defined like this is strict.
Definition 4.2.5. Let H : iP(R) → iPh(R) be the hyperbolic functor. Then
denote by On(R) the group of isometries of H(Rn). Explicitly, we can identify
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On(R) with the group of invertible 2n× 2n matrices θ such that
θt
(
0 1
 0
)
θ =
(
0 1
 0
)
(4.1)
Definition 4.2.6. Denote by Ot(R) the category where objects are tuples (n, {θj}) =
(n, θ1, . . . , θt), with n ∈ N a non-negative integer and θj ∈ On(R) a family of pair-
wise commuting matrices. A morphism (n, {θj}) → (n′, {θ′j}) is another matrix
η ∈ On(R) such that θj = η−1θ′jη for all j. In particular, there are no morphisms
between objects of different rank.
4.3 Cofinal subcategories
In the proceeding sections we defined categories iP(R,Gtm) and iPh(R,Gtm) with
subcategories GLt(R) and Ot(R), respectively. The two latter categories are signif-
icantly easier to study, since objects are based on explicit invertible matrices, rather
than abstract automorphisms of projective modules (with forms). In the case of
inner product spaces we will introduce the additional condition that 2 ∈ R will be
invertible, which will stick with us for the remainder of this paper.
Lemma 4.3.1. Let R be a ring. Then the natural functor
GLt(R)→ P(R,Gtm) (4.2)
is cofinal in the sense of Definition 3.2.10.
Proof. Let (P, θ1, . . . , θt) be an object of P(R,Gtm). Then there exists a projective
module Q such that P ⊕ Q ∼= Rn for some natural number n. Clearly the ob-
ject (P, θ1, . . . , θt) ⊕ (Q, 1Q, . . . , 1Q) is in the essential image of the inclusion. The
assertion on automorphisms is obvious.
Lemma 4.3.2. Let S, T be two symmetric monoidal categories and let F : S → T
be a symmetric monoidal functor. If F is cofinal , then so is the induced functor
S(Gm)→ T (Gm).
Proof. If f : T ⊕ T ′ → F (S) is an isomorphism, then so is f : (T, θ) ⊕ (T ′, 1T ′) →
(S, f(θ+1T ′)f
−1), which verifies condition (a) of the cofinality theorem 3.2.11. Con-
dition (b) of 3.2.10 is trivially satisfied.
There are now essentially two ways to formulate a hermitian analogue to Lemma
4.3.1. Either, one can find a cofinal subcategory of iPh(R) using Proposition 3.2.6,
46
and let Lemma 4.3.2 above induce cofinal subcategories for iPh(R,Gtm). Alterna-
tively one can apply Proposition 3.2.6 directly to the category iPh(R,Gtm), resulting
in a different subcategory. In detail:
Lemma 4.3.3. Let R be a ring with involution such that 2 ∈ R is invertible and
 ∈ {±1}. Then the natural functor
Ot(R)→ iPh(R,Gtm) (4.3)
is cofinal.
Proof. We proceed in several steps:
• Because we have iPh(R,Gtm)(Gm) = iPh(R,Gt+1m ) and Ot(R)(Gm) = Ot+1(R)
we can reduce the proof to the case t = 0 by Lemma 4.3.2.
• Condition (b) is true, essentially by definition.
• The category P(R) is additive. Therefore any inner product space (P, φ) ∈
P(R) can be completed to a hyperbolic one by Proposition 3.2.6.
• Finally if P is projective with Q such that P ⊕Q ∼= Rn we have an isometry
H(P )⊕H(Q) ∼= H(Rn).
Definition 4.3.4. Denote by HGLt(R) the full subcategory of Ot(R) consisting
of those objects that are in the image of the hyperbolic functor
H : GLt(R)→ Ot(R) (4.4)
Explicitly, an object is a tuple (n, {θj}), with t pairwise commuting θj ∈ Gln(R). A
morphism in this category is a matrix in On(R) that works as a base-change.
Remark 4.3.5. Note that we have
HGLt+1(R) ( HGLt(R)(Gm) (4.5)
because objects and morphisms are recruited from a different set of matrices.
Lemma 4.3.6. Let R be a ring with involution such that 2 ∈ R is invertible and
 ∈ {±1}. Then the composition functor
F : HGLt(R)→ Ot(R)→ iPh(R,Gtm) (4.6)
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is cofinal.
Proof. Let (P, {θj}, φ) be an object of iPh(R,Gtm). Because the category Ph(R,Gtm)
is additive we have
(P, {θj}, φ)⊕ (P, {θ−∗j }, ηφ−1) ∼= H(P, {θj}) (4.7)
and there exists a projective module Q such that P ⊕Q is free. Finally the object
H(P, {θj})⊕ H(Q, {1}) (4.8)
lies in the image of the F . Condition (b) of the cofinality theorem 3.2.11 is satisfied
by definition.
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4.4 Multiplication and Stabilisation
4.4.1 Products
There is a different interpretation of the category S(Gm). To this end we assume that
we are working over a fixed commutative “base-ring” k, i.e. we consider the category
of rings R which come with a fixed homomorphism k → R (and where ring-maps
respect these morphisms). When we talk about (ordinary) K-theory, then we usually
just set k = Z and any ring comes with a unique homomorphism Z → R. In the
setting of hermitian K-theory we regularly require 2 to be invertible and set k = Z[12 ].
Another option would be to let k be any fixed field, with characteristic different from
2. In either case we then set Gm := k[U,U−1], the ring of Laurent-polynomials in
the variable U .
Definition 4.4.1 (cf. [Gra95]). Given an additive category C and a ring R, let
C(R) denote the category of pairs (C, ρ), where C ∈ C and ρ : R → EndC(C) is a
ring-homomorphism. Morphisms (C, ρ) → (C ′, ρ′) in this category are morphisms
f : C → C ′ such that the following diagram commutes
R
ρ //
ρ′

EndC(C)
f◦−

EndC(C ′)
−◦f // HomC(C,C ′)
(4.9)
If C is an exact category, then C(R) is an exact category, where a sequence is exact
in C(R) if it is exact in C after forgetting the R-module structure ρ.
If (C, ∗, η) is an exact category with duality and R a ring with involution, then
(C(R), ∗, η) is an exact category with duality, where (C, ρ)∗ := (C∗, ρ∗) with ρ∗(r) :=
ρ(r¯)∗ and η(C,ρ) : (C, ρ)→ (C, ρ)∗∗ is simply given by ηC : C → C∗∗.
If we now plug the ring Gm = Z[U,U−1] into the definition above, then the category
C(Gm) is isomorphic to the category of the same name defined in Section 4.1. Indeed,
a homomorphism ρ : Gm → EndC(C) is uniquely determined by the image θ of U
and θ is invertible with θ−1 = ρ(U)−1 = ρ(U−1).
For a given R-module P , a homomorphism Gm → EndR(P ) is the same as an Gm-
module structure on P and we may consider the category P(R,Gm) := P(R)(Gm)
as the category of finitely generated R-Gm-bimodules, projective over R. Similarly,
and object of P(R,Gtm) can be interpreted as a module over the ring R⊗G⊗tm , finitely
generated and projective over R.
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Any inclusion Gm = k[Uj , U−1j ] ⊂ k[U1, . . . Ut, U−11 , . . . , U−1t ] = Gtm given by Uj 7→
Uj for any fixed positive integer j ≤ t allows us to consider an object of P(R⊗G⊗tm )
as a Gm-module. Thus, there are bi-exact functors
P(R,Gt+1m )⊗Gm P(Gm)→ P(R,Gtm) (4.10)
given by (P,Q) 7→ P ⊗Gm Q, one for each 1 ≤ j ≤ t + 1. These functors clearly
induce morphisms
K(R,Gt+1m ) ∧K(Gm)→ K(R,Gtm) (4.11)
Now, the class Uj ∈ k[U±1j ]× = K1(Gm) = [S1,K(Gm)] induces a map
K(R,Gm) ∧ S1 Uj−→ K(R) (4.12)
and by adjunction a map
K(R,Gm)
Uj−→ ΩK(R) (4.13)
Remark 4.4.2. The notation is chosen suggestively: In general multiplication by Uj
will depend on j, because the Gm-module structure of an object in P(R,Gt+1m ) varies.
However the Uj are virtually the same element of Gm for all j.
In order to construct a similar map for hermitian K-theory equip Gm = Z[12 , U, U
−1]
with the involution U¯ = U−1. If (C, ∗, η) is a category with duality and (C, ρ : Gm →
End(C)) ∈ C(Gm) is an object, then ρ is uniquely determined by θ := ρ(U). By
definition we have ρ∗(U) = ρ(U¯)∗ = ρ(U−1)∗ = (θ−1)∗, which is consistent with the
duality defined in Section 4.2. Hence we may consider the category Ph(R,Gtm) as
the category of -symmetric inner product spaces of finitely generated modules over
the ring R ⊗ G⊗tm with involution, projective over R. Hence, we are able to define
bi-exact functors
Ph(R,Gt+1m )⊗ Ph(Gm)→ Ph(R,Gtm) (4.14)
More precisely, let (P, φ) ∈ Ph(R,Gt+1m ) and (Q,ψ) ∈ Ph(Gm) be inner product
spaces that are -symmetric and symmetric, respectively. Then, (P ⊗ Q,φ ⊗ ψ) ∈
Ph(R,Gtm) will be also -symmetric:
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P ⊗Q φ⊗ψ //
ηP⊗ηQ

P ∗ ⊗Q∗
P ∗∗ ⊗Q∗∗
φ∗⊗ψ∗
88 (4.15)
If moreover both, (P, φ) and (Q,ψ) are hyperbolic, then so is (P ⊗Q,φ ⊗ ψ). The
tensor products induce maps
GW (R,Gt+1m ) ∧GW (Gm)→ GW (R,Gtm) (4.16)
It remains to construct elements Uj ∈ GW1(Gm) to obtain multiplication maps
GW (R,Gt+1m )
Uj−→ ΩGW (R,Gtm) (4.17)
To this end recall that G∗m is a right Gm-module via (f · a)(x) = a¯f(x), for f ∈ G∗m
and a, x ∈ Gm. Therefore there is a canonical isomorphism
φ : Gm → G∗m
a 7→ a¯ · (−)
(4.18)
and multiplication by U defines an automorphism of the symmetric inner product
space (Gm, φ).
The canonical isomorphism η : Gm → G∗∗m is given by x 7→ (f 7→ f(x)). To verify
the equation φ = φ∗η we compute
φ∗(η(a))(x) = η(a)φ(x) = φ(x)(a) = x¯a = xa¯ = φ(a)(x) (4.19)
Further, the diagram
Gm
φ //
U

G∗m
Gm
φ // G∗m
U∗
OO
(4.20)
commutes.
The inner product space (Gm, φ) is a direct summand of the hyperbolic space (Gm⊕
G∗m, (φ,−φ−1)). Indeed, the automorphism f =
(
1
2
φ−1
2
φ −1
)
of Gm ⊕G∗m satisfies
f t
(
1
1
)
f =
(
φ
−φ−1
)
(4.21)
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We conclude that (Gm, φ) is represented by f
(
U
1
)
f−1 =
(
U+1
2
(U−1)φ−1
4
φ(U − 1) U+12
)
in O2(Gm) ⊆ O(Gm). Therefore it can be considered as an element of GW1(Gm) =
O(Gm)/[O(Gm), O(Gm)].
4.4.2 Stabilisation
There are various ring homomorphisms of the form
Gt+1m = k[U±1 , . . . , U
±
t+1]→ k[U±1 , . . . , Û±j , . . . , U±t+1] = Gtm (4.22)
which map Uj 7→ 1 for a fixed index j and these morphisms induce functors
P(R,Gtm)→ P(R,Gt+1m ). (4.23)
Explicitly an object (P{θj}) ∈ P(R,Gtm) is equipped with an additional identity-
morphism at the j-th position. Therefore we obtain maps
ij : K(R,Gtm)→ K(R,Gt+1m ). (4.24)
and similarly
ij : GW (R,Gtm)→ GW (R,Gt+1m ). (4.25)
Both maps are split by the corresponding forgetful functor and therefore are inclu-
sions on a direct factor:
Lemma 4.4.3. Let i : X → Y be an inclusion of group-like CW complexes, split by
a map p : Y → X (i.e. p ◦ i = 1). Then X is (up to homotopy) a direct factor of Y .
In other words, there exists a space Z such that Y ' X × Z.
Proof. Let Z be the homotopy fibre of p. Then there exists a long exact sequence of
homotopy groups
. . .→ pin+1X → pinZ → pinY p∗−→ pinX → pin−1Z → . . . (4.26)
split into short exact sequences by i∗:
0 // pinZ // pinY
p∗ // pinX //
i∗
ff 0 (4.27)
It follows that the natural map X × Z → Y is a homotopy equivalence.
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Now, multiplication by Uj vanishes on the image of ιj . More precisely the composi-
tions
K(R,Gtm)
ij−→ K(R,Gt+1m )
Uj−→ ΩK(R,Gtm) (4.28)
and
GW (R,Gtm)
ij−→ GW (R,Gt+1m )
Uj−→ ΩGW (R,Gtm) (4.29)
are trivial.
This leads us to the following (naive) definition, which defines the stabilised (hermi-
tian) K-theory as the complementary factor of the respective inclusion:
Definition 4.4.4 (cf. [Gra95]). Let S be a symmetric monoidal category. The
stabilised K-theory of automorphisms K(S(G∧1m )) is defined as the fibre
K(S(G∧1m ))→ K(S(Gm))→ K(S) (4.30)
of the map induced by the forgetful functor.
To generalise this construction to the K-theory of a category with multiple commut-
ing automorphism S(Gtm) we use the language of cubes as in [Gra92, §4]:
Definition 4.4.5. Let [1] denote the ordered set {0 < 1} considered as a category
and t ∈ N0 a non-negative integer. A t-dimensional cube in a category C is a
functor F : [1]t → C. In particular, a 0-dimensional cube is, by convention, just
an object, a 1-dimensional cube is a morphism, a 2-dimensional cube a commuting
square of morphisms, etc. A t-dimensional opposite cube in a category C is a functor
F : ([1]t)op → C.
We will denote an element of [1]t by a string i = (1, . . . , t) of numbers j ∈ {0, 1}
and write |i| for the number of entries of i that are equal to 1. Write [̂1]t for the full
subcategory of all objects different from (1, . . . , 1).
Example 4.4.6.
• By convention, we consider the morphism K(S) → K(S(Gm)) as a one-
dimensional cube in the category of spaces and the morphism K(S(Gm)) →
K(S) as an opposite one-dimensional cube.
• More generally we can consider the t-dimensional cube with i 7→ K(S(G|i|m))
for any i ∈ [1]t. A morphism i = (1, . . . , t) → (′1, . . . , ′t) = i′ in [1]t is sent
to the morphism induced by the natural inclusion functor S(G|i|m) → S(G|i
′|
m )
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that adds an identity morphism whenever 0 = j < ′j = 1. The t-dimensional
opposite cube i 7→ K(S(G|i|m)) has morphisms induced by various forgetful
functors.
We are now able to generalise the (naive) definition of the stabilised K-theory space
to categories with multiple automorphisms.
Definition 4.4.7. Let S be a symmetric monoidal category and i = (1, . . . , t) 7→
K(S(G|i|m)) the t-dimensional opposite cube defined in Example 4.4.6. Define the
stabilised K-theory S(Gtm) as the homotopy fibre
K(S(G∧tm )) = hofib(K(S(Gtm))→ holim
i∈[̂1]n
K(S(G|i|m))) (4.31)
4.4.3 Alternative definition of stabilised K-theory
For technical reasons it is more convenient to consider K(S(G∧1m )) as the base space
of a fibration sequence
K(S)→ K(S(Gm))→ K(S(G∧1m )) (4.32)
which exists by Lemma 4.4.3. To avoid various choices of splittings, we follow
Grayson ([Gra95, Lemma 4.3], [Gra92, Lemma 4.1]), who generalises the relative
K-theory space of a functor to cubes. For an n-dimensional cube C he naturally con-
structs an n+ 1-simplicial set S⊕C such that the following properties are satisfied:
• If n = 0, then Ω|S⊕C| ' K(C).
• Suppose we are given an additive map C → C′ of n-dimensional cubes of ad-
ditive categories and let [C → C′] denote the corresponding n+ 1-dimensional
cube of additive categories. Then there is a fibration sequence
S⊕C → S⊕C′ → S⊕[C → C′]. (4.33)
• The geometric realisation of S⊕C is connected, so that the induced fibration
Ω|S⊕C| → Ω|S⊕C′| → Ω|S⊕[C → C′]| (4.34)
is surjective on pi0.
Definition 4.4.8. Let S be a symmetric monoidal category. Write S(G∧tm ) := (i 7→
S(G|i|m)) for the t-dimensional cube of Example 4.4.6.
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Proposition 4.4.9. Let S be a symmetric monoidal category. Then there is a ho-
motopy equivalence
Ω|S⊕S(G∧tm )| ' hofib(K(S(Gtm))→ holim
i∈[̂1]n
K(S(G|i|m))) (4.35)
We will need the following lemma:
Lemma 4.4.10 (Four fibration lemma [Cor94]). Given a homotopy commutative
diagram of the form
A //


C


B //

D

A′ //


C ′


B′ //

D′

A′′

// C ′′

B′′ // D′′
(4.36)
where the vertical sequences B → B′ → B′′, C → C ′ → C ′′ and D → D′ → D′′ are
homotopy fibration sequences and where the middle and bottom square are homotopy
pull-backs, then the top square is a homotopy pull-back if and only if the sequence
A→ A′ → A′′ is a homotopy fibration.
Prof of Proposition 4.4.9. We proceed by induction on t. For the base of the induc-
tion consider the sequence
Ω|S⊕S| → Ω|S⊕S(Gm)| → Ω|S⊕S(G∧1m )| (4.37)
By construction the second map is a fibration that is surjective on connected compo-
nents. The first space can be identified with K(S), the second space with K(S(Gm))
and the map is the natural map induced by the inclusion of categories, split by the
forgetful functor. By Lemma 4.4.3 there is a homotopy fibration sequence
K(S)← K(S(Gm))← Ω|S⊕S(G∧1m )| (4.38)
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For the induction step, consider the commutative diagram
Ω|S⊕S(G∧tm )|
{{
//

Ω|S⊕S(Gm)(G∧t−1m )|
{{

∗ //

Ω|S⊕S(G∧t−1m )|

K(S(Gtm)) //
{{

K(S(Gtm))

{{
K(S(Gt−1m )) //

K(S(Gt−1m ))

holim
i∈[̂1]t
K(S(G|i|m)) //
{{
holim
i∈{1}×[̂1]t−1
K(S(G|i|m))
{{
K(S(Gt−1m )) // holim
i∈{0}×[̂1]t−1
K(S(G|i|m))
(4.39)
The bottom square is a homotopy pull-back, because {0} × [̂1]t−1 ∪ {1} × [̂1]t−1 ∪
{(0, 1, . . . , 1)} = [̂1]t, the middle square is trivially a homotopy pull-back and the
top square is a homotopy pull-back by construction. The front left vertical sequence
is trivially a fibration and the two vertical sequences on the right are fibrations by
the induction hypothesis. By the four-fibration lemma we are done.
This allows us to formulate the alternative definition (cf. Definition 4.4.7 and [Gra95,
Definition 4.2]):
Definition 4.4.11. Let S be a symmetric monoidal category and S(G∧tm ) = (i 7→
S(G|i|m)) the t-dimensional cube of symmetric monoidal categories. Define the sta-
bilised K-theory of S(G∧tm ) by
K(S(G∧tm )) := Ω|S⊕S(G∧tm )| (4.40)
4.5 A different model for the stabilised K-theory
In the previous section we have seen that for any symmetric monoidal category S
the space K(S(G∧1m )) fits into a fibration sequence of the form
K(S)→ K(S(Gm))→ K(S(G∧1m )) (4.41)
where the first map is induced by the functor S → S(Gm) that on objects maps
S 7→ (S, 1S). Moreover the second map is surjective on pi0, which characterises the
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homotopy type of the base completely. The following lemma enables us to express
K(S(G∧1m )) as the group-completion of yet another symmetric monoidal category.
Lemma 4.5.1 ([HS04, Lemma 3.9]). Let T be a symmetric monoidal category, such
that any morphism in T −1T is monic and that S ⊂ T is a full monoidal subcategory.
Then the diagram
S //

T

〈S,S〉 // 〈S, T 〉
(4.42)
is homotopy cartesian after group-completion, and 〈S,S〉 is contractible.
We will apply this Lemma to the category T := S(Gm) with the full subcategory
S, where S is either GLt(R) or O(R). It remains to check that any morphism in
T −1T = 〈T , T × T 〉 is monic. Recall that an object of the category 〈T , C〉 is simply
an object C ∈ C and a morphism C → C ′ is given by an equivalence class of data
[T ∈ T , α : C ⊕ T → C ′].
To simplify the notation we will only show that any morphism in 〈T , T 〉 is monic.
Because objects and morphisms in T −1T are pairs of objects and morphisms 〈T , T 〉
(with some additional conditions), the result for T −1T will follow.
Now, let f = [U,α] : T ′ → T ′′ and gi = [Uj , αi] : T → T ′ for i = 1, 2 be morphisms in
〈T , T 〉 such that f ◦ g1 = f ◦ g2. Then we want to show that g1 = g2. Explicitly the
condition f ◦g1 = f ◦g2 means, that there exists an isomorphism u : U⊕U1 → U⊕U2
such that the following diagram commutes:
T ⊕ U1 ⊕ U α1+1U //
1T+u

T ′ ⊕ U α // T ′′
=

T ⊕ U2 ⊕ U α2+1U // T ′ ⊕ U α // T ′′
(4.43)
This is equivalent to the condition 1T + u = α−12 α1 + 1U : T ⊕ U1 ⊕ U → T ⊕ U2 ⊕
U . It follows that we can write u =
(
u′ 0
0 1U
)
and α−12 α1 =
(
1T 0
0 u′
)
for some
isomorphism u′ : U1 → U2. In other words, the diagram
T ⊕ U1 α1 //
1T+u
′

T ′
=

T ⊕ U2 α2 // T ′
(4.44)
commutes and g1 = g2.
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Because HGLt(R) ⊂ Ot(R) and HGLt(R)(Gm) ⊂ Ot+1(R) are subcategories,
the conditions of Lemma 4.5.1 are equally satisfied for HGLt(R).
The stabilised K-theory space K(S(G∧1m )) has one further advantage, namely that
cofinal functor S → T now also induce isomorphisms on K0:
Proposition 4.5.2. Let f : S → T be a cofinal functor of symmetric monoidal
categories. Moreover assume that S ⊂ S(Gm) and T ⊂ T (Gm) satisfy the conditions
of Lemma 4.5.1. Then f induces a homotopy equivalence
〈S,S(Gm)〉+ '−→ 〈T , T (Gm)〉+ (4.45)
Proof. Consider the commutative diagram
S+ //

T +

S(Gm)+ // T (Gm)+
(4.46)
We want the induced map on vertical homotopy cofibres to be an equivalence. This
is the case if and only if the induced map on horizontal homotopy cofibres is an
equivalence. By Theorem 3.2.11 this map is just
K0(T )/K0(S)→ K0(T (Gm))/K0(S(Gm)). (4.47)
It remains to show that this group-homomorphism is an isomorphism. Injectivity
is clear, since the forgetful map in the other direction is a left-inverse. To show
surjectivity consider a generator [(T, θ)] ∈ K0(T (Gm)). Since f : S → T is cofinal
there exists a T ′ ∈ T and S ∈ S such that T ⊕ T ′ ∼= S and consequently (T, θ) ⊕
(T ′, 1) ∼= (S, θ ⊕ 1). Thus [(T, θ)] = −[(T ′, 1)] in K0(T (Gm))/K0(S(Gm)). We are
done.
Corollary 4.5.3. There is a commutative triangle of homotopy equivalences
〈
HGLt(R), HGLt(R)(Gm)
〉+ ' //
'

〈
Ot(R), Ot+1(R)
〉+
'tt〈
iPh(R,Gtm), iPh(R,Gt+1m )
〉+
(4.48)
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Proof. The two vertical maps are homotopy equivalences by Proposition 4.5.2, the
remaining horizontal map is a homotopy equivalence by the two-out-of-three prop-
erty.
From the expression ofK(S(G∧tm )) as the iterated base of a fibration that is surjective
on pi0, the following is evident.
Lemma 4.5.4. Let S be a symmetric monoidal category. Then the group of con-
nected components pi0K(S(G∧tm )) is given by the group pi0K(S(Gtm)) modulo the sub-
group generated by all those (S, {θj}) with θj = 1 for some j.
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4.6 Shifted Grothendieck-Witt groups of automorphisms
In this section we will prove that the sequence
GW
[2n]
0 (k,G
∧t
m )→ K0(k,G∧tm )→ GW [2n+1]0 (k,G∧tm )→ 0 (4.49)
is exact for any field k, such that 2 is invertible. This is, at least partially, already
known by Theorem 3.5.20. However, the theorem does not imply that the map
K0(k,G∧tm )→ GW [2n+1]0 (k,G∧tm ) is surjective. Moreover, we will see more explicitly,
in terms of generators, that the composition GW [2n]0 (R,G∧tm )→ GW [2n+1]0 (R,G∧tm ) is
trivial for any ring R such that 2 is invertible. Essentially, these results follow from
applying the formulas discussed in Paragraph 7.2 of [Wal03].
Definition 4.6.1. A sublagrangian of an -symmetric complex (A, φ) is a chain
complex L together with a morphism i : L→ A of chain complexes, such that i and φi
are essential monomorphisms and such that i∗φi = 0. Given such a sublagrangian, we
may define L⊥ := Ker(i∗φ) and obtain an induced -symmetric complex (L⊥/L, φ′).
For a sublagrangian L of (A, φ) thatis concentrated in degree −1, Walter proves the
formula [Wal03, Formulas 7.2]
[A, φ] = [L⊥/L, φ′] + [H(L)] (4.50)
Lemma 4.6.2. Let R = k be a field, or let R be local and t = 0. Assume further
that 2 is invertible. Then the homomorphism
K0(R,G∧tm )→ GW [2n+1]0 (R,G∧tm ) (4.51)
is surjective.
Proof. The case R local, t = 0 is [Bal01, Theorem 5.6]. We treat the case R = k.
Recall from Section 4.2 that F(k,Gtm) is the exact category with duality of k-vector
spaces, equipped with t-tuples of commuting automorphisms and that the duality is
defined as (A, {θj})∗ = (A∗, {(θ∗j )−1}). Consider an -symmetric short complex in
F(k,Gtm):
0 // (A0, {θ0j}) d //
φt

(A1, {θ1j})
φ

// 0
0 // (A∗1, {(θ∗1j)−1}) d
∗
// (A∗0, {(θ∗0j)−1}) // 0
(4.52)
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Let L := ker(d) ⊂ A0 and observe that all θ0j map L onto itself. Indeed, if d(x) = 0,
then dθ0j(x) = θ1jd(x) = 0 as well. It follows that there is a map
0 // (L, θ0j |L) //

0 //

0
0 // (A0, {θ0j}) // (A1, {θ1j}) // 0
(4.53)
of short complexes, and it can be easily seen that this morphism defines a subla-
grangian. Further, we observe that L⊥/L is the short complex defined by the isomor-
phism (A0, {θ′0j})/ker(d)
∼=−→ Im(d) ⊆ (A1, {θ1j}) and is therefore quasi-isomorphic
to the trivial complex.
Lemma 4.6.3. The composition GW [2n]0 (R,G∧tm )→ GW [2n+1]0 (R,G∧tm ) vanishes.
Proof. An inner product space (X,φ) representing a generator in GW [2n](C) for
some exact category with duality (C, ∗, η) is given by an -symmetric isomorphism
φ : X → X∗. The composition of the forgetful functor followed by the hyperbolic
functor maps this generator to the -symmetric short complex H(X):
0 // X
0 //
η

X∗
=

// 0
0 // X∗∗ 0 // X∗ // 0
(4.54)
The class [H(X)] is now equivalent to the class of the graph complex
0 // X
φ //
η

X∗
=

// 0
0 // X∗∗
φ∗ // X∗ // 0
(4.55)
where the short complex 0→ X φ−→ X∗ → 0 is clearly quasi-isomorphic to the trivial
complex. We conclude that the composition GW [2n]0 (R,G∧tm ) → GW [2n+1]0 (R,G∧tm )
is the zero map.
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4.7 K-theory and hermitian K-theory of simplicial rings
and automorphisms
The central results of this work will be true modulo polynomial homotopy. More
concretely, if we are presented with a functor F from rings to groups, say, we will be
interested in the colimit
colim(F (R[T ]) ⇒ F (R)) (4.56)
where the two morphisms are induced by the evaluations T = 0 and T = 1 respec-
tively. To take care of higher homotopies this is formalised using the simplicial ring
R∆· (Definition 2.1.19). In particular we have R∆0 = R[T0]/(T0 = 1) ∼= R and
R∆1 = R[T0, T1]/(T1 = 1− T0) ∼= R[T0]. The face-maps now satisfy d0(T0) = 0 and
d1(T0) = T0 = 1, i.e. they are precisely the two evaluations mentioned above.
The constructions in Sections 4.1 and 4.2, which first assign a symmetric monoidal
category to a ring R (with involution) and then take the group-completion, depend
naturally on the ring and therefore extend to functors from rings (with involution)
to simplicial spaces
R 7→ K(R∆·,G∧tm ) (4.57)
and
R 7→ GW (R∆·,G∧tm ) (4.58)
respectively. We will use the notations K(R∆·,G∧tm ) and GW (R∆·,G∧tm ) inter-
changeably for both, the simplicial space and its geometric realisation. The notation
K0(R∆
·,G∧tm ) is used for the simplicial abelian group (d 7→ K0(R∆d,G∧tm )) and its
realisation, respectively, and similarly for GW . It is important to note that this is
not the same as pi0K(R∆·,G∧tm ) which denotes the monoid of connected components
of the simplicial space K(R∆·,G∧tm ):
Proposition 4.7.1. Let F be a functor from rings to spaces (sets). Then there are
natural isomorphisms
pi0F (R∆
·) ∼= pi0|[d] 7→ pi0F (R∆d)| (4.59)
Proof. Both sides are given as
pi0F (R∆
·) = colim(pi0F (R[T ]) ⇒ pi0(F (R))). (4.60)
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The next two propositions show that the spaces 〈S,S(Gm)〉 are group complete for
S = GLt(R∆·) and S = HGLt(R∆·).
Proposition 4.7.2. The classifying spaces of
〈GLt(R∆·),GLt+1(R∆·)〉 for t ∈ N0
are group complete.
Proof. According to Proposition 3.1.2 it suffices to show that
pi0
〈GLt(R∆·),GLt+1(R∆·)〉 (4.61)
is already a group. The case t = 0 is treated by the well-known Whitehead-lemma
(see e.g. [Sri96, Lemma 1.4]) and it is not hard to generalise it to positive t. We
treat the cases for all t ∈ N0 simultaneously.
We have
pi0(〈S,S(Gm)〉) = pi0(〈GL(R,Gtm),GL(R,Gt+1m )〉)/ ∼ (4.62)
where an element of pi0 represented by an object (n, 0θ1, . . . , 0θt+1) of GL(R,Gt+1m ) is
equivalent to the element represented by (n, 1θ1, . . . , 1θt+1), if there exists an object
(n, θ1(T ), . . . , θt+1(T )) in GL(R[T ],Gt+1m ) such that θj(0) = 0θj and θj(1) = 1θj for
all j.
We will construct an inverse of the fixed object (n, θ1, . . . , θt+1) in GL(R,Gt+1m )). To
this end let
M(T ) =
(
1 0
T 1
)(
1 −T
0 1
)(
1 0
T 1
)
(4.63)
be a block-matrix in Gl2n(R[T ]) where each n×n block consists of a scalar multiple
of the identity matrix. Consider the object
X(T ) =
(
2n,
(
θ1 0
0 θ1
)
, . . . ,
(
θt 0
0 θt
)
,M(T )−1
(
θt+1 0
0 1
)
M(T )
(
1 0
0 θ−1t+1
))
(4.64)
in GL(R[T ],Gt+1m ), where the θj are understood to be extended to R[T ]. Note that
the automorphisms commute pairwise, because the blocks of M are scalar multiples
of the identity matrix and therefore in the centre of Gln(R[T ]).
We observe that
X(0) = (θ1, . . . , θt, θt+1)⊕ (θ1, . . . , θt, θ−1t+1) (4.65)
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and
X(1) = 2(θ1, . . . , θt, 1) (4.66)
but the latter is in the image of GL(R,Gtm) → GL(R,Gt+1m ) and therefore trivial
in pi0〈GL(R,Gtm),GL(R,Gt+1m )〉. We conclude that (θ1, . . . , θt, θ−1t+1) is the inverse of
(θ1, . . . , θt, θt+1).
There is also a Whitehead-lemma for O [KM70, Lemma 1] that show that
〈
O0(R∆·), O1(R∆·)
〉
(4.67)
is group-complete. However, it is not clear at all if and how this constructive ap-
proach generalises to higher t, because there are more compatibility conditions to
satisfy. In short, we were lucky that the matrix
M(T )−1
(
θt+1 0
0 1
)
M(T )
(
1 0
0 θ−1t+1
)
(4.68)
commutes with all the other automorphisms θi ⊕ θi in Gl(R), while for O(R) this
is not the case. This is the reason we introduced the categories HGLt(R), for we
have:
Proposition 4.7.3. The classifying spaces of
〈
HGLt(R∆·), HGLt(R∆·)(Gm)
〉
for
t ∈ N0 are group complete.
Proof. An object S of HGLt(R)(Gm) consists of pairwise commuting, invertible
matrices θj ∈ Gln(R) for 1 ≤ j ≤ t of rank n ∈ N0 and one matrix θ ∈ On(R)
that commutes with all the H(θj). If θ has the block-structure
(
A B
C D
)
then
θ−1 = H(Rn)−1θtH(Rn) =
(
Dt Bt
Ct At
)
.
Define the string
X(T ) =
(
2n,
(
θ1 0
0 θ1
)
, . . . ,
(
θt 0
0 θt
)
, Y (T )
)
(4.69)
for
Y (T ) = H(M(T ))
−1

A 0 B 0
0 1 0 0
C 0 D 0
0 0 0 1
 H(M(T ))

1 0 0 0
0 Dt 0 Bt
0 0 1 0
0 Ct 0 At
 (4.70)
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consisting of commuting matrices
(
θj 0
0 θj
)
∈ Gl2n(R), 1 ≤ j ≤ t, and a matrix
Y (T ) in O2n(R) that commutes with all the H
(
θj 0
0 θj
)
. Evaluating X(1) yields
an object in HGLt(R) ⊂ HGLt(R)(Gm), and S is a direct summand of X(0). We
are done.
4.8 Homotopy invariance
Proposition 4.8.1 (Homotopy invariance of K-theory [Qui73, Corollary to Theorem
8]). Let R be a regular ring. Then the natural map
K(R[T ])
'−→ K(R) (4.71)
is a homotopy equivalence.
Corollary 4.8.2. Let R be a regular ring. Then the simplicial K-theory coincides
with the ordinary K-theory
K(R∆·) '−→ K(R) (4.72)
Proof. K(R∆·) is equivalent to the constant simplicial space and good in the sense
of Definition 2.1.8.
Proposition 4.8.3 (Homotopy invariance for GW-theory [Sch12, Theorem 9.8]).
Let R be a regular noetherian ring with 2 invertible. Further let n ∈ Z be any
integer. Then the natural map
GW [n](R[T ])
'−→ GW [n](R) (4.73)
is a homotopy equivalence.
Corollary 4.8.4. Let R be a regular noetherian ring with 2 invertible. Further let
n ∈ Z be any integer. Then the simplicial GW-theory coincide with the ordinary
GW-theory
GW [n](R∆·) '−→ GW [n](R) (4.74)
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Chapter 5
Simplicial Theorem B’
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In this chapter we recall Quillen’s famous Theorem B that allows us to describe the
homotopy fibre of a functor as the classifying space of a certain comma category
[Qui73] and Waldhausen’s Theorem B’ that generalises the result to simplicial cate-
gories [Wal82]. The original Theorem B comes in essentially two different versions,
one using left-fibres and one using right-fibres. The generalised version B’ for simpli-
cial categories can be reduced to the classical case, because any simplicial category
is homotopy equivalent to a (non-simplicial) category. Waldhausen explains this
idea and refers to Thomason’s (unpublished) thesis for a full proof. Moreover there
is more than one equivalent non-simplicial category that can be associated with a
simplicial one. Notably there exists a construction by Segal [Seg74] that associates
a homotopy equivalent category simp(A) to a given simplicial space A. We show
how this can be applied if A is actually a simplicial category. Using both versions of
a non-simplicial equivalent category and both versions of Theorem B, we ultimately
end up with four distinct versions of Theorem B’.
5.1 Left-fibres, right-fibres and Theorem B
Definition 5.1.1. Let F : C → D be a functor of small categories and D ∈ D an
object. The comma category or right-fibre D ↓ F has pairs (C ∈ C, f : D → F (C))
as objects and a morphism (C, f) → (C ′, f ′) is given by a morphism g : C → C ′ in
C such that the following diagram commutes:
D
f //
f ′ ""
F (C)
F (g)

F (C ′)
(5.1)
There is a forgetful functor D ↓ F → C and for any morphism D → D′ in D there is
an induced functor D′ ↓ F → D ↓ F in the opposite direction on right-fibres. The
induced maps on the geometric realisation are called transition maps.
Similarly the left-fibre F ↓ D has pairs (C ∈ C, f : F (C) → D) as objects and
morphisms (C, f)→ (C ′, f ′) are given by a morphism g : C → C ′ in C such that the
diagram
F (C)
F (g)

f // D
F (C ′)
f ′
<< (5.2)
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commutes. There exists a forgetful functor F ↓ D → C and transition maps F ↓
D → F ↓ D′ for any morphism D → D′.
Theorem 5.1.2 (Theorem B, [Qui73, p. 97]). Let F : C → D be a functor of small
categories such that for any morphism D → D′ in D the transition map induced by
D′ ↓ F → D ↓ F is a homotopy equivalence. Then the sequence
D ↓ F → C → D (5.3)
induces a homotopy fibration on classifying spaces for any D ∈ D. Similarly, if all
transition maps of left-fibres F ↓ D → F ↓ D′ are homotopy equivalences, then the
sequence
F ↓ D → C → D (5.4)
induces a homotopy fibration on classifying spaces for any D ∈ D.
5.2 Categories associated with simplicial categories
In this section we will show how any simplicial category is homotopy equivalent to
a non-simplicial one. We will consider two different versions of this idea. The first
one is based on Thomason’s homotopy colimit theorem [Tho79]:
Theorem 5.2.1. Let F : K → Cat be a functor from a small category K to the
category of small categories. Denote by K
∫
F the category with pairs (k ∈ K,x ∈
F (k)) as objects and where a morphism (k, x)→ (k′, x′) is given by a pair (f, g) with
f : k → k′ and g : F (f)(x)→ x′. Then there is a natural homotopy equivalence
hocolimK F → K
∫
F (5.5)
A simplicial category C = (d 7→ Cd) is the same as a functor C : ∆op → Cat and we
have
|C| ' hocolim∆op Cd ' |∆op
∫
C| (5.6)
Explicitly an object of ∆op
∫ C is a pair (d,C ∈ Cd) and a morphism (d,C)→ (d′, C ′)
is given by a pair φ : d′ → d and f : φ∗C → C ′. A functor F : C → D of simplicial
categories is nothing else than a natural transformation of functors C,D : ∆op → Cat
and therefore induces a functor ∆op
∫
F : ∆op
∫ C → ∆op ∫ D that maps (d,C) 7→
(d, F (C)) and (φ, f) 7→ (φ, F (f)).
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We will now describe Segal’s version ([Seg74]).
Definition 5.2.2. Let C = (d 7→ Cd) be a simplicial category. Denote by simp(C)
the category which has pairs (d,C ∈ Cd) as objects and where a morphism (d,C)→
(d′, C ′) is given by a pair φ : d → d′ and f : C → φ∗C ′. A functor F : C →
D of simplicial categories induces a functor simp(F ) : simp(C) → simp(D), with
simp(F )(d,C) = (d, F (C)) and simp(F )(φ, f) = (φ, F (f)).
Remark 5.2.3. The definitions of simp(C) and of ∆op ∫ C look very similar. Note that
in one category morphisms in the first entry behave covariantly, while they behave
contravariantly in the other.
The goal is now to show the following
Proposition 5.2.4. Let C = (d 7→ Cd) be a simplicial category. Then there exists a
homotopy equivalence
χ : |C| '−→ | simp(C)| (5.7)
We prove this by a sequence of Lemmas:
Definition 5.2.5. Let F = (d 7→ Fd) be a co-simplicial space and C = (d 7→ Cd) a
simplicial space. Write F (C) :=
∐
d(Fd×Cd)/∼ with the relations (ξ, θ∗c) ∼ (θ∗ξ, c).
Lemma 5.2.6 ([Seg74, Lemma A.5]). Let F, F ′ : ∆ → sSet be two co-simplicial
spaces and T : F → F ′ natural transformation. Then F (C) '−→ F ′(C) for all good
simplicial spaces C if
• Fd '−→ F ′d
• F (∂∆d)→ Fd and F ′(∂∆d)→ F ′d are cofibrations.
Proof. We have F (C) = colimFd(C) where Fd(C) is defined as the push-out
(Fd × ∪iCd−1,i) ∩ (F (∂∆d)× Cd) i //

Fd × Cd

Fd−1(C) // Fd(C)
(5.8)
for d > 0 and F0(C) := F0×C0. By induction we may conclude that Fd(C) ' F ′d(C)
for all d (F0(C) is just F0 × C0). The map i is a cofibration by the hypotheses
and therefore Fd−1(C) → Fd(C) is a cofibration as well. Taking a colimit along
cofibrations is the same as taking the homotopy colimit and the result follows.
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Recall that for each d we denote by ∆d the simplicial set with ∆dk = Hom∆(k, d) and
λ∗φ := φ ◦ λ for any λ : k → k′ and φ ∈ ∆dk. It is well known that upon geometric
realisation we obtain |∆d| = ∆dtop and the assignment
F : [d] 7→ |∆d| (5.9)
forms a co-simplicial space. We may consider ∆d as a simplicial (discrete) category
and therefore we can make sense of the category simp(∆d). Explicitly an object
is a pair (k, φ ∈ Hom∆(k, d)) and a morphism (k, φ) → (k′, φ′) is an element λ ∈
Hom∆(k, k
′) with φ = φ′λ. The assignment
F ′ : [d] 7→ | simp(∆d)| (5.10)
is a co-simplicial space. We may understand simp(∆d) as a barycentric subdivision of
∆d. Indeed simp(∆d) contains an object (and therefore a 0-simplex) for any simplex
of ∆d, the higher elements in the nerve of simp(∆d) fill in the additional simplices
as illustrated in the picture below, that show all non-degenerate simplices for d = 1
• • • • • (5.11)
On the left the two 0-simplices are given by the two possible maps δ0, δ1 : [0] → [1]
and the connecting 1-simplex corresponds to the identity id : [1] → [1]. On the
right the 0-simplices are given by the objects (0, δ0), (1, id) and (0, δ1) and they
are connected by the strings (0, δi)
δi−→ (1, id). We observe that there is a natural
homotopy equivalence
|∆d| → | simp(∆d)| (5.12)
inducing a transformation of co-simplicial spaces. Therefore we may apply Lemma
5.2.6, with F and F ′ as above, and with the simplicial space d 7→ |Cd| where
C = (d 7→ Cd) is a simplicial category.
Definition 5.2.7. There is a simplicial map
χ′ :
∐
d
(| simp(∆d)| × |Cd|)/∼ → | simp(C)| (5.13)
that maps the simplex given by
(d0
ν0−→ · · · νk−1−−−→ dk νk−→ d), (C0 f0−→ · · · fk−1−−−→ Ck) (5.14)
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to the simplex
(d0, ν
∗
0 · · · ν∗kC0)
(ν0,ν∗0 ···ν∗kf0)−−−−−−−−→ · · · (νk−1,ν
∗
k−1ν
∗
kfk−1)−−−−−−−−−−−−→ (dk, ν∗kCk) (5.15)
Define the map χ in Proposition 5.2.4 to be the composition of χ′ with the map of
Lemma 5.2.6.
Before we prove Proposition 5.2.4, we introduce the following auxiliary categories:
Given the simplicial category C = (d 7→ Cd) denote by C′d the category with objects
(λ : [d] → [k], C ∈ Ck). A morphism (λ,C) → (λ′, C ′) in this category is given by
a pair (µ : k → k′, f : C → µ∗C ′) that satisfies λ′ = µλ. There is an adjoint pair of
functors
Cd → C′d
C 7→ (1, C)
f 7→ (1, f)
(5.16)
and
C′d → Cd
(λ,C) 7→ λ∗C
(µ, f) 7→ λ∗f
(5.17)
We conclude:
Lemma 5.2.8. The pair of functors above induces a homotopy equivalence of sim-
plicial categories:
([d] 7→ Cd)→ ([d] 7→ C′d). (5.18)
Proof of Proposition 5.2.4. Consider the two maps
∐
d
(| simp(∆d)| × |C′d|)/∼ → | simp(C)| (5.19)
that map the simplex
(d0
ν0−→ · · · νk−1−−−→ dk νk−→ d), d λ−1−−→ l0, ((l0, C0) (λ0,f0)−−−−→ · · · (λk−1,fk−1)−−−−−−−→ (lk, Ck))
(5.20)
to
(l0, C0)
(λ0,f0)−−−−→ · · · (λk−1,fk−1)−−−−−−−→ (lk, Ck) (5.21)
or to
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(d0, ν
∗
0 · · · ν∗kλ∗−1C0)
(ν0,ν∗0 ···ν∗kλ∗−1f0)−−−−−−−−−−−→ · · ·
· · · (νk−1,ν
∗
k−1ν
∗
kλ
∗
−1···λ∗k−2fk−1)−−−−−−−−−−−−−−−−−−→ (dk, ν∗kλ∗−1 · · ·λ∗k−1Ck),
(5.22)
respectively. The former map can easily be seen to be a homotopy equivalence, by
considering it as the diagonal of a map of bisimplicial sets. The latter map induces
the map χ′ when composed with the equivalence
∐
d
(| simp(∆d)| × |Cd|)/∼ ∼−→
∐
d
(| simp(∆d)| × |C′d|)/∼ (5.23)
Finally the two maps are homotopic by an argument very similar to that of [Tho79,
Lemma 1.2.5]. This concludes the proof.
5.3 Simplicial Theorem B’ four ways
Let C,D be small simplicial categories and let F : C → D be a functor. We have seen
that we can turn F into a functor between non-simplicial categories in two ways:
simp(F ) : simp(C)→ simp(D) (5.24)
or
∆op
∫
F : ∆op
∫
C → ∆op
∫
D (5.25)
We may apply Theorem B to both functors and obtain two different left- and right-
fibres each. We will call them left- and right-fibres of type S (for Segal or simp) and
of type T (for Thomason), respectively. A priori the fibres are just categories, but
as it turns out we may apply the constructions of Section 5.2 once more, this time in
the other direction to obtain four distinct simplicial categories. Waldhausen [Wal82]
sketches the proof for left-fibres of type S, and Grayson [Gra95] quotes the result for
right-fibres of type T. To our knowledge there exists no comprehensive treatment in
the literature. We demonstrate the case of right-fibres of type T explicitly, because
that is the case we will use first. The other three cases work similarly:
We apply the right-fibre formulation of Theorem B to the functor ∆op
∫
F : ∆op
∫ C →
∆op
∫
D. Concretely, we fixate a pair (l,D ∈ Dl) and consider the category
(l,D) ↓ (∆op
∫
F ) (5.26)
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An object is a tuple (d,C, φ, f), where (d,C ∈ Cd) is an object in ∆op
∫ C and
(φ : d→ l, f : φ∗D → F (C)) is a morphism (l,D)→ (d,∆op ∫ F (C)) in this category.
A morphism (d,C, φ, f) → (d′, C ′, φ′, f ′) consists of a morphism λ : d′ → d with
φλ = φ′ and a morphism g : λ∗C → C ′ such that the following diagram commutes:
F (λ∗C)
F (g)

(φ′)∗D
f
99
f ′ // F (C ′)
(5.27)
Definition 5.3.1. Let F : C → D be a functor of simplicial categories. Fix some
l ≥ 0 and an object D ∈ Dl. The right-fibre T (D ↓ F ) of type T is defined as the
simplicial category d 7→ T (D ↓ F )d with
T (D ↓ F )d =
∐
φ : [d]→[l]
φ∗D ↓ Fd (5.28)
where the disjoint union runs over all simplicial maps φ : [d]→ [l].
From the definitions it is clear that
∆op
∫
T (D ↓ F ) = (l,D) ↓ (∆op
∫
F ) (5.29)
Transition maps are induced by morphisms in (∆op
∫ D). Now, any morphism
(φ, f) : (d,D)→ (d′, D′) factors as
(d,D)
(φ,f) //
(φ,id)

(d′, D′)
(d′, φ∗D)
(id,f)
99
(5.30)
Thus, we may consider two different types of transition maps between right-fibres.
On the one hand, given a morphism g : D → D′ ∈ Dl, there is a functor u(g) : T (D′ ↓
F ) → T (D ↓ F ) and on the other hand, there is a functor v(δ) : T ((δ∗D) ↓ F )d →
T (D ↓ F )e, for any simplicial map δ : [e]→ [d]. If we write an object of T (D ↓ F )d as
a triple (φ,C, f) with φ : [d]→ [l], C ∈ Cd and f : φ∗D → Fd(C), then the transition
maps are explicitly given by u(g)(φ, f, C) = (φ, f ◦ φ∗g, C) and v(δ)(φ, f, C) =
(δ ◦ φ, f, C). We conclude:
Theorem 5.3.2 (cf. Theorem B’ [Wal82, p. 166]). Let F : C → D be a functor
of simplicial categories. If all transition maps between right-fibres are homotopy
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equivalences, then
T (D ↓ F )→ C → D (5.31)
is a fibration for all l ≥ 0 and D ∈ Dl.
Remark 5.3.3. There exist analogous statements for the three other kinds of fibres.
Definition 5.3.4. Let F : C → D be a functor of simplicial categories. Fix some
l ≥ 0 and an object D ∈ Dl. The right-fibre of type S is the simplicial category
S(D ↓ F )d =
∐
φ : [l]→[d]
D ↓ Fd ◦ φ∗ (5.32)
The left-fibre of type S has the form
S(F ↓ D)d =
∐
φ : [d]→[l]
F ↓ φ∗D (5.33)
Finally, the left-fibre of type T is given by
T (F ↓ D)d =
∐
φ : [l]→[d]
F ◦ φ∗ ↓ D (5.34)
The addendum to Theorem B’ ([Wal82, p. 26]) holds for right-fibres of type T and
left-fibres of type S:
Lemma 5.3.5 (Addendum to Theorem B’). Let F : C → D be a functor of simplicial
categories. Assume further that objects in D have simplicial dimension 0 up to
isomorphism, i.e. that for all D ∈ Dl there exists a D0 ∈ D with φ∗lD0 = D for the
unique map φl : [l]→ [0]. Finally suppose the the conditions of Theorem B’ hold for
transition maps coming from morphisms in D0. Then the conclusion of Theorem B’
holds for right-fibres of type T and left-fibres of type S.
Proof. Fix D ∈ Dl and a D0 ∈ D with φ∗lD0 = D. Let φd : [d] → [0] be the unique
map. Then we readily observe
T (D ↓ F ) =
∐
φ : [d]→[l]
φ∗D ↓ Fd
=
∐
φ : [d]→[l]
φ∗dD0 ↓ Fd '
=
∐
φ : [d]→[l]
∗ × T (D0 ↓ F ) ' T (D0 ↓ F )
(5.35)
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and similarly
S(F ↓ D)d =
∐
φ : [d]→[l]
F ↓ φ∗D ' S(F ↓ D0)d (5.36)
The result then follows.
A related version was proven by Grayson for right-fibres of type T. The proof works
identically for left-fibres of type S.
Theorem 5.3.6 ([Gra95, Theorem 5.3]). Let F : C → D be a functor of simplicial
categories, let each Dl be connected and let all transition maps arising from mor-
phisms f : D → D′ be homotopy equivalences. Then all transition maps are already
homotopy equivalences.
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Chapter 6
Fibrations via commuting
automorphisms
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6.1 The homotopy fibration sequence
The goal of this Chapter is to prove the following
Theorem 6.1.1. Let R be a ring. Then the sequence
Ω−1K(R∆·,G∧t+1m )
σ−→ K(R∆·,G∧tm )→ K0(R∆·,G∧tm ) (6.1)
is a homotopy fibration. If R is a ring with involution and 2 is invertible, then also
Ω−1GW (R∆·,G∧t+1m )
σ−→ GW (R∆·,G∧tm )→ GW0(R∆·,G∧tm ) (6.2)
is a homotopy fibration.
Remark 6.1.2. We explicitly realise K(R∆·,G∧t+1m ) and GW (R∆·,G∧t+1m ) as loop
spaces in Lemma 6.1.5 below. Here, it doesn’t matter whether the delooping or
the simplicial dimnsion has higher precedence, since for any simplicial loop space
X = (d 7→ Xd) we have
Ω−1|d 7→ Xd| ' |d 7→ Ω−1Xd|. (6.3)
Indeed, the delooping is connected and we compute
Ω|d 7→ Ω−1Xd| ' |d 7→ ΩΩ−1Xd| = |d 7→ Xd|. (6.4)
Remark 6.1.3. The maps σ above are abstractly induced by an application of The-
orem B’ in Lemma 6.1.5. We will recall the construction in Section 6.2.2 and even-
tually identify the map with something more explicit.
Remark 6.1.4. The first part of the above theorem appears as Corollary 9.6 in
[Gra95]. However the proof and the result for Grothendieck-Witt groups are new.
If R is regular, then the fibrations for various t in this theorem fit together to form
a tower for the K-theory space and Grothendieck-Witt theory space, respectively:
K(R) 'W 0 ←W 1 ← . . . (6.5)
with W t = Ω−t(K(R∆·,G∧tm )) or
GW (R) 'W 0 ←W 1 ← . . . (6.6)
with W t = Ω−t(GW (R∆·,G∧tm )). The homotopy spectral sequences of these towers
will then converge to the K-groups and GW -groups, respectively. The homotopy
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groups of the base spaces K0(R∆·,G∧tm ) and GW0(R∆·,G∧tm ) will be the building
blocks of the E2 term. For more details on the homotopy spectral sequence of a
tower, the reader is referred to Chapter 9.
We have laid the foundation for the proof of Theorem 6.1.1 in the previous section,
the only piece missing is the following highly technical result:
Lemma 6.1.5. Let S be either GL(R∆·,Gtm) or HGL(R∆·,Gtm). Then
| 〈S,S(Gm)〉 | ' Ω|d 7→ I∗S−1Sd| (6.7)
are homotopy equivalent, where I∗S−1Sd is the connected component of the base-point
in S−1Sd.
Before we come to the proof of this lemma , we discuss how the results patch together
to prove Theorem 6.1.1.
Proof of Theorem 6.1.1. Let T be either iP(R∆·,Gtm) or iPh(R∆·,Gtm) and let S
be either GL(R∆·,Gtm) or HGL(R∆·,Gtm).
By Lemma 3.2.3 there is a fibration sequence
|d 7→ I∗T −1Td| → |T −1T | → |d 7→ pi0T −1Td| (6.8)
Now, I∗S−1Sd '−→ I∗T −1Td by the cofinality theorem 3.2.11 and
|d 7→ I∗S−1Sd| ' Ω−1|〈S,S(Gm)〉| (6.9)
by Lemma 6.1.5. By Proposition 4.5.2 we have
Ω−1|〈S,S(Gm)〉|+ '−→ Ω−1|〈T , T (Gm)〉|+ (6.10)
Moreover
〈S,S(Gm)〉 '−→ 〈S,S(Gm)〉+ (6.11)
since pi0(〈S,S(Gm)〉) is already a group.
Finally, |T −1T | = K(T ), |d 7→ pi0T −1Td| = K0(T ) and, by Lemma 4.5.1,
Ω−1|〈T , T (Gm)〉+| = Ω−1|K(T (G∧1m ))| (6.12)
Thus,
Ω−1|K(T (G∧1m ))| → K(T )→ K0(T ) (6.13)
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is a fibration sequence. Repeating the argument for T (Gm) in place of T we also
see that
Ω−1|K(T (Gm)(G∧1m ))| → K(T (Gm))→ K0(T (Gm)) (6.14)
is a fibration sequence. We proceed by induction on t. To this end consider the
diagram
Ω−1K(T (G∧tm )) //

K(T (G∧t−1m )) //

K0(T (G∧t−1m ))

Ω−1K(T (Gm)(G∧tm )) //

K(T (Gm)(G∧t−1m )) //

K0(T (Gm)(G∧t−1m ))

Ω−1K(T (G∧t+1m )) // K(T (G∧tm )) // K0(T (G∧tm ))
(6.15)
The first two vertical sequences are fibrations by construction (because the map
K(S(Gm)(G∧tm ))→ K(S(G∧t+1m )) is surjective on pi0, the connected delooping is still
a fibration). The third vertical sequence is a fibration, because K0(S(G∧t−1m )) →
K0(S(Gm)(G∧t−1m )) is an injective map of simplicial abelian groups with cokernel
K0(S(G∧tm )). The first two horizontal sequences are fibrations by the induction hy-
pothesis. We are done.
Before we finally prove Lemma 6.1.5, we describe a modified version of the central
argument we used to prove Propositions 4.7.2 and 4.7.3. Let T0 be an object in Sl
for S = GL(R∆·,Gtm) or HGL(R∆·,Gtm), respectively. In both cases T0 is explicitly
given by a string of t commuting automorphisms in Gln(R∆l) for some n. Further
let λ : [d]→ [1] and φ : [d]→ [l] be two maps.
We define the following matrix of rank 2n with entries in R∆1 = R[X0, X1]/(X0 +
X1 = 1):
M(X0) =
(
1 0
X0 1
)(
1 −X0
0 1
)(
1 0
X0 1
)
(6.16)
Because M(X0) consist block-wise of scalar multiples of the identity matrix, we
may conclude that λ∗M(X0), respectively H(λ∗M(X0)) is an automorphism of
φ∗(T0 ⊕ T0). We will use this automorphism in the proof below.
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Note that if λ factors through one of the inclusions ij : [0]→ [1], for j = 0, 1, then
λ∗M(X0) =

M(1) =
 0 −1φ∗T0
1φ∗T0 0
 if j = 0
M(0) =
1φ∗T0 0
0 1φ∗T0
 if j = 1 (6.17)
Proof of Lemma 6.1.5. The main idea is to use Waldhausen’s Theorem B’ to show
that the sequence
〈S,S(Gm)〉 → 〈S,S〉 → |d 7→ I∗S−1Sd| (6.18)
is a homotopy fibration. Since the total space is contractible, the assertion follows.
We will proceed in several steps:
• Notation in this proof
We begin by setting up some notation. This information is essentially redun-
dant, but we hope it will increase readability.
– An object of the category S will usually be denoted by S. If there there
is the need for a second distinct object in S, we will denote it by S′. If
we consider a pair of emancipated objects in S × S we will use (S0, S1).
Once the transition map u∗(T0), as defined below, is established, we may
consider the pair (S0, S1) as fixed. There will still be pairs in S × S that
will vary, but these pairs will be of the special form (S, S), or (S′, S′),
respectively.
– Morphisms in the bracket categories 〈S,S〉 and 〈S,S × S〉 will also de-
pend on objects of S. To make the distinction easier we will denote these
objects by T and T ′. The transition map in the proof will depend on an
object T0, which can be considered as fixed. Moreover, a morphism in
these bracket categories contains one or two morphisms in S. These will
be denoted by α and α′ for single maps and by (α0, α1) or (α′0, α′1) for
pairs. As it happens, the maps in a pair might coincide. Then we simply
use (α, α) as a notation.
– In the right-fibres, an object will consist of a tuple that will in particular
contain objects and morphisms of S (and therefore objects denoted by S
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and T ). A morphism in these fibres will depend on yet another object in
S, which we call U . The corresponding maps will be called γ.
– Finally we will use canonical switching isomorphisms: The isomorphisms
σi : Si ⊕ T0 → T0 ⊕ Si depend on Si, which is indicated by an index. The
switching isomorphisms σ : S ⊕ T0 → T0 ⊕ S change with varying S and
have no subscript.
• Construction of the functor D : 〈S,S〉 → |d 7→ I∗S−1Sd|
Recall that an object of S−1Sd is a pair (S0, S1) of objects of Sd, and that
a morphism (S0, S1) → (S′0, S′1) is an equivalence class of data, consisting of
an object T ∈ Sd and morphisms αi : Si ⊕ T → S′i. For an object (S0, S1)
to be in the connected component of the base-point means that there is a
zig-zag of morphisms, connecting (S0, S1) to the zero object (0, 0). For the
categories GL(R∆·,Gtm) and O(R∆·,Gtm) this is actually equivalent to S0
and S1 being stably isomorphic, i.e. to the existence of an object T ∈ Sd, such
that S0 ⊕ T ∼= S1 ⊕ T .
Define D to be the diagonal functor, which maps S 7→ (S, S) and [T, α] 7→
[T, α, α].
• The right-fibres are non-empty
Recall that the right-fibre for the object (S0, S1) ∈ I∗S−1Sl is the simplicial
category which in degree d takes on the form
(S0, S1 ↓ D)d =
∐
φ : [d]→[l]
(φ∗(S0, S1) ↓ Dd) (6.19)
where the disjoint union runs over all simplicial maps φ : [d] → [l]. An object
(S0, S1 ↓ D)d is a tuple (φ, S, [T, α0, α1]) where φ : [d] → [l], S ∈ Sd and
[T, α0, α1] : φ
∗(S0, S1)→ (S, S). A morphism
(φ, S, [T, α0, α1])→ (φ′, S′, [T ′, α′0, α′1])
can only exist if φ = φ′ and is then given by a morphism [U, γ] : S → S′ ∈
〈S,S〉d such that [U, γ, γ] ◦ [T, α0, α1] = [T ′, α′0, α′1] ∈ I∗S−1Sd. This category
is non-empty, since S0 and S1 are stably isomorphic.
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• The right-fibre of the zero object (0, 0 ↓ D) can be identified with 〈S,S(Gm)〉
Before we show that all transition maps induce homotopy equivalences on right-
fibres, we observe that we can identify the fibre (0, 0 ↓ D) with 〈S,S(Gm)〉.
Indeed, an object of (0, 0 ↓ D)d is given by a morphism (0, 0) → (S, S) for
some S ∈ Sd. Such a morphism can be uniquely represented by a pair of
morphisms (S =−→ S, S θ−→ S) for some automorphism θ of S. The pair (S, θ)
can be considered as an object of S(Gm). A morphism (S, θ)→ (S′, θ′) in this
category is given by a morphism [T, v : S ⊕ T → S′] in 〈S,S〉 such that the
diagram
(S ⊕ T, S ⊕ T )(1,θ⊕1)//
(u,u)

(S ⊕ T, S ⊕ T )
(v,v)

(S′, S′)
(1,θ′) // (S′, S′)
(6.20)
commutes for some isomorphism u : S ⊕ T → S′. It is easy to see that u = v
and therefore v(θ ⊕ 1)v−1 = θ′.
• The transition maps u∗(T0)
The categories I∗S−1Sd are connected by definition. Hence, we may apply
Theorem 5.3.6 to restrict ourselves to transition maps induced by morphisms
[T0, α0, α1] : (S0, S1)→ (S′0, S′1) ∈ I∗S−1Sd. For further simplification choose a
representative (T0, α0, α1) and consider the commutative diagram in I∗S−1Sd:
(S0, S1)
(T0,α0,α1) //
(T0,1,1) ((
(S′0, S′1)
(0,α−10 ,α
−1
1 )

(S0 ⊕ T0, S1 ⊕ T0)
(6.21)
The vertical map is an isomorphism and therefore induces a homotopy equiva-
lence. Thus, it suffices to verify that morphisms of the form [T0, 1, 1] : (S0, S1)→
(S0 ⊕ T0, S1 ⊕ T0) induce homotopy equivalences. We will denote this functor
by u∗(T0). Explicitly it is given by
u∗(T0) : (S0 ⊕ T0, S1 ⊕ T0 ↓ D)→ (S0, S1 ↓ D)
(φ, S, [T, α0, α1]) 7→ (φ, S, [φ∗T0 ⊕ T, α0, α1])
[U, γ] 7→ [U, γ]
(6.22)
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where the αi are morphisms φ∗(Si ⊕ T0)⊕ T → S and γ is a morphism of the
form γ : S ⊕ U → S′ for some S′.
• The homotopy inverse functor of u∗(T0)
We claim that the following functor is a homotopy inverse of u∗(T0):
v : (S0, S1 ↓ D)→ (S0 ⊕ T0, S1 ⊕ T0 ↓ D)
(φ, S, [T, {αi}]) 7→ (φ, φ∗T0 ⊕ S, [T, {(1φ∗T0 + αi) ◦ (σi + 1T )}])
[U, γ] 7→ [U, 1 + γ]
(6.23)
Here, σi : φ∗(Si ⊕ T0)→ φ∗(T0 ⊕ Si) is the canonical switching isomorphism.
Explicitly, a morphism [U, γ] : (φ, S, [T, α0, α1]) → (φ, S′, [T ′, α′0, α′1]) can be
represented by diagrams of the form
φ∗(Si)⊕ T ⊕ U αi⊕1U //
1φ∗(S0)⊕u

S ⊕ U
γ

φ∗(Si)⊕ T ′
α′i // S′
(6.24)
for i = 0, 1 and an isomorphism u : T ⊕U → T ′. Then the morphism [U, 1 + γ]
is represented by the outer squares in the diagrams
φ∗(Si ⊕ T0)⊕ T ⊕ U
σi+1T+1U
**
1φ∗Si+1φ∗(T0)+u

φ∗(T0 ⊕ Si)⊕ T ⊕ U
1φ∗(T0)+αi+1U
**
1φ∗(T0)+1φ∗(Si)+u

φ∗(T0)⊕ S ⊕ U
1φ∗T0+γ

φ∗(Si ⊕ T0)⊕ T ′
σi+1T ′
44
φ∗(T0 ⊕ Si)⊕ T ′
1φ∗(T0)+α
′
i
44
φ∗(T0)⊕ S′
(6.25)
• The composition u∗(T0) ◦ v
The composition u∗(T0) ◦ v is given by
u∗(T0) ◦ v : (S0, S1 ↓ D)→ (S0, S1 ↓ D)
(φ, S, [T, α0, α1]) 7→ (φ, φ∗T0 ⊕ S, [φ∗T0 ⊕ T, g0, g1])
[U, γ] 7→ [U, 1 + γ]
(6.26)
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with gi = (1φ∗T0 + αi) ◦ (σi + 1T ). In order to construct a natural trans-
formation from the identity functor to u∗(T0) ◦ v, consider the morphism
[φ∗T0, σ] : (φ, S, [T, α0, α1]) → (φ, [φ∗T0 ⊕ T, g0, g1]), where σ : S ⊕ φ∗T0 →
φ∗T0 ⊕ S is the natural switching isomorphism. This is indeed a well defined
morphism, represented by the diagrams
φ∗Si ⊕ T ⊕ φ∗T0
αi+1φ∗T0 //
1φ∗Si+σ

S ⊕ φ∗T0
σ

φ∗(Si ⊕ T0)⊕ T
(1φ∗T0+αi)◦(σi+1T ) // φ∗T0 ⊕ S
(6.27)
To verify that the morphisms [φ∗T0, σ] define a natural transformation, it re-
mains to check that [U, 1 + γ] ◦ [φ∗T0, σ] = [φ∗T0, σ] ◦ [U, γ] holds for any
morphism [U, γ] : (φ, S, [T, α0, α1])→ (φ, S′, [T ′, α′0, α′1]). Explicitly this means
that the following diagram commutes:
S ⊕ φ∗(T0)⊕ U σ+1U //
1S+σ

φ∗(T0)⊕ S ⊕ U
1φ∗T0+γ // φ∗(T0)⊕ S′
=

S ⊕ U ⊕ φ∗(T0)
γ+1φ∗T0 // S′ ⊕ φ∗(T0) σ // φ∗(T0)⊕ S′
(6.28)
This can be checked manually.
• The composition v ◦ u∗(T0)
The composition v ◦ u∗(T0) is given by
v ◦ u∗(T0) : (S0 ⊕ T0, S1 ⊕ T0 ↓ D)→ ((S0 ⊕ T0, S1 ⊕ T0 ↓ D)
(φ, S, [T, α0, α1]) 7→ (φ, φ∗T0 ⊕ S, [φ∗T0 ⊕ T, g0, g1])
[U, γ] 7→ [U, 1 + γ]
(6.29)
With gi = (1φ∗T0 +αi) ◦ (σi + 1φ∗T0+1T ). Unfortunately, there is no immediate
natural transformation from the identity functor to v ◦ u∗(T0), since the naive
choice [φ∗T0, σ] : (φ, S, [T, α0, α1])→ (φ, φ∗(T0 ⊕ S), [φ∗T0 ⊕ T, g0, g1]) is not a
well-defined morphism, because the following diagram does not commute:
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φ∗(Si ⊕ T0)⊕ T ⊕ φ∗T0
αi+1T+1U
++
1φ∗(Si)+1φ∗(T0)+σ

S ⊕ φ∗T0
σ
))
φ∗T0 ⊕ S
=

φ∗(Si ⊕ T0 ⊕ T0)⊕ T
σi+1φ∗T0+1T
33
φ∗(T0 ⊕ Si ⊕ T0)⊕ T
1φ∗(T0)+αi
55φ
∗T0 ⊕ S
(6.30)
In fact, this is the point where we need the simplicial dimension to perform an
additional switch of φ∗(T0 ⊕ T0).
Given any simplicial category C = ([d] 7→ Cd) we may consider the product
C×∆1 where we consider the simplicial set [d] 7→ ∆1d = Hom∆(d, 1) as a discrete
simplicial category. Thus, an object of (C×∆1)d is a pair (C ∈ Cd, λ : [d]→ [1]),
a morphism (C, λ) → (C ′, λ′) only exists if λ = λ′ and is then given by a
morphism C → C ′. For φ : [d′]→ [d] we have φ∗(C, λ) = (φ∗C, λ ◦φ). Because
geometric realisation respects fibre products in the category of CW-complexes
we have |C ×∆1| ' |C| × I. Therefore we can define a homotopy by giving a
functor:
H : (S0 ⊕ T0, S1 ⊕ T0 ↓ D)×∆1 → (S0 ⊕ T0, S1 ⊕ T0 ↓ D)
((φ, S, [T, α0, α1]), λ) 7→ (φ, φ∗T0 ⊕ S, [φ∗T0 ⊕ T, h0, h1])
[U, γ] 7→ [U, 1 + γ]
(6.31)
with hi = gi ◦ (1φ∗Si +λ∗M(X0) + 1T ). Write di = δ∗i : ∆0 → ∆1. Then clearly
H ◦ (1× d1) = v ◦ u∗(T0) and, after a short calculation, H ◦ (id× d0) is given
by
H ◦ d0 : (S0 ⊕ T0, S1 ⊕ T0 ↓ D)→ (S0 ⊕ T0, S1 ⊕ T0 ↓ D)
(φ, S, [T, α0, α1]) 7→ (φ, φ∗T0 ⊕ S, [T ⊕ φ∗T0, f0, f1])
[U, γ] 7→ [U, 1 + γ]
(6.32)
with fi = σ ◦ (αi + (−1)φ∗T0). Now [φ∗T0, σ] : (φ, S, [T, α0, α1]) → (φ, φ∗T0 ⊕
S, [T ⊕φ∗T0, f0, f1]) is a well-defined morphism, and a diagram, similar to dia-
gram (6.28), shows that they form a natural transformation from the identity
functor to H ◦ d0.
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6.2 Agreement
In Section 4.4.1 we have seen how to define maps
K(R,G∧t+1m )
·U−→ ΩK(R,G∧tm ) (6.33)
and
GW (R,G∧t+1m )
·U−→ ΩGW (R,G∧tm ) (6.34)
To treat both cases simultaneously set S(R) = iP(R,Gtm) or S(R) = iPh(R,Gtm),
respectively (and similarly S(R,Gm) = iP(R,Gt+1m ) or S(R,Gm) = iPh(R,Gt+1m )).
Moreover set T = iP(Gm) or T = iPh(Gm), respectively. Then the maps above are
induced by the bi-exact tensor product functor
⊗ : S(R,Gm)× T → S(R) (6.35)
For future reference write τ for the induced map
τ : K(S(R,Gm)) ∧K(T )→ K(S(R)) (6.36)
Multiplication by U as above is then the adjoint map of the composition
K(S(R,Gm)) ∧ S1 1∧f−−→ K(S(R,Gm)) ∧K(T ) τ−→ K(S(R)) (6.37)
where f : S1 → K(T ) identifies a unique element U ∈ K1(T ).
On the other hand Lemma 6.1.5 states that there are induced maps
σR : K(S(R,Gm))→ ΩK(S(R)) (6.38)
that arise from the application of Theorem B. The goal of this section is to demon-
strate that the σ and multiplication by U ∈ K1(T ) coincide.
Remark 6.2.1. Of course we are interested in these maps when studied for the sim-
plicial ring R∆·. However, unravelling the definitions shows that in both cases the
map K(S(R∆·,Gm))→ ΩK(S(R∆·)) is in fact induced by the corresponding maps
for (non simplicial) rings. To decide if these maps agree it hence suffices to study
the non simplicial case.
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6.2.1 The natural map from the right-fibre to the homotopy fibre
Let F : C → D be a functor of small categories and D ∈ D a fixed object. In this
section we recall from [Qui73, §1] how to define a map from the right-fibre D ↓ F to
the homotopy fibre of F at the base point D. Theorem B gives a criterion for when
this map is an equivalence, but it exists irrespective.
We have seen that there is a forgetful functor V : D ↓ F → C from the right-fibre to
the source of F that maps (C, f : D → F (C)) 7→ C. Now consider the composition
F ◦ V : D ↓ F → D
(C, f) 7→ F (C)
(6.39)
Note that there is a natural transformation from the constant functor (C, f) 7→ D to
F ◦ V given by f : D → F (C) = F ◦ V (C, f). By definition the map V : D ↓ F → C
together with a homotopy from F ◦ V to the constant map induced a map
σ : D ↓ F → hofib(F,D) (6.40)
In our situation we are presented with a symmetric monoidal category S and consider
the functor
F : 〈S,S〉 → I∗S−1S
S 7→ (S, S)
(6.41)
Moreover we fix the object (0, 0) ∈ I∗S−1S. We have identified the right-fibre
(0, 0) ↓ F with the category 〈S,S(Gm)〉, the forgetful functor 〈S,S(Gm)〉 → 〈S,S〉
maps (S, θ) 7→ S and the natural transformation is given by [S, 1, θ] : (0, 0)→ (S, S).
The category 〈S,S〉 is contractible and hofib(F, (0, 0)) = ΩK(S).
The induced map is hence of the form 〈S,S(Gm)〉 → ΩK(S). By the universal
property of group-completion we obtain the map
σ : K(S(Gm)) = 〈S,S(Gm)〉+ → ΩK(S) (6.42)
6.2.2 Proof of agreement
Proposition 6.2.2. Let S(R) = P(R,Gtm) and let T = iP(Gm) or let S(R) =
Ph(R,Gtm) and T = iPh(Gm). Then the maps
K(S(R,Gm)) ·U−→ ΩK(S(R)) (6.43)
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and
K(S(R,Gm)) σR−−→ ΩK(S(R)) (6.44)
coincide up to natural homotopy.
Proof. Consider the diagram
S1 ∧ S0 ∧K(S(R,Gm))
1∧e∧1

= // S1 ∧K(S(R,Gm))
f∧1

S1 ∧K(T (Gm)) ∧K(S(R,Gm))
σGm∧1 //
1∧τ

K(T ) ∧K(S(R,Gm))
τ

S1 ∧K(S(R,Gm)) σR // K(S(R))
(6.45)
where τ and σ are as discussed, f : S1 → K(T ) identifies the unique element U ∈
K1(T ) and e : S0 → K(T (Gm)) hits either the element [Gm, U ] ∈ K0(Gm,Gm)) or
the element [Gm, U, (¯·)] ∈ GW0(Gm,Gm)) as discussed in Section 4.4.1.
The upper square commutes, essentially by definition. Indeed, the class of the object
(T, θ) in K0(T (Gm)), is mapped to the loop in K1(T ) that is described by θ and
based at T . In particular we have σGm ◦ (1 ∧ e) = f .
Consider the tensor product
⊗ : S(Gm)× T (Gm)→ S(Gm) (6.46)
Clearly we have (S, θ) ⊗ (Gm, U) ∼= (S, θ). It follows that the left vertical map is
the identity. Moreover the right vertical map is, by definition, multiplication by U .
It remains to show that the lower square is homotopy commutative, because then
commutativity of the outer square yields the result.
• The composition σR ◦ (1 ∧ τ) : S1 ∧K(T (Gm)) ∧K(S(R,Gm))→ K(S(R))
In fact we consider the adjoint map K(T (Gm))∧K(S(R,Gm))→ ΩK(S(R)).
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It is given by the outer dashed map in the following diagram:
ΩS−1S // 〈S,S〉 // I∗S+
〈S,S(Gm)〉
forget
88
σ
OO
〈T , T (Gm)〉 ∧ 〈S,S(Gm)〉
τ
55
:: (6.47)
The diagonal composition 〈T , T (Gm)〉 ∧ 〈S,S(Gm)〉 → 〈S,S〉 maps objects
((T, η), (S, θ)) 7→ T ⊗ (S, θ), and the natural transformation from the constant
functor to the composition 〈T , T (Gm)〉 ∧ 〈S,S(Gm)〉 → I∗S+ is given by [T ⊗
(S, θ), 1, η ⊗ 1] : (0, 0)→ (T ⊗ (S, θ), T ⊗ (S, θ)).
• The composition τ ◦ σ ∧ 1: S1 ∧K(T (Gm)) ∧K(S(R,Gm))→ K(S(R))
Again we consider the adjoint map K(T (Gm)) ∧K(S(R,Gm))→ ΩK(S(R)).
It is the outer dashed map in the following diagram
〈T , T (Gm)〉 ∧ 〈S,S(Gm)〉 σ∧1 //
**
forget∧1
++
ΩT + ∧ 〈S,S(Gm)〉

τ // ΩS+

〈T , T 〉 ∧ 〈S,S(Gm)〉

τ // 〈S,S〉

I∗T + ∧ 〈S(Gm),S(Gm)〉 τ // I∗S+
(6.48)
The two squares on the right commute and the vertical sequences are homo-
topy fibration sequences. A short diagram chase reveals that the composi-
tion τ ◦ (forget ∧ 1) is also given on objects by ((T, η), (S, θ)) 7→ T ⊗ (S, θ),
and the natural transformation from the constant functor to the composition
〈T , T (Gm)〉 ∧ 〈S,S(Gm)〉 → I∗S+ is [T, 1, η] ∧ [(S, θ), 1] = [T ⊗ (S, θ), 1, η ⊗
1] : (0, 0)→ (T ⊗ (S, θ), T ⊗ (S, θ)). This finishes the proof.
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Chapter 7
A simpler model for the K-theory
and hermitian K-theory of
automorphisms
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In the previous chapter a central role was played by the simplicial category 〈S,S(Gm)〉.
In this section we will see how the classifying space of this simplicial category is ho-
motopy equivalent to the underlying simplicial set of objects and thereby find a
significantly simpler model for the (hermitian) K-theory tower.
7.1 Motivation
Consider the fibre sequence of Theorem 6.1.1 for K-theory and t = 0, namely the
sequence
〈GL0(R),GL1(R)〉→ K(R∆·)→ K0(R∆·) (7.1)
Classically we know that the fibre of K(R∆d)→ K0(R∆d) in each level is given by
BGl(R∆d)+, so that we have a fibration sequence
BGl(R∆·)+ → K(R∆·)→ K0(R∆·) (7.2)
If we now follow the slogan that simplicially we are already group complete, we
can identify the fibre with BGl(R∆·). This space is connected in every degree and
we conclude that Ω|BGl(R∆·)| ' |d 7→ ΩBGl(R∆d)| ' |Gl(R∆·)|, where the last
space is the realisation of the simplicial abelian group Gl(R∆·) as used in Karoubi-
Villamayor K-theory.
We notice that, because an object of S is uniquely determined by its rank, the set∐
nGln(R∆
d) is precisely the set of objects of S(Gm). Every set can be considered
as a discrete category and thus this discussion implies that
Gl(R∆·) '−→
〈
N,
∐
n∈N
Gln(R∆
·)
〉
'−→ 〈S,S(Gm)〉 (7.3)
is a homotopy equivalence. In other words the homotopy type of the simplicial
category 〈S,S(Gm)〉 is completely determined by its underlying simplicial set of
objects. In this section we will generalise this observation to higher terms in the
(hermitian) K-theory tower.
7.2 Notation and formulation of the result
We first recall and introduce some of the notation used in this section. Throughout
this section S will either denote GLt(R∆·) or Ot(R∆·) for an unspecified non-
negative integer t. An object of simplicial dimension d is determined by a natural
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number n and t commuting matrices in Gln(R∆d) or On(R∆d), respectively. A
morphism is a base-change in the same class of matrices. Observe that S(Gm) can
be identified with GLt+1(R∆·) or Ot+1(R∆·).
We give a special name to S for t = 0 and let S0 denote the simplicial category
GL0(R∆·) or O0(R∆·), respectively. An object of S0 is simply a non-negative
integer n, independently of the simplicial dimension, and a morphism in dimension
d is a matrix either in Gln(R∆d) or On(R∆d). Observe that we can reconstruct
S from S0, since S0(Gtm) = S. In the other direction we have forgetful functors
S → S0 that strip an object of all attached automorphisms.
The underlying set of objects of a category C can be considered as a category itself:
Definition 7.2.1. Let C be a category. Then Ob(C) denotes the category which has
the same objects as C and only identity morphisms. We will call a category with
C = Ob(C) discrete.
The classifying space of a discrete category is just the set of objects, considered as a
discrete topological space. The classifying space of a simplicial discrete category is
similarly just (the geometric realisation of) a simplicial set.
Theorem 7.2.2. Let t ≥ 0 be an integer and let S be either GLt(R∆·) or Ot(R∆·).
Then the natural inclusion of categories
〈Ob(S),Ob(S(Gm))〉 '−→ 〈S,S(Gm)〉 (7.4)
induces a homotopy equivalence after group-completion.
Remark 7.2.3. For t = 0 we regain the homotopy equivalence (7.3).
7.3 Organisation of the proof
The proof of Theorem 7.2.2 is quite intricate and the weight is pulled by a series
of lemmas: In the next section we will use Lemma 7.4.1 to show how the theorem
follows from an easier statement (Lemma 7.4.2). The subsequent section is then
devoted to proving this assertion: Lemma 7.5.3 will imply Lemmas 7.5.4 and 7.5.5.
Together they will finally yield Lemma 7.4.2.
7.4 Technical prelude
The morphisms in the category 〈S,S〉 for t > 0 are significantly harder to deal with
than in the case t = 0. For example, the category
〈S0,S0〉 (the case t = 0) is
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filtered, whereas 〈S,S〉 is quite far from it in general. A similar situation arises for
〈Ob(S),Ob(S)〉. Another advantage of the simplicial category 〈S0,S0〉 is that any
object is (up to isomorphism) of simplicial dimension 0, i.e. for any object S ∈ S0d
exists an object S0 ∈ S00 such that S = φ∗d(S0). In other words
〈
Ob(S0),Ob(S0)〉 is
a constant simplicial set.
It turns out that the categories
〈S0,S〉 and 〈Ob(S0),Ob(S)〉 are a good compromise,
since these categories have simpler morphisms than 〈S,S〉 or 〈Ob(S),Ob(S)〉 without
losing too much information. Indeed, the morphisms of
〈S0,S〉 are a subset of the
morphisms of
〈S0,S0〉 and we have the following lemma:
Lemma 7.4.1. Let t ≥ 0 be an integer and let S be either GLt(R∆·) or Ot(R∆·).
Then the following sequences are fibration sequences after group-completion
〈
Ob(S0),Ob(S)〉→ 〈Ob(S0),Ob(S(Gm))〉→ 〈Ob(S),Ob(S(Gm))〉 (7.5)
and 〈S0,S〉→ 〈S0,S(Gm)〉→ 〈S,S(Gm)〉 (7.6)
Proof. We prove the second fibration, the proof for the first one is identical. Consider
the diagram
S0 //

S0 //

∗

S //

S(Gm) //

〈S,S(Gm)〉
〈S0,S〉 // 〈S0,S(Gm)〉 // 〈S,S(Gm)〉
(7.7)
All sequences, apart from possibly the bottom horizontal one, are fibrations after
group-completion. This is either true for trivial reasons (if the one-point space ∗ is in-
volved) or by Lemma 4.5.1. Because the morphism pi0
〈S0,S(Gm)〉→ pi0 〈S,S(Gm)〉
is surjective with kernel pi0(
〈S0,S〉), we are done.
Therefore we are now able to deduce Theorem 7.2.2 from the following lemma:
Lemma 7.4.2. Let t ≥ 0 be an integer and let S be either GLt(R∆·) or Ot(R∆·).
Then the natural inclusion of categories
〈
Ob(S0),Ob(S)〉 '−→ 〈S0,S〉 (7.8)
induces a homotopy equivalence.
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Proof of Theorem 7.2.2. By Lemma 7.4.1 there is a commutative diagram
〈
Ob(S0),Ob(S)〉 //
f

〈
Ob(S0),Ob(S(Gm))
〉
//
e

〈Ob(S),Ob(S(Gm))〉
b
〈S0,S〉 // 〈S0,S(Gm)〉 // 〈S,S(Gm)〉
(7.9)
where both rows are fibration sequences. By the Lemma 7.4.2 we know that f and
e are homotopy equivalences. By the 5-Lemma we conclude that b is a homotopy
equivalence on base-point components. Because both fibrations in the diagram above
are surjective on pi0, the result follows.
7.5 One category to contain them both
In this section we will prove Lemma 7.4.2. The main idea is to consider a certain
category U , which will contain both, 〈Ob(S0),Ob(S)〉 and 〈S0,S〉, as full subcate-
gories. We will then show that both of these inclusions are homotopy equivalences.
Definition 7.5.1. Let S be either GLt(R∆·) or Ot(R∆·). Denote by U the category
which has objects (d,X, S, {θj}), with d ≥ 0, X,S ∈ S0d and a family θj ∈ Aut(X ⊕
S), 1 ≤ j ≤ t of pairwise commuting automorphisms. A morphism (d,X, S, {θj})→
(d′, X ′, S′, {θ′j}) is given by a tuple (φ, Y, [T, α]) with φ : [d]→ [d′], Y ∈ S0d such that
Y ⊕X = φ∗X ′ and a morphism [T, α] : S → φ∗S′ ∈ 〈S0d ,S0d〉 such that the following
diagram commutes for all 1 ≤ j ≤ t:
Y ⊕X ⊕ S ⊕ T 1+α //
1+θj+1

φ∗X ′ ⊕ φ∗S′
θ′j

Y ⊕X ⊕ S ⊕ T 1+α // φ∗X ′ ⊕ φ∗S′
(7.10)
The full subcategory of U consisting of all objects of the form (d,X, 0, {θj}) can be
naturally identified with
〈
Ob(S0),Ob(S)〉 (where Ob(S0) acts on Ob(S) from the
left) and the subcategory of objects (d, 0, S, θ) coincides with
〈S0,S〉 (S0 acts on S
from the right). In a way, U extends to the left to encompass 〈Ob(S0),Ob(S)〉 and
to the right to contain
〈S0,S〉. We define some auxiliary categories that can be seen
as truncations of the category U :
Definition 7.5.2. Let A ∈ S00 be fixed and for all d ≥ 0 let φd : [d] → [0] be the
unique map in the simplex category ∆.
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• Denote by 〈Ob(S0), (Ob(S0)⊕A)(Gtm)〉 the category where an object is a tu-
ple (d,X, {θj}) with X ∈ S0d and θj ∈ Aut(X⊕A). A morphism (d,X, {θj})→
(d′, X ′, {θ′j}) consists of a map φ : d → d′ and an object Y ∈ S0d such that
Y ⊕X = φ∗X ′ and 1 + θj = φ∗θ′j for all j.
• Denote by 〈S0, (A⊕ S0)(Gtm)〉 the category where objects are tuples (d, S, {θj})
with S ∈ S0d and θj ∈ Aut(A ⊕ S). A morphism (d, S, {θj}) → (d′, S′, {θ′j})
consists of a map φ : d→ d′ and a morphism [T, α] : S → φ∗S′ in 〈S0d ,S0d〉 such
that the diagrams
A⊕ S ⊕ T
θj+1

1+α // A⊕ S′
θ′j

A⊕ S ⊕ T 1+α // A⊕ S′
(7.11)
commute for all j.
For A = Rn, the category
〈
Ob(S0), (Ob(S0)⊕A)(Gtm)
〉
can be identified with〈
Ob(S0),Ob(S)〉≥n, the full subcategory of 〈Ob(S0),Ob(S)〉 consisting of modules
with rank ≥ n. Indeed, there is a natural embedding:〈
Ob(S0), (Ob(S0)⊕A)(Gtm)
〉→ 〈Ob(S0),Ob(S)〉
(d,X, {θj}) 7→ (d,X ⊕A, {θj})
(φ, Y ) 7→ (φ, Y )
(7.12)
Moreover it is not hard to see that the inclusion
〈
Ob(S0),Ob(S)〉≥n ⊆ 〈Ob(S0),Ob(S)〉 (7.13)
induces a homotopy equivalence on classifying spaces, since any module may be
stably identified with a module of higher rank. The situation is significantly more
complicated when we truncate on the other side. There exist a functor〈S0, (A⊕ S0)(Gtm)〉→ 〈S0,S0(Gtm)〉
(d, S, {θj}) 7→ (d, φ∗dA⊕ S, {θj})
(φ, [T, α]) 7→ (φ, [T, 1 + α])
(7.14)
that we can use to identify
〈S0, (A⊕ S0)(Gtm)〉 as a subcategory of 〈S0,S0(Gtm)〉,
albeit not a full one. However we are able to show that this functor induces homotopy
equivalences:
Lemma 7.5.3. Let A = Rn. Then the functor
〈S0, (A⊕ S0)(Gtm)〉→ 〈S0,S0(Gtm)〉
as in (7.14) induces homotopy equivalences on the classifying spaces.
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The proof is very similar that of Lemma 6.1.5:
Proof. The homotopy inverse can be explicitly given as〈S0,S0(Gtm)〉→ 〈S0, (A⊕ S0)(Gtm)〉
(d, S, {θj}) 7→ (d, S, {1 + θj})
(φ, [T, α]) 7→ (φ, [T, α])
(7.15)
One of the compositions is then〈S0,S0(Gtm)〉→ 〈S0,S0(Gtm)〉
(d, S, {θj}) 7→ (d, φ∗A⊕ S, {1 + θj})
(φ, [T, α]) 7→ (φ, [T, 1 + α])
(7.16)
Recall that a natural transformation of functors induces a homotopy between the
induced maps on classifying spaces. Thus it suffices to find a natural transformation
from the identity functor on
〈S0,S0(Gtm)〉 to the composition as described above.
Such a transformation is given by morphisms
(id, [φ∗dA, σ]) : (d, S, {θj})→ (d, φ∗dA⊕ S, {1 + θj}) (7.17)
where σ : S ⊕ φ∗A→ φ∗A⊕ S is the natural switching isomorphisms. Indeed, these
morphisms are well defined because
S ⊕ φ∗dA σ //
θj+1

φ∗dA⊕ S
1+θj

S ⊕ φ∗dA σ // φ∗dA⊕ S
(7.18)
commutes, and they define a natural transformation because for any morphism
(φ, [T, α]) : (d, S, {θj})→ (d′, S′, {θ′j}) (7.19)
we have
(φ, [T, 1 + α]) ◦ (id, [φ∗dA, σ]) = (id, [φ∗d′A, σ]) ◦ (φ, [T, α]). (7.20)
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Indeed, the following diagram commutes:
S ⊕ φ∗dA⊕ T
σ+1 //
1+σ

φ∗dA⊕ S ⊕ T
1+α // φ∗dA⊕ φ∗S′
S ⊕ T ⊕ φ∗dA
α+1 // φ∗S ⊕ φ∗dA
σ
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(7.21)
The composition in the opposite direction is given by
F1 :
〈S0, (A⊕ S0)(Gtm)〉→ 〈S0, (A⊕ S0)(Gtm)〉
(d, S, {θj}) 7→ (d, φ∗A⊕ S, {1 + θj})
(φ, [T, α]) 7→ (φ, [T, 1 + α])
(7.22)
Similar to the situation in diagram (6.30) the naive choice for a natural transforma-
tion from the identity functor to F1, given by morphisms (id, [φ∗A, σ]) : (d, S, {θj})→
(d, φ∗A ⊕ S, {1 + θj}) does not work. These maps rather define a natural transfor-
mation from the identity functor to F2, given as
F2 :
〈S0, (A⊕ S0)(Gtm)〉→ 〈S0, (A⊕ S0)(Gtm)〉
(d, S, {θj}) 7→ (d, φ∗A⊕ S, {(σ + 1)(1 + θj)(σ + 1)})
(φ, [T, α]) 7→ (φ, [T, 1 + α])
(7.23)
It remains to relate F1 to F2. To this end, let φ1 : [1]→ [0] be the unique map and
recall from (6.16) how one can defined a polynomial homotopy M : φ∗1(A ⊕ A) →
φ∗1(A ⊕ A) that switches the two summands around. Recall that we can define a
simplicial category
〈S0, (A⊕ S0)(Gtm)〉 × ∆1 with objects (d, S, {θj}, λ : [d] → [1])
and where a morphisms (d, S, {θj}, λ)→ (d′, S′, {θj}, λ′) is given by a morphism
(φ, [T, α]) : (d, S, {θj})→ (d′, S′, {θ′j}) (7.24)
that satisfies λ′φ = λ.
Now a homotopy between F1 and F2 can be described as
H :
〈S0, (A⊕ S0)(Gtm)〉×∆1 → 〈S0, (A⊕ S0)(Gtm)〉
(d, S, {θj}, λ) 7→ (d, φ∗A⊕ S, {(λ∗M + 1)−1(1 + θj)(λ∗M + 1)})
(φ, [T, α]) 7→ (φ, [T, 1 + α])
(7.25)
This finishes the proof of the lemma.
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As a final ingredient we demonstrate that the inclusions of the truncated categories
induce homotopy equivalences:
Lemma 7.5.4. The sequence〈
Ob(S0),Ob(S)〉→ U → 〈S0,S0〉
(d,X, S, {θj}) 7→ (d, S)
(φ, Y, [T, α]) 7→ (φ, [T, α])
(7.26)
induces a fibration sequence on classifying spaces. In particular the inclusion
〈
Ob(S0),Ob(S)〉→ U (7.27)
induces a homotopy equivalence.
Proof. We aim to identify the fibre of the functor
F : U → 〈S0,S0〉
(d,X, S, {θj}) 7→ (d, S)
(φ, Y, [T, α]) 7→ (φ, [T, α])
(7.28)
with
〈
Ob(S0),Ob(S)〉. Because every object in the target category is of simplicial
dimension 0, it suffices to verify the condition for Theorem B’ on left-fibres of the
form F ↓ (0, A), where A is a based free R-module of rank n. An object of F ↓ (0, A)
is a tuple (d,X, S, {θj}, [U, β]) with S,X ∈ S0d , θj ∈ Aut(X ⊕ S) and [U, β] : S →
φ∗d(A) ∈
〈S0d ,S0d〉. A morphism (d,X, S, {θj}, [U, β]) → (d′, X ′, S′, {θ′j}, [U ′, β′]) is
given by a morphism (φ, Y, [T, α]) in U such that
S
[U,β] //
[T,α]

φ∗dA
S′
[U ′,β′]
==
(7.29)
commutes. The full subcategory of F ↓ (0, A) with objects (d,X, φ∗dA, {θj}, [0, id])
can be identified with the category
〈
Ob(S0), (Ob(S0)⊕A)(Gtm)
〉 ∼= 〈Ob(S0),Ob(S)〉≥n . (7.30)
The transfer map induced on left-fibres by [A, id] : 0→ A ∈ 〈S00 ,S00〉 restricts to the
inclusion 〈
Ob(S0),Ob(S)〉≥n ⊆ 〈Ob(S0),Ob(S)〉 (7.31)
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which we know to be a homotopy equivalence.
It remains to show that the inclusion G :
〈
Ob(S0), (Ob(S0)⊕A)(Gtm)
〉 ⊆ F ↓ (0, A)
induces a homotopy equivalence. We construct a functor in the opposite direction
that will function as a homotopy inverse:
H : F ↓ (0, A)→ 〈Ob(S0), (Ob(S0)⊕A)(Gtm)〉
(d,X, S, {θj}, [U, β]) 7→ (d,X, {(1 + β)(θj + 1)(1 + β−1)})
(φ, Y, [T, α]) 7→ (φ, Y )
(7.32)
This functor is well-defined because the following diagrams commute (for some iso-
morphism u : U → T ⊕ S′):
Y ⊕X ⊕ S ⊕ U 1+β //
1+u
**
1+θj+1

X ′ ⊕ φ∗A
Y ⊕X ⊕ S ⊕ T ⊕ U ′ 1+α+1//
1+θj+1

X ′ ⊕ S′ ⊕ U ′
1+β′
OO
θ′j+1

Y ⊕X ⊕ S ⊕ T ⊕ U ′ 1+α+1// X ′ ⊕ S′ ⊕ U ′
1+β′

Y ⊕X ⊕ S ⊕ U 1+β //
1+u
44
X ′ ⊕ φ∗A
(7.33)
The composition H ◦G is the identity and the composition G ◦H is given by
F ↓ (0, A)→ F ↓ (0, A)
(d,X, S, {θj}, [U, β]) 7→ (d,X, φ∗dA, {(1 + β)(θj + 1)(1 + β−1)}, [0, 1])
(φ, Y, [T, α]) 7→ (φ, Y, [0, 1])
(7.34)
It is easy to see that there are well-defined morphisms
(id, 0, [U, β]) : (d,X, S, {θj}, [U, β])→ (d,X, φ∗dA, {(1 + β)(θj + 1)(1 + β−1)}, [0, 1])
(7.35)
and it follows essentially from diagram (7.33) that they define a natural transforma-
tion from the identity functor to G ◦H.
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Lemma 7.5.5. The sequence〈S0,S〉→ U → 〈Ob(S0),Ob(S0)〉
(d,X, S, {θj}) 7→ (d,X)
(φ, Y, [T, α]) 7→ (φ, Y )
(7.36)
induces a fibration sequence on classifying spaces. In particular the inclusion
〈S0,S〉→ U (7.37)
induces a homotopy equivalence.
Proof. Let
F : U → 〈Ob(S0),Ob(S0)〉
(d,X, S, {θj}) 7→ (d,X)
(φ, Y, [T, α]) 7→ (φ, Y )
(7.38)
The proof is essentially identical to the proof of Lemma 7.5.4. Here, we show that
the functors
G : F ↓ (0, A)→ 〈S0, (A⊕ S0)(Gtm)〉
(d,X, S, {θj}, Z) 7→ (d, S, {1Z + θj})
(φ, Y, [T, α]) 7→ (φ, [T, α])
(7.39)
induce homotopy equivalences, where Z is a morphism F (d,X, S, {θj}) = (d,X)→
(0, A), i.e an object Z ∈ Ob(S0) with Z⊕X = φ∗dA for the unique map φd : [d]→ [0].
The result follows then from Lemma 7.5.3. A homotopy inverse to G is given by
H :
〈S0, (A⊕ S0)(Gtm)〉→ F ↓ (0, A)
(d, S, {θj}) 7→ (d, φ∗dA,S, {θj}, 0)
(φ, [T, α]) 7→ (φ, 0, [T, α])
(7.40)
where 0 is the trivial object in Ob(S0). Then the composition G ◦H is the identity,
and the morphisms
(id, Z, [0, 1]) : (d,X, S, {θj}, Z)→ (d, φ∗dA,S, {1 + θj}, 0) (7.41)
provide a natural transformation from the identity functor to H ◦G.
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Proof of Lemma 7.4.2. The following diagram commutes
〈S0,S0〉
〈S0,S〉 // U //
88
〈
Ob(S0),Ob(S0)〉
OO
〈
Ob(S0),Ob(S)〉
OO
88
(7.42)
The result follows from Lemma 7.5.4 and 7.5.5.
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Chapter 8
Fibrations via commuting
automorphisms in odd shifts
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8.1 Fibrations with obstructions in the base
In Theorem 6.1.1 we constructed certain fibrations for the Grothendieck-Witt theory
of automorphisms in even shifts, namely fibrations of the form
Ω−1GW [2n](R∆·,G∧t+1m )→ GW [2n](R∆·,G∧tm )→ GW [2n]0 (R∆·,G∧tm ) (8.1)
where R is a ring with involution such that 2 is invertible. The goal of this chapter
is to construct similar fibrations for hermitian K-theory in odd shifts, i.e. the spaces
GW [2n+1].
Consider the diagram
GW
[n](R,G∧tm ) //

K(R,G∧tm ) //

GW
[n+1](R,G∧tm )

GW
[n](R,Gtm) //

K(R,Gtm) //

GW
[n+1](R,Gtm)

holim
i∈[̂1]n
GW
[n](R,G|i|m) // holim
i∈[̂1]n
K(R,G|i|m) // holim
i∈[̂1]n
GW
[n+1](R,G|i|m)
(8.2)
By Proposition 4.4.9 the vertical sequences are homotopy fibrations, and the lower
and middle horizontal sequence are homotopy fibration by Theorem 3.5.20 and be-
cause homotopy limits commute with each other. It follows that the top sequence,
the sequence of stabilised (hermitian) K-theory spaces, is a fibration as well.
Unfortunately, this does not mean that
GW [2n](R∆·,G∧tm )
F−→ K(R∆·,G∧tm ) H−→ GW [2n+1](R∆·,G∧tm ) (8.3)
is also a fibration sequence, even in simple cases (unless t = 0 of course).
Lemma 3.2.1 provides a sufficient condition for the sequence to be a fibration after
geometric realisation. Explicitly, we need the map
K0(R∆
d,G∧tm )→ GW [2n+1]0 (R∆d,G∧tm ) (8.4)
to be surjective, which is satisfied for d = 0 by Lemma 4.6.2, but is not so clear for
higher d.
Definition 8.1.1. Let R be a ring with involution. Define F [n](R, t) to be the
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homotopy fibre in the following diagram
F [n](R, t)→ GW [2n]0 (R∆·,G∧tm )→ K0(R∆·,G∧tm ) (8.5)
Further, define E[n](R, t) to be the homotopy fibre in
E[n](R, t)→ Ω−1GW [2n](R∆·,G∧tm ) F−→ Ω−1K(R∆·,G∧tm ) (8.6)
Corollary 8.1.2. Assume that 2 is invertible. Then there may identify
E[n](R, 0) = GW [2n+1](R∆·) (8.7)
Proof. By Lemma 4.6.2 we obtain a homotopy fibration when we deloop the sequence
in Proposition ??. The result follows.
Lemma 8.1.3. Let R be a ring with involution such that 2 is invertible. Then there
exist fibration sequences of the form
E[n](R, t+ 1)→ ΩE[n](R, t)→ F [n](R, t) (8.8)
Moreover the map ΩE[n](R, t) → F [n](R, t) induces a surjective map on the sets of
connected components.
Proof. Consider the diagram
F [n](R, t) // GW
[2n]
0 (R∆
·,G∧tm ) // K0(R∆·,G∧tm )
ΩE[n](R, t) //
OO
GW [2n](R∆·,G∧tm ) //
OO
K(R∆·,G∧tm )
OO
E[n](R, t+ 1) //
OO
Ω−1GW [2n](R∆·,G∧t+1m ) //
OO
Ω−1K(R∆·,G∧t+1m )
OO
(8.9)
The right and central vertical sequences are fibrations by Theorem 6.1.1 and the
horizontal sequence are fibrations by definition. By the four fibration lemma 4.4.10,
the left vertical sequence is a fibration, too. It remains to show that
pi1(E
[n](R, t))→ pi0(F [n](R, t)) (8.10)
is surjective, which follows from the long exact homotopy sequences and the 4-lemma
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applied to the diagram
pi1GW
[2n]
0
// pi1K0 // pi0F
[n](R, t) // pi0GW
[2n]
0
// pi0K0
pi1GW
[2n] //
OOOO
pi1K //
OOOO
pi1E
[n](R, t)
OO
// pi0GW
[2n] //
∼=
OO
pi0K
∼=
OO (8.11)
where the argument R∆·,G∧tm has been removed from the notation to increase read-
ability.
Lemma 8.1.4. The sequence
Ω−1GW [2n+1](R∆·,G∧t+1m )→ GW [2n+1](R∆·,G∧tm )→ GW [2n+1]0 (R∆·,G∧tm ) (8.12)
is not always a fibration sequence.
Proof. It suffices to give a counter-example. To this end consider the case t = n = 0
and R = k a field. By homotopy invariance we know that GW [1](k∆·) ' GW [1](k)
and, in particular (cf. [Wal03, Theorem 10.1]),
|d 7→ GW 10 (k∆d)| ' GW 10 (k) ' ∗ (8.13)
If the sequence above were a fibration sequence this would imply that the map
pi0GW
[1](k∆·,G∧1m )→ pi1GW [1](k∆·) (8.14)
was an isomorphism. By Lemma 4.6.2 we know that
pi0K(k∆
·,G∧1m ) ∼= k× (8.15)
surjects on the left hand side, while the right hand side is Karoubi’s V-theory, a
contradiction. Details on Karoub’s V-theory can be found in the subsequent chap-
ters.
8.2 The first obstructions
The homotopy fibration sequence in Lemma 8.1.3 is still a homotopy fibration
sequence after delooping. The base space is then of the form Ω−1F [n](R, t) ×
pi0E
[n](R, t). This section is devoted to the study of these base spaces in certain
special cases.
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Lemma 8.2.1. Let R be a regular, local ring such that 2 is invertible. The space
F [1](R, 0) is contractible. In particular there is a fibration sequence
Ω−1E[1](R, 1)→ GW [3](R∆·)→ GW [3]0 (R∆·) (8.16)
Proof. By homotopy invariance we can readily identify the sequence
GW
[2]
0 (R∆
·) F−→ K0(R∆·) H−→ GW [3]0 (R∆·) (8.17)
with the sequence of constant simplicial sets
Z ·2−→ Z→ Z/2 (8.18)
which is clearly a fibration. Similarly we see that the fibre of GW [n]0 (R∆
·) →
K0(R∆
·) vanishes. The second part follows (again using homotopy invariance) from
Theorem 8.1.3.
Lemma 8.2.2. Let R be a regular, local ring such that 2 is invertible. Then we have
F [0](R, 0) ' Ker(rk: GW [0]0 (R)→ Z) (8.19)
where rk : GW [0]0 (R)→ Z is the rank homomorphism. In particular pii(F [0](R, 0)) =
0 for i ≥ 1. Moreover, we have F [0](R, 0) ' ∗ if every unit in R is a square.
Proof. The sequence
GW
[0]
0 (R∆
·) F−→ K0(R∆·) H−→ GW [1]0 (R∆·) (8.20)
coincides with the sequence
GW
[0]
0 (R)→ Z→ 0 (8.21)
If every unit in R is a square, then GW [0]0 (R) = Z and the rank homomorphism is
an isomorphism.
8.3 The spaces E [n](R, 1)
Consider the fibration sequence
GW [2n](R∆·,G∧1m )→ K(R∆·,G∧1m )→ E[n](R, 1) (8.22)
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We can identify the first two spaces in the sequence as follows:
Gl(R∆·)
O(R∆
·)
}
' 〈Ob(S),Ob(S(Gm))〉
(a)' 〈S,S(Gm)〉
(b)' 〈S,S(Gm)〉+
(c)'
{
K(R∆·,G∧1m )
GW (R∆
·,G∧1m )
(8.23)
for S = GL0(∆·) or S = O0(∆·), respectively. The homotopy equivalences are given
by
(a) Theorem 7.2.2,
(b) Proposition 4.7.2 or 4.7.3, and
(c) Proposition 4.5.2.
Now the simplicial sets Gl(R∆·) and O(R∆·) actually have the structure of simpli-
cial groups and the forgetful map O(R) → Gl(R) is injective for any ring R. The
following is immediate:
Proposition 8.3.1. Let R be a ring with involution. Then there are fibrations of
simplicial sets
O(R∆
·)→ Gl(R∆·) F−→ Gl/O(R∆·) (8.24)
Corollary 8.3.2. Let R be a ring with involution such that 2 is invertible. Then
there are homotopy equivalences
E[n](R, 1) ' Gl/(−1)nO(R∆·) (8.25)
Proof. By Proposition 8.3.1 and the discussion above both spaces are the homotopy
fibre of the map
Ω−1(O(R∆·))→ Ω−1(Gl(R∆·)) (8.26)
Definition 8.3.3. Let R be a ring. Denote by Sn(R) the set of n × n invertible
symmetric matrices with entries in R. Further let H2n be the n-fold block sum of
matrices of the form H2 =
(
0 1
 0
)
. Taking the block sum with H2 provides an
embedding Sn(R)→ Sn+2(R) and we write S(R) = colim Sn(R).
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Lemma 8.3.4 ([Oja84]). Let R be a ring and A ∈ Sn(R[T ]). Then there exists an
integer k, an elementary matrix P ∈ En+2k(R[T ]) and matrices A0, A1 ∈Mn+2k(R)
such that
P ∗(A⊕ H2k)P = A0 +A1T (8.27)
Remark 8.3.5. The sum on the right hand side is element-wise addition, A0 and A1
are both -symmetric, but only A0 is invertible in general.
Corollary 8.3.6 ([Oja84]). Let R be a ring such that 2 is invertible and let A ∈
S(R[T ]). Then there exists an A0 ∈ S(R) and an element P ∈ Gl(R[T ]) with
P (T = 0) = 1, such that
A = P ∗A0P (8.28)
Proposition 8.3.7. Let R be a ring such that 2 is invertible. Then there are homo-
topy equivalences
Ω(Gl/O(R∆
·)) '−→ Ω(S(R∆·)) (8.29)
If moreover R is local, there is even a homotopy equivalence
Gl/−O(R∆·)
'−→ −S(R∆·) (8.30)
Proof. Consider the map
Gl(R)→ S(R)
A 7→ AtHA
(8.31)
Two matrices A and A′ have the same image if and only if AA′−1 ∈ O(R), i.e. if
[A] = [A′] ∈ Gl/O(R).
We claim that the morphism of simplicial sets
F : Gl/O(R∆
·)→ S(R∆·)A 7→ AtHA (8.32)
is surjective on the connected component of H. We proceed by induction on the
simplicial dimension:
Assume X ∈ S(R) is in the connected component of H. This means there are
Ai ∈ S(R[T ]), 1 ≤ i ≤ r such that A1(1) = X, Ai(0) = Ai+1(1) for i < r and
Ar(0) = H. By Corollary 8.3.6 there are invertible matrices Pi ∈ Gln(R[T ]) with
Ai = P
∗
i Ai(0)Pi. Finally set P = (Π
2
i=nPi(1))P1 and conclude P
∗
HP = X.
For the induction step assume that all matrices of simplicial dimension d are in the
image of F , i.e. for all X ∈ S(R∆d) that are in the connected component of H
there exists a matrix P ∈ Gl(R∆d) such that X = P ∗HP . Now, the following
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diagram commutes
R∆d+1 =
R[T0,...,Td+1]∑
Ti=1
Td+1=0 // R∆d = R[T0,...,Td]∑Ti=1
R[T1, . . . , Td+1]
∼= Ti 7→Ti
OO
Td+1=0 // R[T1, . . . , Td]
∼= Ti 7→Ti
OO
(8.33)
Let X ∈ S(R∆d+1) be in the connected component of H. Then X can be repre-
sented by a matrix with entries in R[T1, . . . , Td][Td+1]. By Corollary 8.3.6 there
exists a matrix P ∈ Gl(R[T1, . . . , Td][Td+1]) such that X = P ∗X(Td+1 = 0)P
and by the induction hypothesis there exists a Q ∈ Gl(R[T1, . . . , Td] such that
X(Td+1 = 0) = Q
∗
HQ. This finished the first part of the Proposition.
For the second statement it now suffices to show that there is an isomorphism
pi0(Gl/−O(R∆·))
∼=−→ pi0(−S(R∆·)) (8.34)
But for a local ring R every skew-symmetric inner product space has a symplectic
basis, i.e. for each X ∈ −S(R) there is a P ∈ Gl(R) such that X = P ∗HP . We are
done.
Corollary 8.3.8. Let R be a local ring with involution such that 2 is invertible.
Then there are homotopy equivalences
Ω(E[0](R, 1)) ' Ω(S(R∆·)) (8.35)
and
E[1](R, 1) ' −S(R∆·) (8.36)
Proof. This is just a simple combination of the results of this section.
Remark 8.3.9. In [ST14] Schlichting and Tripathi prove results resembling the ones
above in the case of regular rings R. See e.g. Theorem 6, op. cit.
8.4 Fibrations via -symmetric matrices
Theorem 8.1.3 for t = 0 states the existence of a fibration sequence of the form
Ω−1E[n](R, 1)→ GW [2n+1](R∆·)→ Ω−1F [n](R, 0)× pi0(GW [2n+1](R∆·)) (8.37)
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where the obstruction term F [n](R, 0) vanishes for n = 1 and is at least discrete for
n = 0. In Corollary 8.3.8 at the end of the last section we observed that E[1](R, 1)
can be expressed in terms of skew-symmetric matrices and that at least the base-
point component of E[0](R, 1) can be described via symmetric matrices. It turns out
that the two deviances in the case n = 0, that is the non-vanishing of certain lower
homotopy groups, exist for the very same reason. This leads us to new candidates
of fibration sequences that appear to be better than the sequence (8.8), since they
don’t contain any obstruction term. More precisely we show:
Theorem 8.4.1. Let R be a regular, local ring such that 2 is invertible. Then the
natural map
(−1)nS(R∆·)→ ΩGW [2n+1](R∆·) (8.38)
is a homotopy equivalence.
The following is an easy consequence and the notation is more in the flavour of
things:
Corollary 8.4.2. Let R be a regular, local ring such that 2 is invertible. Then there
are homotopy fibration sequences
Ω−1(−1)nS(R∆·)→ GW [2n+1](R∆·)→ GW [2n+1]0 (R∆·) (8.39)
First, we explicitly construct the natural map as used in Theorem 8.4.1. To this end
recall from [Kar73] that Karoubi defined V(R)-theory as the fibre of the forgetful
functor
V(R)→ GW (R)→ K(R) (8.40)
By the fundamental Theorem 3.5.20 this implies
(−1)nV(R) ' ΩGW [2n+1](R) (8.41)
Moreover there exists an explicit description of V (R) = pi0V(R) in terms of gener-
ators and relations (cf. e.g [Kar78, II]):
Definition 8.4.3. Let R be a ring such that 2 is invertible. Denote by V (R)
the abelian group generated by symbols of the form [L, φ0, φ1], where the φi are -
symmetric bilinear forms on the free R-module L, modulo the relations [L, φ0, φ1] =
[L′, φ0 ◦ a, φ1 ◦ a] for any isomorphism a : L′ → L, [L, φ0, φ1] + [L′, φ′0, φ′1] = [L ⊕
L′, φ0 ⊕ φ′0, φ1 ⊕ φ′1] and [L, φ0, φ1] + [L, φ1, φ2] = [L, φ0, φ1].
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Definition/Proposition 8.4.4. There is a natural map S(R) → V (R) which
maps a representative A ∈ S2n(R) to the class [R2n, A, H]. For regular R this
induces a map, well-defined up to homotopy,
|S(R∆·)| → |V (R∆·)| ' V (R) ⊂ V(R) (8.42)
This is the map in the formulation of Theorem 8.4.1.
Definition 8.4.5. A ring R is called K1-rigid, if the evaluation at 0, R[T ] → R
induces an isomorphism K1(R[T ]) ∼= K1(R).
Proposition 8.4.6 ([BL08, Section 4.5]). Let R be a K1-rigid ring with 2 invertible.
Then the application
V (R)→ pi0S(R∆·)
[L, φ0, φ1] 7→ [φ0]− [φ1]
(8.43)
is an isomorphism.
Proof of Theorem 8.4.1. Consider the fibration sequence
Ω−1E[n](R, 1)→ GW [2n+1](R∆·)→ Ω−1F [n](R, 0)× pi0GW [2n+1](R∆·) (8.44)
By Lemma 8.2.1 and Lemma 8.2.2, respectively, the homotopy groups of the base-
space pii(Ω−1F [n](R, 0)× pi0GW [2n+1](R∆·)) vanish for i ≥ 1 (for odd n) and i ≥ 2
(for even n). This implies that there are homotopy equivalences
ΩGW [3](R) ' E[1](R, 1) (8.45)
and
Ω2GW [1](R) ' ΩE[0](R, 1) (8.46)
By Proposition 8.4.6 and Corollary 8.3.8 we are done.
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8.5 Symmetric matrices and a new duality
Recall from Definition 4.4.1 how the duality on the category P(R,Gm) is induced
by the involution ·¯ on the ring Gm = k[U,U−1] with U¯ = U−1. There, an object of
P(R,Gm) is described as a pair (P, ρ : Gm → End(P )), ρ is uniquely determined by
the image θ = ρ(U) and the duality is by definition θ∗ = ρ∗(U) := (ρ(U¯))∗ = θ−∗.
There is a natural identification Ph(R,Gtm)(Gm) = Ph(R,Gt+1m ) of the categories
of inner product spaces, and a string (P, φ, {θj}, θ) with 1 ≤ j ≤ t, can either be
understood as an object of Ph(R,Gt+1m ) or as an object of Ph(R,Gtm) together with
an automorphism θ in the same category. This interpretation was a key idea for the
results of chapter 6.
The ring Gm = k[U,U−1] comes with another obvious involution ·˜ given by U˜ = U .
In this section we will study this involution and the dualities induced by it.
Definition 8.5.1. Let G˜m be the ring k[U,U−1] of Laurent polynomials over a ring
k as in section 4.4.1, equipped with the trivial involution. Denote by P(R, G˜tm) the
category with duality with objects (P, {θj}) for 1 ≤ j ≤ t and pairwise commuting
automorphisms θj ∈ Aut(P ). A morphism (P, {θj}) → (P ′, {θ′j}) is given by an
isomorphism η : P → P ′ that commutes with θj for all j. Finally the duality is given
by
(P, {θj})∗ = (P ∗, {θ∗j}) (8.47)
Definition 8.5.2. Denote by Ph(R, G˜tm) the category of inner product spaces in
the category P(R, G˜tm). Explicitly an object is an isomorphism
φ : (P, {θj})→ (P ∗, {θ∗j}) (8.48)
or, equivalently, an isomorphism φ : P → P ∗ that satisfies φθj = θ∗jφ for all 1 ≤ j ≤ t.
A morphism
η : (P, φ, {θj})→ (P ′, φ′, {θ′j}) (8.49)
is an isomorphism η : P → P ′ that satisfies ηθj = θ′jη for all 1 ≤ j ≤ t and φ = η∗φ′η.
Warning 8.5.3. We have the identification Ph(R, G˜tm)(G˜m) = Ph(R, G˜t+1m ). This is
inconvenient since we no longer can identify a tuple (P, φ, {θj}, θ) ∈ Ph(R, G˜tm) ×
Aut(P, φ, {θj}) with an object of Ph(R, G˜t+1m ), as we did in the proof of Lemma
6.1.5. Indeed θ satisfies φ = θ∗φθ, whereas the θj satisfy φθj = θ∗jφ.
As before we can describe a category which is cofinal in Ph(R, G˜tm) and whose
objects are given in terms of matrices over R:
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Definition 8.5.4. Let St(R) be the category where an object is a string (n, {Aj}),
consisting of a non-negative integer n and -symmetric matrices (not necessarily
commutating) Aj ∈ S2n(R) for 1 ≤ j ≤ t such that all Ai(H)Aj are -symmetric
as well. A morphism (n, {Aj}) → (n′, {A′j}) only exists if n = n′ and is then given
by a matrix η ∈ O(R) that satisfies η∗A′jη = Aj for all j.
Proposition 8.5.5. The category St(R) may be identified with a subcategory of
Ph(R, G˜tm). Moreover the inclusion of categories is cofinal.
Proof. Let (P, φ, {θj}) ∈ Ph(R, G˜tm) be an object and consider Aj = φ ◦ θj . Then
Aj satisfies
A∗j = (φθj)
∗ = θ∗jφ
∗ = θ∗jφ = φθj = Aj (8.50)
If η : (P, φ, {θj}) → (P ′, φ′, {θ′j}) is a morphism, then it satisfies θ′jη = ηθj and
η∗φ′η = φ. If we set A′j = φ
′ ◦ θ′j we then have
η∗A′jη = η
∗φ′θ′jη = η
∗φ′ηθj = φθj = Aj (8.51)
This process can be reversed by setting θj = φ−1Aj for any string of -symmetric
isomorphisms Aj such that all the Aiφ−1Aj are -symmetric. Indeed, we compute
θiθj = φ
−1Aiφ−1Aj = φ−1(Ajφ−1Ai)∗ = 2φ−1Ajφ−1Ai = θjθi (8.52)
In other words, the functor
St(R)→ Ph(R, G˜tm)
(n, {Aj}) 7→ (H(Rn), {H−1Aj})
η 7→ η
(8.53)
is an inclusion onto the subcategory of those objects (P, φ, {θj}) ∈ Ph(R, G˜tm) that
satisfy (P, φ) = H(Rn) for some n. The verification of cofinality works as before.
Corollary 8.5.6. Let R be a ring with involution such that 2 is invertible. Then the
inclusion functor above induces homotopy equivalences
〈
S0(R), S1(R)
〉+ → GW (R, G˜∧1m ) (8.54)
Proof. We first apply Lemma 4.5.1. Moreover Proposition 4.5.2 holds if we replace
Gm by G˜m.
Lemma 8.5.7. The category
〈
S0(R∆·), S1(R∆·)
〉
is group complete.
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Proof. Let A be any -symmetric matrix. By [BL08, Lemma 4.5.1.9] there exists an
elementary matrix Q such that
Q∗(M ⊕−M−1)Q = H (8.55)
Therefore
pi0
〈
S0(R∆·), S1(R∆·)
〉
(8.56)
is a group.
Lemma 8.5.8. The inclusion
S(R∆·) =
〈
Ob(S0(R∆·)),Ob(S1(R∆·))
〉→ 〈S0(R∆·), S1(R∆·)〉 (8.57)
is a homotopy equivalence.
Proof. The statement follows as in Lemma 7.4.2. The only change is in the proof of
the analogue of Lemma 7.5.3. Here, the functor H (cf. (7.25)) is instead defined as
H :
〈
S0, (A⊕ S0)(G˜1m)
〉
×∆1 →
〈
S0, (A⊕ S0)(G˜1m)
〉
(d, S, {θj}, λ) 7→ (d, φ∗A⊕ S, {(λ∗M + 1)∗(1 + θj)(λ∗M + 1)})
(φ, [T, α]) 7→ (φ, [T, 1 + α])
(8.58)
Everything else remains unchanged.
Theorem 8.5.9. Let R be a regular, local ring with involution such that 2 is invert-
ible. Then there are homotopy fibration sequences of the form
Ω−1GW [2n](R∆·, G˜∧1m )
U−→ GW [2n+1](R∆·)→ GW [2n+1]0 (R∆·), (8.59)
where U is the element of GW [1]1 (G˜m) represented by the symmetric matrix U ∈
Gl1(G˜m) = Gl1(k[U,U−1]) (cf. Proposition 8.4.4).
Proof. The existence of the homotopy fibration sequence follows directly from Corol-
lary 8.4.2 and the results of this section. It remains to show that the map defined
in 8.4.4 coincides with multiplication by U ∈ GW [1]1 (G˜m). Consider the following
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diagram, similar to that in the proof of Proposition 6.2.2:
S1 ∧ S0 ∧GW [2n](R, G˜m)
1∧e∧1

= // S1 ∧GW [2n](R, G˜m)
f∧1

S1 ∧GW [0](G˜m, G˜m) ∧GW [2n](R, G˜m) //
1∧τ

GW [1](G˜m) ∧GW [2n](R, G˜m)
τ

S1 ∧GW [2n](R, G˜m) // GW [2n+1](R)
(8.60)
where e identifies the element of GW [0]0 (G˜m, G˜m) that is represented by the “identity”
morphism
(G˜m, U)→ (G˜m, U)∗ = (G˜∗m, U∗) (8.61)
and f detects the element U ∈ GW [1]1 (G˜m). The upper square is commutative as
before and the vertical compositions are the identity and multiplication by U , re-
spectively.
The vertical maps in the lower square are by definition induced by the tensor
product of the underlying categories. By Lemma 8.5.8 the horizontal maps are
also determined by their behaviour on objects. Let [(X, θ), φ] ∈ Fh(G˜m, G˜m) and
[(Y, η), ψ] ∈ (−1)nFh(R, G˜m). We compute for the composition along the upper right
corner:
[(X, θ), φ]⊗ [(Y, η), ψ] 7→ [X,φθ, φ]⊗ [(Y, η), ψ] 7→ [X ⊗ (Y, η), φθ⊗ψ, φ⊗ψ] (8.62)
And along the lower left corner:
[(X, θ), φ]⊗[(Y, η), ψ] 7→ [(X⊗(Y, η), θ⊗1), φ⊗ψ] 7→ [X⊗(Y, η), (φ⊗ψ)◦(θ⊗1), φ⊗ψ]
(8.63)
This concludes the proof.
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Chapter 9
The spectral sequence and open
questions
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9.1 From towers to spectral sequences
In this section we quickly recall how a tower of topological spaces (spectra) can give
rise to a spectral sequence.
Definition 9.1.1. A spectral sequence is a collection of tri-graded abelian groups
Ep,qr together with differentials
dr : E
p,q
r → Ep+r,q−r+1r (9.1)
and isomorphisms
E∗,∗r+1 ∼= H(E∗,∗r , dr). (9.2)
Here the index r ranges over positive integers and p, q over all integers.
Definition 9.1.2. An exact couple is a pair of bi-graded abelian groups (C,A)
together with three maps f, g and h, such that the following diagram is commutative
and exact.
A
f // A
g
C
h
__ (9.3)
Let (C,A) be an exact couple. Define d = g ◦ h : C → C. The composition d2 =
g ◦ h ◦ g ◦ h is trivial, since the couple is defined to be exact. We can hence form the
quotient
C ′ = Ker(d)/Im(d). (9.4)
The map h : C → A induces a map h′ : C ′ → Im(f) := A′ by [x] 7→ h(x). Two
representatives x and x′ of the class [x] differ by an element d(y) for some y ∈ C.
Since we have Im(d) = Im(gh) ⊆ Im(g) = Ker(h), h′ is well defined. Moreover,
any representative x is in the kernel of d. In particular, h(x) ∈ Ker(g) = Im(f).
Analogously, the map g : A → C induces a map g′ : A′ → C ′. This is a bit more
complicated. Let x ∈ A′, then we may pick a preimage y with f(y) = x. The
image g′(x) is then defined to be [g(y)] ∈ C ′. If y′ is another preimage of x, then
y−y′ ∈ Ker(f) = Im(h) and thus g(y−y′) ∈ Im(gh) = Im(d). Hence, the definition
of g′ is independent of the choice of y. Finally f : A→ A induces a map f ′ : A′ → A′.
Here, we simply define f ′ = f |A′ .
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It is straightforward to check that the diagram
A′
f ′ // A′
g′~~
C ′
h′
`` (9.5)
is again exact and commutative.
Definition 9.1.3. Let (C,A) be an exact couple. The exact couple (C ′, A′) =:
(C(1), A(1)) is called the derived couple of (C,A). Inductively, we define the r-th
derived couple by (C(r), A(r)) := ((C(r−1))′, (A(r−1))′) for r ∈ N.
Definition 9.1.4. Let (C,A) be an exact couple. We define a spectral sequence
(Ep,qr , dr) by setting Er = C(r) and dr = g(r) ◦ h(r) : Er → Er. The condition
E∗,∗r+1 ∼= H(E∗,∗r , dr) is then immediate from the construction.
Definition 9.1.5. A tower of topological spaces (spectra) is a sequence of spaces
(spectra) W j for j ∈ N0 together with maps f j : W j+1 → W j for all j. If further
there exist spaces Bj such that there are homotopy fibration sequences
W j+1
fj−→W j → Bj (9.6)
then the Bj are considered part of the data. The tower can then be depicted as
· · · //W 2

//W 1

//W 0

B2 B1 B0
(9.7)
Proposition 9.1.6. Given a tower of topological spaces as in Definition 9.1.5, then
the assignment Ap,q = pip(W q) and Cp,q = pip(Bq) yields an exact couple (C,A) and
therefore a spectral sequence, the so-called homotopy spectral sequence of the tower.
This spectral sequence converges to pip(W 0).
Proof. For a discussion of convergence of spectral sequences see [Boa99, Theorem
6.1]. The reason for convergence here is that the tower is bounded from above.
9.2 The spectral sequence for K-theory
By the first part of Theorem 6.1.1 there is a tower as in Definition 9.1.5, with
W t = Ω−tK(R∆∗,G∧tm ) (9.8)
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and
Bt = Ω−t|d 7→ K0(R∆d,G∧tm )|. (9.9)
Theorem 9.2.1 ([Sus03, Theorem 6.1]). Let X = SpecR be a smooth semilocal
scheme, essentially of finite type over a field F . Then there exists an isomorphism
pit−s|d 7→ K0(R∆d,G∧tm )| ∼= Hs(X,Z(t)) (9.10)
After a suitable index shift we conclude
Corollary 9.2.2. Let X = SpecR be a smooth semilocal scheme, essentially of finite
type over a field F . Then there exists a spectral sequence of the form
Ep,q2 = H
p−q(X,Z(−q))⇒ K−p−q(R). (9.11)
Theorem 9.2.3 ([MVW06, Theorem 5.1] ). Let k be a field. Then there exists an
isomorphism
E0,−p2 = H
p(k,Z(p)) ∼= KMp (k) (9.12)
9.3 The spectral sequence for hermitian K-theory
9.3.1 Even shifts
By the second part of Theorem 6.1.1 there is a tower as in Definition 9.1.5, with
W t = Ω−tGW [2n](R∆∗,G∧tm ) (9.13)
and
Bt = Ω−t|d 7→ GW [2n]0 (R∆d,G∧tm )|. (9.14)
Corollary 9.3.1. Let R be a regular ring with involution such that 2 is invertible.
Then there exists a spectral sequence of the form
[2n]E
p,q
2 = pi−p|d 7→ GW [2n]0 (R∆·,G∧(−q)m )| ⇒ GW [2n]−p−q(R) (9.15)
9.3.2 Odd shifts
Most results in the section remain conjectural:
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Question 1. Does Theorem 8.5.9 generalise to form a full tower for hermitian K-
theory in odd shifts and for all local rings with involution R such that 2 is invertible?
In other words, are there homotopy fibration sequences of the form
Ω−1GW [2n−k](R∆·, G˜∧k+1m )→ GW [2n+1−k](R∆·, G˜∧km )→ GW [2n+1−k]0 (R∆·, G˜∧km )?
(9.16)
As a consequence there would be a tower as in Definition 9.1.5, with
W t = Ω−tGW [2n+1−t](R∆∗, G˜∧tm ) (9.17)
and
Bt = Ω−t|d 7→ GW [2n−t]0 (R∆d, G˜∧tm )|. (9.18)
and further, the answer to the following question would be affirmative.
Question 2. Is there a spectral sequence of the form
[2n+1]E
p,q
2 = pi−p|d 7→ GW [2n+1+q]0 (R∆·, G˜∧(−q)m )| ⇒ GW [2n+1]−p−q (R)? (9.19)
9.3.3 Connection to Milnor-Witt K-theory
Question 3. Are there isomorphisms
KMWp (k)
∼= [p]E0,−p2 =
pi0|d 7→ GW
[p]
0 (k∆
·,G∧pm )| if p even
pi0|d 7→ GW [0]0 (k∆·, G˜∧pm )| if p odd
? (9.20)
We conclude with a discussion of [p]E
0,−p
2 for small p. To this end recall first that
there is a natural homomorphism
KMW∗ (k)→ GW [∗]∗ (k) (9.21)
that is an isomorphism in degree 0 and 1 by construction, in degree 2 by a result of
Suslin [Sus87, §6], and in degree 3 by a result of Asok and Fasel [AF14]. The second
reference also contains an explicit construction of this map. Furthermore we know,
for example by [Sch12, Corollary A2], that there are isomorphisms
GW
[2]
∗ (R) ∼= KSp∗(R) (9.22)
In degree 2, the latter group can be given explicitly as the universal central extension
of the elementary symplectic group
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0→ KSp2(R)→ StSp(R)→ ESp(R)→ 0 (9.23)
(See [KM70, Theorem 1] for the statement, and the preceding sections in the same
source for the notation.)
• p = 0: By definition we have
[0]E
0,0
2 = GW
[0]
0 (k)
∼= KMW0 (k) (9.24)
• p = 1: By the result of Section 8.5 and by Proposition 8.4.6 we observe
[1]E
0,−1
2 = pi0|d 7→ GW [0]0 (k∆·, G˜∧1m )| ∼= pi0S(R∆·) ∼= GW [1]1 (k) ∼= KMW1 (k)
(9.25)
• p = 2: We will construct a homomorphism
[2]E
0,−2
2 = pi0|d 7→ GW [2]0 (k∆·,G∧2m )| → KSp2(k) ∼= KMW2 (k) (9.26)
First, take any two commuting matrices X and Y in the elementary symplectic
group ESp(k). We may choose lifts x and y of X and Y , respectively, in the
symplectic Steinberg group StSp(R). Now the commutator [x, y] represents an
element in KSp2(k), and because the Steinberg group is central, this element
does not depend on the lift. Moreover, it is easy to see that this construction
is invariant under base-changes, and that a pair (X,Y ) is lifted to the trivial
element, whenever one of them is the identity matrix.
Now let (A,B) be two commuting symplectic matrices, representing an element
of pi0|d 7→ GW [2]0 (k∆·,G∧2m )|. The matricesA A−1
1
 and
B 1
B−1
 (9.27)
are elementary and we can associate an element of KSp2(k) as above. It
remains to show that this construction yields the same element for two pairs
(A,B) and (A′, B′) that are polynomially homotopic, for then we have defined
a well-defined group homomorphism:
pi0|d 7→ GW [2]0 (k∆·,G∧2m )| → KSp2(k) (9.28)
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Hence assume that there is a pair (A(T ), B(T )) of commuting matrices in
Sp(k[T ]) that specialises to (A,B) and (A′, B′) for T = 0 and T = 1, respec-
tively. Now the pair (A(T ), B(T )) can be lifted to an element of KSp(k[T ]) ∼=
GW
[2]
2 (k[T ]). By homotopy invariance the two induced maps
GW
[2]
2 (k[T ]) ⇒ GW
[2]
2 (k) (9.29)
coincide. We are done.
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