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Who does not know physics? Everybody started to learn it in junior high school.
From physics we get a lot of information. Physics explains many different phenomena
that we observe [1]. For example, it helps us to describe how the earth rotates, how a
rocket flies in the sky, how people keep their feet on the ground and so on [2]. Most
of these phenomena can be observed directly with the aid of a simple instrument [3]
and are commonly described by what is called “classical physic”.
The development of classical physics started in the eighteenth century [4] with
several scientists such as Newton, Lagrange, Hamilton, and many others [5]. Many
remarkable ideas in physics were born then. For example Newton’s theory of gravi-
tation, Michael Faraday’s magnetic field theory, Maxwell’s theory of electrodynamics
and many others. Several decades later, a few limitations of the classical physics
theory were found [6, 7]. The theory faced a deadlock in studying microscopic objects
which cannot be examined directly [8]. For instance, it was difficult to measure a mi-
croscopic object, it was difficult to decide whether light consist of waves or particles,
it was difficult to describe the behavior of particles on the atomic scale, etc. These
difficulties triggered the development of an alternative theory which is now known as
quantum theory and describes the world in more detail, beyond the scope of direct
observation [9].
Quantum theory emerged in the late 1800’s. As this theory was being developed,
the need to explore the microscopic world in more detail became clear. In 1887, Hertz
discovered that a metallic surface was capable of emitting electrons when light of very
short wavelength fell on it. In 1913, Bohr proposed his model of an atom, a neutron
in its nucleus and electrons moving around it. Afterwards many experiments focused
on the atomic scale. However, in the early development of quantum theory many
of physical interpretations in this theory were still a part of gedanken experiments.
Which means these experiments could be explained by the theory but it was difficult
to perform the experiments in the laboratory, hence the name “thought experiment”.
For example, just to name a few, there are the Einstein’s Box (EB), the Einstein-
Podolsky-Rosen (EPR), the delay choice experiment and many others. Much earlier,
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Fig. 1: Physics has been divided into theoretical physics which uses mathematical
analysis to describe the phenomena of physics, experimental physics which observes
the phenomena in the real world and computational physics which builds computer
models to investigate the physical properties.
the physical nature of light. Sir Isaac Newton assumed that light consists of group
of particles “corpuscles” [10]. On the other hand Christian Huygens believed that
light is a wave phenomenon. Both of them explained the nature of light in different
ways [11]. Newtonian corpuscle theory states that particle of light do not interact
with each other as in reality two beams of light can pass through one another without
affecting each other. While Huygensian wave theory describes that the wave of light
obeys the principle of superposition, in reality the total wave of light is sum of waves
from two individual beams. In 1801 Thomas Young performed double-slit experiment
which seemed to support the Huygens’ wave theory. In 1924 Louis De Broglie proposed
that the electron also has wave particle properties. Later on, electrons were also used
in the double-slit experiment to study the interference effect. To explain the results
of this experiment, within quantum theory the concept of “particle-wave duality”
was introduced [12] to explains that light behaves not only as a wave, but also as a
collection of particles [13–15]. A few years later, the double-slit experiment was done
with a strongly attenuated beam light, essentially “individual” photons. The double-
slit experiment with photons shows an interference pattern after a large numbers of
these particles are counted by detector. Thus the photon is shown to exist as distinct
entity [16]. Actually the phenomena in the double-slit experiment are much easier
to analyze in an interferometer, such as the Mach-Zehnder interferometer. Here the
beam is guided from one point to another, split apart or recombined as needed, and
when the two beam recombine into one, the result may show an interference pattern.
Other evidence of wave-particle duality comes from other experiments. In 1974, Rauch
and coworkers successfully demonstrated the observation of an interference pattern
in a neutron interferometer experiment [17]. Ten years later, this experiment was
3extended. An attenuator was placed in the one of the two beams paths, to get
information of the neutron position in the interferometer and the interference at the
same time [18].
Until today, quantum theory has proven to work extraordinarily well is describing
many different observed phenomena. Nevertheless the quantum theoretical descrip-
tion has nothing to say about what is happening event-by-event or one-by-one in the
quantum experiment [19, 20]. Let us take the example of the Mach-Zehnder interfer-
ometer (MZI) experiment. In the MZI experiment, quantum theory cannot explain
how the individual clicks of the detector build up the interference pattern; it can only
explain the final result.
0.2 Computer simulation approach
Experiment, theory and computation are the three major approaches to explore the
physical systems [21, 22]. The experimental method which was born in the early
stage of modern Europe, systematically observes the physical phenomenon in order
to gather data or information from the system. The experiment is also done to check
the existing physical theories. A lot experiments have been done by the physicists
not only to accumulate data and test theories but also to give some contributions for
a better world.
Contrary to the experimental approach, theoretical physics aims to describe ob-
served phenomena using mathematical models and abstraction [23]. The theory also
suggests and predicts the future phenomena using this mathematical modeling. Ac-
tually, theoretical physics existed a long before the experimental physics became com-
mon practice. Many Greek natural philosopher, such as Democritus, Plato and Aris-
totles, were early practitioners of theoretical physics [24]. In that period, they made
a lot of contributions in the development of the atomic theory, but of course not in
the way Bohr and his followers did.
Computational physics on the other hand, provides a bridge between the exper-
imental and the theoretical physics [25]. Computational physics connects to experi-
mental results and theory by modeling the phenomena using the computer [26, 27].
Nowadays, computers are one of the important tools in physics to display experi-
ment results, to solve complex equations and to simulate experiments or a system.
Computer simulation has become a useful part of mathematical modeling of many
natural systems in physics (computational physics). Previously, a system was always
described in terms of a mathematical model to get an analytical solution of some
problems. Computer simulation uses algorithms and can combine the mathemati-
cal models and experimental data to provide detailed understanding of the behavior
of a system. Computer visualization, a technique for creating images, diagrams or
animations is the last part in this process and is often very helpful to get a deeper
understanding.
The standard procedure to build a computer simulation is to start from one or
more basic equations and then use the numerical algorithms to solve these equations.
This approach has been highly successful. But there are a number of physics problems,
very fundamental ones, for which this approach fails, simply because there are no basic
equations to start from [28]. One of the examples was mentioned in the previous sec-
tion: quantum theory has nothing to say about the contribution of individual events in
4the Mach-Zehnder interferometer experiment. In classical physics the notion of a tra-
jectory as the time evolution of position and velocities of all particles in the system is
valid and clear, but there is no such notion in quantum theory. The system is described
in term of a wave function ψ and probability density ψ∗ (r1, ..., rn, t)ψ (r1, ..., rn, t)
to observe the particles 1, . . . , n at their positions r1, . . . , rn at time t. Even if the
initial state was precisely defined in terms of this wave function, we can only know
the probability distribution rather than a precise trajectory. In the sense, the wave
function cannot be interpreted as a physical property of a single particle, let alone of
the collection of many particles.
In this thesis, we demonstrate that it is possible to construct an event-by-event
simulation of quantum interference phenomena. Even though the simulation approach
does not rely on the solution of the wave equation or uses concepts of quantum the-
ory [29, 30], it simulates the various components in the experiment such as particles,
beam splitter and detector. Without any change, this method can be used to simulate
the different experiments. It produces the same type of data as the data collected
in laboratory experiments. In fact, the simulation could be set up such that experi-
menter would be unable to distinguish between data recorded in a genuine experiment
and data provided by the simulation algorithm.
To avoid misunderstandings, we emphasize that the simulation method is not an
extension of quantum theory in any sense, nor it is a proposal for another interpre-
tation of quantum mechanics [31]. Instead the method describes the steps involved
to produce events in detail, a level of description about which quantum theory has
nothing to say.
0.3 Structure of the thesis
This thesis is structured as follows:
Chapter 1 discusses the details of event-by-event method. Although the method
does not rely on any concept of quantum mechanics, it is able to simulate the various
components in the experiment such as the photon, the beam splitter and the detector.
The event-by-event method is most easily described in terms of events, messages and
units that process these events and message. The method is illustrated by a simulation
of one beam splitter and the Mach-Zehnder interferometer. At the end, the simulation
results are compared with the data that are produced by the laboratory experiment.
Chapter 2: In this chapter, a computer simulation of the Mach-Zehnder interfer-
ometer experiment which includes an absorber is build using the same algorithm as
in Chapter 1. The absorber, and absorbing block of material or a periodic chopper is
placed in one of the two beam paths to attenuate the beam. The attenuation of the
beams enables us to get the information of the particle’s position in the interferome-
ter. The idea of this simulation came from an experiment of neutron interferometer
that was performed by H. Rauch and his coworkers. Eventually, the simulation results
are compared with the data from neutron interferometer experiment. The simulation
results show that the event-by-event method is able to produce the same output as
those obtained in neutron interferometer experiment.
Chapter 3: A computer simulation of an interferometer experiment which con-
sists of four beam splitters is presented [32]. This experimental configuration is an
5extension of the Mach-Zehnder interferometer experiment. To simulate the exper-
iment, a network that consists of four Deterministic Learning Machines (DLMs) is
constructed. The DLMs represents the four beam splitters in the real experiment. In
the four-beam-splitter experiment, the photon has three possible ways to reach the
detector. To get various combinations of different paths in the interferometer experi-
ment, several blocks are put in the corresponding arms. The simulation results show
that the total interference from various combinations of ways is zero, in agreement
with the quantum theoretical description of this experiment.
Chapter 4: The event-by-event method is used to simulate a quantum-controlled
delayed choice experiment. Also in this case the simulation model does not require the
knowledge of the solution of wave equation. The whole system reproduces the results
of quantum theory by generating events. The simulation shows that the quantum-
controlled delay choice experiment can be explained in terms of event or particle-like
processes only.
Chapter 5: A corpuscular simulation model for second-order intensity interference
phenomena is discussed. It is shown that both the visibility V = 1/2 (predicted for
two-photon interference experiments with two independent sources) and the visibility
V = 1 (predicted for two-photon interference experiments with a parametric down-
conversion source) can be explained in terms of a locally causal, modular, adaptive,
corpuscular, classical (non-Hamiltonian) dynamical system. Hence, there is no need to
invoke quantum theory to explain the so-called non classical effects in the interference
of signal and idler photons in parametric-down conversion. A revision of the commonly
accepted criterion of the non classical nature of light is needed.




Quantum theory, a branch of modern physics, describes the phenomena in the world
in the fundamental level. As an example, quantum theory can deal with the apparent
wave-particle duality at the atomic-scale, something which classical physics cannot do.
Although quantum theory describes the physical phenomena at the most fundamental
level, there are some basic experiments in quantum physics [33] that have not been
explained in the term of events which are observed and recorded in the experiments.
This means that the quantum theory cannot teach us about the essential processes
that give rise to the frequencies of events observed after many events have been
recorded [20]. Indeed, quantum theory has nothing to say about individual events.
Consider for an example, the arrival of a single electron at a certain position on
the detector screen. In the experiment the detection of events appears to be at
random, and although quantum theory provides a recipe to compute the frequencies
for observing events, it does not explain the occurrence of the events. Therefore, it is
not a surprise that within the framework of quantum theory, there is no algorithm to
perform an event-by-event simulation of quantum phenomena. Undoubtedly, we could
simply use pseudo-random numbers to generate events according to the probability
distribution that is obtained by solving the Schro¨dinger equation. But this does not
tell us about the basic processes that give rise to the frequencies of events observed
after many of these events have been recorded by a detector. Therefore, we may
wonder what kind of algorithm is needed to simulate event-based phenomena without
knowledge of the wave functions, i.e. the solution of the quantum theoretical problem.
Nowadays, computer simulation is a powerful methodology to model physical phe-
nomena [26]. Simulation helps us to study the behavior of physical systems in a way
that is complementary to theoretical and experimental physics. In this chapter, we
describe a simulation algorithm that does not rely on any concept of quantum me-
chanics [29, 30]. However, the simulation produces output data as obtained from
the real experiment. The simulation also gives information on the level of individual
8 Chapter 1. Simulation method
events. For instance, the simulation can produce the interference pattern in beam
splitter and Mach-Zehnder interferometer experiment with a single photon after a
certain number of individual events are counted by detector.
1.2 Event-by-event simulation
In this section, we will explain the event-by-event method in detail. This method is
most easily described in terms of events (corresponding to the e.g. the detection of
particles, such as photons), messages (the properties that are carried by an event, for
example the phase and polarization which are carried by photon) and the processing
units (correspond to the beam splitter) that process these events and messages. As we
mentioned previously, our simulation approach is not based on the knowledge of the
solution of the Schro¨dinger equation, but on using classical wave theory and quantum
particle concept. However the simulation approach reproduces the results of quantum
theory.
To illustrate the ideas of this event-by-event method, let us take a beam splitter
experiment as an example. In the simulation, every component such as the source, the
beam splitter and the detector in the laboratory experiment are taken into account
by the algorithm. Photons which are produced by a source are directed to the beam
splitter. An event occurs when the photon arrives at one of the input ports of the
beam splitter. The processing unit sends a message through an output port as a
response that is determined by the current state of the processing unit. The essential
feature of all these processing units is their ability to learn from the events they
process.
A processing unit that operates according to this principle will be referred to as a
Deterministic Learning Machine (DLM). By connecting an output channel to an input
channel of another DLM we can build a network of DLMs. Here photons (messenger
in our simulation) always keep their particle nature. The “wave” nature appears as
the result of the processing of the individual messages that takes place in the optical
components such as the beam splitter, wave plate, detector and so on.
1.2.1 Beam splitter
Figure 1.1 displays the schematic diagram of a DLM that simulates a beam splitter
(BS) event by event. The DLM has three stages; the first stage accepts incoming
messengers (particles) on input channel 0 and 1, the second stage or transformation
stage implements the specific function and the third stage which determines the output
channel 0 and 1 through which the messenger with a (modifies) message will be send
out.
Before we start the program, we initialize the internal two-dimensional vector
xi,n, where xi,0 ≥ 0 for i = 0, 1 and n ≥ 0 is labels the different events. We use
x0 = (x0,0, x1,0) = (r, 1−r), where x0,0+x1,0 = 1, and r is a uniform random number
in the interval [0, 1]. We also use other uniform random numbers in the interval
[0, 360] to generate the two angles ψ0 and ψ1. These angles are used to initialize the
register Y0 = (cosψ0, sinψ0) and Y1 = (cosψ1, sinψ1).
At the (n + 1)th event, the first stage (front-end) of a DLM receives a message
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Fig. 1.1: Diagram of an event-based processor that performs an event-by-event sim-
ulation of a single-photon beam splitter. The solid lines represent the input and
output channels of the beam splitter. The dashed lines indicate the data flow within
the processor.
channel 0 receives (cosφ0, sinφ0) with probability p0, the input channel 1 receives
(cosφ1, sinφ1) with probability p1 = 1− p0 if the photon arrives in the input channel
0 or 1. The first stage stores the message yn+1 in its internal register Yk = (Y0,k, Y1,k),
where k = 0(1) if the event occurs on the channel 0(1). The internal vector x is
updated according to the rule
xi,n+1 = αxi,n + 1− α, if i = k,
xi,n+1 = αxi,n, if i 6= k, (1.1)
where 0 ≤ α ≤ 1 is a parameter that controls the speed of learning process. When
we use a relative large value of α, the DLM will need a longer time to learn, but the
benefit is that we will get results with a high precision. By constructing xi,n+1 ≥ 0 for
i = 0, 1 and x0,n+1+ x1,n+1 = 1 with each update. Thus, the rule Eq. (1.1) preserves
the constraints on the internal vector. Obviously, these constraints are necessary if
we want to interpret the xk,n as the probability that an event of type k occurred.
In the second stage (transformation stage), the input values which are stored in
the internal register Y0, Y1, x are transformed according to the rule







































The third stage of DLM in Fig. 1.1 is called back-end. It responds to the input




















through output channel 0 if w20,n+1+w
2
1,n+1 > r, where 0 < r < 1 is another uniform




















through output channel 1. For internal consistency of the simulation method, it is
necessary to replace wn+1 by wn+1/ ‖wn+1‖ or zn+1 by zn+1/ ‖zn+1‖ such that the
output messages are represented by a unit vector.
Having explained the operation of DLM, we will now demonstrate how it acts as
a beam splitter. According to quantum theory, the probability amplitude (b0, b1) of























where the presence of photons in the input modes 0 or 1 are represented by the










the input amplitudes a0 =
√
p0e
iψ0 and a1 =
√
1− p0eiψ1 in quantum theory. By












































This shows that the transformation in the second stage of DLM plays the role of
the matrix-vector multiplication in Eq. (1.7). From Eq. (1.7). It follows that the
intensities recorded by detector N0 and N1 are given by
|b0|2 = b∗0b0 =
1 + 2
√
p0 (1− p0) sin (ψ0 − ψ1)
2
, (1.9)
|b1|2 = b∗1b1 =
1− 2√p0 (1− p0) sin (ψ0 − ψ1)
2
. (1.10)
There is another instructive way to do the analytical calculation. Let us consider
the beam splitter in Fig. 1.1 where the single photon travels from either a0 or a1,
never from both sides simultaneously. The single photon will end-up either in b0 or
b1. In quantum mechanics we can write the operation of the beam splitter as follows




(|b0〉+ i |b1〉) ,
|a1〉 → 1√
2
(|b1〉+ i |b0〉) , (1.12)
For simplicity, we assume that the beam splitter is completely symmetrical (50-50).
This means that a wave experiences a phase shift of pi/2 on reflection relative to
transmission, as indicated by the phase factor i in Eq. (1.12)[34]. By substituting
Eq (1.12) into Eq (1.11) we get
a0 |a0〉+ a1 |a1〉 → (a0 + ia1)√
2
|b0〉+ (a1 + ia0)√
2
|b1〉 , (1.13)
Finally, to get the probability to find photon in b0 or b1, we multiply each part












1− 2√p0 (1− p0) sin (ψ0 − ψ1)
2
. (1.14)
which agrees with Eq (1.9) and (1.10), respectively. This alternative derivation creates
the impression that we may regard each single photon as tiny wave packet that splits
at the beam splitter. But this picture is a little bit misleading: We always detect a
whole particle, not a part of it. Nevertheless, as long as we do the quantum mechanical
calculation correctly, the answers of both calculations are the same, indicating that
the quantum theory does not provide answers of what actually happens.
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Fig. 1.2: Diagram of a detector in event-based simulation approach. The dashed lines
illustrate the data flow within the processing unit.
1.2.2 Messenger
In the event by event simulation, each photon acts as a messenger which carries an
internal clock. The internal clock rotates with frequency f . When the messenger is
created its clock time is set to zero. Later, the clock moves with time t modulo the
period 1/f . The message which carries the internal clock is represented by a two-
dimensional unit vector en = (e0,n, e1,n) = (cosφn, sinφn), where the subscript n > 0
labels the successive message, φn = 2piftn, where tn is the time-of-flight of the n−th
messenger.
1.2.3 Source
As described previously, the photons which are created by a single-photon-source
are considered as messengers. To demonstrate that interference appears through the
processing of many individual events and not because of “communication” between
particles, before creating the next messenger, in the simulation, the source is waiting
until the previous message has been processed by a detector. This assures that there
is no direct information exchange between the messengers.
1.2.4 Photon detector
Next, we will construct a processing unit that acts as a detector for individual mes-
sages. Figure 1.2 shows the schematic diagram of a single photon detector. Again,
there are three stages in the diagram. The first stage consists of a DLM. In the input
channel, DLM receives the kth message which is represented by two-dimensional vec-
tor en = (cosφn, sinφn). As for the nth message, we write pn = (p0,n, p1,n) to denote
the value of this vector. When the DLM receives the n−th message, the internal
vector is updated according as follows:
pn = αpk−1 + (1− α)en, (1.15)
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where 0 < α < 1 and n > 0. The update rule Eq. (1.15) shows that the first stage
learns from the incoming messages in a deterministic way. If α 6= 0, a machine that
operates according to the update rule Eq. (1.15) exhibits memory.
In the second stage, the information which is stored in the internal vector is used
to decide whether or not to generate a click. The machine generates a binary output
signal Sn using the threshold function
Sn = Θ(p
2
n − rn), (1.16)
where Θ(.) is the unit step function and 0 ≤ rn < 1 is a uniform pseudo-random
number. Note that in contrast to the experiment, in a simulation, we could register
both the Sn = 0 and Sn = 1 events such that the number of output messages equal
the sum of the Sn = 0 and Sn = 1 detection events. In the experiment it cannot
be known if a photon has gone undetected, and therefore we discard the information
about the Sn = 0 detection events in our future analysis.





where n is the number of messages received, N is the control of the number of one’s
generated by the machine.
1.2.5 Parameter α
From Eq. (1.15), we see that the parameter α plays an important role as it controls
the speed of learning. Moreover, the difference between a constant input to DLM and
the learned value of its internal variable cannot be smaller than 1−α. In other words,
α also limits the precision in which the internal variable can represent a sequence of
constant input values. On the other hand, the number of events n has to balance the
rate at which the DLM can forget a learned input value. The larger α is, the larger
number of events has to be for the DLM to adapt to changes in the input data.
1.3 Mach-Zehnder interferometer experiment
A Mach-Zehnder interferometer (MZI) is a simple device which consists of a photon
source, two beam splitters, two mirrors, phase shifters and detectors [34, 35]. The
diagram of Mach-Zehnder Interferometer is showed in Figure 1.3. By connecting two
DLMs (Fig. 1.1), we build a simulation model of the Mach-Zehnder interferometer.
The photon is emitted by a source (not shown) to BS1. After passing BS1 the photon
takes one of the two possible paths, denoted by 0 or 1. The photon passes BS2 and
adds to the count N2 or N3 if it appears in path 0 or 1, respectively.
































Fig. 1.3: Diagram of a DLM network that simulates a single-photon Mach-Zehnder
interferometer on event-by-event basis. The DLM network consist of two beam split-
ters devices and two passive devices R(φ0) and R(φ1) that perform plane rotations by
φ0 and φ1, respectively. The number of events Ni in channels i = 0, ..., 3 correspond
to the frequency for finding a photon in the corresponding arm of the interferometer.
where b0 and b1 are given by Eq. (1.7). In Eq. (1.18), the entries e
iφj for j = 0, 1
implement the phase shifts that result from the time delays on the corresponding










(|b3〉+ i |b2〉) , (1.19)











(a1 + ia0)− e
iφ0
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Fig. 1.4: Simulation result for the beam splitter shown in Fig. 1.1. Input channel 0 re-
ceives (cosψ0, sinψ0) with probability p0. Input channel 1 receives (cosψ1, sinψ1)with
probability p1 = 1− p0. Each data point represents 10000 events (N0+N1 = 10000).
After each 10000 events, two uniform random number in the range [0,360] are used to
choose the angles ψ0 and ψ1. Markers give the simulation results for the normalized
intensity N0/(N0 + N1) in output channel 0 as a function of φ = ψ0 − ψ1. Aster-
isks: p0 = 1; open squares: p0 = 0.5; bullets: p0 = 0.25. Lines represent the results
from analytical calculation. The only adjustable parameter in the simulation model
α = 0.25.
In the experiment we know that the photon always enters from input port 0, so that
the (p0, p1) = (a0, a1) = (1, 0). Finally, the counts in paths 0 and 1 are given by
N2 = N |b2|2 = N sin2 φ
2




In this section we aim to shown that our event-by-event method can produce the data
as recorded in the experiment and as predicted by the quantum theory. By using



















Fig. 1.5: Simulation result for the beam splitter shown in Fig. 1.1. Input channel 0 re-
ceives (cosψ0, sinψ0) with probability p0. Input channel 1 receives (cosψ1, sinψ1)with
probability p1 = 1− p0. Each data point represents 10000 events (N0+N1 = 10000).
After each 10000 events, two uniform random number in the range [0,360] are used to
choose the angles ψ0 and ψ1. Markers give the simulation results for the normalized
intensity N0/(N0 + N1) in output channel 0 as a function of φ = ψ0 − ψ1. Aster-
isks: p0 = 1; open squares: p0 = 0.5; bullets: p0 = 0.25. Lines represent the results
from analytical calculation. The only adjustable parameter in the simulation model
α = 0.98.
deterministic learning machines, we present the simulation results of one beam split-
ter and Mach-Zenhder Interferometer experiment as performed using a single-photon
source. In each simulation, input channel 0 receives (cosψ0, sinψ0) with probability
p0 and input channel 1 receives (cosψ1, sinψ1) with probability p1 = 1− p0.
1.4.1 One beam splitter
Figures. 1.4 and 1.5 show the simulation results of a beam splitter experiment. Input
channel 0 receives (cosψ0, sinψ0) with probability 1. Each data points represents
10000 events. The data shows the normalized intensity N0/(N0 +N1) in the output
channel 0 as function of φ = ψ0−ψ1. The simulation results of Fig. 1.4 are generated
with α = 0.25. Furthermore, Fig. 1.5 is a simulation result obtained with α = 0.98.
The solid lines represent the results from analytical calculation.
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From these results, we conclude that the parameter α is very important to control
the precision. For a fixed number of events, decreasing α leads to an increase of
systematic deviations from the wave-theoretical results. For instance, if α = 0.25,
the maximum normalized intensity (at φ=90) in output channel 0 is about 0.8. This
is easy to understand: in the event-by-event approach, interference is the result of
learning by the DLM. If α is close to unity, the DLM learns slowly but accurately.
If α decreases, the DLM can adapt faster to the changes of the input data but it
also forgets faster. For very small α, xn is always close to (1, 0)
T or (0, 1)T and it
becomes impossible to mimic the interference effects accurately. Obviously, in the
event-by-event method, interference is the result of learning.
1.4.2 Mach-Zenhder interferometer experiment
The simulation results of Mach-Zenhder interferometer experiment are shown in
Fig. 1.6. Input channel 0 receives (cosψ0, sinψ0) with probability one and input chan-
nel 1 receives no events. In quantum theory, this assumption correspond to having am-







= (cosψ0 + i sinψ0, 0) in the wave picture.
We generate a uniform random number in the interval [0,360] to determine the value
of ψ0. The data points represent 10000 events, where N0 +N1 = N2 +N3 = 10000.
Initially the rotation angle φ0 = 0 and after each 10000 events, φ0 is increased by 10
◦.
We plot the normalized intensity as the function of φ, where φ = φ0 − φ1. The lines
represent the results of quantum theory. The simulation results show that the event-
based simulation reproduces the probabilities of quantum theory for Mach-Zehnder
interferometer experiment. Figure (1.6) shows that N2 and N3 are proportional to
cos2 φ/2 and sin2 φ/2, respectively.
1.5 Discussion
We have discussed a new method to build an algorithm to simulate quantum process
without solving the Schro¨dinger equation. The application of the method is showed by
simulation results of a single-photon beam splitter and Mach-Zenhder interferometer
experiment. The result show the same probability distribution as predicted by the
quantum theory. The essential feature of this method is the processing unit that has
learning capability and work in event-by-event manner only.
Appendix
Deterministic Leaning Machine
In this section, we consider a DLM that updates its internal state such that it rep-
resents the average data contained in the input messages. Specifically, we consider
messages contained as data d-dimensional unit vectors vk (Euclidean norm ‖vk‖ = 1)
and a DLM with an internal state represented by a d-dimensional vector xk.
The state of the DLM is updated according to the rule
xk = αxk−1 + (1− α)vk, (1.22)
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where 0 < α < 1 and Euclidean norm of the initial internal state is assumed to satisfy
‖x0‖ ≤ 1. The formal solution of Eq. (1.22) reads,
xk = α




for all 0 ≤ k′ < k.
From Eq. (1.23) it immediately follows that ‖xk‖ ≤ αk‖x0‖ + 1 − αk ≤ 1 for
all k ≥ 1, meaning that the vectors representing the internal state of the DLM can
never leave the d-dimensional sphere of radius one. In other words, the update rule
Eq. (1.23) defines a numerically stable iterative procedure.
Note that the amount of internal storage that this DLM uses is “as large” as
the storage needed to represent the data contained in a single message and that the
last term Eq. (1.23) has the structure of a convolution of the input data vj and a
“memory” kernel αj .
From the formal solution Eq. (1.23) and the fact that the sequence {v1,v2, · · · ,vK}
is finite in practice, and the usual trick to assume a periodic continuation of the se-
quence, we have
xmK = α














and m ≥ 0. From Eq. (1.24) we find
xmK = α
mKx0 + (1− α)1− α
mK





















From Eq. (1.28), we conclude that as α → 1− the internal vector converges to the
time average of the vectors v1,v2, · · · ,vK .
Some analytical insight into the behavior of this DLM can be obtained by assuming
that xk and vk are the values of time-dependent vectors x(t) and v(t) sampled at
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regular time intervals τ . If x(t) allows a Taylor series expansion, we may write xk =
x(τk), xk−1 = x(τk) − τdx(t)/dt|t=τk + O(τ2) such that the update rule Eq. (1.22)









In order that Eq. (1.29) makes sense for τ → 0, we must have limτ→0(1−α)/τα = Γ.
This requirement is trivially satisfied by putting α = 1/(1 + τΓ). Then Eq. (1.29)
takes the form of the first-order linear differential equation
dx(t)
dt
= −Γx(t) + Γv(t). (1.30)
The formal solution of Eq. (1.30) reads




As in Eq. (1.23), the last term Eq. (1.31) has the structure of a convolution of
the input data v(u) and the memory kernel e−uΓ. From the derivation of Eq. (1.30),
it follows that if we interpret τ as the time interval between two successive messages
and let τ approach zero, then α = 1/(1+τΓ) approaches one and the DLM defined by
the update rule Eq. (1.22) “solves” the differential equation Eq. (1.30). Therefore, we
may view Eq. (1.30) as a course-grained, continuum approximation to the discrete,
event-by-event process defined by Eq. (1.22).
As an illustration of how this DLM can be used, we consider two simple cases:
1. A DLMwith one input port receiving messages represented by a two-dimensional
unit vector vk. According to Eq. (1.28), after the DLM has received enough
events such that it reached its stationary state, its internal state represents the
time average of the events, that is we have xK ≈ K−1
∑K
k=1 vk of α
< 1. In
Fig. 1.7, we present some simulation results for different random vectors vk. In
all cases, the internal state shows the expected behavior, namely it converges to
the time-average of the input data. It is important to note that the DLM does
not use of keep information about the total number of events.
2. A DLM that receives messages (the precise content of which is of no importance
here) on either input port “0” or input port “1” (but never on both ports
simultaneously) and has its initial state set such that x1,0 + x2,0 = 1. Then,
setting vk = (1, 0) (vk = (0, 1)) if the message arrives thought port 0 (1), it
follows directly from Eq. (1.28) that x1,k + x2,k = 1 for all k ≥ 1 and that as
a result, the internal state of the DLM will converge to the relative frequencies
with which the messages arrive on ports 0 and 1. Some illustrative simulation
results are presented in Fig. 1.8, showing that this DLM can be employed to
estimate from a time series of two different types of events, the relative frequency
of these events.
In Fig. 1.9 we show simulation results for the internal vector xk as the function of
number events k. At the beginning, we set the input message ek = (1,−1)/
√
2 and
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after some number of k events, the value of the internal vector xk is constant and
approximately [0.7,−0.7]. At the k = 1001th event, we change the input message to
be ek = (−1, 1)/
√
2. Then, again after some number of events, the value is constant
within in range is constant and approximately [−0.7, 0.7]. The dashed line gives the
evolution of the internal vector xk with α = 0.50, while the solid line shows the
evolution of the internal vector xk for α = 0.99. From Fig. 1.9 it is clear that if the
value of α is higher, then the learning process is slower.
In Figs. 1.7 and 1.10 we present simulation results for internal vector xk =
x1,k, x2,k of a DLM that has two inputs port to receive the message. In Fig. 1.10, we
can see that at although the learning process of α = 0.99 is slower than for α = 0.95,
the former gives more accurate results.
For later applications, it is of the utmost importance that these DLMs can es-
timate averages without having to count the total number of events (which in real
experiments is not known). From Figs. 1.7, 1.9, 1.8, and 1.10, it is also clear that it




















Fig. 1.6: Simulation results for the DLM-network. Input channel 0 receives (cosψ0,
sinψ0) with probability one. A uniform random number in the interval [0,360] is
used to choose the angle ψ0. Input channel 1 receives no events. Each data point
represent 10000 events (N0 + N1 = N2 + N3 = 10000). Initially the rotation angle
φ0 = 0 and after each 10000 events, φ0 increase by 10
o. Markers give the simulation
results for the normalized intensities as a function of φ = φ0 − φ1. The asterisks:
N0/(N0+N1); bullets: N2/(N2+N3); open squares: N3/(N2+N3) for φ1 = 0
o; solid
squares: N2/(N2 + N3) for φ1 = 30
o; solid triangles: N2/(N2 + N3) for φ1 = 240
o;
open triangles: N3/(N2 +N3) for φ1 = 300
o. Lines represent the results of quantum
theory.













Fig. 1.7: The two component of the internal vector xk = x1,k, x2,k as a function of
the number of received events k for four different input messages ek = (1,−1)/
√
2
(dashed-dot lines), ek = (r
1/2
k , (1 − rk)1/2) (lines), ek = (cospirk,− sinpirk) (dot),
ek = (cos 2pirk, sin 2pirk) (dashed lines). rk is a uniform random number, where












Fig. 1.8: The first component xk = x1,k of the internal vector xk = x1,k, x2,k of a
DLM that has two input ports to receive messages. A message arriving on input port
0(1) is represented by vk = (1, 0)(vk = (0, 1)). The probability that a message arrives
on input port 0(1) is p0(1 − p0). Initially, the DLM is in the state x0 = (1/2, 1/2)
and α = 0.99. Red line: p0 = 0.2; green line: p0 = 0.4; blue line: p0 = 0.6; black
line: p0 = 0.8. This DLM “learns” the relative frequency with which the messages
arrive on input port 0 and 1.










Fig. 1.9: The internal vector xk = x1,k, x2,k as a function of the number of received
events k for input messages ek = (1,−1)/
√
2, at k = 1001 the input messages are
changed to be ek = (−1, 1)/
√
2. Solid and dashed lines correspond to α = 0.99 and












Fig. 1.10: The components x1,k of internal vector xk = (x1,k, x2,k) of a DLM that
has two input port to receive messages as a function of the number of events k. The
probability that a message arrives on input port 0(1) is p0(1−p0). Initially, the DLM
is in the state x0 = (1/2, 1/2). Dashed line: p0 = 0.8 and at k = 1001 the probability
is changed to p0 = 0.2 with α = 0.95. Solid line: p0 = 0.2 and at k = 1001 the
probability is changed to p0 = 0.8 with α = 0.99.





In classical physics, the dynamics of a particle evolution is governed by its position;
to simultaneously know the particle’s position in the past, present and future [36]. In
contrast to classical physics, it is difficult to gain information of particle’s position in
quantummechanics. For example in the double-slit experiment, it is almost impossible
to gain information, through which slit the particles pass. According to Heisenberg’s
uncertainty principle in quantum mechanics, we may not discuss the path or trajectory
that the quantum particle takes, because any measurement of particle position will
affect the interference and vice versa.
According to the quantum theory, particles exhibit both wave and particle na-
ture [37, 38], a feature which nowadays is known as wave-particle duality. The evi-
dence for wave-particle duality is shown by the famous Young double-slit experiment,
where the wave-nature is revealed by the interference, while the particle-nature is
shown by which path the particle takes [39]. In accordance with Bohr’s hypothesis
of the complementarity principle, these two pieces of information cannot be obtained
together in a single experiment. For example in the double-slit experiment, the in-
terference pattern is formed after the particles pass through the slits. But, when a
which-way detector is brought in the experiment to detect which path the particles
take, then the interference is destroyed [40].
In recent years, the path determination of particles in the interferometry exper-
iments had attracted a lot of attention. Some experiments have been proposed to
investigate it, for example the Einstein’s recoiling slit [41]. At that time, Einstein was
uncomfortable with Bohr’s analysis of the complementarity principle. By using the
energy and the momentum law, Einstein provided a thought experiment to gather in-
formation about which way the particles took but without destroying the interference
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pattern. Here Einstein modified the double slit experiment by putting a which-path
detector between the source and the double-slit. The detector is a freely movable
slit. Every single particle has to pass this slit before it reaches the double slit. The
recoil momentum of the movable slit is then measured after the particle was sent by
the source. If the slit moves to the right, then the particle uses the left part of the
double-slit. If the slit moves to the left, then the particle uses the right slit. With this
conceptual idea, Einstein tried to criticize Bohr’s complementary principle. In the
late 1920’s, the complementarity principle and the recoiling slit experiment became
part of the famous debate between Bohr and Einstein.
Another thought experiment, known as the delay choice experiment, was initiated
by Wheeler in 1978 [42]. The main idea of this experiment was to make a variation of
the famous double slit experiment, by deciding whether observing the wave-nature or
the particle-nature after the particles passed through the slits. The wave-nature was
observed by applying the screen, while the particles-nature was observed by applying
a detection method at the screen [43]. Afterwards, among many others, this delayed-
choice experiment was performed by Jacques et al in 2007. Jacques’s experimental
setup is a Mach-Zehnder interferometer consisting of a single photon source, detectors
and two beam splitters. The presence of the second beam splitter can be controlled
by a voltage. The existence of the second beam splitter is decided after the photon
had passed the first beam splitter, but before the photon entered the second one. If
the second beam splitter is not present, then the photon arrives at either one of the
detectors. It gives which-path information. Meanwhile if the second beam splitter is
present, then the photon interferes. No which-path information is available.
Another thought experiment on path determination was proposed by Wootter
and Zurek in 1979. They analyzed Einstein’s recoiling slit experiment and made
a configuration in which the path is only partially determined. They showed that
there is a significant signal of the interference even when the path is determined
with 99 percent certainty. Surprisingly, in the experiment the particle’s position and
momentum can be measured with a high degree of precision [44].
Still in relations to path determination, an experiment using neutron interferom-
etry was suggested by Greenberger et al in 1983 [45] and Zeilinger in 1986 [46]. In
neutron interferometry, a monochromatic beam from a single crystal is split into two
coherent beams separated by a few centimeters. Afterwards these two beams recom-
bine and produce interference [47]. This scheme is very much like the Mach-Zenhder
interferometer which we known from optics [48]. An absorber was placed in one of the
two beam paths to attenuate the beam [49]. The attenuation of the beams is applied
to get information about the particle’s path in the neutron interferometer [50].
Later on, Rauch et al did a series of experiments with neutron interferometry in
which one of the beam paths was attenuated by various kinds of absorbers. Again,
the aim of the attenuation was to measure the particle’s location in the interferom-
eter. They used an absorbing block or static absorber and a periodic chopper. The
results showed that the amplitude of interference pattern in the static absorber exper-
iment were larger than in a periodic chopper experiment, even though the numbers of
neutrons that were absorbed are roughly the same [51]. In the static absorber experi-
ment, the interference amplitude is proportional to the square root of the probability
for a particle to pass the absorber. In the periodic chopper experiment, the interfer-













Fig. 2.1: The schematic diagram of neutron interferometry experiment with absorber.
The neutron beam is emitted by a source. At point A, the beam is split into two
coherent beams. At point B and C, the neutron beams are directed to point D.
At that point, the beams interfere and go to detectors C1 and C2. The absorber is
represented by slab F. The amplitude will be decreased when the photon pass through
the absorber.
region [52].
In this chapter, we include the absorbers in the event-based simulation of the
Mach-Zehnder interferometer (MZI) as discussed in Chapter 1. We also use two
kinds of absorbers; a static absorber and a periodic chopper, just as in the real
experiment by Rauch and Summhammer [18]. We demonstrate that the event-based
DLM simulation can produce the same interference patterns as those obtained in a
neutron interferometry experiment.
2.2 The neutron interferometry
Neutron Interferometry is a favorable experiment to study the fundamental idea of
quantum physics [53], in particular the wave-particle nature [54]. The concept of a
neutron interferometry experiment is simple. The diagram of the experiment is shown
by Fig. 2.1. A neutron beam a1 which is monochromatic is scattered at point A. Here
the beam is split into two equal components, beam I and beam II. The first component
which is beam I, is reflected to C, while the other component which is beam II, is
transmitted to B. B and C are reflecting mirrors and send part of the beam to points
D while the other parts leave the interferometer and do not contribute to the counts.
In D, these two beams recombin. A triangular wedge of matter is placed in beam I
at point E. The function of this wedge is to create a phase shift between beam I and
beam II. Then, an absorber is also added in beam II at the point F to attenuate the
beam. The attenuation can be obtained either by a static absorber or by a periodic


















Fig. 2.2: Diagram of a Mach-Zehnder interferometer experiment consisting of two
beam splitters, two mirrors, two passive devices R (φ0) , R (φ1) (performing plane
rotations by φ0, φ1 respectively) and an absorber. The absorber is put in arm b1. The
number of events Ni in channel i = 0, ..., 3 corresponds to the frequency of finding
the numbers of neutrons in the corresponding arm of the interferometer.
chopper.
When the neutron enters through the absorber it either passes through or is de-
stroyed. Besides attenuating the beam, the absorber also acts as a detector. This
detector only detects and counts the number of neutrons that is absorbed by the
attenuator. As a consequence of this particle absorption, the amplitude of the inter-
ference is influenced. With this simple model of neutron interferometry experment
with absorber, we can obtain the which-path information.
2.3 Theory
In the introductory part, it was mentioned that the absorbers are included in the
event-by-event simulation of Mach-Zehnder interferometer. The schematic diagram
of the Mach-Zehnder interferometer with absorber is shown in Fig. 2.2.
In the interferometer the particles are sent to beam splitter 1 (BS1) by a source
(not shown). In BS1 the particles are sent to path b0 or b1 and directed to beam
splitter 2 (BS2) by mirrors. In BS2 the particles recombine again and produce in-
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terference. In the end, the particles are counted by detectors N2 and N3. According
to quantum theory, the wave function of particles ending up in the detector N3 is a
superposition of wave functions of paths b0 and b1:
ψN3 = ψb1 + ψb0e
iφ, (2.1)
where ψb0 and ψb1 are the wave function at path b0 and b1, respectively, and φ is
the phase difference. In the simulation we have placed the absorber in path b1. The
absorber reduces the number of particles which travel through that path by a factor
a, where 0 < a < 1 is the probability of a particle to pass the absorber. If we put a




The probability of particle to pass the absorber a is normalized to probability when
no absorber applied at path b1. When the absorber is present in path b1, we would
expect that the amplitude to be smaller. The attenuation is measured by counting






which gives the intensity in detector N3 as
IN3 =
∣∣√aψb1 + ψb0eiφ∣∣2
= a |ψb1 |2 + |ψb0 |2 + 2
√
aψb0ψb1 cosφ, (2.4)
The interference which is detected at the detector N2 is similar, but with the opposite
modulation [55]. By symmetry ψb1 = ψb0 and the intensity becomes
IN3 = a+ 1 + 2
√
a cosφ. (2.5)
When the static absorber is replaced by the periodic chopper, it passes (absorbs)
the particle when the chopper is opened (closed). The ratio of opened and closed
position is designed such that the probability of a particle to pass the absorber is a.
In the closed position, only particles in path b0 are recorded by the detector because
particles in path b1 were absorbed. Hence the wave function at the detector reads
ψN3close = ψb0e
iφ. (2.6)
In the open position, the wave function at the detector is a superposition of the wave
function from the both paths:
ψN3open = ψb1 + ψb0e
iφ. (2.7)
The final intensity for periodic chopper case is the sum of the squares of the two
contributions functions (open and close position), weighted by a and (1− a):
IN3 = a
∣∣ψb1 + ψb0eiφ∣∣2 + (1− a) |ψb0 |2
= a |ψb1 |2 + |ψb0 |2 + 2aψb0ψb1 cosφ. (2.8)
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By symmetry ψb1 = ψb0 in the N3 (or N2), and the intensity is given by
IN3 = a+ 1 + 2a cosφ. (2.9)
By comparing Eqs. (2.5) and (2.9), we can see that the interference amplitudes of
the two different absorbers are different. For the static absorption, the interference
amplitude is proportional to the probability of particles to pass the absorber. For
the time-dependent absorption, it is proportional to the square root of probability of
particles to pass the absorber.
As before it is instructive to analyze the problem in a slightly different way. Ac-
cording to quantum theory, the beam splitter operation can be written as follows




iψ0 , a1 =
√
p1e
iψ1 . We have
|a0〉 → 1√
2
(|b0〉+ i |b1〉) ,
|a1〉 → 1√
2










(|b3〉+ i |b2〉) , (2.11)
and by substituting Eq. (2.11) to Eq. (2.10) we obtain

















Referring to Eq. (2.3), if we apply the static absorber we have to add
√
a to arm
b1 in Eq. (2.12). Then we have



































































































































sin (ψ1 + φ1 − ψ0 − φ0) , (2.15)
or
IN3 = |b3|2 . (2.16)
Referring to Eq. (2.8), the probability of particle to pass the absorber a will appear
if the probability for the open position and (1−a) will enter in the case of the closed
position. In our simulation, when the absorber is open the particle can use arm b0
and arm b1 to reach the detector. When the absorber in the closed position, then only
particles which travel along arm b0 will reach the detector. By substituting Eq. (2.12)
into Eq. (2.10) we get




















































|b3−open|2 → p0 + p1
2














cos (ψ1 − ψ0) . (2.19)
2.4 The simulation
The aim of our simulation is to show that the event-by-event method can produce
the results of the Rauch et al experiment [48, 55, 56], without making any reference
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to concepts of quantum theory. In our simulation model, the components of neutron
interferometry in laboratory experiment – source, detector, absorber, beam splitter
and mirrors – have a counterpart in the algorithm. The schematic diagram of our
simulation is shown in Fig. 2.2. The diagram shows two beam splitters(BS), two phase
shifter, two perfectly reflecting mirrors, two detectors and an absorber. In the event-
based simulation we use particles, not waves. The data is obtained by counting the
events that were detected by the detector, just as in the real experiment. A neutron
is considered as a messenger that carries a message, consisting of two dimensional
unit vector yk,n = (cosψn, sinψn), where ψ represent the neutron phase, subscript n
labels the messengers. Messages are processed by the deterministic learning machines.
The DLM has three stages; the input stage, the transformation stage and the output
stage. The input stage DLM receives messages on either input channel 0 or 1, never
on both channels simultaneously. We call it event 0(1) when a message arrives at
the input port 0(1). The events are represented by vector vn(1, 0) or vn(0, 1) if nth
event occurs on channel 0 or 1. The DLM has an internal register Yk and an internal
vector xn = (x0,n, x1,n), where x0,n + x1,n = 1. At the (n + 1)th event, the message
is registered in the internal register and the internal vector is updated according to
the rule Eq. (1.1). The DLM only saves the information that is carried by the last
message. The previous information is replaced by the content of the new message. In
the transformation stage, the data is transformed according to the rule Eq. (1.2). In





where 0 < r < 1 is a pseudo random number. Otherwise the message zn+1 is sent to
output channel 1.
When the particle travels through path b1, there are two possibilities: it will
pass through the absorber or it will be absorbed by the absorber, depending on the
probability of particle to pass through absorber. If the particle is not absorbed or if
the particle takes path b0, the message is processed by the second DLM. In the end,
detector N2 and N3 count the output events at the output channel 0(1)
2.5 Results
We demonstrate that the event-by-event method can produce interference patterns
of Mach-Zehnder interferometer with a static absorber and periodic chopper. The
simulation results agree with the analytical calculation. Finally, we show that the
method can produce normalized amplitude of both experiments, as obtained by neu-
tron interferometry experiment [18].
2.5.1 Mach-Zehnder interferometer with static absorber
Figure 2.3 shows the simulation results when the static absorber is placed in path
b1 of the Mach-Zehnder interferometer. In this simulation we use 100000 events for
each data point, where N0 + N1 = N2 + N3 = 100000. N0 and N1 are the number
of messengers (particles) which travel through paths b0 and b1, N2 and N3 are the
number of messengers which travel through paths b2 and b3. The messengers enters
input channel 0 of BS1 with probability 1. This means each particle enters through
input channel 0. Initially the rotation angle φ0 = 0 and after each 100000 events, φ0




















Fig. 2.3: Simulation results for Mach-Zenhder interferometer with static absorber.
Input channel 0 receives (cosψ0, sinψ0) with probability one. Input channel 1 receives
no events. We set ψ0 = 0. Each data points represent 100000 events (N0 + N1 =
N2 + N3 = 100000). Initially the rotation angle φ0 = 0 and after each 100000
events, φ0 increased by 10
◦. We use φ1 = 0. Markers give the simulation results
for the normalization of N3 as the function of φ, where φ = φ0 − φ1 with α = 0.98.
Open squares: N3/(N2 + N3) for a = 0; asterisks: N3/(N2 + N3) for a = 0.25;
squares: N3/(N2 + N3) for a = 0.50; bullets: N3/(N2 + N3) for a = 0.75; triangles:
N3/(N2 +N3) for a = 1. Lines represent the theoretical results.
the normalized intensity N3/(N2 +N3) as the function of φ, where φ = φ0 − φ1. We
used α = 0.98 for all simulations. The pictures show the data for various probabilities
of particles to pass through the absorber; a = 0 or total absorption, a = 0.25, a =
0.50, a = 0.75 and a = 1 or no absorption. All the results agree with those of
the corresponding analytical expressions. The result for a = 0 (total absorption) is
constant because there is no interference from path b0 and b1 in BS2. The counts
only contain particles from path b0.
2.5.2 Mach-Zehnder interferometer with periodic chopper
The simulation results of the Mach-Zehnder interferometer with periodic chopper are
shown in Fig. 2.4. As in the case of the static absorber, we also use 100000 events
for each data point (N0 + N1 = N2 + N3 = 100000). Initially the rotation angle



















Fig. 2.4: Simulation results of the Mach-Zehnder interferometer with periodic chop-
per. Input channel 0 receives (cosψ0, sinψ0) with probability one. Input channel
1 receives no event. We set ψ0 = 0
◦. Each data points represent 100000 events
(N0 +N1 = N2 +N3 = 100000). Initially the rotation angle φ0 = 0
◦ and after each
100000 events, φ0 increased by 10
◦. We use φ1 = 0
◦. Markers give the simulation
results for the normalization of N3 as the function of φ, where φ = φ0 − φ1 with
α = 0.98. Open squares: N3/(N2 + N3) for a = 0; asterisks: N3/(N2 + N3) for
a = 0.25; squares: N3/(N2 + N3) for a = 0.50; bullets: N3/(N2 + N3) for a = 0.75;
triangles: N3/(N2 +N3) for a = 1. Lines represent the theoretical results.
φ0 = 0 and after each 100000 events, φ0 is increased by 10
◦. The data points are
the simulation results for the normalized frequency N3/(N2 +N3) as the function of
φ, where φ = φ0 − φ1 is the phase difference. We used α = 0.98 for all simulations.
The pictures show the data for various probabilities of particles to pass through the
absorber; a = 0 or total absorption, a = 0.25, a = 0.50, a = 0.75 and a = 1 or no
absorption. Also these results agree with the corresponding theoretical calculation.
The result for a = 0 (total absorption) is constant because there is no interference from
path b0 and b1 in BS2. The counts only contain particles from path b0. Comparing
these results with those presented in the previous subsection, it is clear that for the
same probability to pass the absorber region, the results of these two cases show very





















Fig. 2.5: The normalized amplitude of the static and the time dependent absorption.
The markers represent the simulation results. Asterisks: normalized amplitude for
the case of static absorption; squares: normalized amplitude for the case of time-
dependent absorption. The lines represent the theoretical results. In the static case,
the amplitude of interference is proportional to square root of the probability of a
particle to pass through the absorber. in the time dependent case, the amplitude
of interference is proportional to the probability of a particle to pass through the
absorber.
2.5.3 Normalized amplitude of both experiments
The simulation results for normalized amplitude of interference pattern as the func-
tion of transmission probability a together with the quantum theoretical are shown in
Fig. 2.5. The asterisks are the simulation results for static absorber and the squares
are the results for time dependent absorber. In the static case, the normalized in-
terference amplitude is proportional to the square root of the probability to pass the
absorber region. In contrast for the time-dependent case, the normalized interference
amplitude is proportional to the probability to pass the absorber region. This simu-
lation results are in excellent agreement with the quantum theoretical results, shown
by the two dashed lines.
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2.6 Conclusion
In this chapter, we have demonstrated that the event-by-event approach which was
introduced in the previous chapter can be applied to the neutron interferometry ex-
periments. The approach uses particles only, no waves. Our results show that the
amplitude of interferences patterns depend on the attenuation method. In the case of
the static (periodic chopper) absorber, the amplitude of interference signal changes
with
√
a(a), where a is the probability that the particle is transmitted by the absorber.
The simulation results show that event-by-event method can produce the same results





Although interference also appears in classical wave mechanics, the formation pro-
cess of the interference pattern is the heart of quantum mechanics. The interference
pattern shows wave-like and particle-like properties. One of the best known demon-
strations of quantum interference is the famous double-slit experiment which was
performed by Thomas Young in 1801. The schematic diagram of this experiment
is shown in Fig. 3.2. In the double-slit experiment, quantum particles (photons or
neutrons or electrons) are emitted by a source and are send to the two slits, slit 1 and
2. Particles appear with intensities I1 and I2 from slit 1 and slit 2, respectively and
arrive at overlapping positions on the screen. After a large number of particles has
been accumulated, an interference pattern appears on the screen. We cannot predict
in which position the particle will arrive on the detection screen. We can only count
the frequency with which particles arrive at particular positions on the screen. The
higher the frequency of a particle hitting a certain point on the screen, the higher will
be the intensity of interference pattern. According to Born’s rule, the probability to
observe an event, say the arrival of a particle at the screen, is proportional to the ab-
solute value of the wave amplitude squared [57, 58]. If we have two waves (ψ1 and ψ2)
describing the same system, the superposition principle tells us that we should add
the amplitude of these two waves and then square the result to obtain the probability
P = |ψ|2 = ψ∗ψ = |ψ1 + ψ2|2 (3.1)
where P is the probability intensity and ψ is a complex function which is unobservable.
Only the frequency of an event to occur is observable.
In general, we can write
ψ1 = |ψ1| eiφ1 and ψ2 = |ψ2| eiφ2 (3.2)
P1 = |ψ1|2 and P2 = |ψ2|2 (3.3)








Fig. 3.1: A single source which is spraying particles is placed in front of slit 1 and
slit 2. If the slit 2 is closed, the particles only pass through slit 1. On the other
hand, if slit 1 is closed then the particles only pass through slit 2. In both cases there
is no interference pattern although the diffraction from the single slit can produce a
pattern that exhibits maxima and minima.
where φ1 and φ2 are the phases of the waves. Here, ψ1 and P1 are the wave am-
plitude and the probability for the arrival of a particle on the screen with only slit
1 open, respectively. Correspondingly, ψ2 and P2 are also the wave amplitude and
the probability for the arrival of a particle on the screen with only slit 2 open (see
Fig. 3.1).
When both slits are open then the equation of P reads
P = |ψ|2
= |ψ1 + ψ2|2
= (ψ1 + ψ2) (ψ1 + ψ2)
∗




= P1 + P2 + 2
√
P1P2 cos (φ1 − φ2) (3.4)
Naively, we might think that the intensity pattern on the screen is just the sum
of P1 and P2 but Eq. (3.2) shows that this idea is incorrect.
Another experiment that exhibits the same features as the double-slit experiment
is Mach-Zehnder interferometer (MZI). The diagram of the MZI experiment is shown
in the Chapter 1. The similarity between these two experiments is the following. In
the interferometer each particle has to follow one of the two beam paths (N0) and
(N1) whereas in the double-slit experiment case, the particle has to choose between
one of the two-slits. The first beam splitter (BS1) in the interferometer delivers a
source of coherent light to the two paths, just as the single particle source sends a
coherent beam to the double slit. In the MZI the two beams recombine and interfere







Fig. 3.2: A single source S emits quantum-particles. Each particle has two possibilities
to pass through the slits and for reaching the detector D. After many particles are
detected, an interference pattern is appears on the screen.
recombine and interfere at the detector.
In 1994, Rafael Sorkin proposed a three-slit experiment to test Born’s rule [59].
The derivation of Sorkin can also be applied to multiple-slits [60]. The basic idea of
this three-slit experiment is to perform an experiment with various combinations of
slits; all three-slits open, one slit closed and two slits open, two slits closed and one
slit opens, etc. With this variation, there are 7 combinations of slits. Finally, seven
diffraction patterns from the seven combinations of slits are taken together. Using a
plus sign for an odd number (3 or 1) of the slits open, and using minus sign for an
even (2 or 0) number of slits open, Sorkin showed that in Born’s rule holds the total
intensity of the diffraction pattern is always zero.
Later on, Sinha et al. performed a three slits experiment based on Sorkin’s
idea [61, 62]. In this experiment, a single photon has three possible paths to reach
the detector. By blocking some slits (all three slits open, some pairs of slits open and
some single slits open), the seven contributions of the diffraction pattern are measured
in the experiment. From this measurement, it was found that the value of three-wave
interference is close to zero as predicted by Sorkin. The details of this experiment
can be found in Sinha et al. papers [61, 63–65].
Afterwards, De Raedt et al. analyzed the three-slit experiment which was per-
formed by Sinha et al. According to their analysis, the assumption of Sinha et al.
that the interference pattern for three slit experiment is zero is incorrect [66]. In the
wave theory, the whole system is always described by one wave function. Dividing
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the wave function into several parts as done by Sinha et al. is not correct because
in any calculation, one-to-one correspondence is needed between the symbols in the
mathematical theory and in the different experimental configurations.
Let us consider the double slit experiment showed by Fig. 3.2, where photons are
produced by a single source. The photon can choose slit 1 or slit 2 to reach the
detector. If we put a block on slit 1, most of the photons will pass through slit 2.
Then, we can get the probability distribution P2(x). If we block slit 2, most of the
photons will pass through slit 1. We can then compute the probability distribution
P1(x). These two processes are not correlated because the independence of these two
individual events. So that the probability distribution of both slits open P12(x) is
not equal to P1(x)+P2(x). This rule also applies to the three-slit experiments where
there are several conditions taken into account: all three slits open, one slit closed
and two slits closed. It is not allow to get the interference of the three-slit experiment
by using the combination of two-slit and single-slit devices, because by doing so, the
one-to-one correspondence is lost and therefore the theoretical description is no longer
valid.
However, there are special conditions under which the one-to-one correspondence
is not lost. The purpose of this chapter is to analyze an experiment that satisfies these
special conditions. We will discuss the event-by-event simulation of three-beam inter-
ference based on the extension of the Mach-Zehnder interferometer experiment. Be-
sides satisfying the rule of one-to-one correspondence, the MZI experiment is selected
because these experiment exhibit the same features as the double-slit experiment, as
mentioned in the previous paragraph. Sinha et al. used the three-slit experiment
to show that the total interference pattern is zero, but here we use the MZI experi-
ment with three possible paths to show the interference pattern. The diagram of MZI


































Fig. 3.3: Diagram of a DLM network which consist of four beam splitters (BS) and
five passive devices R(φ01), R(φ02), R(φ03), R(φ11) and R(φ12) that perform plane ro-
tations by φ01, φ02, φ03, φ11 and φ12, respectively. The number of events Ni in channel
i = 0, ..., 3 corresponds to the frequency for finding a photon in the corresponding arm
of the interferometer. We put some blocks to get various combination of paths. Block
B1 may be put in arm g, block B2 may be put on arm e and block B3 may be put in
arm b.
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3.2 Wave theory
In discussing the Mach-Zehnder interferometer experiment, we use the amplitude
function ψ and its square |ψ|2 which is similar to the wave intensity. According to
quantum theory, it is not possible to get a specific information of the particle position.
The theory is only enables us to assign the probabilities for observing the particle at
a certain area. To make contact with observations, Max Born suggested that the
probability P (r, t) to observe a photon at a space-time point(r, t) is given by
P (r, t) ≡ |Ψ(r, t)|2 = Ψ∗(r, t)Ψ(r, t), (3.5)
where Ψ(r, t) is the probability amplitude to find a particle at the position r and time
t, and Ψ(r, t)∗ is the complex conjugate of Ψ(r, t). In the interferometer which has
only two beam paths, the probability amplitude of each path is given by
P (r) = |Ψ1(r) + Ψ2(r)|2
= |Ψ1|2 + |Ψ2|2 +Ψ∗1Ψ2 +Ψ∗2Ψ1
= P1 + P2 + I12, (3.6)
where Pj is the probability with the path j(j = 1, 2) open. To slightly simplify the
notation, we will no longer write the r-dependence explicitly.
If there are three possible paths for a single photon to reach detector, the different
path ways have probability amplitude Ψ1,Ψ2,Ψ3. The probability of a photon to be
counted by a detector is denoted by
|Ψ|2 = Ψ∗Ψ
= |Ψ1 +Ψ2 +Ψ3|2
= |Ψ1 +Ψ2|2 + |Ψ1 +Ψ3|2 + |Ψ2 +Ψ3|2 − |Ψ1|2 − |Ψ2|2 − |Ψ3|2 . (3.7)
where Ψj with j = 1, 2, 3 is the wave amplitude on the jth path. The amplitudes of
the different paths may add constructively or destructively, depending on the phase
of these amplitudes.
To get the various combination of paths, we introduce block B1 in path g, block
B2 in path e, and block B3 in path b. We also put two blocks in the corresponding
arms and then make all possible combination. Therefore the interference term Inb of
the interferometer with three paths is give by
Inb = |Ψ1 +Ψ2 +Ψ3|2 − |Ψ1 +Ψ2|2 − |Ψ1 +Ψ3|2 − |Ψ2 +Ψ3|2
+ |Ψ1|2 + |Ψ2|2 + |Ψ3|2 .
= Pnb − (PB1B2 + PB2B3 + PB1B3 − IB1 − IB2 − IB3)
= Pnb − PB1 − PB2 − PB3 + PB1B2 + PB2B3 + PB1B3 . (3.8)
where Pnb is the probability for a single-photon to reach the detector with all paths
open (no block (nb)). PB1B2 , PB2B3 and PB1B3 are the probabilities of a single photon
to reach the detector with blocks B1B2, B2B3 and B1B3 placed in the corresponding
path. IB1 , IB2 and IB3 are the interference terms when blocks B1, B2 and B3 placed
in the corresponding path.
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3.3 The simulation
Sinha et al. start from the assumption that their working hypothesis on multi-order
interference is correct [61, 62, 66]. According to their experiment, the seven combi-
nations of paths in the three slits experiment is zero. As we have explained in the
introduction, their hypothesis is fatally flawed [66]. Here we take up the main chal-
lenge to construct a simulation model that relevant to the working hypothesis Sinha
et al. The aim of this simulation is to demonstrate that the idea that total intensity
of three-path interference is zero, only prevails for certain special cases such as for
the extended Mach-Zehnder interferometer. To create this simulation, we apply the
event-by-event method for a beam splitter as explained in Chapter 1. Without any
change, we use it to build an extended Mach-Zehnder interferometer shown in Fig. 3.3.
We refer to this simulation as the “three beam interference” because the particle can
reach the detector N2 and N3 by using three different paths. The interferometer
consists of a source that produces a single photon, four beam splitters, two mirrors,
three detectors (N1, N2 and N3) and five passive devices R(φ1), R(φ2), R(φ3), R(φ4),
R(φ5) that perform plain rotations by φ1, φ2, φ3, φ4, φ5, respectively.
As mentioned in the previous paragraph, in this extension of the Mach-Zehnder
interferometer a photon can take one of the three possible paths to reach the detector
N2, or N3, the first one via arm b, f , the second one via arms c, e, f and the third
one via arms c, g. To make the simulation suitable for the equation 3.8, We make
several combinations of paths by placing devices on the certain arms to block the
three possible paths from the source to the detector; block B1 on arm g, block B2
on arm e and block B3 on arm b. We also place two blocks and then three blocks on
the related arm. In this way, we van realize all experiments to compute all the terms
in Eq. (3.8) separately. Then all parts are combined into one calculation to get the
total interference.
3.3.1 Source
The source (not shown in Fig. 3.3) creates messengers (photons) that carry two di-
mensional vector, Sn,i = (cos ξn), (sin ξn). Here ξn is a uniform pseudo-random num-
ber which mimics the unpredictable character of the experimental observations. The
pseudo-random number is generated in the range [0, 2pi]. The source creates a new
particle as only after the previous one arrives at the detection screen. The total
number of particles which is produced by the source is N .
3.3.2 DLM network
We connect four identical DLM processors to build the network that simulate the
three beam interference experiment, event-by-event. The detailed description of the
operation of the DLM can be found in Chapter 1. The network that we build is
identical to the diagram shown in Fig. 3.3. Every beam splitter has two input and
two output channels but unlike BS1, BS3 and BS4, BS2 receive particles on one input
channel only.
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3.3.3 The operation of four beam splitters: quantum theory
In Chapter 1, we discussed the event-based simulations of a beam splitter and the
Mach-Zehner interferometer experiment and showed how they relate to the quantum
theoretical description. Here we extend the quantum theoretical description to the
case of the extended Mach-Zehnder interferometer shown in Fig. 3.3.
In general, the operation of four beam splitters can be written as follows:
|a0〉 → 1√
2
(|c〉+ i |b〉) ,
|a1〉 → 1√
2

























(|h〉+ i |j〉) , (3.9)
where |a0〉 , |a1〉 , |c〉, ... mean that the photon travels through path a0, a1, c and so
on. The quantum state of the output of the BS1 is a superposition of |a0〉 and |a1〉.
By substituting Eq. (3.9) to Eq. (1.11) we obtain













(|b〉+ i |c〉) , (3.10)
The photon can choose several possible paths to end-up on either arm d, arm h or


























which is the amplitude that determines the number of clicks of detector N1. Likewise,
it can travel trough arm b picking up a phase R(φ11) or travel trough arm c picking

















































































Referring to Eq. 3.7, the probability of photon to end up in the detector can be
obtained by taking square of its probability amplitude. The probability of a single
photon to end up in N1, N2 and N3 is given by
|d|2 = 3
8
(p0 + p1)− 3
4
√

















































































sin (φ1 − φ0)


































cos (φ0 + φ01 + φ12 − φ1 − φ11) , (3.16)
respectively.
According to Fig. 3.3 and also Eq. (3.13), there are three possible paths for a single
photon to reach detector. The first path is through arm b with rotation angle φ11
and arm f with rotation angle φ03. The second path is through arm c with rotation
angle φ01 and arm g with rotation angle φ02. The third path is through arm c with
rotation angle φ01, arm e with rotation angle φ12 and arm f with rotation angle φ03.
In quantum mechanics, the probability of an outcome is obtained from probability
amplitude (wave function). If the single photon can travel through three possible
paths to reach detector, the different paths have probability amplitude Ψ1,Ψ2,Ψ3.










































from which we can compute the quantum theoretical values of the probabilities that
the detectors click.
3.4 Results: event-by-event simulation
We have used the event-based model described in Chapter 1 to simulate the extended
Mach-Zehnder interferometer shown in Fig. 3.3. The simulation results are compared
to the wave theoretical prediction given in the previous section. Just as in the diagram,
in the simulation model there are four beam splitters (BS), five passive devices R(φ01,
R(φ02, R(φ03 , R(φ11 and R(φ12 that performed plane rotation by φ01, φ02, φ03, φ11





















Fig. 3.4: Simulation results of the DLM-network shown in Fig. 3.3. Input channel
0 of BS 1 receives (cos ψ0, sin ψ0) with probability 1/2. Input channel 1 of BS
1 receives (cos ψ1, sin ψ1) with probability 1/2. Each data point represents 10000
events (N1+N2+N3=10000). Initially the rotation angle φ11 = 0
0 and after each set
of 10000 events φ11 is increased by 10
0. Markers represent the simulation results of the
normalized intensities as the function of φ. for φ12 = 240
o, φ01 = 10
o, φ02 = 30
o, φ03 =
300o and α=0.98. Asterisks: N1/(N1 +N2 +N3). bullets: N2/(N1 +N2 +N3); open
squares: N3/(N1 +N2 +N3). Lines represent the results of the quantum theory.
30◦, φ03 = 300
◦, φ12 = 240
◦ φ12 = 240
◦ and initially the rotation angle φ11 = 0
◦.
After each set 10000 events, φ11 = 0
◦ is increased by 10◦. First we simulate the
extended Mach-Zehnder interferometer with all possible paths open. Then, we repeat
the simulation by placing one block and then two blocks on certain arms. In this
manner we simulate all experiments that are necessary to compute the three path
interference intensity.
Figure 3.4 shows the simulation results of three beam interference experiments
with all possible paths open (no blocking). We compare the simulation results to the
wave theoretical prediction presented earlier in the chapter. In this example, input
channel 0 receives (cosψ0, sinψ0) with probability 1/2 and input channel 1 of BS 1
receives (cosψ1, sinψ1) with probability 1/2. We take φ12 = 240
o, φ01 = 10
o, φ02 =
30o, φ03 = 300
o and α=0.98. Each data points represents 10000 events. Of course
we N1 + N2 + N3 = 10000 because in our event-based simulation no particles are
lost or are not detected. Initially we set the rotation angle φ11 = 0
0 and after each






















Fig. 3.5: Simulation results of the DLM-network shown in Fig. 3.3. Input channel 0
of BS 1 receives messages (sinφ0, cosφ0) with probability 1. Input channel 1 of BS 1
receives no events. Each data points represent 10000 events (N1+N2+N3 = 10000).
The rotation angles φ11 = [0, 360]
o, φ12 = 20
o, φ01 = 10
o, φ02 = 30
o, φ03 = 300
o.
Asterisks: Pnb; bullets: PB1; solid squares: PB2; open triangles: PB3; solid triangles:
PB1B2; open circles: PB2B3; crosses: PB1B3; open squares: Inb (Eq.(3.8)).
batch of 10000 events, φ11 is increased by 10
0. Markers are the simulation results
for the normalized intensities as the function of φ. The lines represent the results of
analytical calculation based on wave theory. The graphs show that the probability of
photons ending up in the detector N1 is smaller than probability of photon to ending
up in detector N2 and N3. This is because the photons only have two possible paths
to end up in detector N1, but there are three possible paths for each photon to reach
the detector N2 and N3.
Figure 3.5 shows the simulation results for (p0, p1) = (1, 0). This means that input
channel 0 of BS1 receives (sinφ0, cosφ0) with probability 1. Similarly, Fig. 3.6 shows
the simulation results for (p0, p1) = (0, 1), that is the case where input channel 1 of
BS1 receives (sinφ1, cosφ1) with probability 1. These two figures show the probability
P3 of photons to ending up in arm j or at detector N3 as the function of rotation
angle φ11. Each data points represents 10000 events(N1 + N2 + N3 = 10000). The
asterisks correspond to Pnb, the probability of a single photon ending up in the arm
j with all possible paths open. The bullets correspond to PB1, the probability of a























Fig. 3.6: Simulation results of the DLM-network shown in Fig. 3.3. Input channel 0
of BS 1 receives messages (sinφ0, cosφ0) with probability 1. Input channel 1 of BS
1 receives (cos ψ1, sin ψ1) with probability 1/2. Each data points represent 10000
events (N1 + N2 + N3 = 10000). The rotation angles φ11 = [0, 360]
o, φ12 = 20
o,
φ01 = 10
o, φ02 = 30
o, φ03 = 300
o. Asterisks: Pnb; bullets: PB1; solid squares: PB2;
open triangles: PB3; solid triangles: PB1B2; open circles: PB2B3; crosses: PB1B3;
open squares: Inb (Eq.(3.8)).
solid squares represent PB2, the probability of a single photon ending up in a detector
with block B2 placed in the arm e. Open triangles are the probabilities PB3 of a
single photon ending up in a detector with block B3 in the arm b. The solid triangles,
the open circles and the crosses show PB1B2, PB2B3 and PB1B3, respectively, the
probabilities of single photon to end up in a detector when two blocks placed in the
corresponding arms. Finally, the open squares Inb shows the third-order-interference
obtained by combining all data according to Eq.(3.8).
Figure 3.7 shows simulation results for (p0, p1) = (1/2, 1/2). This means that input
channel 0 receives (sinφ0, cosφ0) with probability 1/2 and input channel 1 receives
(sinφ1, cosφ1) with probability 1/2. N1 +N2 +N3 = 10000. The results for Inb (the
open triangles) show that within the usual statistical fluctuations Inb = 0.






















Fig. 3.7: Simulation results of the DLM-network shown in Fig. 3.3. Input channel 0
receives messages (sinφ0, cosφ0) with probability 1/2. Input channel 1 receives events.
Each data points represent 10000 events (N1+N2+N3 = 10000). The rotation angles
φ11 = [0, 360]
o, φ12 = 20
o, φ01 = 10
o, φ02 = 30
o, φ03 = 300
o. Asterisks: Pnb; bullets:
PB1; solid squares: PB2; open triangles: PB3; solid triangles: PB1B2; open circles:
PB2B3; crosses: PB1B3; open triangles: Inb (Eq.(3.8)).
3.5 Conclusion
Using the event-by-event method, we have performed a simulation of an extended
Mach- Zehnder interferometer experiment which involves of four beam splitters. The
simulation results yields the total interference obtained by combining the results for
seven different configurations: all paths open, some pairs of paths open and some
single paths open. The conclusion is that the total interference is zero, in complete
agreement with the wave-mechanical prediction. In this particular extended Mach-
Zehnder interferometer is one of the exceptional examples for which the working
hypothesis of Sinha et al. holds.
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4.1 Introduction
Quantum theory has proven extraordinarily powerful for describing the statistical
properties of a vast number of laboratory experiments. Conceptually, it is straight-
forward to use the quantum theoretical formalism to calculate numbers that can be
compared with experimental data, at least if these numbers refer to statistical aver-
ages. However, a fundamental problem appears if an experiment provides access to the
individual events that collectively build the statistical average. Prime examples are
the single-electron two-slit experiment [67], neutron interferometry experiments [68]
and similar experiments in optics where the click of the detector is identified with
the arrival of a single photon [69]. Although quantum theory provides a recipe to
compute the frequencies for observing events it does not account for the observation
of the individual detection events themselves [70, 71]. For a recent review of various
approaches to the quantum measurement problem and explanation of it within the
statistical interpretation, see Ref. [72].
From the viewpoint of quantum theory, the central issue is how it can be that
experiments yield definite answers. As stated by Leggett [73]: “In the final analysis,
physics cannot forever refuse to give an account of how it is that we obtain definite
results whenever we do a particular measurement”.
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This chapter is not about interpretations or extensions of quantum theory. It gives
a brief account of a very different approach to deal with the fact that experiments
yield definite results. The latter, which is intimately linked to human perception, is
taken as fundamental. We call these definite results “events”. Instead of trying to
fit the existence of these events in some formal, mathematical theory, we change the
paradigm by directly searching for the rules that transform events into other events
and, by repeated application, yield frequency distributions of events that agree with
those predicted by quantum theory. Obviously, such rules cannot be derived from
quantum theory or, as a matter of fact, of any theory that is probabilistic in nature
simply because these theories do not entail a procedure (= algorithm) to produce
events themselves.
The event-based approach has successfully been used to perform discrete-event
simulations of the single beam splitter and Mach-Zehnder interferometer experiment
of Grangier et al. [33] (see Refs. [74–76]), Wheeler’s delayed choice experiment of
Jacques et al. [42] (see Refs. [29, 76]), the quantum eraser experiment of Schwindt
et al. [77] (see Ref. [76, 78]), double-slit and two-beam single-photon interference
experiments and the single-photon interference experiment with a Fresnel biprism of
Jacques et al. [79] (see Ref. [19, 76]), quantum cryptography protocols (see Ref. [80]),
the Hanbury Brown-Twiss experiment of Agafonov et al. [81] (see Ref. [20, 76]),
universal quantum computation (see Ref. [31, 82]), Einstein-Podolsky-Rosen-Bohm-
type of experiments of Aspect et al. [83, 84] and Weihs et al. [85] (see Refs. [43, 76, 86–
90]), and the propagation of electromagnetic plane waves through homogeneous thin
films and stratified media (see Ref. [76, 91]). An extensive review of the simulation
method and its applications is given in Ref. [76].
A detailed discussion of the discrete-event approach cannot be fitted in this short
chapter. Therefore, we have chosen to illustrate the approach by an application to a to
a recent proposal for a quantum-controlled Wheeler delayed choice experiment [92].
We demonstrate that also this thought experiment can be understood in terms of
event-based, particle-like processes only. The presentation is sufficiently detailed such
that the reader who is interested can reproduce our results.
4.2 Wheeler’s delayed-choice experiment
Particle-wave duality, a concept of quantum theory, attributes to photons the prop-
erties of both wave and particle behavior depending upon the circumstances of the
experiment [70]. The particle behavior of photons has been shown in an experiment
composed of a single beam splitter (BS) and a source emitting single photons and
pairs of photons [33]. The wave character has been demonstrated in a single-photon
Mach-Zehnder interferometer (MZI) experiment [33]. The layout of such an experi-
ment is shown in Fig. 4.1. By adding a device which controls the presence or absence
of the second beam splitter BS2, this setup can be used to perform a delayed-choice
experiment. Originally, Wheeler proposed a double-slit gedanken experiment in which
the decision to observe wave or particle behavior is made after the photon has passed
the slits [93]. Similarly, in the MZI experiment, the decision to remove and place BS2
at the intersection of paths 0 and 1 can, in principle, be made after the photon has
passed BS1. The conclusion is that the pictorial description of this experiment defies










Fig. 4.1: Mach-Zehnder interferometer. Photons enter the interferometer via 50–50
beam splitter 1 (BS1). In the wave picture, the partial wave traveling along path 0
(1) acquires a phase shift φ0 (φ1). The variable x = 0, 1 controls the presence of 50–50
beam splitter 2 (BS2). If BS2 is not in place (x = 0, indicated by the dashed rectangle)
the partial waves do not interfere and the probability to observe the photon in path
0 or 1 does not depend on the phase shifts. If BS2 is in place (x = 1, indicated by
solid rectangle) the partial waves interfere and the probability to observe the photon
in path 0 or 1 is given by (1 + cos(φ0 − φ1))/2 or (1− cos(φ0 − φ1))/2, respectively.
particle to a wave or vice versa.
4.3 Quantum controlled delayed-choice experiment
It is of interest to enquire what happens if the variable x which controls the presence
of BS2 (see Fig. 4.1) or, equivalently, the controlled Hadamard gate (see Fig. 4.2) is
replaced by a quantum two-state system [92]. In a sense, one could then view the
experiment as a simple example of a quantum-controlled experiment [92]. The original
proposal of the quantum-controlled delayed-choice experiment [92] is formulated in a
notation that is commonly used in the quantum computer literature [94]. To facilitate
the comparison with this work, we also adopt to this notation from now on. First,
in Fig. 4.2 we show the quantum gate diagram that is equivalent to the standard
delayed-choice experiment depicted in Fig. 4.1. The main change, irrelevant from a








Fig. 4.2: experiment with a Mach-Zehnder interferometer (see Fig. 4.1). The first
Hadamard gate H acts as a 50-50 beam splitter, changing the state |0〉 into the state
(|0〉 + |1〉)/sqrt2. The phase gate ϕ changes the amplitude of the state |1〉 by eiϕ.
The second (controlled) Hadamard gate H act as a 50-50 beam splitter if the control
variable x = 1 or passes the photons unaltered if x = 0. The angle α determines the
probability that the control variable x is 1. A pair of detectors (not shown) signals
the presence of a photon in the state |0〉 or |1〉 and with each detected photon the
value of x is being recorded.
conceptual point of view, is to replace the beam splitters by Hadamard gates. In
Ref. [92], it is proposed to replace the classical random variable x in Fig. 4.2 by a
qubit, conventionally called ancilla, that can be in a superposition of the states |0〉
and |1〉. As shown in Fig. 4.3, the state of the ancilla controls the operation of the last
Hadamard gate on the top line. In our implementation, we have chosen to include a
preparation procedure for the state of the ancilla, as indicated in Fig. 4.3.
For completeness and comparison with the event-by-event simulation data, we give
the quantum-theoretical description of this experiment in terms of the state |vu〉 =
|v〉⊗ |u〉 where u, v = 0, 1 label the basis states and |u〉 and |v〉 denote the state of the
ancilla and photon,respectively. The amplitudes at the input a = (a00, a01, a10, a11)
T
and output b = (b00, b01, b10, b11)
T








cos 0 sin 1   
Fig. 4.3: delayed-choice experiment with a Mach-Zehnder interferometer [92]. Read-
ing from left to right, the first Hadamard gate H on the top line acts as a 50-50 beam
splitter and the phase gate ϕ changes the amplitude of the state |1〉 by eiϕ. The
second (controlled) Hadamard gate H on the top line acts as a 50-50 beam splitter
if the state of the ancilla is |1〉 or passes the photons unaltered if that state is |0〉.
Initially in the state |0〉, the ancilla is prepared in a uniform superposition of the
states |0〉 and |1〉 by another interferometer circuit (bottom line) in which the phase
gate α changes the amplitude of the ancilla state |1〉 by eiα. The angle α determines
the probabilities of the states |0〉 and |1〉. A pair of detectors (not shown) signals the
presence of the photon in the state |0〉 or |1〉. Similarly, another pair of detectors (not
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where a = 1/
√
2.
Reading from right to left, the matrices in Eq. (4.1) represent the action of a
Hadamard operation on the ancilla, a phase shift (by α) operation on the ancilla,
another Hadamard operation on the ancilla, a Hadamard operation on the photon, a
phase shift (by ϕ) operation on the photon, and a controlled (by the ancilla) Hadamard
operation on the photon. Note that all these operations only affect the state, that
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is the wave function, which describes the statistical properties of the whole system
and cannot be interpreted as having causal effects on a particular particle without
running into conceptual and logical problems [70].
For the case at hand, a00 = 1 and all other a’s are zero. Then it follows from
Eq. (4.1) that the probability to detect a pair (photon,ancilla) in the state |vu〉 is
given by p(v, u) = |bv,u|2. More explicitly we have [92]
















Note that Eq. (4.2) is identical to the corresponding result for the standard delayed-
choice experiment. MICH11a
4.4 Simulation model
The model presented in this chapter builds on earlier work [31, 43, 74–76, 82, 86–89] in
which we have demonstrated that it may be possible to simulate quantum phenomena
on the level of individual events without invoking concepts of quantum theory.
In our simulation approach, a messenger (representing the photon or the ancilla),
carries a message (representing the phase) and is routed through the network and the
various units that process the messages.
We now explicitly describe our simulation model that is, we specify the message
carried by the messengers, the algorithms that simulate the processing units and the
data analysis procedure.
Messenger. Particles carry a message represented by a two-dimensional unit
vector yk,n = (cosψk,n, sinψk,n) where ψk,n refers to the phase of the photon. The
subscript n ≥ 0 numbers the consecutive messages and k = 0, 1 labels the port of the
beam splitter at which the message arrives.Every time, a messenger is created, the
message is initialized to yk,n = (1, 0).
Hadamard gate. The key element of the event-by-event approach is a processing
unit that is adaptive, that is it can learn from the messengers that arrive at its input
ports [74–76]. The processing unit consists of an input stage called deterministic
learning machine (DLM) [74, 75], a transformation stage, and an output stage. In
experiments with single particles, the input stage receives a message on either input
port k = 0 or k = 1, but never on both ports simultaneously. The arrival of a
message on port 0 (1) corresponds to an event of type 0 (1). The input events are
represented by the vectors en = (1, 0) or en = (0, 1) if the nth event occurred on port
0 or 1, respectively. The DLM has two sets of internal registers (Ck,n, Sk,n) and one
internal vector xn = (x0,n, x1,n), where x0,n + x1,n = 1 and xi,n > 0. These three
two-dimensional vectors are labeled by the message number n because their content
is updated every time the DLM receives a message. Thus, the DLM can only store 6
numbers, not more. Before the simulation starts we set x0 = (x0,0, x1,0) = (R, 1−R),
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where R is a uniform pseudo-random number. In a similar way, we use pseudo-
random numbers to set (Ck,0, Sk,0) for k = 0, 1. Upon receiving the (n + 1)th input
event, the DLM performs the following steps: (1) it stores the message yk,n+1 =
(cosψk,n+1, sinψk,n+1)in its internal register (Ck,n+1, Sk,n+1) and (2) it updates its
internal vector according to the rule
xi,n+1 = γxi,n + (1− γ)δi,k, (4.3)
where 0 < γ < 1 is a parameter that controls the learning process. By construction
x0,n+1 + x1,n+1 = 1 and xi,n+1 ≥ 0.
The parameter γ affects the time that the machine needs to adapt to a new
situation, that is when the ratio of particles on paths 0 and 1 changes. By reducing γ,
the time to adapt decreases but the accuracy with which the machine reproduces the
ratio also decreases. In the limit that γ = 0, the machine learns nothing: it simply
echoes the last message that it received [74, 75]. If γ → 1−, the machine learns slowly
and accurately reproduces the ratio of particles that enter via path 0 and 1. It is in
this case that the machine can be used to reproduce, event-by-event, the interference
patterns that are characteristic of quantum phenomena [74–76].
The transformation stage implements the specific functionality of the unit, the
Hadamard operation for the case at hand. It takes as input the data stored in the
two internal registers (Ck,n+1, Sk,n+1) (k = 0, 1) and in the internal vector xn+1 =
























Rewriting this vector as a two-dimensional vector with complex-valued entries, it is
easy to show that V corresponds to the matrix-vector multiplication in the quantum
theoretical description of the Hadamard gate [82].
The vector V is then passed to the output stage which determines the output port
through which the messenger leaves the unit. The output stage sends the message






through output port 0 if w20,n+1 < R where 0 < R < 1 is a uniform pseudo-random
number. Otherwise, the output stage sends the message






through output port 1.
Controlled Hadamard gate. The event-based processor of this device is iden-
tical to the one of the Hadamard gate itself except that the vector V is computed
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Phase gate. The unit that performs the phase shift by an angle φ changes the













As a result the message is rotated by φ if the particle traveled via path 1.
Simulation procedure. For each pair (α,ϕ), N = 10000 pairs of messengers
(one for the photon, one for the ancilla) are sent through the network (see Fig. 4.3) of
processing units. A messenger that appears on an output line of the network, either
exits via port 0 or via port 1, never via both ports simultaneously. With each pair of
messengers that emerges from the network, the corresponding counter is incremented,
that is no events are being discarded. In other words, we assume that the efficiency
of the detectors is 100%. After all pairs have been processed, dividing the value
of one of the counters by N yields the normalized frequency for observing a pair
(photon,ancilla) in the corresponding output ports.
4.5 Simulation results
In Fig. 4.4, we show results of the event-based simulation of the quantum-controlled
delayed-choice experiment for a fixed value (α = pi/3) of the parameter that deter-
mines the probability (sin2 α) that the ancilla is in the state |1〉. As the solid lines
in Fig. 4.4 are the predictions of quantum theory, see Eq. (4.2), it is clear that the
event-based simulation reproduces the results of quantum theory for this particular
value of α.
In Fig. 4.5, we plot the difference between the event-based simulation results and
the prediction of quantum theory, given by Eq. (4.2). The differences are on the 1%
level, as it should be on the basis of standard statistical arguments. Therefore, we may
conclude that the event-by-event approach reproduces the statistical distributions of
quantum theory for the quantum-controlled delayed choice experiment.
4.6 Discussion
Instead of discussing our event-by-event simulation approach for optical phenomena
in full generality, in this chapter we have opted to explain in detail how the approach
is applied to a specific example, a quantum-controlled delayed-choice experiment [92].
We hope that this helps to understand the key feature of our approach, namely that
it builds, one-by-one, the statistical distributions of quantum theory without knowing
about the latter.
The successful simulation of the quantum-controlled delayed-choice experiment [92]
adds one to the many examples for which the event-by-event simulation method yields
the correct statistical distributions. Of course, the event-based approach, being free
from concepts such as particle-wave duality, does not suffer from the conflicts with




















Fig. 4.4: The normalized frequency of observing a photon in path 0 (squares) or 1
(circles) conditioned on the observation of the ancilla in path 0 (open symbols) or 1
(closed symbols), for the case in which α = pi/3. The solid lines are the prediction of
quantum theory, see Eq. (4.2) . The number of emitted and detected events per ϕ is
10000. The DLM control parameter γ = 0.99.
experiment. In particular, there is no need to invoke the thought that in this experi-
ment, the character of the photon need to be changed in the past.
Finally, it should be noted that although the discrete-event algorithm can be
given an interpretation as a realistic cause-and-effect description that is free of logical
difficulties and reproduces the statistical results of quantum theory, at present the
lack of relevant data make it impossible to decide whether or not such algorithms
are realized by Nature. Only new, dedicated experiments that provide information
beyond the statistics can teach us more about this intriguing question.


















Fig. 4.5: Difference ∆(α,ϕ) between the quantum theoretical result Eq. (4.2) and
the data obtained from an event-by-event simulation of the quantum-circuit shown
in Fig. 4.3. The number of emitted and detected events per pair (α,ϕ) is 10000.
The DLM control parameter γ = 0.99. The differences fluctuate on the 1% level.
Open squares: Photon detected in path 0, ancilla detected in path 0; Closed squares:
Photon detected in path 1, ancilla detected in path 0; Open circles: Photon detected
in path 0, ancilla detected in path 1; Closed circles: Photon detected in path 1, ancilla
detected in path 1. Lines connecting markers are guide to the eye only.
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5.1 Introduction
In classical optics, interference is known to be a phenomenon in which two waves are
superimposed, resulting in a wave with bigger or smaller amplitude. Observed for
the first time in Young’s two-slit experiment in 1803 [95], it played an important role
in the general acceptance of the wave character of light. In quantum theory, inter-
ference in the two-slit experiment with electrons, large molecules, photons and other
so-called quantum particles is considered to demonstrate the wave-particle duality of
these quantum particles. In fact, according to Feynman the observation that the in-
terference pattern in the two-slit experiment with electrons is built up detection event
by detection event is a phenomenon which is “impossible, absolutely impossible, to
explain in any classical way, and which has in it the heart of quantum mechanics” [96].
He referred to the interference of single electrons as “the only mystery” of quantum
mechanics [96].
In general, a classical optical interference experiment consists of several classical
light sources (not necessarily primary sources) and several detectors which measure
the resulting light intensity at various positions. Adding equipment that accumulates
the time average of the product of the detector signals allows for the measurement of
the second and higher order intensity correlations. In quantum optics, the sources are
replaced by single photon sources (the primary source commonly said to create single
photons or N -photon entangled states with N ≥ 2) and single photon detectors. A
coincidence circuit is added to the experimental setup to measure coincidences in the
photon counts.
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In this chapter we limit the number of sources and the number of detectors to two.
Interference is then characterized by the dependence of the resulting light intensity
or of the second order intensity correlations on certain phase shifts. The Hanbury
Brown-Twiss (HBT) effect was one of the first observations that demonstrated inter-
ference in the intensity-intensity correlation functions [97]. HBT showed that under
conditions for which the usual two-beam interference fringes measured by each of the
two detectors vanish, the correlated intensities of the two-detectors can still show in-
terference fringes. For two completely independent sources, be it classical light sources
or single photon sources, the visibility of this second-order intensity interference has
an upperbound of 1/2 [98]. For primary sources producing correlated photon pairs,
such as parametric down-converting sources, the two sources in an HBT-type of ex-
periment can no longer be considered to be independent. In that case the two sources
are considered to emit exactly one photon of the correlated pair simultaneously. Such
sources provide a 100% visibility of the second-order intensity correlation, exceeding
the 50% limit which is a commonly accepted criterion of nonclassicality [98]. The first
experiment devoted to demonstrate nonclassical second-order intensity interference ef-
fects in the absence of first order intensity interference is probably the Ghosh-Mandel
two-photon interference experiment of 1987 [99]. However, the effect is not limited to
photons. Second-order intensity interference effects have also been observed in two-
atom interference experiments [100–103] in which an expanding cloud of cooled atoms
acts as a source, multi-channel plate(s) detect the arrival and position of a particle,
and time-coincidence techniques are employed to obtain the two-particle correlations.
Also in Hanbury Brown-Twiss type of experiments with electrons second-order inten-
sity interference effects have been observed [104, 105]. As well intensity interference
in the two-slit experiment as second-order intensity interference in Hanbury Brown
and Twiss-type of experiments is attributed to the dual wave-particle character of the
quantum particles.
In previous work [19, 20, 29, 74–76, 78, 106, 107] we have demonstrated, using an
event-based corpuscular model, that interference is not necessarily a signature of the
presence of waves of some kind but can also appear as the collective result of particles
which at any time do not directly interact with each other. In general, the event-
based approach deals with the fact that experiments yield definite results, such as for
example the individual detector clicks that build up an interference pattern. We call
these definite results “events”. Instead of trying to fit the existence of these events
in some formal, mathematical theory, in the event-based approach the paradigm is
changed by directly searching for the rules that transform events into other events
and, which by repeated application, yield frequency distributions of events that agree
with those predicted by classical wave or quantum theory. Obviously, such rules
cannot be derived from quantum theory or, as a matter of fact, of any theory that
is probabilistic in nature simply because these theories do not entail a procedure (=
algorithm) to produce events themselves.
The event-based approach has successfully been used to perform discrete-event
simulations of the single beam splitter and Mach-Zehnder interferometer experiment
of Grangier et al. [33] (see Refs. [74–76]), Wheeler’s delayed choice experiment of
Jacques et al. [42] (see Refs. [29, 76, 106]), the quantum eraser experiment of Schwindt
et al. [77] (see Ref. [76, 78]), double-slit and two-beam single-photon interference















Fig. 5.1: Diagram of the Ghosh–Mandel interference experiment [99]. A source
emits pairs of single-photons through spontaneous down-conversion in a LiIO3 crystal.
These photons leave the source in different directions. Mirrors redirect the photons
to the interference filter and a lens. The two beams overlap at a distance of about 1m
from the crystal. The resulting image is magnified by a lens and two movable glass
pieces are used to collect and redirect the photons to the single-photon detectors D0
and D1, the signals of which are fed into a coincidence counter CC.
Jacques et al. [79] (see Ref. [19, 76]), quantum cryptography protocols (see Ref. [80]),
the Hanbury Brown-Twiss experiment of Agafonov et al. [81] (see Ref. [20, 76]),
universal quantum computation (see Ref. [31, 82]), Einstein-Podolsky-Rosen-Bohm-
type of experiments of Aspect et al. [83, 84] and Weihs et al. [85] (see Refs. [43, 76, 86–
90]), and the propagation of electromagnetic plane waves through homogeneous thin
films and stratified media (see Ref. [76, 91]). An extensive review of the simulation
method and its applications is given in Ref. [76]. aspects of the event-based approach
are discussed in Refs. [19, 107]
In this chapter, we demonstrate that the second-order intensity interference with
visibility 1/2 in a HBT experiment with two independent single photon sources and
with visibility 1 in the Ghosh-Mandel experiment can be entirely explained in terms
of an event-based model, that is in terms of a locally causal, modular, adaptive,
classical (non-Hamiltonian) dynamical system. Hence, there is no need to invoke
quantum theory to explain the observations and the commonly accepted criterion of
the nonclassical nature of light needs to be revised.
5.2 Second-order intensity interference
In the context of the Ghosh–Mandel experiment, see Fig. 5.1, we may view the two
mirrors as the two sources that produce two overlapping beams of photons. Hence,
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Fig. 5.2: Schematic diagram of the Ghosh–Mandel experiment. Single photons emit-
ted from point sources S0 and S1 positioned at the y axis and separated by a center-
to-center distance d are registered by two detectors D0 and D1 positioned on a line
at a distance X from the y axis. The time of flight for each of the four possible paths
from source Sm to detector Dn is denoted by Tm,n where m,n = 0, 1.
conceptually, this experiment can be simplified as shown in Fig. 5.2, which is the
schematic diagram of a HBT experiment [98].
A HBT experiment is nothing but a two-beam experiment with two independent
sources and two detectors. The two sources are positioned along the y-axis and are
separated by a center-to-center distance d. The two detectors are placed on a line
at a distance X from the y-axis. Assume that source Sm (m = 0, 1) emits coherent
light of frequency f and produces a wave with amplitude Ame
iφm (Am and φm real).
For simplicity of presentation, we assume that A0 = A1 = A. According to Maxwell






where the time of flight for each of the four possible paths from source Sm to detector
Dn is denoted by Tm,n where m,n = 0, 1. The light intensity In = |Bn|2 on detector
Dn is given by
In = 2A
2 {1 + cos [φ0 − φ1 + 2pif(T0,n − T1,n)]} . (5.2)
If the phase difference φ0 − φ1 in Eq. (5.2) is fixed, the usual two-beam (first-order)
interference fringes are observed.
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The essence of the HBT experiment is that if the phase difference φ0 − φ1 is
a random variable (uniformly distributed over the interval [0, 2pi[) as a function of
observation time, these first-order interference fringes vanish because
〈In〉 = 2A2, (5.3)
where 〈.〉 denotes the average over the variables φ0 and φ1. However, the average of









where ∆T = (T0,0−T1,0)−(T0,1−T1,1). Accordingly, the intensity-intensity correlation
Eq. (5.4) exhibits second-order interference fringes, a manifestation of the so-called





is given by V = 0 and V = 1/2 for the first-order and second-order intensity interfer-
ence, respectively.
Treating the electromagnetic field as a collection of bosons changes Eq. (5.4)
into [98]
〈I0I1〉bosons = 4A4 (1 + cos 2pif∆T ) . (5.6)
Clearly, for bosons, the visibility of the second-order intensity interference is V = 1.
Considering the situation in which the two independent sources S0 and S1 are re-
placed by sources that emit simultaneously exactly one photon of a correlated photon
pair emitted by a parametric down-conversion source gives a similar expression for
the average of the product of the intensities I0 and I1 as given by Eq.( 5.6). Hence,
also in this case V = 1 for the second-order intensity interference.
In the two-beam experiment interference appears in its most pure form because
the phenomenon of diffraction is absent. If we assume that the detectors cannot
communicate with each other, that there is no direct communication between the
particles involved and that it is indeed true that individual pairs of particles build
up the interference pattern one by one, just looking at Fig. 5.2 leads to the logically
unescapable conclusion that the interference can only be due to the internal operation
of the detector [108]. Detectors that simply count the incoming photons are not
sufficient to explain the appearance of an interference pattern and apart from the
detectors there is nothing else that can cause the interference pattern to appear. We
now discuss an event-based model of a detector that can cope with this problem [76].
5.3 Simulation model
The model discussed in this chapter builds on our earlier work [31, 74–76]. In short,
in our simulation approach, a photon is viewed as a messenger that carries a message
and material is regarded as a message processor. Evidently, the messenger itself
can be thought of as a particle. For the present purpose, it suffices to encode in the
message, the time of flight of the particle. The interaction of the photons with material
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translates into a processing unit receiving, manipulating and sending out messages.
Note that we explicitly prohibit two particles from communicating directly and that
interference results from the processing of individual particles only [19, 20, 31, 74–76].
We now explicitly describe the model, that is we specify the message carried by
the messengers, the algorithm for simulating a detector ( = processing unit), and the
simulation procedure itself.
Messenger: The messenger can be regarded as a particle which travels with ve-
locity c in the direction q/q. Each messenger carries with it a harmonic oscillator
which vibrates with frequency f . It may be tempting to view the messenger with
its message as a plane wave with wave vector q, the oscillator being one of the two
electric field components in the plane orthogonal to q. However, this analogy is super-
fluous and should not be stretched too far. As there is no communication/interaction
between the messengers there is no wave equation (i.e. no partial differential equa-
tion) that enforces a relation between the messages carried by different messengers.
Indeed, the oscillator carried by a messenger never interacts with the oscillator of
another messenger, hence the motion of these pairs of oscillators is not governed by a
wave equation. Naively, one might imagine the oscillators tracing out a wavy pattern
as they travel through space. However, as there is no relation between the times at
which the messengers leave the source, it is impossible to characterize all these traces
by a field that depends on one set of space-time coordinates, as required for a wave
theory. It is convenient (though not essential) to represent the message, that is the
oscillator, by a two-dimensional unit vector y = (cosψ, sinψ) where ψ = 2pift + δ.
Here, t is the time of flight of the particle and δ is a phase shift. Pictorially, the
message is nothing but a representation of the hand of a clock which rotates with
period 1/f and is running ahead by a time related to the phase δ. A processing unit
has access to this data and may use the messenger’s internal clock to determine how
long it took for the messenger to reach the unit.
Source: A source creates a messenger (particle) with its phase δ set to some
randomly chosen value. Initially its time of flight t is zero as it is determined by the
arrival of the messenger at a processing unit. A pseudo-random number determines
to which detector the messenger travels.
Single-photon detector: In reality, photon detection is the result of a compli-
cated interplay of different physical processes [109].
In essence, a light detector consists of material that absorbs light. The elec-
tric charges that result from the absorption process are then amplified, chemically
in the case of a photographic plate or electronically in the case of photodiodes or
photomultipliers. In the case of photomultipliers or photodiodes, once a photon has
been absorbed (and its energy “dissipated” in the detector material) an amplification
mechanism (which requires external power/energy) generates an electric current (pro-
vided by an external current source) [69, 109]. The resulting signal is compared with a
threshold that is set by the experimenter and the photon is said to have been detected
if the signal exceeds this threshold [69, 109]. In the case of photographic plates, the
chemical process that occurs when photons are absorbed and the subsequent chemical
reactions that renders visible the image serve similar purposes.
Photon detectors, such as a photographic plate of CCD arrays, consist of many
identical detection units each having a predefined spatial window in which they can
















Fig. 5.3: Diagram of the event-based detector model defined by Eqs. (5.7) – (5.10).
The detection unit consists of an input stage, which is a deterministic learning ma-
chine (DLM), a transformation stage and an output stage. The input stage has K
input channels at which a message y, being a two-component vector, can arrive, K
corresponding internal registers Yk in which the incoming message can be stored and
one internal K-component vector x, responsible for the learning. The transforma-
tion stage generates a message T, a two-component vector, based on all information
available in the input stage. The output stage takes the message T as input and
generates an output signal z representing a “click” or “no click” on output channel
0 or 1, respectively. The detection unit processes one message at a time. The solid
lines indicate the input and output channels of the processing unit and the dashed
lines indicate the data flow within the processing unit.
ferred to as a detector. By construction, these detector units operate completely
independently from and also do not communicate with each other.
An event-based model for the detector cannot be “derived” from quantum the-
ory simply because quantum theory has nothing to say about individual events but
predicts the frequencies of their observation only [70]. Therefore, any model for the
detector that operates on the level of single events must necessarily appear as “ad
hoc” from the viewpoint of quantum theory. The event-based detector model that we
employ in this chapter should not be regarded as a realistic model for say, a photo-
multiplier or a photographic plate and the chemical process that renders the image.
In the spirit of Occam’s razor, the very simple event-based model captures the salient
features of ideal (i.e. 100% efficient) single-photon detectors.
The key element of the event-by-event approach is a processing unit that is adap-
tive, that is it can learn from the messengers that arrive at its input ports [74–76].
The diagram of an event-based detection unit is depicted in Fig. 5.3. It consists of an
input stage called deterministic learning machine (DLM) [74, 75], a transformation
stage, and an output stage. The processing unit should act as a detector for individ-
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ual messengers which may come from several different directions. Therefore, as can
be seen from the schematic diagram depicted in Fig. 5.3 this processing unit has K
input ports, a parameter that allows the machine to resolve K different directions.
Input stage: Representing the arrival of a messenger at port 1 ≤ k ≤ K by the
vector v = (v1, . . . , vK)
T with vi = δi,k (i = 1, . . . K) the internal vector is updated
according to the rule
x← γx+ (1− γ)v, (5.7)
where x = (x1, . . . , xK)
T ,
∑K
k=1 xk = 1, and 0 ≤ γ < 1. The elements of the incoming
message y are written in internal register Yk
Yk ← y, (5.8)
while all the other Yi (i 6= k) registers remain unchanged. Thus, each time a mes-
senger arrives at one of the input ports, say k, the DLM updates all the elements of
the internal vector x, overwrites the data in the register Yk while the content of all
other Y registers remains the same.
Transformation stage: The output message generated by the transformation stage
is




which is a two-component vector. Note that |T| ≤ 1.
Output stage: As in all previous event-based models for the optical components,
the output stage generates a binary output signal z = 0, 1 but the output message
does not represent a photon: It represents a “no click” or “click” if z = 0 or z = 1,
respectively. To implement this functionality, we define
z = Θ(|T|2 −R), (5.10)
where Θ(.) is the unit step function and 0 ≤ R < 1 are uniform pseudo-random
numbers (which are different for each event). The parameter 0 ≤ γ < 1 can be
used to control the operational mode of the unit. From Eq. (5.10) it follows that the
frequency of z = 1 events depends on the length of the internal vector T.
Note that in contrast to experiment, in a simulation, we could register both the
z = 0 and z = 1 events. Then the sum of the z = 0 and z = 1 events is equal to
the number of input messages. In real experiments, only z = 1 events are taken as






where N is the number of messages received and l labels the events. In other words,
Ncount is the total number of one’s generated by the detector unit.
Comparing the number of ad hoc assumptions and unknown functions that enter
quantum theoretical treatments of photon detectors [69] with the two parameters γ
and K of the event-based detector model, the latter has the virtue of being extremely
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simple while providing a description of the detection process at the level of detail, the
single events, which in any case is outside the scope of quantum theory.
Simulation procedure: Before the simulation starts we set x = (1, 0, . . . , 0)T
and we use pseudo-random numbers R to set Yk = (cos 2piR, sin 2piR) for k =
1, . . . ,K. Next, we generate Ntot pairs of messengers, send them to the detectors,
determine the detector count Ncount at D0 and D1 and count the coincidences. In the
simulation always two messengers travel to the detectors, one generated at source S0
and one at source S1. Hence, once a pair of messengers is generated a detector can
generate no click, one click or two clicks. Only when both detectors generate a click
the coincidence count Ncoincindence is enhanced by one.
5.4 Simulation results
5.4.1 Detection efficiency
The efficiency of the detector model is determined by simulating an experiment that
measures the detector efficiency, which for a single-photon detector is defined as the
overall probability of registering a count if a photon arrives at the detector [109]. In
such an experiment a point source emitting single particles is placed far away from a
single detector. As all particles that reach the detector have the same time of flight
(to a very good approximation), all the particles that arrive at the detector will carry
nearly the same message y which is encoding the time of flight. Furthermore, they
arrive at the same input port, say q. As a result x (see Eq. (5.7)) rapidly converges
to the vector with xi → δi,q and, as y is a unit vector, we have |T| ≈ 1, implying
that the detector clicks almost every time a photon arrives. Thus, for our detector
model, the detection efficiency as defined for real detectors [109] is very close to 100%
(results not shown).
5.4.2 Hanbury Brown-Twiss experiment
In Fig. 5.4 we present the simulation results for the HBT experiment depicted in
Fig. 5.2. For simplicity, we have put detector D0 at (X, 0) and plot the single de-
tector and coincidence counts as a function of the y-position of detector D1. In each
simulation step, both sources S0 and S1 create a messenger (particle) with some ran-
domly chosen phase being the only initial content of the messages ym (m = 0, 1).
The phases are kept fixed for NF successive pairs of messengers. The total number
of emitted pairs is denoted by Ntot. Two pseudo-random numbers are used to deter-
mine whether the messengers travel to detector D0 or D1. The time of flight for the
messenger travelling from source Sm to detector Dn is given by
Tm,n =
√
X2 + ((1− 2m)d/2− yn)2
c
, (5.12)
where m,n = 0, 1. The time of flight Tm,n is added to the message ym before the
message is processed by the corresponding detector Dn. The messages are the only
input to the event-based model. As Fig. 5.4 shows, averaging over the randomness in
the initial messages (random phases) wipes out all interference fringes in the single-
detector counts, in agreement with Maxwell theory. We find that the number of
















Fig. 5.4: Simulation data of the single-particle and two-particle counts for the HBT
experiment depicted in Fig. 5.2. Red open circles (Blue open triangles): results for
the counts Ncount of detector D0 (D1), showing that there is no second-order intensity
interference. Red closed circles: results for the coincidence counts Ncoincidence. The
dashed and solid lines represent the theoretical predictions Ntot/2 and Eq. (5.13)
for the single detector and coincidence counts, respectively. Simulation parameters:
Ntot = 2 × 106 events per y1f/c-value, NF = 50, X = 100000c/f , d = 2000c/f ,
γ = 0.99 and K = 2.
single-detector counts Ncount fluctuates around Ntot/2, as expected from wave theory.
Similarly, the data for the coincidence counts are in excellent agreement with the











and, disregarding the prefactor Ntot/8, also in qualitative agreement with the predic-
tions of wave theory.
For simplicity, we have confined the above presentation to the case of a definite
polarization. Simulations with randomly varying polarization (results not shown) are
also in concert with Maxwell theory.
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5.4.3 Ghosh-Mandel experiment




cannot exceed 1/2. It seems commonly accepted that the visibility of a two-photon
interference experiment exceeding 1/2 is a signature of the nonclassical nature of light.
As two-photon interference experiments, such as the Gosh-Mandel experiment [99],
employ time-coincidence to measure the intensity-intensity correlations, it is quite
natural to expect that a model that purports to explain the observations accounts for
the time delay that occurs between the time at which a particle arrives at a detector
and the actual click of that detector. In quantum theory, time is not an observable
and can therefore not be computed within the theory proper. Hence there is no way
that these time delays, which are being measured, can be accounted for by quantum
theory. Consequently, any phenomenon that depends on these time delays must find
an explanation outside the realm of quantum theory (as it is formulated to date).
It is straightforward to add a time-delay mechanism to the event-based model of
the detector. For simplicity, let us assume that the time delay for the detector click
is given by
tdelay = Tm,n − Tmax(1− |T|2)h lnR, (5.15)
where 0 < R < 1 is a pseudo-random number, and T is given by Eq. (5.9). The
time scale Tmax and the exponent h arefree parameters of the time-delay model. Note
that tdelay−Tm,n is a pseudo-random variable drawn from an exponential distribution
with mean Tmax(1 − |T|2)h. Coincidences are counted by comparing the difference
between the delay times of detectors D0 and D1 with a time window W .
From the simulation results presented in Fig. 5.5, it is clear that by taking into
account that there are fluctuations in the time delay that depend on the time of flight
and the internal state of the detector, the visibility changes from V = 1/2 to V ≈ 1.
The simulation data is represented (very) well by N ′count ≈ Ntot/2 and
N ′coincidence ≈ a′4Ntot (1 + cos 2pif∆T ) , (5.16)
where the prime indicates that the model incoporates the time-delay mechanism and
a′4 is a fitting parameter which depends on the details of the time-delay mechanism.
As expected, the use of a narrow time window leads to a signicant reduction (by a
factor a′4 = 0.077) of the total coincidence count. These results demonstrates that a
purely classical corpuscular model of a two-photon interference experiment can yield
visibilities that are close to one. Hence, the commonly accepted criterion of the
nonclassical nature of light needs to be revised.
The time delay model Eq. (5.15) is perhaps one of the simplest that yield inter-
esting results but it is by no means unique and can only be scrutinized on the basis
of accurate experimental data which, unfortunately, do not seem to be available thus
far.
















Fig. 5.5: Simulation data of the single-particle and two-particle counts for the HBT
experiment depicted in Fig. 5.2, generated by the same event-based that produced
the data of Fig. 5.4 extended with the time-delay model Eq. (5.15). Simulation
parameters: Tmax/f = 1000, W/f = 1, h = 8. The dashed and solid lines are




4 cos 2pif∆t) for the single detector and
coincidence counts, Ncount and Ncoincidence, respectively. The values of the fitting
parameters are a′2 = 0.502, a
′




If we exclude the possibility that the two sources send their particles to the same
detector, the event-based approach produces results that are reminiscent of the quan-
tum theoretical description in terms of bosons. In Fig. 5.6, we present the results
of such a simulation, using the same model parameters as those used to produce the
results of Fig. 5.5. From Figs. 5.5 and 5.6, it is clear that the maximum amplitude
of the two-particle interference signal of the latter is two times larger than that of
the former (the “classical” case), as expected for bosons. The simulation data is
represented (very) well by N ′′count ≈ Ntot/2
N ′′coincidence ≈ a′′4Ntot (1 + cos 2pif∆T ) , (5.17)
where the double prime indicates that the model incoporates the time-delay mecha-
nism and that the possibility that the two sources send their particles to the same

















Fig. 5.6: Same as Fig. 5.5 except that the two sources never send their particles to
the same detector, mimicking bosons (see text). The values of the fitting parameters
are a′′2 = 0.502, a
′′




All the results presented above have been obtained by assuming that the beams of
particles are strictly monochromatic, meaning that the frequency f of the oscillators
carried by the particles is fixed. A more realistic simulation of the pairs of photons
created by the parametric down-conversion process requires that the frequencies f1
and f2 of the messages carried by the pair of particles satisfy energy conservation,
meaning that f1+ f2 = f0 where f0 is the frequency of the pump beam [69, 110–112].
It is straightforward to draw the frequencies f1 (and therefore f2 = f0 − f1) from a
specified distribution, such as a Lorentzian [69, 110]. In the simulation, each created
particle pair would then correspond to one message characterized by a frequency f1
and another one by frequency f2. The detectors simply sum all the contributions
(taking into account the differences in the factors fmTm,n), resulting in a reduction
of the visibility, just as in the wave mechanical picture.
5.5 Conclusion
We have shown that the so-called nonclassical effects observed in two-photon inter-
ference experiments with a parametric down-conversion source can be explained in
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terms of a locally causal, modular, adaptive, corpuscular, classical (non-Hamiltonian)
dynamical system. The high visibility, V = 1, in this type of experiment is commonly
considered as a signature of two-photon light, in contrast to the visibility V = 1/2
obtained in a similar experiment with a classical light source. On the other hand,
according to Ref. [81], the existence of high-visibility interference in the third and
higher orders in the intensity cannot be considered as a signature of three- or four-
photon interference, because high-visibility interference is also observed in Hanbury
Brown-Twiss type interference experiments with classical light. Hence, although the
case of second-order intensity interference seemed to be different from the higher or-
ders, we have demonstrated that also for the second order intensity interference the
value of the visibility cannot be used to say anything about the quantum character
of the source. As well the interference experiment with a classical light source as the
interference experiment with the parametric down-conversion source can be explained
entirely in terms of a classical corpuscular model.
Elsewhere, we have shown that third order intensity interference in a Hanbury
Brown-Twiss type of experiment with two sources emitting uncorrelated single pho-
tons can be modeled by an event-based model as well [20]. Simulation of an interfer-
ence experiment with a three-photon source is left for future research.
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Summary
In theme of this thesis is rooted in the idea that it is possible to construct, systemat-
ically, simulation models of some basic quantum interference experiments. Essential
thereby is that this construction does not rely on concepts of quantum theory or on
the knowledge of the solution of the Schro¨dinger equation. Nevertheless, the event-by-
event simulation generates the events that are observed in real experiments such that
the frequencies with which the appear are in agreement with theory and experiment.
Salient features of this simulation approach are that there is a one-to-one corre-
spondence between the devices that are used in the real experiment and the algorith-
mic components and that the devil is in the details, meaning that it is really necessary
to simulate the real experiment, not some mathematical idealization of it.
Chapter 1 explains the ideas of the event-by-event method. The method is ap-
plied to the simulation of one beam splitter and the Mach-Zehnder interferometer.
Although the method does not rely on any concept of quantum mechanics, it is able
to simulate the various components in the experiment such as the photon, the beam
splitter and the detector. The simulation results are shown to agree with quantum
theory.
Chapter 2 present event-based simulations of the Mach-Zehnder interferometer
with an absorber in one of the two beam paths. These simulations have been inspired
by the neutron interferometer experiments performed by H. Rauch and his coworkers.
Our results demonstrate that the event-by-event method is able to produce the same
data as those obtained in neutron interferometer experiment.
Chapter 3 discusses the setup and the results of a simulation of an three-path
interferometry experiment which involves four beam splitters. In this setup, photons
have three possible ways to reach a detector. With the same setup, it is possible
to perform seven different experiments by placing blocks in the various arms of the
interferometer. The simulation results show that the total three-path interference
intensity, as obtained by combining the results of the seven different experiments is
zero, in agreement with the quantum theoretical description of this experiment.
Chapter 4 presents an event-by-event simulation of a quantum-controlled delayed
choice experiment. Also in this case the simulation model does not require the knowl-
edge of the solution of wave equation. The whole system reproduces the results
of quantum theory by generating events. The simulation shows that the quantum-
controlled delay choice experiment can be explained in terms of events or particle-like
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processes only. No counter-intuitive arguments or ideas that defy common senses are
required to explain all the details of the experimental results.
Chapter 5 describes a corpuscular simulation model for second-order intensity
interference phenomena. The simulations shows that both visibility V = 1/2 predicted
for two-photon interference experiments with two independent sources and visibility
V = 1 predicted for two-photon interference experiments with a parametric down-
conversion source can be explained in terms of a locally causal, modular, adaptive,
corpuscular, classical (non-Hamiltonian) dynamical system. Hence, there is no need to
invoke quantum theory to explain the so-called non-classical effects in the interference
of signal and idler photons in parametric-down conversion. A revision of the commonly
accepted criterion of the non classical nature of light is called for.
Samenvatting
Het thema van deze thesis komt voort uit het idee dat het mogelijk is om systematisch
simulatie modellen te construeren voor een aantal basis kwantum interferentie experi-
menten. Essentieel daarbij is dat deze constructie niet afhankelijk is van de concepten
van de kwantumtheorie of van de kennis van de oplossing van de Schrdinger vergelijk-
ing. Toch genereert de event-per-event simulatie events die zijn waargenomen in echte
experimenten, op een dergelijke manier dat de frequenties met welke ze verschijnen
in overeenstemming zijn met theorie en experiment.
Opvallende kenmerken van deze simulatie aanpak is dat er een e´e´n-op-e´e´n corre-
spondentie is tussen de apparaten die worden gebruikt in het echte experiment en de
algoritmische componenten en de moeilijkheid in de details zit, wat betekent dat het
erg belangrijk is om het echte experiment te simuleren en niet een mathematische
idealisatie ervan.
Hoofdstuk 1 legt de ideee´n van de event-per-event methode uit. De methode wordt
toegepast op de simulatie van e´e´n beamsplitter en de Mach-Zehnder interferometer.
Hoewel de methode geen enkel kwantummechanica concept gebruikt heeft het de
mogelijkheid de verschillende componenten in het experiment te simuleren, zoals het
foton, de beam splitter en de detector. De resultaten van de simulatie komen overeen
met die van de kwantumtheorie.
Hoofdstuk 2 laat event-gebaseerde simulaties zien van de Mach-Zehnder inter-
ferometer met een absorber in e´e´n van de twee beam paths. Deze simulaties zijn
ge¨ınspireerd op de neutron interferometer experimenten die zijn gedaan door H. Rauch
en zijn medewerkers. Onze resultaten laten zien dat de event-per-event methode in
staat is dezelfde data te genereren als in neutron interferometer experiment.
Hoofdstuk 3 behandelt de opstelling en de resultaten van een simulatie van de
drie-weg interferometrie experiment waarbij vier beam splitters worden ingezet. In
deze opstelling hebben de fotonen drie manieren om de detector te bereiken. Met
dezelfde opstelling is het mogelijk zeven verschillende experimenten uit te voeren door
blokken te plaatsen in de armen van de interferometer. De resultaten van de simulaties
laten zien dat de totale drie-weg interferentie intensiteit, zoals verkregen door het
combineren van de zeven verschillende experimenten, nul is, in overeenstemming met
de kwantum theoretische beschrijving van dit experiment
Hoofdstuk 4 handelt over een event-per-event simulatie van een “kwantum gecon-
troleerd” vertraagde-keuze experiment. Ook in dit geval heeft het simulatie model
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de kennis van de oplossing van de golf vergelijking niet nodig. Het hele system re-
produceert de resultaten van de kwantum theorie door middel van het genereren van
events. De simulatie laat zien dat het kwantum gecontroleerde vertraagde keuze ex-
periment volledig kan worden uitgelegd in termen van events of deeltjes processen.
Om alle details van de experimentele resultaten te verklaren zijn contra-intu¨ıtieve
argumenten of ideen die het boerenverstand tarten niet nodig.
Hoofdstuk 5 beschrijft een corpusculair simulatie model voor het tweede orde in-
tensiteit interferentie fenomeen. De simulaties laten zien dat zowel de zichtbaarheid
V = 1/2, zoals voorspelt voor twee-fotonen interferentie experimenten met onafhanke-
lijke bronnen, alsook de zichtbaarheid V = 1, zoals voorspelt voor twee-foton inter-
ferentie experimenten met een parametric-down-conversion bron, kunnen worden uit-
gelegd in termen van een lokaal causaal, modulair, adaptief, corpusculair, klassiek
(maar niet Hamiltoniaans) dynamisch systeem. Vandaar dat er geen noodzaak is om
kwantum theorie aan te roepen om de zogezegde non-klassieke effecten in de inter-
ferentie van signaal en fotonen in parametrische-down-conversion te verklaren. Een
herziening van de algemeen geaccepteerde opvatting van de non-klassieke eigenschap-
pen van licht is wenselijk.
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