In recent years, machine learning methods beyond the confines of conventional supervised learning have been used along with deep learning methods and intensively investigated. Fine-tuning, which improves the performance of one task by re-learning using the weights of a model learned for another task as initial values, is one such example. This paper proposes fine-tuning named entity recognition (NER) using part-of-speech tagging. The experiments revealed that fine-tuning improves the performance of NER. They also revealed that there was no performance improvement even if POS tag set included tags that corresponded to an NE tag, when there was a difference in definitions between these tags.
Introduction
In recent years, many researchers use machine learning methods beyond the confines of conventional supervised learning along with deep learning methods and intensively investigate them. In general, it is difficult to learn a model of a task with high performance using small training data when we use conventional supervised learning. However, if we had larger corpora of the other tasks that are similar to and related to the task, it could help to achieve high performance. Fine-tuning, which improves the performance of one task by re-learning using the weights of a model learned for another task as initial values, is one way to realize it.
Named entity recognition (NER) involves seeking to locate and classify elements in texts into predefined categories such as the names of people, organizations, and locations and is one of the sequential labeling tasks. NER is related to part-ofspeech (POS) tagging because POS tagging is also a sequential labeling task and POS are popular features for NER. Therefore, fine-tuning for NER using POS tagging would be a good way to learn an NER model with high performance when we have a small NE corpus and a large POS corpus at the same time. This paper proposes fine-tuning NER using POS tagging. We targeted at Japanese NER and POS tagging in the current study. There are many researches on Japanese NER like and (Iwakura et al., 2016) . In addition, many researchers investigated NER using multitasking learning or joint learning like (Qu et al., 2016) and (Peng and Dredze, 2015) . We investigated Japanese NER using fine-tuning (See Section 2).
The proposed model is developed on the basis of a model described in (Ma and Hovy, 2016) . We simplified the model by excluding a CNN for the character-level representations (See Section 3). We evaluated precision, recall, and F-measure based on the gold standard with experiments using the models (described in Section 4). We discuss the results by comparing them to those of the existing method without fine-tuning (See Section 5) and conclude our work (See Section 6). hara, 2000) 1 is a famous shared task that defined nine tags including eight NE tag types. Iwakura et al. (2016) annotated BCCWJ NE corpus 2 with the tags of the definition in IREX to the Balanced Corpus of Contemporary Japanese (BCCWJ) 3 . Ichihara et al. (2015) investigated the performance of the existing NE recognizer and showed that the errors increased for document types that were very different from the training data of the NE recognizer. compared two methods for annotating NE corpus using non-expert annotators.
In the research on the sequence labeling, NER and POS tagging are often selected as the target tasks at the same time. For example, Ma and Hovy (2016) proposed an end-to-end sequence labeling system that automatically learns a model from wordlevel and character-level representations and obtained state-of-the-art performance in both tasks.
There have been researches on NER using transfer learning. The followings are some examples. Qu et al. (2016) proposed a transfer learning method for NER in the case where not only domains but also labels of NER do not match. Peng and Dredze (2016) improved the performance of NER on Chinese social media (Peng and Dredze, 2015) by multitask learning of Chinese word segmentation. Peng and Dredze (2017b) improved the performance of the task using a modified dataset created with (He and Sun, 2017) 4 . Peng and Dredze (2017a) proposed a multitask domain adaptation considering Chinese word segmentation and NER.
Transfer learning methods were also used for a shared task on emerging and rare entity recognition (Derczynski et al., 2017) 5 in the 3rd workshop on noisy user-generated text (WNUT-2017). The shared task defined emerging and rare entities and provided datasets of social media for detecting these entities. (Aguilar et al., 2017) , which is a paper that got the first position in this shared task, used multi- task learning of NE segmentation (i.e. a binary classification of whether a given token is an NE or not) and fine-grained NE categorization. Von Däniken and Cieliebak (2017), who wrote a paper that got the second position, also used a multitask learning method. They shared the lower layers of the network by a corpus of WNUT 2017 and a corpus of WNUT 2016 (Strauss et al., 2016) 6 , which includes different NE tags from corpus of WNUT 2017. They also used sentence level features.
These researches investigated NER using multitasking learning or joint learning. However, we investigated NER using fine-tuning.
Fine-tuning attracts attentions from researchers and (Kanako investigated effective parameters for fine-tuning.
3 Neural Network Architecture Figure 1 shows the detailed neural network architecture of the proposed method. The model is developed on the basis of a model described in (Ma and Hovy, 2016) . We simplified the model by excluding a CNN for the character-level representations. Therefore, this model consists of three layers: bidirectional LSTM, linear, and linear-chain CRF layers. We fine-tuned the bidirectional LSTM and linear layers. Dropout procedures were applied to both the input and output vectors of the bi-directional LSTM.
Learning the Tags of the Source Task
For fine-tuning, we have to train the tags of the source task. Here, tag l w(t) , which is a tag of word w(t) at time t, is obtained as follows for the source task, where w(1), w(2), · · · w(q) denote input sentence and L 1 , L 2 , · · · , L n denote the tag set of the source task.
1. A word embedding v w(t) of the word w(t) is input to the bidirectional LSTM and an intermediate representation h w(t) is generated.
The intermediate representation h w(t) is input to the linear layer and P(L
, occurrence probabilities of each tag, are obtained.
3. P(L 1 |w(t)), P(L 2 |w(t)), · · · , P(L n |w(t)) are input to the linear-chain CRF and the tag l w(t) corresponding to the time t is selected from l w(1) , l w(2) , · · · , l w(q) , the tag sequence of the source task in the input sentence w(1), w(2), · · · , w(q), using Viterbi algorithm.
Learning the Tags of the Target Task
We train the model of the target task using the weights of the model of the source task. Here, tag l w(t) , which is a tag of word w(t) at time t, is obtained as follows for the target task, when
denote the tag set of the target task:
1. A word embedding v w(t) of the word w(t) is input to the bidirectional LSTM, and an intermediate representation h w(t) is generated. 
The intermediate representation h w(t) is input to the linear layer, and P(L
, occurrence probabilities of each tag of the target task, are obtained.
4. P(L 1 |w(t)), P(L 2 |w(t)), · · · , P(L m |w(t)) are input to the linear-chain CRF and the tag l w(t) corresponding to the time t is selected from l w(1) , l w(2) , · · · , l w(q) , the tag sequence of the target task in the input sentence w(1), w(2), · · · , w(q), using Viterbi algorithm.
Experiments
We compared the proposed method (POS2NER), finetuning of the NER using the POS tagging task, to the conventional method (NER), the NER without finetuning.
Data
We used POS tagging as a source task and NER as a target task.
In NER task, we used nine kinds of tags defined by IREX, i.e., eight NE tag types (See Figure 2) and OPTIONAL tag 7 for ambiguous NEs. Table 1 7 OPTIONAL tags do not have to be predicted. shows a summary of the number of documents and NE tags. We used IREX CRL data (CRL) (Sekine and Isahara, 2000) 8 , which is an annotated corpus that consists of 1,174 articles of the Japanese newspaper "The Mainichi Shimbun" collected from January 1st to 10th. In POS tagging, we used 21 POS tag types (See Figures 3 and 4) extracted from POS tag types used in UniDic 9 . POS tags are annotated for the same articles as the NER task. In other words, we used the Mainichi Shimbun annotated with POS and NER tags.
We used the IOBES format as a tagging scheme. We used NWJC2vec (Masayuki Asahara, 2018) 10 , which is a 200 dimensional word2vec (Mikolov et al., 2013) model. This model trained from National Institute for Japanese Language and Linguistics (NINJAL) Web Japanese Corpus (NWJC) (Asahara et al., 2014) 11 containing ten billion words.
Tools and Settings
We used MeCab 0.996 12 as a morphological analyzer and UniDic 9 as a Japanese dictionary. We used Python 3.5.2 and Chainer v1.24.0 (Tokui et al., 2015) 13 for implementation of the neural network. We used GeForce GTX 1050 to train models. We used Adam (Kingma and Ba, 2014) timization algorithm. In order to prevent overfitting, we used early stopping (Caruana et al., 2001 ) based on the performance on the development set. We set the number of dimensions of the intermediate representation to 200, identical to those of NWJC2vec. We set the dropout rate to 0.33 for all the dropout procedures. We set the number of epochs when learning of the source task in POS2NER to 10. We carried out five-fold cross validations and evaluated the precision (P), the recall (R), and the F-measure (F) based on the gold standard. when we carried out five-fold cross validations, we divided the corpus as shown in Table 2 . Table 3 shows the micro-averaged precision (P), recall (R), and F-measure (F) of each method for the whole dataset. Tables 4, 5 , 6, 7, 8, 9, 10, and 11 show the micro-averaged precision (P), recall (R), and F-measure (F) for each tag. The higher values for the precision, recall, and F-measure among the two methods are written with underline. Table 3 shows that POS2NER is always better than NER in the precision, recall, and F-measure except the precision and F-measure of 10 epochs, the recall of 20 epochs, and the precision of 40 epochs. Here, let us compare the precisions, recalls, and Fmeasures POS2NER at n epochs and NER at n + 10 epochs because the model of POS2NER leaned 10 epochs more than NER; POS2NER learned the model of POS tagging 10 epochs. When we compare them, POS2NER is better than NER in the precisions, recalls, and F-measures when n = 40 and 50, the recall and F-measure when n = 20, and the recall when n = 30. These results indicate that the main reason for effectiveness of POS2NER is not increase of the number of epochs but fine-tuning itself. Tables 3 and 6 show that the results of LOCA-TION tag of NER are often better than those of POS2NER compared with other tags. We thought this was strange because there are two POS tags corresponding to LOCATION NER-tag, namely, "Noun-Proper Noun-Place Name-Misc" and "NounProper Noun-Place Name-Country." We expected that the NER performance would increase for the tags that had the corresponding POS tag. Therefore, we calculated the micro-and macro-averaged F-measure of POS tagging, which is the source task of POS2NER, for "Noun-Proper Noun-Place NameMisc" tag and "Noun-Proper Noun-Place NameCountry" tags. However, the reason for low performances on LOCATION tags seems not the low performance of the POS tagging because the microand macro-averaged F-measure for both corresponding tags were approximately 90%. However, when comparing the place names tagged with these tags in the corpus, there was a difference between two tasks. Tags are only given to place names in the narrow scope such as "足立" ("Adachi") 14 for POS, whereas tags are given to place names in the broad scope such as "東京都足立区" ("Adachi, Tokyo") 14 and "グァンタナモ米軍基地" ("Guantanamo Bay Naval Base") for NER. We believe that this difference in definition made the NER performance on LOCATION tags lower.
Results and Discussion

Conclusions
We proposed fine-tuning for NER using POS tagging to learn an NER model with high performance when we have a small NE corpus and a large POS 14 This is one of the special districts located in Tokyo, Japan. corpus. Our experiments were with Japanese NER and POS tagging. We evaluated the precision, recall, and F-measure based on the gold standard. The experiments revealed that fine-tuning improved the NER performance. They also revealed that there was no performance improvement even if POS tag set included tags that corresponded to an NE tag, when there is a difference in definitions between these tags.
