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Re´sume´
In this paper, we prove an unconditionnal bound for the analytic rank (i.e the
order of vanishing at the critical point of the L function) of the new part Jn
0
(q), of the
jacobian of the modular curve X0(q). Our main result is the following upper bound:
for q prime, one has
ranka(J
n
0
(q))≪ dim Jn
0
(q)
where the implied constant is absolute. All previously known non trivials bounds of
ranka(J
n
0
(q)) assumed the generalized Riemann hypothesis; here, our proof is uncon-
ditionnal, and is based firstly on the construction by Perelli and Pomykala of a new
test function in the context of Riemann-Weil explicit formulas, and secondly on a
density theorem for the zeros of L functions attached to new forms.
1 Introduction
Depuis l’article fondamental de Mestre [Me] sur les formules explicitites de Riemann-Weil,
l’e´tude du rang des varie´te´s abe´liennes via les proprie´te´s analytiques de leurs fonctions L a
suscite´ de nombreux travaux (voir [Br1, Br2, F-P, Ma, M1, M2, Rm]). Un point commun
de ceux-ci est de supposer vraies trois conjectures standard relatives a` la fonction L associe´e
a` A convenablement normalise´e: on supposait en effet que
1. L(A, s) admet un prolongement holomorphe a` C avec une e´quation fonctionnelle qui
relie L(A, s) a` L(1−s,A) (depuis les travaux de Wiles et Diamond, on sait que cette
hypothe`se est ve´rifie´e si A est un courbe elliptique qui a re´duction semi-stable en 3
et 5).
2. L’ordre d’annulation de L(A, ∫) en 1/2, que l’on note dans la suite ranga(A) (pour
rang analytique) majore rangQA (c’est la moitie´ de la conjecture de Birch–
Swinnerton-Dyer); on dispose d’e´le´ments en faveur de cette conjecture pour les
courbes elliptiques modulaires (Cf. les travaux de Gross-Zagier, Kolyvagin, Coates-
Wiles, Rubin, Kato).
3. Enfin L(A, s) ve´rifie l’hypothe`se de Riemann ge´ne´ralise´e (les ze´ros non triviaux de
L(A, s) sont tous situe´s sur la droite critique (ℜe s = 1/2)).
Notons que via les travaux de Grothendieck et Deligne les analogues de ces trois hypothe`ses
sont de´montre´s quand le corps Q est remplace´ par un corps de fonctions sur un corps fini
[Br1, M2].
0
1Dans le cas rationnel, la troisie`me hypothe`se est sans doute la plus se´rieuse, et Brumer
[Br1] fut le premier a` sugge´rer que certains the´ore`mes de densite´s de ze´ros de fonctions
L (provenant d’ine´galite´s de ”Grand Crible”) devraient pouvoir ame´liorer la situation
et permettre de se passer de cette dernie`re. Cette intuition s’est ave´re´e correcte mais
il fallu attendre quelques anne´es et les travaux de Perelli et Pomykala pour la voir se
concre´tiser: introduisant une toute nouvelle fonction test (que nous appellerons fonction de
Perelli-Pomykala) dans les formules explicites de Riemann-Weil ils de´montrent le the´ore`me
inconditionnel suivant [P-P]:
The´ore`me 1.1 Soit E une courbe elliptique modulaire alors on a l’e´galite´∑
d≤D
µ2(d)
∑
χd
ranga(Eχd) = o(D logD)
ou` d parcourt les entiers sans facteurs carre´s ≤ D, χd parcourt l’ensemble des caracte`res
primitifs re´els de module d et Eχd est la courbe elliptique tordue de E par le caracte`re χd.
Signalons que la borne de Mestre donnerait inconditionnellement O(D logD) et O(D)
en admettant l’hypothe`se de Riemann ge´ne´ralise´e. Les re´sultats de [P-P] reposent sur
un the´ore`me de densite´ pour les fonctions L(Eχd , s), lui-meˆme provenant d’estimations
profondes de Heath-Brown portant sur les sommes associe´es aux caracte`res re´els (ine´galite´s
qui ne sont pas sans rappeler le grand crible classique).
Nous inspirant de leur travail, nous conside´rons le proble`me de borner le rang d’une
varie´te´ abe´lienne tre`s particulie`re, a` savoir Jn0 (q), la partie nouvelle de la jacobienne J0(q)
de la courbe modulaire X0(q). Cette varie´te´ abe´lienne de´finie sur Q et a pour conducteur
q. Notre re´sultat principal est le suivant
The´ore`me 1.2 Supposons q premier, on a la majoration
ranga(J
n
0 (q))≪ dimJn0 (q).(1)
Dans le cas ge´ne´ral nous obtenons aussi la borne plus faible (mais non triviale):
ranga(J
n
0 (q))≪ dimJn0 (q) log log q.(2)
Mentionnons que la majoration triviale serait en O(dim Jn0 (q) log q) et que, en admettant
l’hypothe`se de Riemann ge´ne´ralise´e, Brumer [Br2] a donne´ la majoration pre´cise (valable
pour tout q):
ranga(J
n
0 (q)) ≤ (3/2 + o(1)) dim Jn0 (q);(3)
(nous profitons de cette occasion pour signaler une erreur dans la preuve de la majora-
tion (3) donne´e dans [Rm]: il semble en effet que dans la section 6. de loc. cit. un
terme en O(N−1/2Tx) se soit transforme´ en passant de la page 274 a` la page 275 en un
O(N−1/2Tx1/2)).
Dans l’autre direction, conside´rant le signe de l’e´quation fonctionnelle des formes mod-
ulaires primitives, il est facile de montrer la minoration suivante valable pour tout ǫ > 0
et q assez grand:
ranga(J
n
0 (q)) ≥ (
1
2
− ǫ) dim Jn0 (q).
2D’autre part dans [Rm], RamMurty a montre´ la meˆme minoration pour le rang ge´ome´trique
rangQ(J
n
0 (q)) ≥ 1/2 dim Jn0 (q).
Le The´ore`me 1.2 est bien en fait un the´ore`me en moyenne. En effet, notons S2(q)
+
l’ensemble des formes modulaires primitives (“newforms”) de poids 2 et de niveau q. Alors,
par Eichler-Shimura, on a la factorisation
L(Jn0 (q), s) =
∏
f∈S2(q)+
L(f, s),
qui est l’analogue de la de´composition de la fonction L d’un corps cyclotomique en produit
de fonctions L associe´es aux caracte`res de Dirichlet. La majoration (1) peut donc s’e´crire
(q premier) ∑
f∈S2(q)+
ranga(f) = O(|S2(q)+|),(4)
ou` ranga(f) de´signe l’ordre d’annulution de L(f, s) en s = 1.
A l’instar du The´ore`me 1.1, les majorations (1), (2) et 4 re´sultent elles aussi de
the´ore`mes de densite´ pour les ze´ros des fonctions L(f, s) qui sont montre´s dans le com-
pagnon de cet article [KM] .
Pour toute forme f , notons (f, f) le produit scalaire de Petersson de f avec elle-meˆme;
on peut aussi conside`rer le proce´de´ de moyenne suivant sur l’ensemble S2(q)
+ que nous
appellerons moyenne ”harmonique”: posons
∑h
f∈S2(q)+
Xf :=
∑
f∈S2(q)+
Xf
4π(f, f)
.
Remarque. — Du point de vue de l’arithme´tique, le poids 1/4π(f, f) qu’on attache
a` f peut paraitre moins naturel que le poids 1/|S2(q)+|; En revanche de telles moyennes
sont parfaitement naturelles dans le cadre de l’analyse harmonique sur X0(q) voir, par
exemple le re´cent travail [M-U] ou` c’est la moyenne harmonique qui est la plus naturelle
pour la ge´ome´trie d’Arakelov de X0(q). On notera l’e´galite´ (valable pour q premier)
∑h
f∈S2(q)+
1 = 1 +O(q−3/2)(5)
de sorte que les poids 1/4π(f, f) de´finissent asymptotiquement une mesure de probabilite´
sur l’ensemble S2(q)
+.
On de´montrera e´galement le the´ore`me suivant qui donne une majoration de ce qu’on
pourrait appeler le rang harmonique de Jn0 (q):
The´ore`me 1.3 Supposons q premier, on a la majoration
∑h
f∈S2(q)+
ranga(f)≪ 1;
la constante implique´e est absolue et explicitable.
3Notons encore que la majoration triviale serait en log q, alors que, admettant l’hypothe`se
de Riemann ge´ne´ralise´e, Ram Murty [Rm] a donne´ la borne:
∑h
f∈S2(q)+
ranga(f) ≤
7
6
+ o(1).
Dans la dernie`re partie de ce travail, nous ame´liorons (sous G.R.H) la borne de Ram Murty
de manie`re sensible :
The´ore`me 1.4 Soit q un nombre premier. Supposons que pour chaque forme primitive
f ∈ S2(q)+, sa fonction L satisfait a` l’hypothe`se de Riemann. Alors, quand q → +∞, on
a la majoration ∑h
f∈S2(q)+
ranga(f) ≤
23
22
+ o(1).
Cet article n’aurait sans doute pas vu le jour sans les encouragements re´pe´te´s et les
nombreuses suggestions de E. Fouvry et de H. Iwaniec, qu’ils en soient remercie´s.
Dans la suite, ǫ de´signera un re´el positif aussi petit que l’on souhaite dont la de´fi-
nition peut varier d’une ligne a` l’autre. De meˆme pour les constantes ”grandes” note´es
ge´ne´ralement A et B.
2 Normalisations et lemmes pre´liminaires
On note S2(q) (resp. S2(q)
+) l’espace des formes modulaires paraboliques de poids 2 et
de niveau q (resp. l’ensemble des formes primitives.)
Toute forme parabolique f a un de´veloppement de Fourier (a` la pointe infinie)
f(z) =
∑
n≥1
λf (n)n
1/2 e(nz), e(z) := exp(2iπz).
Soit f ∈ S2(q)+ une forme primitive, normalise´e par λf (1) = 1. Ses coefficients de
Fouriers λf (n)n
1/2 sont re´els.
Pour tout nombre premier p ne divisant pas q, on a d’apre`s Deligne-Eichler-Shimura,
λf (p) = αp + αp avec |αp| = 1; on pose alors pour tout n ≥ 1, apn(f) = αnp + αnp . Si
p||q, λf (p) = ±1/p1/2 et on posera apn(f) = λf (p)n; enfin si p2|q, λf (pn) = αpn = 0. Soit
L(f, s) la fonction L associe´e a` f
L(f, s) =
∑
n≥1
λf (n)
ns
=
∏
p‖q
(1− λf (p)
ps
)−1
∏
(p,q)=1
(1− αp
ps−1/2
)−1(1− αp
ps−1/2
)−1;
Cette fonction admet un prolongement analytique a` C et ve´rifie l’e´quation fonctionnelle
Λ(f, s) = ǫfΛ(1− s), ǫf = λf (q)q1/2 = ±1, Λ(f, s) =
(
q
2π
)s/2
Γ(s+ 1/2)L(f, s)
42.1 Base orthonorme´e, sommes de Kloosterman et grand crible
.
Soit F est une base orthonorme´e de S2(q), la ”formule des traces” de Petersson relie
les coefficients de Fourier des e´le´ments de F a` des sommes de sommes de Kloosterman (cf.
[DFI]): pour tout m,n ≥ 1 on a l’e´galite´
1
4π
∑
f∈F
λf (m)λf (n) = δm,n − 2π
∑
c≥1
S(m,n; cq)
cq
J1(
4π
√
mn
cq
)(6)
ou` δm,n est le symbole de Kronecker,
S(m,n; c) =
∑
x(mod c)
(x,c)=1
e(mx+ nx/c)
est la somme de Kloosterman et J1(x) est la fonction de Bessel d’ordre 1; nous utiliserons
les majorations suivantes de S(m,n; c) et J1(x):
S(m,n; c) ≤ (m,n, c)1/2c1/2τ(c), J1(x)≪ min(x, x−1/2).(7)
On en de´duit l’e´galite´ pour tout m,n (cf. [Du])
1
4π
∑
f∈F
λf (m)λf (n) = δm,n +O(τ(q)(m,n, q)
1/2(mn)1/2q−3/2)(8)
Remarque. — Un cas particulie`rement agre´able de cette e´galite´ est quand q est
premier: en poids 2, S2(q) n’a pas de formes anciennes, on peut alors prendre
F = { f
(f, f)1/2
}f∈S2(q)+ .
2.2 The´ore`mes de densite´
.
Nous citons maintenant les the´ore`mes de densite´ pour les fonctions L(f, s) que nous
utiliserons dans la section suivante, ils sont de´montre´s dans l’article compagnon de ce
travail [KM]: soit f ∈ S2(q)+ pour 1/2 < α ≤ 1 et t1 < t2 on note Nf (α, t1, t2) le
nombre de ze´ros de L(f, s) contenus dans le rectangle [α, 1]× [t1, t2], on posera e´galement
Nf (α, T ) = Nf (α,−T, T ). On a d’abord le re´sultat ge´ne´ral suivant
The´ore`me 2.1 Soit T ≥ 1, alors il existe des constantes absolues positives B et c telles
que l’on ait la majoration∑
f∈S2(q)+
Nf (α, T )≪ dim Jn0 (q)q−c(α−1/2)TB logB q.
5Quand q est premier nous ame´liorons tre`s sensiblement ce re´sultat en se plac¸ant dans
de petits intervallles et en obtenant A = 1:
The´ore`me 2.2 Supposons q premier. Soit T ≥ 1, et −T ≤ t1 < t2 ≤ T ve´rifiants
t2 − t1 ≥ 1/ log q alors il existe des constantes absolues positives Bet c, telles qu’ on a la
majoration ∑
f∈S2(q)+
Nf (α, t1, t2)≪ TBq1−c(α−1/2)(t2 − t1) log q.
Nous montrons e´galement la version harmonique de ce dernier the´ore`me qui est en
quelque sorte en amont du pre´ce´dent:
The´ore`me 2.3 Supposons q premier. Soit T ≥ 1, et −T ≤ t1 < t2 ≤ T ve´rifiants
t2 − t1 ≥ 1/ log q alors il existe des constantes absolues positives Bet c, telles qu’ on a la
majoration ∑h
f∈S2(q)+
Nf (α, t1, t2)≪ TBq−c(α−1/2)(t2 − t1) log q.
2.3 Les formules explicites de Riemann-Weil
.
Conside´rons f ∈ S2(q)+; la proposition suivante est due a` Mestre [Me]:
Proposition 2.4 Soit F : R→ R ve´rifiant
1. Il existe ǫ > 0 tel que F (x) exp((1 + ǫ)x) est inte´grable et a` variation borne´e,
2. la fonction (F (x) − F (0))/x est a` variation borne´e.
On a la formule suivante, ∑
L(f,ρ)=0
F̂ (ρ− 1/2)
= 2F (0) log q1/2 − 2
∞∑
n=1
an(f)
n1/2
Λ(n)F (log n)−
∫ +∞
0
(
F (x) e−x
1− e−x −
e−x
x
)
dx.
On a pose´
F̂ (s) =
∫
R
F (x) esx dx.
La somme du terme de gauche porte sur les ze´ros de L(f, s) tels que 0 ≤ ℜeρ ≤ 1.
Remarque. — Pour toutes les fonctions test F que nous utiliserons dans la suite
la dernie`re inte´grale de l’expression pre´ce´dente est borne´e par une constante absolue (cf.
[P-P] Section 5).
Le fait fondamental qui est a` l’origine de cet article est la construction par Perelli et
Pomykala d’une fonction test FPP aux proprie´te´s extreˆmement agre´ables quand on doit
se passer de l’hypothe`se de Riemann ge´ne´ralise´e [P-P]:
6The´ore`me 2.1 Il existe des constantes positives B, c1, c2 avec B ≥ 2, une fonction re´elle
paire a` valeurs non ne´gatives FPP ∈ C∞(R) telle que FPP (0) = 1, suppFPP ⊂ [−B,B],
telle que F̂PP (s) ve´rifie
ℜe(F̂PP (s)) ≥ 0, pour |ℜes| < 1, et
F̂PP (s)≪ exp(c1|ℜe s| − c2|s|3/4).
3 Majorations inconditionnelles du rang analytique de Jn0 (q)
La me´thode pour majorer la quantite´
∑
f∈S2(q)+ ranga(f) suit de pre`s celle de Perelli et
Pomykala [P-P]. On se contentera ici de montrer la majoration (1), la preuve de la borne
(2) est identique, il suffit d’utiliser le The´ore`me 2.1 a` la place du The´ore`me 2.2
3.1 Majoration du Rang analytique
.
Soit λ > 2, on pose Fλ(x) := FPP (x/λ) et φλ(s) := F̂λ(s − 1/2)
= λF̂PP (λ(s − 1/2)); on a en particulier φλ(s) = φλ(2 − s). Soit T ≥ 2 , un parame`tre
a` fixer. Pour chaque f primitive, on applique la formule de Riemann-Weil avec Fλ pour
fonction test, les proprie´te´es de FPP et la majoration Nf (1, t) ≪ t log(qt) pour t ≥ T
permettent d’en de´duire l’e´galite´
∑
|γ|≤T
φλ(ρ) = log q − 2S1,f (λ)− 2S2,f (λ) +
O(λT log(qT ) exp(c5λ− c6(λT )3/4))(9)
avec
S1,f =
∑
p
ap(f)
Fλ(log p) log p
p1/2
, et
S2,f =
∑
p,n≥2
apn(f)
Fλ(n log p) log p
pn/2
.
Par la majoration |anp (f)| ≤ 2 on a imme´diatement la majoration
S2(λ) = O(λ).
D’autre part, Brumer ([Br2] Prop 2.8), utilisant la formule des traces de Selberg dans
la version qu’en a donne´ Zagier, obtient la majoration suivante pour tout nombre premier
p (τ(n) est la fonction nombre de diviseurs):
∑
f
λf (p) = O(τ(q)
3 log2(pq)(p1/2 + q1/2)),
dont on de´duit la majoration
7∑
f
S1,f = O(λτ(q)
3 log2(q)(eBλ+eBλ/2 q1/2)).(10)
Sommant (9) sur les f et prenant la partie re´elle, on obtient alors la majoration
λ
∑
f
ranga(f) ≪ dimJn0 (q)(log q + λ) + λτ(q)3 log2(q)(eBλ+eBλ/2 q1/2)
+qλT log(qT ) exp(c5λ− c6(λT )3/4) +
∑
f
∑
|γ|≤T
|β−1/2|≥1/λ
|φλ(ρ)|
Pour majorer la dernie`re somme de l’expression pre´ce´dente, on subdivise les intervalles
[1/λ, 1/2] et [−T, T ] en sous intervalles de longueur 1/λ, si q est premier, on a par le
The´ore`me 2.2 ∑
f
∑
|γ|≤T
|β−1/2|≥1/λ
|φλ(ρ)|
≪ λdim Jn0 (q)
λ∑
m=1
Tλ∑
n=0
exp(c1m− c2n3/4)(n
λ
+ 1)Bq−cm/λ
log q
λ
≪ λdim Jn0 (q),
en choisissant λ = c7 log q ou c7 est une constante positive suffisament petite; On prend
T = log3 q et on choisit e´galement c7 de sorte que
λqT log(qT ) exp(c5λ− c6(λT )3/4) = o(λdim Jn0 (q)).
3.2 Majoration du rang harmonique
.
La preuve du The´ore`me 1.3 suit de pre`s celle de (1): Utilisant l’e´galite´ (5) on obtient
la majoration
λ
∑h
f
ranga(f) ≪ log q + λ+
∑h
f
S1,f + λT log(qT ) exp(c5λ− c6(λT )3/4)
+
∑h
f
∑
|γ|≤T
|β−1/2|≥1/λ
|φλ(ρ)|
Etablissons l’analogue ponde´re´ de la majoration (10): on a, par (8) pour m = 1, n = p ≤
eBλ, ∑h
f
S1,f ≪
eBλ
q3/2
.
8utilisant le The´ore`me 2.3, on majore dernie`re la somme
∑h
f
∑
|γ|≤T
|β−1/2|≥1/λ
|φλ(ρ)|
≪ λ
λ∑
m=1
Tλ∑
n=0
exp(c1m− c2n3/4)(n
λ
+ 1)Bq−cm/λ
log q
λ
≪ λ.
On obtient cette dernie`re majoration en choisissant λ = c8 log q ou c8 est une constante
positive suffisament petite. On termine alors la preuve comme pre´ce´demment.
4 Majoration sous G.R.H
Dans cette section on suppose que q est premier et que l’hypothe`se de Riemann ge´ne´ralise´e
est ve´rifie´e pour toutes les fonction L(f, s), f ∈ S2(q)+. Graˆce a` cette lourde hypothe`se il
est loisible de choisir une fonction test classique [Rm, F-P, M1, M2, Br1]: pour λ > 0 on
pose
Fλ(x) = max(0, 1 − |x|/λ) et F̂λ(iγ) = φλ(iγ) = 4 sin
2(γλ/2)
λγ2
;
Sous GRH, φλ(ρ−1) ≥ 0 pour tout ze´ro non trivial ρ de L(f, s), on a donc la majoration
λ ranga(f) ≤ log q − 2S1,f − 2S2,f +O(1)(11)
On fait la somme sur les formes primitives f pour obtenir graˆce a` (5)
λ
∑h
f∈S2(q)+
ranga(f) ≤ log q(1 +O(q−3/2))− 2
∑h
f
S1,f +
∑h
f
S2,f +O(1).
On traite maintenant le troisie`me terme par une me´thode, diffe´rente de celle de [Rm], et
beaucoup plus e´le´mentaire puisqu’elle ne fait pas intervenir la The´orie de Rankin-Selberg.
Notons que par |apn(f)| ≤ 2, on a
∑
p
n≥3
apn(f)
Fλ(n log p) log p
pn/2
= O(1).(12)
Pour n = 2, on part de l’e´galite´ ap2(f) = ap(f)
2−2, puis utilisant (6) puis l’estimation (8)
pour m = n = p,
−2
∑h
f
S2,f = −2
∑
p≤eλ/2
F (2 log p) log p
p
(−1 +O((q, p)1/2pq−3/2)) +O(1)
=
λ
2
+O(eλ/2−3/2 log q) +O(1)(13)
94.1 Traitement du deuxie`me terme
.
C’est pour ce terme que l’on ame´liore le The´ore`me 1 de [Rm]: au lieu d’utiliser une
majoration individuelle des sommes de Kloosterman, on tient compte de leur variation
quand la variable p de´crit l’ensemble des nombres premiers. On a les e´galite´s suivantes
∑h
f
S1,f =
∑
c≥1
1
cq
∑
p
Fλ(log p) log p
p1/2
S(1, p; cq)J1(
4π
√
p
cq
)
:=
∑
c≥1
1
cq
Σcq.
Pour c > C, on utilise (7) pour majorer Σcq par Oǫ(λ(Cq)
−3/2+ǫ). On suppose dans la
suite que 1 ≤ c ≤ C. Par inte´gration par partie et en utilisant la majoration J ′1(x) = O(1),
on obtient que
Σcq ≪ λ
cq
max
1≤x≤X
Σ′(x),
ou` on a pose´ X = eλ et
Σ′(x) =
∑
n≤x
Λ(n)S(1, n; cq) +O(x1/2(cq)1/2+ǫ).
Le traitement de cette somme est calque´ sur celui de Vaughan [Va] Corollary 2.1:
Σ′(x) =
cq−1∑
a=0
S(1, a; cq)
∑
n≤x
n≡a(cq)
Λ(n)
=
1
φ(cq)
cq−1∑
a=1
(a,cq)=1
S(1, a; cq)
∑
χ(mod cq)
χ(a)ψ(x, χ) +Oǫ((cq)
1/2ǫ) log x)
≪ 1
φ(cq)
∑
χ(mod cq)
∣∣∣∣
cq−1∑
a=1
(a,cq)=1
S(1, a; cq)χ(a)
∣∣∣∣|ψ(x, χ)| +O((cq)1/2+ǫ) log x).
On utilise alors le lemme facile suivant:
Lemme 4.1 Soit χ un caracte`re modulo cq, on a la majoration
cq−1∑
a=1
(a,cq)=1
S(1, a; cq)χ(a) = O(cq).
Ce lemme se de´montre en ouvrant la somme de Kloosterman ce qui nous rame`ne a` des
sommes de Gauss, puis en intervertissant les sommations...
Ce lemme et le corollaire 2 de [Va] conduisent a` la la majoration
|Σ′(x)| = Oǫ(x+ (cq)5/8x3/4 + cqx1/2).
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Utilisant cette dernie`re, on obtient
∑h
f
S1,f ≪ǫ (cq)ǫ
(
X
q2
+
X3/4
q11/8
+
X1/2 logC
q
+
X
(Cq)3/2
)
.(14)
On choisit alors C = q1/2, λ = (11/6 + ǫ) log q si bien qu’en re´unissant (14), (13) et (11)
on obtient la majoration
∑h
f∈S2(q)+
ranga(f) ≤
6
11
+
1
2
+ o(1).
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