Abstract -The elongation prediction of strips in furnace is extremely important in annealing process, which determines the quality and yield of product [1, 2]. Furthermore, the safety of airknife also depends on the prediction accuracy [3, 4]. Thus, the optimal soft-sensing method is proposed based on kernel principal component analysis (KPCA) and optimized weighted least squares support vector machine (WLSSVM) by immune clone particle swarm optimization (ICPSO). Avoiding the particles are easy to sink into premature convergence and run into local optimization in the iterative process by using ICPSO , which generated by particle swarm optimization (PSO) algorithm, and the ICPSO is also used to optimize the parameters of WLSSVM. Then, the method uses KPCA to denoise the input data set and capture the high-dimensional nonlinear principal components in input data space, and the principal components are input into the ICPSO-WLSSVM model to establish the softsensing prediction model. The proposed method is successfully applied in the strip elongation prediction in annealing furnace. The simulations show that the KPCA and ICPSO-WLSSVM model has higher prediction accuracy compared with other algorithms that verified with production data.
I. INTRODUCTION
In the process of continuous annealing, the dual physical and chemical changes can make the strips extend or shorten, which passed through the preheating section (PHS), radiation heating section (HS), slow cooling section (SS), rapid cooling section (RCS) and other temperature sections with the tension action of rollers in the furnace, the process is shown in fig.1 . Because of the space between galvanized section (POT) and annealing furnace outlet can hardly be installed any sensor to detect the elongation and welding seam position of strips, the soft-sensing technique of prediction with the offline and online information obtained by the sensors of temperature, tension, speed and etc. to enhance the production yield and the safety of air-knife is necessary. In this paper, a soft-sensing approach based on Kernel principal component analysis (KPCA) and hybrid novel particle swarm optimization (ICPSO) algorithm and weighted LSSVM (WLSSVM) is proposed to predict the strip elongation. The performance of basic PSO greatly depends on its parameters and it often suffers from being trapped in local optima which leads to premature convergence. Thus, immune clone algorithm (ICA) is further presented to enhance the diversity of population particles and the reliability of global convergence, and overcome the parameter sensitivity issue while efficiently controlling the global search of WLSSVM model with immune clonal selection strategy as well. To avoid solving the eigenvectors in the whole feature space, the softsensing method extracts features using KPCA, and trains the ICPSO-WLSSVM model with feature information extracted to obtain the optimal prediction model. Compared with other prediction methods, the soft-sensing approach proposed in this paper shows the higher prediction precision.
II. KERNEL PRINCIPAL COMPONENT ANALYSIS
This algorithm was originally proposed by Schölkopf et al [5] . The idea of KPCA is to firstly map the original input vectors x i into a high-dimensional feature space   
The centred kernel matrix K  can be defined as:
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where A M is a M×M matrix in which all the elements are equal to 1/ M .Then the nth kernel principal component (KPC) representation is readily obtained:
III. THE SOFT-SENSING MODEL FOR PREDICTION

A. ICPSO Algorithm
In the PSO algorithm, every particle updates itself by tailing after the best individual and global locations in each iteration [6, 7] :
where w k is called the inertia weight which controls the speed of next iteration [8] . c 1 and c 2 are positive constants, called acceleration coefficients. r 1 and r 2 are uniformly distributed random numbers generated in the range of [0, 1], and k is the iteration counter. iter max is the maximal number of iteration. The ICPSO algorithm can enhance the diversity in a colony and the reliability of global convergence, and it has the desirable characteristics in optimization and offers significant advantages over the simplex PSO algorithm [9] .
(1) Clone Operation: Perform the clone operator  on the population and define n c as a given value relating to the clone scale, an antibody
.. x D represents the local best position p best at one iteration. The cloning operation is describe as follows [10, 11] :
where Int(⋅) denotes taking the integer value, Popsize is the size of the particles, the excellent antibodies are reproduced using fixed scale n c .
(2) Immune Genic Operator: Perform the mutation operation as the immune genic operator. A new antibody population is obtained by mutation operation. It is defined as follows:
the value of antibody's i dimension changes in the operation of mutate, and we randomly generated randn in the range of (0,1) [12] . 
B. Weighted LSSVM Algorithm
The weighted least squares support vector machines (WLS-SVM) was introduced by Suykens et al [13] to decrease the training computational effort of SVM in large-scale problems and obtain a robust estimate.
Given a training set of N data points
 is the kth input pattern and k v R  is the kth output pattern, the model of WLSSVM is defined as follows: The radial basis function (RBF) kernel is applied because it is capable to nonlinearly map the training data into an infinite dimensional space, thus, it is suitable to deal with nonlinear relationship problems.  2 is a positive real constant, and it is usually called the RBF kernel width. The regression function of WLSSVM can be given by
C. Hybrid ICPSO-WLSSVM Alg$orithm
In this paper, the ICPSO algorithm are proposed to optimize parameters to verify the objective of the problem. The executive steps of the ICPSO are as follows:
Step 1: Initialize particles and set ICPSO parameters. Set the ICPSO parameters including the population size N, maximum number of iterations iter max , fitness of each particle according to eqn (9) , weighted factor w k , and the range of the velocity between -v max to v max , where v max is a predefined boundary value according to the corresponding experiment data;
Step 2: Evaluate the fitness of particle according to eqn (9) , and set the p best from the particle with the minimal fitness in the swarm. From the p best particles, we can get the initial g best ;
Step 3: Update the velocity and position of the particle according to eqns (4, 5) . Update the individual best position to obtain the global best position p best according to the fitness calculation results;
Step 4: Made m clones of the p best according to eqns (6, 7) , mutate the particles according to eqns (8, 9);
Step 5: According to the prediction of the model WLSSVM, calculate the fitness of particles which are generated by cloning and mutating. Clone the particles which have the better fitness to form a new population;
Step 6: Update the g best using the current p best ;
Step 7: Set the iterative variable i= i+1, terminate the algorithm if criterion (i > iter max ) is satisfied, and take the updated g bes t as the optimal hyper-parameters of the model WLSSVM, else go back to Step 4.
IV. CASE STUDY ON ELONGATION PREDICTION OF STRIPS
In this section, the proposed method is applied in the annealing of strips process.
A training data set including 3000 normal samples is used to build the prediction models. The testing data is composed of 1000 samples. The initial parameters of the PSO algorithm, the dimension number D = 2, the particle number Popsize N = 30, the positive constants c 1 and c 2 are initialized to 2. The modified v max is set to 2, iter max = 200. The inertia weight w k concluding w max = 0.8 and w min = 0.2. In the IC algorithm, the parameter s = 1. In the WLSSVM algorithm, RBF is chosen as kernel function with the parameter  2 =0.1, the distribution parameters α=0.3. fig. 2 (a-c) show the detailed description of deviations between the measured and predicted values of elongation of strips on the training data set with three different models. It is clear that the KPCA-ICPSO-WLSSVM model exhibits the better approximation accuracy and the prediction deviations vary within a small range around [-1,1] . The comparison between elongation deviation of strips in the annealing furnace and prediction with approach proposed on practical testing data set is showed in fig. 2 (d) . It can be found that the KPCA-ICPSO-WLSSVM model have good prediction accuracy on testing data set, because the prediction errors are obviously less than the values estimated by current method used in the practical engineering. The detailed comparison of test performance with PSO-LSSVM, ICPSO-LSSVM and KPCA-ICPSO-WLSSVM is listed in Table I , and the difference between the output of the models and the real output desired output is considered as the error and represented in several methods, including mean absolute error (MAE), mean relative error (MRE), root mean square error (RMSE), standard deviation of absolute error (STD), and Theil's Inequality Coefficient (TIC).
The digital comparison in Table 1 indicates that performance of the algorithm proposed is the best on overall. The MAE, MRE and RMSE listed also in Table I have confirmed the prediction accuracy of the proposed method. KPCA-ICPSO -LSSVM has the smallest STD among the three models, which indicates the predictive stability of the method. Similar results are observed in terms of TIC, which indicates a good level of agreement between the proposed model and the studied process. 
V. CONCLUSION
The prediction of the elongation of strip steel in annealing furnace using KPCA-ICPSO-WLSSVM model, which determined the quality and yield of product, is presented in this paper. To overcome the premature convergence of PSO algorithm, the ICPSO is represented. To further reduce the deviations in the prediction, the WLSSVM is used to obtain robust estimates for regression. In order to deal with nonlinear characteristics of data set, kernel principal component analysis (KPCA) is applied to extract and reduce features. For comparison, PSO-LSSVM, ICPSO-LSSVM, ICPSO-WLSSVM and KPCA-ICPSO-WLSSVM are developed and evaluated. The application of the proposed method to the test and data obtained from the industrial plant demonstrates its effectiveness and reliability. The KPCA-ICPSO-WLSSVM model predicts the elongation with MRE of 1.732% on the test data set, which is much more accurate than other models. For these reasons, the KPCA-ICPSO-WLSSVM model proposed can be accepted as very successfully for elongation prediction of strips in annealing process.
