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Shape sensitivity analysis of the Hardy constant
Gerassimos Barbatis∗ and Pier Domenico Lamberti †
Abstract
We consider the Hardy constant associated with a domain in the n-di-
mensional Euclidean space and we study its variation upon perturbation
of the domain. We prove a Fre´chet differentiability result and establish a
Hadamard-type formula for the corresponding derivatives. We also prove a
stability result for the minimizers of the Hardy quotient. Finally, we prove
stability estimates in terms of the Lebesgue measure of the symmetric
difference of domains.
Keywords: Hardy constant, domain perturbation, Hadamard formula, stability
estimates.
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1 Introduction
Let Ω be a bounded domain in Rn, dΩ(x) = dist(x, ∂Ω), x ∈ Ω, and p ∈]1,∞[. If
there exists c > 0 such that∫
Ω
|∇u|pdx ≥ c
∫
Ω
|u|p
dpΩ
dx , for all u ∈ C∞c (Ω), (1.1)
we then say that the Lp Hardy inequality holds in Ω. The best constant for
inequality (1.1) is called the Lp Hardy constant of Ω and we shall denote it by
Hp(Ω). It is well-known that if Ω is regular enough then the L
p Hardy inequality
is valid for all p ∈]1,∞[; moreover if Ω is convex, and more generally if it is
weakly mean convex, i.e. if ∆dΩ ≤ 0 in the distributional sense in Ω, then
Hp(Ω) = ((p− 1)/p)
p.
The study of inequality (1.1) has a long history which goes back to Hardy
himself, see [19]. In the last twenty years there has been a growing interest in the
study of Hardy inequalities, the existence and behavior of minimizers [22, 23],
improved inequalities [5, 3], higher order analogues and other related problems.
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The precise evaluation of Hp(Ω) for domains Ω that are not weakly mean
convex is a difficult problem. There are only few examples of such domains for
which Hp(Ω) is known and these are only for the case p = 2 and for very special
domains Ω. Even the problem of estimating from below Hp(Ω) is difficult and
most results again are for p = 2. One such result is the well known theorem by A.
Ancona which states that H2(Ω) ≥ 1/16 for all simply connected planar domains.
We refer to [11, 22, 3, 21, 4, 1] for more information on the Hardy constant.
In this paper we study the variation of Hp(Ω) upon variation of the domain
Ω. This probem can be considered as a spectral perturbation problem. Indeed,
if there exists a minimizer u ∈ W 1,p0 (Ω) for the Hardy quotient associated with
(1.1) then u is a solution to the equation
−∆pu = Hp(Ω)
|u|p−2u
dpΩ
(1.2)
where ∆pu = div(|∇u|
p−2∇u) is the p-Laplacian. Domain perturbation problems
have been extensively studied in the case of the Dirichlet Laplacian as well as
for more general elliptic operators, such as operators satisfying other boundary
conditions, higher order operators and operators with variable coefficients. When
studying such problems, there are broadly speaking two types of results: qual-
itative and quantitative. The former provide information such as continuity or
analyticity, while the second involve stability properties, possibly together with
related estimates. The relevant literature is vast, and we refer to [2, 8, 9, 17, 18]
and references therein for more information; in particular, for the p-laplacian we
refer to [6, 15, 20].
In this paper we obtain both qualitative and quantitative results on the do-
main dependence of Hp(Ω). In Theorem 8, we assume that Ω is of class C
2 with
Hp(Ω) < ((p − 1)/p)
p and we establish the Fre´chet differentiability of Hp(φ(Ω))
with respect to the C2 diffeomorphism φ. In particular we provide a Hadamard-
type formula for the Fre´chet differential. For our proof we make essential use of
certain results of [22], where it was shown in particular that ifHp(Ω) < ((p−1)/p)
p
then the Hardy quotient admits a positive minimizer u which behaves like dαΩ near
∂Ω for a suitable α > 0. In fact, in Theorem 6 we also prove the stability of the
minimizer u in W 1,p0 (Ω); this is of independent interest but is also used in the
proof of Theorem 8.
We subsequently consider stability estimates for Hp(Ω). In Theorem 11 we
prove under certain assumptions that the Hardy constant Hp(Ω) of a C
2 domain
Ω is upper semicontinuous with respect to bi-Lipschitz tranformations φ. In
Theorem 12 we consider the stability of the Hardy constant when Ω is subject to
a localized perturbation which transforms it to a domain Ω˜. Assuming that both
Ω and Ω˜ are of class C2 we obtain stability estimates for the Lp Hardy constant
in terms of the Lebesgue measure of the symmetric difference Ω△Ω˜. Estimates
of this type have been recently obtained for eigenvalues of various classes of
operators; we refer to [7, 8, 2] and references therein for more information.
The paper is organized as follows. In Section 2 we introduce our notation and
prove a general Lipschitz continuity result. Section 3 is devoted to the proof of
2
differentiability results, the Hadamard formula and the stability of minimizers.
In Section 4 we prove stability estimates in terms of the Lebesgue measure of the
symmetric difference of the domains.
2 Preliminaries
Let Ω be a bounded domain (i.e. a bounded connected open set) in Rn. Given
p ∈]1,+∞[ we denote by W 1,p0 (Ω) the closure in the standard Sobolev space
W 1,p(Ω) of the set of all smooth functions with compact support in Ω.
If u ∈ W 1,p0 (Ω), u 6= 0, we then denote by RΩ[u] the Rayleigh quotient
RΩ,p[u] =
∫
Ω
|∇u|pdx∫
Ω
|u|p
dpΩ
dx
,
and we set
Hp(Ω) = inf
u∈W 1,p0 (Ω),u 6=0
RΩ,p[u]. (2.1)
If Hp(Ω) > 0 we then say that the L
p Hardy inequality is valid on Ω.
It is well known that if Ω has a Lipschitz continuous boundary then 0 <
Hp(Ω) ≤ ((p − 1)/p)
p and it has been proved in [22, 23] that if Ω is of class
C2 then there exists a minimizer u in (2.1) if and only if Hp(Ω) < ((p − 1)/p)
p;
moreover, such minimizer is unique up to a multiplicative constant, can be chosen
to be positive and there exists c > 0 such that
c−1dΩ(x)
α ≤ u(x) ≤ cdΩ(x)
α, x ∈ Ω, (2.2)
where α > (p− 1)/p is the largest solution to the equation
(p− 1)αp−1(1− α) = Hp(Ω). (2.3)
Given a Lipschitz map φ : Ω → φ(Ω) we define Lip(φ) = ‖∇φ‖L∞(Ω). For
L > 0 we define the uniform class of bi-Lipschitz maps
bLipL(Ω) = {φ : Ω→ φ(Ω) : φ, φ
(−1) are Lipschitz continuous
and Lip(φ), Lip(φ(−1)) ≤ L }.
In the sequel we shall often use the fact that Hp(φ(Ω)) depends continuously
on φ. In fact, we can prove the following Lipschitz continuity result.
Note that in the proof of the following proposition as well as in the proofs of
other statements in the sequel, by c, c1 etc. we shall denote constants the value
of which may change from line to line.
Proposition 1 Let Ω be a bounded domain in Rn, p ∈]1,∞[ and L > 0. There
exists c > 0 depending only on n, p, L such that
|Hp(φ(Ω))−Hp(Ω)| ≤ cHp(Ω)‖∇φ− I‖L∞(Ω) , (2.4)
for all φ ∈ bLipL(Ω) such that ‖∇φ− I‖L∞(Ω) < c
−1.
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Proof. Let u ∈ W 1,p0 (Ω) be normalized by
∫
Ω
|u|p/dpΩ dx = 1. Then v := u ◦ φ
(−1)
belongs to W 1,p0 (φ(Ω)). Changing variables we have∫
φ(Ω)
|∇v|pdy∫
φ(Ω)
|v|p
dpφ(Ω)(y)
dy
=
∫
Ω
|(∇u)(∇φ)−1|p | det∇φ|dx∫
Ω
|u|p
dpφ(Ω)(φ(x))
| det∇φ|dx
, (2.5)
so ∫
φ(Ω)
|∇v|pdy∫
φ(Ω)
|v|p
dpφ(Ω)(y)
dy
−
∫
Ω
|∇u|pdx∫
Ω
|u|p
dpΩ(x)
dx
(2.6)
=
∫
Ω
(
|(∇u)(∇φ)−1|p| det∇φ| − |∇u|p
)
dx−
∫
Ω
|∇u|pdx
( ∫
Ω
|u|p| det∇φ|
dpφ(Ω)(φ(x))
dx − 1
)
∫
Ω
|u|p
dpφ(Ω)(φ(x))
| det∇φ|dx
.
Using the relation || det∇φ| − 1| ≤ c|∇φ − I|, valid since |∇φ| < c1, we obtain
after some simple computations that∣∣∣∣|(∇u)(∇φ)−1|p| det∇φ| − |∇u|p
∣∣∣∣ ≤ c|∇φ− I| · |∇u|p . (2.7)
Note that φ admits a unique Lipschitz continuous extension on Ω. Moreover,
if x, y ∈ Rn are such that the “open” line segment ]x, y[ is contained in Ω, then∣∣∣|φ(y)− φ(x)| − |y − x|∣∣∣ ≤ ‖∇φ− I‖L∞(Ω)|y − x| . (2.8)
Choosing y to be a nearest boundary point to x yields
dφ(Ω)(φ(x)) ≤ dΩ(x)
(
1 + ‖∇φ− I‖L∞(Ω)
)
. (2.9)
Hence, using also the normalization, we have∫
Ω
|u|p
dpφ(Ω)(φ(x))
| det∇φ|dx ≥ 1− c‖∇φ− I‖L∞(Ω). (2.10)
Combining (2.6), (2.7), (2.10) and the normalization we conclude that
Rφ(Ω)[v] ≤ (1 + c‖∇φ− I‖L∞(Ω))RΩ[u], (2.11)
provided ‖∇φ − I‖L∞(Ω) is sufficiently small. Hence Hp(φ(Ω)) ≤ Hp(Ω)(1 +
c‖∇φ − I‖L∞(Ω)). Replacing Ω by φ(Ω) and φ by φ
(−1) we obtain Hp(Ω) ≤
Hp(φ(Ω))(1 + c‖(∇φ)
−1 − I‖L∞(Ω)). Inequality (2.4) then follows. ✷
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3 Differentiability of the Hardy constant
Let Ω be a bounded domain in Rn and ψ a Lipschitz continuous map from Ω to
R
n. In the sequel by φt we shall denote the map from Ω to R
n defined by
φt = I + tψ,
where t ∈ R and I is the identity map. Clearly, there exists T > 0 such that for
any t ∈]− T, T [ the map φt is a bi-Lipschitz homeomorphism from Ω onto φt(Ω),
and φt(∂Ω) = ∂φt(Ω).
Given a homeomorphism from Ω onto φ(Ω), we set
VΩ[φ, ψ](y) = d
−1
φ(Ω)y
(
∇dφ(Ω)
)
(y) ·
(
ψ ◦ φ(−1)(y)− ψ ◦ φ(−1)(τφ(Ω)y)
)
, (3.1)
for all y ∈ φ(Ω) such that dφ(Ω) is differentiable at y. Here and in the sequel, by
τAx we denote the nearest point of ∂A to x, which is unique for almost all x.
Lemma 2 Let Ω be a bounded domain in Rn, p ∈ [1,∞[ and ψ a Lipschitz
continuous map from Ω to Rn. Let T > 0 be such that φt = I + tψ is a bi-
Lipschitz homeomorphism from Ω onto φt(Ω) for all t ∈]− T, T [.
Let t0 ∈]− T, T [ be fixed. The following statements hold:
(i) There exist c, s0 > 0 such that
|dpφt0+s(Ω)
φt0+s(x)− d
p
φt0(Ω)
φt0(x)| ≤ cd
p
φt0(Ω)
φt0(x)|s| (3.2)
for all x ∈ Ω and s ∈]− s0, s0[.
(ii) If x ∈ Ω and dφt0(Ω) is differentiable at φt0(x) then the map t 7→ d
p
φt(Ω)
φt(x)
is differentiable at t0 and
d
dt |t=t0
dpφt(Ω)φt(x) = pd
p
φt0(Ω)
φt0(x)VΩ[φt0 , ψ](φt0(x)). (3.3)
Proof. It suffices to give a detailed proof only for the case p = 2, since the proofs
of (3.2) and (3.3) for p 6= 2 can be immediately deduced from the case p = 2
combined with inequality (3.9) below.
Let x ∈ Ω and b ∈ ∂Ω be such that dφt0(Ω)φt0(x) = |φt0(x) − φt0(b)|. For any
s ∈]− T − t0, T − t0[ we have
d2φt0+s(Ω)φt0+s(x) = mina∈∂Ω
|φt0+s(x)− φt0+s(a)|
2
≤ |φt0+s(x)− φt0+s(b)|
2
= |φt0(x)− φt0(b) + s(ψ(x)− ψ(b))|
2
= d2φt0(Ω)φt0(x) + s
2|ψ(x)− ψ(b)|2
+2s(φt0(x)− φt0(b)) · (ψ(x)− ψ(b)). (3.4)
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Note that there exists c > 0 such that
|ψ(x)− ψ(b)| = |ψ(φ
(−1)
t0 (φt0(x)))− ψ(φ
(−1)
t0 (φt0(b)))|
≤ c|φt0(x)− φt0(b)| = cdφt0(Ω)φt0(x) (3.5)
for all x ∈ Ω. Let bs ∈ ∂Ω be such that
dφt0+s(Ω)φt0+s(x) = |φt0+s(x)− φt0+s(bs)|. (3.6)
Then we have
d2φt0+s(Ω)φt0+s(x) = |φt0(x)− φt0(bs) + s(ψ(x)− ψ(bs))|
2
≥ d2φt0(Ω)φt0(x) + 2s(φt0(x)− φt0(bs)) · (ψ(x)− ψ(bs))
+s2|ψ(x)− ψ(bs)|
2 (3.7)
Note that there exist s0, c > 0 such that
|ψ(x)− ψ(bs)| = |ψ(φ
(−1)
t0+s(φt0+s(x)))− ψ(φ
(−1)
t0+s(φt0+s(bs)))|
≤ c|φt0+s(x)− φt0+s(bs)|
= cdφt0+s(Ω)φt0+s(x) (3.8)
for all x ∈ Ω and s ∈]−s0, s0[. Moreover, possibly replacing s0 by a smaller value,
there exists c > 0 such that
c−1dφt0(Ω)φt0(x) ≤ dφt0+s(Ω)φt0+s(x) ≤ cdφt0 (Ω)φt0(x), (3.9)
for all x ∈ Ω and s ∈]−s0, s0[. Ineed, the second inequality in (3.9) easily follows
by applying (2.9) with Ω replaced by φt0(Ω) and φ replaced by φt0+s ◦ φ
(−1)
t0 ; the
first one follows similarly from (2.9).
From inequalities (3.4)-(3.9) we easily deduce the validity of (3.2) for p = 2.
We now assume that dφt0(Ω) is differentiable at φt0(x) (hence τφt0 (Ω)φt0(x) is
uniquely defined) and prove statement (ii). By (3.2) it follows that
lim
s→0
dφt0+s(Ω)φt0+s(x) = dφt0(Ω)φt0(x). (3.10)
We claim that
lim
s→0
bs = φ
(−1)
t0 (τφt0(Ω)φt0(x)). (3.11)
In order to prove (3.11) it suffices to prove that
lim
s→0
φt0+s(bs) = lim
s→0
φt0+s(φ
(−1)
t0 (τφt0 (Ω)φt0(x))) (3.12)
i.e.,
lim
s→0
φt0+s(bs) = τφt0 (Ω)φt0(x). (3.13)
Assume by contradiction that (3.13) doesn’t hold. Then there exists a ∈ ∂φt0(Ω)
such that, possibly passing to a subsequence,
lim
s→0
φt0+s(bs) = a and |φt0(x)− a| > dφt0(Ω)φt0(x) + δ, (3.14)
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where δ > 0. In particular
lim
s→0
|φt0+s(bs)− φt0(x)| = |a− φt0(x)| > dφt0 (Ω)φt0(x) + δ. (3.15)
We also have
|φt0+s(bs)− φt0(x)|
2 = |φt0+s(bs)− φt0+s(x) + sψ(x)|
2
= d2φt0+s(Ω)φt0+s(x) + 2s(φt0+s(bs)− φt0+s(x)) · ψ(x) + s
2|ψ(x)|2. (3.16)
By (3.10) and (3.16) we deduce that
lim
s→0
|φt0+s(bs)− φt0(x)| = dφt0(Ω)φt0(x)
which contradicts (3.15). Thus (3.11) holds.
By (3.4), (3.7) and (3.11), by observing that b = φ
(−1)
t0 (τφt0 (Ω)φt0(x)) and
noting that
(∇dφt0(Ω))(φt0(x)) =
φt0(x)− τφt0 (Ω)φt0(x)
dφt0(Ω)φt0(x)
,
we immediately deduce the validity of (3.3) for p = 2. ✷
Lemma 3 Let Ω be a bounded domain in Rn, p ∈ [1,∞[ and ψ a Lipschitz
continuous map from Ω to Rn. Let T > 0 be such that φt = I + tψ is a bi-
Lipschitz homeomorphism from Ω onto φt(Ω) for all t ∈]−T, T [. Let u ∈ W
1,p
0 (Ω),
ρ ∈ L∞(Ω). Then the function G :]− T, T [→ R defined by
G(t) =
∫
Ω
|u|pρ
dpφt(Ω)φt(x)
dx, (3.17)
for all t ∈]− T, T [, is differentiable and
G′(t) = −p
∫
Ω
|u|pρVΩ[φt, ψ](φt(x))
dpφt(Ω)φt(x)
dx, (3.18)
for all t ∈]− T, T [.
Proof. We divide the proof into two steps.
Step 1. We prove that G is differentiable at t = 0 and that formula (3.18)
holds for t = 0. Obviously, we have
G(t)−G(0)
t
= −
∫
Ω
|u|pρ(dpφt(Ω)φt(x)− d
p
Ωx)
tdpφt(Ω)φt(x)d
p
Ωx
dx. (3.19)
By (3.2) we have that there exists c > 0 and T0 ∈]0, T [ such that
|u|pρ|dpφt(Ω)φt(x)− d
p
Ωx|
|t|dpφt(Ω)φt(x)d
p
Ωx
≤ c
|u|pρ
dpΩx
,
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for all t ∈] − T0, T0[ and x ∈ Ω. Since the function |u|
pρ/dpΩ belongs to L
1(Ω)
and does not depend on t ∈]− T0, T0[, we can apply the Dominated Convergence
Theorem and pass to the limit under the integral sign in (3.19) as t → 0. By
applying formula (3.3) with t0 = 0 we immediately get that G is differentiable at
t = 0 and that formula (3.18) holds for t = 0.
Step 2. Let t0 ∈]−T, T [ be fixed. By changing variables in integrals, we have
G(t) =
∫
φt0(Ω)
(|u|pρ) ◦ φ
(−1)
t0 |det∇φ
(−1)
t0 |
dp
φt◦φ
(−1)
t0
(φt0 (Ω))
(φt ◦ φ
(−1)
t0 (y))
dy. (3.20)
We set t = t0 + s and we note that
φt ◦ φ
(−1)
t0 (y) = φ
(−1)
t0 (y) + (t0 + s)ψ(φ
(−1)
t0 (y)) = y + sψ(φ
(−1)
t0 (y)), (3.21)
for all y ∈ φt0(Ω). By setting Ω˜ = φt0(Ω), u˜ = u ◦ φ
(−1)
t0 , ρ˜ = ρ ◦ φ
(−1)
t0 |det∇φ
(−1)
t0 |,
ψ˜ = ψ ◦ φ
(−1)
t0 , φ˜s = I + sψ˜, we have
G(t0 + s) =
∫
Ω˜
|u˜|pρ˜
dp
φ˜s(Ω˜)
φ˜s(y)
dy.
By Step 1, it follows that G is differentiable at t0 and
G′(t0) = −p
∫
Ω˜
|u˜|pρ˜VΩ˜[φ˜0, ψ˜](φ˜0(y))
dp
φ˜0(Ω˜)
φ˜0(y)
dy. (3.22)
It is easily seen that
VΩ˜[φ˜0, ψ˜](y) = VΩ[φt0 , ψ](y) (3.23)
By changing variables in the right-hand side of (3.22) and using (3.23) we get
formula (3.18) for t = t0. ✷
In order to prove that the Hardy constant Hp(φt(Ω)) is differentiable with
respect to t in the case Hp(φt(Ω)) < ((p − 1)/p)
p, we need to prove a result
concerning the continuous dependence on t of the corresponding minimizers. To
do so, we need the following theorem which provides estimates for the minimizers
and their gradients. As we have already mentioned before, estimate (3.25) is
proved in [22, 23]. Here we indicate the dependence of the constant C in (3.25)
on the data, and we prove estimate (3.26) which is also of independent interest.
For δ > 0 we define
Ωδ := {x ∈ Ω : dΩ(x) < δ}.
By Inr(Ω) we denote the inradius of Ω, namely Inr(Ω) = supΩ dΩ. Moreover, by
‖v‖Lp(Ω,ρ) we denote the weighted norm (
∫
Ω
|v|pρdx)1/p of a function v defined on
Ω.
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Theorem 4 Let p ∈]1,∞[ and let Ω be a bounded domain in Rn of class C2 such
that Hp(Ω) < ((p− 1)/p)
p. Let δ > 0 be such that dΩ is of class C
2 on Ω2δ. Let
Cδ > 0 be such that
|∆dΩ| ≤ Cδ, on Ωδ. (3.24)
Then there exists C > 0 which depends only on n, p, δ, Cδ and Inr(Ω) such that if v
is a positive minimizer for the Hardy constant Hp(Ω) normalized by ‖v‖Lp(Ω,d−pΩ )
=
1 , then
v ≤ CdαΩ, on Ω, (3.25)
and
|∇v| ≤ Cdα−1Ω , on Ω, (3.26)
where α is the largest solution to the equation (p− 1)αp−1(1− α) = Hp(Ω).
Proof. The existence of a constant C > 0 such that inequality (3.25) holds,
is proved in [22, Lemma 9] and [23, Lemma 5.2]. Moreover, a detailed analysis
of the proof in [23] combined with the local estimates in Serrin [25, Theorems
1, 2] allow to deduce that the constant C in (3.25) depends only on n, p, δ, Cδ and
Inr(Ω).
We now prove (3.26). Let x0 ∈ Ω and R > 0 be such that B(x0, 2R) ⊂ Ω.
Note that v is a solution to equation (1.2). Thus by the general gradient estimate
in [13, Theorem 1.1] there exists c > 0 such that
|∇v(x0)| ≤ c
∫
−
B(x0,R)
|∇v|dx+ c
∫ R
0
(
|µ|(B(x0, ρ))
ρn−1
) 1
p−1 dρ
ρ
, (3.27)
where µ is the measure with density Hp(Ω)v
p−1/dpΩ, hence |µ|(B(x0, R)) equals
Hp(Ω)
∫
B(x0,ρ)
vp−1/dpΩdx. (Note that in our case it suffices to have µ ∈ L
1
loc(Ω) in
order to apply [13, Theorem 1.1].) We set R = dΩ(x0)/3 and we observe that for
any x ∈ B(x0, R) we have that
R ≤ dΩ(x) ≤ 4R. (3.28)
We now estimate the first summand in the right-hand sinde of (3.27). Note that
by [25, Theorems 1,2] we have that
‖∇u‖Lp(B(x0,R)) ≤
c
R
‖u‖Lp(B(x0,2R)). (3.29)
Thus, by Ho¨lder’s inequality, (3.25), (3.28) and (3.29) we get∫
−
B(x0,R)
|∇v|dx ≤ c
|B(x0, R)|
− 1
p
R
‖u‖Lp(B(x0,2R)) ≤ cR
−n
p
−1‖dαΩ‖Lp(B(x0,2R))
≤ cR−
n
p
−1
(∫
B(x0,2R)
Rαpdx
) 1
p
≤ cRα−1 ≤ cdα−1Ω (x0). (3.30)
We now estimate the second summand in the right-hand sinde of (3.27). By
(3.25) and (3.28) it follows that
|µ|(B(x0, ρ))| ≤ c
∫
B(x0,ρ)
d
α(p−1)−p
Ω dx ≤ c
∫
B(x0,ρ)
Rα(p−1)−pdx ≤ cRα(p−1)−pρn,
(3.31)
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for all ρ ∈]0, R[. By (3.31) we immediately get∫ R
0
(
|µ|(B(x0, ρ))
ρn−1
) 1
p−1 dρ
ρ
≤ cRα−1 ≤ cdα−1Ω (x0). (3.32)
Inequalities (3.27), (3.30) and (3.32) imply the validity of (3.26). ✷
By C2(Ω;Rn) we denote the space of functions φ from Ω to Rn of class
C2 in Ω such that all derivatives Dαφ with 0 ≤ |α| ≤ 2 have continuous ex-
tensions on Ω. Moreover, we endow it with its standard norm ‖φ‖C2(Ω;Rn) =
max0≤|α|≤2maxx∈Ω |D
αφ(x)|.
Corollary 5 Let Ω be a bounded domain in Rn of class C2 and M > 0. Let
ψ ∈ C2(Ω;Rn) with ‖ψ‖C2(Ω;Rn) ≤ M . Let T > 0 be such that φt = I + tψ is a
diffeomorphism from Ω onto φt(Ω) for all t ∈]− T, T [.
Then there exist T0 ∈]0, T [, R, CR > 0 depending only on Ω and M such that
dφt(Ω) is of class C
2 on (φt(Ω))R and
|∆dφt(Ω)| ≤ CR, on (φt(Ω))R, (3.33)
for all t ∈] − T0, T0[. Furthermore, if p ∈]1,∞[ and Hp(Ω) < ((p − 1)/p)
p then
there exist T1 ∈]0, T0[ and C > 0 depending only on Ω, p and M , such that
Hp(φt(Ω)) < ((p − 1)/p)
p for all t ∈] − T1, T1[ and such that if vt is a positive
minimizer for Hp(φt(Ω)) normalized by ‖vt‖Lp(φt(Ω),d−pφt(Ω))
= 1 then
vt ≤ Cd
αt
φt(Ω)
and |∇vt| ≤ Cd
αt−1
φt(Ω)
, on φt(Ω), (3.34)
for all t ∈]−T1, T1[, where αt is the largest solution to the equation (p−1)α
p−1
t (1−
αt) = Hp(φt(Ω)).
Proof. The first part of the statement follows by standard arguments. In
particular, we refer to Gilbarg and Trudinger [16, Appendix 14.6] for the proof
of (3.33). Assume now that Hp(Ω) < ((p − 1)/p)
p. By Proposition 1 it follows
that Hp(φt(Ω)) < ((p − 1)/p)
p for all t sufficiently small. The proof of (3.34)
immediately follows by Theorem 4 and (3.33). ✷
We are now ready to prove the following
Theorem 6 (Stability of minimizers) Let p ∈]1,∞[ and Ω be a bounded do-
main in Rn of class C2 such that Hp(Ω) < ((p− 1)/p)
p. Let ψ ∈ C2(Ω;Rn) and
let T > 0 be such that φt = I + tψ is a diffeomorphism from Ω onto φt(Ω) for all
t ∈]− T, T [.
Let T0 ∈]0, T [ be such that Hp(φt(Ω)) < ((p− 1)/p)
p for all t ∈]− T0, T0[ and
let vt be a positive minimizer for Hp(φt(Ω)) normalized by ‖vt‖Lp(φt(Ω),d−pφt(Ω))
= 1.
Then the following statements hold:
(i) Let ut = vt ◦ φt for all t ∈]− T0, T0[. Then
lim
t→0
‖ut − u0‖W 1,p0 (Ω)
= 0.
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(ii) Assuming that every function vt is extended by zero outside φt(Ω), we have
lim
t→0
‖vt − v0‖W 1,p0 (Ω∪φt(Ω))
= 0.
Proof. First, we prove statement (i). By the normalization of vt we have that
‖∇vt‖
p
Lp(φt(Ω))
= Hp(φt(Ω)). It follows from Proposition 1 that ‖vt‖W 1,p0 (φt(Ω))
and
‖ut‖W 1,p0 (Ω)
are uniformly bounded for t sufficiently small. Thus, possibly passing
to a subsequence, there exists u˜0 ∈ W
1,p
0 (Ω) such that ut → u˜0 weakly in W
1,p
0 (Ω)
and strongly in Lp(Ω) as t→ 0.
We claim that
‖u˜0‖Lp(Ω,d−pΩ )
= 1. (3.35)
In order to prove this, we recall first that∫
Ω
upt (x)|det∇φt(x)|
dpφt(Ω)φt(x)
dx = 1 (3.36)
for all t ∈]−T, T [. By the continuous dependence of Hφt(Ω) on t proved in Propo-
sition 1, and by Corollary 5, there exist C > 0 and α > (p− 1)/p independent of
t such that
ut(x) ≤ Cd
α
φt(Ω)φt(x) (3.37)
for all x ∈ Ω and t sufficiently small. By (3.2) we have that dpφt(Ω)φt(x)→ d
p
Ω(x)
as t → 0. Thus by (3.2), (3.37) and the Dominated Convergence Theorem we
can pass to the limit inside the integral sign in (3.36) and prove the claim above.
By the elementary inequality |a|p ≥ |b|p+ p|b|p−2b · (a− b) valid for all vectors
a, b in RN , we have
Hp(φt(Ω)) =
∫
Ω
|∇ut(∇φt)
−1|p|det∇φt(x)|dx ≥
∫
Ω
|∇u˜0|
p|det∇φt(x)|dx
+p
∫
Ω
|∇u˜0|
p−2∇u˜0 · (∇ut(∇φt)
−1 −∇u˜0)|det∇φt(x)|dx. (3.38)
By passing to the limit in the previous inequality and using Proposition 1, we get
Hp(Ω) ≥
∫
Ω
|∇u˜0|
p.
This, combined with the normalization of u˜0 and its positivity, allows to conclude
that u˜0 = u0. Since
Hp(φt(Ω))−
∫
Ω
|∇ut|
pdx =
∫
Ω
|∇ut(∇φt)
−1|p|det∇φt(x)| − |∇ut|
pdx, (3.39)
we have that
lim
t→0
(
Hp(φt(Ω))−
∫
Ω
|∇ut|
pdx
)
= 0. (3.40)
Thus from (3.40) and Proposition 1 we deduce that
lim
t→0
∫
Ω
|∇ut|
pdx = Hp(Ω) =
∫
Ω
|∇u0|
pdx. (3.41)
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By (3.41) and the weak convergence of ut to u0 in W
1,p
0 (Ω) we deduce the validity
of (i).
We now prove statement (ii). We have
‖∇vt −∇v0‖
p
Lp(Ω∪φt(Ω))
= ‖∇v0‖
p
Lp(Ω\φt(Ω))
+ ‖∇vt‖
p
Lp(φt(Ω)\Ω)
+ ‖∇vt −∇v0‖
p
Lp(Ω∩φt(Ω))
. (3.42)
The first summand in (3.42) above clearly tends to zero as t→ 0. The fact that
the second summand in (3.42) also tends to zero will follow immediately from the
following
Claim. For all ǫ > 0 there exist τ, δ > 0 such that∫
A
|∇vt|
pdy < ǫ,
for all t ∈]− τ, τ [ and all measurable subsets A of φt(Ω) with |A| < δ.
To prove the Claim we use (3.2) and Corollary 5 to conclude that there exists
α∗ ∈](p− 1)/p, α[ such that
‖∇vt‖
p
Lp(A) ≤ c
∫
A
d
p(αt−1)
φt(Ω)
dy ≤ c
∫
φ
(−1)
t (A)
d
p(αt−1)
Ω dx ≤ c
∫
φ
(−1)
t (A)
d
p(α∗−1)
Ω dx,
for all small enough t; the last integral clearly tends to zero uniformly with respect
to t as |A| → 0.
To estimate the third summand in (3.42) we take a set U ⊂⊂ Ω and write
‖∇vt −∇v0‖
p
Lp(Ω∩φt(Ω))
≤ ‖∇vt −∇v0‖
p
Lp(U∩φt(U))
+‖∇vt −∇v0‖
p
Lp((Ω\U)∩φt(Ω))
+ ‖∇vt −∇v0‖
p
Lp(Ω∩φt(Ω\U))
. (3.43)
By the last Claim, the last two norms in (3.43) can be made aritrarily small
provided U is a large enough subset of Ω. Hence the proof will be complete if we
show that for a fixed U ⊂⊂ Ω there holds
‖∇vt −∇v0‖
p
Lp(U∩φt(U))
−→ 0, as t→ 0. (3.44)
Indeed we have
‖∇vt −∇v0‖Lp(U∩φt(U))
= ‖[(∇ut)(∇φt)
−1] ◦ φ
(−1)
t −∇v0‖Lp(U∩φt(U))
≤ c‖[(∇ut)(∇φt)
−1]− (∇v0) ◦ φt‖Lp(φ(−1)t (U)∩U)
≤ c‖[(∇ut)(∇φt)
−1]−∇ut‖Lp(φ(−1)t (U)∩U)
+ c‖∇ut −∇u0‖Lp(φ(−1)t (U)∩U)
+c‖∇v0 − (∇v0) ◦ φt‖Lp(φ(−1)t (U)∩U)
. (3.45)
The first of the last three terms in (3.45) clearly tends to zero as t → 0. The
same is true for the second term by statement (i). The fact that the third term
tends to zero is an immediate consequence of the local Ho¨lder continuity of ∇v0,
which follows by the general results in [12]. This completes the proof. ✷
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Finally, we can prove the following Hadamard-type formula for the Lp Hardy
constant. Note that by Corollary 5, the assumption Hp(Ω) < ((p − 1)/p)
p guar-
antees the existence of T0 ∈]0, T [ such that Hp(φt(Ω)) < ((p − 1)/p)
p for all
t ∈]− T0, T0[.
Theorem 7 Let p ∈]1,∞[ and Ω be a bounded domain in Rn of class C2 such that
Hp(Ω) < ((p− 1)/p)
p. Let ψ ∈ C2(Ω;Rn) and let T > 0 be such that φt = I + tψ
is a diffeomorphism from Ω onto φt(Ω) for all t ∈]−T, T [. Let T0 ∈]0, T [ be such
that Hp(φt(Ω)) < ((p− 1)/p)
p for all t ∈]− T0, T0[.
Then Hp(φt(Ω)) is differentiable with respect to t for all t ∈]− T0, T0[. More-
over
dHp(φt(Ω))
dt
=
∫
φt(Ω)
|∇vt|
pdiv(ψ ◦ φ
(−1)
t )− p|∇vt|
p−2∇vt∇(ψ ◦ φ
(−1)
t )(∇vt)
tdy
+Hp(φt(Ω))
∫
φt(Ω)
vpt
dpφt(Ω)
(
pVΩ[φt, ψ]− div(ψ ◦ φ
(−1)
t )
)
dy, (3.46)
for all t ∈] − T0, T0[, where vt is a minimizer for Hp(φt(Ω)) normalized by the
condition ‖vt‖Lp(φt(Ω),d−pφt(Ω))
= 1.
Proof. First of all we note that it suffices to prove that the map t 7→ Hp(φt(Ω)) is
differentiable at t = 0 and that formula (3.46) holds for t = 0. Indeed, as in the
proof of Lemma 3, if t 6= 0 one can consider φt(Ω) as a reference domain subject
to the domain transformations φ˜s = I + sψ ◦ φ
(−1)
t , s ∈ R, and apply the formula
for s = 0.
Let vt ∈ W
1,p
0 (φt(Ω)) be a positive minimizer for Hp(φt(Ω)) normalized as in
the statement. We then have (cf. (2.5)),
Hp(φt(Ω)) = min
u∈W 1,p0 (Ω)
u 6=0
Rt[u], (3.47)
where Rt[u] = Nt[u]/Dt[u] and
Nt[u] =
∫
Ω
|∇u(∇φt)
−1|p|det∇φt|dx, (3.48)
Dt[u] =
∫
Ω
up
dpφt(Ω)φt(x)
|det∇φt|dx. (3.49)
We set ut = vt ◦φt. Clearly, ut is a minimizer in (3.47) and Hp(φt(Ω)) = Rt[ut] =
Nt[ut]. By Lemma 3 and standard calculus it follows that the functions Nt[u] and
Dt[u] are differentiable with respect to t on ] − T0, T0[. By definition, it follows
that
Rt[ut]−R0[ut] ≤ Hp(φt(Ω))−Hp(φ0(Ω)) ≤ Rt[u0]− R0[u0], (3.50)
hence by the Mean Value Theorem, it follows that there exist real numbers ξ(t),
η(t) with |ξ(t)|, |η(t)| < |t|, such that
R′ξ(t)[ut]t ≤ Hp(φt(Ω))−Hp(φ0(Ω)) ≤ R
′
η(t)[u0]t, (3.51)
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where by R′a we denote the partial derivative of Rt[u] with respect to t at the
point t = a (the same notation is used below for the derivatives of N and D). By
standard calculus, we have that for any u ∈ H10 (Ω),
d
dt
|∇u(∇φt)
−1|p = −p|∇u(∇φt)
−1|p−2∇u(∇φt)
−1∇ψ(∇φt)
−1(∇φ−tt )(∇u)
t
(3.52)
and
d
dt
|det∇φt| =
(
div(ψ ◦ φ
(−1)
t )
|det∇φ
(−1)
t |
)
◦ φt . (3.53)
Thus, by (3.52), (3.53) and Lemma 3 we have that for any u ∈ H10 (Ω)
N ′t [u] =
∫
Ω
|∇u(∇φt)
−1|p
(
div(ψ ◦ φ
(−1)
t )
|det∇φ
(−1)
t |
)
◦ φt dx (3.54)
−p
∫
Ω
|∇u(∇φt)
−1|p−2∇u(∇φt)
−1∇ψ(∇φt)
−t(∇u)t|det∇φt|dx
and
D′t[u] =
∫
Ω
up
dpφt(Ω)φt(x)
(
div(ψ ◦ φ
(−1)
t )
|det∇φ
(−1)
t |
)
◦ φt dx
−p
∫
Ω
upVΩ[φt, ψ](φt(x))
dpφt(Ω)φt(x)
|det∇φt|dx (3.55)
By (3.54) and (3.55) and the Dominated Convergence Theorem, it follows that
lim
t→0
R′η(t)[u0] = R
′
0[u0]. (3.56)
Similarly, and using also Theorem 6, we have
lim
t→0
R′ξ(t)[ut] = R
′
0[u0]. (3.57)
From (3.51), (3.56) and (3.57) it immediately follows that Hp(φt(Ω)) is differen-
tiable with respect to t at t = 0 and, taking into account that u0 is normalized,
we get
dHp(φt(Ω))
dt |t=0
=
N ′0[u0]
D0[u0]
−
N0[u0]D
′
0[u0]
D20[u0]
(3.58)
= N ′0[u0]−Hp(Ω)D
′
0[u0]
=
∫
Ω
|∇u0|
pdivψ dx− p
∫
Ω
|∇u0|
p−2∇u0∇ψ(∇u0)
tdx
−Hp(Ω)
∫
Ω
up0divψ
dpΩ
dx+ pHp(Ω)
∫
Ω
up0
dpΩ
VΩ[φ0, ψ]dx
as required. ✷
Combining Theorems 6 and 7 we can prove a Fre´chet differentiability result.
Namely, given a bounded open set Ω, we set
AΩ =
{
φ ∈ C2(Ω;Rn) : min
Ω
|det∇φ| > 0
}
(3.59)
We then have
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Theorem 8 Let Ω be a bounded domain in Rn of class C2 and p ∈]1,∞[. Then
the set
HΩ =
{
φ ∈ AΩ : Hp(φ(Ω)) <
(p− 1
p
)p}
(3.60)
is open in the space C2(Ω;Rn), and the map H from HΩ to R which takes any
φ ∈ HΩ to Hp(φ(Ω)) is Fre´chet differentiable. Moreover, the Fre´chet differential
of H at a point φ ∈ HΩ is given by the formula
dHp(φ)[ψ] =
∫
φ(Ω)
{
|∇v|pdiv(ψ ◦ φ(−1))− p|∇v|p−2∇v∇(ψ ◦ φ(−1))(∇v)t
}
dy
+Hp(φ(Ω))
∫
φ(Ω)
vp
dpφ(Ω)
(
pVΩ[φ, ψ]− div(ψ ◦ φ
(−1))
)
dy, (3.61)
for all ψ ∈ C2(Ω;Rn), where v is a positive minimizer for Hp(φ(Ω)) normalized
by the condition ‖v‖Lp(φ(Ω),d−p
φ(Ω)
) = 1.
Proof. Since Hp(φ(Ω)) depends continuously on φ ∈ C
2(Ω;Rn), it easily follows
that HΩ is an open set in C
2(Ω;Rn). Now let φ ∈ HΩ be fixed. Applying Theo-
rem 7 to the open set φ(Ω) we obtain that the map H is Gateaux differentiable at
φ and that the Gateaux differential is provided by formula (3.61). By Theorem 6
and formula (3.61) we deduce that the Gateaux differential depends continuously
on φ. As is well known, this implies that the map H is also Fre´chet differentiable.
✷
Remark 9 It would be natural to simplify (3.61) and write a formula involving
surface integrals. In the case of classical eigenvalue problems this is usually done
by integrating repeatedly by parts. For example, if we denote by λp(φ) the usual
first eigenvalue of the p-Laplacian with Dirichlet boundary conditions on φ(Ω)
then one obtains the well-known Hadamard-type formula
dλp(φ)[ψ] = (1− p)
∫
∂φ(Ω)
∣∣∣∣∂w∂~n
∣∣∣∣
p
µ · ~n dσ,
where w is the first normalized eigenfunction, ~n is the unit outer normal to ∂φ(Ω)
and µ := ψ ◦ φ(−1) (cf. [15, 20]). By applying the same method to (3.61) and
making formal computations one would obtain the meaningless formulas
dHp(φ)[ψ] = −pHp(φ(Ω))
∫
φ(Ω)
vp
dp+1φ(Ω)
∇dφ(Ω) · (µ ◦ τφ(Ω)) dy
+
∫
∂φ(Ω)
|∇v|pµ · ~n− p|∇v|p−2
n∑
i,j=1
∂v
∂yi
∂v
∂yj
µj(~n)i −Hp(φ(Ω))
vpµ · ~n
dpφ(Ω)
dσ
= (1− p)
∫
∂φ(Ω)
∣∣∣∣∂v∂~n
∣∣∣∣
p
µ · ~n dσ −Hp(φ(Ω))
∫
∂φ(Ω)
vp
dpφ(Ω)
µ · ~n dσ
−pHp(φ(Ω))
∫
φ(Ω)
vp
dp+1φ(Ω)
∇dφ(Ω) · (µ ◦ τφ(Ω)) dy. (3.62)
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It is clear that the integrals in (3.62) are not well-defined, see (2.2). In order
to bypass this problem one may think of interpreting the above integrals as ‘prin-
cipal value integrals’ associated with an invading sequence of open sets relatively
compact in φ(Ω). However, we prefer not to insist on this.
4 Stability estimates via volume
Let Ω be a bounded domain in Rn. We recall that τΩ(x) denotes the boundary
point nearest to x ∈ Ω, so that |x − τΩ(x)| = dΩ(x); we note that τΩ(x) is well
defined for almost all x ∈ Ω. We denote by T the nonlinear operator given
formally by
Tw(x) =
∫ 1
0
|w(x+ t(τΩ(x)− x))|dt . (4.1)
Equivalently,
Tw(x) = dΩ(x)
−1
∫
Lx
|w| ds , (4.2)
where Lx denotes the line segment with endpoints x and τΩ(x).
Lemma 10 Let Ω be a bounded domain of class C2 and let δ > 0 be such that
dΩ is C
2 in Ω2δ. Then for any r ∈ [1,∞[ there exists c > 0 depending only on n,
δ and Inr(Ω) such that for all w ∈ Lr(Ω) with w = 0 outside Ω3δ/2 we have∫
Ω
|Tw|rdx ≤ c
∫
Ω
log(Inr(Ω)/dΩ)|w|
r dx.
Proof. Given a continuous function w with suppw ⊂ Ω3δ/2 we have
‖Tw‖rLr(Ω) =
∫
Ω
(∫ 1
0
|w(x+ t(τΩ(x)− x))|dt
)r
dx
≤
∫
Ω
∫ 1
0
|w(x+ t(τΩ(x)− x))|
rdt dx
=
∫
Ω
dΩ(x)
−1
∫
Lx
|w|rds dx.
We define the map
Ψ : ∂Ω×]0, Inr(Ω)[−→ Rn , Ψ(x¯, t) = x¯− t~n(x¯) ,
where ~n(x¯) denotes the unit outer normal at x¯ ∈ ∂Ω. Let
g(x¯, t) =
1
t
∫
[x¯,x¯−t~n(x¯)]
|w|rds .
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By the Area Formula [14, Section 3.3.2] we have∫
Ω
dΩ(x)
−1
∫
Lx
|w|rds dx ≤
∫
Ψ(∂Ω×]0,Inr(Ω)[)
∑
(x¯,t)∈Ψ−1(x)
g(x¯, t)dx
=
∫
∂Ω
∫ Inr(Ω)
0
g(x¯, t)| det∇Ψ(x¯, t)|dt dS(x¯)
≤ c
∫
∂Ω
∫ Inr(Ω)
0
g(x¯, t)dt dS(x¯)
= c
∫
∂Ω
∫ Inr(Ω)
0
1
t
∫ t
0
|w(x¯− s~n(x¯))|rds dt dS(x¯)
= c
∫
∂Ω
∫ Inr(Ω)
0
log(Inr(Ω)/s)|w(x¯− s~n(x¯))|r ds dS(x¯)
= c
∫
∂Ω
∫ 3δ/2
0
log(Inr(Ω)/s)|w(x¯− s~n(x¯))|r ds dS(x¯)
≤ c
∫
Ω3δ/2
log(Inr(Ω)/dΩ)|w|
r dx,
where c is a positive constant depending only on n, δ and Inr(Ω) (see [16, §14.6] for
details concerning uniform upper and lower bounds for | det∇Ψ|). This completes
the proof. ✷
We recall (cfr. (2.2)) that if Ω is a bounded domain of class C2 with Hp(Ω) <
((p − 1)/p)p, then the Lp Hardy quotient has a positive minimizer u ∈ W 1,p0 (Ω)
and there exists a constant K = Kp(Ω) > 0 such that
u(x) ≤ Kd(x)α , x ∈ Ω; (4.3)
here α > (p− 1)/p denotes the largest solution of equation (2.3).
Given a bi-Lipschitz map φ : Ω→ φ(Ω) we define for 1 ≤ r <∞ the following
measure of vicinity of φ to the identity map:
δr,p(φ) =
(∫
Ω
log(Inr(Ω)/dΩ)
(
|∇φ− I|r + |∇φ− I|pr
)
dx
)1/r
. (4.4)
Moreover, for any γ < 1 we set
Iγ(Ω) :=
∫
Ω
1
dγΩ
dx. (4.5)
Theorem 11 Let Ω be a bounded domain in Rn of class C2. Let δ > 0 be
such that dΩ is of class C
2 on Ω2δ. Assume that Hp(Ω) < ((p − 1)/p)
p and let
α > (p−1)/p denote the largest solution of (2.3). Then for any r > 1/(αp−p+1)
there exists c > 0 depending only on n, δ, p, r, L, Hp(Ω), Kp(Ω), Ipr(1−α)/(r−1)(Ω)
and Inr(Ω) such that
Hp(φ(Ω)) ≤ Hp(Ω) + cδr,p(φ). (4.6)
for all φ ∈ bLipL(Ω) satisfying φ = I on Ω \ Ωδ.
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Proof. Let u ∈ W 1,p0 (Ω) be a positive minimizer for Hp(Ω). We assume that∫
Ω
up/dpΩdx = 1 and set v = u ◦ φ
(−1). We then have (cf. (2.6))
Rφ(Ω)[v]−RΩ[u] (4.7)
=
∫
Ω
(
|(∇u)(∇φ)−1|p| det∇φ| − |∇u|p
)
dx+
∫
Ω
|∇u|pdx
(
1−
∫
Ω
up| det∇φ|
dpφ(Ω)(φ(x))
dx
)
∫
Ω
up
dpφ(Ω)(φ(x))
| det∇φ|dx
.
By (2.9) we have that ∫
Ω
up
dpφ(Ω)(φ(x))
| det∇φ|dx ≥ c−1. (4.8)
We also note that for any x ∈ Ω we have
dφ(Ω)φ(x) ≤ dΩ(x) + Fφ(x)dΩ(x), (4.9)
where
Fφ(x) = dΩ(x)
−1|(φ− I)(τΩ(x))− (φ− I)(x)|.
Hence
1
dpΩ(x)
−
| det∇φ|
dpφ(Ω)(x)
≤
1
dpΩ(x)
(
1−
| det∇φ|
(1 + Fφ)p
)
≤
1
dpΩ(x)
(
1−
1− c|∇φ− I|
(1 + Fφ)p
)
≤
c
dpΩ
(
Fφ + F
p
φ + |∇φ− I|
)
(4.10)
provided c is large enough. From (4.7), (4.8) and (4.10) we conclude that
Hp(φ(Ω))−Hp(Ω)
≤ c
∫
Ω
|∇φ− I| · |∇u|pdx+ cHp(Ω)
∫
Ω
up
dpΩ
(Fφ + F
p
φ + |∇φ− I|)dx
=: A[u]. (4.11)
Now let r > 1/(αp−p+1) be fixed. By (3.25) and (3.26) we have u/dΩ,∇u ∈
Lrp/(r−1)(Ω), hence∫
Ω
|∇φ− I| · |∇u|pdx ≤ ‖∇φ− I‖Lr(Ω)‖∇u‖
p
L
rp
r−1 (Ω)
,
and similarly, ∫
Ω
|∇φ− I|
up
dpΩ
dx ≤ ‖∇φ− I‖Lr(Ω)‖u/dΩ‖
p
L
rp
r−1 (Ω)
.
Let φk, k ∈ N, be an approximating sequence of smooth maps obtained by stan-
dard mollification of φ. Then φk converges to φ pointwise and in L
q(Ω) for any
1 ≤ q < ∞. Since φk is smooth, we easily see that |Fφk | ≤ T |∇φk − I| where
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T is the operator defined in (4.1). Hence using Fatou’s Lemma, Lemma 10 and
observing that supp |∇φk − I| ⊂ Ω3δ/2 provided k is sufficiently large, we obtain
‖Fφ‖
r
Lr(Ω) ≤ lim inf
k→∞
‖Fφk‖
r
Lr(Ω) ≤ c lim
k→∞
∫
Ω
log(Inr(Ω)/dΩ)|∇φk − I|
rdx
= c
∫
Ω
log(Inr(Ω)/dΩ)|∇φ− I|
rdx , (4.12)
and similarly
‖F pφ‖
r
Lr(Ω) ≤ c
∫
Ω
log(Inr(Ω)/dΩ)|∇φ− I|
prdx . (4.13)
From (4.4), (4.12) and (4.13) we obtain∫
Ω
up
dpΩ
(Fφ + F
p
φ)dx
≤ c
(∫
Ω
log(Inr(Ω)/dΩ)
(
|∇φ− I|r + |∇φ− I|pr
)
dx
)1/r
‖u/dΩ‖
p
L
rp
r−1 (Ω)
= cδr,p(φ)‖u/dΩ‖
p
L
rp
r−1 (Ω)
.
Combining the above we obtain
A[u] ≤ cδr,p(φ)(‖∇u‖
p
L
rp
r−1 (Ω)
+ ‖u/dΩ‖
p
L
rp
r−1 (Ω)
) ≤ cδr,p(φ)‖d
α−1
Ω ‖
p
L
rp
r−1 (Ω)
,
which completes the proof. ✷
We say that an open set Ω in Rn is of class C2M for some M > 0 if it can
be described locally by the subgraphs of functions of class C2M , i.e., the standard
C2-norms of such functions are bounded by M . Then we introduce an additional
definition.
Definition. Let V be a bounded open cylinder, i.e., a set which in some
coordinate system (y¯, yn) has the form V = W×]a, b[, for some bounded convex
open set W ⊂ Rn−1. Let M, ρ > 0. We say that a bounded domain Ω ⊂ Rn
belongs to C2M (V, ρ) if Ω is of class C
2
M and there exists a function g ∈ C
2(W )
such that a+ ρ ≤ g ≤ b, ‖g‖C2(W ) ≤M , and
Ω ∩ V = {(y¯, yn) : y¯ ∈ W , a < yn < g(y¯)}. (4.14)
Theorem 12 Let Ω be a bounded domain in Rn of class C2M (V, ρ) such that
Hp(Ω) < ((p− 1)/p)
p and let α > (p− 1)/p denote the largest solution of (2.3).
Then for any s ∈]0, αp− p+ 1[ there exists c > 0 depending only on p, M , V , ρ,
s, Hp(Ω), Ip(1−α)/(1−s)(Ω) and Inr(Ω) such that∣∣Hp(Ω˜)−Hp(Ω)∣∣ ≤ c|Ω˜△Ω|s, (4.15)
for all domains Ω˜ of class C2M (V, ρ) such that Ω \ V = Ω˜ \ V and |Ω˜△Ω| < c
−1.
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Proof. We use a construction of [7]. Let g, g˜ : W → R be the C2 functions
describing Ω ∩ V and Ω˜ ∩ V according to the definition above. Let η = ρ
2(b−a)
.
We define the function g0 = min{g, g˜} − η|g − g˜| and the domain
Ω0 := (Ω \ V ) ∪ {(y¯, yn) : y¯ ∈ W, a < yn < g0(y¯)} . (4.16)
We note that by the choice of η we have g0 > a. We next define a map φ on Ω
as follows: for x ∈ Ω \ V we set φ(x) = x, while for x ∈ Ω ∩ V we use the local
coordinates (y¯, yn) to define
φ(y¯, yn) =
{
(y¯, yn), if (y¯, yn) ∈ Ω0 ,
(y¯, g˜(y¯) + a(y¯)(yn − g(y¯))) , if (y¯, yn) ∈ Ω \ Ω0 ,
(4.17)
where
a(y¯) =
{
η
η+1
, if g˜(y¯) ≤ g(y¯),
η+1
η
, if g˜(y¯) ≥ g(y¯).
It can then be seen that φ(Ω) = Ω˜ and φ ∈ bLipL(Ω), where L depends only on
M and η. It is immediate that
δr1,p(φ) ≤ c|Ω˜△Ω|
1
r , 1 ≤ r1 < r <∞ (4.18)
where c depends only on M , η, p, r1, r and Ip(1−α)/(1−s)(Ω).
Since Ω is of class C2M there exists δ > 0 depending only on M such that dΩ is
of class C2 in Ω2δ. In order to apply Theorem 11 we need that φ = I on Ω \ Ωδ,
and for this it suffices to guarantee that |g − g0| < δ. This will be the case if we
establish that ‖g − g˜‖L∞(W ) is small enough. Since g, g˜ are of class C
2
M , by the
Gagliardo-Nirenberg interpolation inequality (see [24, p. 125]) the L∞ norm of
g− g˜ is estimated from above via its L1 norm, which is precisely |Ω△Ω˜|. Thus if
|Ω△Ω˜| is small enough then φ = I in Ω\Ωδ, hence Theorem 11 applies. Using an
intermediate r1 ∈]1/(αp− p+ 1), r[ (say the midpoint of the interval) we obtain
that for any r > 1/(αp− p+ 1)
Hp(Ω˜) ≤ Hp(Ω) + c|Ω˜△Ω|
1
r . (4.19)
In order to prove the reverse inequality we first note that from (4.19) it follows
that Hp(Ω˜) < ((p − 1)/p)
p provided |Ω˜△Ω| is small enough. Moreover, if r >
1/(αp − p + 1) and |Ω△Ω˜| is small enough then r > 1/(α˜p − p + 1) where
α˜ > (p− 1)/p denotes the largest solution of (p− 1)α˜p−1(1− α˜) = Hp(Ω˜). Then
by using Ω˜ as reference domain in the procedure above we obtain that
Hp(Ω) ≤ Hp(Ω˜) + c|Ω˜△Ω|
1
r (4.20)
where c additionally depends on Hp(Ω˜), Ipr(1−α˜)/(r−1)(Ω˜) and Inr(Ω˜). Since these
last quantities can be controlled via the corresponding quantities related to Ω
and via M and V , choosing r = 1/s we deduce the validity of (4.15). ✷
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Remark 13 Note that the bigger is Hp(Ω), the smaller is the number αp− p+1
which defines the range of admissible exponents s in (4.15), namely αp−p+1→ 0
as Hp(Ω) → ((p − 1)/p)
p. With regard to this, we observe that the proof of
Theorem 12 relies on the existence of a minimizer and we recall that a minimizer
does not exist in the limiting case Hp(Ω) = ((p− 1)/p)
p.
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