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I. Introduction 
In the performance analysis of computer systems frequently queueing mod-
els are encountered which require a two or more dimensional state space for 
their description. The mathematical analysis of such models is rather in-
accessible. Only recently fairly general techniques were developed for the 
two-dimensional case, cf. [5], [6], [4]. The basic idea behind these tech-
niques is the transformation of the functional equation from which the bi-
variate generating function of the joint queue length distribution has to be 
determined into boundary value problems of the Riemann-Hilbert type. These 
at present available techniques lead to results concerning the stationary as 
well as the time-dependent distributions of the involved stochastic processes. 
The main goal of the present paper is the development of a technique for 
the asymptotic analysis as time+ oo of the time-dependent distributions for 
queueing models which need a two-dimensional state space for their descrip-
tion. This asymptotic analysis is important for several reasons. Firstly, 
for establishing the necessary and sufficient conditions for the process to 
be ergodic. Quite often it is not even simple to guess these conditions on 
the basis of intuitive arguments; consider e.g. the coupled processor model 
in [S] and the ALOHA satellite packet switching models in [9]. Secondly, it 
is of great practical importance to obtain information (in the ergodic case) 
about the time a system needs to reach a situation in which it can be con-
sidered to be in stochastic equilibrium, after the start of or a disturbance 
in the system. As a measure for this time the concept of relaxation time was 
introduced for the one-dimensional case (see e.g. [3]). To determine the re-
laxation time of a queueing system the second term of the asymptotic expan-
sion of the queue length distributi~n is needed. 
The ideas and techniques which are required in the construction of such 
an asymptotic analysis ~ill be elucidated by describing them for a particular 
2 
model, closely related. to the M/G/1 model with alternating service discipline 
studied in [4], §III.2. From a practical point of view this model is a little 
artificial, but its analysis brings clearly forward all the essential points 
also encountered in the analysis of more complicated models. In forthcoming 
papers, e.g. [2], the technique developed in this paper will be used for the 
asymptotic analysis of the time-dependent behaviour of two-node Jackson net-
works, cf.[8]. The ultimate goal of our research concerns the asymptotic ana-
lysis of time-dependent phenomena in many-node queueing networks. 
The organization of this paper is as follows. The investigated queueing 
model will be described in section 2. It is an M/G/1 model with two types of 
customers and a paired service discipline, i.e. two customers of different 
type are served simultaneously. Section 3 is devoted to the discussion of the 
embedded queue length process at departure instants; in section 4 the bivariate 
generating function of the queue length process in continuous time will be de-
rived. Section 5 is concerned with the asymptotic analysis of a characteristic 
integral. The results are used in section 6 to obtain the conditions for ergo-
dicity and to investigate the relaxation time of the process. Section 7 con-
tains remarks on the evaluation of the conformal mapping which occurs in the 
solution of the boundary value problem, on the waiting time distribution, and 
on a simple generalization of the queueing model. 
2. The model, definitions 
The following queueing model will be considered. Customers arrive at a 
single service facility according to a Poisson process with mean inter-
arrival time a. With equal probabilities an arriving customer is of type 
or of type 2. An arriving customer who finds the system empty is innnediate-
ly taken into service; otherwise he joins queue 1 or 2 depending on his 
3 
type. As soon as a service has been completed, a new service is started if 
any customers are present. If after the completion of a service two customers 
of different type are present, then they are served simultaneously. If after 
the completion of a service the customer population consists of one type, 
then a single customer is admitted to service. In each queue customers are 
served in order of their arrival. Successive service times are independent 
random variables with a connnon distribution function B(,), for paired ser-
vices as well as for individual services. 
Let y.(t), t 2::: O, j = 1,2, be the number of type j customers present in 
-J 
the system at time t, and let y.(O) =O. Our aim is to study the time-depen-
-J 
dent behaviour of the process { (1.1 ( t) ,x.2 ( t)), t 2::: O}, especially its asympto-
tic behaviour as t-+ 00 • In order to obtain the distribution of this process 
first the embedded process at departure instants will be analysed, and then 
the continuous time distribution will be derived with the aid of renewal 
functions, in analogy with the analysis of the standard M/G/1 model, cf. [3], 
th §II.4.3. Denote by d, n=O,I, .• , then departure instant, and by x.(n), 
-n -J 
n = O, 1, •. , j = 1,2, the number of type j customers left behind in the system 
th 
at the n departure instant. Let ~ = O, ~l (0) = ~ 2(0) = 0, in agreement with 
the assumption thac the process starts at t = 0 with an empty system. It is 
readily seen that the process { (~1 (i:l.) ,~2 (n) ,~), n = 0, 1 , .. } is an embedded 
Markov chain which is irred.ucible and aperiodic. This Markov chain was ana-
lysed in [1]. The results are summarized in the next section (see also 
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section 7). For the an~lysis of the queueing system the following functions 
and quantities are defined: for Ir! < 1, jz 11 ~ 1, lz2 1 ~ I, Re P ~ O, 
(1) 
CX) 
~1 (n) ~2(n) -pd 
4>(r;z 1,z2,p) :E 
n E{z 1 
-n 
:= r z2 e }, 
n=O 
(2) 
CX) l.1 (t) y 2 (t) 
'l'(p;zl,z2) f -pt E{z 1 := e Zz } dt; 0 
CX) 
(3) B (r;) := f e-r;-r d B(-r), Re 7; ~ O; 
0 
CX) 
(4) f k Bk := T dB(-r), 
0 
k=l,2, .. ; 
It will be assumed that s3 < 00 (see remark l in section 6). 
3. The embedded Markov chain. 
For the transform (1) the following functional equation can be derived 
in a similar way as that of the common M/G/1 queueing model, cf.[3],§II.4.3: 
Below it will be sketched how this functional equation can be transformed 
into a boundary value problem; for details see [l]. 
From now on it will be assumed that rand pare real, 0 < r < 1, p > 0. 
In the functional equation (6) let z1 =w, z2 =w, and let w be in the set 
(7) L(r;p) := {w; lwl < l, l;lz = r B(p + I - Rew)}. 
a. 
For this choice of z1 and z 2 the generating function 4>(r;z 1,z2 ,p) is finite, 
while its coefficient in the functional equation (6) vanishes; hence the 
functional equation reduces to: for w E L(r;p), 
(8) ~(r;w,O,p) + ~(r;O,;,p) = __ l_~ + [i _ 
1-w 1-w 11-w1 2 
2 
lwl ap ] 
2 ~ ~(r;O,O,p). j I-wj ap 
From the properties of the Laplace-Stieltjes transform B(s), cf. (3), it is 
readily seen that L(r;p) is a contour (i.e. it is a closed curve which does 
not intersect itself) which has the real axis as an axis of synnnetry. There-
fore it is possible to introduce the conformal mapping g(r;p;z) of the unit 
disk jzj < I onto the domain L+(r;p), the interior of the contour L(r;p), 
which is uniquely determined by the conditions (cf.(1O], theorem 1.2,1.3): 
(9) g(r;p;O) = O, a Oz g(r;p;z) > O, at z = O. 
By [IO], theorem 2.24, the conformal mapping g(r;p;z) is continuous in the 
region jzj ~ I, and maps the unit circle jzj =Ione-to-one onto the contour 
L(r;p). Moreover, the symmetry of L(r;p) leads to the property: for lzl ~ I, 
(IO) g(r;p;i) = g(r;p;z). 
By insertingw=g(r;p;u), !ul=I, so that;=g(r;p;l/u) by (IO), equation 
(8) becomes: for lul =I, 





j I-g(r;p ;u) I 2 
ap] l+ap ~(r;O,O,p). 
+ Because L (r;p) C {w; jwj < I}, the first term at the lefthand side of (II) 
is regular for juj < I, the second term for jul >I.Hence, relation (II) 
forms th~. boundary condition of a coupling problem (or Hilbert problem), cf. 





.C := {u; lul=l}, 
on both sides of equation (11), for lzl < 1 as well ai for jzj > 1. The last 
unknown ~(r;O,O,p) is obtained by taking z=O. By introducing the inverse 
conformal mapping g0 (r;p;w) of g(r;p;z) the functions Hr;z1,0,p) and 
~(r;O,z 2,p) can be obtained. Substitution of these functions into the func-
tional equation (6) leads to the following result: 
1 f 1 du l]-2. 2-+ 
11'1 C j 1 - g(r;p;u) I u 
Note that the generating function ~(r;z 1,z2,p), lrl < 1, lz 1 1 ·~ 1, lz2 1 ~ 1, 
Rep-~ O, is determined by analytic continuation from the above expression. 
4. The continuous time process 
By using a similar relation as [3], formula (II.4.45), between the distri-
bution of (y 1(t),y2 (t)), t ~ O, and that of (~1 (n),x2 (n),~), n=0,1, •. , the 
the following relation between the generating functions ,(p;z1,z2) and 
Hr;z 1,z2 ,p) is obtained: for lz 1! ~ I, lz 2 1 ~ I, Rep> O, 
(13) ( 
l- 1 z - 1 z ) a 2 1 2 2 
,(p ;z 1 ,z2) = -- S p + ----l+ap a ~(I ;O,O,p) + 
+ a 
Hence, also the function ~(p;z 1,z2) is determined by theorem 1. This function 
can also be obtained with the aid of two supplementary variables, see [1], 
chapter III. Introducing for real P, p > O, the abbreviations, 
(14) y(p;z) := g(r;p;z), I z I ~ 1, A (p) : = L (1 ; p) , 
it follows from (13) and theorem 1 that for p > O, 
(15) 
_.:!_ f 1 du 
21ri C j I - Y (p; u) I 2 u 
~(p;O,O) = ---~-~-1----d-. 
+.E£_f ~ 
21ri C I 1 -y(p ;u) I 2 u 
In the next sections the asymptotic behaviour of the process {(x_1 (t),x_2(t)), 
t ~ O} as t • 00 will be studied. Similarly as for the common M/G/1 queueing 
system it can be proved with the aid of the key renewal theorem, cf. [3], 
p.102, p.246, that the limits 
lim Pr{x_1 ( t) = k 1 ,x_2 ( t) = k 2}, t • oo 
k I =O, 1 , •• , k 2 =O, 1 , •• , 
exist. Hence, the generating function of this limiting distribution can be 
obtained from ~(p;z 1,z2) with the aid of an Abelian theorem, in particular, 
(16) I/Jo := lim Pr{x_1 (t) = O,x_2(t) = O} = t • oo 
5. Asymptotic analysis 
limp ~(p;O,O). 
p+O 
In order to study the asymptotic behaviour of Pr{x_1(t)=y2(t)=O} as t • 00 
this section is devoted to the investigation of the limit, cf. (16),(15), 
(17) 1 . ap f 1 du P~~ 21Ti C j I - y(p ;u) 12 u· 
,, 
For the determination of this limit the behaviour of the contour A(p) and of 
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the conformal mapping y(p;z) asp+ 0 will be considered first. In order to 
obtain a parametric equation for the contour A(p) the following result is 
needed. 
Lemm.al. Far p > 0, u ~ l, and for p ~ O, u < l, the equation 
(18) 0 2 = f3 (p + l - cru) , 
Cl. 
has exactiy one root o = cr(p ;u) on the real interval 0 < o < l. This root 








a 3p o(p;u) < 0, a ou o(p ;u) > O, far p > 0, u ~ l. 
= l ' if u = l, a ~ 2, 
cr(u) := lim o(p ;u) 
p+0 E (0, l), otherwise; 
a 01 (I) = 2-a' 
2a2 2 
cr"(l) = ---=-3 (2 sz1s1 + 1-a), 
(2-a) 
cr(u) = l - / __ 2 -,---2 
2f3/f3t - I 
o -SI 
lim a o (p; I) = 2_a, p+0 p 
✓1-u + 0(1-u), u t l, 
if a < 2, 
if a < 2, 
if a= 2; 
cr(p;I) = p + 0, if a= 2. 
Proof. The proof is left to the reader. It is very similar to that of the 
lemma of Takacs, cf. [3]. See also [I], lennna III.4.1. • 
With the aid of the function cr(p;u) the contour A(p) can be described by, cf. 
(14), (7), (18), for p > 0, 
(25) A(p) = {w; w = cr (p ; cos 8) ie e -'If ~ 8 ~ 'If}. 
Asp + 0 the contour A(p) expands, cf. (19), to the contour A given by: 
(26) A := {w; ie w = cr(cos 0) e -1T s e s 1T}. 
Lemma 2. The contour A(p), p > 0, possesses a tangent at every point. The 
contour A possesses a tangent at every point., except in the case a= 2 at the 
point w = 1; it has then at w = I a corner point with inner angle um., 
(27) I 2 I w1r := 2 arctan 2 B/B 1 - 1, 
Proof.See the appendix. 
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• 
Next the conformal mapping y(z) of the unit disk lzl < 1 onto the interior A+ 
of the c~ntour A, satisfying y(O) = O, y' (0) > O, cf. (9), (14), is introduced. 
Because A(p) expands continuously to the contour A asp+ 0, cf. (25),(19), 
it follows with Caratheodory's mapping theorem, cf. [IO], theorem 2.1, that 
(28) lim y(p;z) = y(z), 
uniformly for lzl < l; because y(p;z), p > 0, and y(z) are continuous for 
lzl s 1, cf. section 3, this limit also holds for lzl = I. 
Lemma 3. For p > 0 the derivative :z y(p;z) is continuous and non-vanish-
ing for lzl s I. The derivative y'(z) is continuous and non-vanishing for 
I z I s 1., except in the case a = 2 at z = I. 
In the case a< 2., for every o., 0 < o < 1., 
(29) y(z) = 1 + (z-l)y'(l) + o(jl-zj 2- 0), z + I, lzl s I; 
in the case a= 2 there exist positive constants N 1.,N2., such that 
(30) "N 1 jI-zl s jI-y(z)I s N2 ✓ jI-zl, I z I s t. 
Proof.See the appendix. • 
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With the aid of the foregoing lenunas the following theorems on the limit (17) 
can be proved. 
Theorem 2. In the case a> 2 the limit 
1 f 1 du (31) lim 2'lfi 2 u 
p+0 C ll-y(p;u)I 
is finite; in the case a= 2 this limit is infinite. 
Proof. Because y(p;u) E A(p) for lul = l, it follows from lenuna 1, cf. (19), 
(25),(26), that ly(p;u)I < l for p > 0, lul S 1, and that ly(u)I < 1 for 
I u I s 1 , except in the case a s 2 at u = 1 ; then y ( 1) = cr ( 1) = 1 • Hence, in the 
case a> 2 the integrand, and therefore also the integral, in (31) remain 
finite as p + 0. Consider further the case a= 2. The integral in (31) is 
equal to 
(32) 
From the above it follows that the integrand of this integral remains finite 
as p + 0 for every e except e = 0. Lenuna 3 implies that there exists a positive 
M independent of e and p such that for p > O, 0 s es 'If, 
(33) •e I !Y(p;l)-y(p;e1 )1 <Mlel 2 • 
This implies the inequality: for p > O, 0 s es 'If, 
(34) 
• e I 
lt-y(p;e1 )Is lt-y(p;t)I +M[el 2 • 
This inequality leads to the following lower bound for the integral in (32): 
for M independent of p, p > O, 
(35) 1 'If de 1 'If de 
- f ·e 2 ~ - f 2 = 
'If 0 lt-y(p;e1 )j 'If 0 {1-y(p;l)+Mle} 
=--¾:.[1og{i-y(p;l)+Mh} - log(l-y(p;l)} - Mh ]. 
nM 1-y(p;l)+Mh 
Because Mis positive and y(p;l) t 1 asp+ 0, it is clear that this lower 
bound tends to infinity as p + 0. This proves the assertion in the case a= 2. D 
Theorem 3. 
(36) 1 . ap f 1 du imp 2 -p +o ,a C 11 - Y (p; u) I u 
= 0, 
= 1 - !a 
ay I (1), 
if a = 2. 
if a < 2. 
Proof. First consider the case a= 2. As in the proof of theorem 1 the 
integral in (36) is rewritten as (32). From lemma 3 it follows that for, say, 
0 < p < 1 there exists a positive K independent of p and 0 such that for 
0 ~ 0 
(37) 
• 0 jy(p;l)-y(p;ei )! > Kjej. 
Because the point w = y (p; 1) = a (p; 1) is the point on A (p) with the largest ab-
solute value (cf.(25), o(p;u) is for fixed p, p > O, an increasing function 
of u, u ~ 1, cf. (18)), the angle which the line joining the points y(p;l) 
i0 
and y(p;e ) makes with the positive direction on the real axis is obtuse. 
Hence, the cosine rule implies for P > O, 0 ~ 0 ~ n, 
(38) ·e 2 2 ·e 2 lt-y(p;ei )I ~ jl-y(p;t)I + jy(p;l)-y(p;ei )! . 
From (37),(38), the following upper bound for the integral (32) is obtained: 
for O < p < 1 and for K independent of p, 
(39) ..!.. nf de < ..!.. nf d8 
·e 2 - 2 2 2 
n O j I - y (p; e i ) I n O j I - y (p ; 1 ) I + K 0 
= 
1 [ nK 1 
"= nK{l-y(p;l)} arctan 1:_y(p;l). 
Because y(p;l)=o(p;l), cf. (25), it follows from (24) that 
1 1 
12 
(40) lim P = O, 
P + O 1 - y (p ; 1 ) limarctan[ 1 _1r~ ·l)] = !1r. ptO y P, 
Hence, the upper bound for the integral (32) given in (39), multiplied by p, 
vanishes as p + 0. This proves the assertion for the case a = 2. 
Next consider the case a< 2. Because for p > 0 the function o(p;u) is an in-
finitely differentiable function of u, u ~ 1, cf. lennna 1, A(p) is an analytic 
contour, cf. [12], p.186. This implies that the conformal mapping y(p;z) is 
regular on the boundary lzl = 1, cf. [12], p.186, so that it can be continued 
analytically into a part of the region lzl > l. Further, because the derivative 
,}z y(p;z) is non-vanishing at z=l by lennna 3, and since y(p;l) t las p + O, 
it follows (see [1], §ll.5 for more details) that for p close to zero there 
exists a value u0 (p) > 1 such that 
(41) and u0 (p) + l as p + O. 
With this u0 (p) the integral in (36) is rewritten as: for p close to zero, 
(42) f l du = f K(p; u) l ~' 
C 11 - y (p ; u) 12 u C { u - uo (p) }{ Ullo (p) - 1} 
here 
(43) K(p;u) 
u - u0 (p) u u0 (p) - l 
:= ----- ------1-y(p;u) 1-y(p;l/u)' lul = 1. 
From (41) it follows by using y(p;l)=o(p;l) and (23) that 
(44) a 
81 
= - ~~~ ap y(p;l)/y'(l) = ~(-2-_a_)_y~,-(-1-)" 
This implies that, cf. (43), 
(45) lim K(p;l) = - {y'(l)}-2• 
p+O 
Moreov~r, it follows from (29) and the fact that for p > 0 the conformal map-
ping y(p;z) is regular at z= 1, that for every o, 0 < o < 1, there exists an M 
independent of u and p _such that for lul = 1 and p close to zero, 
(46) 0 IK(p;u) - K(p; 1) I <Miu-II • 
This implies that by splitting up the second integral in (42) as 
(47) 2 [f K(p;u) I du 
uO(p)-1 C u-uO(p) u 
uO(p) d] f K(p;u) ----,-,--- u 
C uu0 ( p ) - 1 u ' 
on both th~se integrals an extended version of the Sochozki-Plemelj formulas 
(cf. [II],§16, [I], lemma I.3.6) may be applied. This leads to 
(48) lim T7 f K(p;u) 1 du -½K(O;I) +pf K(O;u) du 
u - uo (p) -= u-1 u' p+o 1r1 C u 1f1 C 
lim T7 J K(p;u) uo(p) du ½K(O;I) +pf K(O;u) du uu0 (p) - I -= u-1 u· p+O 1ri C u 1f1 C 
The integrals at the righthand sides of (48) have to be understood as 
principle values. Finally, by using, cf. (44), that 
(49) lim 2 ap = 
2;aa y'(I), 
p+O u0 (p) - I 
the assertion for the case a< 2 follows from (42),(47),(48) and (45). D 
6. Asymptotic behaviour of the queueing process 
With the aid of the analysis of the preceding section the main theorem on 
the ergodic properties of the queueing system described in section 2 can be 
formulated. Let y0 (w) be the inverse of the conformal mapping y(z). 
Theorem 4. The M/G/1 queueing system with two types of customers and paired 
services i2 transient if a> 2, it consists of null states if a= 2, and it is 




(51) ,,, =limP{ (t) O (t) O} l-½a • 
'+'o r Y.1 = ,Y.2 = = 1- ½a+ay'(l)' 
t-+oo 
(52) lim E{y_1 ( t)} = lim E{y_2(t)} t-+oo [ 
l - ljJO f32 ] 
= ½a I + 1 - la --2 . 
2 2f3 t-+oo 1 
Proof. It is easy to see that for the queueing process defined in section 2 
each state in the space {0,1,2, •. } x {0,1,2, .• } has the same classification, 
and that-this process is aperiodic. In the case a> 2 it follows from theorem 
2, (15) and (2) that 
00 
f Pr{y1 ( t) = O,y_2 ( t) = O} dt < oo, 0 
so that the process is transient. In the case a= 2 theorem 2 and theorem 3, 
imply respectively, cf. (15),(16), 
00 
f Pr{y_1 (t) = O,y_2(t) = O} dt = oo, 
0 
lim Pr{y_1 (t) = O,y_2(t) = 0} = O, t-+oo 
so that the queueing system consists of null states. Finally, in the case 
a< 2 theorem 3 leads with (16) and (15) to (51), thus showing that the process 
is ergodic. With the same technique as applied in the proof of theorem 3 the 
generating function ~(z 1,z2) in (50) can be obtained from (13) and theorem 
+ + for z 1 EA, z2 EA, and by analytic continuation in the whole region 
I z 1 I $}, I z2 I $ 1. The moments (52r follow in a standard way from the generat-
ing function ~(z 1,z2). D 
Remark 1. In order to obtain the above result it was assumed that s3 < 00 , cf. 
15 
section 2. Theorem 4 also holds without this assumption, but the proof becomes 
more tedious. Because the expansion (22) is not valid if s3 = 00 , more general 
theorems that Kellogg's theorem have to be applied in order to prove the ine-
qualities (30), cf. [1], theorem II.8.2, [13], chapter IX, part I. 
Next, the relaxation time of the queueing system will be discussed, cf. [3], 
§III.7.3. The relaxation time T of the probability that the system is empty is 
by definition the smallest positive value for which holds 
(53) t • oo, 
It is determined by the abscissa of convergence p of the Laplace transform 
C 
'l'(p ;O,O) _- ljJ 0/p, in fact T = -1 /pc· The discussion will be restricted to the fair-
ly general case that the Laplace-Stieltjes transform S(s) has an abscissa of 
convergence sc < O, and that S(s) t 00 ass+ sc• In this case the function 
cr(p;u), us I, cf. lemma I, can be continued analytically to the region 
Rep> p0 ; here Po is the largest real value for which equation (18) has a 
d 1 'd . h f . 2 d ( (I )/ ) f 1 1 oub e root. By consi ering t e unctions cr an Sp+ -cru a · or rea va ues 
of cr, cf. (19), it is not difficult to see that this largest value Po is at-
tained for u= I. Hence Po is the largest real value for which there exists a 
cr0 such that 
(54) I ( 1-cro) 2cr = - SI p + -- • 0 a O a 
Note that cr0 > I if a < 2, that cr0 < I if a > 2, and that cr0 =I, Po= O in the 
case a= 2. The above imp lies that the contour A (p) and the conformal mapping 
y(p;z), lzl s I, can be continued over the interval Po s p s O. As in lemma 2 
it can be proved that A(p) possesses a tangent at every point, except in the 
case p = Per at w = cr0 . Because l y(p ;z) ·1 s cr0 < I for p ~ p0 , I z I s 1, in the case 
a> 2, relation (IS) can be continued over the interval p0 < p s 0. This im-
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plies that pc= p O if a. > 2. In the case a < 2, when cr O > I , the analytic con-
tinuation of the function ~(p;O,O) is more difficult to obtain. 
Lemma 4. In the case a< 2, for p < O, 
~ f 1 du+ 2a 
21ri C II-y(p;u)l2 u uo(p)y'(p;uo(p)){l-v(p)} 
(55) 'l'(p ;O,O) = l+_a_p_f ___ l ____ d_u+--,--,--=--,,--2~a~p..,.....,.-=---,,.....,.~ 
21ri C II-y(p;u)l2 u uo(p)y'(p;uo(p)){l-v(p)} 
here uO (p) < 1 is defined by y (p; uO (p)) = 1 and v = v (p) is the smaUest 
positive root of the equation 
(56) v = s(P + 12~v). 
Proof. See the appendix. • 
From (55) it follows that in the case a< 2 the abscissa of convergence pc 
of ~(p;O,O) is equal to the maximum of pO, cf. (54), and of the largest branch 
point pl of the function v(p). 
Theorem 5. The rela.xation time T of the M/G/1 queueing system with two types 
of customers and paired services is equal to -l/p 1 if a< 2, to -1/p O if a> 2, 
and it is infinite if a= 2. 
Proof. The cases a= 2 and a > 2 were completely discussed above. In the case 
a < 2 the maximum of Po and p 1 has to be determined. By substituting v = 2a - 1 
equation (56) can be written in the form 
By using the inequality ½(x+l) > ./i, which holds for x > O, x # 1, and the 
monotoRicity of the Laplace-Stieltjes transform f3(s), s > s, it follows read-
c 
ily from (54) and (57) that pl> pO, so that T=-l/p 1 if a< 2. • 
Remark 2. In the case a< 2 the relaxation time Tis equal to the relaxation 
time of a common M/G/l system with mean interarrival time 2a and service time 
distribution B(T), cf. (56) and [3], §III.7.3. 
Example. In the case of an Erlang service time distribution with k phases 
(k= 1,2, •. ) p 0 and p 1 can be easily calculated: 
Po= ; 1 {k+a- (2+k)(½a) 21 <2+k)}, 
1 
7. Additional results 
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In order to obtain numerical values for the stationary distribution of the 
queue length process the conformal mapping y(z) or its inverse y0 (w) has to be 
determined. In [4], part IV, and in [1], §IV.3, it is shown how the conformal 
mapping y(z) and its moments can be determined in general by a numerical proce-
dure. In two cases, that of a negative exponential and that of a degenerate 
service time distribution, an explicit expression for the inverse y0 (w) has 
been found from (7). When the service times are negative exponentially distri-
buted: 
2 I z" 
= 1 _ ~ (1-w) 1-½aw [i +-1- w- ol - ½awo ] 
w (I-o)2 1-!ao o 1-w 1- ½aw ' 
i/10 = 
I 2 ' (1-½a) (1-½a)(l-½ao) 
I 2' ½a(l-o)(l-½ao) + (1-½a) (I-½a)(l-½ao) 
here o :=cr(-1)={1- ✓1+4a}/2a, cf. (18),(20). When the service times are 
constant 
1a(l-w) 
= w e 2 , 
In these two cases w is rational (2/3,1/2), cf. lemma 2. In general w is not 
rational, which makes it hard to find explicit expressions for y0 (w). 
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In [l], §II.8, the asymptotic behaviour of the embedded process (_!1(n), 
_!2(n)), cf. sect. 2,3, as n • 00 , has been studied. The main result is that if 
a< 2, 
(58) { 
.!1 (n) .!2 (n)} 
lim E z 1 z 2 n• oo 
(59) cp 0 : = lim Pr{.!1 (n) = O ,_!2 (n) = O} n• oo 
1 - ½a 
=~....,...::..,..... 
y'(l)" 
Note the difference between the limiting distribution of the embedded process 
and that of the continuous time process, cf. theorem 4. From (51) and (58) the 
stationary waiting time distribution can be derived. Clearly, this distribution 
is the s·ame for both type of customers. Let w be the waiting time for an arriv-
ing customer. Because the arrival process is a Poisson process, it follows that 
Pr{w=O}=t/10 . Further, for j = 1,2, the number of type j customers left behind 
in the queue by a type j customer at the instant at which his service commences 
is equal to the number of type j customers that arrived during his waiting tim~ 
cf. [3], p.256. Let x be a random variable with distribution the limiting margi-
nal distribution (n • 00 ) of x. (n), j = 1,2. Then application of the foregoing ar-
-J 




E{z- 1.!>0}=E{2a lw>O}. 
With (58) the above leads to: in the case a< 2, for Re~~ O, 
(60) E{w} 
The model as described in section 2 can be generalized by the assumption 
that an arriving customer is with probability cj of type j, j = 1, 2, c 1 + c 2 = 1. 
For the asynnnetric case the analysis is somewhat simpler, cf. [ 1]. The asympto-
tic analysis leads to the following main result: the asynnnetric system is ergo-
die iff max{c 1,c2}a < I, and in the ergodic case the relaxation time is equal 
to that of a common M/G/1 system with mean interarrival time a/max{c 1,c2} and 
service time distribution B(T), cf. remark 2 in section 6. 
Appendix 
Proof of lemma 2. Because the root cr(p;u) of equation (18) is simple, ex-
cept in the case a= 2 for p = O, u= I, it follows with (25) and (26) that the 
contours A(p), p > O, and A possess a tangent at every point, with the possi-
ble exception for A at w = I when a= 2. In this case it follows from (22) that 
1· d 1· d 2 -1 im d8 cos e cr(cos 8) = - im- cos e cr(cos 8) = {2S/S 1-I} 
2 
e+o de ' eta 
1· d e cr(cos 8) 1 · d sin 8 cr(cos 8) I. im d8 sin = im de = 
eta em 
Hence, the lefthand and righthand tangents at w= I have different directions, 
with inner angle wn, cf. (27); ½ ~ w < I since in general s2 • 
Proof of lemma 3. First consider the case a 'f 2, p = O. Let w(s) be the 
parametric equation of A with as parameter its arc lengths measured from the 
point w=-cr(-1), cf. (26). By using the properties of the function cr(u) given 
in lemma I it is straightforward to show (for details see [l], theorem II.8.2) 
that there exists a constant M1 such that for every s 1,s 2 , 0 ~ s 1 ~ s 2 ~ s0 
(s0 is the length of A), 
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By Kellogg's theorem, cf. [13], theorem IX.7, this inequality implies that 
y'(z) exists and is non-vanishing for lzl ~ I, and that for every o, 0 < o < I, 
there exists a constant M2 such that for every e 1,e 2 , -n ~ e 1 ~ e2 ~ n, 
20 
By a theorem of Hardy and Littlewood, cf. [7], §IX.5, Satz 4, it then follows 
that for some constant M3 for every z, lzl :;; 1, 
1-0 h'(z)-y'(l)I < M3 jl-zl • 
a This inequality implies (29). A similar argument shows that az y(p;z), p > O, 
exists and does not vanish for lzl :;; 1, for every traffic intensity a. 
Next consider the case a= 2, p = 0. Because the contour A has a corner point 
at w = 1 with inner angle w1r, cf. lermna 2, the region ii.+ U A is mapped con-
• + u formally onto a region X X by 
1/w i;(w)=l-(1-w) , i;(O) = O. 
Then the contour X possesses a tangent at every point. Let f(z) be the con-
+ formal mapping of the region jzj :;; I onto X U X with f(O) =O, f'(O) > 0. 
Similarly as above it can be shown with the aid of (22) that f'(z) exists 
and is non-vanishing for jzj :;; 1. Further, by the uniqueness of conformal 
mapping, 
y(z) = 1 - [l-f(z)]w, I zl :;; 1. 
Hence, the existence of f'(I) f O and the inequalities½:;; w < I, cf. (27), 
imply (30). Further, the existence of f'(z) f O, jzj = 1, z f I, implies the 
existence of y'(z) f O, lzl = I, z f 1. D 
Proof of Zerruna 4. Let a< 2 and consider the first integral in (47). As 
p + O, u0 (p) + 1 and the integral becomes singular, cf. (48). Because y(z) is 
regular at z= I, the latter can be avoided by deforming the path of integra-
tion for small values of p to a contour c1 which includes the points z= 1 and 
z=u0 (p) in its interior. Then, for-p close to zero, 
du 1 J K(p;u) du 1 J K(p;u) 
21ri C u- uO(p) u = 21ri C u- uO(p) u I 
K(p;u0 (p)) 
uo(p) 
The righthand side can be continued to negative values of p without encoun-
tering any singularities until p0 • For Po< p < 0 the integral over c 1 is e-
qual to that over C. The second integral in (47) can be treated similarly. 
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This implies (55) with \J(p) :=y(p;l/u0 (p)), cf. (42),(47), and (43) which implies 
2 
u0 (p) - l -1 
Since y(p;u) E A(p) for lul = I, it follows from (7), cf. (14),(10), that 
( l -
1y(p ·u) - 1y(p. l /u)) y(p;u)y(p;l/u) = 8 p + 2 ' a 2 ' , lul = 1. 
Because y(p;u) is regular for \ul = (cf. the proof of theorem 3), this re-
lation also holds in some strip 1-E::;:; lul :;:; l+E:. By substituting u=u0 (p) into 
the above relation and by using y(p;u0 (p)) = l it follows that y(p;l/u0 (p)) sat-
isfies equation (56), and the proof of (55) is ready. D 
22 
References 
[ l] Blanc, J.P.C. (1982) Application of the Theory of Boundary Value Prob-
lems in the Analysis of a Queueing Model with Paired Services, 
Mathematical Centre Tract 153, Amsterdam. 
[ 2] Blanc, J.P.C. (1983) The relaxation time of two queueing systems in 
series, Report BW 192/83, Mathematical Centre, Amsterdam. 
[3] Cohen, J.W. (1982) The Single Server Queue, North-Holland Publ. Co., 
nd Amsterdam, 2 ed. 
[4] Cohen, J.W. & Boxma, O.J. (1983) Boundary Value Problems in Queueing 
System Analysis, North-Holland Publ. Co., Amsterdam. 
[5] Fayolle, G. & Iasnogorodski, R. (1979) Two coupled processors: the 
reduction to a Riemann-Hilbert problem, z. Wahrsch. Verw. Gebie-
te !i}_, pp. 325-351. 
[6] Fayolle, G., King, P.J.B. & Mitrani, I. (1982) The solution of cer-
tain two-dimensional Markov models, Adv. Appl. Prob . ..!.i, pp. 
295-308. 
[7] Golusin, G.M. (1957) Geometrische Funktionentheorie, V.E.B. Deutscher 
Verlag der Wissensch., Berlin. 
[8] Jackson, J.R. (1957) Networks of waiting lines, Oper. Res. 2_, pp. 
518-521. 
[9] Kleinrock, L. (1976) Queueing Systems II, Computer Appliqations, 
Wiley & Sons, New York. 
[ 10] Markushevich, A.I. (1977) Theory of Functions of a Complex Variable, 
volume III, Chelsea Publ. Co., New York, 2nd ed. 
[ II] Muschelischwili, N.I. (1965) Singula:roe Integralgleichungen, Akademie 
Verlag, Berlin. 
[ 12] Nehari, Z. (1952) Conformal Mapping, McGraw-Hill Book Co., New York. 
[ 13] Tsuji, M. (1959) Potential Theory in Modern Function Theory, Maruzen 
Co., Tokyo. 
