Abstract: By using of generalized Opial's type inequality on time scales, a new oscillation criterion is given for a singular initial-value problem of second-order dynamic equation on time scales. Some oscillatory results of its generalizations are also presented. Example with various time scales is given to illustrate the analytical ndings.
Introduction
In this paper, we investigate oscillation of the following singular initial-value problem for second order dynamic equation on time scales with initial point a ∈ T ⊆ R, and t * ≤ a for all t * ∈ T where β ≠ , Y(t) = y ∆ (t) + sgn(y(t))K (1.1), we mean a nontrivial real-valued function y(t) ∈ C ∆ rd ([ty , ∞) T , R) and r β (t)Y(t) ∈ C ∆ rd ([ty , ∞) T , R) ty ≤ t. If the solution is eventually positive or eventually negative, it must be nonoscillatory, otherwise oscillatory. Our attention is restricted to those solutions of Eq. (1.1) which exist on the half-line [ty , ∞) T and satisfy sup{|y(t)| : t > t * } > for any ty ≤ t * .
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In , a tremendous theory has been initiated by a German mathematician "Stephan Hilger" in order to uniform continuous and discrete analysis, and to include them in a one comprehensive mathematics, so called "Time Scale". We refer the readers to [11] for a comprehensive treatment of the subject and [6] for an excellent introduction to the calculus on time scales. Today, this theory has taken a giant shape in various elds, and research is rapidly growing. In the last decade, there has been various research activity concerning the oscillation and asymptotic behavior of solutions of second order dynamic equations on time scales, which simultaneously treats the oscillation of the continuous and the discrete equations. In what follows, we provide some background details which motivate our study. We refer the readers to see the papers [1-4, 7-9, 12-16, 18, 19] and references cited therin. In particular, a very recent publication [12] , Negi, et. al. have considered a second order integro forcing term on time scale 2) and studied the oscillation by using Riccati techneque and under some assumptions on forcing term H such that
Saker [14] has established some new oscillation criteria for the second-order perturbed nonlinear di erence equations having form
where γ > is a quotient of odd positive integers. In the next year, Bohner et al. [7] have considered a secondorder perturbed dynamic equation of the form
where γ is a positive odd integer, and established some su cient condition for oscillation under some of the assumptions
Note that Eq. 6) and investigated new oscillation criteria by employing a generalized Riccati transformation technique and the Taylor monomials. For more literature on oscillatory results, we refer the readers to see some excellent papers [2, 4, 8, 9, 13, 15, 16] and references cited therein. Throughout this paper we assume y(t ) = for some t ∈ T, and in order to obtain the oscillatory results we need the following assumptions which have a vital role in our analytic ndings:
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where α > , and α * is positive odd integer.
[A3]:
∆s < ∞ for any real constant c .
In this present work, without using Riccati technique, we establish a new way to establish oscillation criteria for Eq. (1.1). Moreover, superior estimates are given for our main theorems by employing generalized Opial's type inequality on time scales. Some results are also presented without using the inequality.
This paper is organized as follows: In section , we present some preliminaries, generalized Opial's type inequlity and lemma on time scale. In section , we investigate a new su cient condition for oscillation of Eq. (1.1). Finally, in section , we illustrate the main result by an example on some restricted time scales.
Preliminaries
In this section, we give some de nitions, theorems and lemmas on time scales that play an important role in the proof of our results. The following de nitions, known Theorem and Lemma can be seen in the book by Bohner and Peterson [6] , in paper [17] 
. For t ∈ T, t is called right-scattered if t < σ(t), and right-dense if for all t < supT such that t = σ(t). Similarly, t is left-scattered if t > ρ(t), and left-dense if for all t > inf T such that t = ρ(t). The graininess operator µ
: T → [ , ∞) is de ned by µ(t) = σ(t) − t.
Remark 1.
We put inf ∅ = sup T (i.e., σ(t) = t if T has a maximum t), sup ∅ = inf T (i.e., ρ(t) = t if T has a minimum t), where ∅ is an empty set.
De nition 2.3. A function f : T → R is called rd-continuous provided it is continuous at all right-dense points in T and its left-sided limit exist ( nite) at all left−dense points in T.
We de ne T κ = T − {a}, if T has a left-scattered maximum a, and T κ = T, otherwise.
De nition 2.4.
For a function f : T → R and t ∈ T κ , we de ne f ∆ (t), to be a number (provided it exists) with the property that for any given ϵ > , there exists a neighborhood Z = (t − δ, t + δ) T for some δ > such that
Thus, we call f ∆ (t) the Hilger derivative of f at t.

De nition 2.5. . A function F : T → R is called an anti−derivative of f
: T → R, provided F ∆ (t) = f (t) ∀t ∈ T.
Then ∀a, b ∈ T such that a ≤ b, Cauchy integral is de ned by b a f (s)∆(s) = F(b) − F(a).
Remark 2. In the above De nition (2.5), integral inequality does not holds for all the time scales. If we take a time scale T = {q n : n ∈ N} ∪ { }, < q < , the following relation 
Main Results
The purpose of this section is to give a new su cient conditions of oscillation for Eq. (1.1) on time scales T except for the time scale T = {q n : n ∈ N} ∪ { }, < q < due to Remark .
Theorem 3.1. Suppose the conditions [A ]−[A ], relation L(t , t, α) ≤ q(t)p (t)r β (t) hold for t ≤ t with γ > +α
and α * = . Furthermore, assume that
where L(t , t, α) in (2.8) and M(t) = ( + α) Proof. Assume the contrary, then there exists a solution y(t) of (1.1) which may be assumed to be nonnegative on [t , ∞) T such that y(t ) = and y(t) > for t < t. Similar proof can be done in case y(t) < for t < t.
From Eq. (1.1), using assumptions [A ] and [A ], we obtain
Integrating Eq. (3.3) from t to t and using assumption [A ], then we have
From Eq. (2.7), (3.4) and (2.8), we obtain
, ξ = γ +α and η = γ γ− −α in part ( ) of Lemma (2.7), we obtain
Integrating Eq. (3.6) from t to t, yields
and taking lim inf both side as at t → ∞, gives a contradiction to the fact that y(t) is eventually nonnegative. Hence proof is done. From Theorem (3.1), we may also obtain some results concerning the oscillation behavior of Eq. (1.1).
Corollary 3.2. Suppose the conditions [A ] − [A ], relation L(t , t, α) ≤ q(t)p (t)r β (t) hold for t ≤ t with
γ > + α and α * = . Furthermore, assume that Similarly, the next result immediately follows from above Theorem ( . ).
Corollary 3.3. Suppose the conditions [A ] − [A ], relation L(t , t, α) ≤ q(t)p (t)r β (t) hold for t ≤ t with
γ > + α and α * = . Furthermore, assume that We also obtain some more results concerning the oscillation behavior of Eq. (1.1).
Theorem 3.4. Suppose the conditions [A ] − [A ], relation L(t , t, α) ≤ q(t)p (t)r β (t) hold for t ≤ t with for
any ζ such that + α < ζ < γ. Furthermore, there exists a rd-continuous function η : T → ( , ∞), and assume that 12) and lim sup Proof. Assume the contrary, then there exists a solution y(t) of (1.1) which may be assumed to be nonnegative on [t , ∞) T such that y(t ) = and y(t) > for t < t. Similar proof can be done in case y(t) < for t < t. In theorem ( . ) from Eq. (3.5), we obtain
Now, we observe the Eq. (3.5) to (3.7) in theorem ( . ), thus we obtain the inequality 
