Given a multiplicative group of non zero rational numbers and a positive integer m, we consider the problem of determining the density of the set of primes p for which the order of the reduction modulo p of the group is divisible by m. In the case when the group is finitely generated the density is explicitly computed. Some example of groups with infinite rank are considered.
Introduction
It is well known that the probability that 2 generates a subgroup of F * p with even order is 17/24 while the probability that 3 generates a subgroup of F * p with even order is 2/3 (see for example [8] ). So it might not be a surprise to read that the probability that 2 and 3 together generate a subgroup of F * p with even order is 195/224 and that the probability that 3 and 5 together generate a subgroup of F * p with even order is 6/7. This paper deals with these properties in a fairly general context. Let Γ ⊂ Q * be a multiplicative subgroup and define the support Supp Γ of Γ to be the set of primes p such that the p-adic valuation of some elements of Γ is nonzero. In the special case of finitely generated Γ (see [14] ) it is easy to see that Supp Γ is finite. For any prime p ∈ Supp Γ, we denote by Γ p the reduction of Γ modulo p. That is Theorem 1. Let Γ ⊂ Q * be a finitely generated group of rank r and let m ∈ N. Then, as x → ∞, uniformly on m,
where if γ(f, t) = .
In the case when Γ ⊂ Q + , the group of strictly positive rational numbers, we express Γ,m in terms of the orders of the groups Γ(t) = ΓQ * t /Q * t :
Theorem 2. Assume that Γ is a finitely generated subgroup of Q + and that m ∈ N. For any integer η, let t η = ∞ if either m is odd or for all t ≥ 0, η 2 t ∈ Γ(2 t+1 ) and t η = min t ∈ N : η Remarks.
1. The condition Γ ⊂ Q + is not essential. It is mainly due to the fact that the group (Γ ∩ Q(ζ m ) * 2 α ) · Q * 2 α /Q * 2 α is easy to describe when Γ ⊂ Q + . This is done in Corollary 1. However, similar expressions for Γ,m as in Theorem 3 should be derived also for groups containing negative numbers and in particular containing −1.
It is plain that the Generalized Riemann Hypothesis allows a sharper
error term in Theorem 1.
3. All the series involved in the expression for Γ,m are convergent since they are bounded by geometric series. In the case when Γ is finitely generated with rank r, for every prime power j , the following identity holds (see (5) )
where for i = 1, . . . , r, ∆ i is the i-th exponent of Γ (defined in (4)). Therefore
This implies that Γ,m ∈ Q + . Another immediate consequence of (1) is that if gcd(m, ∆ r−1 ) = 1 and either m is odd or gcd(m, σ Γ ) = 1, then
4. If one sets ∆ 0 = 1, then (2) holds also for r = 1. More precisely, if Γ = b h where b is not the power on any rational number so that h = ∆ 1 , we write (in a unique way) b = a 1 a 2 2 where a 1 is a squarefree integer. Then
and
. By Theorem 2 we obtain that b h ,m equals:
This formula is consistent with the formula in [13, Theorem 1.3].
5. In the special case when Γ = d 1 , d 2 with d 1 , d 2 ∈ Q + multiplicatively independent so that rank Γ = 2, we have that, for ≥ 3,
This identity can be used in Theorem 3 to explicitly compute d,d 2 ,m in the case when m is odd or when gcd(m, σ d,d 2 ) = 1.
6. If Γ ⊂ Q * is the multiplicative subgroup generated by r distinct prime numbers p 1 , . . . , p r , then |Γ( j )| = rj for all j, and if η is a divisor of gcd(m, p 1 · · · p r ), then t η = 0. We deduce that
Several computations of the densities p 1 ,··· ,pr ,m have been proposed in Section 8.
7. Among the various consequences of Theorem 1, one can also compute the density of the set of primes for which ord p Γ is k-free (i.e. not divisible by the k-power of any prime). More precisely, if k ≥ 2 and Γ is finitely generated with rank r, then
where
In the special case when Γ = p 1 , · · · , p r ⊂ Q * where p j is prime for all j = 1, . . . , r and p j < p j+1 for all j = 1, . . . , r − 1, we have that
.
, while, if k = 2 and p 1 = 2,β Γ,k equals
The proof of the above statement is done along the lines of [13, Theorem 1.2] applying Theorem 1. We will omit it.
Like for most of the results regarding properties of the index and the order of subgroups of F * p , the techniques are those of the pioneering work by C. Hooley [6] where it is established the truthfulness of the Artin's Conjecture for primitive roots as one of the consequences of the Generalized Riemann Hypothesis.
The first to consider higher rank groups in relation to the Lang-Trotter Conjecture, were Gupta and Ram Murty in [4] . Their approach lead to the quasi resolution of the Artin's Conjecture by Gupta, Ram Murty and Heath Brown [3, 5] .
Notational conventions
Throughout the paper, the letter p and always denotes a prime numbers. As usual, we use π(x) to denote the number of p ≤ x and li(x) = x 2 dt log t denotes the logarithmic integral function.
ϕ, µ and τ are respectively the Euler, the Möbius and the number of divisors functions. An integer is said squarefree if it is not divisible for the square of any prime number and more generally it is said k-free if it is not divisible by the k-th power of any prime number.
For α ∈ Q * we denote by v (α) the -adic valuation of α and we denote by Rad(α) the radical. That is
So that if n ∈ N, Rad(n) is the largest squarefree integer dividing n.
If η ∈ Q * , by δ(η) we denote the field discriminant of Q(
For functions F and G > 0 the notations F = O(G) and F G are equivalent to the assertion that the inequality |F | ≤ c G holds with some constant c > 0. In what follows, all constants implied by the symbols O and may depend (where obvious) on the small real parameter but are absolute otherwise; we write O ρ and ρ to indicate that the implied constant depends on a given parameter ρ.
3 Finitely generated subgroups of Q * .
Let Γ be a finitely generated subgroup of Q * of rank r and let (a 1 , . . . , a r ) be a Z-basis of Γ. We write Supp(Γ) = {p 1 , . . . , p s }. Then we can construct the s × r-matrix with coefficients in Z:
defined by the property that |a i | = p
s . It is clear that the rank of M (a 1 , . . . , a r )) equals r. This of course implies r ≤ s. For all i = 1, . . . , r, we define the i-th exponent of Γ by
So ∆ i is the the non-negative greatest common divisor of all the minors of size i of M (a 1 , . . . , a r ). We also set ∆ k = ∆ k (Γ) = 1 for k ≤ 0 and ∆ k = ∆ k (Γ) = 0 for k > r. It can be shown (see [1, Section 3] ) that ∆ 1 , . . . , ∆ r are well defined and do not depend on the choice of the basis (a 1 , . . . , a r ) and on the ordering of the support {p 1 , . . . , p s }. Furthermore, from the Dedekind formula expansion for determinants, we deduce that
For m ∈ N, we have the following identity (see [1, Proposition 2, page 129 and preceding pages])
2 if m is even and − 1 ∈ ΓQ * m .
Finally, from (5) and (6), we deduce the bounds:
4 Locally finite subgroups of Q *
The case of not finitely generated Γ is also of interest. In order to apply the machinery used for finitely generated groups, we shall make some necessary assumptions. We say that Γ has thin support if Supp Γ has 0 density in the set of prime numbers. This hypothesis assures that ord p (Γ) is defined for almost all primes p. Furthermore we say that Γ is locally finite if Γ(m) is finite for every m ∈ N. If Γ is locally finite, we know that the exponent of finite group Γ(m) is a divisor of m. We denote by r Γ (m) the finite group rank of Γ(m). That means that Furthermore it is simple to check that
So we can apply the identity of (5) obtaining
and ε m,Γ is defined in (6) .
A simple way to produce thin support subgroups is to consider those that are generated by zero density sets of prime numbers. However in such a groups, if the set of generators is infinite, they would not be locally finite. Here we consider the following family of locally finite, thin support, not finitely generated subgroups of Q * :
Definition 1. Let S be a set of primes with 0 density and write
where p i ≤ p i+1 for all i ∈ N. Let Γ S be the subgroup of Q * is generated by the k!-powers of the p k 's. That is
It is plain that Γ S is a free Z-module of infinite rank. Furthermore S = Supp Γ S so that Γ S has thin support. However, for every m ∈ N, we have the identity:
Hence Proposition 1. Let m ∈ N and let S be a set of prime numbers. Then Γ S is locally finite and satisfies the following properties:
is a multiplicative function.
Proof. The first statement is clear from the definition and for the second observe that v ((α )!) satisfies
This observation also implies that r( α ) = α − 1 for α ≤ . As for the fourth statement, it is enough to observe that
and to apply the fact that
is a multiplicative function of m which is identically 1 if j > r(m). The last statement is also clear from the definition of Supp m Γ S . Theorem 3. Let S be a set of prime numbers with 0 density and let m ∈ N be either an odd number or such that gcd(m, σ m,Γ S ) = 1. Then, as x → ∞,
We will omit the proof of Theorem 3 since it is similar to the proof of Theorem 1 where the main ingredient Lemma 4 is replaced with Lemma 5.
Remarks.
1. When Γ is not finitely generated, the rationality of Γ,m does not seem to hold in general.
2. The conditions that either m is odd or that gcd(m, σ m,Γ S ) = 1 in the statement of Theorem 3 can be removed at the cost of complicating the expression for χ Γ S ,m .
3. It was proven in [1] that if Γ ⊂ Q * is a finitely generated subgroup, the Generalized Riemann Hypothesis implies that the set of primes for which ind p (Γ) = 1 has a density δ Γ that equals
This formula also holds for thin support, locally finite subgroups. In particular if S = {p 1 , p 2 , . . .} is a set of prime numbers with zero density, then
Example: Let G = {3, 5, 11, 17, 29, . . .} denotes the set of (youngest) twin primes which is well known to have density 0 and we will also assume to be infinite. Hence Γ G = 3, 5 2 , 11 6 , 17 24 , 29 120 , . . . .
In the following table we compare:
• the values of Γ G ,m (1 st row);
• the values of
m = 2, . . . , 13. Note that the numbers are truncated (not approximated) to the nineth decimal digit. 
It is clear that if d is odd, so that α = 0, then |H m,0 | = 1. In the following statement we will describe explicitly H m,α is the case when Γ contains exclusively positive numbers. 
Proof of Corollary 1. First note that ζ ∈ K * m 2 α if and only if
is a Galois extension of Q only if its degree over Q is less of equal then 2, we deduce that ζ = η Proof of Lemma 1. By the multiplicative property of the degree, we have that
is an abelian torsion group with exponent dividing d, we have that
Now we apply the standard Isomorphism Theorems of finite groups and obtain that:
If is odd, then Γ
α and this concludes the proof.
6 Chebotarev Density Theorem for Q(ζ m , Γ
1/d
).
In this section we apply the celebrated Chebotarev density Theorem to the fields Q(ζ m , Γ 1/d ). We start by stating the result proven in [11] which, for simplicity, we specialize to the case of extensions of Q and trivial conjugacy classes:
Lemma 2 (Effective, "unconditional" Chebotarev Density Theorem.). Assume that L/Q is a Galois extension and denote by n L and d L the degree and the discriminant of L. Then there exist constants c 1 and c 2 such that if satisfies:
In order to apply the above result, we need an estimate for log d L . An adequate one can be found in [17] .
Lemma 3. Assume that L/Q is a Galois extension and denote by n L and d L the degree and the discriminant of L. Then
Consider the Galois extension Q(ζ m , Γ 1/d ) where d | m and where Γ ⊂ Q * is a locally finite subgroup. So, by Lemma 1,
Also note that the primes that ramify in such an extension are exactly those that either divide m or those in
) and, by Lemma 3,
The conditions of uniformity of Lemma 2 are satisfied if
for some c > 0. We set π Γ (x, n, d) to be the number of primes up to x that are unramified and split completely in K n (Γ 1/d ). If we specialize the previous discussion to the case when Γ is a finitely generated group and we use the upper bound in (7), we obtain:
* is a fixed finitely generated subgroup of rank r. Let m, d ∈ N be integers such that d | m. Then there exists constants c 1 and c 2 depending only on Γ such that, uniformly for
If we specialize the previous discussion to the case when Γ = Γ S where S if a set of primes with zero density, we obtain: Lemma 5. Assume that S is a set of prime numbers with density zero. Let m, d ∈ N be integers such that d | m. Assume also that log σ Γ,m ≤ m m . Then, there exist absolute positive constants c 1 and c 2 < 1 such that for x → ∞, uniformly for m ≤ c 1 log log x log log log x we have
Proof of Theorem 1 and of Theorem 2
It is a criterion due to Dedekind that an odd prime p ∈ Supp Γ splits totally in K n (Γ 1/d ) if and only d divides the index ind p (Γ) and p ≡ 1(mod n). Therefore
The following combinatorial identity allows us to apply the Chebotarev Density Theorem.
Lemma 6. Let m ∈ Z and Γ ≤ Q * . We have the identity
where S m = {n ∈ N such that Rad(n) | m and m | n}
Note that with the notation above γ(f, n/m) | nd. In fact for every | f ,
Proof. Let p be a prime such that p ∈ Supp Γ and m | ord p (Γ). Then m | p−1 and there exists a unique n ∈ S m such that p ≡ 1 mod n and (
Now note that if p is a prime with p ∈ Supp Γ, p ≡ 1 mod n and (
Indeed from the hypothesis that n ∈ S m and from
Next we apply twice the inclusion exclusion formula; first to the conditions p ≡ 1(mod n), (
and then to the condition (ind p (Γ), n)
where γ(f, n/m) is defined in the statement of the Lemma. Finally, using the definition in (9) and the fact that n and m have the same squarefree divisors, we obtain the claim.
Proof of Theorem 1. Let us start from the identity of Lemma 6 and rewrite it as:
Note that Lemma 4 implies that if y = c 1 (log x/ log 2 log x) 1/(3r+3) , then
The fact that m ≤ y implies that the first term is negligible. For the second term observe that the Rankin Method (see [13, Lemma 3.3] ) implies that for any c ∈ (0, 1), uniformly on m,
Hence
. Now let us deal with Σ 2 . We have that
where z is a suitable parameter that will be determined momentarily. By the Brun-Tichmarch Theorem and the trivial estimate, the above is
Applying one more (11), we obtain the estimate
Finally setting z = log 2+1/c x and c = 1−1/ log log x we obtain the claim.
Proof of Theorem 2. We use the formulas for the degrees k nd,γ(f, n m ) (Γ) of Lemma 1 and of Corollary 1 which in this case reads as:
Thus, if for brevity we write v = v 2 ( n m ), our sum equals
say. To compute S 1 , we use the identity
So that
We also deduce that for m odd,
In order to compute S 2 , we need to use the following Lemma:
Lemma 7. We the notation above, let
Proof of Lemma 7. Set δ(η) = x2 β with x odd squarefree and β ∈ {0, 2, 3}. Further set n = n 2 α with n odd. The condition δ(η) | n implies that δ(η) | nd for all possible d. Therefore, in such a case, we have that S = 1 n by the multiplicativity of the involved functions.
The condition δ(η) n, δ(η) | 2n is equivalent to x | n and β = α + 1 which in particular implies that n is even. Therefore, in this case, by multiplicativity,
Finally, if the condition δ(η) 2n is satisfied because x n , the for all squarefree d | n, we have that δ(η) nd so that S = 0 in such a case. So we can assume that x | n , that β > α + 1 and that β ∈ {2, 3}. Then
since that conditions on γ in the sum are never satisfied. This concludes the proof.
Next note that S 2 = 0 unless m is even. In the latter case we write
where, by Lemma 7,
Next we use the fact that S η = 0 unless δ(η) | 2n and this happens only if η | m. Furthermore S η = 0 unless there exists t ≥ 0 such that η 2 t ∈ Γ(2 t+1 ). We will set t η to be the least of such t so that t η = ∞ if there is no t with such a property. Furthermore if s ≥ t η , then η 2 s Q * 2 s+1 ∈ Γ(2 s+1 ). Hence, for m even, we can rewrite
We deduce that if S η one of the summand above, then it equals
Hence,
where, if m is odd, ν Γ,m = 1 and, if m is even, ν Γ,m equals
Adding into the last sum above the term η = 1 (r 1 = 0, δ(1) = 1 and 1 (1 + v 2 (m/2)) = −1 we mildly simplify the formula obtaining that, if m is even, ν Γ,m equals
) and Furthermore if η is squarefree and t η is finite (i.e. η 2 t ∈ Υ(2 t+1 ) for some t ≥ 0), then η | 2 × 3 × 5 × 11 × 13. More precisely, after some calculations, one obtains that: (first row) with Υ and m = 2, . . . , 25. Note that the numbers are truncated (not approximated) to the seventh decimal digit. Conclusion. Average values of ord p (Γ) in the sense of Kurlberg and Pomerance [7] or weighted sum of ind p (Γ) in the sense of [16] can also be considered. For example, if m ∈ N, in [15] Susa and the author consider the problem of enumerating primes p such that ind p (Γ) = m.
