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Iterative phase retrieval methods based on the Gerchberg-Saxton (GS) or Fienup algorithm require
a large number of iterations to converge to a meaningful solution. For complex-valued or phase
objects, these approaches also suffer from stagnation problems where the solution does not change
much from iteration to iteration but the resultant solution shows artifacts such as presence of a
twin. We introduce a complexity parameter ζ that can be computed directly from the Fourier
magnitude data and provides a measure of fluctuations in the desired phase retrieval solution. It
is observed that when initiated with a uniformly random phase map, the complexity of the Fienup
solution containing stagnation artifacts stabilizes at a numerical value that is much higher than
ζ. We propose a modified Fienup algorithm that uses a controlled sparsity enhancing step such
that in every iteration the complexity of the resulting solution is explicitly made close to ζ. This
approach which we refer to as complexity guided phase retrieval (CGPR) is seen to significantly
reduce the number of phase retrieval iterations required for convergence to a meaningful solution
and automatically addresses the stagnation problems. The CGPR methodology can enable new
applications of iterative phase retrieval that are considered practically difficult due to large number
of iterations required for a reliable phase recovery.
I. INTRODUCTION
Phase retrieval problem arises in different applications
like coherent X-ray diffraction imaging [1, 2], astronom-
ical imaging [3], lens-less imaging [4] , microscopy [5],
optical encryption [6], beam shaping [7] and optical com-
munication [8], etc. Interferometry is one way to recover
the phase by superimposing the unknown object beam
with a reference beam, however, this modality requires
sophisticated experimental set-up that may not always
be possible to build for wavelengths beyond visible light.
Another way to recover the phase information is through
iterative phase retrieval algorithms that deal with the
problem of recovery of a complex-valued object from its
Fourier magnitude. The idea of phase recovery from the
Fourier intensity was enunciated by Sayre while studying
the Bragg diffraction peaks of the crystal structures [9].
Gerchberg and Saxton [10] developed an early algorithm
to reconstruct the object from the Fourier modulus along
with specified object constraints. Fienup [11, 12] modi-
fied the GS algorithm by adding a negative feedback term
in the update and showing significant improvement in its
convergence rate. This algorithm is famously known as
the hybrid input-output (HIO) algorithm. A generaliza-
tion of the Fienup algorithm was presented in the form of
difference maps [13]. Recent developments in the the field
of phase retrieval include the non-linear sparsity based
algorithms like GESPAR [14], PhaseLift [15], Wirtinger
flow [16], etc. that have been reviewed in [17].
The iterative phase retrieval algorithms usually oper-
ate by imposing measured Fourier intensity constraint
in the data domain and some other suitable constraints
such as object support, positivity, sparsity, etc. in the
image domain. However it may be observed that the
∗ kedark@physics.iitd.ac.in
constraints in the data and image domains do not have
any connect. Additionally it is well-known empirically
that the GS or Fienup algorithms and their variants re-
quire large number of iterations to converge to a desir-
able solution when initiated with uniform random phase
map. In X-ray coherent diffractive imaging (CDI) used
in imaging of non-crystalline and nano structures [18],
the standard procedure starts with multiple initial ran-
dom guesses for phase solution followed by generations
of phase retrieval iterations amounting to over hundred
thousand of iterations involving forward and backward
Fourier transforming operations. Considering the impor-
tance of phase retrieval for a number of topical areas, the
requirement of large number of phase retrieval iterations
can be a roadblock in designing associated applications
or devices.
The GS and Fienup algorithms are known to suffer
from twin-image stagnation problem when the desired
solution is complex-valued. This problem arises since
a function g(x, y) and its twin g∗(−x,−y) both have
the same Fourier magnitude |G(fx, fy)|. Stagnation is
troublesome since the solution makes little progress from
iteration to iteration suggesting “convergence” of the
algorithm but the resultant solution is not necessarily
meaningful. In order to address the issue of twin-image
stagnation some approaches have been reported in the
literature. By fabricating a non-centrosymmetric ob-
ject support or by making a diversity of measurement
one can significantly reduce the chances of twin-image
stagnation[19, 20]. Movable aperture lensless transmis-
sion microscopy [21] can retrieve the phase without twin-
image stagnation by taking a series of diffraction patterns
which can be done by scanning an aperture over the ob-
ject wave function to two or more positions. A phase
perturbation method was suggested in [22] for avoiding
stagnation problems. A sparsity-assisted phase retrieval
algorithm [23] has also been proposed to address the twin
image stagnation issue.
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2In the present study we observe the nature of the phase
retrieval solution as the iterations progress in terms of
what we call as the complexity of the solution. The com-
plexity as we will define in the next section, is a numer-
ical parameter that is a measure of the fluctuations in
the solution. We show that the complexity of the de-
sired solution can be measured a priori from the Fourier
magnitude data. This complexity information which is
available from the Fourier magnitude data has not been
used in the phase retrieval problem to the best of our
knowledge. In a sparsity assisted phase retrieval frame-
work, we show that the complexity parameter can be
used explicitly as a guidance to control the solution spar-
sity. This methodology is seen to significantly reduce the
number of phase retrieval iterations required to reach a
meaningful solution and is additionally seen to address
the twin-stagnation problem.
This paper is organized as follows. In Section 2, we
define the complexity parameter and a method to com-
pute it from the Fourier magnitude data. In Section 3
we study the behavior of the solution as a function of
iterations in terms of the complexity parameter. Sec-
tion 4 presents a step-by-step description of complexity
guided phase retrieval(CGPR) algorithm that uses the
complexity parameter explicitly for guiding the sparsity
enhancement step in the iterations. A comparative study
of the Fienup HIO and CGPR is shown for a binary phase
object. In Section 5, the performance of CGPR is shown
for the reconstruction of binary phase object for different
noise levels in Fourier intensity data. Finally in Section
6, we briefly summarize our findings regarding phase re-
trieval algorithm based on complexity guidance and com-
ment on practical applications of this methodology.
II. ESTIMATING SOLUTION COMPLEXITY
FROM FOURIER MAGNITUDE DATA
We begin this section by defining a complexity parame-
ter a complex-valued object g(x, y), that provides a mea-
sure of fluctuations in its pixel values. The complexity ζ
for g(x, y) may be defined as:
ζ =
∑
i=allpixels
(|∇xgi|2 + |∇ygi|2), (1)
where, ∇x and ∇y are the x and y gradient operators
respectively that may be implemented numerically by
central differencing scheme. In order to calculate the
complexity of an object g(x, y), the object itself should
be known. However, in problems like phase retrieval, we
have access to the Fourier intensity |G(fx, fy)|2 of the ob-
ject and not the object g(x, y). Interestingly in this case,
complexity of the object g(x, y) can still be calculated
using the Fourier magnitude information. The derivative
property of Fourier transform when applied along with
the Parseval’s theorem can give us the numerical value
of ζ as per the following relation:∫ ∫
(|∇xg|2 + |∇yg|2)dxdy (2)
=
∫ ∫
(|i2pifxG|2 + |i2pifyG|2)dfxdfy. (3)
In a practical phase retrieval setup, the measured Fourier
magnitude |G(fx, fy)| as well as the recovered solution
g(x, y) are both discrete in nature. The complexity ζ of
any given g(x, y) therefore can be evaluated using the
central differencing scheme.
∇xg(x, y) = g(x+ ∆x, y)− g(x−∆x, y)
2∆x
, (4)
with a similar relation for the y-derivative. Taking
Fourier transform on the both sides of the above equation
and employing shifting property of Fourier transform we
get,
F(∇xg(x, y)) = G(fx, fy)exp(i2pifx∆x)− exp(−i2pifx∆x)
2∆x
(5)
= i
sin(2pifx∆x)
∆x
G(fx, fy) (6)
To get an equivalent numerical value for ζ from the
Fourier magnitude data, we have to use the ’modified
wave number’ relation as given below [24]:
ζ =
∑
i=allpixels
[
sin2(2pifxi∆x)
∆x2
+
sin2(2pifyi∆y)
∆y2
]|Gi|2,
(7)
where ∆x and ∆y are the sampling intervals in x and y
direction respectively in the image space. The multipliers
sin((2pifx∆x)
∆x and
sin((2pify∆y)
∆y are referred as ’modified wave
number’ and they reduce to 2pifx and 2pify respectively
as ∆x,∆y → 0. It is easy to verify that the numerical
values of ζcomputed using Eq. (1) and Eq.(7) are equal.
The complexity information captured in the parameter
ζ is typically not used by the standard phase retrieval
algorithms, but is very valuable as we will see later in
the paper.
For illustration we take a unit amplitude binary phase
object ”PHASE” inside a computational window of size
600×600 as shown in Fig. (1). The amplitude and phase
of the object are shown in Fig. (1) (a), (b) respectively. A
phase step of 2pi3 is used. The object support window has
an extent of 280 × 280 in the center, which is less than
half of the computational window size, to ensure that
the Fourier intensity is Nyquist sampled. The magnitude
and phase of the 2D Fourier transform of the object are
shown in Fig. (1)(c), (d) respectively. The complexity
parameter ζ calculated using Eq. (1) and Eq. (7) is seen
to match to double precision.
3FIG. 1. Binary phase object of size 280 × 280, with a phase
step of 2pi
3
, is defined over computational window of size 600×
600. Amplitude and phase of the object are shown in (a) and
(b) respectively. (c) Fourier magnitude |G| and (d) Fourier
phase arg(G) corresponding to the object g(x, y)
III. BEHAVIOR OF COMPLEXITY OF
SOLUTION AS A FUNCTION OF PHASE
RETRIEVAL ITERATIONS
With the definition of complexity from previous sec-
tion it is apparent to us that a random-patterned image
will have very high fluctuations and thus has high com-
plexity parameter. On contrary, a constant image will
have no fluctuations thus has very low complexity pa-
rameter. In traditional Fienup algorithm, we typically
start either with a random phase guess solution hav-
ing very high complexity or with a constant guess solu-
tion having very low complexity. The complexity of the
starting guess is therefore completely different from the
desired solution complexity that can be estimated from
the Fourier magnitude data. For illustration we take the
binary phase object as shown in Fig. 1(a), (b) and us-
ing the corresponding Fourier magnitude data |G(fx, fy)|
(as in Fig. 1(c)) observe the complexity of resultant so-
lutions as a function of HIO iterations. Starting with
a constant phase function and a uniform random phase
function with phase distributed in [0, 2pi] we ran 500 HIO
iterations each and the corresponding phase solutions af-
ter 500 iterations are shown in Fig. 2(a), (b) respectively.
As the HIO iterations progressed, we computed the com-
plexity of the guess solutions using Eq. (1) and the corre-
sponding plots of logarithm of the complexity parameter
for the two cases are shown in Fig. 2(c) (blue and red
curves). The constant green line in this plot shows the
desired complexity value of the solution estimated using
the Fourier magnitude data as per Eq. (7). The inset in
Fig. 2 shows a zoomed version of the complexity plots for
initial 100 iterations. We see that for both the illustrated
cases (constant initial guess and random initial guess),
the solution has stabilized by 500 iterations but has sev-
eral artifacts including twin stagnation. The complexity
parameter for both the solutions has also stabilized to
a numerical value which approximately 25% higher than
the desired complexity obtained from the Fourier magni-
tude data as depicted by the green curve. We make an
important observation that the artifacts in the HIO so-
lutions (Fig. 2(a), (b)) can be associated with the higher
complexity value for these solutions. Simply continuing
with more number of HIO iterations is not likely to re-
duce the complexity of the corresponding solutions and
hence not mitigate the artifacts. The observations made
above are generic and they suggest that if the complexity
of the solution is brought close to the desired complexity
level in each iteration, this may provide a way out of the
well-known stagnation issues. In the next section we will
add a controlled sparsity enhancement step in the HIO
iteration and observe the effect of this on the convergence
of phase retrieval solution.
FIG. 2. Behavior of complexity with number of iterations.(a)
Reconstruction of binary phase image shown in Fig. 1(a) by
HIO algorithm when an initial constant guess for phase is
used and (b) a random initial guess is used. (c) The plot
of complexity parameter versus number of iterations for con-
stant and random initial guess shows that these complexities
never reach to the complexity of the ideal solution which is
represented by the green curve.
4IV. COMPLEXITY-GUIDED PHASE
RETRIEVAL
From the previous section, we understand that the
complexity of the guess solution never matches with the
complexity ζ even with a very large number of HIO it-
erations. The complexity parameter thus provides an
interesting way of understanding the stagnation issues
in phase retrieval algorithms. It has been shown that
a sparsity enhancing step added to the traditional HIO
algorithm helps eliminate the twin-image problem. In
[23] a fixed number of sparsity enhancing sub-iterations
were used in each HIO iteration to demonstrate elimina-
tion of the twin image. This approach while sufficient for
demonstration of twin image elimination still requires a
large number of iterations for convergence to a meaning-
ful solution. In this work we present a phase retrieval
method with an adaptive sparsity enhancing step guided
by the complexity parameter and call it ‘complexity-
guided phase retrieval(CGPR)’. In CGPR, sparsity en-
hancing steps are added to HIO in a controlled fashion
such that in each HIO iteration, the complexity of the so-
lution nearly matches with the complexity parameter ζ
computed as per Eq. (7). We make an interesting obser-
vation that CGPR requires significantly reduced number
of total iterations for reaching a reasonable solution.
For the present work where a binary phase object as
in Fig. 1 is used for illustration, we use the total varia-
tion (TV) of the solution as a sparsity criterion which is
widely being used for sparse recovery problems. The TV
functional is defined as:
TV (g, g∗) =
∑
i=allpixels
√
|∇xgi|2 + |∇ygi|2. (8)
Since g is complex valued, the functional gradient of TV
to be used in a gradient descent scheme for TV reduction
is evaluated with respect to the conjugate image g∗ and
is given by [23]:
∇g∗TV (g, g∗) = −1
2
∇.( ∇g|∇g| ). (9)
For convenience in the following description, we define a
unit vector in the direction of the functional gradient of
TV as:
uˆ =
∇g∗TV (g, g∗)
||∇g∗TV (g, g∗)||2 . (10)
We now discuss the detailed steps involved in CGPR
for the reconstruction of a phase object g(x, y). Given
the Fourier magnitude |G(fx, fy)|, firstly the complexity
parameter ζ is calculated as per Eq. (7). An initial
guess is made where we start with a phase function g0 =
exp(iθ0), with θ0(x, y) being a random phase map having
phase values uniformly distributed in [0, 2pi].
1. For (n + 1)th iteration, we evaluate the Fourier
transform of the previous guess solution gn given
byFgn = Gˆn = |Gˆn| exp(i2piφˆn(fx, fy)) and re-
place the Fourier magnitude of Gˆn with the given
Fourier magnitude |G|, keeping the phase un-
changed.
Gˆn = |G|exp(i2piφˆn(fx, fy)). (11)
2. The inverse Fourier transform of Gˆn is computed
as gˆ′n = F−1Gˆn.
3. The resultant solution is updated with the Fienup
HIO step with negative feedback:
gˆn+1 = gˆ
′
n , (x, y) ∈ C (12)
= gˆ′n − βgˆn , (x, y) /∈ C (13)
where C is the support constraint in object domain.
The β parameter has value in (0.5, 1) and here we
have taken β = 0.9.
4. The TV of this intermediate solution is reduced
by recursively applying a number of small gradient
descent steps to the group of pixels in gˆn+1 that
belong to the support C. The (k + 1)th gradient
descent step is:
gˆk+1n+1 = gˆ
k
n+1 − t||gˆkn+1||2 [uˆ]g=gˆkn+1 . (14)
We have chosen t = 0.005 so that the solution pro-
gresses by a small amount in each gradient descent
step. The TV reduction iteration is started with
gˆ0n+1 = gˆn+1. After each gradient descent step in
the TV-reducing direction, we compute the com-
plexity parameter ζk+1n+1 for gˆ
k+1
n+1 in the image do-
main where the image gradients are calculated by
central differencing scheme as per Eq. (1). The gra-
dient descent steps for TV reduction are stopped
when the complexity parameter ζk+1n+1 for the up-
dated solution gˆk+1n+1 is within 0.5% of the desired
value ζ. In this way, the number of sparsity en-
hancing steps are controlled by the complexity pa-
rameter.
5. At this point the (n + 1)th iteration is completed
and we set gn+1 = gˆ
k+1
n+1.
To draw the comparison between HIO and CGPR algo-
rithms the phase recovery results for the binary phase
object (shown in Fig. 1(a)) are shown in Fig. 3. Here,
both the algorithms have been initiated with the same
initial random phase map. Figures 3(a), (b) show the re-
constructed phase image with 500 and 1000 iterations of
the HIO algorithm where only the support constraint has
been used. The reconstructed phase after 200 and 500 it-
erations of CGPR is shown in Fig. 3 (c), (d) respectively.
We can see that even with 200 iterations of CGPR algo-
rithm, the solution in Fig. 3(c) is much better than that
in Fig. 3(a), (b) with almost no perceivable stagnation
artifacts. Figure 3(e) shows a plot of logarithm of the
5error as a function of iteration number for the first 500
iterations of the HIO and CGPR algorithms. The error
metric is defined in the object domain as [25]:
E2 = min(E2(gn(x, y)), E
2(g∗n(−x,−y))), (15)
where,E2(gn(x, y)) =
∑ |gn|2 +∑ |g|2 − 2corr(gn, g)∑ |g|2 .
(16)
Here gn is the guess solution after n iterations, g is the
ground truth object and corr(gn, g) is the correlation of
gn and g. One can clearly see that with CGPR the er-
ror falls rapidly to a much smaller value compared to
the HIO algorithm. In 20 trials of CGPR, initiated each
time with different random guess, we observed that the
object was always recovered very well on an average in
200 iterations whereas HIO iteration alone could not pro-
duce similar quality reconstructions. The computational
time taken by the 200 iterations of HIO and CGPR was
observed to be 4 seconds and 57 seconds respectively in
MATLAB environment (running on a desktop computer
with 3.5 GHz processor with 16 GB RAM). Though the
HIO algorithm takes much less computational time com-
pared to CGPR for the same number of iterations, it
generally does not seem to promise a good recovery for
phase objects even if the number of iterations is made
large. With CGPR we can almost seem to guarantee a
reasonable recovery after a fixed number of iterations. In
addition to this benefit CGPR is seen to automatically
eliminate the twin-image as well.
V. EFFECT OF NOISE ON COMPLEXITY
PARAMETER
It has now become quite clear that the heart of our
algorithm is applying the sparsity to the guess solu-
tion until the complexity parameter of the guess solu-
tion matches with that of the object. In section 2, we
have discussed how to calculate the complexity parame-
ter ζ from the Fourier magnitude data. In practice, the
far-field diffraction intensity of the object detected on
an array sensor will be corrupted by Poisson noise even
if other forms of noise - e.g. due to electronic readout
process - is minimized. To study the effect of noise on
the reconstructed image using CGPR, we have generated
Fourier intensity data with Poisson noise corresponding
to a light level of 104 and 106 photons/pixel. The numer-
ical values of the complexity parameter ζ for the normal-
ized Fourier intensity data corresponding to the two light
levels are observed to be nearly equal (within 0.01% of
each other). The phase reconstruction results with HIO
and CGPR algorithms for the noisy Fourier data gener-
ated for two light levels (104 and 106 photons/pixel) are
shown in Fig. 4 (a), (b) and Fig. 4 (c),(d) respectively.
We can see that the quality of reconstruction with CGPR
is reasonable for both the noise levels and is much better
than what is obtained with HIO alone. For lower light
FIG. 3. Comparison of HIO with complexity guided phase
retrieval.(a) Reconstruction of binary phase image by HIO al-
gorithm in 500 and (b) 1000 iterations. (c)The phase recovery
by CGPR with 200 iterations and (d) with 500 iterations. (e)
10 times logarithm of error metric plotted against the number
of iterations for HIO and CGPR algorithms.
levels we observe that due to the strong dc peak in the
Fourier intensity, high spatial frequency part of the data
is essentially noise. Any phase retrieval scheme which is
based on directly replacing the Fourier magnitude with
measured data in Fourier space may not be the best in
such case. For Fourier intensity data having significant
Poisson noise, alternative modeling approaches based on
optimization ideas may be suitable. But even in such
cases, the complexity guidance idea may prove to be use-
ful. We will explore this direction in future.
VI. CONCLUSION
Phase retrieval from Fourier magnitude data is an ac-
tive research area with important implications for a num-
ber of imaging applications in optical, coherent x-ray,
and electron beam based systems. The typical itera-
tive phase retrieval methods operate by imposing the ob-
served Fourier magnitude constraint in the data domain
and other suitable constraints (e.g. support, sparsity,
6FIG. 4. Phase reconstruction for the noisy Fourier inten-
sity data with 104 photons/pixels by (a) HIO algorithm and
(b) CGPR in 200 iterations.(c) Phase recovery with 106 pho-
tons/pixels in 200 iterations of HIO and (d) CGPR algorithm.
etc.) in the image domain. The imposition of constraints
in the data (Fourier magnitude) domain and the image
domain in these methodologies however remains some-
what disconnected. In this paper we introduced a com-
plexity parameter that provides a measure fluctuations in
the desired phase retrieval solution. It is shown that the
complexity parameter can be computed directly from the
Fourier magnitude data and this information can then be
utilized as a guidance when applying image domain con-
straints such as image spasity. We call the resultant algo-
rithm as “Complexity Guided Phase Retrieval (CGPR)”.
In the present work we have used the complexity guid-
ance idea along with the well-known Fienup HIO algo-
rithm. It is observed that CGPR can provide a meaning-
ful solution to the phase retrieval problem in significantly
reduced number of phase retrieval iterations compared
to the traditional HIO method. In numerical simula-
tions we apply CGPR to Fourier intensity data (noiseless
as well moderate to low Poisson noise) corresponding to
phase objects and show that CGPR can also effectively
address the twin stagnation issue. The ability of CGPR
to provide nearly guaranteed meaningful solution with a
significantly reduced number of phase retrieval iteration
suggests that this methodology is valuable for designing
practical applications or devices involving phase retrieval.
Finally it is important to note that the complexity guid-
ance idea can be used along with other forms of phase
retrieval algorithms (e.g. more recent optimization based
approaches) as well.
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