Abstract-It is evident that using complementary features from different sensors is effective for land cover classification. Therefore, combining complementary information from hyperspectral (HS) and light detection and ranging (LiDAR) data can greatly assist in such applications. In this paper, we propose a model for land cover classification, which extracts effective features representing different characteristics (e.g., spectral, geometrical/structural) of objects of interest from these two complementary data sources (e.g., HS and LiDAR) and fuse them effectively by incorporating dimensionality reduction technique. The HS bands are first grouped based on their joint entropy and structural similarity for group-wise spatial feature extraction. The spectral and spatial features from HS are then fused in parallel via discriminant correlation analysis (DCA) method for each band group. This is followed by a multisource fusion step between the spatial features extracted from HS and LiDAR data using DCA. The resultant features from both bandgroup fusion and multisource fusion steps are concatenated with several other features extracted from HS and LiDAR data. In the proposed model, DCA fusion produces discriminative features by eliminating between-class correlations and confining within-class correlations. We compare the performance of our feature extraction and fusion scheme using random forest and support vector machine classifiers. We also compare our approach with several state-of-the-art approaches on two benchmark land cover datasets and show that our approach outperforms the alternatives by a large margin.
Land cover classification can be based on the optical data only [6] , [7] , or on a combination of multimodal remote sensing data captured by both passive multispectral and hyperspectral (HS) sensors and active light detection and ranging (LiDAR) and synthetic aperture radar systems [1] , [2] , [8] . Several studies show that integration of multisource or multimodal data can improve the performance of land cover classification [3] , [9] . Among various sensors, HS sensors capture hundreds of narrow bands from visible to short-wave infrared wavelengths and provide contiguous spectral information of ground objects. On the other hand, LiDAR is known as a vital method for characterizing vertical structures, including height and volume. It sends laser signals to targets and measures their height as well as the intensity of the reflected pulses which depend on the nature of the reflecting material. HS and LiDAR data have been integrated in several studies so that their complementary information can be utilized to improve forest analysis and land cover classification [3] , [4] , [9] [10] [11] .
Feature extraction is one of the key steps for HS and LiDAR data fusion. Bigdeli et al. [12] extracted features separately from HS and LiDAR data and applied a particle swarm optimization method to select features. Then, a fuzzy multiclassifier system based on decision template was used to classify HS and LiDAR features. Several recent works explored the capability of spatial information for land cover classification. Ghamisi et al. [11] used attribute profile (AP) and Khodadadzadeh et al. [13] used morphological attribute profiles to extract spatial information from HS and LiDAR data. The Markov random field was used to promote spatial smoothness in classification. Ghamisi et al. [14] used kernel PCA for extracting spectral feature from HS and extinction profile (EP) for extracting spatial features from both HS and LiDAR data.
In most cases, the fusion is undertaken at pixel-level. This can be done either by directly stacking the features extracted from both the HS and LiDAR data [3] , [4] , [11] [12] [13] , [15] or by extracting features first and then adopting an effective fusion model [14] , [16] . In the first case, high dimensional data are generated by fusion leading to curse of dimensionality and overfitting classification models. Therefore, a key step and challenge here is to reduce such high dimensional fused data. Liao et al. [17] proposed a generalized graph-based feature fusion method that fused spectral information from HS data with morphological profiles of HS and LiDAR data. The fusion method also incorporated dimensionality reduction. Ghamisi et al. [14] used a graph-based feature fusion to reduce the high dimensionality of feature vector. The fused features form the input to convolutional neural network (CNN) and random forest (RF) classifiers. Rasti et al. [16] proposed a sparse and low-rank technique to reduce the spectral redundancy when fusing features from HS and LiDAR data. Though feature extraction and fusion approaches showed good performance in land cover classification, an effective exploration of both spectral and spatial information in multimodal data is still a challenging task.
Being motivated by the success of correlation and discriminant analysis based feature fusion [18] , [19] , in this paper, we propose a novel feature extraction and fusion method where discriminant correlation analysis (DCA) plays the role of basic fusion unit. This method incorporates three key tasks, e.g., band-group fusion, multisource fusion, and generic feature extraction. Band-group fusion reduces redundant information in high dimensional HS data and extracts discriminative feature from the band group. We group HS bands based on their joint entropy and structural similarity and apply principal component analysis (PCA) on each group to reduce the number of bands. Then, differential attribute profile [20] is extracted from each group to generate spatial features. Both spatial and spectral features from individual groups are fused using DCA. The results from individual groups are concatenated to generate a feature vector for the HS data. Multisource fusion is employed to fuse spatial feature from both HS and LiDAR data using DCA. We also extract several generic pixel-wise features from the HS and LiDAR data, which are arranged sequentially to form an additional feature vector. Finally, we concatenate the features generated by band-group fusion, multisource fusion, and generic feature extraction steps to get a final signature. A summary of our method is given in Fig. 1 .
The main contributions of this paper are three-fold. 1) We propose a novel framework that combines features generated by band-group fusion, multisource fusion, and generic feature extraction. Each step is designed to target different properties of the multimodal data. 2) We introduce DCA fusion for combining data from two different but correlated feature spaces. This fusion method maximizes the pairwise correlations between two feature sets. It also removes the between-class correlations and confines the correlations within the classes [18] . 3) We explore the distinctive contribution from band groups of HS data in band-group fusion. The band grouping method groups HS bands based on their joint entropy and structural similarity. Spatial features are extracted from each group and fused with their spectral features which results in discriminative and low dimensional features from HS data. 4) We undertake comprehensive experiments to validate the effectiveness of our approach and the contribution from each key step. We also compare our method with several state-of-the-art approaches. The rest of the paper is organized as follows. Section II provides a detailed description of the proposed method. The experimental results on two real HS and LiDAR datasets are presented and discussed in Section III. Finally, Section IV concludes this paper with a few observations.
II. METHODOLOGY
In this section, we describe the details of the proposed HS and LiDAR data fusion approach. As shown in Fig. 1 , our method has three key tasks: band-group fusion, multisource fusion, and generic feature extraction.
A. Band-Group Fusion
We employ a band-group fusion approach to generate discriminative features from the HS cube, a stack of bands. This task consists of four steps: band grouping, band reduction, spatial feature extraction, and DCA fusion. As shown in Here, the target of processing is an HS cube H ∈ R M ×N ×R , where M and N are height and width of spatial dimensions, respectively, and R is the number of bands. We first generate T band groups from H, where the tth (t ∈ T ) band group has b t and s t features from the spectral and spatial domains, respectively, or from two data modalities. For the tth band group, the feature vector of a pixel with coordinate (x, y) is obtained from the fusion operation. The fusion operation can be expressed by
where F is a fusion operator. . . .
. .
The fusion method is explained in detail in Section II-A3.
1) Band Grouping:
We cluster the bands in an HS cube into several groups based on their similarity. To this end, we use joint entropy and structural similarity index [21] among the bands.
The joint entropy between two bands measures their redundancy. To estimate the joint entropy, we first calculate the gradient magnitude at each pixel for every band. Let, the gradient magnitude of a pixel in band r located at (x, y) be expressed by G r x,y . Then, we calculate the mean gradient at a pixel for R bands as
where x = 1 . . . M, y = 1 . . . N. The joint entropy β r for the rth band is then defined by
where p(.) denotes the probability density function of the given random variables. Structural similarity index [21] measures the similarity between two images. In our approach, we calculate the similarity between each band and the spectral-mean of the whole HS cube. The spectral-mean of the cube is a two-dimensional image calculated as
where H r and H represent rth band and mean of the cube, respectively. H r and H both are two-dimensional images. We calculate mean, standard deviation, and cross-variance of H r and H using (6), (7) , and (8) respectively.
and (9), (10) , and (11) respectively.
and
C 1 , C 2 , and C 3 used in the above-mentioned (9)- (11) are constants. Their values are set as
2 , and
where L is a constant that is represented by the dynamic range of the input image [21] . Finally, we calculate the structural similarity metric λ(H r , H), which is the combination of (9)- (11) and can be expressed by
The joint entropy and the structural similarity index are used together to measure the similarity between two images. In order to find distance metric between them, we use the inverse of joint entropy and structural similarity index individually. So, a band in the Euclidean space can be represented using a point
. Then, we apply Expectation-Maximization (EM) Clustering using Gaussian mixture models (GMM) to group them into clusters.
2) Band Reduction and Feature Extraction:
The band grouping leads to a group of correlated bands, so each group contains a large amount of redundant information. The dimensionality and correlations of each band group need to be reduced so as to enable faster computation and feature extraction. We apply PCA [22] on every band group to reduce their spectral dimension.
We are interested in spatial structures in an image because spatial structures are perceptually significant for land cover classification. Morphological connected filters can be used to extract spatial features, which efficiently retrieve structures without any distortion [20] . In this study, we exploit DAP [20] to achieve this goal.
Since no single filter size is suitable to handle the structures of all the objects in an image, morphological profiles are generated by a sequence of opening and closing with structuring element (SE) of increasing size to cope with scale problem. Given an image I, let us consider "area" as an attribute having h different attribute values. The AP for this attribute is calculated by applying opening and closing operations on the image for each of the h attribute values. The resulting AP is a stack of 2h + 1 planes (h planes from the closing profile, the original image plane, and h planes from the opening profile.) DAP [20] stores the residuals of the subsequent increasing transformations applied to the image. Since important components of the profiles are more evident in DAP, it is more practical to use DAP for obtaining important information.
Given ρ significant principal components produced by the tth band group. For each plane, DAP generates 2h + 1 profiles, i.e., n t = ρ × (2h + 1) profiles or planes for the band group. In our approach, we use three attribute values as area and three attribute values as diagonal length of bounding boxes, thus produce 13 profiles.
3) Discriminant Correlation Analysis: After band grouping, we extract DAP [20] from the reduced bands of each band group and fuse it with the raw spectral features of the same band group. To complete this fusion task, we introduce DCA that incorporates class separation knowledge by combining correlation and discriminant analysis. Here, we aim to find the maximum separation between classes and minimum separation within classes. So, the task is completed in two steps: increasing class separation and feature combination. The DCA fusion is not only used in a band-group fusion, but also in the multisource fusion to fuse spatial features from HS and LiDAR data.
Let us suppose, we are given two feature sets F and K extracted from n samples (pixels), which are grouped into C different classes. Suppose, the tth sample in F and K is represented by α 
where n c is the number of samples or feature vectors in class c and α i c is the ith feature vector in the class. So, the betweenclass scatter matrix [23] for the feature set F of C classes can be calculated as
where α is the mean feature vector of the feature set F.
If the classes are well-separated and U is the matrix of orthogonal eigenvectors of B α and D is the matrix of real and nonnegative eigenvalues sorted in decreasing order, we can get
So, W α = UD −1/2 is the transformation matrix that unitizes B α , i.e.,
where F is the projection of F in a space considering f principal components corresponding to f largest nonzero eigen values in W α . A similar approach is applied to the second feature set K to transform it into K :
where W γ is the transformation matrix derived from between class scatter matrix of the second feature set K. The betweenclass scatter matrix of K can be calculated as follows:
where the notations have usual meaning from contemporary first set.
In our fusion step, F and K are either taken from the same source (band groups from the same image for band-group fusion) or extracted at the same location (data from different sensors for multisource fusion), these features are correlated. In such case, direct multiplication does not increase the discriminability of features. Therefore, we first concatenate, e.g.,
At this stage, we aim to extract mutual information from these two sets. This can be achieved by performing singular value decomposition on the concatenated feature set. To increase the correlation between features in two building blocks of E, we calculate covariance of E as E cov and then factorize the covariance matrix. The factorization of E cov is performed using singular value decomposition as follows:
where Σ is a diagonal matrix, I is an identity matrix, and P and Q are unitary and orthonormal matrices, respectively. Thus, the transformation matrices for transforming E can be defined using the right singular matrix W = QΣ − 1 2 . In this way, the final projection of E can be obtained as follows:
Suppose DCA fusion generates X t for the tth band group in the band-group fusion. We can concatenate the feature vectors from T band groups to generate the final feature of HS data:
B. Multisource Fusion
In this task, our aim is to fuse HS and LiDAR data. We extract spatial information from the whole HS data, which is expected to contain different scene structures. At first, a new hyperspace is created by applying PCA on HS cube and then the cube is projected onto the new space which gives one or more planes considering PCs having at least 99% of variances. Spatial attributes are then extracted from both the transformed HS plane(s) and LiDAR DSM using the DAP algorithm. The obtained spatial information from both sources is fused using DCA, which has been described in band-group fusion section. Fig. 2(b) shows the steps of multisource fusion.
C. Generic Feature Extraction (GFeat)
We derive a total of eight generic features from the HS and LiDAR data [24] . Among them, normalized difference vegetation index (NDVI) [3] , [25] and entropy (E) are extracted from HS. NDVI evaluates whether the target being observed contains live green vegetation. Entropy (E) characterizes the randomness of the texture. Note that the calculation of entropy requires a grayscale image. Given an HS cube, we select three bands from the cube and generate a pseudocolor RGB image. Then, the RGB image is transformed into a gray scale image using a luminosity conversion function [26] . The entropy is calculated at each pixel centered in a patch of 9 × 9 of the grayscale image from a local neighborhood [26] .
Six features are extracted from LiDAR, including digital surface model (DSM), digital elevation model (DEM), nDSM, difference between the first and last LiDAR pulse return (PD), intensity of the LiDAR return, and entropy of nDSM. DSM captures the natural elevation of the earth surface with objects on it. DEM is the representation of the bare-earth terrain without any object. nDSM is the difference between bare earth and first LiDAR return reflected by an object on earth. PD is the difference between first and last LiDAR pulse return of a pixel. It gives important information related to the solidness of the surface, and can distinguish trees and buildings with the same height, for example. Intensity is the strength of the LiDAR return pulse. nDSM Entropy measures the entropy calculated from the nDSM data and calculated at each pixel centered in a patch of 9 × 9 of the nDSM image from a local neighborhood. Finally, we concatenate these eight features to form a generic feature vector for classification purpose. We concatenate these eight features to form part of the final feature vector.
III. EXPERIMENTS AND ANALYSIS
In this section, we present the experimental results on the two real-world datasets, and compare our method with several state-of-the-art approaches. 
A. Data Description 1) Houston Data:
The Houston dataset consists of an HS image and a LiDAR derived DSM. This dataset were distributed at the 2013 GRSS data fusion contest [27] . Both HS and LiDAR data were collected over the University of Houston campus and the neighboring urban area. The HS data were acquired by a compact airborne spectrographic imager on June 23, 2012, and the average height of the sensor above ground was 5500 ft. The LiDAR data were acquired on June 22, 2012, and the average height of the sensor above ground was 2000 ft. The size of both HS and LiDAR data is 349 × 1905 pixels with the spatial resolution of 2.5 m. The HS dataset consists of 144 spectral bands ranging from 0.38 μm to 1.05 μm. The 15 classes of interests are grass healthy, Grass stressed, Grass synthetic, tree, soil, water, residential, commercial, road, highway, railway, parking lot 1, parking lot 2, Tennis court, and Running track. The distribution of training and testing samples of 15 different classes is shown in Table I . The "Parking Lot 1" class includes parking garages at the ground level and in elevated areas, while the "Parking Lot 2" class corresponds to parked vehicles. Fig. 3 shows RGB composite image of Houston Data, location of training and testing samples. Fig. 3(a) is the RGB image obtained from the original HS data. Fig. 3(b) is obtained after shadow removal from Fig. 3(a) by Prof. Naoto Yokoya from Technical University of Munich. We use the image in Fig. 3(b) in our experiment for better visibility of object structure. To make the results fully comparable with other works in the literature, we use the standard training and testing set given with the Houston dataset. Fig. 5 shows the representation of additional features derived from LiDAR point cloud and HS image of Houston Data.
2) GU Data: The second dataset is provided by the Spectral Imaging Lab at Griffith University. It consists of an HS image and corresponding LiDAR point cloud collected from Yarraman State Forest, Queensland, Australia and its adjacent area. The total area was around 8 km 2 . The HS data consist of 62 bands ranging from 408.54 nm to 990.62 nm wavelength, where the spectral resolution is 8.94 nm to 9.81 nm. The spatial resolution of the dataset is 0.5 m. For the LiDAR point cloud, the number of return is 6 and the average point spacing is 0.2 m. We collect training and testing samples from 33 different areas of the image. We crop HS data using the open source tool Barista, and process the LiDAR data using MARS 7 and ENVI 5.3 to generate DSM and DEM. The selected areas cover five classes of interest, e.g., "road", "tree", "grass", "water," and "soil". Out of the 33 areas, we arbitrarily select the points from 5 areas for training and remaining 28 areas for testing. Fig. 4 shows pseudocolor image segments of the GU data. Table II shows the distribution of training and testing samples of this dataset.
B. Experimental Setup 1) Band-Group and Multisource Fusions:
The input HS data are normalized in the range of [0, 1]. In order to generate DAP, the areas of 10, 15, and 20 and bounding box diagonals of 50, 100, and 500 are used. A total of 13 profiles are generated for these area and diagonal parameters. In this work, 90% of the training samples are used to train the classifiers and the rest are validation samples to guide to a proper model in order to avoid overtraining. In band-group fusion, we apply clustering on joint entropy and structural similarity metrics for band grouping. We compare performance of k-means and EM clustering using GMM. Fig. 6 (a) and (b) compares effectiveness of k-means and EM using GMM in classification by plotting of number of band groups versus overall accuracy (OA) for Houston and GU dataset, respectively. In Fig. 6(a) , EM using GMM performs better than k-means for Houston data and in Fig. 6 (b) also EM using GMM clustering performs better than k-means for GU data. For both dataset, EM using GMM clustering outperforms k-means, so we choose EM using GMM for band grouping. In our experiment, the initial T seeds of the clustering algorithm are selected randomly. This selection process is performed 10 times and the mean classification results are then reported.
In multisource fusion, prior to applying the DAP to HS images, PCA is applied to the original HS data. In band-group fusion, PCA is applied to each group of bands separately. In both cases, the first few PCs are selected having at least 99% of their cumulative variance.
2) Generic Feature Extraction (GFeat): For NDVI, we need to calculate near-infrared (NIR). In the case of the Houston data, we choose 797.90 nm (band 92) for NIR and 678.79 nm (band 30) for red. For the GU data, we choose 795.16 nm (band 42) for NIR and 679.46 nm (band 30) for red [24] . The description of two datasets is provided in Sections III-A1 and III-A2.
For the calculation of Entropy from HS, we use a grayscale image. We generate the grayscale image from a pseudocolor RGB image. In the case of the Houston data, we use 693.10 nm (band 70) for red, 597.80 nm (band 50) for green, and 454.80 nm (band 20) for blue, respectively. For the GU data, we choose 650.84 nm (band 27) for red, 536.64 nm (band 15) for green, and 472.19 nm (band 8) for blue [24] . We choose two different wavelengths for red to compute NDVI and RGB image. According to [8] , we prefer far-red rather than red to derive NDVI.
3) Classifiers: In classification, we use two classifiers, e.g., RF and Support Vector Machine (SVM).
For RF, the number of trees is set to 300. The number of the prediction variable is set approximately to the square root of the number of input bands.
The SVM is trained with a Gaussian kernel by automatically setting the scale with Bayesian optimization model and penalty parameter (box constraint) in the range of 10 −2 -10 4 during optimization. For Houston and GU datasets, the best performing box constraints are 100 and 26.8, respectively. The classifier model is validated with 10-fold cross validation.
The classification results are represented by OA, average accuracy (AA), and the kappa coefficient [3] . The metrics OA and AA are in percentage. Kappa coefficient does not have a unit. The best OA, AA, and Kappa results are shown in bold in Tables III, IV , V, and VI . The number of features is put in parentheses.
The classification results are also presented by quantity disagreement, allocation disagreement, and overall disagreement according to Pontius, Jr., et al. [28] in Tables III and V Table III shows the classification accuracies obtained by different approaches using RF.
C. Results and Discussion on Houston Dataset 1) RF Classification Results:
DSM represents elevation information of objects. So, the objects with different heights can easily be distinguished using this feature. For instance, "tennis court" has the highest classification image. The accuracy using the raw bands is high because the objects of interest are made of different material compositions and show different reflectance properties. HS+DSM shows a higher OA than individual accuracy of DSM and HS. It confirms that they contain complementary information. Here, we get motivation of fusing them in an effective way other than just layer stacking.
DAP can significantly improve the classification accuracy because it can efficiently extract spatial structural information of different classes of interest which helps the classifier to 
TABLE III RF HOUSTON: CLASSIFICATION ACCURACIES BY DIFFERENT FEATURE AND FUSION OPTIONS
The dimension of the final feature vector is provided in the parenthesis. In the case of DCA(HS), the number of band groups is 9. differentiate them efficiently. For instance, DAP(DSM) significantly improves the classification accuracy (OA) of LiDAR by almost 32.84%, which confirms the efficiency of DAP in feature extraction from raw LiDAR data. Unlike DAP(DSM), we apply PCA on HS to reduce number of planes because applying DAP on each plane of the HS is computationally very expensive and also all of the bands do not contain important information. Applying DAP on a band with almost no information will just lead to high computational cost as well as increase of redundant information. Since we consider a few of the principal components in our experiment, DAP(HS) slightly reduces the classification accuracy but provides important structural information that is complementary to DAP(DSM) to some extent.
DCA(HS) represents the accuracy of band-group fusion. Fig. 6(a) shows how OA changes with the number of band groups in Table III . DCA(HS) fuses HS and DAP(HS) for every band group and shows higher accuracy in comparison to its individual inputs, e.g., HS and DAP(HS), as shown in Tables III and IV. This is because DCA removes correlation between classes within each input dataset, but increases correlation between sets. DCA also reduces noise as well as redundant information from the input data by considering significant singular values. If we apply band grouping based on joint entropy and structural similarity metrics, it significantly improves the accuracy (OA) from raw HS band by more than 12.90% with dimensionality reduction. In this case, we achieve the highest accuracy for eight band groups. The dimension of the final feature vector is provided in the parenthesis. In the case of DCA(HS), the number of band groups is 9.
DCA(DSM, HS), which we refer as multisource fusion, slightly reduces accuracy than band-group fusion because it fuses DAP(DSM) and DAP(HS), i.e., both of them from spatial domain, so they have less mutual information than fusing spectral and spatial domains. On the contrary, the fused data have complementary information with band-group fusion output and GFeat. The stacked form of the outputs of band-group fusion and multisource fusion units and GF is concatenated to get final feature of each sample. The final feature achieves classification accuracy of 93.05% because the components in this signature contains complementary information. Grass stressed, grass synthetic, tree, soil, water, tennis court, and running track have more than 95% accuracy while grass healthy (OA: 83.95%), residential (OA: 90.86%), and parking lot 2 (OA: 89.47%) have comparatively low accuracy.
Our DCA(HS) improves the classification accuracies of "grass healthy", "commercial", "road", "parking lot 1," and "parking lot 2" compared to individual HS or DAP(HS). Also, DCA(DSM,HS) improves the classification accuracies for above-mentioned classes than using only DAP(DSM). The reason is that DCA(DSM,HS) fuses spatial information of both HS and DSM in an effective manner. According to [14] , for the class "highway," elevation value changes along the whole sample set. The combination of DCA(HS), DCA(DSM,HS), and GFeat significantly improves the accuracies of "highway" because they contain complementary information for that class.
2) SVM Classification Results: Table IV shows the classification results obtained by the SVM classifier, which performs well as the number of features increases. SVM outperforms RF when we used both HS raw data and DSM, or the combination of AP extracted from HS image and DSM. On the contrary, RF outperforms SVM in band-group fusion, multisource fusion, and generic feature units. In consideration of overall system performance, RF outperforms SVM, which is also confirmed by other works in the literature [16] . Table V shows the classification results obtained by the RF classifier on the GU dataset. The OA on GU data is 96.82%. This is significantly higher than the accuracy on Houston data because the number of classes are only one-third of the number of Houston data. As a result, the confusion between classes is lower on the GU data. If we look at the class-wise accuracy, for the feature DSM, "tree" has the lowest accuracy because it lacks a solid structure. "Grass" and "road" lead to lower classification for DAP (DSM) for the reason that their heights are almost similar (close to the ground), so only using the height feature confuses between these two classes. Our DCA(HS) band-group fusion method achieves higher accuracies on every class than using the raw HS bands. Fig. 6(b) shows how OA changes with the number of band groups used in DCA(HS) on GU Data. The highest OA is obtained for GU Data when there are seven groups. Combining DCA(HS) bandgroup fusion, DCA(DSM,HS) multisource fusion, and GFeat improves the accuracies of all classes as evident from V. Table VI shows the classification results obtained by the SVM classifier. Classification of raw data from DSM and HS, AP, and fusion output shows that SVM outperforms RF. In this dataset, 'water" is classified accurately for HS and HS-derived features because it is not confused with other classes due to its formation material. On the contrary, "grass" is mostly confused with "road" and "tree". The reason behind this is that "grass" and "road" are similar in elevation and "grass" and "tree" are similar in texture.
D. Results and Discussion on GU Dataset 1) RF Classification Results:

2) SVM Classification Results:
To evaluate the contribution of band-group fusion toward the feature extraction from HS data, we report the results in Tables III to Table VI with and without this step. It is clearly seen that band-group fusion unit improves the quality of HS-derived feature as well as classification accuracy. RF Houston, SVM Houston, RF GU, and SVM GU improve accuracy, respectively, The dimension of the final feature vector is provided in the parenthesis. In the case of DCA(HS), the number of band groups is 7.
TABLE VI SVM GU: CLASSIFICATION ACCURACIES BY DIFFERENT FEATURE AND FUSION OPTIONS
The dimension of the final feature vector is provided in the parenthesis. In the case of DCA(HS), the number of band groups is 7.
by 12.90%, 7.99%, 4.65%, and 0.56% in comparison with raw HS data. For GU, the improvement is not as significant as Houston because it already has very high accuracies (89.82%, 92%).
Fusion of DSM-derived and HS-derived features in multisource fusion also improves the accuracy of their individual features and reduces the dimensionality of features. They also have a significant role on the overall performance. Multisource fusion in RF Houston data improves 0.57% accuracy from DAP(DSM)+DAP(HS) while the feature dimensionality is reduced from 52 to 18.
Finally, we investigate the contribution from generic features. These features have complementary information with bandgroup fusion and multisource derived feature. Adding these features leads to 93.05%, 91.74%, 96.82%, and 96.87% accuracy on RF Houston, SVM Houston, RF GU, and SVM GU, respectively. Fig. 7 shows classification maps of the proposed method for Houston and GU data.
E. Performance Comparison
Finally, we compare our method with five state-of-the-art approaches. Most of these approaches used Houston Data. To be fully comparable with other approaches, we kept the standard settings of the training and testing samples.
Man et al. [3] fused texture-based grey-level cooccurrence matrix and NDVI from HS with LiDAR nDSM and intensity in pixel level and classified using SVM. As our method only uses pixel-based fusion and classification, the classification accuracies of pixel-based fusion obtained by SVM in [3] are included in Table VII . Khodadadzadeh et al. [13] used AP on LiDAR DSM and extended AP on PCs extracted from HS data and integrated them by a subspace multinomial logistic regression in a flexible manner without using any regularization parameters. In [14] , EP based spatial features are extracted from both HS and LiDAR data, then fused by layer stacking/graph based fusion method before fed to CNN. In [15] , a two branch CNN was employed for the fusion of HS and LiDAR data, where a two-tunnel CNN derived spatial and spectral features from HS and a cascade block CNN were designed for feature extraction of LiDAR data.
Our band-group fusion unit successfully extracted a discriminative signature from HS with the reduction of dimensionality, by achieving 90.36% accuracy using RF. This is significantly higher than the existing methods. For instance, [13] obtained 84.40% accuracy using spectral and spatial feature from HS. Using EP on HS data, [14] and [16] obtained 80.36% accuracy while feature vector dimensionality is 213. Using the two-tunnel CNN framework for the spectral and spatial feature extraction [15] obtained 84.08% accuracy. The reason behind this is that using band grouping our band-group fusion method extracts useful local spectral and spatial features. These features are effectively fused by DCA, which optimizes both betweenclass variation and within-class similarity with the reduction of dimensionality.
IV. CONCLUSION
In this paper, we propose a novel method for the classification of complex land cover. This method includes novel feature extraction and fusion techniques. This study contributes in the field of HS and LiDAR fusion in the following ways: It devises a novel band grouping technique, fusion of spectral and spatial features from HS data, and fusion of LiDAR-derived DSM and HS data. The extended fusion technique increases interclass variance and decreases intraclass variance. Band grouping proves that it strengthens the features produced from the HS data. We also adopt several discriminative features that improve classification accuracy significantly. A combined signature generated by band-group fusion, multisource fusion, and generic features provides a competent accuracy compared to other state-of-theart methods. Validated on both Houston benchmark dataset and a GU dataset, our approach outperforms the existing methods with significant margins. Therefore, the proposed model is a new and effective approach for remote sensing HS and LiDAR data fusion.
