Abstract-A new network structure called BCube Connected Crossbars (BCCC) was recently proposed. Its short diameter, good expandability and low cost make it a very promising topology for data center networks. However, it can utilize only two NIC ports of each server, which is suitable for nowadays technology, even though more NIC ports are available. Due to technology advances, servers with more NIC ports are emerging and they will become low-cost commodities some time later. In this paper, we propose a more general server-centric data center network structure, called GBC3, which can utilize inexpensive commodity off-the-shelf switches and servers with any fixed number of NIC ports and provide good network properties. Like BCCC, GBC3 has good expandability. When doing expansion, there is no need to alter the existing system but only to add new components into it. Thus the expansion cost that BCube suffers from can be significantly reduced in GBC3. We also introduce an addressing scheme and several efficient routing algorithms for one-to-one, one-to-all and one-to-many communications in GBC3 respectively. We make comprehensive comparisons between GBC3 and some popular existing structures in terms of several critical metrics, such as diameter, network size, bisection bandwidth and capital expenditure. We also conduct extensive experiments to evaluate GBC3, which show that GBC3 achieves the best flexibility to make tradeoff among all these critical metrics and it can suit for many different applications by fine tuning its parameters.
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INTRODUCTION
C LOUD computing has drawn enormous attentions recently, as it fulfills the desire of using computing resources as a service. To support cloud computing, data centers are essential. Nowadays, driven by technology advances, massive data centers consisting of tens or even hundreds of thousands servers have been built by large online providers, such as Google [6] , Amazon [1] and Microsoft [5] , in which data center networks (DCNs) play a critical role in the performance of data centers. Due to the importance, a number of data center network structures have been proposed and studied recently, which can be divided into two main categories: switch-centric networks and servercentric networks. In a switch-centric network, switches are assigned for a variety of tasks such as routing and addressing, while servers are only responsible for sending and receiving packets in the network. Typical examples include FatTree [12] , VL2 [13] , Portland [16] and Clos networks [17] , [18] , [19] . On the other hand, in a server-centric network, the computational intensive tasks like routing are put into the servers, which act not only as end hosts to send and receive packets, but also as relay nodes for each other. DCell [9] , BCube [7] and BCCC [10] , [11] belong to this category. A significant advantage of server-centric networks is that network hardware cost can be reduced drastically, as inexpensive commodity switches are sufficient given that routing tasks have been shifted to servers where computing resources are abundant. Moreover, since servers are much more programmable than switches, server-centric network structures can accelerate the process of network innovation.
A popular server-centric DCN topology is BCube, which is a recursively defined hierarchical structure with many good properties, such as short network diameter, multiple near-equal cost parallel paths, etc. However, BCube is limited by its poor expandability, as expanding BCube, though not impossible, incurs tremendous hardware cost and human efforts. Because the existing network structure has to undergo significant changes and all the servers require more NIC ports to expand to a higher level, poor expandability has limited BCube only fitting to a narrow range of applications, such as a modular DCN within a shipping container. Another drawback of BCube is that the hardware cost increases drastically with the number of network orders, as a higher order requires each server within a BCube to have more NIC ports. However, the majority of commodity servers in current market are only equipped with two NIC ports. Thus, how to build a DCN structure using only commodity off-theshelf (COTS) switches and servers while still maintaining a good expandability for future upgrade becomes a critical issue.
To meet these requirements, several network structures have been proposed, such as FiConn [14] , BCN [15] and BCCC [10] , for which servers with only two NIC ports are sufficient. All these three structures significantly outperform BCube in expandability. Moreover, unlike FiConn and BCN, whose diameter increases exponentially to their network order, BCCC enjoys a short diameter, which increases only linearly to its network order, similar to BCube. BCCC also inherits other good properties of BCube, such as multiple near-equal node-disjoint paths. These good properties make BCCC a promising network structure for today's DCNs. However, the network structures built using dualport servers also bear a critical drawback: They can only use two ports of each server even when more ports are available. Nowadays, device providers [2] , [3] have provided NIC with 3 or even more ports. Though not commodity offthe-shelf yet, this technology trend challenges the structures using dual-port servers.
In this paper, we propose a novel server-centric network topology for DCNs, called GBC3, which is a generalized cube based network structure. The advantage of GBC3, compared to other existing structures, is that GBC3 can be constructed by servers with any fixed number of NIC ports. For example, if commodity off-the-shelf servers with three NIC ports are available, since BCCC can only utilize two of them in each server, the third NIC port will be wasted. On the other hand, by using this type of servers, BCube can only be built to the network order of 3. If we need to expand BCube to higher order, every server in it has to be equipped with one extra NIC port, which is quite costly. Moreover, the traffic amount in each server also increases in proportion to the number of NIC ports, which burdens CPU cores in each server. On the contrary, GBC3 can fully utilize all the 3 NIC ports in each server and it can expand to any higher order while the number of NIC ports in each server remains at 3. Thus each server in GBC3 has a relatively stable traffic load. Meanwhile, GBC3 enjoys a short diameter as well, which increases linearly to the network order. Thus the communication between end hosts in GBC3 can achieve very low traffic latency. These good properties make GBC3 a promising candidate for tomorrow's DCNs. Moreover, as GBC3 is a generalized cube based network topology, we will show that both BCube and BCCC are two special cases of GBC3 later in this paper.
We present the construction of GBC3 and the addressing scheme for servers and switches within it. We also introduce several efficient routing algorithms for one-to-one, one-to-many and one-to-all communications in GBC3 respectively. In addition, we make a comprehensive comparison and analysis between the proposed GBC3 and existing popular server-centric networks such as BCube and DCell. Finally, we conduct simulations to evaluate the performance of GBC3. The results show that GBC3 achieves the best flexibility to make tradeoff among many aspects, such as bandwidth provisioning, capital expenditure, average path length and performance against server/link failures.
The rest of this paper is organized as follows. Section 2 briefly introduces the structures and properties of BCube and Cube-Connected-Cycles [8] , denoted as CCC, which GBC3 is based on. Section 3 describes the recursive structure of the proposed GBC3. Several efficient routing algorithms for one-to-one, one-to-many and one-to-all communications respectively are also presented in Section 3. Section 4 comprehensively compares GBC3 with several popular structures in terms of several critical metrics. Section 5 gives the performance evaluation results. Section 6 discusses expansion related issues and how to build a hybrid structure using GBC3. Finally, Section 7 concludes this paper.
PRELIMINARIES
GBC3 is built upon two existing network topologies: BCube and CCC. In this section, we briefly introduce the background of these two structures.
Structure of BCube
BCube is a leveled and recursively defined structure whose basic building block is BCubeðn; 0Þ. A BCubeðn; 0Þ is simply composed of n servers along with an n-port switch connecting the n servers together. A BCubeðn; kÞ is recursively constructed from n BCubeðn; k À 1Þs and n k n-port switches. Thus there are n kþ1 ðk þ 1Þ-port servers and ðk þ 1Þn k n-port switches in a BCubeðn; kÞ. Those switches are evenly divided into k þ 1 levels, and the ports of each server are indexed as level 0 to level k. Each level has n k switches and a server connects to one of the switches in each level using its corresponding port. As can be seen, the BCube structure is closely related to a k-ary n-cube. An example of BCubeð4; 1Þ is shown in Fig. 1 .
BCube has many advantages such as large accommodation of servers while keeping a short network diameter, a wide bisection bandwidth, and high aggregate data throughput. However, as mentioned earlier, BCube bears poor expandability. To scale BCube out for one more level, every server in the existing network structure must be installed with one more NIC port. Thus we need to either add one more NIC port to each of the servers in the existing structure, or even directly replace the old servers by new ones equipped with more NICs, which also incurs a huge cost of re-wiring. Therefore, making an expansion of BCube not only increases the cost of hardware, but also the cost of human effort. This limits BCube to a narrow range of applications such as a modular DCN within a shipping container [7] . As a result, the poor expandability hinders BCube from being used in today's production DCNs.
Structure of CCC
CCC is introduced in [8] , whose structure can be described as follows. A CCC of dimension kð! 1Þ, denoted as CCCðkÞ, is a graph formed by k2 k nodes. Each node in this topology can be represented by a pair of integers ðx; yÞ where 0 x < 2 k and 0 y < k, and is connected to three other nodes represented as ðx; ðy þ 1Þ mod kÞ, ðx; ðy À 1Þ mod kÞ and ðx È 2 y ; yÞ, where È is the bitwise exclusive "or" operator. The structure of CCC can also be built directly from a hypercube as follows. First, build a binary hypercube with order k, or a k-dimensional hypercube, in which each node Fig. 1 . Structure of BCubeð4; 1Þ which is composed of four BCubeð4; 0Þs and four switches. There are two levels denoted as level 0 and level 1 and each level consists of four switches. Each server has two ports and each port connects to the corresponding switch in one level.
has k links, one for the connection in each order. Then replace each node with a k-node cycle. An example of CCCð3Þ is shown in Fig. 2 .
CCC has many good properties. First, CCC is a 3-regular network, which means that the degree of each node is always three regardless of the dimensions of a CCC. Such property allows us to extend a CCC network to higher dimension without changing the radix of nodes. Second, CCC has a short network diameter. Given a CCC network with order k, its diameter is 2k þ bk=2c À 2 for any k ! 4, which is linear to the network order. CCC also shares the desirable features of a hypercube, like easy routing and addressing, as finding a route in CCC is the same as finding a route in a hypercube with each node replaced by a cycle.
GBCNETWORK STRUCTURE
In this section, we present our proposed GBC3 structure. We first describe how to build the network recursively and the addressing scheme for both servers and switches. Then we introduce three efficient routing algorithms for one-to-one, one-to-all and one-to-many communications respectively.
Structure of GBC3
GBC3 is a recursively constructed structure built using switches and servers equipped with multiple line cards (or NIC ports). First, we give the definition of an element. Let m be an integer that is no less than 2. We call a BCubeðn; m À 2Þ an element (or a building block) in a GBC3, where n is the number of servers connected by a single switch. Within a single element, there are n mÀ1 m-port servers and ðm À 1Þn mÀ2 n-port switches. Since we are using m-port servers to build an element, from the construction process of a BCube described in the previous section, we can see that each server in the element still has one port not used to connect to any switch yet, thus this port in each server is still available for future connection. Next we denote GBC3 with order k as GBC3ðn; m; kÞ, where n and m follow the definitions described above and m ! 2. A GBC3ðn; m; 0Þ is simply built by one element with n mÀ1 ðk þ 1Þ-port switches, in which each server in the element connects to one of the n mÀ1 switches using its available port. When k ! 1, a GBC3ðn; m; kÞ is constructed by n mÀ1 GBC3ðn; m; k À 1Þs connected with n kðmÀ1Þ elements. Each server in these elements connects to a corresponding ðk þ 1Þ-port switch in the n mÀ1 GBC3ðn; m; k À 1Þs using its available port. Define the size of GBC3ðn; m; kÞ network as the total number of servers in the network and denote it as Sðn; m; kÞ, then we have the following property:
Sðn; m; kÞ ¼ n mÀ1 Á Sðn; m; k À 1Þ þ n kðmÀ1Þ Á S element :
Thus the size of GBC3ðn; m; kÞ is ðk þ 1Þn ðkþ1ÞðmÀ1Þ . Let Lðn; m; kÞ be the number of the linking wires needed to build a GBC3ðn; m; kÞ. Since the degree, or the radix, of each server is a constant, m, and there is no common wire shared by any pair of servers, we have Lðn; m; kÞ ¼ m Á Sðn; m; kÞ ¼ mðk þ 1Þn ðkþ1ÞðmÀ1Þ :
The detailed procedure for constructing a GBC3ðn; m; kÞ structure is as follows. To build a GBC3ðn; m; kÞ, first we need n mÀ1 GBC3ðn; m; k À 1Þs indexed by u kþ1 2 f0; 1; . . . ; n mÀ1 À 1g. Then use u k 2 f0; 1; . . . ; n mÀ1 À 1g to represent the ðu k þ 1Þth GBC3ðn; m; k À 2Þ in a GBC3ðn; m; k À 1Þ, and so on. Since each GBC3ðn; m; k À 1Þ holds kn kðmÀ1Þ servers, adding them together we have kn ðkþ1ÞðmÀ1Þ servers in total. Thus, in this way a server in these GBC3ðn; m; k À 1Þs can be represented by an address u kþ1 u k u kÀ1 . . . u 1 u 0 , where u i 2 f0; 1; . . . ; n mÀ1 À 1g, i 2 f1; 2; . . . ; k þ 1g and u 0 2 f0; 1; . . . ; k À 1g, with u kþ1 being the most significant digit of the address. This means that this server can be located by searching the postfix u k u kÀ1 . . . u 0 in the ðu kþ1 þ 1Þ th GBC3ðn; m; k À 1Þ. Besides the n mÀ1 GBC3ðn; m; k À 1Þs, we also need n kðmÀ1Þ elements as aforementioned, which are indexed from 0 to n kðmÀ1Þ À 1. This gives us another n ðkþ1ÞðmÀ1Þ servers for GBC3ðn; m; kÞ. Their addresses can also be represented by u kþ1 u k u kÀ1 . . . u 1 u 0 , where u i 2 f0; 1; . . . ; n mÀ1 À 1g, i 2 f1; 2; . . . ; k þ 1g and u 0 ¼ k. We further define a rule that two different servers A = u kþ1 u k u kÀ1 . . . Moreover, in addition to the ðk þ 1Þn ðkþ1ÞðmÀ1Þ servers in an GBC3ðn; m; kÞ, there are also ðm À 1Þðk þ 1Þn ðkþ1ÞðmÀ1ÞÀ1 n-port switches and n ðkþ1ÞðmÀ1Þ ðk þ 1Þ-port switches. Since we need two types of switches to build the structure, we call them typeA switches and typeB switches respectively. Each typeA switch has n ports and is used to form the elements, while a typeB switch has k þ 1 ports and is used to make connections between two elements. Therefore, the intra-element communications are conducted through the ports of servers connecting to typeA switches while the inter-element communications are conducted through the ports of servers connecting to typeB switches.
A switch can also be represented by an address, denoted as v kþ1 v k . . . v 1 v 0 , where v 0 2 f0; 1; . . . ; ðm À 1Þn mÀ2 À 1g, v 1 2 f0; 1; . . . ; n mÀ1 þ kg, and v i 2 f0; 1; . . . ; n mÀ1 À 1g, i 2 f2; 3; . . . ; k þ 1g. We further define that when 0 v 1 n mÀ1 À 1, the switch is a typeB switch, and when n mÀ1 v 1 n mÀ1 þ k, it is a typeA switch. Also, when 0 v 1 n mÀ1 À 1, v kþ1 v k . . . v 1 is able to identify all the typeB switches, thus in this case v 0 can be any value and negligible. For simplicity, we constrain v 0 ¼ 0 when 0 v 1 n mÀ1 À 1. By a similar rule to the addresses of servers, a switch with address v i , 2 i k þ 1, belongs to the ðv i þ 1Þth GBC3ðn; m; i À 2Þ. In other words, a switch can be located by searching postfix v k v kÀ1 . . . v 0 in the ðv kþ1 þ 1Þth GBC3ðn; m; k À 1Þ and so on.
To enable easy routing, the addresses of servers in a GBC3ðn; m; kÞ are determined according to the following rule: two servers with addresses u kþ1 u k . . . Similar to BCube, the construction of GBC3 also guarantees that switches only connect to servers and never directly connect to other switches. The same is guaranteed to servers as well. Therefore, we can treat the switches as dummy crossbars that connect corresponding servers together and within a single dummy crossbar, servers can communicate to each other in one hop.
To help understand the topology of GBC3, Fig. 3 shows an example of GBC3ð2; 3; 1Þ, which is composed of four GBC3ð2; 3; 0Þs along with four elements that are BCubeð2; 1Þs. Severs 000 and 010 belong to the same GBC3ð2; 3; 0Þ, as their addresses only differ in digit u 1 . Severs 001 and 101 are in the same element since their addresses only differ in digit u 2 , and server 001 simply connects to a typeB switch in the first GBC3ð2; 3; 0Þ whose address is 000. In addition, Fig. 4 presents the geometrical view of BCube and GBC3. It can be observed from Fig. 4 that GBC3 can also be derived from a BCube by replacing each node in the BCube with a corresponding number of servers connected by a typeB switch. For address u kþ1 u k . . . u 0 of a server in a GBC3, u kþ1 u k . . . u 1 represents the coordinate of the server along the corresponding dimension specified by u 0 . For example, in Fig. 4b, a GBC3(2, 3, 1) can be treated as a 2D square. Servers within a black or red rectangle form an element and their addresses represent the coordinates within this 2D square. Servers in the black rectangles lie in the horizontal dimension while those within red rectangles lie in the vertical dimension. Servers within blue rectangles belong to different dimensions from each other and they are connected by a typeB switch.
Therefore, based on the construction process, it can be easily shown that BCube is a special case of GBC3 when the order of GBC3, k, is 0. In other words, BCubeðn; kÞ can be represented as GBC3ðn; k þ 2; 0Þ.
To facilitate the discussion on routing in GBC3ðn; m; kÞ later, we denote each address u i , i 2 f1; 2; . . . ; k þ 1g, by an ðm À 1Þ-tuple, a iðmÀ1Þ a iðmÀ1ÞÀ1 . . . a ðiÀ1ÞðmÀ1Þþ1 , where a j 2 f0; 1; . . . ; n À 1g and j 2 fði À 1Þðm À 1Þ þ 1; ði À 1Þðm À 1Þ þ 2; . . . ; iðm À 1Þg. We make a one-on-one mapping between a pair of u i and a iðmÀ1Þ a iðmÀ1ÞÀ1 . . . a ðiÀ1ÞðmÀ1Þþ1 by function u i ¼ P mÀ1 j¼1 n jÀ1 Á a ðiÀ1ÞðmÀ1Þþj , from which we can observe that a unique u i maps to a unique ðm À 1Þ-tuple and vice versa. For example, suppose m ¼ 3, n ¼ 2 and u 1 ¼ 2, then its 2-tuple form is 10. In this case, its 2-tuple is actually its binary representation. Therefore, the server address u kþ1 u k u kÀ1 . . . u 1 u 0 can also be represented as a ðkþ1ÞðmÀ1Þ a ðkþ1ÞðmÀ1ÞÀ1 . . . a 1 a 0 in which a ðkþ1ÞðmÀ1Þ is the most significant digit and u 0 ¼ a 0 . From the most significant digit a ðkþ1ÞðmÀ1Þ to the second least significant digit a 1 , every ðm À 1Þ digits represent a single digit u i . Using a similar example as the above, a server with address 211 in GBC3 (2, 3, 1) can also be represented as 10011. Similarly, switches can also be represented in another form, yet it is a little more complex than servers. We need to give addresses to typeA switches and typeB switches separately. For a typeA switch, we denote it as s 
i 2 f2; 3; . . . ; k þ 1g: On the other hand, a typeB switch can be denoted as s 
In this way we build a one-on-one mapping between v kþ1 v k . . . v 0 (denoted as v for short) and s As mentioned earlier, servers within an element are organized in the form of a BCubeðn; m À 2Þ. By using the addresses of servers and switches in the form of a and s, we can give a more detailed description of the construction of an element. From previous discussions, it can be observed that two servers, u kþ1 u k . . . For example, in Fig. 3 where m ¼ 3 and k ¼ 1, servers 000 and 020, whose least significant digit is 0 or u 0 ¼ 0, can also be represented as 00000 and 00100 respectively in the form of a. There is only one digit a 2 different between these two addresses, which satisfies the condition described above.
Thus these two servers are neighbors within the same element. Applying Eq. (3), they will be connected by a typeA switch with an address of 00010 in form of s A . By mapping it back to the form of v, the address of the switch will be 042 as shown in Fig. 3 .
This concludes the construction of an element. Also, we say a server, u kþ1 u k . . . u 0 , is in the ith dimension if u 0 ¼ i À 1, where i 2 f1; 2; . . . ; k þ 1g. Under this definition, servers within the same element are in the same dimension, and servers connected by a typeB switch are in different dimensions. Next, we introduce an efficient routing algorithm and the related properties of GBC3.
One-to-One Communication in GBC3
In one-to-one communication, a single source server will send packets to a single destination server, which is the most fundamental communication pattern in data center networks. Therefore, the efficiency of one-to-one routing has a great impact on the performance of a network.
Recall that a server has only one-hop distance to all its neighbors, which is also the assumption made in [7] . Thus, a path between a source and a destination usually includes multiple hops via intermediate servers.
We first consider the routing between a pair of servers within the same element. Since an element is actually a BCube, we can adopt the routing algorithm in [7] for communications within an element. For the sake of further discussion, we present this BCube routing as element routing in this paper and rewrite it in Table 1 .
Next, we give the routing algorithm between any pair of servers in GBC3ðn; m; kÞ in Table 2 . As can be seen from Table 2 , a routing path between a pair of source and destination can be built iteratively. As a matter of fact, to find a routing path is to correct every different digit between the source and the destination in form of u kþ1 u k . . . u 0 . Suppose the source and destination servers have addresses u kþ1 u k . . . u 0 and u 0 kþ1 u 0 k . . . u 0 0 respectively, then in each iteration, one single digit u i , where i 2 f1; 2; . . . ; k þ 1g, will be corrected to the corresponding digit u 0 i of the destination server, thus some intermediate server is added into the routing path. In addition, to correct u i to u 0 i , the intermediate server must be on the ith dimension first, which means that u 0 of the intermediate server must be i À 1. If not, we need to correct u 0 to i À 1 first. For example, in Fig. 3 , to route between servers 000 and 100, we cannot directly correct the most significant digit from 0 to 1 without going to the intermediate server 001 first. Thus, each iteration is divided into two steps: step 1 for u 0 correction and step 2 for u i correction. In order to get a better load balance performance, we use permutation of array ½k; k À 1; . . . ; 0 to determine the order in which digits will be corrected in these iterations. The same strategy is used in ElementRouting as well. Note that, although we explain the algorithm in the address form of u kþ1 u k . . . u 0 , the algorithms in Tables 1 and 2 are represented in the address form of a ðmÀ1Þðkþ1Þ a ðmÀ1Þðkþ1ÞÀ1 . . . a 0 , because in this way they can be easily described and implemented. As discussed above, u kþ1 u k . . . u 0 is one-on-one mapped to a ðmÀ1Þðkþ1Þ a ðmÀ1Þðkþ1ÞÀ1 . . . a 0 . A unique u kþ1 u k . . . u 0 represents a unique a ðmÀ1Þðkþ1Þ a ðmÀ1Þðkþ1ÞÀ1 . . . a 0 and vice versa. Hence, routing in the address form of a ðmÀ1Þðkþ1Þ a ðmÀ1Þðkþ1ÞÀ1 . . . a 0 will not cause any conflict. Taking GBC3ð2; 3; 1Þ in Fig. 3 as an example, suppose server 000 wants to send packets to server 331. Let the permutation P mÀ1 in ElementRouting be ½0; 1 and P k in GBC3Routing be ½0; 1 as well, then GBC3Routing will find a route that is composed of f000; 010; 030; 031; 131; 331g. Also, by setting P mÀ1 to ½1; 0, we can obtain another path which consists of f000; 020; 030; 031; 231; 331g. We can see that GBC3 provides a plenty of near-equal paths between any pair of source and destination servers. Hence, GBC3 can have a graceful degradation in case of component failure.
We now analyze an important property of GBC3, diameter, which is critical to the routing performance. We have the following theorem. Theorem 1. The diameter of a GBC3ðn; m; kÞ is mðk þ 1Þ.
Proof. First, note that the diameter of an element, which is a BCubeðn; m À 2Þ, is m À 1, as proved in [7] . This means that from any server to any other server within the same element, a packet travels at most m À 1 hops. Next, it can be observed that to find a path between the source and destination in a GBC3ðn; m; kÞ is actually to find a way to correct every different digit of addresses between the source and destination. Given a server with address u kþ1 u k . . . u 0 , each digit u i , i 2 f1; 2; . . . ; k þ 1g, represents a coordinate in one specific dimension. To eliminate the difference in u i between the source address and the destination address, we need to move towards the corresponding coordinate along a specific dimension. Suppose that a server can only relay packets along a dimension specified by u 0 , if that dimension is not the same as that packets need to go to, packets need to travel through a typeB switch to arrive at the expected dimension first, which adds one more hop, as discussed in the routing section. Then the packets can move forward through the expected dimension, which costs at most m À 1 hops as discussed above. Hence, to eliminate one digit difference, packets need to traverse at most m hops. Since the destination node is on the ðu 0 0 þ 1Þth dimension, if we correct the digit u u 0 0 þ1 at the last iteration, after at most k þ 1 iterations, packets will arrive at the destination. That gives us mðk þ 1Þ hops. Thus, the diameter of GBC3ðn; m; kÞ is mðk þ 1Þ. t u Take GBC3ð2; 3; 1Þ in Fig. 3 as an example. Its diameter is 6. If we want to send a packet from server 000 to server 330. A possible path is f000; 020; 030; 031; 231; 331; 330g, which takes 6 hops. From Theorem 1 we can see that given any fixed m, the diameter of GBC3 increases linearly to its network order k. In practice, m is usually a fixed and small integer, thus this linearity guarantees that the traffic within GBC3 can enjoy short latency between any pair of servers. This is crucial to cloud computing as one of the requirements of cloud computing is that a task should be able to be assigned to any part of the network.
It should be mentioned that GBC3Routing also has a very good fault-tolerant ability. Recall that a path is generated based on the permutation and different permutations generate different paths. Hence, once the source server notices that the current communication path is malfunctioning, it can simply alter the permutation to try a new path. Since there are ðk þ 1Þ! permutations, which generates ðk þ 1Þ! different paths, in most cases, GBC3Routing should still give sufficiently good performance in the presence of component failure. Next, we discuss the routing for two group communication patterns, one-to-many and one-to-all communications.
Group Communication
Group communication, including one-to-many and one-toall communications, has been widely used in networks, for example, video conference and IGMP protocol. In one-tomany or multicast communication, one source server is sending packets to multiple destination servers [25] , [26] , [27] , [28] . Since multicast plays an important role in many cloud computing applications such as MapReduce, in this section, we discuss how to do multicast in a GBC3.
Existing algorithms, such as IGMP and PIM, which are destination driven algorithms designed for Internet, also apply to GBC3. However, since there are abundant parallel paths between any pair of source and destination servers in GBC3, destination-driven algorithm will generate a multicast tree with enormous unnecessary intermediate links, which in turn wastes huge network bandwidth. On the other hand, note that building a multicast tree with a minimum number of links is actually the problem of constructing a Steiner tree in the network. We now show that this problem is NP hard in GBC3.
Theorem 2. Constructing a Steiner tree in GBC3 is NP hard.
Proof. As discussed earlier, BCube is a special case of GBC3 by setting k to 0, thus constructing a Steiner tree in a BCube is also a special case of constructing that in a GBC3. Since it has been proved in [21] that Steiner tree problem in BCube is NP hard, Steiner tree problem in GBC3 is also NP hard. t u
As a result, we turn to design a multicast algorithm that generates multicast tree cost-efficiently and takes advantage of GBC3 structure, while keeping the complexity low. Similar to the description of the one-to-one communication algorithm, we first provide the multicast algorithm within an element. A source-driven multicast algorithm is proposed in [21] , which efficiently takes advantage of abundant parallel paths within a BCube. We adopt it as the multicast algorithm within an element and present it in Table 3 .
ElementMulticast works as follows. First, we derive a permutation of array ½m À 2; m À 3; . . . ; 0 that determines in which level sequence packets will be routed in the element and we also have a group of destination servers that belong to the same element. Initially, the destination group will be partitioned into sub-groups based on the ðp mÀ1 mÀ2 Þth digit of their addresses u u 0 þ1 in the ðm À 1Þ-tuple term of a ðu 0 þ1ÞðmÀ1Þ a ðu 0 þ1ÞðmÀ1ÞÀ1 . . . a u 0 ðmÀ1Þþ1 and will be indexed by the corresponding value. Then the source server will send packets to its neighbors whose values of the ðp mÀ1 mÀ2 Þth digits index non-empty sub-groups of the destination servers. In this way, we divide the multicast task in BCubeðn; m À 2Þ into several sub-tasks in corresponding BCubeðn; m À 3Þs. This procedure continues until the second parameter of BCube becomes 0. For example, in a GBC3ð2; 3; 1Þ as shown in Fig. 5 , server 021, in terms of u 2 u 1 u 0 , wants to multicast to servers 221 and 321, denoted as servers B and C, respectively, and suppose the permutation we choose is [1, 0] . Since u 0 ¼ 1, the digit we are interested in is u 2 , which are 0, 2 and 3 and can be represented in the 2-tuple form, a 4 a 3 , as 00, 10 and 11 for the source server and two destination servers respectively. Based on the permutation we choose, we will partition the destination group based on a 4 first, thus both servers B and C fall into the sub-group indexed by value 1 and the sub-group indexed by value 0 is empty. Therefore, source server only sends packets to server B as server B is a neighbor of the source server and server B is responsible for multicasting to the sub-set {B, C}. Then it comes to the last step, we divide the sub-group to smaller sub-groups based on a 3 . As a result, the source server becomes idle as the sub-group handled by it is empty and server B will send packets to server C. Then both servers in the original destination group receive the packets. This process is marked in the corresponding bottom dashed rectangle in Fig. 5 .
It was shown [21] that the multicast algorithm within an element gives similar performance to that of constructing a sub-optimal Steiner tree [22] , both of which save 40-50 percent links compared to traditional destination-driven algorithms, while the former takes significantly less computing time than the latter. Next, we present our new multicast algorithm for GBC3 (listed in Table 4 ).
GBC3Multicast works as follows. We represent servers in address form of u kþ1 u k . . . u 1 u 0 for easy discussion. First, in order to achieve better load balance, we also need a permutation of array ½k; k À 1; . . . ; 0, denoted as
, which is used to determine in which dimension sequence packets should be routed. Indeed, GBC3Mul-ticast generates a multicast tree where the source server is located at the root and multicast is conducted from top to bottom level by level. In the first level, we partition the group of destination servers into several sub-groups based on the ðp
, of destination server addresses and index each sub-group with the corresponding value of u p k k þ1 . If a sub-group is non-empty, to send packets to servers in that sub-group, source server u kþ1 u k . . . u 0 should route the packets to an intermediate node Fig. 5 . Multicast tree for GBC3ð2; 3; 1Þ in which server 000 is the source.
can be corrected. If a sub-group is empty, we do not need to correct digit u p k k þ1 of the source server to u
as no paths to destination servers will go through that intermediate node. Thus we derive all the intermediate servers located in the second level that the source server needs to send packets to within the same element and invoke function ElementMulticast to perform this procedure. Next, these servers in the second level act as intermediate sources and each of them multicasts to a corresponding sub-group of destination servers indexed by it. In this way, we divide the multicast task in GBC3ðn; m; kÞ into several sub-tasks in corresponding GBC3ðn; m; k À 1Þs. This procedure continues until k is 0.
Next, we use the example in Fig. 5 to further illustrate the multicast process in GBC3ð2; 3; 1Þ, where server 000 wants to send packets to servers {001, 100, 110, 130, 200, 210, 220, 231, 300, 311, 320} in address form of u 2 u 1 u 0 . We first derive a permutation of array [1, 0] as [0, 1] and divide the group of destination servers into sub-groups {001, 100, 200, 300}, {110, 210, 311}, {220, 320} and {130, 231} based on u 1 . Since each of the four values, {0, 1, 2, 3}, of u 1 indexes a non-empty sub-group, server 000 needs to send packets to servers {010, 020, 030} via ElementMulticast whose process is marked in the top dashed rectangle in Fig. 5 . Then all the four servers 000, 010, 020 and 030 act as the intermediate sources sending packets to four corresponding GBC3ð2; 3; 0Þs respectively. To be more specific, server 000 will multicast to {001, 100, 200, 300} and server 010 will multicast to {110, 210, 311}, while server 020 multicasts to {220, 320} and server 030 multicasts to {130, 231}. In this level, all these destination sub-groups will be partitioned further based on u 2 . As a result, we will divide {001, 100, 200, 300} to {001}, {100}, {200}, {300}, {110, 210, 311} to {110}, {210}, {311}, {220, 320} to {220}, {320} and {130, 231} to {130}, {231} respectively. Also, to correct u 2 , all the four intermediate source servers should change their dimensions first, thus packets should first be routed from 000 to 001, from 010 to 011, from 020 to 021 and from 030 to 031 respectively, and these four intermediate servers will multicast to {101, 201, 301}, {111, 211, 311}, {221, 321} and {131, 231} via ElementMulticast respectively marked in the bottom four dashed rectangles in Fig. 5 . Then it comes to the last step where all intermediate servers having obtained a copy of the multicast packets will send the packets to all their neighbors which are destination servers and connected by the same typeB switches.
It should be mentioned that since broadcast is a special case of multicast, where all servers except the source server belong to the group of destination servers, GBC3Multicast also fits for broadcast scenario. In this case, all the intermediate servers including the source server will send packets to all their neighbors in the same element, thus the partition process can be omitted. Therefore, GBC3Multicast can be further simplified in the scenario of broadcast. We skip the detailed broadcast algorithm due to the similarity to multicast and limited space, and only give an example of broadcast, in which source server 000 sends the same packets to all other servers, in Fig. 6 . We now analyze the complexity of GBC3Multicast. In each level of the algorithm, we need to partition a group into several sub-groups. However, for the next level below the current one, we only need to partition these sub-groups, instead of the original group, into smaller sub-groups. Thus the complexity for the group partition of the entire algorithm is Oð'kÞ, where ' represents the total number of destination servers in the original group. We can see that GBC3Multicast is very efficient as its complexity increases linearly to the size of destination group ' (usually k is a small and fixed integer) and the whole process can be completed within at most mðk þ 1Þ hops, the diameter of GBC3ðn; m; kÞ, depending on the destination servers.
COMPARISONS OF BCUBE, BCCC, DCELL AND GBC3
In this section, we conduct comprehensive comparisons between the proposed GBC3 and several existing DCN structures, which include BCube, BCCC and DCell.
BCCC and DCell
To make this paper self-contained, we briefly introduce the network structure of BCCC and DCell in this section for easy discussion. As mentioned earlier, BCCC was proposed in [10] for the purpose of building a DCN using COTS switches and servers. It is also a recursively constructed structure. A building block of a BCCCðn; kÞ, denoted as an element, is composed of an n-port switch connected with n dual-port servers. Then BCCCðn; 0Þ is simply constructed by an element with n ðk þ 1Þ-port switches, each of which connects to one of the servers within that element. A BCCCðn; kÞ, where k > 0, is built with n BCCCðn; k À 1Þs and n k elements. Each server in those elements connects to one corresponding ðk þ 1Þ-port switch within these n BCCCðn; k À 1Þs. An example of BCCCð4; 1Þ is presented in Fig. 7 . It can be easily observed that BCCC is a special case of GBC3. A BCCCðn; kÞ is actually a GBC3ðn; 2; kÞ.
Next, we briefly introduce the structure of DCell. DCell was proposed in [9] , which can be built iteratively. A DCellðn; 0Þ is simply constructed with n servers connected by an n-port switch. Then a DCellðn; 1Þ is constructed using n þ 1 DCellðn; 0Þs. In DCellðn; 1Þ, each DCellðn; 0Þ is connected to all other DCellðn; 0Þs with one link by connecting one server in one DCellðn; 0Þ to the corresponding server within other DCellðn; 0Þs. For DCellðn; kÞ, where k > 1, let t kÀ1 be the number of servers a DCellðn; k À 1Þ accommodates. Then a DCellðn; kÞ is built with t kÀ1 þ 1 DCellðn; k À 1Þs by connecting each server in a single DCellðn; k À 1Þ to a corresponding server within other DCellðn; k À 1Þs. Fig. 8 shows an example of DCellð4; 1Þ.
Topology Comparison
The comparisons in this section focus on the critical topology metrics, such as network size, diameter, degree and bisection bandwidth. For clarity, the comparisons are summarized in Table 5 .
Regarding network diameter, if we represent it in terms of network size N, from Table 5 we can see that all these topologies give similar performance, although DCell performs worse than other three topologies. The diameter of BCube, BCCC and GBC3 is around log n N while that of DCell is around 2log n N. However, if we consider the diameter in terms of k, the diameter of DCell increases drastically fast. It increases exponentially to the number of NIC ports each server has. Thus a DCell built by servers with four NIC ports will bear a diameter of 15. On the contrary, GBC3 has a Fig. 7 . Structure of BCCCð4; 1Þ which is composed of four BCCCð4; 0Þs and four elements. Fig. 8 . Structure of DCellð4; 1Þ which is composed of five DCellð4; 0Þs and each server in one DCellð4; 0Þ connects to a corresponding server within other DCellð4; 0Þs. 
BCCCðn; kÞ ðk þ 1Þn
2 diameter increasing only linearly to the number of server NIC ports. Thus traffic in GBC3s will enjoy low latency. To give a clear perspective, we represent both network size and diameter for each topology against the number of server NIC ports m in Figs. 9a and 9b respectively. In Fig. 9 , the parameters of these topologies are set to BCubeð8; m À 1Þ, GBC3ð8; m; 1Þ, GBC3ð8; m; 2Þ, GBC3ð8; m; 3Þ and DCellð8; m À 1Þ, so that all the structures are built using the same type of servers with m NIC ports. From Fig. 9 we can observe that the network size N of DCell increases most quickly, yet its diameter also increases most quickly. On the contrary, GBC3s increases slowly in both network size and diameter. As mentioned earlier, GBC3 can have any large network size by increasing k given a fixed number of server NIC ports m, which cannot be achieved by either DCell or BCube. Thus by adjusting k we can always find a GBC3 which has a larger network size than DCell, while its diameter is smaller than that of DCell. For example, in Fig. 9 , when m ¼ 4, GBC3ð8; 4; 2Þ has a larger size than DCellð8; 3Þ, yet its diameter is shorter than that of DCellð8; 3Þ. For BCube, it has the shortest diameter. However, its network size is constrained by the number of server NIC ports. From Fig. 9 it can be seen that the network size of BCube is significantly smaller than DCell when m is fixed. Especially, nowadays usually m is 2, thus it cannot increase to any large size. To make it scaled up, BCube needs to change n, the number of switch ports. To change either n or k, the existing system of BCube has to undergo significant changes. Therefore, as discussed earlier, making expansion in BCube incurs a tremendous capital cost. Unlike BCube, a GBC3 can expand to any larger size by increasing k, thus there is no need to change the existing system but simply add new components to it. This leads to a huge saving in both devices and human power compared to BCube.
For BCCC, it also has good expandability. However, since it only utilizes two of the NIC ports, it may be suitable to today's systems but it will not be suitable in future as technology continues developing. Also, as shown in Fig. 9 , since BCCC is a GBC3 when m ¼ 2, though BCCC can have a shorter diameter than DCell, it cannot get a network size larger than DCell given the same n. On the other hand, GBC3 provides a significantly better flexibility. Therefore, only GBC3 can achieve a better result in both of these two aspects compared to DCell.
Next, we compare another important topology parameter, bisection bandwidth. From Table 5 , it can be easily observed that BCube has the best bisection bandwidth. GBC3 and BCCC have the same bisection bandwidth performance in terms of N, which are both N 2ðkþ1Þ . Note that GBC3 can have the same bisection bandwidth as BCube only when k ¼ 0, but this reduces a GBC3 back to a BCube. On the other hand, DCell has the worst bisection bandwidth. BCube, BCCC and GBC3 all outperform DCell significantly.
Capital Expenditure Comparison
In this section, we compare the cost of constructing a DCN using DCell and GBC3.
Different network structures use different numbers of switches and have different sizes as well as diameters. It is difficult to allege one network is more cost effective than others. Hence, we adopt the cost model proposed in [23] to compare capital expenditure of those structures. To make the paper self-contained, we introduce the cost model first.
First, we equalize the network diameter of different network topologies at several network sizes (20,000, 40,000, 60,000 and 80,000 servers respectively). We do so by fine tuning different topology parameters such as the number of ports of a switch or a server. Usually, a standard rack is designed with a size of 42U, which can accommodate at most 42 servers. Here we assume 1U blade servers are applied. However, due to the power supply limit as well as cooling system, usually a rack can only hold around 32 servers for the purpose of stability. Therefore, to make this comparison more practical, we constrain the number of servers connected by a switch to at most 32. Hence, though a switch can have more ports, we set the maximum number of ports a switch equipped to 32. For NIC ports, we require that the maximum number is 6. We next arrange these topologies to have a similar bisection bandwidth. The resultant diameter for each of the solutions versus network size is shown in Fig. 10a , while the resultant bisection bandwidth is given in Fig. 10b .
Following the cost model in [23] , we consider the prices for the following three components: switches, server NIC ports and server cores. Considering that 40 GBE protocol has been deployed, we use the prices for 40 Gbps switch line cards and 40 Gbps server NICs for comparison. The cost model we adopt assumes that the prices of these components are linear to the number of their ports and per-port price is fixed due to the current technology. For the CPU resources, we assume a core is fully reserved for packet relaying. Thus the capital expenditure of server cores depends on how many cores are participating in the routing task. Based on the experiment data in [7] , a single core can process around 10 Gbps workload. Thus to handle 40 Gbps workload, 4 cores per server are essential. Then we use the values of $2000 per 40 Gbps switch port, $600 per 40 Gbps NIC port and $280 per server core based on the data we gathered from several websites and markets.
Based on the cost model described above, we make the capital expenditure comparisons. The total cost for each structure at different network sizes is shown in Fig. 11a , while the average cost per server for each topology is shown in Fig. 11b . From the figure, it can be observed that BCube costs the most and DCell is the most cost effective. This is due to the fact that BCube needs more ports to achieve the expected size compared to other structures. Besides, more ports mean more server cores participating in extra routing task. Thus the cost of BCube increases faster than that of others. On the contrary, since DCell allows direct connection between servers without via any switch, a huge cost of switch ports can be saved. However, DCell gives the worst bisection bandwidth performance and BCube performs the best as shown in Fig. 10b . On the other hand, GBC3 and BCCC are in the middle. As described in the previous section, since both BCube and BCCC are special cases of GBC3, by fine tuning the parameters, we can have a GBC3 that can meet the requirements from all these aspects. This makes GBC3 more flexible than DCell. Thus taking all these factors into consideration, GBC3 gives the best flexibility to make tradeoff.
Three issues should be noted here. First, the values we are using and the number of servers held in a single rack may not be accurate or representative. In particular, for simplicity and stability of the rack, we assume that each rack at most accommodates 32 servers. However, the comparison conclusion can still hold until the prices of these components or the sizes of racks go through a drastic change. Second, the price of a switch port we are using is based on the prices of switches that are equipped with routing function, or layer-3 switches in other words. However, the routing task for a server-centric structure is shifted to the servers, thus it is more cost effective to build a server-centric network using low-end layer-2 mini switches. Finally, the CPU cost model we are using assumes that a CPU is fully preserved for relaying packets. However, in fact, traffic load in each server fluctuates drastically. In most cases, the CPU cores selected for packet transmission do not have to fully work on traffic load. Thus the remaining computing resource of these CPU cores can do other jobs and the actual cost for CPUs relaying packets is only proportion to the total cost of CPU cores we assume in our expenditure model. Therefore, the cost for both GBC3 and DCell can be further lowered.
For the cabling cost, all these structures consume similar quantity of wires. Thus the cost of cable itself will not differ so much. Besides, according to [23] , the cabling cost takes only 3-8 percent of the total equipment cost. Thus, it is not a key factor for applying a structure into a production. For the cost comparison between switch-centric networks, such as Fat-Tree, and server-centric networks, it can be found in [23] .
PERFORMANCE EVALUATION
In this section, we conduct comprehensive simulations to evaluate the performance of GBC3 and compare it with other structures. Since both BCube and BCCC are special cases of GBC3, we represent BCubeðn; kÞ and BCCCðn; kÞ as GBC3ðn; k þ 2; 0Þ and GBC3ðn; 2; kÞ, respectively.
For simplicity, we ignore the protocol details and assume the packets are always routed along the shortest path among all the available candidate paths between the source and destination servers. By saying a path is available we mean that there is no component failure, such as server or link failure, along this path. We also assume that packets will always arrive at the destination as long as there is at least one available path and they will not be dropped due to the congestion control. All the simulations in this section follow the same assumptions.
We first examine the impact of the number of switch ports on the average path length of each network structure provided that each structure is built using switches with the same number of ports n. To have a fair comparison, we set the parameters to be GBC3ðn; 7; 0Þ, GBC3ðn; 2; 2Þ, GBC3ðn; 3; 1Þ and DCellðn; 2Þ, so that all the structures have a similar diameter. To be more specific, the diameter of GBC3ðn; 7; 0Þ, GBC3ðn; 2; 2Þ and GBC3ðn; 3; 1Þ is 6, while that of DCellðn; 2Þ is 7. We vary n from 4 to 32 and the resultant average path lengths are given in Fig. 12a . It shows that the average path length of GBC3ðn; 3; 1Þ increases from 4.98 to 5.37, as n goes from 4 to 32. On the other hand, the average path length of GBC3ðn; 7; 0Þ increases from 5.25 to 5.81 and that of GBC3ðn; 2; 2Þ increases from 4.79 to 5.20, while that of DCellðn; 2Þ increases from 6.03 to 6.75. Thus, GBC3ðn; 3; 1Þ gives the best performance and DCellðn; 2Þ gives the worst performance in terms of average path length.
In addition, we also examine the path distance distribution among these structures. We set parameters of each structure to GBC3ð8; 7; 0Þ, GBC3ð8; 2; 2Þ, GBC3ð8; 3; 1Þ and DCellð8; 2Þ respectively and present the resultant distribution in Fig. 12b . It illustrates that DCell gives the worst path distance distribution where there are more than 45 percent pairs of servers having to communicate with each other via seven hops, the diameter of DCellð8; 2Þ. It means that in a DCell structure, packets have to travel through the longest distance for most pairs of servers. Similarly, over 45 percent pairs of servers in GBC3ð8; 7; 0Þ sending packets to each other by 6 hops, the diameter of GBC3ð8; 7; 0Þ or BCubeð8; 5Þ. Thus either DCell or BCube has an overwhelming proportion of the longest path length. On the other hand, GBC3ð8; 3; 1Þ and GBC3ð8; 2; 2Þ give a better balance in which more than 45 percent path lengths are 5, one hop shorter than the diameters of GBC3ð8; 3; 1Þ and GBC3ð8; 2; 2Þ. The ratios of numbers of pairs with shorter path lengths in GBC3ð8; 3; 1Þ and GBC3ð8; 2; 2Þ are significantly larger than those in GBC3ð8; 7; 0Þ and DCellð8; 2Þ, thus servers in GBC3ð8; 3; 1Þ and GBC3ð8; 2; 2Þ can enjoy more graceful latency performance than those in GBC3ð8; 7; 0Þ and DCellð8; 2Þ. Next, we evaluate how the average path length changes in the presence of server/link failure. The topologies considered are GBC3ð8; 7; 0Þ, GBC3ð8; 2; 2Þ, GBC3ð8; 3; 1Þ and DCellð8; 2Þ. We run simulations against server failure in which we assume each server fails independently with equal probability. Simulations are conducted with server failure probability ranging from 0 to 0.3. We present the results in Fig. 13 , from which we can see that the average path length of GBC3ð8; 7; 0Þ increases most slowly. It only increases slightly from 5.25 to 5.26. On the other hand, the average path length of DCellð8; 2Þ increases most quickly, which grows from 6.03 to 7.42. GBC3ð8; 2; 2Þ and GBC3ð8; 3; 1Þ are in the middle whose average path lengths increase from 4.78 to 6.03 and from 4.98 to 5.86, respectively. Note that when the server failure ratio is lower than 0.15, GBC3ð8; 2; 2Þ has the shortest average path length, and when failure rate is higher than 0.15, GBC3ð8; 7; 0Þ shows the shortest average path length. However, all of these structures in GBC3 family significantly outperform DCell.
Link failure is an important failure phenomenon as it not only resembles NIC port failure or line card failure in switches, but also resembles switch failure by setting all of the links connecting to that switch broken down. Due to its importance, we also run simulations to evaluate the average path length against link failure. Here we assume all the links fail independently with equal probability and the failure ratio varies from 0 to 0.3. The results are presented in Fig. 14a from which we can obtain a similar observation as the one against server failure. The average path length of GBC3ð8; 7; 0Þ increases most slowly. It increases from 5.25 to 5.36 as link failure ratio grows from 0 to 0.3. The average path length of GBC3ð8; 2; 2Þ increases fastest and it increases from 4.79 to 8.99 as link failure ratio grows from 0 to 0.3. This is because that each server in GBC3ð8; 7; 0Þ is equipped with six NIC ports, while servers in GBC3ð8; 2; 2Þ are only installed with two NIC ports. More ports mean more parallel paths and more robust connectivity. On the other hand, GBC3ð8; 3; 1Þ and DCellð8; 2Þ are in the middle as both of them are built using servers with three NIC ports. They increase from 4.98 to 6.94 and from 6.03 to 8.98 respectively. Thus GBC3ð8; 3; 1Þ enjoys a much shorter average path than DCellð8; 2Þ, especially when link failure probability is high.
We also analyze the connectivity for all these structures under the link failure. We say a server is lost if it cannot be reached by the source server. We measure the percentage of lost servers in all the servers for each topology by conducting simulations against link failure. We present the results in Fig. 14b from which we can see that GBC3ð8; 7; 0Þ loses the least number of servers and GBC3ð8; 2; 2Þ loses the most. GBC3ð8; 7; 0Þ only loses 0.07 percent of its total servers even when the failure ratio reaches 0.3, and GBC3ð8; 2; 2Þ loses 16.94 percent. On the other hand, from Fig. 14b it can be seen that performances of GBC3ð8; 3; 1Þ and DCellð8; 2Þ are similar and are in the middle between GBC3ð8; 7; 0Þ and GBC3ð8; 2; 2Þ. To be more specific, when link failure ratio becomes larger than 0.2, GBC3ð8; 3; 1Þ gives better performance than DCellð8; 2Þ. They lose 5.02 and 7.50 percent of their total servers respectively as link failure ratio grows to 0.3.
We now evaluate the throughput performance of GBC3. In order to evaluate the throughput, we build a simulator using C++ code, which adopts the routing algorithms in Tables 2 and 4 to find paths between any pair of source and destination. We set the speed of all links, NIC ports, and switch line cards to 10 Gbps and ignore packet dropping by setting the buffer length of each link to infinitely long so that the congestion control scheme will not affect the throughput. We first evaluate the throughput of GBC3 under unicast communication pattern, where we use a permutation of array ½0; 1; . . . ; N À 1, with N being the network size of GBC3, to determine the pair of source and destination. We evaluate the aggregate throughput for topology GBC3ð8; 7; 0Þ, GBC3ð8; 3; 1Þ and GBC3ð8; 2; 2Þ. As these structures have different network sizes, it is difficult to tell which one has better aggregate throughput. Thus we evaluate the average throughput by dividing the aggregate throughput by the corresponding network size and the results are shown in Fig. 15a , which reveals that GBC3ð8; 7; 0Þ gives the best average throughput and GBC3ð8; 2; 2Þ gives the worst one. On the other hand, GBC3ð8; 3; 1Þ provides an average throughput around 3 Gbps, which is in the middle between GBC3ð8; 7; 0Þ and GBC3ð8; 2; 2Þ. This results are expected, as GBC3ð8; 7; 0Þ has the strongest connectivity. Thus it has more parallel paths to balance workload compared to GBC3ð8; 3; 1Þ and GBC3ð8; 2; 2Þ, which results in higher throughput. Unsurprisingly, since GBC3ð8; 3; 1Þ has more NIC ports in each server than GBC3ð8; 2; 2Þ, it has higher average throughput. Next, we conduct simulations under the most stressful communication pattern, in which every server sends different packets, or personalized packets, to each of all other servers simultaneously. Thus every pair of servers become a unicast. We present the results in Fig. 15b , from which it can be seen that GBC3ð8; 7; 0Þ gives the highest throughput, and GBC3ð8; 2; 2Þ performs the worst, while GBC3ð8; 3; 1Þ is in the middle. Therefore, we can find that for the family of GBC3, the more ports each server has, the higher the throughput it can achieve.
We also conduct simulations to evaluate the performance of the proposed multicast/broadcast algorithm. In the simulation for multicast, we randomly separate the array ½0; 1; . . . ; N À 1 into several groups and choose one in each group as the source multicasting packets to the rest of the servers within the same group. On the other hand, in the simulation for broadcast, each server independently broadcasts packets to the entire network. The simulation results are recorded in Figs. 15c and 15d respectively. It can be observed that in the multicast or broadcast mode, regardless of the number of NIC ports each server has, GBC3 family gives similar and very high average throughput. Especially in the all-to-all broadcast mode, compared to the results in Figs. 15a and 15b , servers in all the three structures can achieve the full speed set by the network devices. These results reveal that the group communication algorithms proposed in this paper are very efficient and suitable for GBC3 family.
The evaluations conducted above are based on simulations. To evaluate the performance of GBC3 in real world applications, we have further built a small scale structure of GBC3ð2; 3; 1Þ on a cluster and conducted experiments. The cluster is composed of 50 Dell C6100 servers, each of which has two Intel Xeon X5650 Westmere CPUs, two 2TB hard disks in a RAID 1 configuration, and 24 GB ram. They are running Ubuntu14.04 and Openstack Icehouse. We virtualize the 32 nodes with each equipped with one CPU, 1 GB ram, 10 GB disk and three NIC ports and organize them into a GBC3ð2; 3; 1Þ. All the virtual servers are also running Ubuntu14.04 desktop version. We enable IPv4 forwarding scheme and set the entries of the routing table in each virtual server based on GBC3Routing in Table 2 . We run the popular DCN application Hadoop Distributed File System (HDFS) and MapReduce of version 1.2.1 on it, in which we set server 000 as the NameNode and the remaining servers as DataNodes. To give a benchmark of the throughput, we use the java class TestDFSIO in hadoop-test-1.2.1.jar provided in the Hadoop software package. We track all the packets in each server during the test and plot the resultant throughput in Fig. 16 . It can be observed that there are two traffic peak periods during the test: one around the 18th second and the other ranging from the 50th second to the 210th second, and the aggregate throughput of the entire structure during the peak period is around 2 Gbps. We also provide throughput records of the NameNode and a randomly selected DataNode in Figs. 17a and 17b respectively. For the NameNode, since it is mainly responsible for network and job management, the traffic on it is quite light. As shown in Fig. 17a , the throughput of NameNode is relatively stable and low, which is around 100 Kbps. On the contrary, the DataNodes are in charge of job implementation and data storage, thus the traffic on them is quite fluctuating and heavy, as shown in Fig. 17b . One observation from the packet tracks is that although each server bears heavy traffic, they do not peak simultaneously, which should be an internal feature from either MapReduce or TestDFSIO. During the peak period, each DataNode achieves throughput between 45 and 55 MBps. We also test the maximum speed of each link, which is around 100 MBps. Thus the throughput of each server under TestDFSIO during peak period matches the simulations we provided earlier. Therefore, GBC3 is suitable for practical cloud computing applications. To the best of our knowledge, this is the first benchmark of server-centric network structure that runs high layer applications like MapReduce.
From these evaluations, together with the comparisons in Section 4, we can see that GBC3 significantly outperforms DCell. Within GBC3 family, BCube performs best on throughput and average path length in the presence of server/link failure, however, it bears poor expandability as well as high capital expenditure. BCCC is the most cost effective structure and it also enjoys excellent expandability, however, it can only utilize two NIC ports of each server even when more ports are available. Thus the aggregate throughput of BCCC is low. On the other hand, GBC3 built using servers with any fixed number of NIC ports gives the best flexibility to make tradeoff among all these factors. Moreover, if the cost is the most important factor, we can have GBC3ðn; 2; kÞ, while if expandability and throughput are priorities, we can choose GBC3ðn; m; kÞ. Or in the future, when servers with a large number of NIC ports become COTS, we can directly build GBC3ðn; m; 0Þ. By fine tuning the parameters of GBC3ðn; m; kÞ, it can be suitable for any production scenario. Therefore, GBC3 family is very practical and flexible, and it provides more choices for DCN productions.
DISCUSSIONS
In this section, we discuss some GBC3 related issues, such as making expansion on GBC3 and building a hybrid network structure using GBC3 as a framework.
Network Expansion
Note that although there is no need to make changes in the existing structure of GBC3 when doing expansion, it does need extra ports for typeB switches. For example, when expanding GBC3ðn; m; 2Þ to GBC3ðn; m; 3Þ, we need to change all the typeB switches from three-port switches to four-port ones, which incurs extra cost. This can be easily solved by pre-provisioning extra ports for typeB switches. From previous sections we can see that GBC3 can accommodate a large number of servers even when k is small. Taking m ¼ 3 as an example, pre-provisioning typeB switches with three to four ports would provide a sufficiently large network size. In addition, as in a server-centric data center network, the entire network is a regular structure and routing is done by servers, each server has a clear view of the whole network. Thus servers can instruct switches on which port the packets should be relayed by a simple modification of packet header with only negligible additional computing overhead. In this way, when the network is expanded to higher orders, the time increase for looking up MAC address table in layer-2 switches will not affect network throughput performance too much and could be ignored. Therefore, using four-port low-end layer-2 switches to build GBC3 is sufficient. Also, since each server holds a fixed number of NIC ports, making expansions will not increase the CPU cores participating in the routing task for extra traffic load. On the other hand, it is true that BCube can also pre-provision extra NIC ports to reduce the expansion cost. However, as discussed in Section 1, current COTS servers have only two NIC ports. Even though NIC with multiple ports will become cost effective in the future, based on the market tendency, it is still much easier and more cost efficient to integrate numerous ports into a switch than to a server. For the CPU cores, the main overhead for the traffic routing can be divided into two parts: next hop calculation and packet forwarding. For the next hop calculation, based on GBC3Routing, CPU cores only need to check the k þ 2 digits between the addresses of destination and the local machine for every incoming packet. Thus this part can be finished within at most k þ 1 loops and the calculation overhead is less than ðk þ 1Þc where c is CPU time for one loop and should be very small. For the forwarding overhead, it should be a small constant since this part is mainly implemented in NIC. Thus the total CPU overhead for traffic routing mainly depends on the amount of incoming traffic and increasing k will not cause too much growth of CPU overhead. For GBC3, the number of NIC ports in each server is fixed to m, no matter how high the network order GBC3 expands to. Thus the incoming traffic to each server in GBC3 is constant. The increase of CPU overhead in GBC3 is only caused by the increase of k, which is minimal. On the other hand, for BCube, in addition to the increase of k, expanding BCube to higher level will also incur more incoming traffic which is the main contributor to the CPU overhead. Hence increasing NIC ports will increase the traffic load for each server and more cores are needed to handle the extra load, which leads to higher cost. Thus preprovisioning extra NIC ports still incurs huge capital expenditure, which nullifies its benefit. As a result, it is more cost effective for GBC3 to make expansions than BCube.
Generalizing GBC3 to Hybrid Network Structures
It can be easily observed that GBC3 is built upon elements, which are composed of BCubes. Hence it is possible to substitute each element in GBC3 with another structure such as DCell, if we treat the element as a black box. Thus a large number of novel hybrid network structures can be created under the framework of GBC3 in which each server in the element must leave one port available before constructing higher level structures. To distinguish the hybrid GBC3 from the regular one, we denote a hybrid one as GBC3ðn; kÞ where n is the size of the element and k has the same meaning as that in a GBC3ðn; m; kÞ. By applying Eq. (1) we obtain that the size of hybrid GBC3ðn; kÞ is ðk þ 1Þn kþ1 . An example is shown in Fig. 18 , where we use DCellð2; 0Þ as the element and it holds 72 servers within the structure. We can still use the routing algorithm in Table 2 to find the path between any pair of servers within the hybrid network, yet function ElementRouting needs to be replaced by the corresponding routing function for the structure of the element. Using the example in Fig. 18 again, we can replace ElementRouting by DCellRouting presented in [9] with a little alteration. More details on the construction and routing of DCell can be found in [9] .
Such hybrid network structures can hold the advantages of the local network structure within an element and the excellent expandability of GBC3 framework. Next, we analyze an important property in the following theorem, which concerns about the diameter of the hybrid structure.
Theorem 3. Suppose the diameter of the network structure in each element is d, then the diameter of hybrid GBC3ðn; kÞ is ðd þ 1Þðk þ 1Þ.
Proof. Since there are n servers in each element, using the same addressing scheme for a regular GBC3, we represent each server with an address u kþ1 u k . . . u 1 u 0 , where 8i 2 f1; 2; . . . ; k þ 1g, u i 2 f0; 1; . . . ; n À 1g and u 0 2 f0; 1; . . . ; kg. Thus finding a path between any pair of servers is to eliminate the digit differences between the addresses of them, represented as u kþ1 u k . . . þ1 in the last iteration, after k þ 1 iterations, the packet will arrive at the destination without extra operations. Thus for any pair of servers within the hybrid GBC3, a packet can always travel through intermediate servers to the destination by at most ðd þ 1Þðk þ 1Þ hops. Therefore, the diameter of hybrid GBC3ðn; kÞ is ðd þ 1Þðk þ 1Þ. t u
CONCLUSIONS
In this paper, we propose a generalized BCube based DCN structure, called GBC3, which is a recursively defined topology. GBC3 has good expandability as it requires little alteration when making expansions. Thus it will not incur huge upgrading cost which BCube suffers from. Meanwhile, unlike BCCC, which only utilizes two NIC ports of each server, GBC3 can be built using servers with any fixed number of NIC ports. Therefore, it suits for a wider range of applications than BCCC. We also present efficient routing algorithms for one-to-one, one-to-many and one-to-all communications in GBC3. We make comprehensive comparisons among GBC3, BCube, BCCC and DCell. We also build a testbed to give a benchmark of GBC3ð2; 3; 1Þ under MapReduce. The simulation results show that GBC3 achieves the best flexibility to make tradeoff in terms of several critical metrics such as network size, diameter, throughput and capital expenditure. This makes GBC3 a very promising topology for future data centers.
