We study integer partitions in which the parts fulfill the same congruence relations with the parts of their conjugates, called conjugate-congruent partitions. The results obtained include uniqueness criteria, weight lower-bounds and enumerating generating functions.
Introduction
A partition of a positive integer n is a finite nonincreasing sequence of positive integers whose sum is n. The summands are called parts of the partition.
We will abbreviate repeated parts by the use of exponents and adopt the following notation for a partition p = (p 1 , p 2 , . . .), with or without the brackets:
where the part p j is repeated v j times. Thus the partition (7,7,4,2,2,2,1) is written (7 2 , 4, 2 3 , 1) or simply 7 2 , 4, 2 3 , 1.
We consider the set of residue classes modulo an integer m > 1 of the parts of the partition p, denoted by R(p, m) (or R if p and m are clear), We recall from [2] that the conjugate of a partition p is the partition obtained by flipping the Ferrers graph of p along the main diagonal.
A partition is called self-conjugate if it is identical with its conjugate. The purpose of this paper is to examine the properties of the partitions which share the same residue sets with their conjugates. Obviously the set of such partitions contains the self-conjugate partitions.
Definition 1.1. Let p be a partition of n. Then p will be called conjugate-congruent if and only if there exists an integer m > 1 such that R(p, m) = R(p , m) and |R(p, m)| < m, where p is the conjugate partition of p.
If R = {r 1 , r 2 , . . . , r d } is the residue set of p fulfilling Definition 1.1, then p is said to be conjugate-congruent with {r 1 , r 2 , . . . , r d } modulo m, or simply that p is conjugate-congruent of order d.
We observe that the requirement |R(p, m)| < m is necessary to exclude certain trivial sets due to the definition of a complete residue system modulo m [7, p. 45] .
If p is given by (1), then the ith distinct part of p is
The set of conjugate-congruent partitions with R modulo m, having k different parts, will be denoted by P (R, m, k), and the subset containing the partitions of n by P (n, R, m, k). The symbol k may be omitted depending on emphasis.
For example (9, 5 4 , 1 2 ) ∈ P ({1}, 2, 3), and (7, 5, 4 2 , 2) ∈ P ({1, 2}, 3, 4). The number 10 has 22 conjugate-congruent partitions, as displayed in Table 1 . We remark that every positive integer, except 2, has a conjugate-congruent partition, since the partition ((n + 1)/2, 1 (n−1)/2 ) is self-conjugate if n is odd, and (n/2, 2, 1 (n−4)/2 ), n > 2, is self-conjugate if n is even.
In Section 2 we give sufficient conditions for the uniqueness of a conjugate-congruent partition. Section 3 examines partitions p ∈ P (R, m, k) in which |R| = 1. Section 4 is devoted to the properties of partitions p ∈ P (R, m, k) such that |R| > 1, culminating in a general lower bound formula for the minimal weight of p (Theorem 4.6). In Section 5 we obtain a generating function for the number of partitions in P (n, R, m, k) which lie in the orbit of a fixed pair of vectors of exponents; the result is extended to arbitrary partitions. Lastly, Section 6 deals with the computation of conjugate-congruent partitions. Remark 1.2. The motivation for this study came from previous work on the successive rank of a partition, a statistic first defined by Atkin in [3] (see also [6, 8] [4] ). But it was noticed that this condition is satisfied in general by only the conjugate-congruent partitions of order 1 and the self-conjugate partitions. So we found the present more general investigation appealing.
Uniqueness
Let p be a conjugate-congruent partition with R modulo m. Then p becomes unique as a conjugate-congruent partition if the residue set R is uniquely specified.
We isolate two uniqueness criteria for R, and hence for p, below. U1: Least Modulus.
U2: Minimum Cardinality.
Observe that U1 implies that R is unique with least modulus m, and U2 implies that R is unique with minimum cardinality, where the case of a tie between the cardinalities of two sets is decided in favor of the smaller modulus. For example, the self-conjugate partition p=(22 2 , 17 5 , 7 10 , 2 5 ) belongs to each of the sets P ({1, 2}, 3), P ({1, 2, 3}, 4), P ({2}, 5), P ({2, 7}, 10), among others. But by U1 the unique status of p is p ∈ P ({1, 2}, 3), and by U2 it is p ∈ P ({2}, 5).
Also (9, 4 3 , 1 2 ) ∈ P ({0, 1}, 3) ∩ P ({1, 4}, 5) but uniquely, (9, 4 3 , 1 2 ) ∈ P ({0, 1}, 3), either way. Thus if p ∈ P (R, m), the order |R| of p will not be unique in general unless the uniqueness criterion is specified in advance between U1 and U2.
The advantage of the Least Modulus criterion is that it is computationally more cost effective, in a greedy sense (see Section 6). However, experience has shown that the features of a conjugate-congruent partition are more pronounced when examined via its absolute minimum order (see for example Theorem 3.1). Definition 2.1. Let p be a partition of n. Then p is uniquely conjugate-congruent with R modulo m if p fulfils either the Least Modulus criterion (U1) or the Minimum Cardinality criterion (U2).
Conjugate-congruent partitions of order one
Conjugate-congruent partitions of order 1 have a remarkably simple form.
Theorem 3.1. Let p be a partition of a positive integer n,
p = p v 1 1 p v 2 2 . . . p v k k , p 1 > · · · > p k 1, v i 1, 1 i k.
Then p is conjugate-congruent with {r} modulo m if and only if
Proof. If p ∈ P ({r}, m, k), then (i) and the first part of (ii) follow from Definition 1. 
This fact provides a method of constructing unique pairs p, q, of mutually conjugate-congruent partitions of order 1, with pre-determined exponents.
In general, to each pair (u 1 , . . . , u k ), (v 1 , . . . , v k ) of vectors with positive integral components there corresponds a unique pair p, p of mutually conjugate partitions of some n given by
Definition 3.2. Either of the conjugate partitions p, p in (3) will be referred to as a partition generated by the pair
The symbol (u, v) will denote a partition generated by (u, v), while the self-conjugate partition (u, u) will also be written as (u).
Thus if we are to have p, p ∈ P ({r}, m, k), it suffices for (u 1 , . . . , u k ) and (v 1 , . . . , v k ) to satisfy (2) with generally different choices of the c i .
For example a pair p, p ∈ P (25, {1}, 3, 3) of mutual conjugates with exponent vectors (1, 3, 3) and (1, 3, 6) , is p = (10, 4 3 , 1 3 ), p = (7, 4 3 , 1 6 ).
We can obtain the lower bound of the weights (n > 0) of all partitions p ∈ P (n, {r}, m, k). For a fixed r ∈ {1, . . . , m} consider the self-conjugate partition p = (u), where u is the unique "minimum" k-vector (r, m, m, . . . , m). Then (3) gives
By summing the parts we conclude that if
Conjugate-congruent partitions of higher order
Consider all vectors (v 1 , . . . , v k ) with positive integral coordinates. By extending the ideas of Section 3 we claim that the following set,
In one line, we can also write
Define an equivalence relation ∼ on V (d, m, k) as follows: 
where n m is the Stirling number of the second kind.
Proof. Let R be given as the ordered set R = {r 1 , . . . , r d }, r 1 < · · · < r d . Then (i) follows from the remark immediately preceding the theorem and standard results in set partitions (see for example [5, 9] ).
It is immediate that each v = (v 1 , . . . , v k ) ∈ G(R, m, k) gives a corresponding k-permutation of R with repetitions such that the image set is R.
Thus, treating a k-permutation f as a k-vector, we obtain a bijection v ≡ f (mod m) between G(R, m, k) and the set of such permutations.
The construction of v may be completed by inverting the map v ≡ f (mod m) and then adding m to every non-positive component appearing in an image vector:
. . , v k ) is given by (ii).

Remark 4.3. Theorem 4.2 provides a method of obtaining all partitions in P ({r 1 , . . . , r d }, m, k).
We illustrate it by constructing the generating set G( , r 2 }, m, 3) .
In particular, G({1, 3}, 5, 3) = {(1, 5, 2), (1, 2, 5), (1, 2, 3), (3, 5, 3), (3, 3, 5), (3, 3, 2 
Corollary 4.4. Every generating set G(R, m, k) contains a unique vector which generates the self-conjugate partition of least weight in P (R, m, k).
Proof. From Theorem 4.2 there is clearly a unique vector u = (u 1 , . . . , u k ) given by
otherwise.
By the Euclidean algorithm, k = dh + c, 0 c < d, h 0 . Thus u has the cyclic form
where the entries m + r 1 − r d occur exactly h − 0c times, at positions j, 1 < j ≡ 1 (mod d), and
Lastly we consider the partial sums S j = u 1 + · · · + u j , for each index j, 1 j k.
Observe that S j is minimal because the summands consist of positive differences of consecutive elements of R, and is least because u 1 = r 1 and the summands contain the least possible number h − 0c of least complements modulo m:
It follows from (3) that u gives the self-conjugate partition of least weight. 
where h is a positive integer, then
Proof. Direct application of (3) to the minimal vector u given in (5), followed by summation of the parts; that is, the right-hand side of the inequality is | (u)|. (ii) The expression on the right side of Theorem 4.6 can be described, in simpler terms, as the least weight of self-conjugate partitions having k different parts each congruent to r 1 , .
, as expected, for this is the general lower bound of weights of arbitrary (self-conjugate) partitions containing k different parts. The right side of the last inequality is then | (W )|, where W is the distinguished k-vector (1, . . . , 1) . But this result is more naturally obtained from (4) with the substitution r = 1 = m.
Conjugate-congruent partitions of n
Following the examples in Remark 4.3, we specialize to the partitions of n which are generated by a given pair of vectors (u 1 , . . . , u k ), (v 1 , . . . , v k ) ∈ G(R, m, k) .
We consider the simpler case e 1 = 0 = e 2 = · · · = e k , and obtain (u, v) using (3), which gives
Then, provided n fulfills the lower bound of Theorem 4.6, the following linear Diophantine equation has non-zero solutions (c 1 , c 2 , . . . , c k ):
Rather than tackle the problem of enumerating the solutions of (6) directly, we employ the technique of generating functions.
It follows by construction that each partition in F 1 ((v, u) , R, m, n) is obtained by adding nodes to the ferrers graph of (v, u) .
So F 1 ((v, u) , R, m, n) may be described as the set of partitions in P (n, R, m, k) which are generated by the ordered pair (v, u) .
Let (v) denote the self-conjugate partition generated by v.
( Hence N = |w| |u|, which is the requirement in F 2 (u, R, m, N ). We mention the following observation:
R, m, n) then the distinct conjugate of (v, w) also belongs to
We first obtain a two-variable generating function F (y, q) in which the coefficient of y N q n would represent one half the number of partitions (v, w) in F 1 ((v, u) , R, m, n) such that w lies in the set F 2 (u, R, m, N ).
The following is an adaptation of the standard method of deriving generating functions of partitions counted by numbers of parts [1, 2] :
. . . y m q m(v 1 +···+v k ) ) .
Thus on substituting from (7) we obtain
, where |u| = u 1 + · · · + u k .
The partitions generated by a self-conjugate partition (v) in P (n, R, m, k) are obtained by setting u = v in Theorem 5.1. We denote F 1 ((v, v), R, m, n) by F 1 (v, R, m, n) . (R, m, k) , and let the self-conjugate partition generated by v be given by p=p In particular, p is generated by the partition (v, W ), where W is the k-vector (1, . . . , 1), i.e., ∪{F 1 ((v, u) , n)} = F 1 ((v, W ) , n).
Example. Consider the vectors
u = (1, 3, 3) ∈ V ({1}, 3, 3) and v = (3, 3, 2) ∈ V ({1, 3}, 5, 3
Computation of conjugate-congruent partitions
This section is necessitated by the fact that we have no single formula for the number cc(n) of all conjugate-congruent partitions of n.
However, it is not difficult to obtain the conjugate-congruent partitions from the set of all partitions of n using the relations in Definition 1.1.
The simplest selecting algorithm is perhaps to test the equality of R(p, m) and R(p , m) successively for m = 2, 3, . . . , max(p, p ) + 1, until the first m = m 1 that gives an equality, or FALSE if there is no such m in the list.
This algorithm is clearly based on the Least Modulus criterion, and is generally more efficient than a Minimum Cardinality based one. Note that if p ∈ P (R, m, k), where |R| is minimal, then m m 1 .
